We assume k m=2. The analysis for k m=2 is similar.
It is easy to show that with the kth rowinB,thatisB 2 S, the minimum value 
Therefore, we conclude from (44) that for m 2 k m ;1, wealways have w =0.For k = m, from (45) wegetw =0,form 5. For m =4, s = j j, so that we cannot guarantee that w =0. For m =3, s =0:5j j,sowe will always get w 6 =0. REFERENCES errors in a given rowofA. Therefore, the value of m;n needed to get x = x c with a speci ed probability will depend essentially on the number of rows of Ab] with error.
Appendix. Simple Example.
A simple example illustrates when the use of the L 1 minimization will givethe correct solution with one large error in the data. The dependence on the number of data points m is clearly shown. This example is a linear t to m data values, so that x 2 R 2 .
The correct signal is given by y(t)=x c0 + x c1 t t 2 0 t max ]: The formula (29) can be solved to give P as a function of m ; n.Thisgives P = e =(1 + e ) (31) where =(m ; n ; 1 )= 2 , 1 = 1 + 2 k,and 2 =( 1 + 2 k)=3:89. It follows that for any xed k, P ! 1:0asm ; n increases, and P ! 0asm ; n decreases.
Furthermore using the values in Table 3 .1 we get for k = m;n 10 that P 0:0017. This shows that (31) closely approximates the required value P =0whenm ; n<k.
Figures 1, 2, and 3 makeitvery easy to determine the number of data points which should be used to get correct solution x c with probability P , when the number of large errors is believed to be no more than k.F or the known n and any desired value of P, the required m ; n is given directly by the corresponding curve in Figures 1, 2, 3. The simplest choice is to use m;n 22+2k, which will insure that the probability of a correct solution is at least 0. n =10 n =20 n =40 Table 1 Parameters for Equation (29) values of 1 and 2 were then determined to give a best linear t to the data for P =0:98 and k 10. Note that ln( P 1;P ) 3:89 for P =0:98, so that for P =0:98 and k 10 wehave m ; n 1 + 1 +( 2 + 2 )k:
The value of 3 was chosensothatm ; n is essentially linear in k for k 10, but decreases smoothly to zero as k decreases to zero.
The computational data used to obtain these curves are shown in Figure 1 , for n = 40. These data points show that the empirical curves for P =0:50 and P =0:98 give a good approximation to the computational results. The results for n = 10 and n = 20 are similar. The values of the 5 parameters, as functions of n, are given in Table 1 , for n =10, 20, and 40. This formula was chosen so as to have certain important properties corresponding to the computational results. Speci cally, for any xed P, m ; n is essentially linear in k,for 3 k 3ork 10. Also, m ; n = 0 for k =0. Finally, for k 5 and m ; n 22 + 2k gives P 0:995.
The parameters 1 and 2 were determined by setting P =0:5 and tting the resulting linear function m ; n = 1 + 2 k to the data for P =0:5 and k 0. The 3. Computational Veri cation of Robust Performance. In this section we present the results of extensive computational tests to determine howtheproblemsize (m, n) determines the abilityoftheL 1 norm minimization to recover x c , in spite of multiple large errors in the data. Speci cally,weinvestigated the probability P,that x = x c , as a function of m ; n, for speci ed values of k,thenumber of large data errors.
In the previous section wegave the condition (SC)which, if satis ed, insures that x = x c .F rom the de nition (16) of , it is clear that for any xed n and error d,the condition is more likely to be satis ed as m increases. This follows from the fact that kÂB ;1 d B k 1 will increase as the number of rows (m ; n)inÂ increases. However, any theoretical analysis of this dependence is a very di cult problem. Therefore, lacking this theoretical analysis at this time, we attempt to determine the dependence computationally.
The wayinwhich this was done will now be summarized. A total of 9450 linear programs were solved. Eachsuch linear program solved the problem min w kAw ; dk 1 (25) where A is (m n) and d has k<m; n nonzero elements. The elements a ij of A were randomly generated with ;9 a ij 9. The rst k elements of d each had the value unity, and the remaining m ; k elements were zero. Since the solution to (25) is independent of the row order or of changing the sign of all elements in a given row, this is equivalenttochoosing k elements of d as 1 in random positions.
The problem (25) 
The desired result, (x = x c ), therefore corresponds to w =0. For each xed value of (m n k) a total of 50 LPs were solved, each with a di erent matrix A. The probability P that w = 0, corresponding to (m n k), was then taken to be P = P (m n k)=l=50 (28) where l is the number of LPs with the solution w =0.
For each xed value of n and k,7v alues of m were chosen so that the corre- Figures 1, 2, and 3 .
The curves presented in Figures 1, 2, and 3 showh o w the probability P that x = x c depends on m, n,andk. These curves are valid for n 2 10 
The su cient condition SC reduces to the earlier su cient condition (SC)as ! 0. Furthermore, for xed n, the error norm kw k 1 goes to zero linearly with , as given by (23).
The su cient conditions SC and SC are likely to be satis ed as the number of rows (m ; n)inÂ increases. Speci cally,ifm is increased by adding data points, and kdk 1 is not increased as fast (e.g., the added data points have small errors), then these su ciency conditions are more likely to be satis ed. A theoretical analysis of how these conditions depend on m, n and the number of large errors, is very di cult. We do not attempt such an analysis here, but instead investigate this dependence computationally, in the next section.
possible partitions, then wealways get w 6 = 0. This will always occur if more than m ; n elements of d are nonzero.
Directly from (14), the minimization (12) Therefore, kwk6 =0,unlessA T d =0. Furthermore, for no error in A, the magnitude of kwk will be proportional to kd e k.
2.2. Modi ed Su ciency Conditions. In most practical applications there are likely to be small random errors in all elements of b in addition to possible large errors in only some rows of Ab]. Wenow consider this situation and give a su cient condition such that the di erence kx ; x c k 1 will be proportional to the size of the small random errors and will not depend on the large errors.
We give a su cient condition such that min x kAx ; bk 1
gives an x with an error depending only on the small random errors in every element In the next section we give necessary and su cient conditions that x = x c .T h e minimum norm solution to (3) is given by x = B ;1 b B (4) where B is an (n n) basis matrix selected from the rows of A and b B consists of the corresponding elements of b.I ft h en selected rows of A and corresponding elements of b contain no errors, then the result will be that x = x c . The condition which guarantees that such a selection will be made is given in the next section. The closely related case when the rows of B and the elements of b B contain only small errors is also analyzed.
It is also shown there that the condition is invariant with respect to the magnitude of the errors in b. This propertyo ft h eL 1 norm minimization is compared to the approximationx obtained from the solution to the least squares problem min x kAx ; bk 2 (5) where the error inx will typically be proportional to the errors in b.
An important practical question is how the probability that (3) will give x = x c depends on m, n,andk, the numberofrows with errors. It is obvious that to get the correct x wemust haveatleastn error free rows, that is m n + k. The theoretical results in x2 show, in a general way, that for xed n and k the probabilitythatx = x c will increase with m. A simple example is given in the Appendix, where the explicit dependence on m is shown.
In order to obtain more practically useful relationships, extensive computational tests were carried out. The results of these tests give an empirical formula and curves which showhow many data points (m) are needed to give x x c with any speci ed probability P, assuming that there are no more than k rows with large errors. These results are presented in x3. The computational results show that for k rows with errors, k 50 and n 40, (3) will give x = x c with probability P 0:995 when m ; n 22 + 2k.
The use of the L 1 norm minimization has also been investigated for the more di cult parameter estimation problem A( )x b: (6) For this type of problem it is necessary to determine the parameter vector as well as the vector x when there are errors in the data vector b. Many signal identi cation problems can be formulated in this way 9 , 13]. The minimization problem now becomes min x kA( )x ; bk 1 :
The theoretical results presented here for (3) are relevant for (7), but are not directly applicable. An iterative algorithm for the solution of (7) is described and analyzed in 10, 11] . It has been applied to the identi cation of a complex signal with some large errors in the data. The computational results presented in 9] show that, as with the linear case (3), the solution obtained using the L 1 norm is very robust with respect to large data errors.
