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L. F. South, C. C. Drovandi, A. N. Pettitt
The BIC can be viewed as an easily computable proxy to fully Bayesian model choice,
which is conducted by comparing the marginal likelihood (or evidence) for each of the models.
However, the derivation for BIC relies on informative data and a noninformative prior and
that the models under consideration are non-singular. Thus the development of associated
information criteria that are suitable when the models are singular is an important research
problem. Hence, the authors should be congratulated for their contribution.
Whilst the evidence is notoriously difficult to calculate in general, there are continuing
advances in computational algorithms, such as population Monte Carlo methods (e.g. adap-
tive importance sampling (e.g. Ortiz and Kaelbling, 2000; Rubinstein and Kroese, 2013) and
sequential Monte Carlo (SMC; Chopin, 2002; Del Moral et al., 2006)) and nested sampling
(e.g. Feroz et al., 2014), for estimating it. The purpose of this note is to encourage the
community to continue with this research. There may be many applications where the ev-
idence can be estimated directly, whether or not the models are singular. These estimates
may be used directly or as a tool to validate new and cheap alternatives, such as the WAIC
(Watanabe, 2013) and the methods developed in this paper.
We are currently developing SMC methods for sampling from complex posterior distri-
butions and for estimating the evidence. SMC methods involve traversing a set of weighted
samples (or particles) through a sequence of distributions connecting the prior and the poste-
rior, through the iterative application of importance sampling, resampling and perturbation
steps. The population of particles can assist in developing efficient perturbation kernels. We
are developing methods that utilise many of the computations performed during the whole
SMC process, rather than just basing inferences on the final set of particles.
To illustrate the potential of our method, even for singular models, we take example 6.1
from the paper to estimate the number of components in a binomial mixture model. We
consider 30 datasets of size n = 50 from a four component model (with the same parameter
values as in the paper) and estimate the log evidence for 1-7 components. Boxplots of the
estimated log evidences obtained are shown in Figure 1. The results we obtain are consistent
with the sBIC0.5 results of the paper in that the number of components is incorrectly
identified as 3 in roughly 70% of cases.
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Figure 1: Log evidence estimates for the binomial mixture model example in the paper with
2-7 components, based on 30 data sets of size n = 50 simulated with four components.
The quartiles for the log evidence estimates based on 1 component (not shown) are (-282.0,
-269.3, -255.3).
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