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CARACTERÍSTICAS DEL FLUJO DETERMINISTA 
 
 
 
 
“The secret of life is enjoying the (average-)passage of time.” 
 
“Secret O’Life” 
James Taylor (1948-). 
Músico norteamericano. 
 
“I feel like a fugitive from the law of averages”. 
 
William H. Mauldin (1921-2003). 
Soldado y caricaturista americano. 
 
 
 En este último capítulo se pretende caracterizar las fuentes de generación de los 
fenómenos no estacionarios asociados a las frecuencias de paso de álabe, responsables 
del establecimiento de las interacciones instantáneas que se superponen al flujo 
promediado temporalmente. Una vez resuelto el flujo, merced a la modelización 
numérica no estacionaria de la soplante, se trata de tomar esa solución temporal y 
determinar a partir de ella las fuentes características de generación, mediante las 
construcciones y composiciones de promedios que fueron discutidas en el capítulo 
cinco.  
 De esta forma, se conseguirá dar un paso más en el conocimiento de las causas 
y orígenes (tanto cualitativa como cuantitativamente) de la interacción; no basta con 
quedarse en ver qué ocurre y cómo ocurre (capítulos seis y siete), hay que comprender 
por qué y quién es el último responsable de los mecanismos de interacción entre los 
haces. 
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8.1.- INTRODUCCIÓN 
 
 Este último capítulo de la tesis mantiene una íntima relación con el capítulo 
cinco. De hecho, la estructura que se la dado a ambos capítulos es idéntica, con el objeto 
de ir analizando los resultados siguiendo el marco teórico establecido. En primer lugar 
se trata de observar la propagación de las perturbaciones generadas por el paso de los 
álabes tanto aguas arriba como aguas abajo de la etapa. Se observará la morfología de 
dichas oscilaciones, analizando su origen y comprendiendo su modo de propagación. La 
variación de algunos parámetros, como el caudal de funcionamiento o la distancia axial 
entre coronas también va a ser discutida como en ocasiones precedentes. 
 
 A continuación se analiza en detalle la interacción entre las coronas en la zona 
intermedia a las mismas. Se determinará por completo el tensor de tensiones 
determinista, tanto en el marco de referencia fijo como en el móvil, tanto en superficies 
álabe a álabe (modelo bidimensional), como en los sectores de análisis del modelo 
tridimensional, el cual será comparado con el obtenido a partir de resultados 
experimentales por anemometría térmica. Se discutirá el significado físico de cada 
término, y a partir del análisis del flujo realizado en los capítulos seis y siete, se 
pretende mostrar por qué cada término adopta su distribución en particular. 
 
 En último lugar, se añade un apartado final en el que se discuten fenómenos 
físicos que quedan relacionados con el transporte de las tensiones deterministas, tales 
como la difusión y recuperación de estelas. Se va a mostrar una metodología para la 
estimación de los parámetros que recogen la evolución de las estelas al paso por coronas 
de álabes subsiguientes, particularizándola para los valores obtenidos tanto en el modelo 
numérico tridimensional como en las medidas experimentales. 
 
 
8.2.- PROPAGACIÓN DE PERTURBACIONES 
 
8.2.1.- Modo de propagación de perturbaciones aguas arriba. 
 
 En el apartado 5.2, se analizó cómo es el mecanismo que genera y rige la 
propagación de las perturbaciones producidas por la interacción de una corona fija y 
otra móvil de álabes. Así, se vio que por el conducto de una turbomáquina, bajo ciertas 
hipótesis, se puede determinar cómo serán las ondas de propagación de las 
perturbaciones generadas por el efecto potencial de interacción entre haces. De hecho, la 
regla introducida para determinar los modos de vibración y características de la 
fluctuación, tienen en cuenta únicamente el número de directrices y de álabes del rotor, 
así como la frecuencia característica de paso de los mismos (Blade Passing Frequency, 
BPF). 
 
 Pensando ya en el ventilador de estudio de esta tesis, se aplicó la regla de Tyler y 
Sofrin sobre una configuración estator-rotor con 13 directrices y 9 álabes de rodete, 
girando a una frecuencia de 40 Hz. Bajo estas condiciones, el desarrollo matemático 
efectuado determina la aparición de un modo de vibración del tipo (4,0) –ver figura 5.4- 
que va rotando en sentido contrario a como lo hace el rotor. Además, la velocidad de 
rotación de la perturbación resulta ser 9/4 de la de giro de la máquina. 
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 Con estas consideraciones en mente, se observó la distribución de velocidad en 
la entrada del modelo numérico tridimensional, tanto para el caso de gap superior como 
con el gap inferior. En la figura 8.1 se muestra la componente axial de la velocidad en la 
zona de entrada del modelo con gap superior, tanto para un instante en particular 
(izquierda), como en un mapa promediado en el tiempo (derecha). La vista está hecha 
desde aguas abajo y se han representado los contornos de álabes y directrices que 
quedan en la trayectoria de visión del plano. Como bien podrá observar el lector, en el 
mapa instantáneo se tienen cuatro oscilaciones sobre la media de la velocidad, muy 
localizadas en la zona de midspan de la máquina. Una vez promediado en el tiempo, ese 
efecto ha quedado filtrado, lo cual indica que dichas fluctuaciones se están moviendo 
circunferencialmente a lo largo de la dirección tangencial de la soplante. Tal y como 
preveía el modelo de Tyler y Sofrin, se tiene ese modo de perturbación, ciertamente con 
una oscilación extremadamente baja (del orden del 0.01%), pero aún así presente. 
 
  
Fig. 8.1. Oscilación de la componente axial de velocidad a la entrada de la máquina sobre un 
mapa instantáneo. A la derecha, mapa de velocidad promediado en el tiempo. 
 
  A la vista de la distribución radial (prácticamente sólo se observa esa oscilación 
en la zona central), se ha optado por continuar el análisis con el modelo bidimensional. 
De hecho, la repercusión que tendrá la variación de caudal o la distancia entre haces, se 
ha analizado a partir de los datos del modelo 2D en la sección central, que goza de una 
notable mejor distribución circunferencial del mallado que el modelo tridimensional. 
 
 La figura 8.2 presenta una distribución espacial-temporal en la zona de entrada 
de la fluctuación de la componente axial de la velocidad, planteándose la comparativa 
entre los dos gaps de estudio para el caudal nominal y para caudal 85% del nominal. En 
el eje de abcisas se tiene el perímetro total de la máquina y en ordenadas se recoge la 
duración total del paso de álabe en tanto por uno (t/TR). Si se escoge un instante 
cualquiera (esto es, una línea horizontal sobre el mapa), la señal observada es una 
fluctuación que presenta cuatro picos, tal y como ya se observó sobre la superficie de 
entrada del modelo tridimensional. Puesto que las oscilaciones aparecen de forma 
transversal en estos mapas azimutales, significa que se están moviendo 
circunferencialmente. Si se analiza con detenimiento la pendiente de esas “bandas” 
transversales y se relaciona la posición final (en t/TR=1.0) de una cresta o un valle de la 
oscilación respecto de su posición inicial (t/TR=0.0), se puede inferir cuál es la 
velocidad de translación circunferencial de dichas oscilaciones. Por ejemplo, en la 
figura de la izquierda para caudal nominal, en el instante inicial, para la posición 
perimetral uno, se tiene el comienzo de un valle (en color azul oscuro). Cuando ha 
transcurrido el tiempo correspondiente a un paso de álabe (t/TR=1.0 y por tanto un 
noveno del período de rotación de la máquina), dicho valle se ha desplazado hacia la 
 Capítulo 8 
Características del flujo determinista 302 
izquierda (sentido contrario a la rotación del rodete) aproximadamente una cuarta parte 
de todo el perímetro. Esto quiere decir que mientras esa oscilación ha recorrido un 
cuarto del perímetro total de la máquina, el rotor de la máquina ha girado un noveno de 
su perímetro (ha pasado el tiempo correspondiente a un canal del rotor). Por tanto, las 
oscilaciones se mueven a mayor velocidad que el giro del rotor y en sentido contrario. 
Concretamente, lo hacen a una velocidad 9/4 más rápida que la propia rotación del 
rodete, tal y como ya se había discutido en el apartado 5.2. 
 
 Tanto con el gap superior como con el gap inferior se observa similar 
comportamiento, si bien, tal y como era de esperar, las fluctuaciones se amplifican 
prácticamente al doble cuando la reducción en la distancia es del 25%. Cuando se 
reduce el caudal, se comienza a perder este patrón de oscilación. Así, para la 
configuración del gap superior aún se aprecian las cuatro oscilaciones asociadas a la 
perturbación que se está propagando aguas arriba de la etapa, pero con mucho mayor 
ruido. En el caso de gap reducido, también se observan los cuatro picos de dicha 
oscilación pero no aparecen transversalmente, como en los mapas restantes. En este 
caso, ese modo de oscilación aún no se ha disociado por completo de la oscilación que 
introduce la propia señal de paso de álabe.   
 
Fig. 8.2. Mapas espacio-temporales de la oscilación de la componente axial de la velocidad. 
Comparativa entre gaps para caudal nominal y 85% del nominal. 
 
 En la figura 8.3 se ha incluido una evolución temporal de las señales 
representadas en la figura 8.2 para caudal nominal. Con ello, se trata de mostrar con 
total claridad la oscilación, su velocidad de traslación y, cómo superpuestas a la propia 
señal, aparecen pequeñas fluctuaciones que se deben a la posición de los álabes en cada 
instante (nueve pequeñísimas fluctuaciones superpuestas a la señal media).  
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Fig. 8.3. Evolución temporal de la fluctuación de la componente axial de velocidad en la 
entrada del modelo. Sección bidimensional central. Comparativa entre gaps. 
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 En estas gráficas temporales se representan cinco instantes intermedios de una 
vuelta completa de rotor (desde t/T=0.0 a t/T=1.0), donde el eje de abcisas representa 
nuevamente el perímetro total de la máquina en la sección central. Finalmente, se han 
incluido un par de testigos (uno rojo y otro verde), de forma que el rojo mantiene la 
posición a lo largo del tiempo y el verde se mueve con la fluctuación, cuyos espectros 
serán analizados a continuación. 
 
 Sobre la figura 8.3 se puede apreciar la superposición de las fluctuaciones 
relacionadas con el paso de los álabes sobre la oscilación principal. Por ejemplo, en 
t/T=0.6, para el gap superior, se puede observar el efecto de cada álabe (en las 
posiciones perimetrales, 0.03, 0.14, 0.25, 0.36, 0.47, 0.58, 0.69, 0.8 y 0.91, cada noveno 
de perímetro, como es lógico). De esta forma, el testigo rojo, que no viaja con el 
desplazamiento lateral de la perturbación y sí mantiene su posición perimetral invariable 
a lo largo del tiempo, sufre el paso de las oscilaciones inducidas por el paso de los 
nueve álabes del rodete, que sí se mueven para dicho punto. En la figura 8.4 se incluye 
el espectro de la señal obtenida sobre dicho testigo rojo a lo largo del tiempo (espectros 
de la izquierda). Como no podía ser de otra manera, aparece un pico a la frecuencia de 
paso de álabe (360 Hz) y en mucha menor medida a la de sus armónicos. Además, 
compárese cómo al reducir el gap, la oscilación inducida por los álabes es mayor 
(evidente, pues se ha reducido la distancia de la corona móvil respecto de la entrada del 
modelo). La figura 8.4 se completa con el espectro de la señal obtenida sobre el testigo 
verde, que se desplaza a la velocidad de traslación circunferencial de la perturbación 
analizada. Nuevamente el espectro muestra una mayor oscilación para el caso de gap 
reducido, pero lo curioso son las frecuencias que aparecen en el espectro. La fluctuación 
fundamental es de 200 Hz (40Hz x 5), pero a continuación aparecen la de 520 Hz 
(asociada a las 13 directrices por los 40 Hz) y el armónico 2BPF de la máquina (720 
Hz). En principio, que el armónico fundamental sea cinco veces la velocidad de giro, 
tiene que venir de la diferencia entre las nueve fluctuaciones impuestas por el paso de 
los álabes con respecto a las 4 oscilaciones perimetrales de la perturbación. Y que se 
muestre el armónico de paso de directriz es también asumible, puesto que el punto viaja 
a lo largo del perímetro por encima de las trece directrices de la etapa. Sin embargo, 
sorprende más que aparezca la de 2BPF, puesto que el espectro no recoge la 
fundamental. 
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Fig. 8.4. Espectros de las fluctuaciones asociadas al paso de los testigos verde y rojo. 
 
 
8.2.2.- Estelas residuales del estator aguas abajo. 
 
 Se ha repetido un análisis análogo al efectuado aguas arriba de la etapa, esta vez 
sobre la superficie de salida del modelo tridimensional, para observar las fluctuaciones 
que se observan sobre la componente axial de la velocidad. En la figura 8.5 se muestra 
tanto una distribución radial instantánea como una promediada en la zona de salida del 
modelo tridimensional con gap superior. Se han incluido los contornos de las directrices 
aguas arriba para observar la correspondencia entre dichos perfiles y las oscilaciones en 
la componente de la velocidad. Como se puede apreciar, apenas hay diferencias entre 
ambos mapas, lo cual indica que esas oscilaciones, al contrario que en la entrada, están 
fijas y producidas por los perfiles del estator. 
 
 
Fig. 8.5. Oscilación de la componente axial de velocidad a la salida de la máquina sobre un 
mapa instantáneo. A la derecha, mapa de velocidad promediado en el tiempo. 
 
 
 No obstante, el hecho de que esas oscilaciones no se muevan, no significa que 
sean completamente estáticas. En realidad, como se verá a continuación, superpuestas a 
esas oscilaciones, aparecen una serie de fluctuaciones, inducidas por los álabes del 
rotor, que van a modular en amplitud las crestas y valles de dichas oscilaciones. A pesar 
de todo, la contribución de la interacción con las estelas del rotor es prácticamente 
testimonial y el principal peso recae sobre las estelas residuales del estator (de ahí la 
práctica identidad de los dos mapas de la figura 8.5). 
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 Para un análisis más certero, se ha recurrido de nuevo a la sección central del 
ventilador, retomando los valores obtenidos en el modelo bidimensional. En la figura 
8.6 se ha construido un mapa espacio-temporal con los mismos ejes que ya fueron 
definidos en la figura 8.2: el perímetro total de la máquina en abcisas y el tiempo de 
paso de álabe en tanto por uno en ordenadas. Las crestas y valles de la oscilación se 
muestran como “trazas” paralelas al eje de tiempos, lo cual indica que son fijas: a lo 
largo del tiempo, no modifican su posición perimetral, como se vio en la figura 8.5. 
Además, se pueden contar trece crestas y trece valles, lo cual refleja claramente que lo 
que a la salida se observa son las estelas residuales del estator. Respecto a la variación 
de algunos parámetros, como la distancia axial entre los haces o la reducción de la carga 
de la máquina, se observa que la reducción del gap redunda en un leve aumento de las 
fluctuaciones (no en vano la salida se acerca al borde de salida del estator), mientras que 
la reducción del caudal, al igual que ocurría a la entrada, produce un cierto desorden en 
el flujo evitando una temprana difusión de las estelas giratorias de los álabes y 
enmascarando las estelas residuales de las directrices. Para el gap superior, a caudal del 
85% del nominal, aún se ven claramente las nueve estelas en movimiento de los álabes, 
algo parecido a lo que se observa en el gap inferior. 
 
 
Fig. 8.6. Mapas espacio-temporales de la oscilación de la componente axial de la velocidad. 
Comparativa entre gaps para caudal nominal y 85% del nominal. 
 
 
 En la figura 8.7 se sustituye ese mapa temporal observado azimutalmente, por la 
evolución temporal de la señal a la salida en dos instantes intermedios. Dada la leve 
fluctuación inducida por el paso de álabe, no se ha considerado necesario incluir más 
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que un par de instantes para observar la modulación del rotor. Nuevamente se han 
introducido dos testigos, rojo y verde, para analizar a posteriori el espectro de la señal 
generada por ambos puntos. Al igual que en la figura 8.3, el testigo verde es móvil y se 
desplaza de forma que recorre todo el perímetro en el tiempo de giro de la máquina. 
Mientras, el punto rojo se mantiene fijo en una posición determinada, permitiendo 
analizar la fluctuación inducida por la estela de los álabes a su paso por la localización 
del punto. La comparativa entre gaps deja de manifiesto la mayor oscilación en el caso 
del gap inferior. La comparativa entre instantes muestra el movimiento de la interacción 
con las estelas del rotor. Nótese así, cómo varía el pico situado en las posición 
perimetral 0.3 en el caso de la izquierda entre el instante inicial y el instante intermedio 
de paso de álabe. 
 
 Finalmente, la figura 8.8 muestra los espectros asociados a las señales de los 
testigos. Como ya se relató, el punto móvil percibe las fluctuaciones producidas por los 
sucesivos pasos de álabe, así que en su espectro se observa claramente un pico a la BPF 
de la máquina (360 Hz). Puesto que la distancia entre el borde de salida de los álabes y 
la salida del modelo no varía entre un gap y otro, no hay apenas variación en la 
amplitud del espectro. También aparecen armónicos de la frecuencia de paso de álabe, 
pero mucho más debilitados. Respecto al punto móvil, el armónico principal que 
aparece es el de paso de directriz, 520 Hz, ya que el punto viaja por encima de ellas. 
Curiosamente, también aparecen armónicos extraños, como el de 880 Hz (corresponde a 
3BPF -1080 Hz- menos 200 Hz –éste aparecía asociado al mismo punto móvil a la 
entrada del modelo) o el de 160 Hz (en principio, 1BPF menos 200 Hz). Otro armónico 
que también aparece es el de 720 Hz (2BPF). 
 
 
 
 
 
 
 
 
 
Fig. 8.7. Evolución temporal de la fluctuación de la componente axial de velocidad en la 
entrada del modelo. Sección bidimensional central. Comparativa entre gaps. 
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Fig. 8.8. Espectros de las fluctuaciones asociadas al paso de los testigos verde y rojo. 
 
 
 
8.3.- TENSIONES DETERMINISTAS 
 
8.3.1.- Medidas experimentales. 
 
 A partir de las medidas experimentales, se han construido sobre los sectores los 
promedios que permiten obtener la expresión de las tensiones deterministas. Ya que son 
medidas con una sonda de doble hilo, que sólo proporciona valores de las componentes 
axial y circunferencial de la velocidad, no es posible determinar los términos que 
incluyen la velocidad radial, si bien se observará a posteriori sobre los resultados 
numéricos, que sus órdenes de magnitud son inferiores con respecto al resto de los 
términos del tensor. 
 
 Como ya se vio en el capítulo cinco, en función del marco de referencia, se 
construye un tensor de tensiones determinista para el estator y otro distinto para el rotor 
si es ésa la corona elegida para el análisis. Las expresiones generales del tensor para 
ambos marcos de referencia vienen recogidas en el apartado 5.3 –ecuaciones (5.20) y 
(5.22), por lo que en este apartado únicamente se procede a mostrar los resultados 
obtenidos y a analizar el origen de los mismos. Los programas desarrollados para la 
calcular las tensiones, así como la energía cinética determinista sobre la cual se discute 
en el apartado 8.4, tanto en el escenario numérico como en el experimental se recogen 
en el anexo IV. En primer lugar se analizan los resultados para el marco de referencia 
del estator y posteriormente sobre el rotor de la soplante. 
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 Hay que advertir que la discretización espacial empleada en los sectores de 
medida, que ya se mostraba algo laxa en la descripción del flujo, adolece de una cierta 
dispersión respecto a los resultados que se muestran a continuación. Ha de tenerse en 
cuenta, que los mapas de este capítulo se construyen a partir de nuevos cálculos sobre 
los mapas capturados, por lo que si los datos originales ya mostraban cierta inexactitud, 
es comprensible que éstos también lo sean. 
 
Marco de referencia del estator 
 
 La estructura que se va a seguir en este apartado consiste en mostrar los tres 
términos calculados del tensor (Tax-ax, Tax-circ y Tcirc-circ), agrupándolos de forma que en 
cada figura se comparen las diversas situaciones ensayadas, analizando varias cargas de 
la máquina y las dos separaciones axiales entre haces. Como viene siendo una constante 
en los capítulos de análisis de resultados, primero se va a mostrar la zona entre haces y a 
continuación la zona detrás del rotor. 
 
 Comenzando con la figura 8.9, en ella se muestra el resultado del término axial-
axial del tensor en la zona entre haces. Se construye como la media promediada a paso 
de álabe del cuadrado de la diferencia entre la componente axial instantánea (figura 7.3) 
y la componente axial promediada a paso de álabe (figura 6.8). Esta construcción 
matemática permite resaltar los efectos instantáneos de interacción, ya que elimina la 
parte media, y se queda con la fluctuación que además eleva al cuadrado. El paso final 
consiste en hacer el promedio a paso de álabe para quedarse con la “interacción 
instantánea media”. Por tanto, este término refleja claramente la interacción media en la 
dirección axial como consecuencia del paso de los álabes. En el caso de gap superior, a 
todo rango de caudales, el mapa es prácticamente uniforme y de valor nulo, 
observándose de forma muy leve la presencia de las estelas del estator. La presencia de 
esas estelas, aún siendo leve,  significa que su intensidad varía a lo largo del paso de los 
álabes (como ya se vio en el capítulo precedente, el déficit de velocidad en las estelas 
aumentaba o disminuía en función de que estuviesen o no enfrentadas con el bloqueo de 
los álabes). Como recordará el lector, las estelas de las directrices no estaban 
excesivamente definidas (en las figuras de capítulos anteriores aparecían más bien como 
una colección radial de puntos, por ejemplo, en la figura 6.8), así que ahora aparecen 
sobre ellas algunos puntos dispersos. En definitiva, esa correlación del tensor está 
diciendo que las estelas varían no en posición y sí en intensidad al interactuar con el 
bloqueo de los álabes del rotor en movimiento.  
 
 Para seguir comprendiendo qué clase de información ofrecen las correlaciones 
de un tensor de tensiones determinista, son muy interesantes los resultados a diversos 
caudales para el gap inferior. Al igual que en los mapas precedentes, se observan las 
estelas del estator (más pronunciadas que antes, ciertamente), si bien aparece una banda 
circunferencial, sobre todo al 85% y 70% del caudal nominal, que recorre todo el pitch 
tangencial. Lo que es más, en la intersección entre esa banda y la estela de directriz, 
aparece un máximo, indicando precisamente que la interacción es máxima en el punto 
de corte de ambas distribuciones (radial de la estela y circunferencial de dicha banda). 
El origen de esa banda viene del paso del bloqueo en la zona entre el midspan y la 
punta, que va barriendo todo el sector a lo largo del tiempo (los núcleos de color más 
amarillo en la figura 7.3). Por tanto, el paso de ese efecto no estacionario no es filtrado 
porque no hay una buena uniformidad circunferencial de esa componente de la 
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velocidad (recuérdese lo discutido a propósito de la ecuación (5.1) en el capítulo 5). No 
ocurría así para el caso de gap superior, en el que en la figura 7.3, muestra una gran 
uniformidad circunferencial del efecto de bloqueo, por lo que la resta de la media 
elimina toda contribución de ese leve efecto a la correlación del tensor. Como puede 
apreciarse, el orden de magnitud de las tensiones ronda los 30 m2/s2. 
 
 
 
 
 
 
 
 
 
Fig. 8.9. Componente Tax-ax del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
 
  
 
 Capítulo 8 
Características del flujo determinista 311 
 
 
 
 
 
 
 
 
Fig. 8.10. Componente Tax-circ  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
 
 
 La figura 8.10 muestra los resultados de la correlación cruzada axial-
circunferencial. En esta correlación se recogen efectos de interacción entre las 
componentes axial y circunferencial; por tanto, es necesario tener en mente los mapas 
instantáneos y promediados de ambas componentes que fueron analizados en los 
capítulos precedentes. Para el caso de gap superior, únicamente se observan 
interacciones en la zona de las estelas, ofreciendo un resultado muy similar al de la 
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figura 8.9. La mala definición de las estelas no permite una buena captura de la 
distribución del término del tensor a lo largo de la envergadura de las mismas. Aun así, 
se adivina una zona de valores positivos asociados a la zona de la cara de succión de las 
directrices y otra zona con valores negativos asociados a la zona de presión de dichos 
perfiles. El que en una zona se tenga un valor positivo o negativo viene fijado porque 
las fluctuaciones instantáneas de ambas componentes sean las dos positivas o negativas, 
o bien de signo contrario. Así, para el gap inferior, a caudales bajos se aprecia una 
banda circunferencial similar a la que ya se analizó para la correlación axial-axial. En 
esos puntos, el déficit puntual es más pronunciado que la media, por lo que la 
fluctuación instantánea de la componente axial es negativa. Respecto a la componente 
tangencial, ésta sí es superior a la media (ver figuras 7.5), así que el producto es 
intrínsecamente negativo. El hecho de que esta correlación no sea nula está indicando 
que existe una relación entre las interacciones de cada una de las componentes de la 
velocidad involucradas en el cálculo. Básicamente, lo que aquí se tiene es un 
termómetro que pone de manifiesto sobre qué componente la interacción está siendo 
más pronunciada. 
 
 Se termina el análisis entre haces con la correlación circunferencial-
circunferencial (figura 8.11). Para las configuraciones con gap superior el término es no 
nulo en la zona de estelas del estator, y sobre todo en la zona cercana a la punta, donde 
la cara de succión de las directrices interaccionan fuertemente con el paso del bloqueo 
de los álabes. Esa interacción se potenciaba con la reducción de caudal, por lo que es 
lógico que a caudales bajos la correlación aumente su valor en dicha zona. Aún así, la 
importante uniformidad circunferencial de la componente en el interior del canal entre 
estelas, hace que la correlación sólo tenga valores apreciables asociados a la zona de 
estelas. Si se observan ahora los tres casos con el gap reducido, es notable una menor 
uniformidad tangencial del flujo (como se pudo apreciar en la figura 6.10 con el 
promedio de las componentes), lo cual implica que el paso del bloqueo se vea reflejado 
en los mapas como una “banda” circunferencial donde la uniformidad a lo largo del 
pitch es menor. Destaca cómo a caudales del 85% y 70% del nominal, el valor de la 
tensión aumenta de forma muy severa en la zona asociada a las estelas de directriz, 
debido al súbito incremento de la componente circunferencial de la velocidad al paso 
del bloqueo enfrente de dichas estelas.  
 
 A la vista de estos resultados entre haces, se puede generalizar el hecho de 
que las tensiones deterministas surgen como consecuencia de una no uniformidad 
del flujo en la dirección circunferencial que se desplaza a lo largo del tiempo 
(efectos de bloqueo) o bien como una modulación de intensificación de la velocidad 
en una zona fija a lo largo del paso del álabe (efectos de interacción wake-blade). 
En ambos casos, la interacción instantánea, su origen y manifestación, va a quedar 
perfectamente recogida por estas correlaciones deterministas, demostrando ser 
una herramienta capaz de modelizar la no estacionariedad del flujo. 
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Fig. 8.11. Componente Tcirc-circ  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
 
 Las siguientes figuras analizan las tensiones deterministas en la zona detrás del 
rotor. La interacción entre haces llega muy debilitada a esta zona y únicamente se van a 
poder apreciar fenómenos de interacción entre las estelas residuales del estator y las 
móviles del rotor. Precisamente, el paso de las estelas de los álabes va a producir la 
generación de un nivel de fondo, no nulo, que barre todo el sector de análisis. Este 
efecto se aprecia claramente en la figura 8.12, donde se ha representado la correlación 
axial-axial del tensor determinista. Como se puede observar, por ejemplo, en la 
configuración de gap superior, todo el sector presenta un valor de fondo entorno a los 3 
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o 4 m2/s2 a caudal nominal. A caudales inferiores se repite el mismo patrón de 
comportamiento: así, en la figura 7.4 se deja entrever que el déficit de estelas no varía 
en magnitud respecto al valor medio de la componente axial en ese plano. 
Curiosamente, en la zona de las estelas residuales del estator, el valor de la correlación 
es nulo. Lógicamente, en la componente promediada (figura 6.9) la estela de directriz 
permanece fija a lo largo del tiempo, y puesto que en los mapas instantáneos no se le 
observan cambios sustanciales con la intersección al paso de las estelas del rotor, su 
resta obliga a que la correlación se anule en esa zona. Véase esta característica a caudal 
nominal en ambos gaps, y también con gap superior, al 85% del caudal nominal. En el 
resto de mapas, la original dispersión de las estelas del estator, enmascara este efecto. 
 
 
 
 
 
Fig. 8.12. Componente Tax-ax  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona aguas abajo del rotor. Comparativa entre gaps para varios caudales de 
funcionamiento. 
 
 Otro efecto no estacionario que puede observarse sobre la figura 8.12 es el 
aumento de la tensión en la base, justo en la zona entre estelas residuales del estator. 
Esto se debe a la intensificación de la capa límite al paso de las estelas de los álabes (ver 
figura 7.4). Del mismo modo, una cierta interacción entre estelas se desarrolla en la 
zona de punta (a caudal nominal sobre todo), y más clara para gap reducido, si bien, la 
discretización circunferencial empleada en las medidas no permite ir mucho más en el 
análisis. 
 
 La figura 8.13 recoge la correlación cruzada del tensor. Como no podía ser de 
otra manera, las estelas residuales del estator anulan al tensor en su zona de afección. 
Para el resto de zonas, la uniformidad circunferencial es importante, si bien siempre 
aparecen pequeños núcleos de interacción no estacionaria entre las estelas fijas y las 
móviles que pasan provenientes del rotor. Así, por ejemplo, destacan las zonas de 
nucleación (en amarillo) que se forman a caudal nominal para gap inferior, y que 
persisten con menor intensidad para caudal de 85% del nominal. También en la punta 
(zona de capa límite) aparecen nódulos con características semejantes, aunque se antoja 
peligroso aventurar cualquier tipo de explicación sobre los resultados obtenidos en esa 
zona externa (se tienen en ella flujos desprendidos, con la sonda al límite del rango 
adecuado de medida). 
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 En general, para esta correlación, los valores son semejantes a los obtenidos en 
los mapas de la correlación axial-axial. 
 
 
 
 
 
Fig. 8.13. Componente Tax-circ  del tensor de tensiones deterministas en el marco de referencia 
del estator en la zona aguas abajo del rotor. Comparativa entre gaps para varios caudales de 
funcionamiento. 
 
 Finalmente, el término puramente circunferencial se muestra en la figura 8.14. 
El leve déficit de la componente circunferencial de la velocidad en las estelas de los 
álabes que se desplazan tangencialmente a lo largo de los sectores generan de nuevo un 
nivel de fondo, más tenue que en las correlaciones precedentes, esta vez entorno a 
valores de 2 o 3 m2/s2. Se aprecia que la uniformidad circunferencial es muy importante 
y sólo en la zona de punta se captura cierta interacción con las estelas residuales de 
directriz. Respecto a la distribución de los mapas en la zona de la base, recalcar que son 
efectos ligados al desarrollo de capa límite, no ligados directamente a la interacción 
entre haces propiamente dicha. 
 
 
 
 
 
Fig. 8.14. Componente Tcirc-circ  del tensor de tensiones deterministas en el marco de referencia 
del estator en la zona aguas abajo del rotor. Comparativa entre gaps para varios caudales de 
funcionamiento. 
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Marco de referencia del rotor 
 
 En el marco relativo, las estelas del estator giran en sentido contrario a la 
rotación de la máquina y el efecto de bloqueo se constituye ahora como una ondulación 
estática del flujo medio entre haces de la soplante. Las estelas, por tanto, van a barrer 
los sectores de representación, generando un nivel de fondo para las tensiones en el 
marco relativo de la misma manera que ocurría antes en las figuras 8.12, 8.13 u 8.14. 
 
 En la figura 8.15 se resume por completo el tensor de tensiones entre haces en el 
marco relativo. Sólo se ha representado el caso con el gap inferior por razones de 
brevedad en la exposición, pero sí se han incluido los resultados para los tres caudales 
ensayados. La primera fila recoge el término puramente axial y en ella, excepto por la 
zona de punta, en la que la capa límite distorsiona por completo los resultados, se puede 
apreciar en cada mapa la existencia de dos zonas diferenciadas: un anillo externo (entre 
midspan y la capa límite de punta) de valor prácticamente nulo, y una segunda zona (de 
midspan a cubo) con “bandas” circunferenciales de valores cercanos a 10 o 15 m2/s2. La 
zona nula aparece como consecuencia de una mala captura de las estelas móviles del 
estator (véase figura 7.7), mientras que la otra nace de dicho barrido de las estelas. 
Como puede verse, no se captura ningún otro efecto no estacionario, si acaso una breve 
interacción con los álabes fijos en la zona del cubo. Si se observa a continuación la 
correlación puramente tangencial, se encuentra el mismo efecto que antes. A caudal 
nominal, la estela es bien capturada en toda su envergadura y por tanto genera una 
buena distribución radial de ese nivel de fondo de la tensión determinista. Sin embargo, 
a caudal 0.7Qn, la tensión es prácticamente nula (basta observar los mapas temporales y 
promediados de las figuras 6.14 y 7.9). 
 
 
 
 
 
 
 
Fig. 8.15. Tensor de tensiones deterministas en el marco de referencia del rotor en la zona entre 
haces. Comparativa entre varios caudales de funcionamiento para el gap inferior. 
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 Tras el rotor, el barrido de la estela residual del estator es muy poco 
significativo, merced a la propia baja intensidad del déficit de velocidad con el que 
llegan dichas estelas al plano de análisis. Por tanto, el nivel de fondo es prácticamente 
nulo. Lo que sí es destacable es la interacción que se recoge en los mapas entre la estela 
fija del álabe y la residual móvil en la zona de punta. Este efecto es algo que en mayor o 
menor medida aparece en las tres componentes del tensor y que claramente se atenúa 
conforme se reduce la carga de trabajo del ventilador. Dicha interacción se establece en 
la cara de presión de los álabes y curiosamente se revela con una mayor importancia en 
la componente puramente circunferencial que en la axial, algo no habitual en los 
resultados analizados hasta el momento. Conviene recordar que los mapas instantáneos 
y promediados de la componente circunferencial relativa están adimensionalizados por 
la velocidad de arrastre a lo largo de la envergadura, con el objeto de poder apreciar la 
variación circunferencial de esa componente relativa (al restar la velocidad de arrastre 
en el proceso de cambio de referencia, todo el peso de la nueva magnitud recae en ese 
sustraendo). La generación de las tensiones requiere entonces eliminar esa 
adimensionalización radial con el objeto de establecer un mapa coherente y comparable 
radio a radio. 
 
 
 
 
 
 
 
 
Fig. 8.16. Tensor de tensiones deterministas en el marco de referencia del rotor en la zona 
aguas abajo del rotor. Comparativa entre varios caudales de funcionamiento para el gap 
inferior. 
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8.3.2.- Medidas numéricas. 
 
8.3.2.1.- Representaciones álabe a álabe. 
 
 El modelo numérico bidimensional permite analizar las distribuciones de los 
mapas de las tensiones deterministas en planos álabe a álabe. Como es habitual, se 
muestran resultados para la zona de base, central y de punta, comparando las situaciones 
con gap superior e inferior para caudal nominal. Sobre las directrices, se observarán los 
resultados en el marco de referencia fija, mientras que en el rotor se construirá el tensor 
para el marco de referencia relativo. 
 
 La obtención de los mapas de tensiones, se ha realizado a partir de la 
implementación de una serie de UDFs (funciones definidas por el usuario) que 
permitían el almacenamiento de los campos de velocidad en cada instante a lo largo de 
la simulación no estacionaria ejecutada en cada caso. Esta metodología permitió una 
optimización de la capacidad de almacenamiento requerida, resultando en la obtención 
de casos de menor tamaño en memoria. Posteriormente, una técnica de postproceso 
hacía la llamada a los diversos campos almacenados para elaborar las correlaciones del 
tensor por componentes. Conviene recordar que la técnica de mallado deslizante 
empleada en la simulación U-RANS, conlleva la existencia de una serie de celdas (las 
asociadas a los canales del rotor) que se mueven a lo largo del tiempo. Por tanto, los 
valores de velocidad almacenados en esas celdas, están siendo recogidos desde el punto 
de vista relativo. Sin embargo, la discretización entre canales del estator está compuesta 
por celdas fijas, que almacenan la velocidad en el marco de referencia absoluto. Esto 
significa que la técnica de mallado deslizante impide la construcción de una forma 
directa del tensor determinista para un marco de referencia determinado en todo el 
dominio. Para conseguir esto, habría que llevar a cabo un proceso de decalaje en el 
tiempo y en el espacio de la evolución de las velocidades en el tiempo en las celdas 
móviles. Desgraciadamente, la geometría de los álabes impide el empleo de un mallado 
regular entre los canales, por lo que plantear un decalaje en una celda móvil con 
respecto a sus compañeras en toda la superficie bidimensional es harto complicado. Por 
esta razón, los mapas construidos que se van a mostrar a continuación sólo tienen 
sentido hasta las interfaces, bien observando el flujo sobre las directrices, bien sobre los 
álabes. No se recogen los mapas de las tensiones en la interfaz de salida del rodete, por 
cuanto los valores ahí van a ser bajos (ya se observó este extremo sobre el sector de 
salida de las medidas experimentales); se analizará únicamente la interacción en la zona 
entre haces, que es donde realmente se definen las principales fluctuaciones en los 
mapas de velocidad. 
 
Marco de referencia del estator 
 
 La figura 8.17 recoge el tensor determinista bidimensional completo en la 
sección del cubo, comparando los resultados al variar el gap axial. Como ya se ha 
comentado con anterioridad, las tensiones recogen las variaciones instantáneas con 
respecto a la media temporal, amplificándolas al cuadrado y promediándolas de nuevo a 
paso de álabe o directriz para generar un mapa de fuentes de no estacionariedad sobre la 
corona que se está estudiando. En el apartado 7.3.2 se estuvieron analizando las 
variaciones de los mapas de velocidad con el paso de los álabes, y ahora se verán 
reflejadas esas fluctuaciones con mucha mayor claridad en los sitios donde se producen, 
merced a los mapas que se presentan a continuación. 
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Fig 8.17. Tensor de tensiones deterministas sobre el estator en el marco de referencia absoluto. 
Sección de base. Comparativa entre gaps para caudal nominal. 
 
 
 Por ejemplo, en la correlación axial-axial de la figura 8.17, que analiza bloqueos 
y estelas o déficits de velocidad en la dirección axial, se aprecia perfectamente el paso 
del álabe, que barre el pitch de directriz y deja una banda circunferencial constante (en 
rojo) en la distribución del valor de la tensión. Al llegar a la zona de estela de las 
directrices, se amplifica, como reflejo de la interacción entre las estelas del estator y el 
bloqueo de los álabes, hecho ya tantas veces repetido en el análisis de los resultados. 
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 Sorprende el hecho de que el núcleo de las estelas de las directrices presente un 
valor nulo para la tensión, incluso para el gap inferior (imagen de la derecha); lo cual 
implica que la propia formación de la estela del estator no está condicionada en ningún 
momento por la interacción con el paso de los álabes. Por otro lado, la distribución de 
Tax-ax es muy circunferencial y apenas penetra en los canales del estator: la velocidad es 
muy uniforme y estacionaria entre directrices. 
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Fig 8.18. Tensor de tensiones deterministas sobre el estator en el marco de referencia absoluto. 
Sección central. Comparativa entre gaps para caudal nominal. 
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 Obviamente, los valores de las tensiones son mayores conforme más cerca se 
sitúan los haces de la etapa. Respecto al orden de magnitud, nótese su concordancia con 
los valores que experimentalmente se determinaron en el anterior apartado. La 
componente axial-circunferencial presenta una polaridad similar a la observada en la 
figura 8.10, mucho más marcada para el gap inferior. Por otro lado, en la componente 
puramente circunferencial no se observa ese vacío en el núcleo de las estelas que sí era 
patente sobre la componente axial-axial. 
 
 La figura 8.18 analiza la sección central. Las características globales de las 
distribuciones son idénticas a las que se estuvieron discutiendo en la sección de base, en 
lo que se refiere a origen de las tensiones y fenómenos del flujo asociados a su génesis. 
Sobre la componente axial del tensor, no se pueden aportar muchas cosas nuevas; si 
acaso, comentar cómo las tensiones penetran cada vez más en los canales del estator, 
debido a un doble efecto: por un lado, la solidez del estator, que disminuye radialmente 
y permite unos canales más anchos entre los que se va a colar el efecto potencial de la 
carga aerodinámica de los álabes; y en segundo lugar, la mayor torsión de los álabes, 
que cada vez son más perpendiculares respecto de la dirección axial, haciendo que la 
carga aerodinámica quede cada vez más enfrentada con los canales de estator. La 
correlación cruzada mantiene esa dicotomía entre valores positivos y negativos en las 
zonas de succión y presión, si bien se intensifica esta estructura respecto a la sección de 
base, en la que entre estelas también se observa esa doble polaridad de valores positivos 
y negativos. Finalmente, para la correlación tangencial, hay que destacar la aparición de 
un repunte de la tensión justo en la zona de estelas, especialmente visible en el caso del 
gap inferior (figura de la derecha). Como esta componente puramente tangencial analiza 
las fluctuaciones de la componente circunferencial de la velocidad, el hecho de que 
aparezca esa estela sobre la distribución de la tensión determinista, implica que exista 
una oscilación lateral no estacionaria de la estela. Este efecto, que fue comentado 
previamente sobre las figuras 7.14 y 7.15, aparece en forma de estela sobre la 
distribución de la tensión, por lo que también se pone de manifiesto que fuentes de no 
estacionariedad como son el movimiento de serpenteo de estelas, quedan 
perfectamente definidas y capturadas por el tensor de tensiones determinista. 
 
 Se completa la visión de las superficies álabe a álabe con la sección de punta, en 
la figura 8.19. Los valores máximos de tensión se dan en esta zona, como ya se podía 
observar en las distribuciones radiales del apartado anterior, en la que los máximos 
tendían a aparecer en las capas radiales exteriores. La reducción del gap dispara 
nuevamente el valor de las tensiones en la zona de estelas para la componente 
puramente axial, y se sigue apreciando un vacío de tensiones en el núcleo de la 
formación de estelas. La componente cruzada repite la misma estructura que se veía en 
las secciones precedentes: en la zona de estela aparece un mínimo que es compensado 
con un máximo en la zona de succión de la directriz. En último término, sobre la 
componente tangencial, se observa de nuevo la estela en el borde de salida superpuesta 
a la distribución principal, poniendo de manifiesto el serpenteo de las estelas. Destaca 
así mismo, cómo al ir hacia secciones más externas, es más acusado el máximo de la 
tensión asociado a la salida de la directriz. En la sección de base se tenía una 
distribución circunferencial muy uniforme de la tensión Tcirc-circ, apenas distorsionada 
por un repunte tras los perfiles, pero en los mapas análogos de la figura 8.19, lo que 
destaca sobre manera es el repunte (sobre todo para gap inferior), perdiéndose la 
uniformidad tangencial previa. 
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Fig 8.19. Tensor de tensiones deterministas sobre el estator en el marco de referencia absoluto. 
Sección de punta. Comparativa entre gaps para caudal nominal. 
 
 
Marco de referencia del rotor 
 
 En las figuras 8.20, 8.21 y 8.22 se muestra el tensor para el marco de referencia 
relativo en las tres secciones de análisis. En este caso, se observa la distribución de las 
tensiones sobre las superficies de los álabes, de forma que lo que se analizan a 
continuación son las fuentes de no estacionariedad que van a percibir los álabes como 
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consecuencia directa de la presencia de una fila de directrices aguas arriba. En la figura 
8.20 se muestra la sección de la base. En primer lugar, destacan los pequeños valores 
que presentan las tensiones trabajando sobre las superficies de los álabes, comparadas 
con las magnitudes en el marco absoluto. Esto significa que la presencia de las 
directrices condiciona en menor medida el flujo relativo que lo que hace el movimiento 
de los álabes sobre el flujo absoluto en el estator. 
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Fig 8.20. Tensor de tensiones deterministas sobre el rotor en el marco de referencia relativo. 
Sección de base. Comparativa entre gaps para caudal nominal. 
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Dicho en otras palabras: los álabes apenas notan efectos no estacionarios producidos 
por el estator aguas arriba, mientras que las directrices sí sufren importantes 
variaciones sobre su carga aerodinámica y sus esfuerzos, producidas por el giro de 
los álabes a su frecuencia de paso. Estos efectos ya se pudieron observar sobre las 
oscilaciones de las distribuciones de presión de álabes y directrices (figuras 7.19 y 
7.20), mucho más intensas sobre el estator. También las fluctuaciones de las fuerzas 
mostraron un comportamiento similar, mucho más acusadas sobre las directrices que 
sobre los álabes. En esta ocasión, sobre las tensiones deterministas, se pueden 
identificar las localizaciones de las fuentes de no estacionariedad, siendo la magnitud de 
las mismas el indicador de la intensidad de las no estacionariedades del flujo. 
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Fig. 8.21. Tensor de tensiones deterministas sobre el rotor en el marco de referencia relativo. 
Sección central. Comparativa entre gaps para caudal nominal. 
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 Retomando la figura 8.20, se observa que la mayor interacción rotor-estator se 
manifiesta en el borde de ataque de los álabes, especialmente sobre la cara de succión, 
pues es ésta la zona en la que inciden con mayor claridad las estelas del estator. 
Nuevamente la reducción del gap axial se traduce en una mayor no estacionariedad 
sobre los álabes. En la zona de desprendimiento se observan unos pequeños puntos que 
son generados por la formación de vórtices, inducidos éstos por la modelización LES de 
la turbulencia. En la componente cruzada aparece de nuevo una estructura bipolar de 
máximos y mínimos asociados al punto de estancamiento del perfil, que se irá haciendo 
más patente conforme se observen secciones radiales más alejadas del cubo. Respecto a 
la correlación tangencial destaca la importante uniformidad circunferencial, incluso en 
los canales del rotor. 
 
 La figura 8.21 muestra los resultados del modelo numérico en la sección central. 
La tensión axial muestra un patrón similar a la observada en la sección de base, si bien 
no llega a formarse una zona prácticamente nula en el interior del canal como sí ocurría 
antes. Por otro lado, en esta sección parece desarrollarse una estructura en forma de 
ráfagas para la distribución de las tensiones cruzadas que inciden sobre cada álabe. 
Sorprende que al reducir el gap, la ráfaga se desplace lateralmente, como consecuencia 
del cambio de la distancia disponible para que las estelas del estator se difundan. Sobre 
la figura 8.22, en la sección de punta, se observa de nuevo ese desplazamiento en el 
caso de gap inferior. 
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Fig. 8.22. Tensor de tensiones deterministas sobre el rotor en el marco de referencia relativo. 
Sección de punta. Comparativa entre gaps para caudal nominal. 
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8.3.2.2.- Representaciones sectoriales tridimensionales. 
 
 La revisión de los mapas de tensiones deterministas se completa con la inclusión 
de sus distribuciones en los planos transversales (D) y (R) en el modelo numérico. Se 
plantea la comparación entre estos resultados y los experimentales mostrados en el 
apartado 8.3.1. 
 
Marco de referencia del estator 
 
 
 
 
 
 
 
Fig. 8.23. Componente Tax-ax  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
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 La figura 8.23 incluye la componente puramente axial del tensor en el marco de 
referencia fijo para todos los casos estudiados en esta tesis en el sector (D). Los efectos 
no estacionarios recogidos por las correlaciones ya se comentaron sobre los resultados 
experimentales, por lo que no se repetirán de nuevo. Se invita al lector a que efectúe una 
comparativa entre las figuras experimentales y las que se muestran a continuación; 
como podrá apreciar, el buen acuerdo que se observaba en los diversos mapas de las 
componentes de velocidad en los capítulos seis y siete se traslada también a esta 
comparativa entre tensiones. 
 
 
 
 
 
Fig. 8.24. Componente Tax-circ  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
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 Las figuras 8.24 y 8.25 completan el adjunto de la componente puramente radial 
del tensor en el marco absoluto. Gracias a una mejor definición radial de las estelas, la 
estructura radial de la componente cruzada es continua a lo largo de toda la envergadura 
de la máquina. Respecto a la componente puramente circunferencial, adviértase cómo 
para el gap inferior, ésta aumenta espectacularmente en la cara de presión, confirmando 
la tendencia experimental observada en la figura 8.11. A caudal del 70% del nominal 
(abajo a la derecha en la figura 8.25), la escala de valores se encuentra saturada con el 
objeto de mantener escalas comparables en todos los mapas. 
 
 
 
 
 
Fig. 8.25. Componente Tcirc-circ  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
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 El análisis de la zona entre haces concluye con una muestra de las componentes 
radiales del tensor (las dos componentes cruzadas más la puramente radial) a caudal 
nominal, comparando ambos gaps de funcionamiento. Destaca el bajo valor que 
presentan estas componentes, siempre rondando la unidad, lo cual resalta la baja no 
estacionariedad que presenta el flujo con respecto a sus flujos secundarios, si bien esto 
es válido para funcionamiento a caudal nominal. Téngase en cuenta que valores de 
tensiones de Reynolds unitarios se emplean con frecuencia en la literatura como valores 
por defecto de perturbaciones turbulentas a la entrada de un modelo. 
 
 
 
 
Fig. 8.26. Componentes radiales del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para el caudal nominal. 
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 Tras el rotor, los mapas de tensiones reducen su valor de forma muy importante. 
En las figuras 8.27, 8.28 y 8.29 se recoge el adjunto de la componente puramente radial. 
Como en mapas precedentes, es en la zona de cubo donde se observan con mayor 
claridad las estelas residuales que provienen del estator. En este caso, son los efectos no 
estacionarios asociados a ellas (incremento del déficit de la estela del rotor por 
interacción con la estela residual) los que son capturados por las tensiones 
deterministas. A caudales bajos, la zona de capa límite introduce una importante 
generación de vórtices no periódicos que rompen la periodicidad canal a canal que 
debieran presentar estos mapas promediados. 
 
 
 
 
 
Fig. 8.27. Componente Tax-ax  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona aguas abajo del rotor. Comparativa entre gaps para varios caudales de 
funcionamiento. 
 
 
 
 
 
Fig. 8.28. Componente Tax-circ  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona aguas abajo del rotor. Comparativa entre gaps para varios caudales de 
funcionamiento. 
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Fig. 8.29. Componente Tcirc-circ  del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona entre haces. Comparativa entre gaps para varios caudales de funcionamiento. 
 
 
 Los mapas radiales presentan valores también muy bajos en esta zona, tras el 
rotor. Sirvan de ejemplo las representaciones de la derecha en la figura 8.30, que 
corresponden a la componente radial-radial para ambos gaps de estudio. Salvo en la 
zona de la base, el resto del sector tiene valores nulos de la componente. En este caso, 
las diferencias con el gap son inapreciables, lo cual implica que los efectos no 
estacionarios de interacción referidos a los flujos secundarios generados entre los 
canales del rotor no se ven influenciados por la distancia entre los haces de la etapa. 
 
 
 
 
 
 
Fig. 8.30. Componentes radiales del tensor de tensiones deterministas en el marco de referencia del 
estator en la zona aguas abajo del rodete. Comparativa entre gaps para varios caudales de 
funcionamiento. 
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Marco de referencia del rotor 
 
 No se ha querido finalizar el apartado de resultados numéricos sin mostrar, al 
menos para las componentes no radiales del tensor, la distribución de tensiones para el 
marco de referencia relativo. Se muestran resultados entre haces y tras el rodete, 
únicamente para el caso de gap inferior.  
 
 La figura 8.31 recoge el tensor por filas en la zona entre haces. El barrido de las 
estelas del estator provoca la generación de bandas circunferenciales, que ocupan toda 
la envergadura de la etapa, merced a la idónea captura de las estelas de directriz incluso 
en la zona de punta. Este efecto de interacción se atenúa con la disminución de caudal, 
de forma similar a como ocurría con los mapas de la figura 8.15. Obsérvese cómo las 
bandas presentan unos máximos coincidiendo con la zona de bloqueo de los álabes. 
Esto se aprecia con bastante nitidez sobre todas las distribuciones de la figura 8.15, si 
bien son especialmente claras a ambos caudales nominal y del 85% del nominal, tanto 
para la componente puramente axial como para la componente cruzada. Por tanto, el 
efecto no estacionario de interacción entre las estelas de directriz girando para el 
observador relativo y el bloqueo físico de los álabes en una posición determinada, 
queda claramente capturado una vez más, a partir de los máximos de la 
distribución de tensiones en la zona de estudio entre haces. 
 
 
 
 
 
 
 
 
Fig. 8.31. Tensor de tensiones deterministas en el marco de referencia del rotor en la zona entre haces. 
Comparativa entre varios caudales de funcionamiento para el gap inferior. 
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 Al igual que en los mapas experimentales, las distribuciones de las tensiones tras 
el rodete son extremadamente uniformes en la dirección circunferencial (figura 8.32). 
De forma muy leve se intuye la interacción de las estelas del rotor con los déficits de 
velocidad residuales que barren los sectores analizados. Además, estos efectos se ven 
potenciados en la zona de punta, de igual forma que en los resultados experimentales: 
por ejemplo, se adivina un incremento de la tensión cruzada para caudal del 85% del 
nominal. 
 
 
 
 
 
 
 
Fig. 8.32. Tensor de tensiones deterministas en el marco de referencia del rotor en la zona aguas 
abajo del rotor. Comparativa entre varios caudales de funcionamiento para el gap inferior. 
 
 
8.4.- WAKE-MIXING 
 
 Como se ha ido mostrando a lo largo de los apartados previos, las tensiones 
deterministas se constituyen como un indicador de la presencia de fenómenos no 
estacionarios superpuestos al flujo promedio. De hecho, cualitativamente, informan de 
si existen o no tales características, manifestándose además en las localizaciones donde 
se generan las fluctuaciones deterministas (fuentes). Cuantitativamente, revelan cuales 
son los efectos no estacionarios más determinantes, y cuales presentan una relevancia 
menor. Además, el hecho de tener carácter tensorial, permite conocer sobre qué 
componente de la velocidad o sobre qué dirección en el flujo, se establece la interacción 
entre haces o dicha interacción es predominante. 
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 Ahora bien, no sólo la generación de tensiones tiene interés en el ámbito de la 
interacción rotor-estator. También el transporte de las tensiones y cómo el contenido 
energético determinista no estacionario de las estelas se difunde y mezcla con el campo 
energético medio, debe ser analizado al paso por la etapa del ventilador. De esta forma, 
aprovechando la existencia de datos tanto experimentales como numéricos de las 
distribuciones de las tensiones deterministas entre haces y tras el rodete, es posible 
analizar el transporte y la difusión de estelas generadas por el estator al paso por el 
rotor. Como se verá a continuación, se van a observar las diferencias en las pérdidas que 
plantea la difusión de estelas de un haz en solitario, frente a la difusión y transporte en 
el seno de una etapa. 
 
 En el apartado 5.4.2 se definió un factor de recuperación, R -ecuación (5.29)-, 
con el objeto de poder comparar qué porcentaje de la energía no estacionaria asociada a 
las estelas podía ser recuperada al paso de dichas estelas por una cascada de álabes 
aguas abajo. Lo que se plantea es que, bajo determinadas condiciones, las estelas sufren 
estiramientos o contracciones que implican un aumento o una disminución de su déficit 
de velocidad. Basándose en sencillas consideraciones cinemáticas, se analiza la 
diferencia porcentual entre el flujo de energía cinética de la componente determinista no 
estacionaria de la velocidad a la salida, en relación con el obtenido a la entrada, 
determinándose así si se produce un aumento o una disminución neta del flujo no 
estacionario (ver apartado 5.4.2.1). 
 
 Se van a mostrar los resultados, según una distribución radial de los mismos, del 
factor de recuperación global de las estelas, así como de  los contenidos energéticos no 
estacionarios tanto a la entrada como a la salida del rodete. Habitualmente, en 
configuraciones clásicas en las que el rotor está aguas arriba del estator, se analiza el 
paso de las estelas y su recuperación entre los canales del estator. En la máquina de 
estudio de este trabajo, se ha tenido que recurrir al marco de referencia relativo, para 
poder observar el paso de las estelas del estator desde el punto de vista del rotor. Los 
promedios realizados eliminan la posible contribución de las estelas del rotor aguas 
abajo, por lo que únicamente se contemplan efectos de difusión y mezcla de las estelas 
de directrices. 
 
 
8.4.1.- Resultados experimentales. 
 
 La mala definición de las estelas del estator vuelve a jugar una mala pasada 
sobre las distribuciones radiales del coeficiente de recuperación, sobre todo en el caso 
de gap superior. Esas bruscas oscilaciones en la distribución radial están claramente 
introducidas por la mala definición radial de las estelas a la entrada. Como se ve en las 
gráficas, esas fluctuaciones vienen heredadas por las distribuciones del flujo de energía 
cinética determinista no estacionaria en la zona de entrada entre haces -D- (curva azul). 
A pesar de eso, haciendo un proceso de abstracción alrededor de este error introducido 
en el cálculo, es posible observar que el factor de recuperación ronda el 80-85% en todo 
el rango de caudales. Esto significa que cerca del 85% de la energía cinética asociada al 
déficit de velocidad de las estelas a la entrada del rotor, se transfiere al contenido 
energético medio, por lo que sólo un 15% de energía permanece de forma residual a la 
salida de los haces. En realidad, ese 15% es lo que se está observando en el sector (R) 
cuando la sonda de anemometría térmica está capturando las estelas residuales de las 
directrices. 
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Fig. 8.33. Distribuciones radiales del factor de recuperación de las estelas del estator y del 
contenido energético determinista no estacionario del flujo entre haces y aguas abajo del rodete. 
Comparativa entre haces para tres caudales de funcionamiento de la soplante. Datos 
experimentales. 
 
 La reducción de gap no modifica esa estimación porcentual. Lo que sí se 
modifica sustancialmente es la distribución radial del factor de recuperación y de los 
flujos de energía determinista. En concreto se observa un importantísimo déficit en la 
posición radial 4/5 de la envergadura total. En esa zona, el factor de recuperación se 
hace negativo, lo cual indica que no sólo no se recupera energía transferida desde las 
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estelas al flujo promedio, sino que las pérdidas en realidad aumentan. Analizando los 
campos de velocidad entre haces, ya se observó una importante nucleación del déficit de 
componente axial de la velocidad en esa zona (figura 7.3), la cual parece ser la culpable 
de esa zona de pérdidas. En efecto, es el propio bloqueo de los álabes el que genera esa 
zona de baja velocidad concentrada, que va a ser transportada aguas abajo por el flujo 
promedio, por lo que la propia corona de álabes introduce esa fuerte no estacionariedad. 
Parece lógico entonces que se obtengan los resultados mostrados en la figura 8.33. 
 
 
8.4.2.- Resultados numéricos. 
 
 Se han obtenido resultados equiparables sobre el modelo numérico 
tridimensional. Las distribuciones radiales, para ambos gaps, son ahora mucho más 
uniformes, merced a la óptima captura que el modelo realiza sobre las estelas del 
estator. El valor obtenido en este caso para el factor de recuperación ronda el 95%, un 
valor algo más alto que antes. También parece lógico este resultado, por cuanto ya se 
observó que las estelas residuales en la zona aguas abajo del rodete eran capturadas de 
forma mucho más tenue que en los resultados experimentales. Esto se ve 
numéricamente comparando las distribuciones de las energías cinéticas a la salida 
(curvas rojas), en todos lo casos, entre los datos numéricos y los experimentales. En las 
curvas numéricas, apenas se supera la decena como valor característico, y en la mayoría 
de los casos, la distribución radial está muy cerca de cero. No ocurre así para las curvas 
experimentales, centradas la mayoría de las ocasiones sobre un valor de 50. 
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Fig. 8.34. Distribuciones radiales del factor de recuperación de las estelas del estator y del 
contenido energético determinista no estacionario del flujo entre haces y aguas abajo del rodete. 
Comparativa entre haces para tres caudales de funcionamiento de la soplante. Datos numéricos. 
 
 
 
8.5.- CONCLUSIONES 
 
 Se han analizado los efectos no estacionarios entre los haces de la etapa de la 
soplante a partir de herramientas capaces de identificar las fuentes de las interacciones 
no estacionarias y el peso de sus contribuciones.  
 
 En primer lugar se observaron características del flujo en zonas alejadas tanto 
aguas arriba como aguas debajo de la etapa en estudio. De este modo se observaron qué 
contribuciones no estacionarias seguirían presentes en el flujo una vez pasada la etapa y 
qué tipo de propagaciones eran emanadas aguas arriba del estator, como modo de 
propagación de la interacción entre el rotor y el estator. 
 
 A continuación se centró el análisis en la determinación de las distribuciones de 
las tensiones deterministas, de forma que fue posible identificar el origen de las 
interacciones no estacionarias y cuantificar su importancia en el esquema global de 
interacción entre haces. En ambos marcos de referencia, se analizaron las 
contribuciones no estacionarias que generan tanto el rotor sobre el estator (marco 
absoluto) como el estator sobre el rotor (marco relativo), resultando unas fluctuaciones 
no estacionarias mucho mayores sobre el estator que sobre el rotor, debido al inherente 
paso potencial de los álabes de la corona en rotación. 
 
 Finalmente, dado que se ha observado cómo las estelas residuales del estator 
permanecen aguas abajo del rotor, se ha planteado un método para evaluar qué parte de 
la energía cinética no estacionaria que almacenan esas estelas permanece de forma 
residual como una oscilación sobre el flujo promedio, resultando una estimación final 
entorno al 15% para los resultados experimentales. En el caso numérico, el valor 
descendió hasta el 5%, merced a la mayor difusión que incorpora la discretización 
numérica. 
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CONCLUSIONES FINALES Y                                                   
TRABAJOS FUTUROS 
 
 
  
 
 
 
 
“La vida es el arte de sacar conclusiones suficientes a partir de datos insuficientes”. 
 
Samuel Butler (1835-1902). 
Compositor y novelista británico. 
 
 
 
 Con la inclusión de este último capítulo se pretende abarcar todas las 
conclusiones más relevantes del estudio desarrollado, haciendo hincapié en los 
aspectos más impactantes y novedosos aportados por la investigación. 
 Se finaliza con una serie de trabajos futuros que servirán de nuevas pautas 
dentro de la línea de investigación abierta en el campo de la interacción entre haces 
fijos y móviles en turbomáquinas. 
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9.1.- CONCLUSIONES 
 
 Se ha llevado a cabo el estudio del flujo en el interior de una soplante axial de 
una única etapa, a partir de un doble enfoque, numérico y experimental, con el objeto de 
observar, comprender y evaluar la naturaleza de la interacción entre los haces que la 
componen. Se ha presentado la interacción rotor-estator como un mecanismo 
fundamental que contribuye a la existencia de un flujo no estacionario en el interior de 
la máquina. De hecho, se discutió cómo la no estacionariedad inherente al flujo 
circulante, consecuencia de la rotación de una corona de álabes móviles, es la 
responsable del intercambio de energía. Por tanto, una adecuada comprensión de las 
características no estacionarias, de sus causas y fuentes de generación, permite un 
análisis global de las prestaciones de la máquina analizada. 
 
 En particular, se ha observado el comportamiento de una soplante axial con trece 
directrices de entrada (corona de estator) seguidas por un haz aguas abajo compuesto 
por nueve álabes giratorios (rotor). Se han analizado dos configuraciones distintas de 
separación entre haces, cifradas en 80 milímetros en la zona de punta para el caso 
denominado como gap inferior y de 100 milímetros para el caso de gap superior. Del 
mismo modo, se han estudiado tres puntos de funcionamiento de la soplante, 
comenzando con la caracterización del flujo a caudal nominal, para posteriormente 
observar la estructura del flujo a carga parcial, en concreto al 85% y al 70% del caudal 
nominal. 
 
 Las medidas experimentales fueron realizadas sobre un banco de ensayos 
construido “ad hoc” en el laboratorio de Mecánica de Fluidos de la Universidad de 
Oviedo. Dicho banco, dotado de sistema de regulación de caudal, permitió caracterizar 
en primer término las curvas características de la soplante, para en una segunda fase 
poder fijar el caudal circulante que se quisiese analizar en los haces. De este modo, se 
procedió a la determinación de los campos de velocidad en sectores circulares entre 
haces y tras el rotor de la máquina; sectores que comprendían el paso de las directrices 
en la dirección circunferencial y la envergadura total de las coronas en la dirección 
radial. De forma paralela, se determinó la distribución de presión circunferencial a lo 
largo del pitch de estator, construyendo la señal temporal de las fluctuaciones de presión 
sobre la carcasa en la zona de los álabes. Se establecieron las cadenas de medida de 
forma robusta y fiable y se discutieron los errores introducidos en las medidas así como 
su idoneidad global, a partir de un análisis de incertidumbre de las metodologías y 
técnicas experimentales empleadas. 
 
 En lo que se refiere a la resolución numérica del flujo, se han empleado los 
medios de cálculo computacional disponibles en la misma Área de Mecánica de 
Fluidos. Sobre varias baterías de clusters, se utilizó el código comercial FLUENT, de 
forma que se pudiesen ejecutar cálculos computacionales en paralelo, optimizando al 
máximo admisible la bondad de las discretizaciones espaciales y temporales definidas 
en los modelos. Además, se contemplaron tanto un modelo bidimensional como otro 
tridimensional, ambos no estacionarios a partir de una técnica de mallado deslizante, 
con un doble objeto: el bidimensional, para reproducir fielmente los patrones del flujo 
en superficies álabe a álabe para diversas posiciones radiales, mediante una excelente 
discretización espacial; y el tridimensional con el claro propósito de establecer una 
comparativa con las medidas experimentales, aún a costa de una discretización más 
modesta. De esta forma, el programa resuelve las ecuaciones de Navier-Stokes para 
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flujo incompresible no estacionario a través de un método de volúmenes finitos en un 
mallado híbrido (no estructurado combinado con malla de capa límite en las superficies 
de los perfiles) con un modelo de turbulencia LES, Smagorinsky-Lilly. 
 
 Se ha observado un grado de acuerdo muy notable entre las medidas 
experimentales y los campos resueltos numéricamente. La comparación directa se 
planteó a partir de representaciones análogas, en los dos enfoques metodológicos, de las 
diversas variables fluidodinámicas, tales como las componentes de la velocidad o los 
campos de vorticidad. Se ha constatado asimismo, una mejor concordancia sobre el caso 
a caudal nominal, mientras que las discrepancias aumentaron al analizar el 
funcionamiento a carga parcial. Por otro lado, entre haces, las similitudes son máximas, 
si bien tras el rotor, las estelas de los álabes se muestran algo más difusas en los 
resultados numéricos que en las representaciones experimentales. La buena 
concordancia general entre modelos numéricos y medidas experimentales se debe en 
gran medida a la elección de un modelo de turbulencia LES para la implementación del 
cierre de las ecuaciones. Comparado con un habitual modelo de promediado RANS, el 
proceso de filtrado a la escala de la malla, incorporado por el esquema LES, ha 
permitido incrementar la bondad de la simulación. 
 
 Un primer bloque de resultados ha girado entorno al análisis de las 
características estacionarias del flujo en la soplante. Conviene incidir en el hecho de 
que las simulaciones son siempre no estacionarias, definiéndose los patrones 
estacionarios a partir de un promediado temporal de los campos instantáneos 
intermedios a lo largo del tiempo característico de periodicidad del flujo. Con este modo 
de proceder, se garantiza la resolución de las ecuaciones de Navier-Stokes en su 
totalidad, evitando la eliminación del término temporal tal y como se lleva a cabo en las 
simulaciones estacionarias tradicionales. Para las medidas experimentales de respuesta 
dinámica (anemometría térmica y fluctuaciones de presión) se ha ejecutado un 
procedimiento análogo para la obtención de los campos promediados. 
 
 Las prestaciones globales, observadas sobre la curva característica de la máquina 
y sobre otras distribuciones radiales, como el grado de reacción o el incremento teórico 
de presión en el rodete, se incorporaron al estudio como punto de partida del análisis del 
flujo. En particular, la curva característica bidimensional mostró ciertas discrepancias 
con la curva experimental, debido a los efectos de capa límite en las zonas de cubo y 
punta, que el modelo 2D es incapaz de reproducir. Respecto al modelo tridimensional, 
se alcanzó un buen comportamiento de la simulación a caudal nominal, 
sobredimensionándose éste para puntos de funcionamiento a bajo caudal. No es de 
extrañar que el modelo de pérdidas implementado se muestre demasiado laxo cuando 
las condiciones de flujo no son las de diseño. 
 
 En general, el modelo bidimensional, sin contrapunto experimental directo en las 
superficies álabe a álabe (solamente a partir de medidas de fluctuación en la carcasa), 
permitió analizar las diversas cargas aerodinámicas de los álabes y observar la 
morfología de las estelas. El engrosamiento de las estelas con la reducción de caudal, 
observado en este modelo, se ha confirmado de manera indirecta en las medidas no 
estacionarias de fluctuación en la carcasa. 
 
 Los resultados del modelo tridimensional se centraron en planos transversales, 
como procedimiento para una mejor comparativa con lo experimental. Se observó 
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claramente un aumento de la no estacionariedad del flujo conforme el gap es más 
reducido. Esa no estacionariedad se incrementa en forma de aumento potencial de la 
interacción (superficies más cercanas), de bloqueo del flujo impuesto por los álabes del 
rodete aguas abajo y de establecimiento de flujos secundarios adicionales (aumento neto 
de la componente radial de la velocidad). Por otro lado, la reducción de caudal mantiene 
estas características y patrones del flujo, si bien se observa un progresivo aumento del 
grosor de la capa límite en la punta. Este efecto es especialmente marcado en el modelo 
numérico. 
 
 El promediado temporal en el marco de referencia absoluto filtra los efectos 
asociados al paso de álabe, respetando las distribuciones estacionarias del flujo 
generadas por el estator. De esta forma, se ha capturado la presencia de un déficit de 
velocidad aguas abajo del rodete, manifestándose como una reminiscencia residual de 
las estelas de las directrices (tanto en el esquema numérico como en el experimental). Si 
el promedio temporal se aplica desde el punto de vista relativo, sobre el campo relativo, 
entonces se muestran las características estacionarias inducidas por el rotor. Este 
procedimiento complementario ha permitido recoger con claridad el efecto de bloqueo 
antes citado. Además, el campo relativo de las medidas numéricas, capturó un 
interesante efecto de nucleación de déficit de velocidad  (similar a un hot spot, o punto 
caliente de interacción), que es originado por el bloqueo del rotor al interaccionar con la 
zona de punta de las estelas del estator y que es transportado por el flujo medio aguas 
abajo, en modo similar a como ocurre con las estelas residuales del estator. 
 
 En general, las medidas experimentales ofrecen un mayor desorden del flujo, 
mientras que en los numéricos se tiene una mejor definición espacial de las 
distribuciones analizadas. 
 
 Las características no estacionarias se han analizado en detalle, como punto de 
partida para comprender el posterior tratamiento determinista del flujo. Se ha generado 
toda una colección de animaciones en los marcos de referencia absoluto y relativo, para 
emprender un adecuado análisis de la evolución de las variables fluidodinámicas. Para 
hacer factible la inclusión en la presente memoria de figuras explicativas de las 
características temporales del flujo en las diversas secciones de estudio, se han utilizado 
dos tipos de representaciones: una a partir de mapas espacio-temporales y otra mediante 
figuras compuestas con mapas instantáneos de las variables en instantes sucesivos. 
 
 Sobre el modelo bidimensional se observaron efectos de interacción entre haces, 
sobre las distribuciones de presión en las superficies de álabes y directrices, así como 
oscilaciones de las estelas del estator provocadas por el paso de los álabes. Los mapas 
temporales han permitido caracterizar las morfología de las estelas, describiendo 
cualitativamente el factor de forma asociado a las mismas (estelas de directrices, muy 
esbeltas; estelas del rotor, mucho más suavizadas y gruesas). Como ya se dijo, las 
medidas de fluctuación de presión en la carcasa confirmaron el engrosamiento de las 
capas límite de los álabes con la reducción de caudal, a partir de la evolución temporal 
del campo de presiones. 
 
 El modelo tridimensional y los resultados instantáneos de la sonda de hilo 
caliente caracterizaron una serie de efectos de interacción instantánea que sobre los 
promedios temporales habían quedado filtrados. La importancia del análisis instantáneo 
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se fundamenta entonces, en la posibilidad de rescatar aspectos del flujo que de otra 
forma no podrían apreciarse en los resultados promediados. Cabe destacarse: 
 
• La interacción radial que se va desarrollando entre las estelas del estator y la 
zona de bloqueo generada por los álabes en rotación, debido a que ni el borde de 
salida (trailing edge) de las directrices ni el borde de ataque (leading edge) de 
los álabes están perfectamente alineados radialmente. De esta forma, hay una 
zona de “intersección” entre las estelas del estator y el bloqueo, que se desplaza 
radialmente de base a punta conforme se desplaza cada álabe. Es un fenómeno 
que se ha observado claramente tanto en los mapas experimentales como en las 
simulaciones tridimensionales, más potenciado si cabe a caudales bajos y gap 
inferior. 
 
• El paso del bloqueo de los álabes interacciona al alcanzar la zona de punta de las 
directrices, retardando el paso del bloqueo y deformando su distribución radial 
instantánea. El efecto se debe a la influencia de la zona de succión de las 
directrices, que interacciona con dicho bloqueo. Se observa fundamentalmente 
en el modelo numérico, donde las distribuciones están mejor definidas que en el 
caso experimental. 
 
• Como una consecuencia de lo dicho anteriormente, se puede concluir la 
existencia de una fuerte interacción entre la zona de punta de las estelas de las 
directrices y el bloqueo del rotor. De hecho, la aparición de esos “hot spots” 
vistos en las características estacionarias de los resultados experimentales, tiene 
su origen en esta fuerte interacción, que sobre el modelo numérico se manifestó 
como ese efecto de retardo. 
 
• Finalmente, el modelo numérico tridimensional aporta otro curioso efecto, esta 
vez aguas abajo, consistente en la aparición de ciertas ondulaciones en la 
dirección radial de las estelas del rotor, como consecuencia directa de la 
interacción que sufren con las estelas residuales procedentes del estator. 
Desgraciadamente, la discretización espacial de las medidas experimentales 
impide una mejor definición de las estelas (su ancho característico es del orden 
de la discretización), por lo que no se ha podido contrastar este resultado 
numérico de forma adecuada. 
 
 En último lugar se han observado los esfuerzos sobre álabes y directrices, a 
caudal nominal básicamente, con el objeto de determinar la intensidad de las 
fluctuaciones sobre álabes y directrices, así como de caracterizar las frecuencias 
características de las interacciones a nivel de fuerzas y carga aerodinámica. El valor 
neto de los esfuerzos es superior sobre álabes que sobre directrices, pero las oscilaciones 
relativas en cada caso con respecto al valor medio resultaron mucho mayores sobre las 
directrices que sobre los álabes, mostrando además una distribución creciente con la 
envergadura. Este resultado concuerda perfectamente con lo observado en los sectores 
instantáneos, merced a esa interacción más intensa en la zona de punta. En definitiva, 
los álabes están generando una fluctuación de las diversas variables en la zona del 
estator de un valor mucho mayor, que el de la respuesta forzada de los álabes ante la 
existencia de un campo de velocidades no uniforme impuesto por el estator aguas arriba. 
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 Las características no estacionarias observadas, así como la mayor fluctuación 
de los esfuerzos en el estator que en el rotor se pueden analizar de una forma más 
compacta a partir del análisis determinista del flujo. La obtención del tensor de 
tensiones en ambos marcos de referencia, ilustra, con sus valores, qué tipo de 
interacción es predominante sobre la corona que se está observando. Así, tal y como 
ocurre en esta configuración de la soplante, el tensor sobre el estator desde el punto de 
vista absoluto presenta unos valores superiores a los del tensor sobre el rotor desde el 
punto de vista relativo. Por otro lado, las zonas en las que van a aparecer los máximos y 
mínimos de las tensiones deterministas van a informar exactamente de qué zonas se 
constituyen como fuentes de generación de efectos e interacciones no estacionarias. Por 
tanto, el último capítulo de resultados se ha centrado en la definición del tensor 
determinista en ambos marcos de referencia, como herramienta de análisis de las zonas 
de interacción no estacionaria. 
 
 Previo al cálculo de los diversos tensores, se ha llevado a cabo un análisis de 
perturbación de la velocidad en la zona de entrada y de salida del dominio 
computacional de la máquina. Se ha detectado un modo de propagación de 
perturbaciones ligado a la interacción rotor-estator  en la zona de estrada, así como la 
confirmación de la existencia de estelas residuales del estator a la salida del dominio. A 
continuación, se obtuvieron los diversos tensores, cuyas componentes demostraron una 
absoluta coherencia con respecto a los fenómenos no estacionarios de interacción 
capturados numérica y experimentalmente. Y finalmente, puesto que ciertos fenómenos 
físicos ligados al transporte y difusión de estelas, están íntimamente relacionados con un 
modelo de transporte de tensiones deterministas, se concluyó el capítulo con un breve 
análisis de la difusión de las estelas del estator al paso por la corona de rotor en el marco 
de referencia relativo (wake recovery). 
  
 En resumen, se ha estudiado la interacción no estacionaria entre el estator y el 
rotor de una turbomáquina axial, valiéndose de metodologías tanto numéricas como 
experimentales, técnicas de estudio muy habituales en el ámbito de la Mecánica de 
Fluidos. Ambos métodos, cada uno con sus ventajas e inconvenientes, han demostrado 
su complementariedad y la idoneidad de su empleo simultáneo, siempre y cuando sea 
factible su conjunción metodológica. En multitud de ocasiones, la avalancha de 
información que pueden llegar a proporcionar los métodos numéricos, hacen perder la 
perspectiva sobre qué resultados son verdaderamente relevantes en la investigación. Y 
es ahí precisamente donde la metodología experimental permite acotar el problema, en 
función de su sentido más físico y su compleja instrumentalización. En definitiva, lo 
que se ha pretendido es obtener una sinergia de ambas estrategias, en aras de una mejor 
descripción de la problemática tratada en esta tesis.   
 
 
9.2.- TRABAJOS FUTUROS 
 
 Desde un punto de vista operativo, es obvio que las modelizaciones numéricas 
son susceptibles de mejora, sobre todo respecto a la discretización espacial definida en 
el modelo tridimensional. Así mismo, es preciso contar con un modelo de pérdidas que 
prediga de manera más óptima las prestaciones de la máquina a carga parcial. Como 
opción metodológica, el modelo LES requiere un promediado ensemble (sobre todo a 
bajos caudales) para filtrar efectos locales de generación de estructuras vorticales. La 
mayor limitación para llevar a cabo todas estas mejoras, recae en la enorme potencia de 
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cálculo y almacenamiento de datos que son necesarias, y de las cuales, la Universidad 
de Oviedo no dispone en la actualidad. 
 
 Las medidas experimentales, tal vez requerirían una discretización espacial (en 
la dirección tangencial en particular) algo superior, si bien la duración de los ensayos 
podrían dilatarse en el tiempo en exceso (semanas). Especialmente atractivo sería poder 
contar con medidas de anemometría térmica en planos álabe a álabes, si bien el montaje 
necesario sería muy complejo y el número de puntos de medida mucho más reducido. 
Otra posible mejora sería la inclusión de una sonda de triple hilo, si bien la adquisición 
de un equipo PIV para conseguir mediciones en secciones longitudinales de la máquina 
(con el objeto de medir de forma no intrusiva entre álabes en los canales) parece un 
salto de calidad mucho mayor. Desgraciadamente, la Universidad de Oviedo no cuenta a 
día de hoy con un equipo de estas características. 
 
 Ahora bien, como tales trabajos futuros, se pueden destacar una serie de 
cuestiones que habrá que desarrollar a corto/medio plazo: 
 
• El estudio de la configuración gemela rotor-estator. Para ello será necesario 
desarrollar una máquina equivalente a la presentada en esta tesis, pero 
compuesta de una configuración más tradicional de rotor seguido de 
enderazadoras a la salida. Sobre dicha máquina se plantearían cuestiones de 
estudio análogas a las mostradas en este trabajo. 
 
• Es necesario profundizar en los fenómenos físicos que están ligados al transporte 
y difusión de las estelas. Deben revisarse en detalle los modelos de transporte de 
las tensiones propuestos en la literatura. Además, merced a la identificación de 
las tensiones deterministas, deben ejecutarse simulaciones sobre cascadas 
aisladas a las que se les impongan como condición de contorno las 
distribuciones de las tensiones. El objetivo es construir un modelo lo más 
compacto posible, que permita realmente reproducir características no 
estacionarias en modelos numéricos estacionarios. 
 
• Se pueden estudiar otro tipo de máquinas axiales, tales como ventiladores 
contrarrotativos, compuestos por dos haces en rotación contrapuesta. El Área de 
Mecánica de Fluidos cuenta con una máquina de estas características, dispuesta 
sobre un banco de ensayos similar al presentado en el capítulo 3. El análisis 
determinista podría determinar perfectamente la interacción que se establece en 
esa configuración tan particular de dos haces móviles. 
 
  
 Habrá que seguir avanzando en el conocimiento de la interacción entre haces, 
ampliando miras, desarrollando nuevas herramientas y fijando metas cada vez más 
ambiciosas encaminadas a una mejor comprensión de la no estacionariedad del flujo en 
turbomáquinas axiales. 
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ANEXO I 
METODO DE LOS VOLUMENES FINITOS 
 
 
 
 Todo problema resuelto numéricamente exige la discretización del dominio de 
cálculo y de las ecuaciones de gobierno presentes en el modelo físico. El objetivo 
perseguido en la discretización es el de sustituir un problema continuo con infinitos 
grados de libertad en espacio y tiempo por un problema discreto con finitos grados de 
libertad. Es necesario por tanto, realizar una discretización tanto espacial como 
temporal, pudiendo elegir varios métodos para ello. En concreto, se presentan como 
técnicas habituales, la de diferencias finitas, la de elementos finitos y la de volúmenes 
finitos. 
 En Mecánica de Fluidos Computacional, se emplea mayoritariamente el método 
de volúmenes finitos para la discretización espacial, utilizándose a su vez el de las 
diferencias finitas para la discretización temporal. A continuación se procede a realizar 
una breve revisión del modelo, orientado a su utilización con el paquete comercial 
FLUENT®, como base de la herramienta numérica seguida en la realización de esta 
tesis. 
 
 
AI.1.- INTRODUCCIÓN 
 
 Por método de los volúmenes finitos se designa a la técnica mediante la cual las 
leyes de conservación en forma integral de la Mecánica de Fluidos se discretizan 
directamente en el espacio físico, asegurándose de este modo la conservación de las 
cantidades básicas (masa, momento, energía u otros escalares de interés) a nivel 
discreto, de forma que puede afirmarse que las discretizaciones conservativas[1] son la 
base del método de los volúmenes finitos (Versteeg, 1995). Dicho método goza además 
de la enorme ventaja de permitir una división totalmente arbitraria del dominio de 
interés para el campo de flujo considerado, es decir, puede aplicarse tanto a mallados 
estructurados como no estructurados, lo cual le dota de una enorme flexibilidad para 
tratar los problemas de la Mecánica de Fluidos. 
 
 El empleo de esta metodología consta de tres fases secuenciales muy claras. En 
primer lugar, es necesario dividir el dominio de estudio en un número de volúmenes de 
control discretos, de forma que se obtenga una malla compuesta por celdas. A 
continuación, es preciso implementar las ecuaciones de gobierno, a través de su 
integración y linealización en cada una de esas celdas, de forma que las complicadas 
ecuaciones de Navier-Stokes (en derivadas parciales, no lineales) deriven en un sistema 
de ecuaciones lineales algebraicas. Finalmente, debe abordarse la resolución del sistema 
de ecuaciones, a través de métodos matemáticos iterativos (figura AI.1). 
                                                 
[1] Al dividir un dominio, D,  en varios subdominios, Di, la contribución de los términos en la 
discretización de las ecuaciones sobre los contornos internos se anulan unas a otras, obteniéndose una 
conservación global en el contorno D. Esta propiedad se denomina conservativa, y garantiza que incluso 
cuando se cometen errores en los flujos de las fronteras interiores, la conservación global no se ve 
afectada. (Ballesteros, 2003). 
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Fig. AI.1. Metodología utilizada en las resoluciones numéricas.  
 
 
 Una vez generada la malla con la discretización espacial, el método puede 
aplicarse de dos formas distintas, bien definiendo las variables fluidodinámicas sobre 
los centroides de las celdas, bien considerándolas en los vértices (nodos) de las mismas. 
De esta forma, se define el método de los volúmenes finitos, bien centrado en las celdas, 
bien centrado en los nodos. 
 
 Se van a plantear a continuación diversos esquemas de discretización, para los 
cuales se adoptará un método de volúmenes finitos centrado en las celdas, tal y como 
trabaja el paquete comercial FLUENT®. De hecho, por defecto, el paquete comercial 
utilizado almacena los valores discretos de cada variable en los centros de las celdas (c0 
y c1 en la figura AI.2). Además, se analizará un solver de resolución de tipo segregado 
(FLUENT® incorpora dos posibilidades: segregated y coupled), que plantea una 
aproximación de tipo secuencial para resolver las ecuaciones de gobierno. En definitiva, 
se obtiene un sistema de ecuaciones lineales  con una ecuación para cada celda del 
dominio computacional, que se resolverá a través de un método iterativo de Gauss-
Seidel, en combinación con un método multigrid algebraico (AMG). 
 
 
 
 
Fig. AI.2. Volumen de control característico. Celda computacional. 
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AI.2.- DISCRETIZACIÓN ESTACIONARIA 
 
 Para comprender con más facilidad cómo se lleva a cabo el proceso de 
discretización, se va a abordar el problema para una ecuación estacionaria y 
conservativa de transporte de un escalar cualquiera, φ . De forma integral, sobre un 
volumen de control genérico V, se establece entonces que: 
 
V
v dA dA S dVφρφ φ⋅ = Γ∇ ⋅ +∫ ∫ ∫G GGv v     (AI.1) 
 
 donde ρ  y vG  son, respectivamente, la densidad y la velocidad del fluido, AG  es 
el vector superficie y Γ y Sφ  son el coeficiente de difusión y el término fuente asociados 
a la variable escalar φ. La ecuación (AI.1) se aplica a cada volumen de control en que se 
divide el dominio, y la discretización de la misma sobre uno de estos volúmenes 
proporciona: 
 
 ( )
faces faces
f f f f fnv A A S Vφρ φ φ= Γ ∇ +∑ ∑G GG  (AI.2) 
 
donde fφ  es el valor de φ por convección a través de la cara f, f f fv Aρ
GG  es el flujo 
másico a través de la cara f, fA
G
 es el área de la cara  f  (tal que x y zA A i A j A k= + +
GG G G
), 
( )nφ∇  es el gradiente de la variable escalar perpendicular a la cara f  y V es el volumen 
de la celda. En la ecuación (AI.2) el término del lado izquierdo corresponde al término 
convectivo (balance de flujos másicos en relación a las celdas vecinas), mientras que el 
primer término del lado derecho representa el término difusivo y el segundo representa 
el término fuente. Para utilizar el esquema de discretización (AI.2) es necesario conocer 
los valores de la variable escalar en los centroides de las caras ( fφ ), y a priori, sólo se 
dispone de los valores de dichas variables en los centros de las celdas, por lo que como 
veremos más adelante, será necesario emplear algún tipo de esquema de interpolación 
para calcularlos[2]. 
 
 FLUENT® utiliza esquemas de tipo aguas arriba (“upwind”), de forma que el 
valor de la variable en la cara f, se deduce a partir del valor en la celda aguas arriba, 
según señala la dirección de la velocidad normal, nv , en la ecuación (AI.2). Existen 
diversos esquemas de aguas arriba, que el propio FLUENT® incorpora para que puedan 
ser utilizados. En particular, es posible elegir entre cuatro distintos esquemas. A saber: 
                                                 
[2]  Conviene hacer hincapié en que el término convectivo es afectado por la dirección del flujo en el 
dominio de estudio, manifestando una mayor influencia de las celdas situadas aguas arriba a la 
considerada, por lo que la interpolación de las variables φ  a los centroides de las caras es más 
complicada, siendo el tipo de interpolación de este término un condicionante de la convergencia y 
exactitud del método numérico. La convección de un escalar φ  depende de la magnitud y dirección del 
campo de velocidad local. Los esquemas de interpolación para el término convectivo se desarrollan 
suponiendo que dicho campo de velocidad local es conocido (aunque en la práctica esto no es así y el 
campo de velocidad debe obtenerse como parte de la solución del problema de flujo), y que por supuesto 
debe satisfacer la ecuación de continuidad. 
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esquemas de primer orden, de segundo orden, de ley de potencia o de tipo QUICK. 
Estos esquemas se van a describir en los próximos epígrafes. 
 
 Respecto a los términos difusivos de la ecuación (AI.2), FLUENT® utiliza un 
esquema de diferenciación centrada[3], de segundo orden, que será mostrado 
posteriormente. 
 
De forma general, la ecuación de trasporte discretizada (AI.2) no es lineal con 
respecto a las variables desconocidas (esto es, los valores de φ  en la celda de interés y 
en las celdas vecinas), así se aplica una forma lineal de dicha ecuación a partir de: 
 
P nb nb
nb
a a bφ φ= +∑     (AI.3) 
 
 donde nb hace referencia a las celdas vecinas, y aP y anb, son, respectivamente, 
los coeficientes lineales de φ y φnb. Para cada volumen de control discreto se obtienen 
ecuaciones de la forma (AI.3), de modo que el resultado es un sistema de ecuaciones 
algebraicas lineales. Además, el hecho de que la ecuación (AI.2) no sea lineal implica 
controlar el cambio de φ  mediante una sub-relajación que reduce dicho cambio en cada 
iteración del esquema numérico: 
 
 oldφ φ α φ= + ∆  (AI.4) 
 
es decir, el valor actual de φ  en una celda depende del valor previo de φ  en la misma 
celda, oldφ , del cambio calculado para φ, φ∆ , y del factor de sub-relajación α. 
 
Las ecuaciones de transporte para las componentes de la velocidad tienen como 
fuente principal de momento el gradiente del campo de presiones, de forma que si el 
campo de presiones fuese conocido el proceso de discretización de las ecuaciones de 
momento sería idéntico al de cualquier otro escalar. Desafortunadamente, el campo de 
presiones generalmente también tiene que obtenerse como parte de la solución del 
problema de flujo. Si el flujo es compresible, la ecuación de continuidad puede ser 
usada como ecuación de transporte para la densidad, y la ecuación de la energía 
proporciona la ecuación de transporte para la temperatura, de modo que la presión 
puede obtenerse a partir de la densidad y la temperatura aplicando la correspondiente 
ecuación de estado. En cambio, si el flujo es incompresible, la densidad es constante, y 
no está relacionada por definición con la presión. De este modo, el acoplamiento entre 
la presión y la velocidad introduce una restricción en el campo de flujo: si se aplica un 
campo de presiones correcto en las ecuaciones de momento, el campo de velocidad 
resultante satisfará la continuidad. Este es el objeto de los métodos de acoplamiento 
presión-velocidad, que se verán en apartados subsiguientes.  
 
 A continuación se desarrollan los diferentes esquemas de interpolación que 
pueden emplearse en la discretización de los términos convectivos y difusivos, y que 
                                                 
[3] Los valores de la variable φ asociados con el término difusivo ya están interpolados a los centros de 
las caras, puesto que como la difusión no es afectada por el sentido del flujo en el dominio de estudio 
todas las celdas adyacentes a la considerada tienen idéntica influencia sobre ella, motivo por el cual en los 
métodos de volúmenes finitos centrados en las celdas se adopta un esquema de diferenciación central para 
la discretización numérica del término difusivo. 
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pueden agruparse de un modo general en esquemas de diferenciación central y 
esquemas de diferenciación aguas arriba. La calidad de los esquemas de interpolación 
va asociada a la sensibilidad de los mismos a la dirección del flujo. 
 
 
AI.2.1.- Esquemas Aguas Arriba (“Upwind”). 
 
 Como se ha comentado antes, el esquema de diferenciación aguas arriba es 
sensible a la dirección del flujo cuando interpola los valores del escalar φ  a los 
centroides de las caras. Entre los esquemas de diferenciación aguas arriba los más 
habituales son: el esquema de diferenciación aguas arriba de primer orden, el esquema 
de diferenciación aguas arriba de segundo orden, el esquema de la ley de potencia, y 
esquema QUICK que se detallan a continuación.  
 
 
AI.2.1.1.- Esquema de diferenciación Upwind de primer orden. 
 
 Cuando se acepta un esquema de primer orden, los valores en los centros de las 
caras se determinan considerando que el valor de la variable en el centro de la celda 
representa un valor promediado propio de esa celda, así que se acepta que dicho valor se 
mantenga para toda la celda, resultando que las cantidades en las celdas son idénticas a 
las cantidades en el interior de la celda. Por tanto, cuando se selecciona un esquema de 
primer orden, el valor en cada cara, fφ , se iguala con el valor del centroide de la celda 
situada aguas arriba. 
 
 Por tanto, a la vista de la discretización planteada en la figura AI.3, de carácter 
bidimensional y regular, este esquema establece: 
 
1/ 2 1/ 2 1
1/ 2 1/ 2 1;      ;      ;      
j j j j j j j j
i i i i i i i iφ φ φ φ φ φ φ φ− + +− + += = = =   (AI.5) 
 
donde las posiciones denotadas como ½ en las coordenadas intrínsecas, (i,j), 
corresponden con las caras de las celdas (en negro). Se ha supuesto una dirección del 
flujo coincidente con las direcciones de los ejes de coordenadas intrínsecos de la figura. 
 
 
 
Fig. AI.3. Esquema de discretización centrado en celdas. 
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 El mayor problema de esa discretización es el de su precisión cuando existan 
importantes componentes de la velocidad en una dirección que no coincida con las 
líneas del mallado. El esquema “aguas arriba” produce entonces un “masajeado” 
artificial de las variaciones espaciales de las variables. El error resultante presenta la 
apariencia de una difusión, denominándose normalmente como “falsa” difusión. 
 
 
AI.2.1.2.- Esquema de diferenciación Upwind de segundo orden. 
 
 En este esquema se utiliza una interpolación aguas arriba de dos vías con vistas a 
obtener los valores de la variable escalar en los centroides de las caras. Como su propio 
nombre indica el esquema de diferenciación aguas arriba de segundo orden es exacto a 
segundo orden. Se realiza una extensión en series de Taylor alrededor del centro de cada 
celda, de modo que la evaluación del valor en cada cara de la celda en cuestión se 
obtiene a través de la siguiente expresión: 
 
f sφ φ φ= +∇ ⋅∆G      (AI.6) 
 
donde φ  y φ∇  son los valores en el centro de la celda y su gradiente con respecto a la 
celda aguas arriba (“upwind”), que ha de ser calculado según la siguiente expresión: 
 
1 1
1/ 2 1/ 2
;         para  ,n n n n
n n n nn n
n i j
x x x x
φ φ φ φφ φ+ −
+ −
   − −∂ ∂= = =   ∂ ∆ ∂ ∆   
 (AI.7) 
 
Además, s∆G es el vector desplazamiento que va desde el centroide de la celda aguas 
arriba al centroide de la cara analizada. Introduciendo esto en (AI.6), y tras cierta 
álgebra operacional, se obtiene en definitiva que para las caras en la dirección i, por 
ejemplo, el valor de la variable se obtiene según: 
 
 1 2 11/ 2 1/ 2
3 3;      
2 2
j j j j
j ji i i i
i i
φ φ φ φφ φ− − −− +− −= =    (AI.8) 
 
 
AI.2.1.3.- Esquema de diferenciación Upwind de ley de potencia. 
 
 El esquema de discretización de la ley de potencia interpola el valor del escalar φ 
en las caras de las celdas usando una solución exacta de la ecuación de convección-
difusión. Para comprender el procedimiento, es habitual acudir a la ecuación de 
gobierno en una dimensión, de forma que:  
 
 ( )1
1 1 1
v
x x x
φρ φ  ∂ ∂ ∂= Γ ∂ ∂ ∂      (AI.9) 
 
donde Γ y 1vρ  son constantes a lo largo del intervalo x∆ . La integración de esta 
ecuación proporciona una solución que describe como varía la variable escalar φ  con 
respecto a la coordenada x: 
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 ( ) ( )00
exp 1
exp 1L
xPex L
Pe
φ φ
φ φ
  − −  =− −     (AI.10) 
 
donde 0 0xφ φ == , L x Lφ φ ==  y 1v LPe ρΓ=  es el número de Peclet. 
 
 
La figura AI.4  representa la variación de la variable escalar (tomando 0 0φ = , 
1Lφ =  y 1L = ) para distintos valores del número de Peclet. Como puede observarse en 
dicha figura, para un número de Peclet alto el valor de φ en / 2x L=  es 
aproximadamente igual al valor aguas arriba de la variable, lo que implica que cuando 
el flujo está dominado por la convección la interpolación puede realizarse estableciendo 
que el valor de φ en la cara sea igual al valor de φ en el centro de la celda aguas arriba. 
Cuando 0Pe =  (no hay flujo, o se produce difusión pura), el valor de φ en las caras 
puede interpolarse usando un promedio lineal sencillo entre los valores en 0x =  y  en 
x L= . Cuando el número de Peclet toma un valor intermedio, el valor interpolado de φ 
en / 2x L=  debe derivarse aplicando una ley de potencia similar a la (AI.10). El 
esquema de la ley de potencia satisface siempre el criterio de acotamiento numérico y es 
exacto a primer orden en la resolución del flujo. 
 
 
 
 
Fig. AI.4. Variación de la variable escalar en función de x. 
 
 
 
AI.2.1.4.- Esquema de diferenciación Upwind de tipo QUICK. 
 
 Se trata de una discretización de segundo orden que emplea una interpolación 
cuadrática de tres puntos “aguas arriba” y que es ponderada para los valores de las 
funciones en las caras de cada celda. El nombre QUICK proviene de “interpolación 
cuadrática aguas arriba por cinemática convectiva”. Tiene un precisión de tercer orden 
para mallados uniformes (estructurados, cuadrangulares y hexaédricos), en los que se 
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pueden identificar una única celda como la que está situada bien aguas arriba, bien 
aguas abajo.  
 
 Por tanto, la expresión de los valores de los centroides de las caras, a partir de 
los cuales se construirá el resto de la discretización será: 
 
 1 2 1 11/ 2 1/ 2
3 6 3 6;      
8 8
j j j j j j
j ji i i i i i
i i
φ φ φ φ φ φφ φ− − + −− ++ − + −= =   (AI.11) 
 
 FLUENT® incorpora este esquema a partir de una variable θ, que reparte el peso 
de la contribución de las dos celdas extremas, por la izquierda y por la derecha de la 
celda central de interés. En realidad, si θ=1, se obtiene una interpolación centrada de 
segundo orden; mientras que si θ=0, entonces esta formulación deriva en un esquema 
“upwind” de segundo orden. Para el QUICK estándar, lo que se emplea es un valor de 
θ=1/8. Por esta razón, es posible utilizar este esquema en discretizaciones espaciales no 
estructuradas o mixtas, puesto que el propio programa cambia el valor de θ en función 
de la retículo del modelo físico. 
 
 
AI.2.2.- Esquemas de diferenciación centrada. 
 
 El esquema de diferenciación centrada de segundo orden está disponible en el 
solver del programa FLUENT® para las ecuaciones de gobierno cuando se está 
empleando un modelo de cierre turbulento de tipo LES. Este tipo de esquemas 
proporciona una mayor exactitud a la modelización LES, por lo que se uso combinado 
está recomendado. 
 
 El esquema de diferenciación centrado calcula el valor de una variable en las 
caras de las celdas según la expresión (AI.12): 
 
( ) ( )0 1 ,0 0 ,1 11 12 2f r rr rφ φ φ φ φ= + + ∇ ⋅ +∇ ⋅G G    (AI.12) 
 
donde los subíndices 0 y 1 hacen referencia a las celdas que comparten la cara f en 
cuestión, ,0rφ∇  y ,1rφ∇  son los gradientes (reconstruidos) en las celdas 0 y 1, mientras 
que rG  es el vector que apunta desde el centroide de la celda hacia la cara de la misma. 
 
 Desgraciadamente, el esquema de diferencias centradas puede generar 
soluciones no acotadas y oscilaciones irreales, lo cual puede acarrear problemas de 
estabilidad en la resolución numérica del flujo. Para evitar estas inestabilidades, se 
puede emplear una técnica de retardo, de forma que se combinan los esquemas 
puramente centrados (CD), con otros de tipo “upwind” (UP). Conceptualmente, se 
establece que: 
 
N ( )UP CD UPf f f f
Implicita Explicita
φ φ φ φ= + −	
     (AI.13) 
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 Como se ha indicado en la expresión (AI.13), la parte “upwind” se trata de 
forma implícita, mientras que la diferencia entre esquemas se trabaja de forma explícita. 
Con este tipo de estrategias, se garantiza la convergencia de la solución numérica, y 
además, se obtiene una diferenciación de segundo orden. 
 
 
 Existen otros métodos de discretización, además de los cuatro aquí mostrados 
que vienen incorporados en el paquete comercial FLUENT®. Entre esos otros, caben 
destacar los métodos de tipo “backward” y “backward Euler”, el método Euler explícito 
o el método de Crack-Nicholson. Generalmente son construcciones alternativas, muchas 
de ellas derivadas del método QUICK, y que aportan pequeñas variaciones en cuanto a 
coeficientes de peso y relaciones entre celdas adyacentes aguas arriba y aguas abajo. 
 
 
AI.3.- ACOPLAMIENTO PRESIÓN-VELOCIDAD 
 
 En la discretización de las ecuaciones de transporte se ha supuesto que el campo 
de velocidad era conocido en los centroides de las celdas. Sin embargo, en realidad 
dicho campo debe calcularse en el proceso de resolución del problema numérico. En 
particular, es necesario resolver el término convectivo de las ecuaciones de cantidad de 
movimiento, que involucran cantidades no lineales, así como el hecho de que dichas 
ecuaciones estén acopladas, sin que se disponga de una ecuación de transporte para 
resolver el campo de presión. 
 
 Para plantear una solución iterativa que resuelva la no linealidad de las 
ecuaciones y que sea capaz de discretizar de forma óptima el gradiente de presiones, en 
Mecánica de Fluidos Computacional, se utiliza una estrategia de mallado escalonado 
(“staggered”). Este técnica plantea el almacenamiento de las variables escalares 
(presión, densidad, temperatura…) en los centroides de las celdas, mientras que las 
componentes del campo de velocidad van a ser contempladas en los centros de las 
caras[4]. Obviamente la ventaja del mallado escalonado es que genera las velocidades en 
las caras de las celdas, justo donde son necesarias para la discretización de los términos 
de convección, con lo que no es necesario emplear un esquema de interpolación 
adicional. 
 
 Tomando la ecuación de momento, en el caso bidimensional para mayor 
claridad, y bajo la notación prefijada en la figura AI.3, se obtiene: 
 ( )1/ 2 , 1/ 2 , 1 , 1/ 2j j j j ji i i nb i nb i i i i
nb
a u a u b p p A+ + + +⋅ = ⋅ + + − ⋅∑  
( )1/ 2 1/ 2 1 1/ 2, , ,j j j j ji j i nb j nb i i j i
nb
a u a u b p p A+ + + +⋅ = ⋅ + + − ⋅∑  (AI.14)
 
 Las ecuaciones (AI.14) establecen en definitiva que el campo de velocidades 
depende tanto de la velocidad en los nodos vecinos, como del campo de presiones que 
                                                 
[4] Esto se debe a que un modelo en el que todas las variables son evaluadas en los centros de las celdas, 
puede dar lugar a que un campo de presiones que no es uniforme se comporte como un campo de 
presiones uniforme, de modo que se generen soluciones sin sentido físico sin que se tenga en cuenta 
apropiadamente la influencia de la presión en las ecuaciones de momento (Versteeg, 1995). 
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no es conocido. Si el campo de presiones fuese conocido, éste se introduciría en las 
ecuaciones de cada volumen de control, y a partir de un proceso iterativo se irían 
obteniendo los valores de velocidad en cada cara de las celdas del dominio físico. 
También queda claro a partir de la ecuación previa que el proceso iterativo es 
imprescindible por cuanto los valores de velocidad en cada celda dependen de los 
valores en las celdas vecinas. En resumen, es necesario introducir nuevos algoritmos 
que permitan resolver el campo de presiones, con el objeto de cerrar el procedimiento 
de cálculo. Así, se utilizan básicamente tres métodos distintos, todos ellos incorporados 
en el paquete comercial FLUENT®, y que son conocidos como algoritmos SIMPLE, 
SIMPLEC y PISO. 
 
 
AI.3.1.- Algoritmo SIMPLE. 
 
El algoritmo SIMPLE (“Semi Implicit Method for Pressure Linked Equations” o 
método semi–implícito para las ecuaciones acopladas de la presión, 1972), comienza 
suponiendo un campo de presiones, denotado como *p  , que se utiliza para resolver las 
ecuaciones de momento discretas, obteniéndose así el campo de velocidades supuesto ( )* *,i ju u , y por tanto: 
 ( )* * * *1/ 2 , 1/ 2 , 1 , 1/ 2j j j j ji i i nb i nb i i i i
nb
a u a u b p p A+ + + +⋅ = ⋅ + + − ⋅∑  
( )1/ 2 * 1/ 2 * * * 1 1/ 2, , ,j j j j ji j i nb j nb i i j i
nb
a u a u b p p A+ + + +⋅ = ⋅ + + − ⋅∑  (AI.15)
 
 Este en el punto de partido de un proceso secuencial que consta de siete pasos 
básicos y que de forma esquemática se pueden resumir como: 
 
1. Estimar campo de presiones *p . 
 
2. Resolver la ecuación de cantidad de movimiento (AI.15), para obtener *iu . 
 
3. La diferencia entre las ecuaciones (AI.14) y (AI.15) proporciona los campos iu′ , 
para los que se realiza la simplificación de eliminar el sumatorio de las 
contribuciones de celdas adyacentes. Esto es: 
 
( ), 1/ 2, 1/ 2 1
1/ 2
j
i ij j j
i i i ij
i
A
u p p
a
+
+ +
+
′ ′ ′= −  
( )1/ 2,1/ 2 1, 1/ 2jj ij j jj i i ij
i
A
u p p
a
+
+ +
+′ ′ ′= −  
(AI.16)
 
4. Puesto que se han definido las correcciones como: *i i iu u u′= +  y *p p p′= + , el 
valor correcto del campo de velocidades, se obtiene de forma inmediata: 
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( ), 1/ 2*, 1/ 2 , 1/ 2 1
1/ 2
j
i ij j j j
i i i i i ij
i
A
u u p p
a
+
+ + +
+
′ ′= + −  
( )1/ 2,1/ 2 * 1/ 2 1, , 1/ 2jj ij j j jj i j i i ij
i
A
u u p p
a
+
+ + +
+ ′ ′= −  
(AI.17)
 
5. Sobre las ecuaciones (AI.17) falta por determinar las correcciones del campo de 
presión, p′ . Para ello, se resuelve la ecuación de continuidad con los campos de 
velocidad obtenidos en (AI.17), de forma que se obtienen una serie de 
ecuaciones cuya única incógnita es p′ , puesto que los campos *iu  son conocidos 
desde el punto 2. En definitiva: 
 
1 1 1 1
1 1 1 1
j j j j j j j j j j j
i i i i i i i i i i ia p a p a p a p a p b
+ + − −
+ + − −′ ′ ′ ′ ′ ′= + + + +   (AI.18) 
 
 Cuando se resuelve la ecuación de corrección de la presión (AI.18) se obtiene un 
 campo de presiones corregido p′  en todos los puntos del dominio, de forma que 
 es inmediato obtener los campos de velocidades y presiones correctos (puntos 6 
 y 7). No obstante, con el algoritmo SIMPLE, la ecuación de corrección de la 
 presión puede divergir, por lo que es necesario controlar el cambio de la presión 
 en cada iteración mediante sub-relajaciones:  
 
 *new pp p pα ′= +  (AI.19) 
 
 donde pα  es el factor de sub-relajación de la presión que debe tomar valores 
 entre cero y uno, y donde newp  es el valor mejorado de la presión. Del mismo 
 modo las velocidades también deben controlarse mediante sub-relajaciones: 
 
  ( ) 11i inew ni u i u iu u uα α −= + −                               (AI.20) 
 
 donde los superíndices ( )1n −  indican valores de las velocidades en la iteración 
 previa, y donde los correspondientes factores de sub-relajación también deben 
 tomar valores entre cero y uno.  
 
6. Se recalcula: *p p p′= + . 
7. Y del mismo modo, se recalculan los valores de velocidad, *i i iu u u′= +  
 
 
AI.3.2.- Algoritmo SIMPLEC. 
 
 El algoritmo SIMPLEC (SIMPLE-Consistente, 1984) es una modificación del 
algoritmo anterior. Como el lector habrá podido imaginar, lo que se plantea es no 
eliminar la contribución de las celdas adyacentes, si bien no se considera ese término de 
forma rigurosa, sino que se hace una pequeña modificación. 
 
 De esta forma: 
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( ), 1/ 2, 1/ 2 1
1/ 2
j
i ij j j
i i i ij
i nb
nb
A
u p p
a a
+
+ +
+
′ ′ ′= −−∑  
( )1/ 2,1/ 2 1, 1/ 2 jj ij j jj i i ij
i nb
nb
A
u p p
a a
+
+ +
+′ ′ ′= −−∑  
(AI.21)
 
 Por lo demás, la metodología de implementación y resolución es idéntica a la del 
algoritmo SIMPLE. 
 
 
AI.3.3.- Algoritmo PISO. 
 
 El algoritmo PISO (“Pressure Implicit with Splitting Operators” o Presión 
Implícita con Separación de Operadores, 1986) se compone de un primer paso de 
predicción y a continuación dos pasos de corrección, de forma que puede considerarse 
como un algoritmo del tipo SIMPLE al que se le añade un segundo paso de corrección 
(Versteeg, 1995). 
 
1. Paso “predictor”. 
 
 En el paso de predicción el algoritmo PISO resuelve las ecuaciones de momento 
 discretas para un campo de presiones supuesto, *p , de forma que se obtiene el 
 correspondiente campo de velocidades supuesto, ( )* *,i ju u , siguiendo un 
 procedimiento idéntico al empleado en el algoritmo SIMPLE. 
 
2. Paso “corrector 1”. 
 
 En el primer paso de corrección, el algoritmo PISO define un campo de 
 velocidades ˆiu , de la forma:  
 
( ), 1/ 2*, 1/ 2 , 1/ 2 1
1/ 2
ˆ
j
i ij j j j
i i i i i ij
i
A
u u p p
a
+
+ + +
+
′ ′= + −  
( )1/ 2,1/ 2 * 1/ 2 1, , 1/ 2ˆ jj ij j j jj i j i i ij
i
A
u u p p
a
+
+ + +
+ ′ ′= −  
(AI.22)
 
 que satisface la continuidad, y que se relaciona con los campos de presión y 
 velocidad supuestos obtenidos en el paso de predicción a través de las 
 expresiones: *pˆ p p′= +  y *ˆi i iu u u′= + . 
 Las expresiones (AI.22) se sustituyen en la ecuación de la continuidad discreta 
 para obtener la primera ecuación de corrección de la presión, que coincide con la 
 ecuación de corrección de la presión (AI.18) del algoritmo SIMPLE. La 
 resolución de la primera ecuación para la corrección de la presión permite 
 obtener la primera corrección de presión p′ , y a partir de ella el campo de 
 velocidades ( )* *,i ju u . 
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3. Paso “corrector 2”. 
 
 En el segundo paso de corrección del algoritmo PISO se resuelven las 
 ecuaciones de momento discretas para el campo de velocidades ( )ˆ ˆ,i ju u , de 
 forma que se obtiene un nuevo campo de velocidades corregido por segunda vez 
 ( )ˆ ˆˆ ˆ,i ju u :  
 ( )1/ 2 , 1/ 2 , 1 , 1/ 2ˆ ˆ ˆ ˆˆ ˆ ˆ ˆj j j j ji i i nb i nb i i i i
nb
a u a u b p p A+ + + +⋅ = ⋅ + + − ⋅∑  
( )1/ 2 1/ 2 1 1/ 2, , ,ˆ ˆ ˆ ˆˆ ˆ ˆ ˆj j j j ji j i nb j nb i i j i
nb
a u a u b p p A+ + + +⋅ = ⋅ + + − ⋅∑  (AI.23)
 
 
 La diferencia entre las ecuaciones (AI.23) y las ecuaciones de momento del 
 algoritmo SIMPLE, proporciona: 
 ( ) ( )
*
, ,
, 1/ 2
, 1/ 2 , 1/ 2 1
1/ 2 1/ 2
ˆ
ˆˆ ˆ
jnb i nb i nb
i ij j j jnb
i i i i i ij j
i i
a u u A
u u p p
a a
+
+ + +
+ +
−
′′ ′′= + + ⋅ −
∑
 
( ) ( )
*
1/ 2, ,
,1/ 2 1/ 2 1
, , 1/ 2 1/ 2
ˆ
ˆˆ ˆ
jnb j nb j nb
j ij j j jnb
j i j i i ij j
i i
a u u A
u u p p
a a
+
+ + +
+ +
−
′′ ′′= + + ⋅ −
∑
 
(AI.24)
 
 donde p′′ es la segunda corrección de presión, de forma que: ˆˆ ˆp p p′′= + . 
 Cuando las ecuaciones (AI.24) se sustituyen en la ecuación de continuidad 
 discreta, se obtiene la segunda ecuación de corrección de la presión: 
 
1 1 1 1
1 1 1 1
j j j j j j j j j j j
i i i i i i i i i i ia p a p a p a p a p b
+ + − −
+ + − −′′ ′′ ′′ ′′ ′′ ′′= + + + +   (AI.25) 
 
 La ecuación (AI.25) se resuelve para obtener la segunda corrección de la presión 
 p′′ , de forma que el campo de presiones corregido por segunda vez viene dado 
 por: 
 *ˆˆ ˆp p p p p p′′ ′ ′′= + = + +  (AI.26) 
 
 A partir del campo de presiones (AI.26) es inmediato obtener el campo de 
 velocidades corregido por segunda vez. 
 
 
AI.4.- DISCRETIZACIÓN TEMPORAL 
 
 En el caso de simulaciones no estacionarias, las ecuaciones de gobierno deben 
ser discretizadas tanto en el espacio como en el tiempo. La discretización espacial que 
es necesario realizar para las ecuaciones dependientes del tiempo se ejecuta de forma 
similar a como se ha presentado para los casos estacionarios. En los que respecta a la 
discretización temporal, es necesario realizar la integración de cada término de las 
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ecuaciones diferenciales a través de un determinado paso temporal, ∆t. Esta integración 
de los términos transitorios se ejecuta de la siguiente manera: 
 
 Sea la evolución de una variable cualquiera φ, a partir de la expresión, 
( )F
t
φ φ∂ =∂ , donde la función F ya incorpora cualesquiera discretizaciones espaciales. 
Si la derivada temporal se discretiza mediante diferenciación “backward”, el esquema 
exacto a primer orden es: 
 
 ( )1n n F
t
φ φ φ
+ − =∆  (AI.27) 
 
y el esquema exacto a segundo orden vendría dado por: 
 
 ( )1 13 4n n n F
t
φ φ φ φ
+ −− + =∆  (AI.28) 
 
donde 1nφ +  corresponde al valor de la variable en el paso temporal posterior, nφ  
corresponde al valor de la variable en el paso temporal actual y 1nφ −  corresponde al 
valor de la variable en el paso temporal anterior. 
 
 Ahora bien, en ambas expresiones (AI.27) y (AI.28), es preciso evaluar la 
función F a partir del valor de la variable φ, si bien queda la duda de qué valor tomar 
para dicha variable, si el valor actual (instante n), o el valor que se va a calcular 
(instante n+1). Esta dicotomía plantea dos escenarios diferentes, los esquemas implícito 
y explícito. 
 
 
AI.4.1.- Esquema implícito. 
 
 Resulta de evaluar la función F en el instante futuro, n+1. Es decir, para una 
discretización de primer orden: 
 
  ( )1 1n n nt Fφ φ φ+ += + ∆ ⋅     (AI.29) 
 
 Este tipo de ecuaciones se resuelve de forma iterativa, inicializando el proceso 
en el instante n (φ i =φ n), esto es: 
 
( )i n it Fφ φ φ= + ∆ ⋅     (AI.30) 
 
que para un esquema de segundo orden adopta la forma: 
 
( )14 1 23 3 3i n n it Fφ φ φ φ−= − + ∆ ⋅    (AI.31) 
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proceso iterativo que finaliza una vez que φ i deja de cambiar, es decir, converge. 
Llegados a ese punto, se cumple que φ n+1 =φ i. La gran ventaja de la formulación 
implícita es que es incondicionalmente estable en relación al tamaño de paso temporal 
elegido. 
 
   
 
Fig. AI.5.1. Esquema implícito.   Fig. AI.5.2. Esquema explícito. 
 
 
 
AI.4.2.- Esquema explícito. 
 
 El segundo método se utiliza con solvers acoplados (no hay que introducir 
algoritmos de acoplamiento entre presión y velocidad), y se basa en evaluar la función F 
en el instante temporal actual. Se denomina explícito porque realmente se puede 
expresar el valor de la variable en el instante de cálculo n+1 a partir de valores 
existentes en la solución anterior. Es decir: 
 
  ( )1n n nt Fφ φ φ+ = + ∆ ⋅      (AI.32) 
 
 En este caso, el paso temporal debe ser muy pequeño para poder garantizar la 
estabilidad numérica del procedimiento. Por tanto, su uso está restringido para 
problemas transitorios muy específicos. En general, este esquema explícito no puede 
emplearse en los siguientes casos: 
 
• No es compatible con un solver de tipo segregado. 
• Flujo incompresible. 
• Métodos de aceleración de convergencia. 
 
 
AI.4.3.- Esquema general. 
 
 La integración de una variable se ha visto a partir de esquemas implícitos y 
explícitos, pero es posible plantear estrategias intermedias, en las que se pondera el peso 
de la variable entre el instante actual y el futuro. Así, en la ecuación (AI.33) se define la 
integración mediante un parámetro θ, que puede tomar valores entre cero y uno. 
 
 ( ) 11t t n n
t
I dt tφ φ θφ θ φ
+∆
+ = = + − ∆ ∫               (AI.33) 
 
 Cuando en la expresión (AI.33) el parámetro θ  toma el valor cero, el esquema 
resultante se dice que es un esquema explícito. Cuando 0 1θ< ≤ , el esquema de 
discretización temporal resultante se dice que es un esquema implícito, puesto que se 
emplean valores de la variable φ  en el paso temporal que se está calculando. En 
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particular, cuando 1θ = , se dice que el esquema es totalmente implícito, y cuando 
1/ 2θ = , el esquema se denomina de Crank–Nicholson (Ballesteros, 2003). 
 
 Como ya se ha apuntado antes, el esquema de Crank–Nicholson es 
incondicionalmente estable para todos los valores del paso temporal. Se basa en una 
diferenciación central, por lo que es exacto a segundo orden con respecto al tiempo. Con 
pasos temporales lo suficientemente pequeños es posible alcanzar una exactitud 
considerablemente mayor que con el método explícito. Como la exactitud total del 
cálculo depende también de la discretización espacial, este esquema suele emplearse 
junto con el método de diferenciación central. El esquema totalmente implícito también 
es incondicionalmente estable para cualquier tamaño de paso temporal y su exactitud es 
de primer orden, por lo que será necesario emplear pasos temporales pequeños para 
asegurar la exactitud de los resultados. Es un método muy robusto y suele recomendarse 
para los cálculos de flujos dependientes del tiempo. 
 
 Aunque no se desarrollarán aquí por brevedad, ha de tenerse en cuenta que la 
elección de un método implícito para la discretización temporal exige que los esquemas 
de acoplamiento entre velocidad y presión presentados anteriormente, deban ser 
modificados para poder ser aplicados en el caso no estacionario. Más información 
acerca de dichas modificaciones puede ser consultada en (Versteeg, 1995). Únicamente 
a modo informativo se citan los principales algoritmos de acoplamiento que son 
modificados a modelo no estacionario. A saber, algoritmo SIMPLE no estacionario, 
algoritmo PISO no estacionario y cálculos de estado estacionario mediante 
aproximaciones pseudo no estacionarias. 
 
 
AI.5.- CONDICIONES DE CONTORNO Y CONDICIONES INICIALES 
 
 De tanta importancia como las ecuaciones de gobierno resultan las condiciones 
de contorno y las condiciones iniciales. En un gran número de textos dedicados a las 
técnicas numéricas, se concede gran importancia a las discusiones sobre las posibles 
elecciones y naturaleza de este tipo de condiciones. De hecho, en la mayoría de las 
ocasiones, una elección poco apropiada de dichas condiciones puede dar al traste con la 
estabilidad y la convergencia de la solución. 
 
 En general, se puede decir que las condiciones iniciales definen el estado del 
fluido en el instante inicial considerándolo como origen para la evolución temporal 
posterior (t=0). Por tanto, para la correcta definición de un problema se deberá conocer 
el valor que tienen todas las variables en ese instante inicial. Muchas veces, en 
problemas resueltos mediante técnicas numéricas esto es imposible, con lo que se ha de 
buscar una alternativa. La más sencilla y habitual es dar a todas las variables el valor 
cero, asumiendo que si se avanza lo suficiente en el tiempo se llega a un estado 
estacionario o periódico independientemente de la solución inicial, según que las 
condiciones de contorno sean constantes o periódicas. La desventaja de esta 
aproximación es que si la solución inicial se aparta mucho de la solución real pueden 
aparecer problemas de convergencia a la hora de resolver las ecuaciones. En función del 
tipo de evolución temporal, las ecuaciones diferenciales, y por tanto, los problemas de 
origen, se clasifican en elípticas, parabólicas o hiperbólicas. 
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 En cuanto a las condiciones de contorno, cuando se construye un mallado 
escalonado, se establecen nodos adicionales que rodean los contornos físicos, para los 
que los cálculos se realizarán únicamente en los nodos internos, merced a dos 
características notables del mallado escalonado. En primer lugar los contornos físicos 
coinciden con los contornos del volumen de control de los escalares, y en segundo lugar 
los nodos fuera del dominio están disponibles para almacenar las condiciones de 
contorno. Lo anterior permite que la introducción de condiciones de  contorno se realice 
con pequeñas modificaciones de las ecuaciones discretizadas en los nodos internos 
cercanos a los contornos físicos. 
 
 Las condiciones de contorno pueden ser de varios tipos, siendo los más comunes 
en la práctica (Ballesteros, 2003): 
 
• Condiciones de contorno de tipo Dirichlet: la variable dependiente es conocida 
en la frontera física del problema. 
 
• Condiciones de contorno de tipo Neumann: se conoce el valor de los gradientes 
normales de la variable dependiente en las fronteras del problema. 
 
• Condiciones de contorno de tipo Robin: la condición conocida constituye una 
combinación lineal de los dos tipos de condiciones de contorno anteriores. 
 
• Condiciones de contorno mixtas: en unas zonas de la frontera física se tienen 
condiciones de tipo Dirichlet, y en otras, condiciones de tipo Neumann. 
 
 
AI.6.- RESOLUCIÓN DE LAS ECUACIONES DISCRETIZADAS 
 
 Llegados a este punto, es necesario plantear alguna estrategia que aborde la 
resolución del sistema de ecuaciones algebraicas que se han generado a partir de la 
discretización de las ecuaciones de gobierno en su forma integral. Aunque existen 
métodos directos de resolución, éstos resultan ser extremadamente costosos desde un 
punto de vista computacional: necesitan realizar un número de operaciones muy 
elevado. Por esa razón, se emplean habitualmente métodos indirectos, también llamados 
iterativos, que se basan en la aplicación reiterada de un algoritmo relativamente sencillo 
que proporciona una eventual convergencia después de un cierto número de 
repeticiones. El número total de operaciones, típicamente del orden de N  por cada 
iteración del ciclo, no puede predecirse de antemano y no es posible garantizar la 
convergencia a menos que el sistema de ecuaciones satisfaga criterios exactos. 
 
 Entre los métodos iterativos los más habituales son los métodos de Jacobi y 
Gauss–Seidel, que son muy fáciles de implementar, pero cuya convergencia es muy 
lenta cuando el sistema de ecuaciones a resolver es grande, por lo que en cálculos CFD 
deben usarse junto con un procedimiento denominado multigrid. Otro método es el 
conocido como algoritmo de la matriz tridiagonal (TDMA), que es un método directo 
para problemas unidimensionales, pero que puede ser aplicado iterativamente para 
resolver problemas multidimensionales. Aunque el algoritmo TDMA es poco costoso 
computacionalmente y requiere una cantidad mínima de almacenamiento en memoria, 
características que lo hacen muy atractivo para los códigos CFD, su convergencia para 
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flujos complicados puede ser muy lenta, por lo que en los códigos CFD la técnica de 
resolución del sistema de ecuaciones algebraicas lineales discretas más empleada y que 
mejores resultados proporciona es la técnica multigrid en conjunción con algún tipo de 
método iterativo. A continuación se resumen las características generales de los 
métodos iterativos de Jacobi y Gauss–Seidel, y su combinación con el procedimiento 
multigrid, en la forma que implementa el código FLUENT®. 
 
 
AI.6.1.- Métodos de Jacobi y Gauss-Seidel. 
 
 La solución de un conjunto de ecuaciones simultáneas se puede entender como 
el proceso encaminado a encontrar un vector x que satisfaga la ecuación: 
 
A x b⋅ =      (AI.34) 
 
siendo A el operador del vector x, o vector columna de las variables dependientes, y b 
un vector de valores conocidos o soluciones. La matriz A es una matriz cuadrada de 
dimensiones n x n y con elementos no nulos en la diagonal. 
 
Examinando por separado cada una de las ecuaciones del sistema (AI.34), si la 
ecuación i se resuelve únicamente para xi, suponiendo que el resto de entradas para x 
son conocidas y se mantienen fijas, el método de Jacobi establece que: 
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y el método de Gauss–Seidel establece que: 
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donde el superíndice k indica la iteración. En forma matricial, si D es la matriz diagonal 
de A, L es la matriz triangular inferior de A y U es la matriz triangular superior de A, de 
modo que se cumple que A D L U= + + , las expresiones de los métodos iterativos de 
Jacobi y Gauss–Seidel son respectivamente: 
 
 ( )1 1 1k kx D L U x D b− − −= + +  (AI.37) 
 
 ( ) ( )1 1k kx D L Ux b− −= − +  (AI.38) 
 
 
AI.6.2.- Método Multigrid. 
 
 La mayor parte de los códigos CFD actuales emplean un método diferente 
conocido como método multigrid, que es la técnica iterativa para la resolución de 
ecuaciones algebraicas discretas más eficiente y general conocida hoy en día. Su origen 
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se basa en las propiedades de los métodos iterativos convencionales (Gauss–Seidel o 
Jacobi), y nacen con el objeto de reducir la particularmente lenta convergencia a que 
dan lugar dichos métodos. 
 
 La idea básica del método multigrid puede resumirse en tres pasos. En primer 
lugar aplicar uno o más barridos de un método iterativo con buenas propiedades de 
suavizado de las componentes del error de frecuencia alta. En segundo lugar transferir el 
problema a un mallado más basto, donde se obtiene una aproximación a la corrección de 
la solución con un coste computacional menor puesto que existen menos celdas de 
mallado. En tercer y último lugar transferir las correcciones obtenidas nuevamente al 
mallado fino original, con vistas a generar una nueva aproximación de la solución.  
 
Retómese la ecuación (AI.34), denotando ahora como xe el vector columna con las 
soluciones exactas. Antes que la solución haya convergido, se tiene un valor residual d, 
asociado a la solución aproximada, xd, de forma que: 
 
dA x b d⋅ − =      (AI.39) 
 
 Buscando una pequeña corrección entre la solución exacta y la aproximada, se 
puede establecer que e dx x x= + . Y sustituyendo esta expresión en la ecuación (AI.34), 
se llega a ( ) 0dA x x b⋅ + − = . Finalmente, introduciendo la ecuación (AI.39) en esta 
nueva relación se obtiene en definitiva: 
 
0A x d⋅ + =      (AI.40) 
 
De esta forma, (AI.40) es una ecuación para el cálculo de la corrección en 
términos del operador inicial A, y del defecto d, y cuya solución mostrará un campo 
suave y más efectivo para ser resuelto en el siguiente nivel más basto. 
 
Por tanto, un método multigrid consta de dos procesos básicos: un método 
iterativo suavizador (Jacobi o Gauss–Seidel) y un método de corrección de mallado 
basto (CGC). Los métodos iterativos suavizadores se han tratado en AI.6.2., así que 
ahora sólo se citan las características de los métodos de corrección en mallado basto. En 
particular se desarrolla el método multigrid algebraico (AMG) y el método multigrid 
del almacenamiento de la aproximación completa (FAS). 
 
 
AI.6.2.1.- Multigrid AMG (Algebraic MultiGrid) 
 
 El método multigrid algebraico (AMG) se denomina esquema algebraico como 
consecuencia de que las ecuaciones en el nivel basto de mallado se generan sin 
necesidad de emplear ningún tipo de geometría o rediscretización de los niveles de 
mallado bastos, carácter éste que hace que el método AMG sea particularmente 
atractivo para usarlo con mallados no estructurados. Los mallados bastos no tienen que 
ser construidos ni almacenados, y no es necesario evaluar flujos ni términos fuente en 
ellos. 
 
 La principal dificultad a la hora de emplear el método multigrid en mallados no 
estructurados es la creación y el uso de la jerarquía de los mallados bastos. En un 
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mallado estructurado los mallados bastos pueden crearse simplemente eliminando una 
de cada dos filas de celdas del mallado fino anterior, de modo que los operadores de 
prolongación y restricción son fáciles de formular, pero en mallados no estructurados el 
proceso es algo más complicado. Para ello, el método multigrid AMG sobre mallados 
de dos tamaños queda completamente definido cuando se combina un suavizador con 
un CGC. 
 
 En definitiva, un ciclo multigrid se define como un procedimiento recursivo, 
similar a la secuencia que acabamos de detallar, que se aplica en cada nivel de mallado 
cuando se mueve a través de la jerarquía de mallados. Entre los diversos tipos de ciclos 
multigrid se pueden citar los ciclos V y W, el ciclo F y el ciclo Flexible (todos ellos 
disponibles en FLUENT®). 
 
 Las figuras (AI.6.1) y (AI.6.2) muestran, por ejemplo, los ciclos V y W, en las 
que el ciclo multigrid se representa por un cuadrado, que a continuación es extendido 
recursivamente para mostrar los pasos individuales ejecutados en el ciclo. Así, la 
combinación círculo-cuadrado-triángulo compone el ciclo V, mientras que la 
combinación círculo-cuadradado-cuadrado-triángulo compone el ciclo W. 
 
 
    
 
Fig. AI.6.1. Ciclo V.      Fig. AI.6.2. Ciclo W. 
 
 
AI.6.2.2.- Multigrid FAS (Full Approximation Storage) 
 
 Este método se basa en un método geométrico para agrupar un número 
determinado de celdas desde el mallado más fino para generar de esta forma una retícula 
mucho más basta. Estos mallados groseros se crean a partir de la aglomeración de 
celdas que rodean un nodo determinado, como se muestra esquemáticamente en la 
figura AI.7. En función de la topología original de la malla de partida, se pueden 
obtener celdas irregulares con un número indeterminado de caras. De todas formas, la 
generación de estos mallados bastos es simple y permite una adecuada implementación 
del modelo multigrid. En general, se considera que el multigrid FAS capta de un modo 
más eficiente las no linealidades del flujo, por lo que suele emplearse este método para 
resolver sistemas de ecuaciones no lineales. 
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Fig. AI.7. Agrupamiento de celdas entorno a nodos. 
 
 
AI.7.- CONSISTENCIA, CONVERGENCIA Y ESTABILIDAD 
 
 Se dice que un sistema de ecuaciones algebraicas, generado a partir de la 
discretización de las ecuaciones de gobierno en derivadas parciales (figura AI.1), es 
consistente con el sistema original, si cuando el espaciado del mallado tiende a cero el 
sistema de ecuaciones es equivalente al sistema en derivadas parciales en cada punto del 
mallado, o lo que es lo mismo, cuando el error de truncamiento del sistema de 
ecuaciones algebraicas tiende a cero. Para comprobar la consistencia de un sistema es 
necesario sustituir la solución exacta en las ecuaciones algebraicas resultantes tras la 
discretización, y desarrollar todos los términos de las mismas en serie de Taylor en 
torno a un punto. Para obtener consistencia la expresión resultante debe estar formada 
por la ecuación en derivadas parciales original más un residuo, el cual debe anularse 
cuando se refina el mallado (Ballesteros, 2003). 
 
 Se define la convergencia como la capacidad que tiene un sistema de 
ecuaciones algebraicas para representar la solución analítica de un conjunto de 
ecuaciones diferenciales, si ésta existiese. Las ecuaciones se dice que convergen si la 
solución numérica tiende a la solución analítica cuando el espaciado del mallado tiende 
a cero. Una solución de un sistema de ecuaciones algebraicas que aproxima un sistema 
de ecuaciones en derivadas parciales es convergente si la solución aproximada es igual a 
la solución exacta para cada valor de la variable independiente cuando el espaciado del 
mallado tiende a cero, es decir, cuando , 0x t∆ ∆ →G . 
 
 Un conjunto de ecuaciones resulta estable si los valores de las variables 
implicadas tienden hacia una solución correcta sin que los errores de cálculo en la 
solución discreta deformen los resultados mientras se realiza el proceso numérico. El 
concepto de estabilidad está relacionado con el crecimiento o la atenuación de errores 
introducidos en la fase de cálculo, pues el ordenador introduce un error de redondeo en 
cada cálculo que realiza. Se emplean distintos métodos numéricos para obtener una 
valoración de dicha estabilidad. A continuación se detallan algunos: 
 
• Método de las perturbaciones discretas. En este método se introduce una 
perturbación en un punto y se observa su efecto en los puntos vecinos. Si la 
perturbación se atenúa a medida que procede la solución, el esquema numérico 
es estable. Por el contrario, si la perturbación crece con la solución, el esquema 
es inestable. 
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• Método de Von Neumann. Permite establecer la condición necesaria y suficiente 
para la estabilidad de problemas lineales. En el resto de casos el método se 
aplica localmente, congelando los términos no lineales, por lo que sólo 
proporciona condiciones necesarias de estabilidad, pero no suficientes. En este 
método la solución de la ecuación se desarrolla en serie de Fourier, y la 
atenuación o el crecimiento de las amplitudes de los modos indica si el 
algoritmo numérico es o no estable.  
 
• Método de la ecuación diferencial equivalente. La estabilidad de un esquema 
puede analizarse parcialmente a partir de las propiedades del error de 
truncamiento. Generalmente este método permite definir condiciones necesarias, 
pero no suficientes, para que un esquema sea estable. 
 
• Método de la matriz. Este método, a diferencia de los anteriores, permite tener 
en cuenta la influencia de la representación numérica de las condiciones de 
contorno sobre la estabilidad total del esquema. El método parte de la matriz de 
representación del esquema considerado como un sistema de ecuaciones 
diferenciales parciales en el tiempo. 
 
 En la práctica se dice que un esquema numérico converge si los valores de las 
variables en los puntos del dominio tienden hacia unos valores fijos mientras progresa la 
solución. Esto es así porque en muchos casos no se puede demostrar la convergencia 
estricta. En la figura (AI.8) se representan esquemáticamente los conceptos anteriores. 
 
 
 
Fig. AI.8. Cuadro-resumen con los requisitos necesarios en metodologías numéricas. 
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ANEXO II 
MODELOS DE TURBULENCIA 
 
 
 
 Se recogen en este anexo las principales características de las modelizaciones 
LES y RSM para el tratamiento numérico de la turbulencia. Para ello, se comienza 
ofreciendo una pequeña revisión acerca de los modelos que se emplean para la 
modelización de la turbulencia; y a continuación se detallan dichos modelos RSM y 
LES, resumiendo sus características y mostrando los términos extra que introducen al 
modelo en el problema de cierre. 
 
 
AII.1.- MODELOS PARA LA MODELIZACIÓN DE LA TURBULENCIA 
 
AII.1.1.- Introducción. 
 
 El número de Reynolds de un flujo da una medida de la importancia relativa de 
las fuerzas de inercia, asociadas con los efectos convectivos, y las fuerzas viscosas. En 
experimentos con fluidos se observa que para valores inferiores a un número de 
Reynolds denominado crítico, el flujo es intrínsecamente estable y las capas de fluido 
adyacentes se deslizan unas sobre otras de forma ordenada. El régimen del flujo se 
denomina laminar. 
 
 Si el flujo tiene un valor del número de Reynolds por encima del denominado 
crítico, se manifiestan en éste unas perturbaciones que dan lugar a un cambio radical del 
carácter del flujo. El movimiento se vuelve intrínsecamente no estacionario, incluso con 
condiciones de contorno constantes. Este régimen se denomina flujo turbulento. 
 
 La turbulencia se define como el estado de movimiento de un fluido en el que las 
distintas variables relevantes (presión, velocidad, etc.) fluctúan de una forma 
desordenada. Se trata de un estado no estacionario desde el punto de vista macroscópico 
en el que las distintas variables adoptan valores dependientes tanto de la posición como 
del tiempo y estos valores varían de una forma aleatoria y desordenada. 
 
 La descripción del movimiento de las partículas fluidas debido al efecto de la 
turbulencia resulta altamente complejo y constituye un problema aún sin solución desde 
el punto de vista de los métodos numéricos. Se han propuesto varias formas de resolver 
el problema utilizando distintas aproximaciones. 
 
 En la tabla 5.4 ya se propuso una pequeña clasificación de los fenómenos no 
estacionarios asociados a la turbulencia y sus escalas de tiempos y longitudes 
características. Retomando esas tres diferentes escalas, se exponen a continuación los 
métodos que están relacionados a cada una de ellas. En concreto, se procede a exponer 
los métodos conocidos como simulación directa, simulación de los grandes vórtices y 
promediado temporal de las ecuaciones de Navier-Stokes. 
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AII.1.2.- Métodos de modelización. 
 
AII.1.2.1.- Simulación numérica directa de las ecuaciones (“Direct Numerical 
 Simulation”, DNS). 
 
 Este método consiste, en realidad, en no utilizar ningún modelo para la 
turbulencia, sino realizar discretizaciones temporales y espaciales que sean capaces de 
simular el flujo en un determinado problema. Por tanto, se resuelven de forma directa 
las ecuaciones de Navier-Stokes, sin ninguna hipótesis o modelo adicional. Para 
conseguir resultados adecuados con esta estrategia, es imprescindible que todas las 
escalas relevantes en el flujo queden recogidas en la discretización. Esto significa que 
tanto el mallado espacial característico (∆x) como el paso temporal (∆t) deben ser lo 
suficientemente finos para capturar las escalas más pequeñas del flujo. Por otro lado, el 
dominio tiene que ser lo suficientemente amplio como para abordar las escalas más 
grandes, así que este criterio desemboca en unos costes computacionales elevadísimos. 
 
 Unas sencillas consideraciones dimensionales permiten evaluar que para el caso 
de turbulencia más sencillo (isotrópica, sin condiciones de contorno), la complejidad del 
problema turbulento es del orden de Re3 (Sagaut, 2001). Por tanto, el empleo de estos 
modelos para altos número de Reynolds dispara el número de nodos necesarios en la 
discretización. 
 
 En definitiva, la resolución directa de las ecuaciones de Navier-Stokes resulta 
hoy en día abordable sólo para un número muy limitado de problemas simples de 
interés académico. Los grandes centros dedicados a la Mecánica de Fluidos disponen de 
líneas de investigación con esta orientación, pero tanto las limitaciones en memoria de 
almacenamiento de las variables, como en el tiempo de cálculo hacen de momento 
impensable la solución generalizada de problemas prácticos usando este tipo de 
técnicas. Según Vandromme (1989), la primera solución de este tipo se realizó en 1981 
en la Universidad de Stanford. 
 
 
AII.1.2.2.- Simulación de grandes vórtices (“Large Eddy Simulation”, LES). 
 
 Este tipo de técnicas numéricas reducen la complejidad de las ecuaciones de 
gobierno considerando sólo parte de los efectos turbulentos del flujo. Se estudia el 
intercambio energético entre las denominadas “fluctuaciones de gran escala” y se 
simula el efecto de las pequeñas escalas de la turbulencia. Se trata de un tipo de modelo 
intermedio entre la simulación directa y el promediado temporal de las ecuaciones de 
Navier-Stokes, que extiende el promedio temporal a la captura de ciertos efectos 
turbulentos básicos de forma numérica. En los modelos de simulación de grandes 
vórtices, las ecuaciones no estacionarias del flujo se resuelven para el flujo principal y 
para los vórtices grandes mientras que se modela el efecto de los vórtices pequeños. 
Aunque sin llegar al extremo de la simulación directa, sólo es posible para problemas 
simplificados y requiere unas capacidades de cálculo muy elevadas. 
 
 El modelo LES se basa en una disgregación de las escalas participantes en el 
flujo, de forma que las escalas más pequeñas de la solución exacta son parametrizadas a 
través de un modelo estadístico, que se denomina escala de submallado (subgrid scale). 
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El hecho de poder hacer esa disociación de las escalas del flujo se basa en las siguientes 
consideraciones: 
 
• Las escalas grandes del flujo son las que caracterizan el flujo y por tanto, 
gobiernan su dinámica. Además, son sensibles a las condiciones de contorno, lo 
que las convierte en anisotrópicas, y contienen y transportan la energía cinética 
del fluido. 
 
• Por el contrario, las escalas pequeñas (subgrid, más pequeñas que la 
discretización utilizada) presentan unas características universales y por tanto, 
son isotrópicas (es el mismo concepto de isotropía local de Kolmogorov). Son 
las únicas responsables de la disipación viscosa, así que no hay mecanismos de 
generación ni de inestabilidad (no hay cascada de energía más allá de su 
tamaño), y son intrínsecamente débiles (sólo un pequeño porcentaje de la 
energía cinética total está asociada a estas escalas). 
 
 
AII.1.2.3.- Modelos que promedian temporalmente las ecuaciones de Navier-Stokes 
 (RANS). 
 
 Los modelos de promedio de las ecuaciones de Navier-Stokes (Reynolds 
Averaged Navier-Stokes) han sido muy estudiados y resultan bastante útiles en la 
mayoría de los problemas prácticos resueltos mediante técnicas numéricas. 
 
 El procedimiento de promediar las leyes que describen el movimiento de una 
partícula se introduce en las ecuaciones con el fin de obtener los comportamientos 
promedio y turbulento (aleatorio) de las distintas variables. El punto de partida es muy 
sencillo. Se trata de obtener una descomposición de las variables en su valor medio y su 
valor fluctuante. Por ejemplo, para la velocidad, la descomposición sería: 
 
u u u′= +G G G  
 
donde la componente media de la velocidad se obtiene haciendo la integral de la 
velocidad instantánea: 
 
( ) ( )
0
1 Tu t u t dt
T
= ∫G G  
 
suponiéndose que el periodo de integración (T) es lo suficientemente grande en 
comparación con la escala temporal de la turbulencia, pero lo suficientemente pequeño 
como para captar cualquier fenómeno no estacionario distinto a la turbulencia. La 
utilización de este tipo de métodos es bastante adecuada, pues la mayoría de los 
fenómenos no estacionarios en Mecánica de Fluidos tiene lugar a frecuencias con 
rangos muy alejados del rango de frecuencias de la turbulencia. 
 
 El proceso de promediado temporal de las ecuaciones diferenciales, da lugar a 
unos términos, denominados de tensiones de Reynolds (“Reynolds stresses”), que 
involucran medias de los productos de la fluctuaciones de las componentes de la 
velocidad, cuya relación con las componentes medias del flujo es desconocida. Para 
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obtener dicha relación es necesario introducir un modelo adicional, denominado modelo 
de turbulencia o de cierre. Las distintas posibilidades prácticas en cuanto a modelos de 
turbulencia son analizadas a continuación. 
 
 Habitualmente lo que interesa son los efectos de la turbulencia sobre los valores 
medios de las variables: la velocidad media y la presión media en el caso del flujo en un 
conducto; en el caso de un avión, las fuerzas medias de resistencia y sustentación; para 
el caso de un motor, los efectos de la turbulencia sobre las relaciones de mezcla entre 
combustible y comburente. 
 
 Para conseguir esto, las ecuaciones de Navier-Stokes se promedian sobre las 
escalas de las fluctuaciones de turbulencia (RANS). Estos métodos dan lugar a un 
campo de flujo promediado y simulado que es más uniforme que el flujo real, y, por 
tanto, reduce drásticamente el número de puntos de la discretización espacial y de la 
temporal necesario para obtener las variables buscadas. 
 
 Un modelo de turbulencia es un procedimiento numérico que permite relacionar 
los valores medios de las fluctuaciones de las variables con los valores promedio (en la 
nomenclatura propia de estos métodos, se habla de cerrar el sistema de ecuaciones), de 
forma que se puedan resolver las ecuaciones de gobierno. Un modelo de turbulencia 
será útil, dentro de un programa CFD de propósito general, si es exacto, sencillo y 
económico (computacionalmente hablando). Los modelos de turbulencia más comunes 
son los siguientes (Wilcox, 1993): 
 
• Modelos algebraicos: 
  Modelo de cero ecuaciones: modelo de la longitud de mezcla. 
  Modelo Cebeci-Smith-Mosinki. 
  Modelo Baldwin-Lomax. 
 
• Modelos de viscosidad turbulenta: 
  Modelo de una ecuación: modelo k. 
  Modelo de dos ecuaciones: modelos k-ε, k-ω2 , υ2-f. 
  Modelos de ecuaciones de las tensiones de Reynolds (RSM). 
 
 
Cada uno de ellos tiene sus ventajas e inconvenientes. Aquí se expondrá más en detalle 
el modelo RSM en el próximo apartado, por haber sido empleado para la comparativa 
con el modelo LES. 
 
 
AII.1.2.4.- Otros modelos y estrategias. 
 
 Se pueden encontrar otras aproximaciones en la literatura, que generalmente 
corresponden con mayores simplificaciones de los modelos matemáticos. Se pueden 
citar modelos de ecuaciones de Navier-Stokes parabolizadas (PNS), códigos eulerianos 
y potenciales o modelos de capa límite entre otros.  
 
 Tiene especial consideración el tratamiento de la capa límite, o zona del campo 
fluido próxima a un contorno sólido en la que se manifiestan especialmente los efectos 
viscosos. Debido a la viscosidad y a la condición de no deslizamiento, cerca de 
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cualquier contorno sólido aparece un gradiente de velocidades en la dirección normal a 
dicho contorno. Este gradiente de velocidades condiciona el intercambio energético 
entre las distintas partículas de fluido con velocidades diferentes, originando vorticidad 
y turbulencia. El problema básico para la modelización numérica del intercambio 
energético en la capa límite sobre cualquier frontera sólida consiste en la definición 
correcta de las velocidades de las partículas en una zona muy próxima a dicha frontera. 
Esto implica una densidad de mallado muy elevada, necesaria para capturar los distintos 
fenómenos que se producen dentro de la capa límite. Esta dificultad se ha abordado 
usando varias aproximaciones, que se pueden englobar en cuatro grupos: modelos de 
distribución de las pérdidas (Distributed Loss Models), modelos de capa de cortadura 
(Thin Shear Layer, TSL), modelos de capa límite (Boundary Layer Approximations) y 
leyes de pared.  
 
 
AII.2.- MODELO DE ECUACIONES DE LAS TENSIONES DE REYNOLDS 
(RSM) 
 
 Se han propuesto (y se propondrán) multitud de alternativas diferentes para 
modelar la turbulencia, cada una de diferente complejidad y válidas para problemas 
físicos distintos. Por citar algunas, la primera intentona es el clásico modelo de 
Boussinesq (1877) que añadió a la ecuación de momento una “viscosidad turbulenta” 
dentro del término de viscosidad molecular del fluido. Hasta bien entrado el siglo XX, 
se desarrollaron modelos similares, pero todos ellos aportaban en principio una única 
ecuación turbulenta. No fue hasta los años 60 cuando aparecen los primeros modelos de 
dos ecuaciones; el modelo k-ω o el ya famoso k-ε de gran difusión hoy día. En la 
mayoría de las aplicaciones industriales de CFD, los modelos turbulentos de dos 
ecuaciones (gracias a su aceptable compromiso entre gasto computacional requerido y 
precisión de la solución obtenida), basados en la hipótesis de Boussinesq, son los que se 
están utilizando generalmente, y en particular el ya mencionado k-ε. De todas formas, 
estos modelos presentan importantes deficiencias, pues la hipótesis de Boussinesq falla 
cuando se consideran flujos complejos como flujos sobre superficies curvadas, flujos en 
conductos con movimientos secundarios, flujos en movimientos de rotación o flujos con 
separación. La problemática se puede ver mitigada utilizando una modelización del tipo 
Reynolds-stresses, a pesar de la complejidad que esto conlleva y del gasto 
computacional del método. Se puede conseguir un compromiso aceptable entre la 
exactitud de la solución y la simplicidad del modelo determinando las tensiones de 
Reynolds como unas extensiones no lineales de las componentes de rotación y tensión 
del fluido, cada una de ellas premultiplicada por una viscosidad aparente; ideas, que a 
pesar de tener ya casi 25 años, están empezando a ser consideradas recientemente en 
profundidad. 
 
 El modelo RSM (Reynolds Stresses Model) parte de las ecuaciones de Navier-
Stokes (conservación de masa, momento y energía en el fluido, esta última si se 
considera temperatura) en su forma diferencial: 
 
 
( ) 0=⋅∇+∂
∂ u
t
Gρρ      (AII.1) 
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( ) τρρρ ⋅∇+=∇+⋅⋅∇+∂
∂ fpuu
t
u GGGG     (AII.2) 
 ( ) ( ) ;QquuH
t
E +⋅∇+⋅⋅∇=⋅∇+∂
∂ GGG τρρ  siendo ;ρpEH +=   (AII.3) 
  
 Puesto que la modelización  empleada no considera temperatura (ni efectos de 
compresibilidad), se detalla a continuación el problema de cierre turbulento sin 
considerar temperaturas. Por tanto, se analizará el modelo RSM sin la ecuación de la 
energía. 
 Se ha definido la velocidad en cualquier punto a través del vector uG  de 
componentes ui. Por tanto, la velocidad en otro punto a una distancia dx  de ése, será: 
udxu GG ∇⋅+ , donde la posición del punto inicial viene dada por el vector xG  de 
coordenadas xi. El término u
G∇  se puede descomponer en una parte antisimétrica Ω  y 
otra simétrica, S . La parte antisimétrica se denomina tensor de rotación y es tal que 
cumple la condición de rotación: ( ) dxudx ××∇=Ω⋅ G
2
1 . La parte simétrica, 
denominada tensor de tensiones es la suma de un tensor diagonal y otro sin 
traza: ISS ⋅−=
3
1γ . Las componentes de esos dos tensores son en definitiva: 
 




∂
∂+∂
∂=
i
j
j
i
ij x
u
x
uS
2
1           (AII.4) 




∂
∂−∂
∂=Ω
i
j
j
i
ij x
u
x
u
2
1           (AII.5) 
 
 Para conseguir un sistema cerrado de ecuaciones, se ha de añadir una relación 
adicional: una ecuación de constitución. En el caso de fluidos newtonianos, ésta será: 
 
γµτ 2=            (AII.6) 
 
 Como ya se ha comentado previamente, el método más práctico de abordar el 
problema de cierre turbulento es mediante la definición de un valor medio de las 
magnitudes fluidodinámicas que surge de un promedio estadístico; de esta forma, las 
ecuaciones son promediadas estadísticamente antes de ser resueltas. El tiempo en el que 
son promediadas debe ser suficientemente grande en comparación con las escalas 
temporales de los fenómenos turbulentos, pero a la vez, bastante pequeño con relación a 
las escalas de tiempo del flujo medio. 
 
 Básicamente de lo que se trata es que para un determinado fluido, la velocidad 
instantánea, ),( txui
G  se puede expresar como la suma de un valor medio )(xui  y una 
parte fluctuante, ),( txui
G′ . Luego:   ),()(),( txuxutxu iii GGG ′+= ; donde la velocidad media 
es:  
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∫ += Ttt ii dttxuTxu ),(1)( . 
  
Este es el denominado promediado de Reynolds (Reynolds-averaging). Tiene un 
par de propiedades útiles, como el hecho de que el promedio del valor promediado es 
nuevamente igual al valor promedio y que el promedio de la parte fluctuante de la 
velocidad es cero. 
 
)()(1)( xudtxu
T
xu i
Tt
t ii
GGG == ∫ +  [ ] 0)()()(),(1 =−=−=′ ∫ + xuxudtxutxuTu iiTtt iii GGGG  
 
 Aplicando este promediado de Reynolds a la ecuación de continuidad: 
 
i
i
i
i
i
i
x
u
x
u
tx
u
t ∂
′′∂+∂
∂+∂
∂=∂
∂+∂
∂= ρρρρρ0          (AII.7) 
 
 El último término aparece para el caso de fluidos compresibles, evitando la 
resolución directa de esta ecuación y haciendo necesaria la inclusión en la formulación 
del problema de nuevas relaciones para el cierre. En estos casos, es más útil la técnica 
de promediado de Favre que utiliza un promedio másico: 
∫ += Ttt ii dttxutxTu ),(),(11~ GGρρ    donde ρ es la densidad promediada por la formulación 
de Reynolds. La velocidad instantánea se puede expresar ahora como suma de ese 
término medio promediado en masa y otra parte fluctuante de modo que: 
iii uutxu ′′+= ~),( G . Rescribiendo la anterior formulación de Favre para iu~  se puede 
obtener la siguiente relación con la formulación de Reynolds: iiii uuuu ′′+⋅== ρρρρ~ ; 
y por tanto, reformular la ecuación de continuidad en los mismos términos que para el 
caso laminar: 
 
i
i
x
u
t ∂
∂+∂
∂=
~
0 ρρ     (AII.8) 
 
 Dada la analogía existente entre ambos promedios, se pueden establecer las 
siguientes relaciones: 
 
0=′′iuρ ;    0≠′′iu ;     ρ
ρ i
ii
uuu
′′+=~ ;    ρ
ρ
ρ
ρ ii
i
uuu
′′−=′′′−=′′ ;    ϕφρϕφρρφϕ ′′′′+= ~~  
 
 La ecuación (AII.8) se ha obtenido por tanto combinando el promedio Reynolds 
(usado para ρ y p) y el de Favre (resto de variables). Es una ecuación que no añade 
términos nuevos respecto a la ecuación original (no promediada) por lo que se ha 
conseguido una expresión cerrada de dicha ecuación para las variables medias. 
Desgraciadamente, una estrategia similar sobre las ecuaciones del momento (y de la 
energía) no ofrece un resultado tan bueno. En esos casos, aparecen términos adicionales, 
que han de ser tratados para obtener el cierre final del algoritmo. 
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 Si no hay fuerzas exteriores actuando, la ecuación (AII.2) adopta la forma 
indexada siguiente: 
 
j
ij
j
jii
xx
uu
t
u
∂
∂=∂
∂+∂
∂ σρρ  
 
Las tensiones actuando sobre una superficie pueden definirse como: 
 


 −+−=+−= iiijijijijijij SSpp δµδτδσ 3
12  
 
donde Sij es el tensor que se definió en (AII.4). Aplicando técnicas de promedio a la 
ecuación del momento; 
 
j
iiijij
ij
ji
j
jii
x
SS
x
p
x
uu
x
uu
t
u
∂
−∂+∂
∂−∂
′′′′∂−=∂
∂+∂
∂ )(2~~~ 31 δµρρρ       (AII.9) 
 
 El término adicional jiuu ′′′′− ρ  es una consecuencia de la no linealidad de los 
términos convectivos; y necesitará, como ya se ha comentado, un tratamiento especial 
para cerrar la formulación. 
 
 Las ecuaciones (AII.8) y (AII.9) son las llamadas ecuaciones RANS (“Reynolds-
Averaged Navier Stokes” equations), que contemplan los fenómenos de transporte de 
los valores medios de las variables fluidodinámicas. Para poder resolverlas, son 
necesarias ecuaciones adicionales para las seis componentes (3D) del tensor simétrico 
de tensiones de Reynolds: jiuu ′′′′− ρ . 
 
 El siguiente paso consiste en multiplicar esas ecuaciones promediadas por unas 
cantidades fluctuantes. El resultado se combina mediante ecuaciones diferenciales 
dando lugar a las ecuaciones finales de Reynolds-Stresses tras los promedios iniciales. 
Resumiendo: si a la ecuación de continuidad la denotamos para abreviar como Ma(ρ)=0 
y  a la del momento como Mo(ui)=0, las ecuaciones de Reynolds-Stresses se obtienen a 
través del siguiente promedio final: 0)()()( =⋅′′′′+⋅′′+⋅′′ ρMauuuMouuMou jiijji . 
 
 Esquemáticamente: 
 
[ ]
j
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jij
k
ijk
ijijkji
k
ji
x
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x
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x
J
Puuu
xt
uu
∂
∂′′−∂
∂′′−Π+∂
∂−−=′′′′∂
∂+∂
′′′′∂ ερρρ ~     (AII.10) 
 
 donde, 
 
  


∂
∂′′′′+∂
∂′′′′−=
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kjij x
u
uu
x
uuuP
~~ ρρ  
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  jkiikjijkjikkjiijk uuupupuuuJ ττδδρ ′′−′′−′′′+′′′+′′′′′′=  
 
  



∂
′′∂+∂
′′∂′=Π
j
i
i
j
ij x
u
x
u
p  
 
  
i
i
jk
i
j
ikij x
u
x
u
∂
′′∂+∂
′′∂= ττερ  
 
 El significado físico de cada uno de estos cuatro términos es: 
 
• Producción ( ijP ). Tensiones turbulentas generadas a costa de la energía media 
del flujo y como consecuencia de la deformación media del flujo. Este término 
no necesita posterior modelización. 
 
• Transporte ( ijkJ ). Este término consta de varias partes. Para empezar, hay un 
término de difusión turbulenta (fenómeno de transporte a través de las 
fluctuaciones de velocidad) dado por: kji uuu ′′′′′′ρ , que necesita modelo posterior. 
Otro término es el de transporte de presión ijkjik upup ′′′+′′′+ δδ  que también 
necesita modelo de cierre. Finalmente, un término de difusión molecular, que 
para fluidos de pequeña compresibilidad puede aproximarse por: 
)( ji
k
jkiikj uux
uu ′′′′∂
∂=′′−′′− µττ . 
 
• Términos de esfuerzos de presión ( ijΠ ). Las fluctuaciones de la presión 
redistribuyen la tensión turbulenta para generar un campo de turbulencia más 
isotrópico. Si se expresa de acuerdo a la terminología de una ecuación exacta de 
Poisson, aparecen tres términos constitutivos: El primero es llamado el término 
lento (“slow term”), que representa la tendencia de la turbulencia no isótropa a 
convertirse en isótropa; El segundo es el denominado término rápido (“rapid 
term”), que representa la “isotropización” del proceso de producción de 
tensiones; y finalmente un término de reflexión de la presión en pared. Estos tres 
términos necesitan de ecuaciones de cierre. 
 
• Disipación de la tensión ( ijε ). Este término representa la disipación de la tensión 
que ocurre básicamente a las escalas más pequeñas. Se puede aproximar que: 
k
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k
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ikij x
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′′∂
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′′∂=
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


∂
′′∂+∂
′′∂= υττρε 2
1  
 
Llegados a este punto, basta con introducir las ecuaciones de cierre que han 
quedado pendientes en los cuatro términos anteriores de la ecuación de Reynolds-
stresses. En el modelo diferencial de Reynolds-stress (RSM), el cierre de las ecuaciones 
RANS se consigue introduciendo modelos para los términos de transporte, esfuerzo de 
la presión y disipación de las ecuaciones de Reynolds-stress. Por tanto, ya no se 
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consideran unas “ecuaciones exactas” del fenómeno físico sino que se implementan 
modelos de turbulencia que se aproximan a la realidad. Esos cierres necesarios son: 
 
Término de transporte: 
 
 Agrupando los dos términos que necesitaban cierre, se puede denominar como 
“transporte difusivo de la turbulencia” a: 
 
[ ]ijkjikkji
k
T
ij upupuuux
D ′′′+′′′+′′′′′′∂
∂= δδρ  
 
que se modeliza mediante la generalización de la difusión del gradiente (modelo de 
Daly y Harlow) como: 
 




∂
′′′′∂′′′′
∂
∂=
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ij x
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El programa FLUENT® simplifica más este tratamiento mediante una difusión de la 
turbulencia escalar. La formulación completa es: 
 




∂
′′′′∂
∂
∂=
m
ji
k
t
k
T
ij x
uu
x
D σ
µ ;    ερµ µ
2kCt ⋅= ;    82.0=kσ ;    09.0=µC  
 
Término de esfuerzo de la presión: 
 
Como ya se ha comentado, se plantean tres términos de la forma: 
 
w
ijijijij Π+Π+Π=Π 21  , donde el primer término es el “slow term”, el segundo es el 
“rapid term” y el último “wall-reflection term”, señalados previamente. La 
modelización de esos términos en FLUENT® se realiza como sigue: 
 


 −′′′′⋅−=Π kuu
k
C ijjiij δερ 3
2
1
1 ;   8.11 =C  
 


 −+−+++⋅−=Π )(
3
2)(2
2 CGPGCFPC ijijijijijij δ ;   6.02 =C ;    donde 
 
 jkiikjij uuF ττ ′′−′′−=  es el término de ijkJ que no necesita cierre. 
 
 [ ]kji
k
ij uuux
C ~⋅′′′′∂
∂= ρ ;   kkPP 2
1= ;    kkCC 2
1= ;  ijG  y  G   son términos que  
 
se modelizan en derivadas parciales de la temperatura.  Como no se está 
considerando la ecuación de la energía, son términos nulos. 
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χ
µ
75.0C
C =A ; con 41.0=χ ; nk es la componente k-ésima del vector normal  a la pared y 
d es la distancia normal a la pared. 
 
Término de disipación: 
 
El modelo propuesto para el tensor de disipación es:   ( )Mijij Y+= ρεδε 3
2 , donde 
22 tM MY ⋅= ρε  es un término adicional de “disipación por dilatación”. Se ha definido 
un número de Mach turbulento como 2a
kM t =  siendo a la velocidad del sonido, y 
cuyo efecto se aprecia para gases ideales compresibles. Finalmente, el índice de 
disipación, como un escalar, se calcula mediante una ecuación de transporte de la 
siguiente forma: 
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0.1=εσ ;    44.11 =εC ;    92.12 =εC ;    u
vC tanh3 =ε , siendo v la componente de la 
velocidad del flujo paralela a la gravedad; mientras que u es la componente de la 
velocidad perpendicular al campo gravitatorio. 
 
 Respecto a la variable escalar k, definida como la energía cinética turbulenta, 
ésta se puede considerar a través de su definición: 
 
iiuuk ′′′′= 2
1  
 
Ahora bien, para conseguir una adecuación del modelo RSM con respecto a las 
imposiciones de las condiciones de contorno del dominio, se puede resolver (integrado 
en el modelo como una opción, por defecto activada) una ecuación de transporte para la 
energía cinética turbulenta; esto es, 
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AII.3.- MODELO DE SIMULACIÓN DE GRANDES VÓRTICES (LES) 
 
AII.3.1.- Generalidades. 
 
 Los flujos turbulentos se caracterizan por la existencia de remolinos con un 
amplio abanico de escalas temporales y espaciales. En general, los remolinos más 
grandes se corresponden en tamaño con las longitudes características del flujo medio. 
Como ya se ha comentado anteriormente, las escalas más pequeñas son responsables de 
la disipación de la energía cinética turbulenta. 
 
 Conceptualmente, la modelización LES se encuentra en algún lugar a medio 
camino entre la simulación directa y la aproximación RANS. Su metodología se basa en 
resolver únicamente los remolinos de mayor tamaño (del orden de la discretización 
empleada), mientras que las escalas más pequeñas son modeladas. En la figura AII.1. se 
muestra este concepto y cómo los grandes remolinos son resueltos a partir del nivel de 
filtración empleado, mientras que los pequeños (en las esquinas), que no son capturados 
al presentar escalas menores (subgrid scales), habrán de ser modelizados. 
 
 
 
        
Fig. AII.1. Niveles de discretización para la resolución de grandes remolinos (Large Eddies). 
 
 
 
 Estas características de filtrado a nivel de la discretización espacial, permite que 
las resoluciones de las mallas sean al menos de un orden de magnitud más bajo que 
empleando DNS. Además, el tamaño de los pasos temporales puede ser proporcional al 
tiempo característico de giro de los remolinos, lo que es mucho menos restrictivo que en 
el caso de DNS.  
 
 De todos modos, es cierto que en la práctica se necesitan mallados 
extremadamente finos; y solamente gracias a las importantes mejoras en la capacidad de 
cálculo de los computadores y a la utilización intensiva de cálculo en paralelo (clusters), 
es posible hoy día abordar problemas de ingeniería con estrategias LES de modelización 
de turbulencia. 
 En la siguiente sección se detalla el procedimiento de filtrado que introduce el 
modelo LES, presentando las opciones existentes para la modelización de las tensiones 
en la escala del submallado (necesarias para garantizar el problema del cierre de las 
ecuaciones de gobierno) y discutiendo la importancia de las condiciones de contorno. 
 
 Anexo II 
Modelos de turbulencia 391 
AII.3.2.- El procedimiento de filtrado. 
 
 Las ecuaciones de gobierno empleadas por el modelo LES surgen de filtrar las 
ecuaciones generales de Navier-Stokes, bien en el espacio de Fourier, bien en el espacio 
físico. Se denomina filtrado porque efectivamente se consiguen eliminar (filtrar) los 
remolinos cuyas escalas son inferiores al paso del filtro o a la discretización de la malla 
utilizada en los cálculos. Las ecuaciones resultantes serán las que gobiernen la dinámica 
de los remolinos más grandes. 
 
 Tomando como variable característica la velocidad del fluido, entonces su parte 
filtrada se calcula a partir de un operador de convolución: 
 
( ) ( ) ( ), , ,u x t G x x t t u x t d x dt G u+∞ +∞
−∞ −∞
′ ′ ′ ′= − − ⋅ ⋅ ⋅ = ∗∫ ∫ JGG G G G G   (AII.11) 
 
La parte más pequeña, a nivel de submalla (subgrid scale), se define entonces como: 
 
( ) ( ) ( ), , ,u x t u x t u x t′ = −G G G G G G     (AII.12) 
 
 A la vista de la definición de la convolución, es obvio que en función del filtro 
que se haya adoptado (núcleo G), la parte u′G será variable. Antes de citar los núcleos 
más utilizados y en particular cuál fue el utilizado en este trabajo, conviene remarcar 
dos consideraciones: 
 
• Generalmente, el operador de filtrado se restringe a las dimensiones espaciales. 
Esto es debido a que la definición de un núcleo temporal puede conducir a 
determinadas violaciones del principio de causalidad, lo cual es inadmisible. 
Aún así, conviene recordar que la eliminación de ciertas escalas espaciales 
conlleva de forma implícita un cierto filtrado temporal. 
 
• En el espacio de Fourier, la convolución se define de forma directa como el 
producto del núcleo y la variable filtrada: 
( ) ( ) ( )ˆˆ ˆ, ,u k t G k u k t= ⋅  
 donde uˆ  y Gˆ  son respectivamente las transformadas de Fourier de la velocidad 
 y del núcleo del filtro. 
 
 Entre las propiedades que debe satisfacer el filtro que se utilice han de 
encontrarse las de: 
 
• Linealidad: u v u v+ = +  
• Preservación de constantes: ( ) 1a a G x d x+∞
−∞
′ ′= ⇔ ⋅ =∫ JGG  
• Conmutación con derivadas: , ,u u s x t
s s
∂ ∂= =∂ ∂
G  
 
 En general, esto conlleva que no sean operadores de Reynolds: u u≠ ; 0u′ ≠ . 
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 En lo que respecta a tipos de filtros que suelen utilizarse, hay tres principales: 
 
• Filtro Gaussiano:     ( )( )
2 2
2 2
62
24
6
ˆ
x x
k
G x x
G k
e
e
π ′− − ∆
− ∆
′− = ∆ ⋅
=
G GG G
 
 
• Filtro de corte alto (Sharp cut-off):   
( ) ( )( )( )
( )
sen
1ˆ
0
c
c
c
c
c
k x x
G x x k
k x x
si k k
G k
si k k
π′−′− = = ∆′−
≤=  >
G GG G G G
 
 
• Filtro de caja (Box/Top Hat):   
( )
( ) ( )
1 2
0 2
sen 2ˆ
2
si x x
G x x
si x x
k
G k
k
′ ∆ − ≤ ∆′− =  ′− > ∆
∆= ∆
G GG G G G
 
 
 Sea cual sea el filtro empleado, su utilización proporciona el siguiente conjunto 
de ecuaciones filtradas (se considera flujo incompresible y sin el aporte de la ecuación 
de la energía): 
 
0i
í
u
x
∂ =∂     (AII.13) 
 
( )21
ij
i ji
i i j i j
j i j
u uu p u u u u u
t x x x
τ
υρ
∂∂ ∂ ∂+ = − + ∇ − −∂ ∂ ∂ ∂ 	
   (AII.14) 
 
donde el término τij son las tensiones de la escala de submalla (subgrid scale stresses), 
que deben ser modeladas para garantizar el cierre de las ecuaciones filtradas.  
 
 Finalmente, antes de mostrar el modelo empleado para el cálculo de las 
tensiones LES, conviene comprender el proceso de convolución, para entender qué está 
haciendo el filtro con las variables a las que se aplica. 
 
 La figura AII.2 muestra gráficamente una animación que ilustra la convolución 
de dos funciones, f y g. En las gráficas, la curva de color verde muestra el resultado de 
la convolución de las curvas azul y roja como una función de la variable t, que queda 
fijada por la línea vertical de color verde en cada instante. La región que aparece en gris 
muestra el producto de ambas funciones, ( ) ( )g f tτ τ− , en función de t, así que esa área 
es precisamente la convolución de ambas. 
 
 Si se retoma la definición de la convolución de la ecuación (AII.11), obviando el 
filtrado temporal, e identificando la función azul g con la velocidad u, la función f roja 
con el núcleo de filtrado G y la variable t, con la posición xG , se comprende el 
procedimiento de convolución ejecutado sobre la velocidad. 
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Fig. AII.2. Proceso de convolución de dos variables. 
 
 
 Para la modelización LES utilizada en este trabajo, se ha empleado un filtro de 
tipo caja, por lo que su definición matemática es exacta a la de la variable f (curva en 
rojo) de la figura AII.2. De esta forma, sólo para un entorno (en forma de caja 
tridimensional de volumen 3V = ∆  - ver figura AII.3), centrado en el punto xG  de 
análisis, el filtro queda definido; en el resto del dominio es nulo, cuando se aplica el 
filtro a esa localización concreta.  
 
 En el interior de esa caja, la convolución está planteando la integral triple de la 
velocidad, dividiendo para cada dirección por el tamaño característico de la caja en 
dicha dirección. Por tanto, se está ejecutando una media en todas las direcciones, y sea 
como fuere la señal original de la velocidad (fluctuaciones a frecuencias menores que la 
longitud característica del filtro), se obtiene un valor laminado medio en el interior de la 
caja del filtro (figura AII.4). 
 
 
 
  
Fig. AII.3. Definición de la caja de filtro en 
un punto de coordenadas xG . 
Fig. AII.4. Filtrado de las fluctuaciones de 
frecuencias superiores a la longitud 
característica del filtro∆ . 
 
 
AII.3.3.- Modelo de la escala de submalla (subgrid scale modelling). 
 
 Como se había visto sobre la ecuación (AI.14), el tensor de la escala de submalla 
(a partir de ahora, tensor SGS) es el término adicional introducido por el filtrado de las 
ecuaciones, que necesita ser modelizado para garantizar el cierre de las ecuaciones. En 
principio, esto significa que el tensor SGS debe ser expresado en función de las 
incógnitas del problema filtrado, como por ejemplo, uG . 
 Anexo II 
Modelos de turbulencia 394 
 Se pueden citar un par de estrategias adecuadas para establecer el modelo de las 
tensiones SGS . Cada una de ellas conduce a soluciones muy diferentes. A saber: 
 
• Modelado funcional: se basa en introducir sobre las ecuaciones filtradas un 
nuevo término, que presenta el mismo efecto (dispersivo, disipativo) en las 
escalas resultas que las escalas SGS, pero que en realidad no puede considerarse 
como un modelo para el tensor τij. Más bien se tiene que interpretar como un 
modelo sobre el término τ∇ ⋅ . 
• Modelado estructural: pretende construir un modelo sobre el tensor τij como tal, 
sea cual sea la naturaleza de la interacción entre las escalas resueltas y las de la 
submalla. 
 
 Además, la tabla AII.1 agrupa el conjunto de directrices generales que deben ser 
observadas en el establecimiento de un modelo para las tensiones SGS, tanto desde el 
punto de vista físico como del numérico. 
 
RESTRICCIONES FÍSICAS RESTRICCIONES NUMÉRICAS 
- Los modelos SGS deben presentar las 
mismas propiedades de simetría que los 
términos SGS originales (ecuación 
AI.14). 
- Los modelos SGS deben ser 
consistentes, así que no pueden 
convertirse en esquemas DNS cuando 
el flujo está resuelto. 
- Deben tener el mismo efecto sobre las 
escalas resueltas que las verdaderas 
escalas SGS. 
- Los modelos SGS deben ser realistas 
desde un punto de vista computacional. 
Si son muy exigentes, es mejor usar un 
mallado más fino con un modelo SGS 
más simple. 
- No deben introducir inestabilidad 
numérica. 
- Deben ser numéricamente robustos: 
una vez discretizados, deben garantizar 
que sus efectos son los mismos que los 
del modelo continuo. 
 
Tabla AII.1. Restricciones de los modelos SGS. 
 
 Antes de abordar el modelado matemático del tensor SGS, conviene recalcar que 
la consistencia física del modelo es uno de los problemas fundamentales que es 
necesario resolver en el modelado de estas tensiones. Se trata de saber si existen valores 
del tensor SGS en una determinada localización de la malla para un determinado 
instante. Si esa escala de submalla existe, entonces un modelo SGS consistente debe 
devolver un valor no nulo, mientras que sí ha de ser cero en caso contrario. Por tanto, un 
problema fundamental del modelado SGS es la identificación de las localizaciones e 
instantes para los cuales debe existir el modelo SGS. Para ello, es necesario disponer de 
información adicional, que puede tener diversa procedencia: 
 
• Definición de nuevas variables, directamente ligadas al modelo SGS, como 
puede ser la energía cinética SGS (SGS kinetic energy), resuelta a partir de la 
correspondiente ecuación de transporte. 
 
• Incorporar nuevos conocimientos de las propiedades o de las características de 
las soluciones de las ecuaciones de Navier-Stokes en el modelo. La existencia de 
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escalas SGS quedaría ligada de esta forma a ciertas características del flujo 
resuelto. Puesto que el modelo LES se muestra fundamentalmente como un 
problema espectral (selección de frecuencias), es fácil entender que la 
información más apropiada sobre la cual inferir la existencia o no de modos 
SGS, está contenida en las mayores escalas resueltas. Pero esto topa con un 
problema de incertidumbre: se busca que el modelo sea local tanto en el espacio 
físico como en el de Fourier, y eso es imposible: cuanto más local en el espacio 
se quiera el modelo, más información de las frecuencias bajas resueltas son 
necesarias. 
 
 Habitualmente, se emplea un modelado funcional, a partir del empleo de la 
dinámica de la turbulencia isotrópica como base de trabajo. Tanto los diversos estudios 
teóricos como numéricos realizados demuestran que el efecto neto de las escalas de 
submalla se traduce en una disminución de la energía cinética asociada a las escalas 
resueltas. De este modo, el proceso queda directamente ligado a la “cascada de energía” 
desde las escalas mayores hacia las más pequeñas.  
 
 La forma más simple de evaluar esa disminución neta de la energía consiste en 
parametrizarla como una disipación adicional. Esto se consigue con la definición de una 
viscosidad turbulenta (eddy-viscosity), de la misma forma en que se postula para 
modelos RANS. Por tanto, se puede definir: 
 
12 ,
2
jD i
t
j i
uuS S
x x
τ υ  ∂∂= − = +  ∂ ∂ 
   (AII.15) 
donde 1
3
D
ij kk ijτ τ τ δ= − . Al igual que en la ecuación (AII.4) del modelo RANS, el 
tensor S corresponde con la parte simétrica del término u∇ G , siendo aquel un tensor sin 
traza para el caso incompresible. La parte isotrópica, 1
3 kk ij
τ δ , se añade en realidad a la 
presión filtrada, de modo que se trabaja con una especie de pseudo-presión: 
  
3kkp p τ→Π = +     (AII.16) 
 
 Llegados a este punto, el problema de cierre consiste en la definición de la 
viscosidad turbulenta, tυ . Pero antes de describir el modelo utilizado sobre la 
viscosidad turbulenta, conviene incidir en un par de consideraciones: 
 
• La utilización de una viscosidad escalar es un simplificación. De hecho, un 
simple análisis tensorial muestra que en realidad, tυ  debería ser un tensor de 
cuarto orden: 
ijklij t kl
Sτ υ= . 
• Este tipo de modelo de viscosidad turbulenta es local tanto en el espacio como 
en el tiempo (además de ser muy fácil de utilizar), aunque en realidad, algunos 
estudios teóricos demuestran que debería no ser local en el espacio y el tiempo. 
Así, la propiedad de ser local se recupera únicamente cuando se asume que 
existe un cierto “salto espectral” entre las escalas resueltas y las escalas a nivel 
SGS. Es decir, las escalas características de los modelos SGS son mucho más 
pequeñas que aquellas del campo resuelto. Si se denominan como L0 y T0 las 
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escalas espaciales y temporales del flujo resuelto, y como l0 y t0 a las escalas 
SGS, entonces la condición impone que:  0 0 0 0,l L t T  . 
 Esta simple condición, que se satisface en la modelización RANS, no la cumple 
 la modelización LES, debido a que el espectro de la energía cinética es una 
 función continua, y la frecuencia de corte se asume que tiene lugar en la zona de 
 rango inercial. Resumiendo, no hay salto espectral, como se observa en la figura 
 AII.5. 
 
 
Fig. AII.5. Función continua del espectro energético a diversas escalas de una variable. 
  
 
Modelo Smagorinsky-Lilly 
 
 El modelo SGS más utilizado es el modelo de Smagorinsky, que además tiene el 
honor de ser el pionero de todos ellos. Se obtiene a partir de un sencillo análisis 
dimensional, según el cual: 
2 1
0 0t l tυ −∝      (AII.17) 
 
 Ahora bien, ¿cómo evaluar las dos escalas características l0 y t0?. En principio, 
asumiendo que la longitud de escala de corte (cut-off lengthscale) es representativa del 
modelo SGS, entonces se puede establecer que: 
 
0 Sl C= ∆      (AII.18) 
 
donde CS es una constante que habrá de ser evaluada. La evaluación de la escala 
temporal t0 es un poco más complicada y requiere de nuevos supuestos acerca de la 
dinámica del flujo. En primer lugar, se asume que la hipótesis del equilibrio local se 
satisface, y por tanto, la tasa de producción de energía cinética es igual a la tasa de 
transferencia a través del filtro de corte, que a su vez es igual a la tasa de disipación por 
efectos viscosos. De esta forma, se consigue una transformación automática desde las 
escalas SGS hacia las escalas resueltas, y por tanto, la escala del tiempo característico 
del modelo SGS es igual a aquella de las escalas resueltas. Considerando que el tamaño 
de esa escala coincide con el característico de giro del flujo promedio, definido por T0, 
entonces: 
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0 01 2 ij ijT S S t= =      (AII.19) 
 
 Introduciendo las ecuaciones (AII.18) y (AII.19), dentro de la relación de 
proporcionalidad definida en (AII.17), entonces: 
 
( )2 2t S ij ijC S Sυ = ∆     (AII.20) 
 
 Sobre el modelo de Smagorinsky, Lilly introdujo una pequeña modificación 
respecto a la longitud de mezcla de las escalas de la submalla (ecuación (AII.18)), de 
modo que se tuviera en cuenta el efecto anisótropo de la presencia de un contorno 
sólido. De esta forma, se evalúa l0 a partir de la siguiente expresión: 
 ( )1/30 min , Sl d C Vκ=      (AII.21) 
 
donde κ es la constante de Von Kárman, d es la distancia a la pared más cercana y 
3V = ∆ , representa el tamaño del filtro, o volumen de la celda computacional. 
 
 Respecto a la determinación de la constante CS, diversos autores han propuesto 
valores más o menos apropiados para diversos tipos de flujo. Por ejemplo, el propio 
Lilly estima un valor de 0.23 a partir de la turbulencia homogénea e isótropa en la zona 
de rango inercial. Sin embargo, este valor crea excesivo dumping en las escalas 
resueltas. Otros valores típicos son 0.18, derivado del filtro sharp-cutoff, o incluso 0.1 
cuando se tiene flujo confinado. De hecho, FLUENT® incorpora por defecto ese valor 
de 0.1 y es el que se ha empleado en la simulación. 
 
 En la tabla AII.2 se recogen otros modelos SGS que se utilizan en códigos 
numéricos. No es el objeto de este anexo resumir todos ellos, sino presentar la forma de 
trabajo de la modelización LES; por tanto, no se va a profundizar más sobre dichos 
modelos. Más información sobre el tema puede ser consultada en Sagaut, 2001. 
 
MODELOS FUNCIONALES MODELOS ESTRUCTURALES 
- Modelo de Smagorinsky. 
- Modelo de Smagorinsky-Lilly. 
- Modelo de función de estructura. 
- Modelo de escala de mezcla. 
- Modelo unidimensional de Schumann. 
- Modelos de similitud de escalas. 
- Modelos basados en la extensión de 
Taylor. 
 
Tabla AII.2. Principales modelos SGS empleados en esquemas turbulentos LES. 
 
  
 De forma paralela se trabaja en modelos híbridos, como una combinación entre 
estrategias funcionales y estrategias estructurales. De hecho, diversos estudios 
numéricos han demostrado que los modelos funcionales suelen garantizar un nivel de 
disipación satisfactorio, pero son incapaces de reflejar la anisotropía del flujo por lo que 
no son adecuados para determinar el propio tensor SGS. Por el contrario, los modelos 
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estructurales sí consiguen una buena predicción de los valores propios del tensor 
(capturan la anisotropía), pero no alcanzan una disipación suficiente. Así que una buena 
idea parece ser la de acoplar ambos tipos de modelo, obteniendo un modelo de 
combinación lineal, que habitualmente ofrece mejores resultados que los modelos 
simples de generación de viscosidad turbulenta. 
 
 Por otro lado, como se ha visto anteriormente, todos los modelos de viscosidad 
turbulenta presentan una constante CS, que fue fijada a partir de consideraciones sobre el 
caso de turbulencia isótropa. Una idea para minimizar errores en la modelización de esa 
constante es la de ajustarla en cada punto y paso temporal con el objeto de alcanzar la 
mejor adaptación posible del modelo SGS seleccionado al estado local del flujo 
resuelto. Para ello, se emplea un procedimiento dinámico, que a partir de la identidad de 
Germano, establece diversos niveles de filtrado (multi-level filtering).  
 
 
AII.3.4.- Condiciones de contorno. 
 
 La representación de contornos sólidos durante los cálculos del LES es una de 
las claves para el empleo de esta técnica a nivel industrial. En principio, existen dos 
posibilidades: 
 
• Si el mallado es suficientemente fino en los contornos, entonces se pueden 
capturar directamente las dinámicas del flujo en la zona interna laminar de las 
capas límite. La bibliografía consultada recomienda que para asegurar una buena 
resolución en esa zona, se necesitan al menos 3 nodos en la zona comprendida 
entre 0 10y+≤ ≤  (en la dirección normal a la pared). Además, la resolución del 
flujo en su dirección ( z+∆ ), y en la dirección transversal ( x+∆ ), también 
condicionan de forma muy importante la calidad de la solución. Así: 
 
- Si 50z+∆ ≤ , 12x+∆ ≤ : Buena resolución LES. 
- Si 100z+∆ ≤ , 30x+∆ ≤ : Resolución LES media. 
- Si 100z+∆ ≥ , 30x+∆ ≥ : Mala resolución LES. 
 
• Otra opción es utilizar un modelo de pared, cuando la malla no es 
suficientemente fina. La región turbulenta de la capa límite se parametriza en 
este caso. En estos casos, es posible emplear mallados más groseros, que 
alcanzan valores hasta de: 600, 300, 200z x y+ + +∆ ≈ ∆ ≈ ∆ ≈ . 
 
 FLUENT® incorpora un modelo de pared de forma que cuando el mallado es 
suficientemente fino (posibilidad uno), el modelo resuelve la subcapa límite laminar, de 
forma que la tensión de cortadura con la pared se evalúa a partir de la relación de flujo 
laminar:  
u yu
u
τ
τ
ρ
µ=      (AII.22) 
 
 Cuando la malla es demasiado basta para resolver la subcapa laminar, se asume 
una ley de pared logarítmica de la forma: 
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1 u yu Ln E
u
τ
τ
ρ
κ µ
 =         (AII.23) 
 
donde κ es de nuevo la constante de Von Kárman, y E es una constante que adopta el 
valor de ajuste, 9.793. 
 
 
AII.3.5.- Consideraciones numéricas prácticas. 
 
 Para terminar con esta presentación general de la modelización LES, se quiere 
hacer una revisión final de ciertos aspectos que han podido quedar confusos en la 
definición matemática del método. Lo que se pretende es poder ligar conceptualmente 
las variables y procedimientos presentados en este anexo, con las propiedades habituales 
presentes en toda simulación numérica.  
 En definitiva, se trata de responder a la pregunta: ¿cuál es el filtro que realmente 
se está aplicando a lo largo de la simulación? Porque en realidad, el filtro aplicado se 
presenta como una mezcla de los siguientes elementos: 
 
• El filtro de la malla. Obviamente, la discretización espacial elegida induce la 
definición de la máxima resolución de los cálculos (una escala más pequeña que 
la de la malla no puede ser capturada). 
• El filtro de convolución, tal como se definió en AII.3.2. 
• El filtro numérico, interpretado como errores numéricos. 
• El filtro del propio modelo SGS, que se ha utilizado en la definición de la 
viscosidad turbulenta –ecuación (AII.20)-. 
  
 Para finalizar, en la figura AII.6 se muestra el filtro SGS empleado en cada celda 
de la discretización de la modelización bidimensional en la sección central, en un 
instante dado. A primera vista, esa distribución del filtro indica una clara dependencia 
de la dicretización espacial empleada. Basta con comparar esta figura con la figura 4.9. 
Los valores mínimos aparecen ligados a las zonas de mayor densidad de celdas. 
 
 
 
Fig. AII.6. Mapa de la longitud característica del filtro de subescala del modelo bidimensional. 
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ANEXO III 
GEOMETRÍA TRIDIMENSIONAL DE LA SOPLANTE 
 
 
 
 Se muestran en este anexo las coordenadas de las superficies que componen 
cada álabe y cada directriz, así como detalles de las discretizaciones numéricas. 
 
 
 
AIII.1.- COORDENADAS DE ÁLABES Y DIRECTRICES 
 
 
AIII.1.1.- Gráficas de la distribución radial de las caras de presión y succión de 
 álabes  y directrices. 
 
 En vez de incluir un arduo listado con las coordenadas cilíndricas o cartesianas 
de las superficies, se han generado dos gráficos tridimensionales con la localización de 
los puntos constituyentes de los perfiles. 
 
  
 
Fig. AIII.1. Distribución radial de la 
geometría del álabe. 
Fig. AIII.2. Distribución radial de la 
geometría de la directriz. 
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AIII.1.2.- Datos genéricos para la construcción de álabes del rotor. 
 
 Se recogen en la siguiente tabla los datos genéricos para la determinación del 
esqueleto y de diversos puntos sobre las caras de succión y presión en un álabe NACA-
65 (Abbott, 1959). Se han definido 26 puntos por cada cara para la construcción de los 
splines que conforman los contornos. 
 
Ptos %cuerda Espesor Pendiente Linea THETA (rad) THETA (grados) Ptos
I (Xe) ( The)  (Dydxe) media (Ye)  Xes  Yes Arctg(1,27*Dydxe(I)) Theta*(180/PI) I Coord. Xs Corrd. Ys Coord. Xp Coord. Yp
1 0 0.0000 ---------- 0.0000 0.0000 0.0000 ---------- -------- 1 0.0000 0.0000 0.0000 0.0000
2 0.5 0.7720 0.4212 0.2500 0.6350 0.3810 0.4912 28.1434 2 0.1725 1.2455 1.0975 -0.4835
3 0.75 0.9320 0.3888 0.3500 0.9525 0.5334 0.4586 26.2761 3 0.4285 1.5947 1.4765 -0.5279
4 1.25 1.1690 0.3477 0.5350 1.5875 0.8153 0.4158 23.8252 4 0.9878 2.1735 2.1872 -0.5428
5 2.5 1.5740 0.2916 0.9300 3.1750 1.4173 0.3546 20.3180 5 2.4809 3.2919 3.8691 -0.4573
6 5 2.1770 0.2343 1.5800 6.3500 2.4079 0.2892 16.5710 6 5.5615 5.0579 7.1385 -0.2420
7 7.5 2.6470 0.2000 2.1200 9.5250 3.2309 0.2487 14.2483 7 8.6976 6.4892 10.3524 -0.0274
8 10 3.0400 0.1749 2.5850 12.7000 3.9395 0.2185 12.5199 8 11.8631 7.7085 13.5369 0.1705
9 15 3.6660 0.1381 3.3650 19.0500 5.1283 0.1736 9.9442 9 18.2460 9.7141 19.8540 0.5424
10 20 4.1430 0.1103 3.9800 25.4000 6.0655 0.1392 7.9742 10 24.6701 11.2763 26.1299 0.8548
11 25 4.5030 0.0875 4.4750 31.7500 6.8199 0.1106 6.3374 11 31.1187 12.5038 32.3813 1.1360
12 30 4.7600 0.0675 4.8600 38.1000 7.4066 0.0855 4.8961 12 37.5840 13.4298 38.6160 1.3835
13 35 4.9240 0.0493 5.1500 44.4500 7.8486 0.0625 3.5790 13 44.0596 14.0899 44.8404 1.6073
14 40 4.9960 0.0323 5.3550 50.8000 8.1610 0.0409 2.3454 14 50.5403 14.5006 51.0597 1.8214
15 45 4.9630 0.0160 5.4750 57.1500 8.3439 0.0203 1.1605 15 57.0223 14.6456 57.2777 2.0422
16 50 4.8120 0.0000 5.5150 63.5000 8.4049 0.0000 0.0000 16 63.5000 14.5161 63.5000 2.2936
17 55 4.5300 -0.0160 5.4750 69.8500 8.3439 -0.0203 -1.1605 17 69.9665 14.0958 69.7335 2.5920
18 60 4.1460 -0.0323 5.3550 76.2000 8.1610 -0.0409 -2.3454 18 76.4155 13.4220 75.9845 2.9000
19 65 3.6820 -0.0493 5.1500 82.5500 7.8486 -0.0625 -3.5790 19 82.8419 12.5156 82.2581 3.1816
20 70 3.1560 -0.0675 4.8600 88.9000 7.4066 -0.0855 -4.8961 20 89.2421 11.4001 88.5579 3.4131
21 75 2.5840 -0.0875 4.4750 95.2500 6.8199 -0.1106 -6.3374 21 95.6122 10.0815 94.8878 3.5583
22 80 1.9870 -0.1103 3.9800 101.6000 6.0655 -0.1392 -7.9742 22 101.9501 8.5646 101.2499 3.5664
23 85 1.3850 -0.1381 3.3650 107.9500 5.1283 -0.1736 -9.9442 23 108.2538 6.8608 107.6462 3.3957
24 90 0.8100 -0.1749 2.5850 114.3000 3.9395 -0.2185 -12.5199 24 114.5230 4.9438 114.0770 2.9353
25 95 0.3060 -0.2343 1.5800 120.6500 2.4079 -0.2892 -16.5710 25 120.7608 2.7804 120.5392 2.0354
26 100 0.0000 --------- 0.0000 127.0000 0.0000 ------ ---------- 26 127.0000 0.0000 127.0000 0.0000
ALABE NACA 65 -(12)10 a escala 1,27 respecto del alabe de referencia NACA 65-010.  Caida = 1,2. Escala de espesor =1.
ALABE NACA 65-(12)10. Cl=1,2. Alabes de 5 pulgadas = 127 mm.ALABE NACA 65-010. Cl=1,0. Dim. Porcent.
ESQUELETO CARA DE SUCCION CARA DE PRESION
 
 
Tabla AIII.1. Datos genéricos de un perfil NACA 65. 
 
 
AIII.1.3.- Distribuciones radiales de espesores y curvaturas en álabes y directrices. 
 
 A partir del programa de generación de perfiles, PELMA, se recogen los datos 
de espesor, solidez, calado y camber que han de presentar los álabes y directrices de 
acuerdo a los diseños utilizados. La condición de vórtice libre implica el retorcimiento 
radial de los perfiles (figura AIII.1 y AIII.2). 
 
 
RODETE
Sección Diámetro(mm) Solidez Camber Calado(º) Espesor(%)
1 820 0.55 5.7472 66.4585 8
2 798 0.5677 5.8438 65.9117 8.1165
3 776 0.5866 5.9587 65.3405 8.236
4 754 0.6066 6.0874 64.744 8.3618
5 732 0.6279 6.2219 64.121 8.4934
6 710 0.6507 6.3763 63.4692 8.6311
7 688 0.6751 6.5429 62.7865 8.7755
8 666 0.7012 6.7155 62.071 8.9272
9 644 0.7292 6.9287 61.3215 9.0867
10 622 0.7594 7.1433 60.5317 9.2547
11 600 0.792 7.4251 59.7042 9.4321
12 578 0.8273 7.7701 58.8298 9.6197
13 556 0.8657 8.1288 57.9069 9.8185
14 534 0.9075 8.5168 56.9342 10.0297
15 512 0.9532 8.9686 55.9132 10.2546
16 490 1.0033 9.4567 54.8359 10.4948
17 468 1.0586 10.1275 53.7282 10.7521
18 446 1.1198 10.905 52.5618 11.0285
19 424 1.1879 11.785 51.3139 11.3265
20 402 1.2641 12.704 50.0143 11.492
21 380 1.35 13.764 48.6434 12      
DIRECTRICES
Sección Diámetro(mm) Solidez Camber Calado(º) Espesor(%)
1 820 0.8623 23.3068 10.7752 3
2 798 0.8832 23.6352 10.9295 3
3 776 0.9053 23.9865 11.0946 3
4 754 0.9287 24.3629 11.2715 3
5 732 0.9534 24.7662 11.4611 3
6 710 0.9797 25.1988 11.6646 3
7 688 1.0077 25.6578 11.8846 3
8 666 1.0375 26.1329 12.1243 3
9 644 1.0703 26.6647 12.3929 3
10 622 1.1041 27.2149 12.6715 3
11 600 1.1402 27.8084 12.9729 3
12 578 1.179 28.4486 13.2991 3
13 556 1.2206 29.1324 13.6551 3
14 534 1.2655 29.8634 14.0446 3
15 512 1.3139 30.6553 14.469 3
16 490 1.3664 31.5149 14.9325 3
17 468 1.4233 32.4527 15.4379 3
18 446 1.4874 33.5207 16.0103 3
19 424 1.5559 34.6639 16.6276 3
20 402 1.6311 35.8858 17.3226 3
21 380 1.7141 37.177 18.1156 3  
 
Tabla AIII.2. Parámetros de la cascada de álabes y directrices. 
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AIII.2.- DISCRETIZACIONES SOBRE EL MODELO TRIDIMENSIONAL 
 
 Se añaden algunas vistas complementarias del modelo numérico tridimensional, 
para apreciar con más detalle el nivel de discretización utilizado. 
 
 
Fig. AIII.3.- Detalle de la discretización espacial sobre álabes y directrices. 
 
 
 
 
Fig. AIII.4.- Alzado y perfil de la etapa. Conjunto rotor-estator. 
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Fig. AIII.5.- Detalle de la discretización espacial tridimensional. 
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ANEXO IV 
CÓDIGOS Y PROGRAMAS UTILIZADOS EN EL ANÁLISIS 
DETERMINISTA DEL FLUJO 
 
 
 
 Se recopilan en este anexo las librerías y programas desarrollados tanto en 
VisualC++ como en MatLab6.5, para la obtención de los mapas de tensiones 
deterministas a partir de los datos iniciales de los campos de velocidad, tanto en los 
modelos numéricos como en las medidas experimentales. 
 
 
 
AIV.1.- PROGRAMACIÓN DE UDFs 
 
 Para el modelo numérico bidimensional se desarrolló un código para el 
almacenamiento de los campos de velocidad (sus dos componentes), y otro posterior 
para el cálculo de las tensiones en todo el dominio del modelo en el postproceso. 
 
 
AIV.1.1.- Almacenamiento de variables. 
 
 
“01_DST_Storing_var.c” 
 
#include "udf.h" 
#define N 26  
/* Esta UDF se utiliza sobre la modelización bidimensional del ventilador axial, en particular 
sobre su sección central (R=0.3 m). Se ejecuta la simulación con un modelo de turbulencia LES 
- se activa en 2D escribiendo por comandos la orden: (rpsetvar 'les-2d? #t) - y con un paso 
temporal de AT= 1.06837 * 10E-04, que corresponde a 234  
(13*9*2) pasos temporales por vuelta de rotor. De esta forma, somos capaces de cubrir un 
canal de rotor cada 26 pasos temporales y un pitch de directriz cada 18 pasos temporales. 
Se van a calcular las tensiones deterministas para el punto de vista del estator, por tanto, éste 
ve pasar un álabe de rodete cada 26 pasos temporales. Por eso se define la variable N como 
N=26. El procedimiento consiste en que, una vez el modelo no estacionario sea estable de 
forma periódica, se han de ejecutar 26 pasos temporales, almacenándose en UDMs los campos 
de velocidad en cada paso temporal. Se salvan todos los datos y se procede a ejecutar una serie 
de UDFs del tipo Execute-On-Demand que permitirán obtener el tensor de tensiones 
deterministas NO descompuestos en correlaciones.*/ 
 
/* IMPORTANTE (1):  El número de UDMs a liberar es de 2*N+5 en el panel del fluent */ 
 
/******************************************************************/ 
/*  UDF para ir almacenando los campos de velocidad en UDMS en el punto de   */ 
/*  referencia absoluto del estator.        */ 
/******************************************************************/ 
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DEFINE_ADJUST(storing_var,domain) 
{ 
int i; 
int current_iteration_number = (nres==0)?(1):((int)count2[nres-1]);  
real Ax; 
Thread *t; 
cell_t c; 
/* IMPORTANTE (2): Hay que hacer un (rpsetvar 'time-step 0.) por comandos antes de 
ejecutar el pitch */ 
/* IMPORTANTE (3): El Ax se calcula dividiendo el perímetro de la sección entre el número de 
pasos por vuelta; o bien multiplicando el paso temporal por la velocidad de arrastre  */ 
Ax = 1.885/234; 
i= RP_Get_Integer("time-step"); 
/* IMPORTANTE (4):  Hay que mirar el nº de iteración que toca al comenzar a iterar 
de nuevo */ 
/* IMPORTANTE (5):  ¿cuantas iteraciones por time-step? 50 iteraciones por time-
step. Evalua en la 49 */ 
if (current_iteration_number = = 36060-1+50*i)   
{  
    thread_loop_c(t,domain) 
    { 
        begin_c_loop(c,t) 
        { 
            C_UDMI(c,t,2*i-2) = C_U(c,t);  
  /* En los pares se acumulan vel.circunferenciales Vx: 0,2,4... */ 
 C_UDMI(c,t,2*i-1) = C_V(c,t);    
  /* En los impares se acumulan vel. axiales:       Vy: 1,3,5... */ 
        } 
        end_c_loop(c,t)   
    } 
} 
} 
 
 
 
AIV.1.2.- Cálculo del tensor en el postproceso para el marco de referencia fijo. 
 
 
“02_DST_Stator.c” 
 
#include "udf.h" 
#define Nr 26 
 
/*****************************************************************/ 
/*  UDF para generar los campos de velocidad media (Average Passage)           */ 
/*  -tanto Vx como Vy- en UDMS. Se utilizarán en el cálculo de                 */ 
/*  de las tensiones deterministas                  */ 
/*****************************************************************/ 
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DEFINE_ON_DEMAND(mean_Vx_S) 
{ 
int j, ind0, ind2, ind3; 
real mean_x = 0.; 
real unst_mean_x = 0.; 
real result; 
Domain *d = Get_Domain(1); 
Thread *th; 
cell_t cl; 
ind0 = Nr;  /* 26 */ 
ind2 = 2*Nr-2;   /* 50: nº máximo donde se almacenan vel. circunferenciales */ 
ind3 = 2*Nr;     /* 52: nº donde se almacena la media pto vista del estator: mean_Vx_S */ 
 
thread_loop_c(th,d) 
{ 
    begin_c_loop(cl,th) 
    { 
        for (j=0; j<=ind2; j=j+2) 
        { 
            unst_mean_x = C_UDMI(cl,th,j); 
 mean_x += unst_mean_x; 
        } 
        result = (mean_x)/ind0; 
        C_UDMI(cl,th,ind3) = result; 
        mean_x=0; 
        } 
    end_c_loop(cl,th) 
} 
} 
 
 
DEFINE_ON_DEMAND(mean_Vy_S) 
{ 
int j, ind0, ind2, ind3; 
real mean_y = 0.; 
real unst_mean_y = 0.; 
real result; 
Domain *d = Get_Domain(1); 
Thread *th; 
cell_t cl; 
ind0 = Nr;  /* 26 */ 
ind2 = 2*Nr-1;    /* 51: nº máximo donde se almacenan vel. axiales */ 
ind3 = 2*Nr+1;   /* 53: nº donde se almacena la media pto vista del estator: mean_Vy_S  */ 
 
thread_loop_c(th,d) 
{ 
    begin_c_loop(cl,th) 
    { 
        for (j=1; j<=ind2; j=j+2) 
        { 
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            unst_mean_y = C_UDMI(cl,th,j); 
            mean_y += unst_mean_y; 
        } 
        result = (mean_y)/ind0; 
        C_UDMI(cl,th,ind3) = result; 
        mean_y=0; 
    } 
    end_c_loop(cl,th) 
} 
} 
 
/*******************************************************************/ 
/*  UDF para ir calcular las 3 tensiones deterministas en el caso 2D para              */ 
/*  el punto de vista del estator                       */ 
/*******************************************************************/ 
 
DEFINE_ON_DEMAND(TauXX_S) 
{ 
int j, ind0, ind1, ind2, ind3; 
real suma_x = 0.; 
real unst_determ_x_sq = 0.; 
real result; 
Domain *d = Get_Domain(1); 
Thread *th; 
cell_t cl; 
ind0 = Nr;   /* 26 */ 
ind1 = 2*Nr;   /* 52: mean_Vx_S */ 
ind2 = 2*Nr-2; /* 50: nº máximo donde se almacenan vel. circunferenciales */ 
ind3 = 2*Nr+2; /* 54: nº donde se almacena la tension determinista: TauXX_S */ 
 
thread_loop_c(th,d) 
{ 
    begin_c_loop(cl,th) 
    { 
        for (j=0; j<=ind2; j=j+2) 
        { 
            unst_determ_x_sq = pow((C_UDMI(cl,th,j) - C_UDMI(cl,th,ind1)),2.0); 
            suma_x += unst_determ_x_sq; 
        } 
        result = C_R(cl,th)*((suma_x)/ind0); 
        C_UDMI(cl,th,ind3) = result; 
        suma_x=0; 
        } 
    end_c_loop(cl,th) 
} 
} 
 
 
DEFINE_ON_DEMAND(TauYY_S) 
{ 
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int j, ind0, ind1, ind2, ind3; 
real suma_y=0.; 
real unst_determ_y_sq = 0.; 
real result; 
Domain *d = Get_Domain(1); 
Thread *th; 
cell_t cell; 
ind0 = Nr;  /* 26 */ 
ind1 = 2*Nr+1;  /* 53: mean_Vy_S */ 
ind2 = 2*Nr-1;  /* 51: nº máximo donde se almacenan vel. axiales */ 
ind3 = 2*Nr+3;  /* 55: nº donde se almacena la tension determinista: TauYY_S */ 
 
thread_loop_c(th,d) 
{ 
    begin_c_loop(cell,th) 
    { 
        for (j=1; j<=ind2; j=j+2) 
        { 
            unst_determ_y_sq = pow((C_UDMI(cell,th,j)- C_UDMI(cell,th,ind1)),2.0); 
 suma_y += unst_determ_y_sq; 
        } 
        result = C_R(cell,th)*((suma_y)/ind0); 
        C_UDMI(cell,th,ind3) = result; 
        suma_y=0.; 
        } 
    end_c_loop(cell,th) 
} 
} 
 
 
DEFINE_ON_DEMAND(TauXY_S) 
{ 
int j, ind0, ind1, ind2, ind3; 
real suma_xy=0.; 
real unst_determ_xy_sq = 0.; 
real result; 
Domain *d = Get_Domain(1); 
Thread *th; 
cell_t cell; 
ind0 = Nr;   /* 26 */ 
ind1 = 2*Nr;  /* 52: mean_Vx_S */   /* ind1+1=53: mean_Vy_S */ 
ind2 = 2*Nr-1;  /* 51: nº máximo donde se almacenan vel. axiales */ 
ind3 = 2*Nr+4;  /* 56: nº donde se almacena la tension determinista: TauXY_S */ 
 
thread_loop_c(th,d) 
{ 
    begin_c_loop(cell,th) 
    { 
        for (j=0; j<=ind2; j=j+2) 
        { 
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            unst_determ_xy_sq = (C_UDMI(cell,th,j)-
C_UDMI(cell,th,ind1))*(C_UDMI(cell,th,j+1)- C_UDMI(cell,th,ind1+1)); 
            suma_xy += unst_determ_xy_sq; 
        } 
        result = C_R(cell,th)*((suma_xy)/ind0); 
        C_UDMI(cell,th,ind3) = result; 
        suma_xy=0.; 
        } 
    end_c_loop(cell,th) 
} 
} 
 
 
AIV.1.3.- Cálculo del tensor en el postproceso para el marco de referencia móvil. 
 
 El código es similar al reproducido en el apartado anterior, si bien, deben 
tomarse un número N de instantes, distinto (en nuestro caso, 18, correspondientes al 
paso de directriz en el marco relativo). 
 
 
AIV.2.- PROGRAMACIÓN CON MATLAB 
 
 Para el modelo numérico tridimensional, la estrategia de almacenar en memoria 
los campos de velocidad en cada instante se presentaba inabordable. Puesto que los 
medios computacionales disponibles y las exigencias de la discretización se ajustaron al 
máximo, un almacenamiento masivo de variables durante la ejecución fue inviable. 
Como contrapartida, se fueron almacenando las soluciones intermedias a lo largo de un 
paso de álabe, guardando los mapas de velocidad en archivos independientes y 
compactos. El postproceso se iniciaba entonces retomando los campos de velocidades 
en las superficies de interés, guardándolos en archivos de datos de tipo ASCII, para 
finalmente tomar esos datos, cargarlos en MatLab y desarrollar programas en ese 
entorno para la obtención del tensor de tensiones. 
 
 Para los datos experimentales, se siguió un procedimiento similar, a partir de los 
archivos promediados, convenientemente estructurados, obtenidos desde las medidas 
con anemometría térmica. 
 
 A continuación se recogen un par de programas desarrollados, uno para la 
obtención de las tensiones deterministas en el marco absoluto, y el segundo para el 
estudio de la difusión de estelas.  
 
 Del mismo modo, se desarrollaron otro tipo de programas para la representación 
de los mapas y la generación de animaciones temporales de las diversas variables, que 
no se recogen aquí por no ser el objeto de este apéndice. 
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AIV.2.1.- Cálculo del tensor en los planos de interés a partir de los datos discretos 
de los planos de medida. 
 
function [X,Y,t,V1medad,V2medad,T11,T12,T22,Kdet]=sDST() 
 
% Genera las tensiones deterministas desde el punto de vista fijo del 
% estator así como la energía cinética determinista a partir de los  
% resultados promediados de DHW (4 columnas) 
% Se sacan las 3 componentes del tensor y la Kdeterminista en mapas de  
% 28 posiciones angulares (2 Pitchs de DIRECTRIZ) 
% Tambien devuelve los mapas PASSAGE AVERAGE de la velocidad  
% Hay que comentar las lineas que no se usen. 
 
% Jesus Manuel Fdez Oro, finalizado 02 agosto 2004 
 
%------------------------------------------------------------------------ 
%------------------------------------------------------------------------ 
% Se definen variables generales del programa, así como el nombre de los 
% ficheros de los que se extraerán los datos. 
 
fichbase='ND';     % Nombre raíz del fichero del que se obtienen los datos. 
posang=1:2:27;      % Lee 14 posiciones angulares y no 15 porque la ultima es igual que la 
primera y vamos a representar 2 sectores. Asi evitamos duplicidad. 
posrad=1:15; 
colum1=1;       % columna de la velocidad axial (1) 
colum2=2;       % columna de la velocidad circunferencial (2) 
nt=100;             % numero de puntos temporales en el mapa 
 
% Recolocacion del origen de datos (1 no recoloca) 
primt=1;               % tiempo 
prima=1;               % posicion angular ¡ojo! 
 
% x circunferencial 
x=-27:2:27;       % 28 posiciones angulares (14x2 - 2 sectores de DIRECTRIZ) 
% y radial 
y=410-[5.44 16.47 27.81 39.51 51.58 64.08 77.05 90.54 104.63 119.41 134.98 151.49 
169.13 188.19 209.05]; 
% t tiempo en tanto por ciento de paso de alabe 
t=0:1/(nt-1):1; 
 
X=y'*sin(x.*pi./180); 
Y=y'*cos(x.*pi./180); 
 
disp('leyendo valores de velocidad...'); 
 
%------------------------------------------------------------------------ 
% Carga las velocidades axiales instantáneas en una matriz V1i de 
% dimensiones (15,28,100) 
 
i=1; 
for pr=posrad 
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    j=1; 
    for pa=posang 
        fich=sprintf('%s%02d%02d',fichbase,pa,pr); 
        fprintf(1,'%s %d %d \r\n',fich,j,i); 
        [V1i(:,1),V1i(:,2),V1i(:,3),V1i(:,4)]=textread([fich '.prm'],'%f %f %f %f,                                             
'headerlines',2); 
        [nto,n]=size(V1i); 
        vto=(1:nto)'; 
        tinterp=(1:(nto-1)/(nt-1):nto)'; 
        B(i,j,:)=interp1(vto,V1i(:,colum1),tinterp,'spline'); 
        clear V1i; 
        j=j+1; 
    end 
    i=i+1; 
end 
C(:,:,1:nt-primt+1)=B(:,:,primt:nt);  % reordena tiempos 
C(:,:,nt-primt+2:nt)=B(:,:,1:primt-1); 
[no,na,ni]=size(B);             % reordena posiciones angulares 
V1i(:,1:na-prima+1,:)=C(:,prima:na,:); 
V1i(:,na-prima+2:na,:)=C(:,1:prima-1,:); 
 
% Duplica el sector y lo decala en el tiempo. 
B(:,:,1:68)=V1i(:,:,33:100); 
B(:,:,69:100)=V1i(:,:,1:32); 
V1i(:,15:28,:)=B;   % Se tiene la velocidad axial instantánea en 2 sectores. 
 
%------------------------------------------------------------------------ 
% Carga las velocidades circunferenciales instantáneas en una matriz V2i de 
% dimensiones (15,28,100) 
i=1; 
for pr=posrad 
    j=1; 
    for pa=posang 
        fich=sprintf('%s%02d%02d',fichbase,pa,pr); 
        fprintf(1,'%s %d %d \r\n',fich,j,i); 
        [V2i(:,1),V2i(:,2),V2i(:,3),V2i(:,4)]=textread([fich '.prm'],'%f %f %f %f, 
'headerlines',2); 
        [nto,n]=size(V2i); 
        vto=(1:nto)'; 
        tinterp=(1:(nto-1)/(nt-1):nto)'; 
        B(i,j,:)=interp1(vto,V2i(:,colum2),tinterp,'spline'); 
        clear V2i; 
        j=j+1; 
    end 
    i=i+1; 
end 
C(:,:,1:nt-primt+1)=B(:,:,primt:nt);  % reordena tiempos 
C(:,:,nt-primt+2:nt)=B(:,:,1:primt-1); 
[no,na,ni]=size(B);             % reordena posiciones angulares 
V2i(:,1:na-prima+1,:)=C(:,prima:na,:); 
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V2i(:,na-prima+2:na,:)=C(:,1:prima-1,:); 
 
% Duplica el sector y lo decala en el tiempo. 
B(:,:,1:68)=V2i(:,:,33:100); 
B(:,:,69:100)=V2i(:,:,1:32); 
V2i(:,15:28,:)=B;  % Se tiene la velocidad circunferencial instantánea en 2 sectores 
 
disp('calculando promedios a 1 canal...'); 
%------------------------------------------------------------------------ 
%------------------------------------------------------------------------ 
% Calcula los valores medios en cada punto de medida promediados a un canal 
 
V1med(1:15,1:28)=0; 
V2med(1:15,1:28)=0; 
 
for pr=1:15 
    for pa=1:28 
        for n=1:nt 
            V1med(pr,pa)=V1med(pr,pa)+V1i(pr,pa,n); 
            V2med(pr,pa)=V2med(pr,pa)+V2i(pr,pa,n); 
        end 
        V1med(pr,pa)=V1med(pr,pa)/nt; 
        V2med(pr,pa)=V2med(pr,pa)/nt; 
    end 
end 
 
 
%------------------------------------------------------------------------ 
% Adimensionaliza los valores promediados a un canal: Passage Average Adim 
 
f1med= mean(meanV1med); 39.94;   
f2med=103.05;  %Velocidad de arrastre en la punta. 
V1medad=V1med./f1med; 
V2medad=V2med./f2med; 
 
disp('calculando tensiones deterministas...'); 
%------------------------------------------------------------------------ 
%------------------------------------------------------------------------ 
% Calcula las tensiones deterministas desde el punto de vista fijo. 
 
T11(1:15,1:28)=0; 
T12(1:15,1:28)=0; 
T22(1:15,1:28)=0; 
 
for pr=1:15 
    for pa=1:28 
        for n=1:nt 
            T11(pr,pa)=T11(pr,pa)+(V1i(pr,pa,n)-V1med(pr,pa))*(V1i(pr,pa,n)-
V1med(pr,pa)); 
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            T12(pr,pa)=T12(pr,pa)+(V1i(pr,pa,n)-V1med(pr,pa))*(V2i(pr,pa,n)-
V2med(pr,pa)); 
            T22(pr,pa)=T22(pr,pa)+(V2i(pr,pa,n)-V2med(pr,pa))*(V2i(pr,pa,n)-
V2med(pr,pa)); 
        end 
        T11(pr,pa)=T11(pr,pa)/nt; 
        T12(pr,pa)=T12(pr,pa)/nt; 
        T22(pr,pa)=T22(pr,pa)/nt; 
    end 
end 
%------------------------------------------------------------------------ 
% Calcula la energia cinetica determinista 
Kdet=0.5*(T11+T22); 
 
disp('Ole y ole') 
disp('Edite y use sdibutens2dir(X,Y,Tii) para representar los calculos en un mapa') 
disp('Que pase un feliz dia') 
 
 
AIV.2.2.- Cálculo del factor de recuperación de estelas. 
 
 Se presentan dos programas. En el primero se cargan los datos, bien en el sector 
entre haces, bien tras el rodete y se calcula la energía cinética determinista, X. Una vez 
se hayan evaluado en un mismo caso tanto la energía antes como después del rodete, se 
llama a la segunda función para ejecutar la distribución radial del factor de 
recuperación, R 
 
function [X,span]=DHW_wakemixing() 
 
% Calcula la energía cinética determinista, X, en el plano de estudio. 
 
% Jesús Manuel Fdez Oro, finalizado 15 agosto 2004 
 
%------------------------------------------------------------------------ 
%------------------------------------------------------------------------ 
% Se definen variables generales del programa, así como el nombre de los 
% ficheros de los que se extraerán los datos 
 
 
fichbase='06_SD_EntreHaces\06_SD_Datos_Promedio\SD';       
% Datos de ficheros originales 
 
disp('CALCULANDO SECTOR'); 
% -------------------------- 
% CALCULOS PARA EL SECTOR 
% -------------------------- 
posang=1:2:27;      % Lee 14 posiciones angulares y no 15 porque la ultima es igual que la 
primera y vamos a representar 2 sectores. Asi evitamos duplicidad. 
posrad=1:15; 
colum1=1;       % columna de la velocidad axial (1) 
colum2=2;       % columna de la velocidad circunferencial (2) 
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nt=100;             % numero de puntos temporales en el mapa 
 
% Recolocacion del origen de datos (1 no recoloca) 
primt=1;               % tiempo 
prima=1;               % posicion angular ¡ojo! 
 
% x circunferencial 
x=-39:2:39;       % 40 posiciones angulares (20x2 - 2 sectores de RODETE) 
% y radial 
y=410-[5.44 16.47 27.81 39.51 51.58 64.08 77.05 90.54 104.63 119.41 134.98 151.49 
169.13 188.19 209.05]; 
% t tiempo en tanto por ciento de paso de alabe 
t=0:1/(nt-1):1; 
 
X=y'*sin(x.*pi./180); 
Y=y'*cos(x.*pi./180); 
 
% Definimos el vector de la velocidad de arrastre para restarla a continuación a la velocidad 
circunferencial. 
u(1:15)=0; 
u=(2400*2*pi/60)*y/1000; 
 
disp('leyendo valores de velocidad...'); 
%------------------------------------------------------------------------ 
% Carga las velocidades axiales instantáneas en una matriz V1i de 
% dimensiones (15,42,100) 
i=1; 
for pr=posrad 
    j=1; 
    for pa=posang 
        fich=sprintf('%s%02d%02d',fichbaseD,pa,pr); 
        fprintf(1,'%s %d %d \r\n',fich,j,i); 
        [V1i(:,1),V1i(:,2),V1i(:,3),V1i(:,4)]=textread([fich '.prm'],'%f %f %f %f, 
'headerlines',2); 
        [nto,n]=size(V1i); 
        vto=(1:nto)'; 
        tinterp=(1:(nto-1)/(nt-1):nto)'; 
        B(i,j,:)=interp1(vto,V1i(:,colum1),tinterp,'spline'); 
        clear V1i; 
        j=j+1; 
    end 
    i=i+1; 
end 
C(:,:,1:nt-primt+1)=B(:,:,primt:nt);  % reordena tiempos 
C(:,:,nt-primt+2:nt)=B(:,:,1:primt-1); 
[no,na,ni]=size(B);             % reordena posiciones angulares 
V1i(:,1:na-prima+1,:)=C(:,prima:na,:); 
V1i(:,na-prima+2:na,:)=C(:,1:prima-1,:); 
 
% Genera 3 sectores de directriz completos decalando en el tiempo 
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B(:,:,1:70)=V1i(:,:,31:100); 
B(:,:,71:100)=V1i(:,:,1:30); 
C(:,:,1:70)=B(:,:,31:100); 
C(:,:,71:100)=B(:,:,1:30); 
 
V1i(:,15:28,:)=B; 
V1i(:,29:42,:)=C; 
 
% Genera el campo relativo cada 5 posiciones temporales (0.4ºx5=2º) 
trel=71; 
nang=20; 
i=1; 
for td=1:5:trel 
    for pa=1:nang 
        pa2=pa+i-1; 
        V1r(:,pa,td)=V1i(:,pa2,td); 
    end 
    i=i+1; 
end 
 
% Interpolar cada 5 instantes para detallar los campos 
k=1; 
cambio=1; 
fin=[1:5:trel]; 
for td=1:trel 
   if td-5*k >= 1 
       k=k+1; 
       cambio=1; 
   end 
   if cambio==0 
       V1r(:,:,td)=((-V1r(:,:,fin(k))+V1r(:,:,fin(k+1)))/(5))*(td-1-5*(k-1))+V1r(:,:,fin(k));  
 % interpolacion lineal entre 2 puntos 
   end 
   cambio=0; 
end 
V1ir=V1r(:,1:20,1:69);  % se representa sobre un sector de pitch de rodete(1:20) 
 
% duplica a dos sectores de rodete 
clear B; 
B(:,:,1:39)=V1ir(:,:,31:69); 
B(:,:,40:69)=V1ir(:,:,1:30); 
V1ir(:,21:40,:)=B; 
clear B; 
 
% El resultado es la matriz V1ir que tiene de dimensiones (15,40,69) sobre 
% un doble sector de rodete y para 69 instantes temporales, el paso de 
% pitch de directriz. Velocidad relativa axial. 
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%------------------------------------------------------------------------ 
% Carga las velocidades circunferenciales instantaneas en una matriz V2i de 
% dimensiones (15,42,100) 
i=1; 
for pr=posrad 
    j=1; 
    for pa=posang 
        fich=sprintf('%s%02d%02d',fichbaseD,pa,pr); 
        fprintf(1,'%s %d %d \r\n',fich,j,i); 
        [V2i(:,1),V2i(:,2),V2i(:,3),V2i(:,4)]=textread([fich '.prm'],'%f %f %f %f, 
'headerlines',2); 
        [nto,n]=size(V2i); 
        vto=(1:nto)'; 
        tinterp=(1:(nto-1)/(nt-1):nto)'; 
        B(i,j,:)=interp1(vto,V2i(:,colum2),tinterp,'spline'); 
        clear V2i; 
        j=j+1; 
    end 
    i=i+1; 
end 
C(:,:,1:nt-primt+1)=B(:,:,primt:nt);  % reordena tiempos 
C(:,:,nt-primt+2:nt)=B(:,:,1:primt-1); 
[no,na,ni]=size(B);             % reordena posiciones angulares 
V2i(:,1:na-prima+1,:)=C(:,prima:na,:); 
V2i(:,na-prima+2:na,:)=C(:,1:prima-1,:); 
 
% restamos velocidad de arrastre 
for pr=posrad                    
   V2i(pr,:,:)=V2i(pr,:,:)-u(pr); 
end 
 
% Genera 3 sectores de directriz completos decalando en el tiempo 
B(:,:,1:68)=V2i(:,:,33:100); 
B(:,:,69:100)=V2i(:,:,1:32); 
C(:,:,1:68)=B(:,:,33:100); 
C(:,:,69:100)=B(:,:,1:32); 
 
V2i(:,15:28,:)=B; 
V2i(:,29:42,:)=C; 
 
% Genera el campo relativo cada 5 posiciones temporales (0.4ºx5=2º) 
trel=71; 
nang=20; 
i=1; 
for td=1:5:trel 
    for pa=1:nang 
        pa2=pa+i-1; 
        V2r(:,pa,td)=V2i(:,pa2,td); 
    end 
    i=i+1; 
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end 
 
%Interpolar cada 5 instantes para detallar los campos 
k=1; 
cambio=1; 
fin=[1:5:trel]; 
for td=1:trel 
   if td-5*k >= 1 
       k=k+1; 
       cambio=1; 
   end 
   if cambio==0 
       V2r(:,:,td)=((-V2r(:,:,fin(k))+V2r(:,:,fin(k+1)))/(5))*(td-1-5*(k-1))+V2r(:,:,fin(k));  
% interpolacion lineal entre 2 puntos 
   end 
   cambio=0; 
end 
V2ir=V2r(:,1:20,1:69);  % se representa sobre un sector de pitch de rodete(1:20) 
 
% duplica a dos sectores de rodete 
clear B; 
B(:,:,1:39)=V2ir(:,:,31:69); 
B(:,:,40:69)=V2ir(:,:,1:30); 
V2ir(:,21:40,:)=B; 
 
% El resultado es la matriz V2ir que tiene de dimensiones (15,40,69) sobre 
% un doble sector de rodete y para 69 instantes temporales, el paso de 
% pitch de directriz. Velocidad relativa circunferencial 
 
%------------------------------------------------------------------------ 
t=0:1/(trel-3):1; 
 
disp('calculando promedios a 1 canal...'); 
%------------------------------------------------------------------------ 
%------------------------------------------------------------------------ 
% Calcula los valores medios en cada punto de medida promediados a un canal 
% de directriz (trel-2). Se obtienen los valores U0 y V0 
 
rU0(1:17,1:40)=0; 
rV0(1:17,1:40)=0; 
 
for pr=2:16 
    for pa=1:40 
        for n=1:trel-2 
            rU0(pr,pa)=rU0(pr,pa)+V1ir(pr-1,pa,n); 
            rV0(pr,pa)=rV0(pr,pa)+V2ir(pr-1,pa,n); 
        end 
        rU0(pr,pa)=rU0(pr,pa)/(trel-2); 
        rV0(pr,pa)=rV0(pr,pa)/(trel-2); 
    end 
end 
 Anexo IV 
Códigos y programas utilizados en el análisis determinista del flujo 419 
disp('calculando X a lo largo del span...'); 
%------------------------------------------------------------------------ 
% Se calcula el valor (u1^2+v1^2)=G 
G(1:17,1:40,1:69)=0; 
for pr=2:16 
    for pa=1:40 
        for n=1:trel-2 
            G(pr,pa,n)=(V1ir(pr-1,pa,n)-rU0(pr,pa))^2 + (V2ir(pr-1,pa,n)-rV0(pr,pa))^2; 
        end 
    end 
end 
 
% Se hace el primer promedio (temporal): (u1^2+v1^2)-t=Gt 
Gt(1:17,1:40)=0; 
for pr=2:16 
    for pa=1:40 
        for n=1:trel-2 
            Gt(pr,pa)=Gt(pr,pa)+G(pr,pa,n); 
        end 
        Gt(pr,pa)=Gt(pr,pa)/(trel-2); 
    end 
end 
 
% Se hace el segundo promedio (circunferencial -pitch): (u1^2+v1^2)-t-L=GtL 
GtL(1:17)=0; 
U0(1:17)=0; 
V0(1:17)=0; 
for pr=2:16 
    for pa=1:40 
        GtL(pr)=GtL(pr)+Gt(pr,pa); 
        U0(pr)=U0(pr)+rU0(pr,pa); 
        V0(pr)=V0(pr)+rV0(pr,pa); 
    end 
    GtL(pr)=GtL(pr)/40; 
    U0(pr)=U0(pr)/40; 
    V0(pr)=V0(pr)/40; 
end 
 
X(1:17)=0; 
span(1:17)=0; 
yc=410-[0 5.44 16.47 27.81 39.51 51.58 64.08 77.05 90.54 104.63 119.41 134.98 
151.49 169.13 188.19 209.05 220]; 
for pr=1:17 
    X(pr)=0.5*U0(pr)*GtL(pr); 
    span(pr)=(yc(pr)-190)/(410-190); 
end 
 
%--------------------------------------------------------------------------------------------------- 
%--------------------------------------------------------------------------------------------------- 
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function [R,Rm]=DHW_wakemixing2(Xd,Xr,span) 
 
% Calcula el factor de recuperación, R, y dibuja un gráfico con su distribución radial. 
 
% Jesús Manuel Fdez Oro, finalizado 15 agosto 2004 
 
%------------------------------------------------------------------------ 
%------------------------------------------------------------------------ 
% Se necesitan Xd y Xr y el vector con el span. 
 
% --------------------------------- 
% FACTOR DE RECUPERACION 
% --------------------------------- 
R(1:17)=0; 
for pr=2:16 
    R(pr)=1-(Xr(pr)/Xd(pr)); 
end 
 
% --------------------------------- 
% HACEMOS EL PLOT CONJUNTO DE D y R 
% --------------------------------- 
spanext=0:1/201:1; 
Xdext=fnval(csaps(span,Xd),spanext); 
Xrext=fnval(csaps(span,Xr),spanext); 
Rext=fnval(csaps(span,R),spanext); 
plot(Xd,span,'ob',Xdext,spanext,'-b',Xr,span,'or',Xrext,spanext,'-r'); 
xlabel('Flux of Deterministic Kinetic Energy'); 
ylabel('span'); 
legend('sector D','','sector R',''); 
ax2 = axes('Position',get(gca,'Position'),... 
           'XAxisLocation','top',... 
           'YAxisLocation','right',... 
           'Color','none',... 
           'XColor','k','YColor','k'); 
line(Rext,spanext,'Color','k','Parent',ax2); 
%set(ax2,'XLim',[0 1]); 
grid on; 
xlabel('Recovery factor, R'); 
ylabel('span'); 
legend('Recovery factor',0); 
Rm=mean(R); 
 
disp('Ole y ole') 
disp('Que pase un feliz dia') 
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ANEXO V 
REPRESENTACIONES TEMPORALES. MAPAS RADIALES 
 
 
 
 Se muestran en este anexo las representaciones espacio-temporales de las 
diversas componentes de la velocidad, sobre una determinada posición angular fija, a 
lo largo de todo el span de la máquina. Se muestran resultados experimentales y 
numéricos, agrupados entre haces y tras el rodete, para los diversos casos analizados 
 
 
 
AV.1.- RESULTADOS EXPERIMENTALES 
 
 
AV.1.1.- Componente axial de la velocidad. 
 
 
 
 
Fig. AV.1. Representación temporal-radial de la componente axial de la velocidad 
adimensionalizada entre haces (D)  para los tres caudales de estudio. Comparativa entre gaps. 
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Fig. AV.2. Representación temporal-radial de la componente axial de la velocidad 
adimensionalizada tras rodete (R)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
AV.1.2.- Componente circunferencial de la velocidad. 
 
 
 
Fig. AV.3. Representación temporal-radial de la componente circunferencial de la velocidad 
adimensionalizada entre haces (D)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
 
 
 
Fig. AV.4. Representación temporal-radial de la componente circunferencial de la velocidad 
adimensionalizada tras rodete (R)  para los tres caudales de estudio. Comparativa entre gaps. 
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AV.2.- RESULTADOS NUMÉRICOS 
 
 
AV.2.1.- Componente axial de la velocidad. 
 
 
  
 
Fig. AV.5. Representación temporal-radial de la componente axial de la velocidad 
adimensionalizada entre haces (D)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
 
  
  
Fig. AV.6. Representación temporal-radial de la componente axial de la velocidad 
adimensionalizada tras rodete (R)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
 
AV.2.2.- Componente circunferencial de la velocidad. 
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Fig. AV.7. Representación temporal-radial de la componente circunferencial de la velocidad 
adimensionalizada entre haces (D)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
 
  
  
Fig. AV.8. Representación temporal-radial de la componente circunferencial de la velocidad 
adimensionalizada tras rodete (R)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
AV.2.3.- Componente radial de la velocidad. 
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Fig. AV.9. Representación temporal-radial de la componente radial de la velocidad 
adimensionalizada entre haces (D)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
 
  
  
Fig. AV.10. Representación temporal-radial de la componente radial de la velocidad 
adimensionalizada tras rodete (R)  para los tres caudales de estudio. Comparativa entre gaps. 
 
 
AV.2.4.- Mapas de vorticidad. 
 
 
  
  
Fig. AV.11. Representación temporal-radial de la vorticidad adimensionalizada entre haces (D)  
para los tres caudales de estudio. Comparativa entre gaps. 
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Fig. AV.12. Representación temporal-radial de la verticidad adimensionalizada tras rodete (R)  
para los tres caudales de estudio. Comparativa entre gaps. 
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ANEXO VI 
COPIA DE PUBLICACIONES 
 
 
 
 Se incluyen en este anexo las publicaciones más relevantes relacionadas con la 
presente tesis en las que ha participado el doctorando. 
 
 
 Los artículos y proceedings que se incluyen son: 
 
 
AVI.1 Fernández, J.M.; Argüelles, K.; Ballesteros, R.; Santolaria, C. 
“Numerical Analysis of the Rotor-Stator Interaction In An Axial Flow 
Fan”. 
Proceedings of the Hydraulic Machinery and Systems 21st IAHR 
Symposium. September 9-12, 2002. Lausanna. 
 
 
AVI.2 Fernández Oro, J.; Argüelles Díaz, K.; Santolaria, C.; Ballesteros, R. 
“Unsteady Flow Analysis of the Stator-Rotor Interaction In An Axial 
Flow  Fan”. 
Proceedings of FEDSM’03. The 2003 Joint ASME-JSME Fluids 
Engineering  Summer Conference. July 6-10, 2003. Honolulu. 
 
 
AVI.3 Fernández Oro, J.; Argüelles, K.; Santolaria, C.; Fernández Coto, P. 
“On the Study of the Rotor-Stator Interaction In An Axial Flow Fan”. 
Proceedings of 6th Euroturbo, European Conference on Turbomachinery. 
March, 7-11, 2005. Lille. 
 
 
AVI.4 Argüelles, K.; Fernández Oro, J.; Santolaria, C.; Fernández Coto, P. 
“Numerical Study of the Discrete Frequency Noise Generation In An 
Axial  Flow Fan”. 
Proceedings of 6th Euroturbo, European Conference on Turbomachinery. 
March, 7-11, 2005. Lille. 
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