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Abstract 
Theoretical studies of electron-atom and electron-molecule scattering are reported. Second Born 
scattering amplitudes for the scattering of electrons from helium have been calculated, with the matrix 
elements of the two particle Green's function being estimated using the closure approximation. 
Electron-molecular hydrogen amplitudes have also been calculated using a numerical quadrature 
scheme. 
A multichannel method of applying Schwinger's variational theory, which utilises the closure 
approximation to estimate the second Born like terms required, is introduced and a discussion of 
possible future work in this area is given. 
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Chapter 1 
Introduction 
This dissertation presents the results of the study undertaken by the author into the application 
of quantum scattering theory, to electron-atom and electron-molecule scattering. This chapter 
provides a comment on the original objectives and subsequent development of this work, and a 
short review of the proceeding chapters. 
The original objective of this research program was to initiate studies into the theoretical 
determination of electron-molecule scattering data within the framework of non-relativistic 
quantum mechanics. This was the first attempt at studying this field within the theoretical 
chemistry group at the University of Canterbury, and so a large part of the initial work involved 
assimilating the relevant theory and studying the current theoretical methods. Once specific 
areas, within the field of theoretical scattering were identified as potential areas of research, 
work was undertaken in the development of numerical tools, required for the evaluation of the 
scattering data. Because of our lack of experience, emphasis was placed on the replication of 
published results to ensure our numerical techniques were correct. Unfortunately, only a limited 
amount of this work has been completed to date, leaving a section of study to be completed. 
This is discussed in chapter 8. 
Chapters 2 and 3 of this thesis, give a brief introduction to the concepts of quantum scatter-
ing theory, discussed within the framework of spin-less scattering from a fixed center of force. 
The quantum mechanical system is treated using the Schrodinger formalism. The two Hamilto-
nians for the system are defined, and the various solutions of the resulting Schrodinger equation 
are introduced. Chapter 2 is based on the time dependent Schrodinger equation whereas chap-
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ter 3 introduces the time independent formalism. Finally the theoretically derived scattering 
amplitude is related to the experimentally measurable differential cross section. 
Chapter 4 deals with the specific extensions required to chapters 2 and 3 for electron-atom 
and electron-molecule scattering. Three areas relating to tllis are discussed. The fact that 
atoms and molecules can change their configuration means electronically inelastic processes are 
possible (rotationally and vibrationally inelastic processes are deferred to chapter 8). The target 
electrons are also free to deform their motions due to the presence of the incident electron. Also, 
the identical nature of the incident and target electrons must be treated correctly, as must the 
electron spin. 
Two theoretical methods used in calculating scattering amplitudes are presented in chap-
ter 5. Schwinger's variational principle, which has been successfully applied to low energy elec-
tron scattering, and Born's approximation, which has been extensively used to calculate high 
energy scattering data are introduced. Both the Schwinger variational principle and the second 
Born approximation require the evaluation of matrix elements of the multichannel Green's func-
tion. This in turn involves a summation over the infinite number of target eigenstates which 
must be approximated in some manner for practical calculation. One method of achieving this, 
known as the closure approximation, is discussed. 
Chapters 6 and 7 outline the calculations performed on atomic helium and molecular hydro-
gen respectively. The initial work was directed at reproducing published results for the second 
Born scattering amplitudes from helium as a confirmation of our numerical methods. This be-
ing achieved, the treatment of scattering of electrons from H2 was attempted, as an extension 
of these ideas. Also reported are the potential scattering results calculated using Schwinger's 
variational method. 
Chapter 8 offers suggestions for future work, following on from the preliminary results ob-
tained in chapters 6 and 7. It is argued that the closure approximation can be applied to 
the estimation of the second Born like matrix elements, required in the calculation of scatter-
ing amplitudes via the Schwinger variational principle. It is also suggested that for molecular 
scattering at intermediate energies, partial wave analysis may have advantages in terms of com-
putational efficiency, when considering orientational averaging of the molecular frame adiabatic 
nuclei scattering amplitudes. 
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Chapter 9 provides a short set of conclusions. 
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Chapter 2 
Introduction to the Theory of 
Scattering 
This chapter gives a very short introduction to the basic concepts of scattering theory. The 
system considered is the scattering of a structureless, spin zero mass point from a fixed center 
of force. Although this is not a physically realizable system for atomic scattering, the concepts 
can be extended to real systems without difficulty. Treatment of the scattering event is via the 
Schrodinger equation rather than the Heisenberg or interaction frameworks [1]. The solutions of 
the Schrodinger equation, known as the scattering states, are introduced. The property which 
defines a scattering event, the fact that the scattering states become physically indistinguishable 
from asymptotic states satisfying a free particle Schrodinger equation, is discussed and finally 
the scattering operator is introduced. The scattering operator is fundamental to scattering 
theory and relates the asymptotic out state to the specified asymptotic in state. 
2.1 Quantum Scattering Theory 
The simplest scattering system to study theoretically is that of two structureless, spin-less 
particles which interact via a local, spatial function V(r), called the interaction potential. The 
vector r is defined as the vector joining the center of mass of the two particles. 
Experimental scattering typically involves one beam of particles impinging on a fixed target 
or two crossed beams of particles. The measured cross sections are thus defined relative to the 
14 
fixed laboratory coordinate frame. Theoretical studies of scattering systems are most naturally 
formulated in the center of mass coordinate system where the center of gravity of the whole 
system is fixed. It is always possible to separate the center of mass motion from the relative 
motions of the components of the system allowing transformation from the laboratory frame 
to the center of mass frame and back (see appendix A). Thus, any experimental measurements 
can be transformed to the corresponding center of mass coordinate system where comparison 
can be made to theoretical calculations. 
If one particle is sufficiently heavier than the other, it can be expected that the fraction of 
the total momentum transferred to the heavy particle during the collision is negligible and thus 
to a good approximation the collision can be described in the center of mass coordinates of the 
heavy particle, neglecting the recoil of the heavy particle. This is equivalent to assuming that 
the heavy particle is of infinite mass with the light particle of mass m, being scattered from a 
fixed center of force. 
2.2 The Schrodinger Picture 
The time dependent Schrodinger equation for the system described above is 
i gt lw(t)) = Hlw(t)) (2.1) 
where His the full Hamiltonian for the system and IW(t)) is the wave function describing 
the motion of the scattered particle. For the simple system considered here, the Hamiltonian 
can be written 
k2 
H=--+V 
2m (2.2) 
where the origin of the coordinate system is centered on the heavy particle. The - k2 /2m 
term represents the kinetic energy of the scattered particle and the interaction potential, V ( r) = 
8(r- r')(riVIr') is defined relative to the center of mass of the heavy, target particle. 
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2.2.1 The Scattering States 
The state which satisfies eqn 2.1 and in the infinite past (t ~ -oo), describes a freely moving 
wave packet with a momentum distribution centered about the vector k1, is written lwt)(t)). A 
definition the free wave packet, lw~:)(t)) = 1Wk1 (t)) (t ~ 0) can be found in most elementary 
quantum mechanics texts [2]. From the states !cJ?k(t)) satisfying the particle Schrodinger 
equation 
(2.3) 
the wave packet is given by 
(2.4) 
where '!flk1 (k) (cl?k(t)!IJ!k1 (t)) the subscript k1 referring to the fact that '1flk1 (k) is peaked 
about the vector k1. 
The state !Wk1 (t)) cannot be monochromatic (1Wk1 (t)) = lcJ?k1 (t))) because then it would 
not be a normalizable function. Nevertheless, the momentum distribution is sharply peaked 
about the incident momentum vector k1. 
Generally, the basis to expand freely evolving wave packets, is the set of improper free 
wave states 
(2.5) 
A second basis, which is utilised in the theory of scattering is the Angular Momentum 
basis. These functions satisfy the homogeneous Schrodinger equation, eqn 2.3 written in spher-
ical polar coordinates. The spatial representation of these functions, for the specific angular 
momentum given by the quantum numbers Land JYI, can be written, 
(2.6) 
where h~1\kr) is the Lth order Hankel function and Yuvi are spherical harmonic functions. 
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2.2.2 The Spatial Description of a Scattering Event 
Considering the time evolution of the spatial component of the state lw~:)(t)), at times t « 0 
the motion of the incident particle is described by a freely moving wave packet. reasons 
discussed chapter 3, the wave packet is highly peaked in the momentum component, about 
the incident momentum k1. As time runs, the particle eventually comes under the influence 
of the interaction potential V ( r), and so the motion deviates from the free motion in response 
to the V(r). The wave packet spreads due to the interaction, until a time such that the wave 
packet has moved sufficiently far from the scattering center that the interaction potential no 
longer has any influence, and state (rlw~:)(t)) again evolves as a free state. In contrast 
to the t---* -oo where (rlw~:)(t)) is a collimated wave packet of momentum about k1 
expanded in free wave functions, the state as t ~ oo is expanded in angular momentum states. 
Thus (rlw~:)(t)) as t---* oo is described by a set of spreading spherical waves modulated by an 
angular which depends on specific form of the interaction potential. Fig 2-1 attempts 
to give a pictorial representation of the time evolution the (rlw~:)(t)) state. 
The above description of the time evolution of the state (rlw~:)(t)) from -oo ~ t---* oo 
can be inverted so that initially state of the system is described as a set incoming 
spherical waves which impinge on the target and produce a collimated, nearly monochromatic 
outgoing wave packet with outgoing momenta -k1 (see fig 2-2). This is perhaps a physically 
meaningful process but it is nonetheless theoretically justified. This idea can be such 
that the state (ri.Y~~) (t)) is defined as the state which at time, t ---* -oo is by a freely 
evolving incoming spherical wave which 'scatters' off the target and produces a collimated 
wave packet, peaked about the outgoing momenta k2 . 
The time evolution of the states I'Y~:)(t)) and lwtl(t)) can be written 
t = -00 
l\l!k1,(in)) 
i\il(in)) 
t t 00 
The states Iii! (in/out)) are well defined asymptotes of the states lw(±l). They describe the 
motion of a particle with momentum k1/k2 and are written in terms of the free wave 
17 
Target 
• t<<O 
t 
t>>O 
Figure 2-1: Pictorial representation of a scattering event with outgoing spherical wave boundary 
conditions 
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Target 
• t<<O 
t 
':Pout 
• t>>O 
Figure 2-2: Pictorial representation of a scattering event with incoming spherical wave boundary 
conditions 
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functions of eqn 2.5. The states i\i!(infout)) are spherical wave states expanded in the basis of 
angular momentum functions of eqn 2.6 which are controlled in the sense that their form is 
determined by the particular asymptote IW(in/mtt)) and the interaction potential. 
Typically in experimental scattering studies, the incident particles are prepared as a mono-
energetic beam or pulse which is directed at a target and the angular distribution of the scattered 
particles measured. All atomic scale scattering experiments prepare and measure the particles 
in free states where the interaction with the target has dropped to zero. So, a theoretical quan-
tity which forms the basis of comparison between theory and experiment is the probability 
finding the system at t = oo as a freely moving wave packet with momenta k2 given that the 
state at t = -co was a freely moving wave packet with momenta k1. This probability is simply 
the square of the overlap matrix between the states jw~:)(t)) and jw~~)(t)) evaluated at some 
arbitrary time taken as t = 0, 
(2.7) 
Evidently the overlap matrix 
(2.8) 
gives the probability amplitude that the system will make the transition from the state 
jw~:\t)) to the state lwt\t)) at t = 0. 
2.2.3 The Asymptotic States 
As mentioned previously, the state lw~:)(t)) as t becomes large and negative, evolves as a free 
state, unaffected by the interaction potential which is assumed to be of finite range. Thus as 
t __,. -oo the state jw~:\t)) will become indistinguishable from the state Jwkt,(in)(t)) satisfying 
the Schrodinger equation 
(2.9) 
where the Hamiltonian Ho is Ho = H- V. Now 
20 
(2.10) 
Because of the time independence of the Hamiltonians Hand Ho, eqns 2.1 and 2.9 can be 
solved symbolically as 
(2.11) 
(2.12) 
The operators e-iH(t-t') and e-iHo(t-t') are referred to as time evolution operators as they 
relate the state of the system at the timet to the system at the timet'. The expression 2.10 
can now be written as 
or 
Thus 
lim eiHte-iHotlw . (0)) 
t-->-oo k1,(m) 
o( +) Jwkl,(in) (0)). 
The operator O( +) is one of two lvfcpller operators. The other, O(-), is defined as 
o(-) = lim eiHte-iHot 
t-->oo 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
and is applied in the same way as eqn 2.15 to give the actual scattering state at t = 0 in 
terms of the out asymptote 
21 
(2.17) 
1Wk2 ,(out)(t)) as with !Wk1 ,(in)(t)) is a solution of eqn 2.9 . 
The operators fl(+) and n(-) are isometric1 and thus preserve the norm of the vectors they 
operate on. Further 
(2.18) 
but fl(+)n(+)t f: 1 and similarly with nC-). 
If the actual scattering orbit of the particle is IW~~)(t)) then 
(2.19) 
Now operating on the left of eqn 2.19 by nC-)t gives 
(2.20) 
where the Scattering Operator S is 
(2.21) 
The scattering operator gives the asymptotic state i\ll(out)(O)) directly in terms of the in 
asymptote and is thus a fundamental expression in scattering theory. 
Expression 2.20 can be inverted to give the controlled in asymptote in terms of the out 
asymptote !Wk2 ,(out)), 
1 An isometric operator of the Hilbert space 1t is a linear operator, which is defined on the whole of 1t, and 
preserves the norm. The difference between isometric operators and unitary operators is that the range of a 
unitary operator is equal to the domain over which it is defined. The range of an isometric operator, defined on 
1t is not necessarily the whole Hilbert space 1t. 
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(2.22) 
The operator S is a unitary operator, which means it preserves the norm which is required 
to conserve energy. It also maps the range of scattering states onto itself, again as required due 
to the orthogonality of the scattering and bound states and the fact that the combination of 
scattering and bound states constitutes the whole range of possible one particle states of the 
system. 
2.3 The Green's Functions and the Lippmann-Schwinger Equa-
tion 
The time independent and time dependent Green's functions are introduced in appendix B 
along with some of their properties and uses in perturbation and scattering theories. 
The time dependent Schrodinger equation for the scattering system is 
and the associated homogeneous equations are (see eqn 2.9) 
(
.8 
z-ot 
i :t IWinjout(t)) 
Ho) IWinjout(t)) 0. 
eqn 2.1) 
These two equations are in precisely the form of equations B.36 and B.35 with 
L Ho 
c = 1 
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(2.23) 
(2.24) 
f(t) = Vlw(±l(t)) 
1¢( t)) - I \[fin/out( t)) 
17/'(t)) lw(±l(t)). 
Thus, the solutions of eqn 2.23 are given by eqn B.37, 
and 
(2.25) 
(2.26) 
The equations 2.25 and 2.26 are referred to as the Lippmann-Schwinger equations, and are 
integral equations for the scattering states lw(±l(t)). For eqn 2.25 the integral overt' should 
run from -oo--+ t but the Green's function g+(t, t') = 0 for t 1 > t so the limits can be taken as 
-oo and oo. A similar argument holds for eqn 2.26. 
The functions lw(±)(t)) can be shown to be orthogonal. 
(2.27) 
and similarly for I \[f(-) ( t)). This is a general expression of the orthogonality theorem of 
section 2.3.1, and combined with a general completeness theorem can be stated simply as 
(2.28) 
where the function lw~+)) is an eigenfunction of 2.1, which must a member of the set of 
solutions eqn 2.25 combined with the bound states of the Hamiltonian H, and so lwS+l) E 
{ w b( t), w~~) (t)}. Similarly with 1wS-)) . 
2.3.1 Further Remarks 
The above argument rests on a number of assumptions and mathematical theorems not explicitly 
mentioned, some of which will be introduced here. 
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The Asymptotic Condition, Orthogonality and Asymptotic Completeness 
The asymptotic condition states that for every asymptote I\Iiin/out(t)) there is a corresponding 
scattering state lw(±)(t)). That is, for every vector IWin/out(O)) in the Hilbert space of the 
system H there is a solution of the Schrodinger equation lw(±)(t)) = e-iHtlw(±)(O)), which is 
equivalent to the free orbit ciHotlwin/out(O)) as t--+ =t=oo, This requires 
(2.29) 
or 
eiHte-iHotiW· (O))) = 0 ~nfout ' (2.30) 
for all IWinjoutl in H. 
Taylor [3] shows that this is true for a Gaussian function and thus concludes, since any 
vector in H can be arbitrarily well approximated as a linear combination of Gaussians, this also 
follows for all !Winjoutl in 7-i. 
Given system defined by Hamiltonian in eqn 2.2, all the possible one particle states 
satisfying eqn 2.1 are given by {W(t)}. For an interaction potential satisfying the conditions, 
1. 
lim V(r) = O(r-3-e) 
r->= 
(2.31) 
2. 
lim V(r) = O(r-3/2+E) 
r-+0 
(2.32) 
3. V(r) is continuous over all r, <>vf"<>nr possibly at a finite number of finite discontinuities. 
the Hilbert space of all possible states of H, written 7-i, can be broken into the subspace 
spanned by any possible bound states supported by the interaction potential, written B, the 
orthogonal compliment of which is space spanned by the scattering states of the "'"'"·""cn 
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S. Thus, all the possible bound states of the system {wb(t)} are orthogonal to the scattering 
states { \1! s ( t)}, and the sum of the two constitutes all the possible states of the system. 
The orthogonality of B and S can be seen in a non-rigorous way by considering the overlap 
between the bound state j\l!b(t)) in Band the scattering state j\1!~~\t)) inS. At t 0, 
(2.33) 
Now, the overlap of these two states as t __,. -oo is given by 
(2.34) 
Considering the spatial components of the two states then the action of the time evolution 
operator e-iHt on the bound state (rleiHtlwb(O)) leaves it localised about the interaction po-
tential, V(r). The operation (rle-iHotl\l!ki,(in)(O)) on the other hand, produces a wave packet 
centered at T = oo and thus the overlap matrix 2.34 is zero and because it is time independent, 
must be zero at all times implying the spaces B and S are orthogonal. 
Taking the space S+ to be the space spanned by all the scattering states jwC+)(t)) and 
similarly S_ as the space spanned by jwC-)(t)) then for a scattering theory to asymptotically 
complete, the spaces s+ and must be equal, S+ = S_ S and S + B = 'H. Because the 
bound and scattering states are orthogonal, this is equivalent to saying S+ S_ S and the 
space S is the space spanned by all vectors in 'H which are orthogonal to the bound states. 
Potentials satisfying the conditions 1, 2 and 3, can be shown to be asymptotically complete. 
Vector and Operator Convergence 
The vector 1/J(t) in 'H, is said converge to zero strongly as t __,. oo, if 
lim 11/J(t)l __,. 0. 
t-+oo 
(2.35) 
For any normalized vector ¢in 'H, 
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lim 1(¢1·1/J(t))J < lim 1¢1 · 17/l(t)l 
t-->oo t-->oo 
= lim 1-zP(t)l 
t-+oo 
(2.36) 
In words, this says that if the vector 'lj;(t) in 'H converges strongly to zero as t ----+ oo, all 
the components of 7/i(t) measured in any normalized basis spanning 'H also converge to zero. 
The converse is not necessarily true, and if it is not the case that 17/1( t) I ----+ 0 even though 
it's components in the basis{¢} spanning 'H tend to zero, the vector 7/l(t) is said to converge 
weakly to zero as t ----+ oo. 
The vector ¢( t) can now be said to converge strongly to the vector -zP in the limit t ----+ oo if 
17/l(t) 7,bl = 0 (2.37) 
and the other convergence results follow. 
Given that any physically measurable state can be expanded in an orthonormal basis span-
ning 'H, the statement that all components of the vector '1/'(t) in the basis { ¢} converge to 
the components of 7/1 in the limit t ----+ oo means the state 7/l(t) is physically indistinguishable 
from 7/1 in the limit t ----+ oo. This is the requirement we have for the scattering states \If(±) with 
respect to the asymptotic states Win/out thus it is guaranteed that q;r(±) will be physically 
indistinguishable form Win/out if w(±) converges strongly to Win/out in the limit t----+ oo. 
Operator convergence can be considered in terms of vector convergence. An operator A is 
said to have a limit as t----+ oo if for every vector 1·1/'(t)) 
lim (AI¢(t)) 1¢)) o. 
t-+oo 
(2.38) 
That is, the vector defined as Al·l/'(t)) converges to the vector J¢) as described above. 
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Chapter 3 
Time Independent Scattering and 
the Differential Cross Section 
In this chapter, the theoretically derived scattering operator from chapter 2, is related to the 
experimentally measurable, differential cross section. The two approaches are linked via time 
independent scattering theory and the scattering matrix. The time independent solutions of 
the Schrodinger equation are discussed and the scattering matrix introduced. The scattering 
matrix is decomposed into two components and finally the differential cross section is derived 
in terms of the scattering arnplit·ude, which is a theoretical quantity present in the reduced 
scattering matrix. 
3.1 The Stationary Scattering States 
Equation 2.9 can be written 
(3.1) 
which has a set of standard solutions 
(3.2) 
where Ek = k 2 /2m and the spatial representation of j¢k) is the familiar plane wave 
28 
1 ik·r 
(27r)3/2 e (3.3) 
Now the eqn 3.2 as it stands, cannot be a solution of eqn 2.9 because of the additional 
requirement that \f!infout must be normalizable. Obviously 
erated by the superposition of the functions i¢k), 
asymptotes [\f!infoutJ, are gen-
/I ¢k) ( ¢k[ \f! (in/out) ( t) )eiE;,tdk 
/ i¢k)·1/J(k)eiEktdk 
This is what is meant by the wave packet. Now from eqn 2.15 
IW~:lco)) nC+Jtwkdin)(o)) 
nC+l ./t<Pk)vJk1 (k)dk 
- l nC+lj¢k)vJkl (k)dk = / I<P~+l)'l/:k1 (k)dk 
(3.4) 
(3.5) 
The subscript k1 notes the fact that the function vJk1 (k) is peaked about the momenta 
k1. The states [¢~+)) = ft(+l[¢k) are time independent and are referred to as the stationary 
scattering states. 
set of states { ¢f·)} are similarly defined as!¢~-)) = nC-l!¢k)· The functions !¢~±)) are 
eigenfunctions of the Hamiltonian 
snC±ll¢k) 
nC±) Ho!¢k) 
EknC±lj¢k) = Ek!¢~±)) (3.6) 
k2 /2m. This expression uses the so called intertwining relation Hft(±) = fl(±) H0 . 
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3.1.1 Time Independent Lippmann-Schwinger Equations 
The function l¢k) is an eigenfunction of the Hamiltonian Ho, with eigenvalue Ek k2 /2m. 
·writing this along with the result of eqn 3.6 as, 
and using the results of section B.l, 
which is the analogue of eqns 2.25 and 2.26 for the time dependent case. 
The orthogonality of the states !¢~±)) can be shown by 
(¢~:)!¢~:)) = (nC+)¢kl!nC+)¢k2) 
(¢kl!nC+)toC+) ¢k2) 
(¢kl!¢k2) = 6(k1- k2)· 
This fact is used to show the orthogonality of the states j\1!~-±:)) from section 2.3. 
Now from eqn 3.9 and using eqns B.59 and B.53 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
This equation gives !¢~±)) directly in terms of the plane wave states l¢k) but at the expense 
of introducing the full Green's function a±. 
Substituting the complete set of states { ¢k'} into eqn 2.20 gives 
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and so 
The term 
./ Sl¢k1)(¢k'i'l'k1 ,(in)(O))dk' 
.l Sl¢k' )'1/Jk1 (k')dk', (3.12) 
(3.13) 
(3.14) 
is called the scattering matrix, sk",k'' being the matrix elements of the scattering operator 
(eqn 2.21) in the basis of plane wave states. 
The right hand side of eqn 3.13 gives the probability amplitude, that the state JW(out)) 
contains the momentum component k". 
3.2 The Decomposition of the Scattering Matrix 
From the definition of the scattering operator 
( r~,(-) r~,(+)lr~,(+)) (r~,(+)l (+)) 
't'k" - 't'k11 't'k' + 't'k" ¢k' . (3.15) 
The second term in eqn 3.15, (¢i:,)l¢~;)) is simply the momentum delta function 8(k" -k'). 
The :first term is 
(3.16) 
from eqn 3.11. Using eqn B.5 this becomes 
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( r~-.(-) r~-.(+)lr~-.(+)) 
'1-'k" '1-'k11 '1-'k1 
lim (¢k"IV((Ek" Ek' -irJ)-1 (Ek" 
17-+0+ 
= 
. -2ir; (+) 
hm (E E )2 2 (¢kn!VJ¢k' ) 77-+0+ .Jk11 k 1 + r; 
-27ri6(Ek"- Ek' )\¢kn!VJ¢~;)) (3.17) 
so finally 
(3.18) 
Eqn 3.15 can also be written 
sk",k' (¢~~)1¢~;)) 
(¢~~)!¢~~)) + (¢~~)!¢~;)- ¢~~)) (3.19) ~ 
which can be decomposed in the same way as eqn 3.15, giving 
(3.20) 
When substituted into eqn 3.13, this decomposition of the scattering matrix can be explained 
by saying the first term in eqns 3.18 and 3.20 corresponds to the probability amplitude that the 
component (¢k'I\I!(in)J of the in asymptote passes the target without interacting. The second 
terms represent the probability amplitude that the component j¢k') scatters into the asymptotic 
momentum vector k". The matrix elements ( ¢k"IVI ¢~;)) and (<Pi) lVI ¢k') are referred to as 
the transition matrix elements, Tk" ,k', and are of fundamental importance in calculating the 
'experimentally observable differential cross section. (¢~~)1VJ¢k'l is referred to as the post form 
of the transition matrix and (¢k"IVI¢~;)) the prior. 
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3.3 Experimental Differential Cross Sections 
The quantity which is the link between experimental measurements and theoretical calculations 
is the differential cross section. Although not necessarily measured in experiments or calculated 
theoretically, most quantities of interest, total scattering or reactive cross sections, momentum 
transfer cross section etc. can be derived from the differential cross section. 
Consider the basic experimental arrangement depicted in fig 3-1, where a monoenergetic 
beam of low mass particles impinges on a set of fixed scattering centers. Obviously this is 
an idealization, whose validity is derived from the assumption that the relative mass of the 
incident particles with respect to the targets is low. Secondly, it is assumed the internal energy 
of the target system is low with respect to the incident energy of the scattered particles, so the 
targets can be assumed to be fixed. If these assumptions are valid, the system as described is 
practically in it's center of mass coordinate reference system, but as shown in appendix A if 
the actual measurements are made in a laboratory frame moving relative to the center of mass 
a transformation to center of mass coordinates can always be applied. 
Taking the center of the interaction volume between the incident beam and the target as 
the origin of the coordinate system with the z axis defined along the incident momenta k1, (see 
3-2), then for a suitably performed experiment, the number of scattered particles per unit 
time, measured in a solid angle d!1k
2
, denoted N(d!lk-; - k1)d!1k
2 
is 
(3.21) 
Here I is the incident flux, (the number of incident particles per unit time per unit area 
perpendicular to k1) and N8 is the number of scattering centers in the interaction volume. 
proportionality constant of eqn 3.21 being the differential cross section. The unit vector k2 
gives the direction of the center of the solid angle d!1 with respect to the defined coordinate 
system. Thus 
(3.22) 
The fact that N(d!1k
2 
+- k1) is proportional to the number of scattering centers in the 
interaction volume indicates that only single collision events occur. That is, once a particle 
33 
44f 
I 
I / «tf( Scattered 
1 / Beam 
I / ,"'V 
I / .; 
Target 1 / .; .; 
Volume 1 
4 
/ .; .,..,. .,..,. .... 
~ .; .,..,. 
Incident Beam I/.. .; _ - -
~-------------~ ~-------~ .;:::: ...... ,~' ............ _ 
\'' -...... ' ' ....... 
\ ' ', 
\ ' ' \ ' ........... 
\ ' 
\ '~ \ 
~ 
Figure 3-1: Depiction of the basic experimental scattering arrangement 
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z 
Figure 3-2: Scattering geometry in the center of mass reference 
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is scattered from one of the targets, the probability that it scatters off a second target before 
it leaves the interaction volume is vanishingly small. N(dDk.
2 
+-- k1) ex I shows there is no 
interference between the scattered particles. 
If the probability of finding the scattered particle long after the collision, having the mo-
mentum k2, knowing that the incident momentum before the collision event was k1, is written 
p(k2; k1), then evidently the probability of finding the particle with outgoing momenta in the 
direction of the unit vector k2 is the integral over all lk2l of p(k2; k1), 
(3.23) 
Now, to fully specify the in asymptote, in addition to the incident momenta the impact 
parameter b (and B) must be specified (see fig 3-3). The probabilities p(k2; k1) and p'(k2; k1) 
are thus functions of the impact parameter which is expressed explicitly by writing them as 
p(k2; k1, b, B) and p' (k2; k1, b, B). For an experiment consisting of a large number of incident 
particles scattered from a single target with randomly chosen b and e, then the probability 
that a single particle will be detected along the outgoing vector k2 must be the integral of 
p'(k2 ;k1,b,e) over all band e. Obviously 
(3.24) 
and so from eqn 3.22 the differential cross section is 
(3.25) 
Additional requirements for the development of eqn 3.25 are that the volume in which 
the incident and target particles can interact must be point like with respect to the detection 
system. This means the outgoing momentum vector k2 is a well defined quantity. Further 
the variation in the differential cross section over the solid angle dDk.
2 
must be negligible and 
the interaction potential must be vanishingly small when the scattered particle is prepared and 
detected. Particular experimental arrangements determine whether these conditions are met in 
practice. 
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Target 
Figure 3-3: Definition of the impact parameter b 
3.4 Theoretical Differential Cross Section 
The probability that the outgoing particle has momenta k2 as t --+ oo is the square the 
overlap matrix ( ¢k2 ! ~ (out)), 
J./ sk2,k11/Jk1 (k')akf 
p(k2; kl, b, 0) (3.26) 
from eqn 3.13. Substituting this into eqn 3.23 and then into eqn 3.25 leads to the expression 
Now making the assumption that only the scattered particles are contributing to the ob-
served flux, the first term in eqn 3.18 or 3.20 can be dropped, and the scattering matrix is 
written 
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-27ri8(Ek2 - Ek') (¢k21V\¢~;)) 
-2Jri8(Ek2 - Ek') (¢~~) IV\¢k') 
-2 
2 
o(Ek2 - E~r/ )j(k2 ~ k') 7rm (3.28) 
f(k2 ~ k') being the scattering amplitude. Substituting for Sk2 ,k' in eqn 3.27 and prudently 
using the delta functions [3], eqn 3.27 reduces to 
d~CYA (dDJ{2 ~ k1) = ;· dk' ;: \f(k2 ~ k1)'1f'!k1 (k')\ 2 k2 II (3.29) 
kfl is the component of the vector k' parallel to the vector k1. The final assumption is made 
that the in asymptote's momentum distribution 'lf'ik1 (k) is sufficiently peaked about k1 that the 
term j(k2 ~ k') can be replaced by it's value at k1 and be taken outside the integral. Similarly 
it is assumed that the fraction k' lkfl is sufficiently slowly varying with respect to 'lf'ik1 (k) that it 
can be taken as one and removed from the expression (remembering when k' = k1, k' I kf1 = 1). 
This gives 
\f(k2 ~ kl)\ 2 ./ dk'\'lf'!kl (k')\ 2 
\f(k2 ~ kl)\ 2 . (3.30) 
This expression gives the measurable quantity dcr I dDk
2 
as a function of the theoretically 
accessible scattering amplitude j(k2 ~ k1). 
The two assumptions used in deriving eqn 3.30 are 
1. Only particles that have interacted with scattering centers are included in the theoretical 
derivation. This means that comparisons between theory and experiment in the forward 
direction (k2 = k1) are not meaningful, although extrapolation of experimental data to 
zero scattering angle is used. 
2. The scattering amplitude is assumed to be a slowly varying function of k about k1, 
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or that the distribution of momenta in lll!in) is sharply peaked about k1. This means 
experimentally, that the incident particles must be prepared with a well defined incident 
momenta for comparisons to be reliable. 
Two broad approaches to the calculation of j(k2 +--- k1) can be employed. 
• Using the expressions 
j(k2 +--- k1) = -(2n) 2m(¢k2 1VI¢L:)) 
= -(2n) 2m\¢L~)IVI¢k1 ) (3.31) 
along with the time independent Lippmann-Schwinger equations 3.9, and applying ei-
ther the variation principal or perturbation expansions to approximate the stationary 
scattering states. 
• It can be shown that the time independent Schrodinger equation for E > 0 
Hlw) = Elw) (3.32) 
has the general asymptotic solution 
and the angular factor f( 0, ¢) is equal to the scattering amplitude j(k2 +--- k1). So, 
solving eqn 3.32 subject to the boundary condition 3.33 gives f and hence the differential 
cross section. 
3.5 Further Remarks 
As alluded to above, the whole derivation of the scattering amplitude and subsequent differ-
ential cross section can be completed without the recourse to the stationary scattering states, 
Lippmann-Schwinger equation or the scattering matrix. 
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The time independent, Schrodinger equation for the full system is 
The spatial representation of this equation is written 
(Ho(r) + V(r)- Ek)¢k(r) 
0 
Now as r---> oo, V(r)---> 0 and eqn 3.35 becomes 
(3.34) 
(3.35) 
(3.36) 
Changing to spherical polar coordinates with the z axis along the incident momentum vector 
k1 , a separation of the radial and angular coordinates can be applied so 
(3.37) 
Yr ( e, ¢) is the usual spherical harmonic and the radial function h}1) ( kr) is the Hankel 
function of the first kind [4]. This has the asymptotic form 
lim h (1) ( kr) = _!:_ei(kr-(l+1)1f /2). 
r--+oo 1 kr (3.38) 
The general solution is the sum of ¢k,l,m(r) over alll and m, which has the form as r---> oo, 
r~~ L L Al¢k,l,m(r) 
l m 
eikr e-i(l+1)1r /2 
- 7 LLAl k Yzm(B,¢) 
l m 
f(B, ¢)eikr 
r 
(3.39) 
This must match the boundary condition of ¢k(r) from eqn 3.35 except that ¢k(r) also 
includes a term for the incident flux of particles along the z axis in the form of a plane wave. 
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Now 
lim ¢k(r) = eikl·r + f(B, ¢)eikr 
r->oo r 
(3.40) 
(see eqn 3.33) and it is required to show that f(B, ¢) is equal to the scattering amplitude 
from eqn 3.28. 
This method of development of the scattering equations based on the time independent 
Schrodinger equation is widely used in scattering texts. The interpretation of the function 
¢k(r) is of an incoming flux of particles given by the plane wave exp(ik1 · r) and an infinite 
fil.L'C of outgoing spherical waves. Although this picture is simple and the derivation obvious 
it should be noted that the state ¢k(r) is non normalizable and thus is not a proper vector in 
the Hilbert space of the system. Time dependent theory and the notion of wave packets are 
required to obtain a consistent theory. Also using the time dependent theory introduces another 
route to the calculation of f via the transition matrix elements and the Lippmann-Schwinger 
equation. 
3.5.1 Inelastic Scattering 
The discussion to this point has centered on potential scattering, where the target is assumed 
structureless. Because the internal energy of the target cannot change and we are assuming 
an infinitely heavy target, only elastic collisions are possible. (lk1l = lk21). vVhen inelastic 
collisions are possible, the derivation of the differential cross section in terms of the scattering 
amplitude changes slightly. For the elastic case, the energy delta function in the scattering 
matrix 3.28 can be written 
28(k~ - k'2 ) 
28(k2- k') (3.41) 
from the fact that lk2l = lk'l· For inelastic scattering this argument must be modified. The 
final result is the differential cross section is given by the equation 
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d~(J"- (dDk'2 ._ k1) = k2;· dk' :, lf(k2 ._ k')'l,bk1 (k')l 2 . 
k2 · II 
(3.42) 
Making the assumption of 'l,bk1 (k') being sharply peaked about k1 (see eqn 3.29 and eqn 3.30), 
eqn 3.42 reduces to 
(3.43) 
3.5.2 Literature 
There are a very large number of books devoted to the subject of quantum scattering theory. 
An excellent introductory text is Scattering Theory by John Taylor [3]. It covers material from 
basic mathematical preliminaries to multichannel scattering theory and treatment of identical 
particles. Another useful text is Scattering Theory of Waves and Particles by Roger Newton [1]. 
This work covers light, classical and quantum scattering. Other notable books are The Theory 
of Atomic Collisions by Mott and Massey [5] which is possibly the first comprehensive study of 
quantum scattering theory, Quantum Scattering Theory for Several Particle Systems by Faddeev 
and Merkuriev [6], Quantum Theory of Scattering by Wu and Ohmura [7] and Quantum Theory 
of Scattering Processes by Farina [8], which covers N particle systems, identical particles and 
some applications of the theory. 
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Chapter 4 
Electron-Atom and 
Electron-Molecule Scattering 
The previous two chapters give a brief introduction to the scattering of two spin-less, structure-
less mass points via a local interaction potential V(r). In this chapter these ideas are extended 
to the actual physical process of scattering electrons from atoms and molecules. 
Three important extensions of the basic equations are studied. First, the internal structure 
of the target must be included. Atoms and molecules contain electrons whose motions must be 
considered when applying the scattering equations. Electrons are fermions and so when target 
electrons are included, the symmetry properties of the resulting wave functions under exchange 
of two electrons must be correctly treated. Finally, electrons being spin 1/2 particles, the spin 
angular momentum of the many particle wave functions must be considered. 
The question of molecular motion, vibration and rotation, is considered in chapter 8. All 
the discussion in the next three chapters is based on the adiabatic nuclei approximation, where 
the target nuclei are assumed fixed during the collision. 
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4.1 Atomic and Molecular Targets 
4.1.1 H, H0 and the Interaction Potential 
The Hamiltonian for an atomic or molecular target within the Born-Oppenheimer approxima-
tion, considering only the electronic interactions is 
Ht(RN) 
- 8(RN- R~)(RNIHtiR~) 
MNZ 1N 
- L L ___:: - -L v; 
a=1 i=1 rat 2 i=1 
M-1 1vi z z N-1 N 1 
+ L L ra ~ + LL~· 
a=1 ~>a a~ i=1 j>i lJ 
(4.1) 
There are NI nuclei of charge Za and N electrons. The set of electron coordinates r1, ... , rN 
is written more conveniently as RN. The first summation in eqn 4.1 represents the electron-
nuclei coulombic attraction, the second term is the electron kinetic energy and the final two 
terms are the nuclei-nuclei and electron-electron coulombic repulsion terms respectively. 
The Hamiltonian for the homogeneous equation Ho is now just the kinetic energy operator 
of the additional electron whose coordinate is ra, added to Ht, 
Ho(ra,RN) 
8(ra- r~)8(RN- R~)(raRNIHolr~R~) 
1 2 Ht(RN)- 2\la. (4.2) 
Finally the full Hamiltonian for the system of target plus incident/scattered electron is 
simply the electronic Hamiltonian for an N + 1 electron system in the presence of the external 
field produced by the NI nuclei, 
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H(ra;RN) 
- o(ra- r~)o(RN- R~)(raRNIHir~R~) 
ivf z N l 
Ho(ra; RN)- L ___.::. + L-
a:=l r aa i=l 1'ia 
Ho(ra; RN) + V(ra; RN ). (4.3) 
This gives the interaction potential V(ra; RN) defined with respect to the particular electron 
coordinate ra. 
4.1.2 Excitation Channels 
It is well known that the Schrodinger equation for an isolated atom or molecule has an infinite 
set of solutions 
{} 11/Jn(t)} = Hti1/Jn(t)). ( 4.4) 
There is a infinite set of discrete bound states and a continuum of ionized states. 
4.1.3 The Asymptotic States 
The asymptotic states for electron atom/molecule scattering, are formed by combining the 
isolated target states l'¢n(t)) with the free one-electron state I"Wk1 ,(in)(t)) which is just the 
state (with rn = 1) from section 2.2.3. Deferring the treatment of the identical electrons for the 
moment, the asymptotes are simply the product of a target state and a free electron state 
(4.5) 
The states i"Wkt,(infout),n(t)) are solutions of the Schrodinger equation 
(4.6) 
where Ho is given by eqn 4.2. 
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Considering firstly the out asymptotes, if the total energy of the system of electron plus 
target is fixed at a value of E 8 , then it is energetically possible to form an md asymptote 
with the target left in the state 11/Jn(t)) only if En < E 8 • Asymptotes formed from these 
11/!n(t)) are called open channels, the energetically inaccessible states are called closed channels. 
Remembering the energy of a free electron is Ek = k2 /2 then for a given E 8 the magnitude of 
the outgoing momentum k2 is fixed by the energy of the target state, 
(4.7) 
For the in asymptotes the energetics are the same, but generally the target is in a single 
state 11/Jn' ( t)) and the incident electron's momentum is fixed at some initial value, k1, which 
fixes the total energy of the system, E 8 =En' + ki/2. This dictates through E 8 , the possible 
out channels available to the system. 
The scattering states lw~±~(t)) are defined as 
, 
n± lwk,(injout),n ( t)) 
lim eiHte-iHotlwk (in/out) n(t)) 
t-q:oo ' ' 
(4.8) 
and 
(4.9) 
where H = Ho + V. 
The definitions of the stationary scattering states 1¢~~~) of section 3.1 and the scattering 
matrix ( eqn 3.14) follow. Finally the decomposition of the S matrix can be completed giving 
bn,n'8(k2- k1)- 27ri 8(E- E')(¢k2 1/JniVI¢t:n,) 
8n,n1 b(k2- k1)- 27ri 8(E- E')(¢~~:niV1¢k~1/Jn1 ) (4.10) 
from which the scattering amplitude and the theoretical differential cross section can be 
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found as in section 3.4 
4.1.4 The Multichannel Green's Functions 
At this stage, the extension of the basic ideas of the previous two chapters to multichannel 
scattering looks simple. For a given energy there is now a set of possible asymptotic states 
corresponding to the particular state of the of the isolated target in the absence of the in-
cident/scattered electron. The results of the previous chapters can be used to calculate the 
differential cross section for scattering from a chosen in channel to any of the open out chan-
nels. 
Complications arise when considering the Green's functions for the multichannel case. The 
spectral representation of the two particle Green's function is (from appendix B) 
c±(E) = lim ;· dk i¢k)((hl 
0 7]->0+. k2 - k6 =r= i'TJ (4.11) 
where E = k5/2. The spatial representation of G~ is then derived from the plane wave 
states (rl¢k) (see eqn B.27). For the multichannel case, the time independent homogeneous 
equation reads 
(4.12) 
Here Ho = Ht- k2 /2, ¢k are the plane wave states and 1/Jn are the time independent target 
states. En,k = En+ k2 /2. The states l¢k'I/Jn) form a complete set which spans the possible 
asymptotic states of the system, 
(4.13) 
so, the spectral representation of the multichannel Green's operator is 
(4.14) 
Expression 4.14 gives the exact, spectral representation of the multichannel Green's func-
tion but requires a summation over the infinite set of target states which is impossible in 
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practice. Either the summation is truncated or closure is applied to complete the summation 
(see section 5.3.1). 
The application of the Green's function 4.14 to the Lippmann-Schwinger equations 3.9 is 
the same as section 3.1.1 giving an integral equation for the scattering states j¢~~~~ which can 
then be utilized to evaluate the scattering amplitudes. 
4. 2 Rearrangement Channels, Exchange Scattering and the Pauli 
Principle 
The transition matrix elements for scattering from the in channel defined by k1 and n1 to the 
out channel k2, n are 
Tk2,n;k:L,n' - (¢k2,(out),nJVJ¢~::n') 
(¢~~:nJVJ¢kl>(in),n') 
4.2.1 The Asymptotic States 
( 4.15) 
Taking the second of eqn 4.15, the set of asymptotic states i¢kl.(in),n') satisfying time 
independent Schrodinger equation 
(4.16) 
The Hamiltonian Ho consists of the kinetic energy operator for the incident electron plus the 
isolated target Hamiltonian, eqn 4.1. No interaction terms or cross terms between the incident 
electron and the target exist. The coordinate representation of eqn 4.16 is 
(4.17) 
ra is the coordinate of the incident electron. Because the target Hamiltonian does not 
contain ra, a separation of variables can be applied and the wave function ¢kl.(in),n' (raj RN) is 
written 
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( 4.18) 
¢k1 (ra) is simply the plane wave, exp( ik1 · ra), and the wave function 1/Jn' (RN) is the spatial 
representation of the target state (RNI'l/Jn'). 'l/Jn' (RN) is the correctly antisymmetrised wave 
function for theN electron target, i.e. 
'l/Jn' ( r1, ... ri, ... , rj, ... , rN) = -'l/!n' ( r1, ... , rj, ... , ri, ... , rN) (4.19) 
but it will be noted that the wave function cPkt,(in),n' (ra; RN) is not antisymmetric with 
respect to changing r a with any of the N target electrons. This is a manifestation of the 
form of the Hamiltonian Ho and is related to the cluster decomposition principle [8] which 
is fundamental to scattering theory. The cluster decomposition principle applies to a system 
of two or more clusters of particles, in which the total Hamiltonian for the system can be 
written H = H1 + H2 + ... where Hi is the Hamiltonian for the ith cluster and no interaction 
terms between the clusters are present. If this is the case, the motions of the particles within a 
particular cluster can be determined by solving the Schrodinger equation for the isolated cluster 
(4.20) 
independently of the other clusters. The wave function for the system as a whole is then 
just the product of the individual cluster wave functions, 
(4.21) 
4.2.2 The Stationary Scattering States 
The scattering state 1¢~-)n) is a solution of the Schrodinger equation 
2, 
( 4.22) 
the full Hamiltonian H = Ho + V containing the coulombic pairwise interactions between all 
the charged particles in the system. For the scattering of an electron from a target containing 
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N electrons, the N + 1 electron wave function l¢~::n) must be antisymmetric with respect to 
interchange of any two of the N + 1 electrons. 
It is interesting to compare the asymptotic states with the stationary scattering states. 
The asymptotic states are the product of an N electron antisymmetric wave function and a 
single coordinate wave function, the stationary scattering states are fully antisymmetric wave 
functions of the N + 1 electrons. Taking the corresponding asymptotic wave function from 
section 4.2.1, ¢k1 ,(in),n(ra; RN ), the coordinate ra is the only one to have a nonzero component 
as r oo of the form exp(ik2 · ra)· The boundary conditions for the target electrons confine 
the wave function to zero as the particular coordinates rj -+ oo. This can be written 
l. _.~.. ( R ) -~ eikl·r"'"''n' (RN) lll1 <f-'k1 (in) n1 ra; N ~ 'f/ Ta-i>OO ' 1 
(4.23) 
The spatial representation of the state 1¢~-)n), given by 
2, 
(4.24) 
can be written 
(4.25) 
The individual terms in eqn 4.25 are distinguished by their form as r-+ oo. The first term 
represents the out channel where the outgoing electron is the same as the incident electron. 
This is called direct scattering and the limits of ¢~::n(ra; r1, ... , rN) as r-+ oo are 
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( 4.26) 
It can be seen that this has the same form the in asymptotic wave function from eqn 4.23. 
The the second set of terms from eqn 4.25 have the limits 
1. r~,(-) ( ) -ik2·r·"'' ( ) 1m '~-'k n ri;r1, ... ,ra, ... ,rN -+ e ''1-'n rl, ... ,ra, ... ,rN 
Ti-400 21 
lim <PL-)n(ri;rl, ... ,ra,···,rN) 0 
r;(j~i)-+oo 2 ' 
lim <PL-)n(q; q, ... , ra, ... , rN) -+ 0. 
ra--+00 2~ ( 4.27) 
The rf;~::n (ri; r1, ... , r a, ... , rN) correspond to a scattering event where the incident electron 
is captured by the target and one of the initially bound target electrons is ejected. This type 
of scattering event is called exchange scattering. The md channel is called a rearrangement 
channel of the in asymptote. 
Because the electrons are fermions, the terms rf;~::n(ri;rl, ... ,ra,···,rN) which have the 
incident electron exchanged with a bound electron in their out asymptote are of negative sign. 
The Hamiltonian Ho and interaction potential from section 4.1.1 are defined with respect to 
the incident/ scattered electron. Thus the asymptotes of the functions <Pt :n ( l'i; r1, ... , r a, ... , l'N) 
are eigenfunctions of the Hamiltonian Ho(ri; r1, ... , ra, ... , rN) and the interaction potential is 
V ( ri; r1, ... , r a, ... , l'N), see section 4.1.1. 
4. 3 Electron Spin 
Magnetic effects are not treated in this thesis, so the spin of the nuclei of the target are ignored 
as is spin orbit coupling. Again the in channel is defined as 
r~, ( R ) eikl ·ra"''n' (RN). 
'1-'k1,(in),n1 l'ai N 'I' ( 4.28) 
The incident electron has a total spin angular momentum quantum number s = 1/2 \vith 
component in the quantization direction of m 8 = ±1/2. The target is in a definite spin state 
characterized by the total spin angular momentum quantum number S and the component of 
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the spin angular momentum in the quantization direction, given by the quantum number lYI. 
The asymptote 4.28 is now 
¢kl.(in),n'(ra; RN) = eik1 ·r1 X(a)¢n',S,M(RN), 
x( a) is the spin function of the electron a. 
(4.29) 
Combining the spin angular momenta of the two components gives the total spin angular 
momentum for the system which is conserved through the scattering event. The combined spin 
angular momentum is found by the usual rules for coupling angular momenta. The coupling of 
the total spin angular momentum give the possible spin angular momenta for the system 
St IS si,IS s+1j, ... ,JS+sj 
S ± 1/2 (except when S 0 where St = 1/2) (4.30) 
z component of the combined spin angular momentum is simply jJI;[ ± 1/2j. The 
combined spin angular momenta for variety of simple target spin states are, 
Target lYI Incident electron m Electron + target lYft 
Singlet 0 Doublet ±1/2 Doublet ±1/2 
Doublet ±1/2 Doublet ±1/2 Triplet 1,0,-1 
Singlet 0 
Triplet 0,±1 Doublet ±1/2 Quartet 3/2,1/2, -3/2 
Doublet 1/2,-1/2 
etc. 
The total spin angular momentum is conserved and thus the St and lYlt for the in asymptote 
are conserved into the stationary scattering states and the out asymptote. Because the ejected 
electron must have s = 1/2 and m = ±1/2, the possible spin states of the target in the out 
asymptote are restricted to S St ± 1/2 (except for the case St = 0 where S = 1/2) and 
1\!I 1illt 1/2. 
Writing the scattering amplitude for the scattering of an electron from an atom or mole-
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cule as j, then there are four possible transitions for the magnetic quantum number of the 
incident/scattered electron, faa, faf3, ff3,a and ff3f3· These correspond to an experiment where 
the polarization of the incident electron is prepared in a definite state and scattered electron's 
polarization is measured and constitutes the mauximal amount of information available from an 
atomic scattering experime~t. Typically the electron's polarization is not prepared and spin 
insensitive detectors are used to detect the ejected electron. correct treatment of this sit-
uation is to average differential cross sections over the initial magnetic substates and sum over 
the finaL Thus, for electron atom/molecule scattering 
4.4 Helium as an Example 
To illustrate the points outlined above, the scattering of an 
more detail. 
from helium is 
(4.31) 
in 
Firstly, from fig 4-1, full Hamiltonian for three electron system in the presence of the helium 
nucleus is 
2 2 2 
(4.32) 
The Hamiltonian Ho(ra; r1, r2) in the absence the interaction hn1-""'an electron a and the 
atom is 
1 
(4.33) 
interaction potential is defined as V H Ho which can be immediately be given 
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Electron a 
r. 
Electron 1 Electron 2 
Nucleus 
Figure 4-1: Definition of the geometry of the system of electron plus helium atom 
54 
Table 4.1: Possible singlet and triplet spin states, constructed from two spin half particles 
Singlet Triplet 
(a(3- (3a) 1\!I = 0 (aa) 1\!I = 1 
(a(3 + (3a) 1\!I = 0 
((3(3) 1\!I = -1 
( 4.34) 
Now the allowable spin states of the helium atom are singlet, 1\!I = 0 and triplet with 
1\!I = ±1, 0. The way these states are constructed from two spin half particles is given in 
table 4.1. 
Table 4.2 gives all the possible combinations of spin states for the scattering of an electron 
from helium. 
The term symbols for the eigenstates of He in increasing order of energy are 115, 23 5 
215, 23 P, 21 P, ... so for the target initially in the ground 115 state, energies below the threshold 
for excitation of the 23 5 state can only give elastic scattering. This is a case of singlet -->singlet 
scattering, the possible spin states for this are given in table 4.2. The overall differential cross 
section for unpolarized electrons and spin insensitive detectors is given in eqn 4.31. In this case 
faf3 = ff3a = 0 and faa = ff3f3 and so the overall differential cross section has the simple form 
dCT 2 
dD = lfaal · ( 4.35) 
As the energy is raised above the threshold for excitation of the 235 state, 115 --> 235 
scattering is possible. Taking the energy of the 235 state relative to the ground state as E 2Bs 
and the incident electron momentum vector as k1 then the outgoing momentum vector k2 has 
magnitude 
( 4.36) 
All the possible spin combinations for electron scattering from helium are given in table 4.2 
Finally if the target is initially in an excited triplet state, it is possible to get triplet -->triplet 
and triplet --> singlet scattering. Also there is the possibility of scattering from an excited state 
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Table 4.2: Possible spin combinations for the scattering of an electron from atomic helium. 
Classification refers to direct (d) and exchange (e) scattering processes 
asymptote asymptote 
Singlet He Singlet He Triplet Classification 
a+ (af3 {3a) a + ( af3 - {3a) dje 
a + ( af3 + {3a) dje 
{3 + ( aa) e 
{3 + (af3- {3a) {3 + (af3- {3a) dje 
f3+(af3+ dje 
a+ (!3!3) e 
Triplet He Singlet He Triplet He Classification 
a+ (aa) a+ (aa) dje 
a+ (a,B + {3a) a+ (o:{3- {3a) dje 
a+ (af3 + {3a) dje 
{3 + (aa) e 
a+ ([3{3) f3+(af3 {3a) e 
a+ (,B/3) d 
,B + (a,B + {3a) e 
{3 + (aa) a+ - {3a) e 
a+ (af3 + {3a) e 
{3 + (aa) d 
{3 + (a{3 + {3a) {3 + (af3- {3a) dje 
{3 + (af3 + {3a) dje 
a+ ([3{3) e 
+ 
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to a lower energy state of the helium atom, with a corresponding increase in the energy of the 
ejected electron. This is called superelastic scattering. 
4.5 Further Remarks 
4.5.1 The Interaction Potential Including Target States 
In the majority of cases, the stationary scattering state is approximated by an antisymmetrised 
product of N + 1, one particle orbitals 
( 4.37) 
where lu~-~) is a one particle state describing the motion of the free particle and the operator 
' 
A combines u and theN bound orbitals ¢n(i) to form an antisymmetric wave function. Similarly 
the isolated target states are approximated by an antisymmetric, N orbital wave function 
11/ln') = Al¢n'(l)l- .. ,¢n'(N)). Making the further approximation that 1¢~~~) = Alu~~~1/ln), 
where 11/ln) is the target state n, which is again written as an antisymmetric product of the 
orbitals ¢n(i). Substituting in the post form of the transition matrix gives 
( 4.38) 
·where Vn,n' is the non-local potential experienced by a single electron impinging on theN 
electron target. The matrix element 4.38 must contain two terms, a one electron term associated 
with the interaction of the free electron with the target nuclei given by 
( 4.39) 
and a two electron term representing the interaction between the free and bound electrons. 
The two electron component can again be broken in two, a direct and an exchange contribution. 
The direct term is 
(4.40) 
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The coulomb operator Jij is 
(4.41) 
The exchange term is 
( 4.42) 
where 
( 4.43) 
The advantage of using this nomenclature is that the multiparticle scattering equations, 
reduce to the one particle scattering equations of chapters 2 and 3. The interaction potential 
in this case is non-local function of the N target electron coordinates and is called the static 
exchange potential. 
4.5.2 Literature 
A number of reviews of electron-atom and electron-molecule scattering are available. Burke [9] 
gives a good account of a number of important concepts and methods for molecular scattering. 
Also in that book is an introduction to electron-atom scattering by Joachain [10], which covers 
theoretical methods appropriate for the whole energy range. :Morrison [11] and the extensive 
review of Lane [12], emphasize close coupling expansions and frame transform concepts. Lane's 
review contains a large section on the comparison between theory and experiment, and between 
theoretical methods. Electronic and Ionic Impact Phenomena by Massey and Burhop [13, 14] 
introduces both the theory and experimental methods in electron-atom and electron-molecule 
scattering. Other useful reviews of theoretical electron-atom scattering have been given by 
Callaway [15], and McCarthy and Weigold [16]. A second review by Burke [17], provides a 
good introduction to the methods available for the calculation of electron-atom, electron-ion 
and electron-molecule scattering and ionization, with an extensive bibliography. 
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Chapter 5 
The Schwinger Variational Principle 
and Born's Approximation 
The previous three chapters give a basic outline of the main points involved in a theoretical 
quantum treatment of electron scattering from atomic and molecular targets. This chapter 
introduces two methods used to calculate scattering data, Schwinger's variational principle 
and the Born approximation. Details of the calculations and results, using these methods for 
scattering from helium and molecular hydrogen are given in chapters 6 and 7. Both methods 
adopt a scheme where the stationary scattering states !¢~~~) are approximated in some manner, 
and the resulting transition matrix elements (see eqn 4.10) are calculated giving the scattering 
amplitude and hence the differential cross section. 
Schwinger's variational principle can be expressed as either of two equations for the tran-
sition matrix elements, which are variationally stable with respect to the stationary scattering 
states. Expanding the stationary scattering states in a finite basis and forcing the resulting 
equations to be stationary with respect to the expansion coefficients leads to a practical ex-
pression for the evaluation of the transition matrix elements. This is shown to be equivalent to 
solving the operator equation for the transition operator by substituting a particular separable 
potential. 
Born's approximation is based on perturbation theory and the series solution of the Lippmann-
Schwinger equation in powers of the interaction potential. The Born series is expected to con-
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verge for high energies and weak potentials. Because of the computational difficulties, usually 
only the first and possibly the second term in the series are calculated. 
Both the Schwinger variational principle and the second Born approximation require the 
calculation of matrix elements of the multichannel Green's function. Section 5.3.1 introduces 
one method of approximating these matrix elements, known as the closure approximation. 
5.1 The Schwinger Variational Principle 
The post form of eqn 4.10 is 
(5.1) 
Given that the asymptotic state l¢k1 '1/Jn') and the interaction potential (see section 4.1.1) are 
known, the variation method may be used to give an approximation to l¢~~;n) and Tk2 ,n;k1 ,n'· 
Simply constructing an approximate I<PS~:n) and finding the extrema of Tk2 ,n;k1 ,n' from eqn 5.1 
with respect to the variable parameters would not be useful as Tk2 ,n;k1 ,n' is not stationary 
with respect small variations of I<PL~:n) about the exact state. Taking the exact stationary 
state as I<PS~:n exact) then small variations of I<PS~;n) about the exact wave function are written 
I<Pt:n exact+ 5¢k~:n). Substituting this into eqn 5.1 gives 
(5.2) 
indicating first order errors in the stationary scattering state produce first order errors in 
the transition matrix elements. To alleviate this problem it is first noted from the multichannel 
Lippmann-Schwinger equation 
(5.3) 
that the free state l¢k1 '1/Jn') can be replaced in eqn 5.1 giving 
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(5.4) 
Schwinger [18], combined the three expressions for the transition matrix elements eqn 5.4, 
eqn 5.1 and the corresponding prior expression, to form two functionals which are station-
ary with respect to small variations of l¢~:~nl and l¢~::n') about their exact values. Firstly 
considering the expression 
writing the state l¢~::n) as 
(¢~::niV1¢k11Pn'l + (¢k21/JniVI¢~::n'l 
-(¢~::niV VGciVI¢~::n,), 
1
"'(-) ) - ,,.~..(-) {jrf..(-) ) 
'f'k2,n - 'f'k2,n,exact + 'f'k2,n 
and substituting into eqn 5.5 gives 
from eqn 5.3. Similarly with small variations of 1¢L::n') about the exact state. 
The second functional is 
which can easily shown to be variationally stable with respect to l¢k(±)). 
,n 
61 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
The fractional expression T,k(S2n)·k n' has an advantage over eqn 5.5 in that the transition 
2t t lt 
matrix elements are independent of the normalization of the functions I¢~~~). 
An important difference between the variational methods in scattering theory and bound 
state variational theories, is that the variational scattering amplitudes are not upper or lower 
bounds on the exact scattering amplitudes. Bound state variational methods based on the 
Rayleigh ratio [19), 
E (5.9) 
give an upper bound on the exact energy, which is very useful when comparing particular 
methods of calculation. 
5.1.1 Separable Potentials and Basis Set Expansions 
Returning to single particle potential scattering and introducing the complete orthonormal set 
of functions {fi} spanning Hilbert space of the incident/scattered particle, 
(5.10) 
the stationary scattering states!¢~±)) can be written as a linear combination of the functions 
(5.11) 
i' 
Substituting these into eqn 5.5 and requiring the transition matrix elements to be stationary 
with respect to the expansion coefficients ai and bi', leads to the expressions for the coefficients 
i' 
(5.12) 
which, when substituted back into eqn 5.5 give 
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(5.13) 
For a given basis, calculating the appropriate matrix elements and combining as in eqn 5.13 
gives the variational approximation to the transition matrix elements for the wave functions 
1¢L±)) approximated using eqn 5.11. The same expression can be obtained by substituting the 
expansions into eqn 5.8 and requiring the matrix elements to be stationary with respect to ai 
and bi'· 
Again using the complete set {fi}, the spatial representation of the interaction can be 
written 
V(r) 8(r- r1)(r1VIr') 
8(r- r') 2::: L (rlfi) (JiiVIfi,) (fi'lr') 
i' 
the projection of the exact potential onto the space spanned by 
separable potential can be defined as 
i' 
(5.14) 
basis {fi}· A second 
(5.15) 
(5.16) 
An operator equation for the transition operator T can be written (see eqn B.45) 
(5.17) 
substituting vs' for \1 and rearranging gives 
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(5.18) 
and so taking the free wave matrix elements of the operator T gives back eqn 5.13. Thus 
expression 5.13 can be thought of as coming from the functional5.8 with a basis set expansion of 
the functions 1¢~±)) or equivalently from the free wave matrix elements of the operator defined 
in eqn 5.17 using the separable potential vs' from eqn 5.15. It will be noted that the boundary 
conditions for the functions 1¢~±)) are different to the boundary conditions of the interaction 
potential and thus it would be expected that different basis sets would be appropriate for 
the two approaches. It should be remembered that eqn 5.13 is an integral equation with the 
boundary conditions incorporated into the Green's operator. Thus the basis is only required 
to span the space the integrand is non zero. In the case of the stationary scattering states 
they are always associated with the interaction potential i.e. VI¢~±)) which is called a form 
factor. Any basis used to expand the scattering states is only required to span the space where 
the interaction potential is non zero. Outside that region the integrand is zero through the 
interaction potential and does not contribute to integral. 
The Schwinger variational principle has been used for the study of nucleon-nucleon scattering 
and also as been applied to low energy scattering of electrons from atomic and molecular targets. 
At higher energies, a large number of intermediate states contribute to the Green's function 
which makes evaluation of the matrix elements difficult. Much of the work on application of 
the Schwinger variational principle to electron scattering, and photoionization, has been carried 
out by McKoy and coworkers [21, 22]. Their original work was based on low energy, potential 
scattering from simple atomic and molecular, static exchange potentials (23, 24, 25, 26, 27, 28, 
29]. A number of fractional, variational expressions (30, 31, 32] and a multichannel extension 
of this work (33, 34] have been proposed. The Schwinger multichannel variational method has 
since been applied to a number of scattering systems (35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. 
There has been some discussion on the stability of the Schwinger multichannel method [45, 46] 
and it's relation to the Kohn-type variational principles [47], linear algebraic methods [48] and 
CI optical potentials [49]. vVork has also been published by Bermman and Kaldor [50, 51] 
on the inclusion of polarization in the Schwinger variational expression via an ab initio optical 
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potential, and by Bransden, Hewitt and Plummer [52] who use a pseudostate expansion to 
approximate the matrix elements of the Green's function, and subsequent T-matrix averaging 
[53] to remove the pesudoresonances. 
5.2 The Born Series and the Born Approximation 
One of the earliest treatments of theoretical scattering was completed by Born. used an 
approach based on perturbation theory to obtain an approximation to the stationary scattering 
states 14{~~) and through eqn 5.1 or the corresponding prior form, an approximation to the 
transition matrix elements. 
Starting with the multichannel Lippmann-Schwinger equation 
(5.19) 
a formal, series solution for stationary scattering state in powers of the interaction 
potential can obtained by firstly making the approximation 
Substituting this on the right of eqn 5.19 
1¢~:;~,) ~ l¢k1/;n') + GtVI¢~-::~,) 
(1 + ctv) l¢kl1/;n' ). 
(5.20) 
(5.21) 
Continuing this process leads to the expression (neglecting the question of whether the 
expansion converges to the correct stationary scattering state) 
(5.22) 
Substituting into the prior form of Tk2 ,n;k1 ,n' gives the Born series approximation to the 
transition matrix element, 
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Tk2,n;k1,n1 = (¢k2~n!VI¢~~;n,) 
- (¢k2~ni(V + vctv + vctvctv + ... )l¢kl~n') 
- - (
2
!)2 (f(O)(k2, n; k1, n') + f(l)(k2, n; k1, n') + ... ) (5.23) 
The mth Born matrix element is 
(5.24) 
A number of reviews of the Born series and related perturbative approximations, as applied 
to atomic scattering, are available [54, 55, 56, 15, 12, 57, 16]. Eqn 5.23 is a series in powers 
of interaction potential V, and so is expected to converge rapidly for weak potentials or 
at high energies where the interaction energy is small compared to the total energy of the 
system. Holt and Moiseiwitsch [55] and Walters [57] discuss the convergence of the Born series. 
Generally, it is that for "'u''~-''" targets and incident energies above 150eV, the first Born 
approximation should give reliable Walters argues that the incident electron-nucleus 
interaction, which is singular at the nuclei, is the major reason for slow convergence of the Born 
series. 
5.2.1 The First Born Approximation 
A very widely used method is to use the approximation to the stationary scattering given in 
eqn 5.20. This method is called the first Born approximation or the Born approximation. The 
resultant scattering amplitude is 
(5.25) 
If the target states ~n and ~n' are approximated by the antisymmetrised product of N 
orthonormal, one electron orbitals eqn 5.25 simplifies to 
(5.26) 
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(see section 4.5.1). For elastic scattering from a closed shell target with N doubly occupied 
molecular orbitals 
Vo,o(r) (5.27) 
are the coulomb and exchange operators respectively for the occupied orbital(}. 
The potential Vo,o is termed the static exchange potential being the potential experienced by an 
electron scattered from a fixed, ground state electron distribution including electron exchange. 
The inelastic amplitude is 
where 
For a transition where a target electron is excited from 
coulomb operator is 
Jj,i 
The nuclear term is zero due to the orthogonality of 
5.2.2 The Second Born Approximation 
The second Born scattering amplitude is 
where 
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(5.28) 
(5.29) 
orbital i to the orbital f, the 
(5.30) 
initial and final states. 
(5.31) 
Target 
Figure 5-l: Feynman diagram representing the j(O) term 
(5.32) 
from the spectral representation of the Green's operator (see section 4.1.4). 
The individual terms in the Born expansion of the scattering amplitude, j(0), j(l), ... can 
be represented by Feynman diagrams, which may be of use in their interpretation. The first 
Born amplitudes for the scattering of a particle from a fixed center of force is depicted in fig 5-l. 
The description of the process which leads to this term, is described as follows, 
• The free particle propagates freely towards the target with momentum k1, the state 
being I ¢k1 ). 
• A single exchange process occurs between the incident particle and the target, with the 
free particle being knocked into it's final state I ¢k2 ). 
• The free particle propagates freely away from the target with momentum k 2 . 
The second Born amplitude is represented by fig 5-2. This process is described in a similar 
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manner to the first Born amplitudes, 
• The incident particle propagates freely towards the target in the state l¢k~) with incident 
momentum k1. 
• A single exchange process occurs which knocks the free particle from the initial state 
l¢k~) to the intermediate state l¢k)· 
• The free particle propagates freely with momentum k. 
• A second exchange process occurs which knocks he free particle from it's intermediate 
state l¢k) to the final state l¢k2). 
• The free particle propagates freely away from the target in the final state l¢k2). 
Extension of these ideas to higher order terms is achieved simply by adding exchange events 
with the resulting addition of intermediate states. These concepts define a relatively simple 
picture of the scattering event in terms of exchange between the free particle and the target, 
but care must be taken to ensure that these ideas are not taken literally. The accepted view is 
that Feynman diagrams and indeed the perturbation expansion are simply mathematical tools, 
with no underlying physical reality and as such, the individual terms in the expansion of the 
scattering amplitude are only mathematical artifacts. 
For elastic scattering (n = n' = 0), the first term in the summation in eqn 5.32, 
J.(l) = lim ;· dk (¢k21/JoiVI¢k1/Jo) (¢k1/JoiVI¢k~ 1/Jo) 
000 7]-+0+ . k2 - k5 - iry (5.33) 
gives the second order correction to the static exchange amplitude of eqn 5.26. That is for 
potential scattering from a structureless target with a fixed electron wave function given by 
11/Jo), the full amplitude to second order is 
(5.34) 
The additional terms in the summation 5.32 
(5.35) 
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Target 
Figure 5-2: Feynman diagram representing the j(1) term 
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where kf = kfi- 2Ei ( ko is the incident momentum vector relative to the ground state of the 
target) represent virtual excitations and decays of the target during the elastic collision event. 
Thus these terms couple the states of the target and allow the target to polarize due to the 
presence of the incident electron. 
Similar remarks can be made for the inelastic amplitude. Interestingly the second Born 
amplitude includes elastic terms when the intermediate state is the same as either the initial 
or final state. In these cases the electron-nuclei interaction is present where it is completely 
absent from the first Born approximation. 
From Cauchy's integral theorem [58], integrals of the form 
I= lim r:o dk F(k) 
11-*o+ Jo k 2 - kf - iry 
can be reduced to a principle value integral plus the integrand evaluated at the pole 
P.V indicating a principle value integral, 
Ia= F(k) . (/'ki-
6 F(k) i·oo F(k) ) 
P. V. dk k2 - k2 = !:n\ dk k2 - k~ + . dk "2 - .2 . 
• 0 t E 0 • 0 t • ki +E k kt 
So the terms I~!~, can be reduced to 
I~!~, _ P.V ./ dk (¢k2'¢niV]¢kt;)~¢~1/JiiV]¢klVJn1 ) 
+i1rki ./ dDk (¢k2·7J;niVI¢k'¢i) (¢k'¢iiVI¢kl '¢n') 
second term is the angular integral over the vector k evaluated at ]kl = ki. 
(5.36) 
(5.37) 
(5.38) 
(5.39) 
5.3 Approximations to the Multichannel Green's Operator 
Both the Schwinger variational principle and the second Born approximation require the eval-
uation of matrix elements of the multichannel Green's operator. In it's spectral representation 
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the operator is 
(5.40) 
As mentioned, the difficulty in this is the summation over all target states i. 
5.3.1 The Closure Approximation 
The full expression for the multichannel Green's operator is 
(5.41) 
The summation over i includes both the bound and continuum states of the target. The 
intermediate momenta ki, are related to the incident momenta k1 through the target energies 
Ei, measured relative to the ground state, (see section 4.1.3) 
(5.42) 
Now if exchange between the scattered electron and the target electrons is ignored, the 
composite states I ¢k'lj;n) can be written I ¢k) l7j;n). Eqn 5.41 becomes 
(5.43) 
The set of all eigenfunctions of the Hamiltonian Ht form a complete set, 
(5.44) 
so by eliminating the i dependence in the 1/(k2 - k[- iTJ) term of eqn 5.43, the summation 
can be completed by using the closure properties of the target states. Replacing the intermediate 
momenta ki, by an average momenta k allows the summation over i to be completed leaving 
ct in the form 
(5.45) 
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k can be written k2 eqn 5.42). 6. is known as the closure energy. This 
is the basis of the closure approximation to the multichannel Greens operator. Systematic 
improvement on this basic approximation can be made by including explicitly a finite set of 
intermediate states. Inclusion of L intermediate states leaves the Green's operator as 
L 
Gt = L Ib(l, kt) - C(k) (5.46) 
l=l 
where the integral Ib is 
(5.47) 
C(k) represents all the remaining terms not included in the summation over l, 
L 
C(k) = L Ib(l, k) Ic(k) (5.48) 
l=l 
and the closure integral is simply eqn 5.45. 
Choice of the Closure Energy 
The closure approximation requires a closure energy, Ec = P /2 which may be chosen arbitrarily. 
Walters [57} discusses choice of closure energy with respect to the evaluation of second 
Born scattering amplitudes. He concludes that the closure energy should be chosen to reflect 
the physics of the second Born amplitudes. The polarizability of the ground state can be shown 
to be [57] 
aoo = 2 (5.49) 
where Z = z1 +z2+ .. . +zN. Using the same set of states as eqn 5.46, and substituting for 
the En, the correct polarizability can be achieved by varying the closure energy. Alternatively 
the closure energy can be chosen so that the second Born matrix elements obey the optical 
theorem, 
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(5.50) 
The integrated cross sections, CJf1 are estimated using an alternatiYe theory or from ex-
periment and the imaginary part of the forward cross section is evaluated using the closure 
approximation, the closure energy being varied until the two match. 
The closure approximation has been applied to the evaluation of second Born matrix ele-
ments for scattering of electrons from atomic targets. This topic will be discussed further in 
the following chapter. 
5.4 Further Remarks 
5.4.1 Literature 
. 
There are a number of ways of theoretically treating the atomic scattering problem, with par-
ticular methods being suited to specific systems and energies. Some notable work which has not 
been discussed are the R-matrix theory [59, 60, 61], Kohn variational method [62, 63], the linear 
algebraic approach [64] and the independent atom method [65, 66]. There are also extensions of 
the Born ideas, such as the distorted wave Born approximation [67, 57] and the Eikonal-Born 
series [68, 69, 57]. 
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Chapter 6 
Electron-Helium Scattering 
In this chapter, the calculations undertaken into the scattering of electrons from atomic he-
lium are discussed. The scattering amplitudes are evaluated using the first and second Born 
approximation. The second Born matrix elements are calculated using the closure approxima-
tion discussed in section 5.3.1. These calculations follow the work of, Byron and Joachain [70], 
Holt et al. [71] and Buckley and 'Walters [72], and are used only to confirm our techniques 
and computer code. The original work on the closure approximation was completed by Massey 
and Mohr [73] who calculated elastic second Born amplitudes for simple atomic targets. This 
work was characterized by the fact that no intermediate states were included explicitly, and 
the closure energy was taken as the ground state energy. Holt and Moisehvitsch [74] extended 
the original work to include a finite number of intermediate states. Their method, known as 
the simplified second Born approximation, has been applied to elastic and inelastic scattering 
from atomic hydrogen [74, 75, 76], helium [71, 77, 70, 78, 72, 79, 80] and neon (67], and the 
ionization of hydrogen [81] and helium [82]. 
The ground state helium wave function used by Byron and Joachain [70] is a Hartree-Fock 
wave function fitted by a two term Slater basis. Holt et al. [71] and Buckley and ·walters [72] 
use the same ground state wave function, and the excited 21S and 21 P wave functions used 
by Flannery [83] which were derived from the unrestricted wave functions of Goldberg and 
Clogston [84]. We reproduce the calculations of Byron and Joachain and also use Hartree-Fock 
wave functions, expanded in a basis of Gaussian functions. 
The final section gives scattering amplitudes calculated via the Schwinger variational prin-
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ciple, for a simple Gaussian potential, and the static exchange potential from the ground state 
of helium. 
6.1 First Born Matrix Elements 
The first Born matrix elements for scattering of an electron from atomic helium, neglecting 
exchange are of the form 
(6.1) 
The vector k1 and k2 are the incident and outgoing wave vectors respectively. J¢k(7o)) are 
the improper plane wave functions with spatial representation 
(6.2) 
The states 1/Ji(71, 72) and 1/Jt(71, 72) are the initial and final states of the isolated target 
helium atom. 
Following section 4.1.1, 
2 1 1 
-- + + ..,-----.,. 
ro Jr1 - rol !r2 rol. (6.3) 
Elastic scattering from the 11 S ground state of helium, is given by 
and lk1l lk2l· 
Applying Bethe's integral [54], 
(6.5) 
eqn 6.4 reduces to 
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41f I I •u* (r T' ) (eiKrl .L eiK-r:;~ - 2) J(2. . v-ps 1, 2 ' 
'1/Jps( r1, r2)dndr2. (6.6) 
(6.7) 
Using, for the ground state helium wave function, 
(6.8) 
expression 6.6 reduces further to 
(6.9) 
Byron and Joachain [70], approximated the ground state helium ls orbital by a two Slater 
function, Hartree-Fock orbital 
(6.10) 
A = 2.60505, B = 2.08144, o: = 1.41 and f3 = 2.61. The integral over r in eqn 6.9 can now 
be completed (see appendix C), giving the expression for the elastic first Born amplitudes, 
(6.11) 
C 4o:A2 D 2(o: + f3)AB E 4f3B2 (6.12) 
I 2o: A o: + f3 E = 2/3. 
If, instead of Slater functions, Gaussian functions are used to expand the helium 1s orbital, 
eqn 6.9 can again be evaluated analytically. The basis set used consists of s Gaussians, 
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Table 6.1: Exponents and expansion coefficients for the approximation of the helium 1s orbital 
as given by McKoy et al. 
0.9673(2)1 
0.1461(2) 
0.3304(1) 
0.8731(0) 
0.2445(0) 
0.1358(0) 
0.7547(-1) 
0.4193(-1) 
0.2329(-1) 
0.1294(-1) 
(5) 
C· 2 
-0.7710(-2) 
-0.5532(-1) 
-0.2208(0) 
-0.4870(0) 
-0.3973(0) 
0.7720(-2) 
0.5509(-1) 
0.2222(0) 
0.4787(0) 
0.4712(0) 
-0.1867(0) 
0.2045(0) 
-0.1210(0) 
0.5459(-1) 
-0.1315(-1) 
!vi 
<Prse(r) = L qNie-air2 
i=l 
where Ni is the Gaussian normalizer, 
where Pij is the ijth element of the density matrix. 
(6.13) 
(6.14) 
Table 6.1 gives a list of the exponents ai and coefficients for the five and ten function 
Gaussian expansions q)r86 (r) from McKoy et al [23]. The density matrix was calculated using 
a Hartree-Fock, SCF calculation. GAUSSIAN 92 [85] was used to perform a single point, SCF 
calculation using the specified basis. 
Given the density matrix, the resultant integrals can be evaluated (see appendix C) giving 
(6.15) 
Table 6.2 and fig 6-1 give the first Born matrix elements, calculated using the Byron and 
Joachain, helium 1s orbital and the two Gaussian expansions of McKoy et al. 
1Digits in parenthesis denotes the power of 10 by which the number should be multiplied 
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Table 6.2: Elastic first Born scattering amplitudes for the scattering of electrons from helium 
using three basis sets for the approximation of the 1s orbital 
K Slater Gaussian(5) Gaussian(10) 
0.0 -0.7915(0) -0. 7844(0) -0.7910(0) 
0.5 -0. 7600(0) -0.7546(0) -0.7596(0) 
1.0 -0.6783(0) -0.6761(0) -0.6784(0) 
1.5 -0.5740(0) -0.5738(0) -0.5746(0) 
2.0 -0.4710(0) -0.4712(0) -0.4717(0) 
2.5 -0.3814(0) -0.3817(0) -0.3821(0) 
3.0 -0.3086(0) -0.3088(0) -0.3091(0) 
3.5 -0.2510(0) -0.2513(0) -0.2514(0) 
4.0 -0.2061(0) -0.2062(0) -0.2063(0) 
4.5 -0.1710(0) -0.1710(0) -0.1710(0) 
5.0 -0.1434(0) -0.1434(0) -0.1434(0) 
5.5 -0.1215(0) -0.1215(0) -0.1215(0) 
6.0 -0.1040(0) -0.1040(0) -0.1040(0) 
6.5 -0.8988(-1) -0.8986( -1) -0.8988(-1) 
7.0 -0. 7831( -1) -0.7831(-1) -0.7833(-1) 
7.5 -0.6877(-1) -0.6878(-1) -0.6879(-1) 
8.0 -0.6081(-1) -0.6083(-1) -0.6084(-1) 
8.5 -0.5413(-1) -0.5414(-1) -0.5415(-1) 
9.0 -0.484 7( -1) -0.4848( -1) -0.4849(-1) 
9.5 -0.4363(-1) -0.4364(-1) -0.4365(-1) 
10.0 -0.3947(-1) -0.3948(-1) -0.3949(-1) 
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Figure 6-1: Elastic first Born helium scattering amplitudes 
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1.0 
It can be seen that the three descriptions of the helium ls orbital give very similar first Born 
scattering amplitudes. The discrepancy between results is more pronounced for small K, but 
even at K = 0 is not greater than 1%. The Slater results have been confirmed by the published 
values of Byron and Joachain. 
Above 10a.u. the contribution to the first Born amplitudes from the electron-electron inter-
actions becomes negligible with respect to the electron-nucleus interaction, and the three sets 
of results become practically indistinguishable. 
6.1.1 Exchange Scattering 
The first Born exchange amplitude, for scattering from the target state ·~'i to the state 1/Jt, is 
sections 4.2 and 4.4) 
(6.16) 
Using the same orbital approximation to the ground state helium wave function as eqn 6.8, 
the elastic exchange amplitude reduces to 
- 2f(O) + f(O) + f(O) 
el e2 e3 (6.17) 
where 
f (O) el / <PEe*(ro) 7~0 (ro)dro ./ ¢k_2 (r1)¢Ee(r1)dr1 (6.18) 
f (O) e2 / ·;· ¢1:2 (ri)¢rse*(rl)~¢k1 (ro)¢Ee(ro)drodrl (6.19) . . ro1 
; ·;· (r2)¢rse*(r2)f-¢k1 (ro)¢Ee(ro)drodrz;· ¢i:2 (ri)¢Ee(ri)drt. (6.20) 
. 02 . 
f (O) e3 
At 300e V the J~i) and f~g) amplitudes are neglected in the treatment of Byron and Joachain 
because of their negligible magnitudes. Now, 
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Table 6.3: First Born electron-helium exchange scattering amplitudes 
() Slater(2) Gaussian(10) Ochkur 
0 
5 0.9244(-1) 
10 0.8471(-1) 
15 0.7415(-1) 
20 0.6288(-1) 
25 0.5231(-1) 
30 0.4345(-1) 
35 0.3554(-1) 
40 0.2938(-1) 
45 0.2445( -1) 
50 0.2053(-1) 
55 0.1739(-1) 
60 0.1489(-1) 
0.9271(-1) 
0.8497(-1) 
0.7432(-1) 
0.6295(-1) 
0.5233(-1) 
0.4312(-1} 
0.3545(-1) 
0.2932(-1) 
0.2439(-1) 
0.2049(-1) 
0.1739(-1) 
0.1492(-1) 
0.9100(-1) 
0.8800(-1) 
0.8000(-1) 
0.6900(-1) 
0.5800(-1) 
0.4700(-1) 
0.3800(-1) 
j~0)(k2, 0; kr, 0) ~ f~g\k2, 0; kr, 0) 
/
·;· ¢'k2 (rr)¢fs8 *(rl)f-¢k1 (ro)¢Ee(ro)drodrr (6.21) 
. ' 01 
The integrals required for the calculation of f~g), with the helium 1s orbital expanded in 
both Slater and Gaussian functions, are given appendix D. 
Table 6.3 gives the J!g) terms from eqn 6.21, for 300eV elastic electron helium scattering 
calculated from the Byron and Joachain He 1s orbital and the 10 Gaussian approximation of 
McKoy et al. Also included are the values quoted by Byron and Joachain for the approximate 
f~g) amplitudes calculated using the Ochkur approximation, 
f. (O) ~ _2J' eiK·r ("'He(r)) 2 dr e2 """' k2 'f'ls · 
'! ' 
(6.22) 
The two sets of results for fe2 are seen to be in excellent agreement. The Ochkur approxi-
mation gives results in agreement to the order of 10%. Exchange amplitudes at 200eV,400eV 
and 500e V are given in table 6.4, again showing the excellent agreement between the Slater 
and Gaussian results. 
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Table 6.4: First Born exchange amplitudes for scattering at 200, 400 and 500e V 
200eV 400eV 500eV 
() Slater Gaussian Slater Gaussian Slater Gaussian 
5 0.1433(0) 0.1433(0) 0.6774(-1) 0.6767(-1) 0.5321(-1) 0.5176(-1) 
10 0.1354(0) 0.1352(0) 0.6029(-1) 0.6039(-1) 0.4603(-1) 0.4533(-1) 
15 0.1238(0) 0.1237(0) 0.5068(-1) 0.5079(-1) 0.3726(-1) 0.3689(-1) 
20 0.1104(0) 0.1103(0) 0.4109(-1) 0.4114(-1) 0.2904(-1) 0.2882(-1) 
25 0.9684(-1) 0.9667(-1) 0.3272(-1) 0.3273(-1). 0.2228(-1) 0.2213(-1) 
30 0.8404(-1) 0.8383(-1) 0.2591(-1) 0.2590(-1) 0.1706(-1) 0.1696(-1) 
35 0.7258(-1) 0.7235(-1) 0.2058(-1) 0.2059(-1) 0.1316(-1) 0.1309(-1) 
40 0.6264(-1) 0.6239(-1) 0.1647(-1) 0.1636(-1) 0.1027(-1) 0.1024(-1) 
45 0.5419(-1) 0.5392(-1) 0.1332(-1) 0.1334(-1) 0.8123(-2) 0.8136(-2) 
50 0.4709(-1) 0.4681(-1) 0.1091(-1) 0.1095(-1) 0.6523(-2) 0.6565(-2) 
55 0.4115(-1) 0.4088(-1) 0.9040(-2) 0.9113(-2) 0.5317(-2) 0.5374(-2) 
60 0.3620(-1) 0.3595(-1) 0.7589(-2) 0.7679(-2) 0.4399(-2) 0.4459(-2) 
6.1.2 Inelastic Scattering 
The inelastic first Born matrix elements for scattering from helium are given, from eqn 6.1 
(6.23) 
where 'ljJ f is the final state of the target and '1/Ji is the initial state which in all cases considered 
is the ground state of the target 1/Jo. 
Using the potential from eqn 6.3, and again applying Bethe's integral, ( eqn6.5), this becomes 
4n 'K 'K K2 (Wn(rt,r2)J-2+e~ ·n +ez ·r2 J¢Fs(rt,r2)) 
- ~ ('0n(rt,r2)JeiKrl + eiK·r2 1Wlls(rt,r2)}, (6.24) 
the first term is zero because of the orthogonality of the target states. Only the direct, 
inelastic scattering amplitudes are considered because these are to be used in the calculation 
of the second Born amplitudes. The inelastic exchange amplitudes can be ignored because 
they provide a negligible contribution to the second Born amplitudes, with respect to the 
direct amplitudes. Including direct and exchange first Born amplitudes and direct second Born 
amplitudes means all terms in K to order -3 are included in estimating the full amplitude 
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[10, 74]. Only singlet ---+singlet inelastic scattering is possible for direct scattering events (see 
sec~ion 4.4). 
Because the first Born amplitudes are highly peaked functions of K , the generalised os-
cillator strengths [86] are usually quoted. The generalised oscillator strength, in the length 
formulation is 
(6.25) 
From eqn 6.24 
(6.26) 
In the limit K---+ 0 the generalised oscillator strengths reduce to the corresponding optical 
oscillator strengths. 
The ground state wave function 'lj;o(rl, r2) of Byron and Joachain is given in eqn 6.8. Following 
Holt et al. [7 4] the 21 S wave function is 
(6.27) 
where 
(6.28) 
With N218 = 0.70638, C = -0.26832, ')' = 1.1946 and 8 = 0.4733, the function ¢2s(r) is a fit 
to the Hartree-Fock ¢2s orbital and orthogonalized to the ¢1s(r) orbital. The relative energies 
of the two states is given as 0.75775a.u. which was taken from the accurate results of Weiss, 
quoted by Kim and Inokuti [86]. 
Substituting the functions 'lf';o(rl, r2) and 'lj;21s(rt, r2) in eqn 6.25 gives 
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Table 6.5: Gaussian orbital coefficients and expansion coefficients for the 1s, 2s, and frozen 
core 1s orbitals of helium 
0.9673(2) -0.7720(-2) 
0.1461(2) -0.5510(-1) 
0.3304(1) -0.2222(0) 
0.8731(0) -0.4786(0) 
0.2445(0) -0.4707(0) 
0.1358(0) 0.1853(0) 
0.7547(-1) -0.2008(0) 
0.4193(-1) 0.1151(0) 
0.2329(-1) -0.5081(-1) 
0.1294(-1) 0.1215(-1) 
0.9266(-2) 
0.6618(-1) 
0.2953(0) 
0.5903(0) 
0.2367(0) 
-0.7518(-1) 
0.2537(-1) 
-0.1892(-2) 
-0.2681(-2) 
0.1108(-2) 
0.3400(-3) 
0.1960(-2) 
0.1174(-1) 
0.7560(-2) 
0.2333(0) 
-0.8007(0) 
0.1992(1) 
-0.3509(1) 
0.4680(1) 
-0.3411(1) 
f21s(K)(21S- 11S) - 4i;s IN21s ./ drl<Pls(rl)eiKr1 ¢zs(rl) 
./ dr2e-2r 2 <P1s(r2) 1
2 
(6.29) 
Inelastic oscillator strengths or first Born amplitudes from wave functions expanded in 
Gaussian ba.sis can be calculated analytically (see appendix C). The 10 function Gaussian 
basis of McKoy (see table 6.1) was used in a Hartree-Fock calculation to obtain an approximate 
2s helium orbital. The frozen core ls orbital of the excited state of helium was taken to be 
the 1s orbital of He+ calculated using the same basis. Table 6.5 gives the orbital exponents 
and the expansion coefficients for the ground state ls orbital, the ls orbital of He+ and the 
Hartree-Fock 2s orbital. An MCSCF 2 calculation was also performed with the same basis 
to give a second estimate of the excited state wave function. The three lowest Hartree-Fock 
orbitals were included as active orbitals in the multiconfigurational SCF procedure. Table 6.6 
gives the expansion coefficients for the ls and 2s orbitals generated by the MCSCF calculation. 
At small values of the momentum change the oscillator strengths are highly sensitive to 
the orthogonality of the ground and excited states. For both the Byron and Joachain wave 
1vl.\.A"H' (Multiconfigurational Self Consistent Field) calculations are an extension of the more usual single 
configuration SCF methods, which include more than one electron configuration on the SCF procedure. This type 
of calculation is useful for species where more than one electron configuration makes a significant contribution 
to the correlated wave function and for determining true excited states. 
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Table 6.6: Gaussian orbital coefficients and expansion coefficients for the 1s and 2s orbitals 
from the MCSCF calculation 
0.9673(2) 0.7150(-2) -0.6700(-3) 
0.1461(2) 0.5118(-1) 0.2150(-2) 
0.3304(1) 0.2214(0) -0.2319(-1) 
0.8731(0) 0.4686(0) -0.4032(-1) 
0.2445(0) 0.3685(0) -0.2022(0) 
0.1358(0) -0.1048(0) -0.2065(0) 
0. 7547( -1) 0.1050(0) 0.5466(0) 
0.4193( -1) -0.3878(0) -0.8609( -1) 
0.2329(-1) -0.2885(0) 0.2397(1) 
0.1294(-1) -0.1449(0) -0.2704(1) 
function and the Gaussian wave functions, the excited state was Schmidt orthogonalized [87] 
to the ground state. Taking \l! o ( r1, r2) as the ground state and 
N21s ( <Prt (q)¢~se(r2) + <Prt (r2)¢~se(r1)) 
[o:(1),6(2)- o:(2),6(1)] (6.30) 
as the original excited state, then the excited state 'li21s,(r1,r2) used in the calculation of 
the oscillator strengths was the orthogonalized function, 
1 
'li21S'(r1, r2) = (1 _ 1 )1/2 ('li21s(r1, r2)- {Wo(rl, r2)) (6.31) 
where 1 = ('li21s(rl,r2)l'lio(r1,r2)). 
Table 6.7 gives the generalised oscillator strengths for the scattering of electrons from helium 
from the expression eqn 6.29. The first two columns give the generalised oscillator strengths 
calculated using Hartree-Fock orbitals for the ground 11 S and excited 21 S states, the first 
expanded in Slater functions as described above, and the second using the 10 function, Gaussian 
expansion of McKoy et al. The third column uses the same Hartree-Fock, Gaussian ground 
state but the MCSCF 21 S state expanded in the same basis. The energy difference used in 
this calculation was 0.7180a.u. taken from the MCSCF calculation. Column four gives the 
quoted values of Bell et al. [88] calculated using the accurate, many parameter, correlated wave 
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Figure 6-2: Generalised oscillator strengths for the 21 S +-- 11 S transition 
functions of Weiss. The final column gives the results of Bell and Kingston [89], who used 
Hartree-Fock functions for both the ground and excited states. 
From table 6.7 and fig 6-2, the oscillator strengths, calculated using Hartree-Fock functions 
for the ground and excited states, match the values of Bell et al. well. The values calculated 
by Bell et al., using the Weiss functions, are considered accurate and have been successfully 
compared with experiment. The MCSCF values do not compare as favorably with the values 
of Bell et al. A similar result has been found in calculations using accurate, correlated ground 
state functions and Hartree-Fock excited states [88]. This was attributed to the much smaller 
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Table 6. 7: Generalised oscillator strengths for the 21 S {-- 11 S helium transition 
Ka.u. fBl(s) fBl(q) (HF) fBl(q) (MCSCF) Bell et al. Bell & Kingston 
0.0 0.0000(0) 0.0000(0) 0.0000(0) 0.0000(0) 0.0000(0) 
0.1 0.7561(-3) 0.8656(-3) 0.5413(-3) 0.8241(-3) 0.843(-3) 
0.2 0.2894( -2) 0.3666( -2) 0.2017( -2) 0.3154( -2) 0.322( -2) 
0.3 0.6059(-2) 0.8262(-2) 0.4173(-2) 0.6597(-2) 0.672(-2) 
0.4 0.9755(-2) 0.1340(-1) 0.6842(-2) 0.1061(-1) 0.108(-1) 
0.5 0.1346(-1) 0.1772(-1) 0.9823(-2) 0.1460(-1) 
0.6 0.1671(-1) 0.2081(-1) 0.1274(-1) 0.1808(-1) 
0.7 0.1919(-1) 0.2287(-1) 0.1519(-1) 0.2070(-1) 
0.8 0.2074(-1) 0.2392(-1) 0.1693(-1) 0.2228(-1) 
0.9 0.2137(-1) 0.2382(-1) 0.1794(-1) 0.2282(-1) 
1.0 0.2115(-1) 0.2267(-1) 0.1826(-1) 0.2245(-1) 
1.2 0.1891(-1) 0.1863(-1) 0.1717(-1) 0.1976(-1) 
1.4 0.1544(-1) 0.1429(-1) 0.1450(-1) 0.1582(-1) 
1.6 0.1184(-1) 0.1055(-1) 0.1134(-1) 0.1188(-1) 
1.8 0.8701( -2) 0.7537(-2) 0.8417( -2) 0.8526( -2) 
2.0 0.6219( -2) 0.5258( -2) 0.6037( -2) 0.5946( -2) 
2.2 0.4367(-2) 0.3617(-2) 0.4235(-2) 0.4074(-2) 
2.4 0.3036(-2) 0.2479(-2) 0.2936(-2) 0.2764(-2) 
2.6 0.2100(-2) 0.1705(-2) 0.2027(-2) 0.1870(-2) 
2.8 0.1452(-2) 0.1181(-2) 0.1403(-2) 0.1266(-2) 
3.0 0.1005(-2) 0.8260(-3) 0.9754(-3) 0.8605(-3) 
3.5 0.4080(-3) 0.3517(-3) 0.4035(-3) 0.3382(-3) 
4.0 0.1719(-3) 0.1582(-3) 0.1727(-3) 0.1406(-3) 
4.5 0.7563(-4) 0.7467(-4) 0.7658(-4) 0.6203(-4) 
5.0 0.3475(-4) 0.3675(-4) 0.3521(-4) 0.2896(-4) 
6.0 0.8303(-5) 0.9783(-5) 0.8169(-5) 0.7318(-5) 
7.0 0.2300(-5) 0.2856(-5) 0.2071(-5) 0.2169(-5) 
8.0 0.7228(-6) 0.9163(-6) 0.5738(-6) 0.7277(-6) 
9.0 0.2528(-6) 0.3274(-6) 0.1791(-6) 0.2697(-6) 
10.0 0.9681(-7) 0.1296(-6) 0.6406(-7) 0.1085(-6) 
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0.182(-1) 
0.221(-1) 
0.219(-1) 
0.190(-1) 
0.111(-1) 
0.541(-2) 
0.247(-2) 
0.111(-2) 
overlap integrals between the ground and excited, Hartree-Fock states. 
The generalised oscillator strengths are to be used (through the first Born amplitudes) to 
calculate the second Born matrix elements, (see section 5.2.2). For use as intermediate states in 
the calculation of matrix elements of the Green's operator, the Hartree-Fock excited states are 
adequate because all that is required is a complete set of states which span the Hilbert space of 
the system. It is not necessary to use accurate molecular excited states as intermediate states. 
This is a similar situation to the use of configuration interaction post Hartree-Fock, to extend 
ab initio bound state chemical calculations. CI calculations use virtual Hartree-Fock orbitals 
as additional configurations in energy minimizations. 
21 P +-- 11 S First Born Amplitudes 
The 21 P state of helium consists of three magnetic substates labeled 21 Po and 21 P ±1· The 
21 Prn state of helium as described by Holt et al. is 
[a(l)/1(2)- a(2)p(l)] (6.32) 
where N21p = 0.37831 and 
,\ = 0.485. (6.33) 
This wave function was used by Flannery [83] in the investigation of the excitation of helium 
and was taken from the tables atomic wave functions derived by Morse, Young and Haurwitz 
[90]. These wave functions are computed variationally, and include exchange. Following the 
arguments of section 6.1.2, the generalized oscillator strengths are 
f2lpm(K)(21Prn +--118) = 
4it IN21p l drl¢ls(ri)eiKr1 ¢2pm(rl) l dr2e-2r2 1/>1s(r2)1 2 (6.34) 
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Table 6.8: Gaussian orbital coefficients and expansion coefficients for the 1s,2p, and frozen core 
1s orbitals of helium 
Orbital 
1s 
2p 
Orbital SCF Coefficients 
Coefficient 
0.9673(2) 
0.1461(2) 
0.3304(1) 
0.8731(0) 
0.2445(0) 
0.1358(0) 
0.7547(-1) 
0.4119(-1) 
0.2329(-1) 
0.1294(-1) 
0.3020(-1) 
0.1230(0) 
0.2250(-1) 
0.6930(-1) 
0.2690(0) 
2 p basis 
0.9277(-2) 
0.6626(-1) 
0.2957(0) 
0.5916(0) 
0.2364(0) 
-0.7605(-1) 
0.2345(-1) 
-0.1792( -2) 
-0.3542( -2) 
0.1291(-2) 
0.7686(0) 
0.3391(0) 
3 p basis 
0.9279(-2) 
0.6627(-1) 
0.2958(0) 
0.5917(0) 
0.2356(0) 
-0. 7445(-1) 
0.2187(-1) 
-0.9250(-3) 
-0.3850(-2) 
0.1311(-2) 
0.5391(0) 
0.4988(0) 
0.1006(0) 
The required integrals are in appendix C. The 21 P +--- 11 S oscillator strengths are 
calculated by summing the contributions from the three substates, rn 0, ±1. 
¢~e ( r), ¢¥;m ( r) and ¢{~e+ ( r) orbitals may also be expanded in Gaussian functions. The 
orbitals were again calculated using a MCSCF calculation, in this case including ls and 2p 
orbitals as the active orbitals. Two p function and three p function basis sets were used, the 
orbital coefficients being given in table 6.8 as well as the MCSCF coefficients for the 1s and 2p 
orbitals. In this case the 1s orbital of helium was included in the SCF calculation. The 21 P 
energies used in eqn 6.34, for the Gaussian calculations were 0.740268a:u. for the two p basis 
and 0.739216a.u. for the three p basis. These were taken from the energy difference between 
the 1s2p states and the Hartree-Fock, ground state. 
Table 6.9 and fig 6-3 give the generalised oscillator strengths for the 11 S transition 
for the two helium wave functions described, and the results of Bell et al. The agreement 
between the four sets of results is reasonable. j 21 p calculated from the Gaussian orbitals 
are somewhat smaller than the corresponding Slater oscillator strengths. They also fall off 
faster at large K. The three p function, Gaussian orbital performs slightly better than the two 
p orbital, so it would be useful to repeat the calculations with an extended p function basis to 
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Figure 6-3: Generalised oscillator strengths for the 21 P +---- 11 S transition 
determine whether the basis used are giving an adequate description of the 2p orbital for the 
required calculation. 
6.2 Evaluation of Second Born Matrix Elements 
Second Born amplitudes for helium scattering, have been calculated within the closure approxi-
mation (see section 5.3.1). Again, the calculations follow the work of Byron and Joachain, Holt 
et al. and Buckley and Walters, and have been used to verify the numerical procedures used. 
Using eqn 5.46 from section 5.3.1, the second Born matrix element, within the closure 
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Table 6.9: Generalised oscillator strengths for the 21P ..- 118 helhun transition 
Ka.u. fBI(s) MCSCF j(0)(3p) MCSCF j(0)(2p) Bell et al. 
0.0 0.2819(0) 0.2464(0) 0.2350(0) 0.2759(0) 
0.1 0.2774(0) 0.2422(0) 0.2309(0) 0.2714(0) 
0.2 0.2645(0) 0.2301(0) 0.2190(0) 0.2585(0) 
0.3 0.2444(0) 0.2115(0) 0.2010(0) 0.2386(0) 
0.4 0.2194(0) 0.1886(0) 0.1788(0) 0.2137(0) 
0.5 0.1915(0) 0.1637(0) 0.1546(0) 0.1860(0) 
0.6 0.1628(0) 0.1386(0) 0.1302(0) 0.1576(0) 
0.7 0.1353(0) 0.1148(0) 0.1071(0) 0.1304(0) 
0.8 0.1101(0) 0.9294(-1) 0.8616(-1) 0.1055(0) 
0.9 0.8799(-1) 0.7391(-1) 0.6793(-1) 0.8379(-1) 
1.0 0.6921(-1) 0.5784(-1) 0.5263(-1) 0.6543(-1) 
1.2 0.4124(-1) 0.3412(-1) 0.3028(-1) 0.3831(-1) 
1.4 0.2372(-1) 0.1941(-1) 0.1669(-1) 0.2156(-1) 
1.6 0.1337(-1) 0.1075(-1) 0.8899(-2) 0.1183(-1) 
1.8 0.7468(-2) 0.5843(-2) 0.4633(-2) 0.6403(-2) 
2.0 0.4170(-2) 0.3146(-2) 0.2386(-2) 0.3449(-2) 
2.2 0.2342(-2) 0.1698(-2) 0.1234(-2) 0.1861(-2) 
2.4 0.1329(-2) 0.9259(-3) 0.6487(-3) 0.1010(-2) 
2.6 0.7631(-3) 0.5120(-3) 0.3483(-3) 0.5542(-3) 
2.8 0.4444(-3) 0.2868(-3) 0.1909(-3) 0.3078(-3) 
3.0 0.2626(-3) 0.1623(-3) 0.1064(-3) 0.1735(-3) 
3.5 0.7522(-4) 0.4042(-4) 0.2586(-4) 0.4430(-4) 
4.0 0.2355(-4) 0.1074(-4) 0.6761(-5) 0.1256(-4) 
4.5 0.8001(-5) 0.3219(-5) 0.2019(-5) 0.3949(-5) 
5.0 0.2925(-5) 0.1121(-5) 0.7133(-6) 0.1370(-5) 
6.0 0.4730(-6) 0.1862(-6) 0.1222(-6) 0.2134(-6) 
7.0 0.9455(-7) 0.3461(-7) 0.2267(-7) 0.4377(-7) 
8.0 0.2246(-7) 0.6696(-8) 0.4339(-8) 0.1100(-7) 
9.0 0.6146(-8) 0.1561(-8) 0.1014(-8) 0.3216(-8) 
10.0 0.1893(-8) 0.4883(-9) 0.3218(-9) 0.1057(-8) 
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approximation is 
N 
f(l)(k2,f;k1,i) = LJb(n,kn) C(k), (6.35) 
n=O 
where Ib(n, kn) is (from eqn 5.47) 
(6.36) 
and 
N 
C(k) = Lh(n,k) Ic(k). (6.37) 
n=O 
The closure energy is b. so that = ki- 26, and the closure integral Ic(k) is written 
Following Byron and Joachain [70], the elastic scattering amplitude (f = i 0) with the 
summation in eqn 6.35 truncated at N 0 is 
JC1)(k2,0;k1,0) = Ib(O,ko) -Ib(O,k) +Ic(k) 
lim ;· dk (¢k2 Vlo!VI¢k'l,bo) (¢k~oiVI¢k1 Vlo) 
1)-->0+. k2 - k8 ZTJ 
_ lim ;· dk (¢k21/JoiVI¢k7/Jo)(¢kVIoiVI¢kl'l,bo) 
1)->0+ . k2 - k2 ir; 
+ r ;· (VIol(¢k2!VI¢k)(¢kiVI¢kJIVIo) 
112,~~ . k2 k2 - iT} . (6.39) 
7/Jo being the ground state, target wave function. 
For helium scattering, the ground state wave function is approximated by 
(6.40) 
and the first Born matrix elements are, from eqn 6.9, 
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(6.41) 
Substituting this into eqn 6.39 gives 
where 
(6.43) 
6.2.1 Evaluation of the Second Born Integrals 
For atomic orbitals, expanded using a set of s type Slater functions ( exp( -air)), the first Born 
scattering amplitudes can be written in the general form (see eqn 6.11) 
(6.44) 
which can be reduced using partial fractions to, 
(6.45) 
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Now, for a correctly normalized orbital, I: ai/br = 1 so the 1/ K2 terms cancel and the first 
Born amplitudes from eqn 6.44 finally reduce to 
(6.46) 
This form of the first Born scattering amplitudes is useful, because when substituted into 
the closure approximation, eqn 6.42, all the resulting integrals are of the general form, 
(6.47) 
where l, m = 1 or 2. The l and/or m 2 cases can be written terms of the corresponding 
example, 
(6.48) 
The solution of the general integral 
(6.49) 
(where i)\ = k) has been determined by Lewis [91]. The integral 
(6.50) 
has been given by Vachaspati [92] and Daltiz [93] (see appendix E). 
For higher order s and p orbitals, the most general integral required for the calculation of 
the second Born matrix elements, after substitution of the first Born amplitudes, is 
(6.51) 
i,j = x,y,z. denominator can be treated in the same manner as above. By 
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successive differentiation of the l m = 1 case with respect to Pl and p2, the integrals 
(Itm, Ilm,i, Ilm,ij) are obtained, 
( -1)l+m 
(Ilm, Ilm,i, Ilm,ij) = (l _ 1)!(m _ 1)! ( 
1 ) 1 01 ( -1 ) m 0m 
-2 - -;)~ -2 !-1 m (Iu,Iu,i,Ill,ij) ~Ll up1 ~L2 u~L2 
(6.52) 
Vachaspati [92] and Byron and Latour [68] give expressions for the Iu,i terms and Dalitz 
[93] derives expressions for both the Iu,i and Iu,ij integrals. 
As an example, the calculation of the 2p contribution to the ground state elastic scattering 
of electrons from atomic hydrogen is outlined. Using the exact hydrogen 1s and 2p target states, 
the first Born scattering amplitudes are 
(6.53) 
Substituting into the second Born integral gives 
(6.54) 
The 2p contribution to the matrix element consists of the three terms h, h and !3 which 
when summed, can be written, 
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(6.55) 
Expression 6.55 is now simply the sum of terms of the form of Itm, Itm,i and Ilm,ij, defined 
in eqn 6.51 The specific integrals can be calculated using the prescription of Dalitz, giving the 
2p contribution to the second Born matrix element. 
·when Gaussian functions are used to expand the atomic orbitals, the expression for the 
first Born scattering amplitudes corresponding to eqn 6.44 is 
(6.56) 
Appendix G gives an account of the derivation of the corresponding second Born integrals. 
Because is incomplete, another method of calculating the second Born integrals from nmc-
tions the form of eqn 6.56 wa..s used. Fitting the elastic, 
using eqn 6.56, to a non-linear function of the form 
Born matrix elements calculated 
(6.57) 
leaves required integrals eqn 6.42 in the form eqn 6.49. Substituting eqn 6.57 back 
into 6.42 leads to 
M i\!I I: I:>iaj [2J(kl, bi, k2, bj; -iko) J(k1, bi, k2, bj; -ik)] 
i=l j=l 
i\1[ 
+ Lai [I(k1,bi,k2,0; -ik) +I(kl,O,k2,bi;-ik)] 
i=l 
and the result of Lewis, this expression can be evaluated analytically. 
Higher order orbitals are fitted to functions of the form 
97 
(6.58) 
(6.59) 
which, when substituted, give expressions which can again be evaluated analytically. 
6.2.2 Results 
The second Born matrix elements were calculated in the closure approximation as described in 
section 6.2, using the first Born amplitudes calculated from the Byron and Joachain 1s helium 
orbital (see section 6.1). 
The first Born amplitudes, calculated using the McKoy, 10 function Gaussian expansion of 
the helium 1s orbital, were fitted to a function of the form of eqn 6.57. This function was then 
used to calculate the second Born matrix elements through eqn 6.58. The procedure used to fit 
the first Born amplitudes is described in appendix H. It is known as the Levenberg-Marquardt 
.Method and is a general, non-linear least squares fitting procedure. The figure of merit used is 
the x2 , which is minimized with respect to the variable parameters used in the fitting function. 
20 points were used in the fitting procedure, ranging from K = 0 to 95 in increments of 5a.u. 
Obviously, because the Gaussian and Slater first Born amplitudes are so close, fitting the 
Gaussian amplitudes using a function of the form of eqn 6.46 as a starting point, immediately 
gives a very close fit. Using this approach gives a x2 value of 0.1981 x 10-10 . The fitting 
function, denoted (3, 3), not surprisingly, is very similar to the original, eqn 6.46. The absolute 
value of the x2 term is dependent on the points chosen to be used in the fitting procedure and 
is of little practical value. It is only meaningful to use the x2 values as a comparison between 
various fitting functions. It was investigated whether a more simple fitting function could be 
found which adequately matched the Gaussian first Born amplitudes. The expansion 
M 
f (o) ( 18 . k 18) _ "'""" ai k2) 1 ) 1) 1 - ~ 2 b2 ) 
i=1 K + i 
(6.60) 
showed the lowest x2 value of 0.4017 x 10-9 , when lvf = 2. The same set of 20 points was 
used. Table 6.10 gives the first Born amplitudes from table 6.2 and the fitted amplitudes, from 
the lvf = 2 function. 
The lvf = 2 expansion, which will be denoted the (2, 0) fit, is 
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(0) - 1.410 5.418 
f(2,o)(K)- K2 + (4.789)2 - K2 + (2.521) 2 (6.61) 
No improvement over the (2, 0) function could be obtained by including terms of the form 
a (6.62) 
It can be seen from table 6.10, that the (3, 3) fitted functions are practically indistinguishable 
from the original amplitudes and the (2, 0) fitted amplitudes are also in excellent agreement. 
Because of it's relative simplicity, the (2, 0) function was used in the subsequent calculation of 
the second Born matrix elements. 
Table 6.10: First Born scattering amplitudes calculated from the full expression for the j(0)(K), 
and from the (2, 0) fitted function 
K jC0) (K) j(o) (K) (3, 3) fit j(o)(K) (2, 0) fit 
0 -0.7910(0) -0.7910(0) -0.7910(0) 
5 -0.1434(0) -0.1434(0) -0.1434(0) 
10 -0.3949(-1) -0.3949(-1) -0.3947(-1) 
15 -0.1773(-1) -0.1773(-1) -0.1773(-1) 
20 -0.9992(-2) -0.9991(-2) -0.1000(-1) 
25 -0.6398(-2) -0.6398(-2) -0.6406(-2) 
30 -0.4444(-2) -0.4444(-2) -0.4450(-2) 
35 -0.3266(-2) -0.3265(-2) -0.3270(-2) 
40 -0.2500(-2) -0.2500(-2) -0.2504(-2) 
45 -0.1976(-2) -0.1976(-2) -0.1979(-2) 
50 -0.1600(-2) -0.1600(-2) -0.1603(-2) 
55 -0.1323(-2) -0.1323(-2) -0.1325(-2) 
60 -0.1111(-2) -0.1111(-2) -0.1113 (-2) 
65 -0.9469(-3) -0.9469(-3) -0.9486(-2) 
70 -0.8165(-3) -0.8165(-3) -0.8179(-3) 
75 -0.7112(-3) -0.7112(-3) -0.7125(-3) 
80 -0.6252(-3) -0.6251(-3) -0.6262(-3) 
85 -0.5537(-3) -0.5537(-3) -0.5547(-3) 
90 -0.4939(-3) -0.4939(-3) -0.4948 ( -3) 
95 -0.4433(-3) -0.4433(-3) -0.4441(-3) 
100 -0.4001(-3) 
The helium, second Born matrix elements calculated from the Byron and Joachain, Slater 
1s orbital at 200, 300, 400 and 500eV are given in table 6.11. Also given are the results of 
using the (2, 0) fit to the 10 function Gaussian, first Born amplitudes. The 300eV Gaussian 
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results are compared with the quoted values of Byron and Joachain in table 6.12. The closure 
energy used is the value given by Byron and Joachain of .6. = 1.3a.'u. Thus P = k5- 2.6 where 
ko is the incident energy. The value of the closure energy was chosen so that the imaginary 
part of the forward scattering amplitude, matches the total cross section calculated using the 
Bethe-Born approximation at 500e V calculated by Inokuti et al. [94] as required by the optical 
theorem (see section 5.3.1). 
Table 6.11: Second Born scattering amplitudes, calculated analytically, and from the (2, 0) 
fitted function 
Scattering angle 
5 
10 
15 
20 
25 
30 
5 
10 
15 
20 
25 
30 
5 
10 
15 
20 
25 
30 
5 
10 
15 
20 
25 
30 
200eV 
Slater Gaussian 
0.4338(0), 0.7969(0) 3 0.4333(0), 0.7959(0) 
0.2467(0), 0.6281(0) 0.2465(0), 0.6274(0) 
0.1546(0), 0.4789(0) 0.1545(0), 0.4784(0) 
0.1112(0), 0.3728(0) 0.1112(0), 0.3725(0) 
0.8974(-1), 0.3024(0) 0.8971(-1), 0.3021(0) 
0.7786(-1), 0.2565(0) 0.7781(-1), 0.2562(0) 
300eV 
0.2589(0), 0.6605(0) 0.2586(0), 0.6597(0) 
0.1237(0), 0.4627(0) 0.1236(0), 0.4622(0) 
0.7766(-1), 0.3319(0) 0.7764(-1), 0.3316(0) 
0.5999(-1), 0.2548(0) 0.5998(-1), 0.2545(0) 
0.5142(-1), 0.2095(0) 0.5139(-1), 0.2093(0) 
0.4579(-1), 0.1818(0) 0.4575(-1), 0.1815(0) 
400eV 
0.1676(0), 0.5562(0) 0.1674(0), 0.5555(0) 
0.7459(-1), 0.3604(0) 0.7456(-1), 0.3601(0) 
0.4972(-1), 0.2527(0) 0.4971(-1), 0.2526(0) 
0.4060(-1), 0.1956(0) 0.4058(-1), 0.1954(0) 
0.3542(-1), 0.1637(0) 0.3539(-1), 0.1635(0) 
0.3130(-1), 0.1441(0) 0.3127(-1), 0.1438(0) 
500eV 
0.1154(0), 0.4766(0) 0.1153(0), 0.4761(0) 
0.5106(-1), 0.2938(0) 0.5105(-1), 0.2935(0) 
0.3623(-1), 0.2048(0) 0.3623(-1), 0.2046(0) 
0.3042(-1), 0.1605(0) 0.3041(-1), 0.1603(0) 
0.2645(-1), 0.1361(0) 0.2643(-1), 0.1359(0) 
0.2298(-1), 0.1205(0) 0.2295(-1), 0.1203(0) 
Table 6.14 gives the second Born amplitudes at 300eV for the three different expansions of 
3 Elements in tables written a, b represent the complex number a+ ib 
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Table 6.12: Second Born amplitudes from 
Gaussian, (0, 2) fit 
Byron and Joachain, and calculated from the 
Scattering angle 
5 
10 
15 
20 
25 
30 
Byron and Joachain 
0.259(0), 0.661(0) 
0.124(0), 0.463(0) 
0.78(-1), 0.332(0) 
0.60(-1), 0.255(0) 
0.52(-1), 0.210(0) 
0.46(-1), 0.182(0) 
Gaussian 
0.2586(0), 0.6597(0) 
0.1236(0), 0.4622(0) 
0.7764(-1), 0.3316(0) 
0.5998( -1)' 0.2545(0) 
0.5139(-1), 0.2093(0) 
0.4575(-1), 0.1815(0) 
Table 6.13: x2 values for the first Born amplitudes, calculated for the 20 points K = 0- 95a.1t. 
Slater/Slater fit Gauss(10)/Gauss(10) fit Gauss(5)/Gauss(5) fit 
0.3447( -9) 0.4017(-9) 0.1606(-10) 
Slater/Gauss(10) Slater/Gauss(5) 
0.2639(-6) 0.5151(-4) 
the helium 1s orbital (see section 6.1). The second Born amplitudes are calculated via (2, 0) 
fitting functions. Also given is the Slater exact results from table 6.11. Table 6.13 gives the x2 
values for these fits. Also given is the x2 values for the exact Slater and Gaussian amplitudes 
from table 6.2 compared with each other, calculated from the same 20 points as the fitted 
functions. From table 6.13, it can be seen that the (2, 0) fitted functions match the exact 
amplitudes significantly better that the exact amplitudes match each other. Comparing the 
exact Slater, and the (2, 0) fitted Slater results from table 6.14 gives a measure of the error 
introduced in using a fitted function rather than the exact amplitudes in the calculation of the 
second Born matrix elements. Interestingly, the Gaussian(10) results are very close to the (2, 0) 
Slater second Born matrix elements. This is not necessarily what would be expected when 
considering the various x2 values, and is considered a fortuitous accident rather than having 
any underlying significance, with respect to the two methods of calculation. The results as a 
whole, compare very well and do not seem too sensitive to the detail of the first Born amplitudes 
or the fitting procedure. 
6.2.3 Inclusion of Intermediate States 
Eqn 6.35 can be extended to include intermediate states beyond the ground state. The next 
two lowest lying singlet states for helium, are the 21 S and 21 P states. Writing the first Born 
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Table 6.14: 300eV second Born scattering amplitudes calculated from the two function fit to the 
first Born amplitudes evaluated using the two function Slater 1s orbital of Byron and Joachain 
and the 5 and 10 function Gaussian orbitals of McKoy et al. 
Scattering 
Angle 
5 
10 
15 
20 
25 
30 
5 
10 
15 
20 
25 
30 
Slater exact 
0.2589(0), 0.6605(0) 
0.1237(0), 0.4627(0) 
0.7766(-1), 0.3319(0) 
0.5999(-1), 0.2548(0) 
0.5142(-1), 0.2095(0) 
0.4579(-1), 0.1818(0) 
Gaussian lOs basis 
0.2586(0)' 0.6597(0) 
0.1236(0), 0.4622(0) 
0.7764(-1), 0.3316(0) 
0.5998(-1), 0.2545(0) 
0.5139(-1), 0.2093(0) 
0.4575(-1), 0.1815(0) 
Slater fitted 
0.2587(0), 0.6599(0) 
0.1236(0), 0.4622(0) 
0.7764(-1), 0.3316(0) 
0.5998( -1)' 0.2546(0) 
0.5139(-1), 0.2093(0) 
0.4575(-1), 0.1816(0) 
Gaussian 5s basis 
0.2572(0) ,0.6556(0) 
0.1232(0) ,0.4597(0) 
0.7756( -1) ,0.3300(0) 
0.5998( -1) ,0.2533(0) 
0.5140( -1) ,0. 2083(0) 
0.4577( -1) ,0.1806(0) 
amplitudes for the elastic, 21 S -+ 11 S and 21 P -+ 11 S as 
(6.63) 
(6.64) 
(6.65) 
respectively, the closure approximation to the second Born, elastic matrix elements including 
these states is 
3 
Ib(1 1S; k11S) + Ib(2 1S; k21S) + L Ib(21 Pm; k21p) 
m=l 
3 
-h(11S; k)- Ib(2 1S; k)- L Ib(21 Pm; k) 
m=1 
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(6.66) 
where Ib(n, z) and Ic(k) have been defined in eqns 6.36 and 6.38 respectively. ·writing the 
Byron and Joachain expression for the second Born matrix elements, eqn 6.42, as fg)(11S; k), 
eqn 6.66 can be written 
j<1)(k2,l1S;k1,11S) = fg)(11S,k) +Ib(21S,k2ls) -Jb(21S,k) 
3 
+ L (Ib(21Pm,k2lp)-Jb(21PmJ.;)). 
m=l 
(6.67) 
Thus, the only additional terms required for the calculation of the second Born amplitudes 
via eqn 6.66, are the Ib terms for the 21 S and 21 P states. 
21S Contribution 
Using helium 1s and 2s orbitals from eqns 6.10 and 6.27 respectively, the first Born inelastic 
scattering amplitudes from eqn 6.29, can be written in the form 
A B 
K2(K2 + a2)2 + K2(K2 + b2)2 
, C(3c2 - K 2) D(3d2 - K 2) 
· K2(K2 + c2)3 + K2(K2 + d2)3 (6.68) 
Using 
form 
ideas introduced in section 6.2.1, this expression can be reduced to one of the 
(6.69) 
which, when substituted into the expression for the integral Ib, can be written as the sum of 
derivatives with respect to P·i and The calculation 
of Ib requires the calculation of terms Js1, h2 and fss. These were calculated by numerically 
differentiating the corresponding lower order rather than attempting to determine the 
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explicit expression, which is a very complicated function. 
The contributions from the 218 state to the elastic second Born amplitudes, are given in 
tables 6.15. The first column gives the Ib term calculated using the 218 intermediate energy of 
0.75775a.'I.L which is the accurate value of Weiss, quoted by Kim and Inokuti [86]. The final two 
columns give the contribution calculated at the closure energy of Holt et al. [71] and Buckley 
and Walters [72] respectively. 
The inelastic Slater first Born amplitudes were also fitted using eqn 6.57 allowing the cal-
culation of the Ib terms from a simplified function. The integrals Ib(2 15, k218 ) and Ib(2 15, k) 
from eqn 6.66 again reduce to the integrals defined in eqn 6.49. 
The first Born amplitudes from table 6. 7 were fitted from K = 0 to oo. The threshold 
for excitation of the 215 state, from the calculations of Weiss, is 0.75775a.u. The non-physical 
region below threshold was included because the integral over k in eqn 6.36 runs over all k 
space, and thus, includes the off shell components of the first Born amplitudes. 
The 218 first Born amplitudes were again fitted using the Levenberg-Marquardt method. 
Because of the rapid fall off of the first Born matrix elements, the range of fitting was reduced 
to 0---+ 10a.u. using 20 points. Above 10a.u. the first Born matrix elements become very small 
and thus it is questionable whether it is useful to attempt to fit to these values. The best fit 
was obtained from the two term function 
(0) - 1.795 
ffit2(K)- (K2 + (1.670)2)2 
1.969 (6.70) 
which gives a x2 value for the 20 points ranging from K = 0 ---+ 9.5a.u. in increments of 
0.5a.u., of 0.2761 X 10-4 which was considered reasonable. Table 6.16 gives the 218 <---- 118 
first Born amplitudes calculated from the wave functions described by Holt et al. and from 
eqn 6.70. Figure 6-4 graphs the fitted and exact first Born 215---+ 118 amplitudes. 
Table 6.17 gives the 300eV results from table 6.15 and the same terms calculated from the 
fitted first Born amplitudes for comparison. Also given are the Ib terms, calculated from the 
Hartree-Fock first Born amplitudes, evaluated using the McKoy Gaussian basis, and fitted to 
a two term function similar to eqn 6.70. 
Comparison of the Slater results from table 6.17 show the simple fitted function does not 
reproduce the first Born amplitudes with sufficient accuracy required for the subsequent eval-
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Table 6.15: 21S Ib terms calculated at the intermediate energy of ·weiss and at the closure 
energies of Holt et al. and Buckley and Walters 
Scattering 200eV 
Angle E21S = 0.75775 ,6, = 0.84245 ,6, = 1.45 
5 0.3504(-3), 0.1148(-2) 0.3779(-3), 0.1137(-2) 0.5589(-3), 0.1029(-2) 
10 0.3191(-3), 0.1083(-2) 0.3450(-3), 0.1074(-2) 0.5170( -3)' 0.9760(-3) 
15 0.2733(-3), 0.9854(-3) 0.2969(-3), 0.9775(-3) 0.4539( -3)' 0.8941( -3) 
20 0.2204(-3), 0.8668(-3) 0.2410(-3), 0.8607(-3) 0.3800(-3), 0.7938(-3) 
25 0.1675( -3)' 0. 7 400( -3) 0.1850( -3)' 0. 7357( -3) 0.3044( -3)' 0.6853( -3) 
30 0.1199( -3)' 0.6159( -3) 0.1343(-3), 0.6132(-3) 0.2340( -3)' 0.5776( -3) 
300eV 
5 0.2289(-3), 0.9396(-3) 0.2472(-3), 0.9340(-3) 0.3714(-3), 0.8768(-3) 
10 0.1984(-3), 0.8592(-3) 0.2150(-3), 0.8545(-3) 0.3287(-3), 0.8052(-3) 
15 0.1565(-3), 0.7436(-3) 0.1708(-3), 0.7400(-3) 0.2691(-3), 0.7014(-3) 
20 0.1126(-3), 0.6129(-3) 0.1242(-3), 0.6105(-3) 0.2051(-3), 0.5832(-3) 
25 0.7380(-4), 0.4851(-3) 0.8284(-4), 0.4838(-3) 0.1465(-3), 0.4662(-3) 
30 0.4358(-4), 0.3720(-3) 0.5038( -4)' 0.3715( -3) 0.9866( -4)' 0.3614( -3) 
400eV 
5 0.1685( -3)' 0.8103( -3) 0.1822(-3), 0.8067(-3) 0.2760(-3), 0.7704(-3) 
10 0.1390( -3)' 0. 7183( -3) 0.1510(-3), 0.7155(-3) 0.2339(-3), 0.6857(-3) 
15 0.1010(-3), 0.5922(-3) 0.1108(-3), 0.5903(-3) 0.1788(-3), 0.5690(-3) 
20 0.6480(-4), 0.4593(-3) 0.7222(-4), 0.4582(-3) 0.1244(-3), 0.4448(-3) 
25 0.3632( -4)' 0.3395( -3) 0.4167(-4), 0.3391(-3) 0.7965(-4), 0.3318(-3) 
30 0.1702( -4)' 0.2426( -3) 0.2073(-4), 0.2426(-3) 0.4728(-4), 0.2393(-3) 
500eV 
5 0.1325(-3), 0.7198(-3) 0.1433(-3), 0.7173(-3) 0.2183(-3), 0.6918(-3) 
10 0.1040(-3), 0.6188(-3) 0.1131(-3), 0.6169(-3) 0.1773(-3), 0.5971(-3) 
15 0.6965(-4), 0.4868(-3) 0.7674(-4), 0.4857(-3) 0.1266(-3), 0.4727(-3) 
20 0.3973( -4)' 0.3565( -3) 0.4479( -4)' 0.3560( -3) 0.8069( -4)' 0.3488( -3) 
25 0.1873(-4), 0.2478(-3) 0.2214(-4), 0.2477(-3) 0.4648( -4)' 0.2444( -3) 
30 0.6284(-5), 0.1665(-3) 0.8484(-5), 0.1666(-3) 0.2436(-4), 0.1656(-3) 
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Table 6.16: 21 S f- 11 S first Born amplitudes calculated from the Helium states of Holt et al. 
and from the 218 f- 11S fitted function 
K f~n,_Jl8 (Holt et al.) f~~L--Jl,S' (fitted) 
0.0 0.2248(0) 0.2250(0) 
0.5 0.1885(0) 0.1885(0) 
1.0 0.1196(0) 0.1181(0) 
1.5 0.6589(-1) 0.6316(-1) 
2.0 0.3487(-1) 0.3203(-1) 
2.5 0.1861(-1) 0.1633(-1) 
3.0 0.1021(-1) 0.8583(-2) 
3.5 0.5778(-2) 0.4688(-2) 
4.0 0.3376(-2) 0.2663(-2) 
4.5 0.2032(-2) 0.1570(-2) 
5.0 0.1257(-2) 0.9577(-3) 
5.5 0.7968(-3)' 0.6027(-3) 
6.0 0.5164(-3) 0.3901(-3) 
6.5 0.3415(-3) 0.2590(-3) 
7.0 0.2299(-3) 0.1760(-3) 
7.5 0.1573(-3) 0.1221(-3) 
8.0 0.1092(-3) 0.8632(-4) 
8.5 0.7675(-4) 0.6209(-4) 
9.0 0.5456(-4) 0.4538(-4) 
9.5 0.3916(-4) 0.3364(-4) 
Table 6.17: Ib terms calculated analytically, and using the 21 S f- 11 S fitted function, for an 
incident energy of 300eV, and 6. = 0.75775a.u. 
Scattering 
Angle 
5 
10 
15 
20 
25 
30 
Analytic 
0.2289(-3), 0.9396(-3) 
0.1984(-3), 0.8592(-3) 
0.1565(-3), 0.7436(-3) 
0.1126(-3), 0.6129(-3) 
0.7380(-4), 0.4851(-3) 
0.4358(-4), 0.3720(-3) 
Fitted (Slater) 
0.3250(-3), 0.1698(-2) 
0.2465( -3)' 0.1423( -2) 
0.1585(-3), 0.1085(-2) 
0.8742(-4), 0.7724(-3) 
0.4060( -4)' 0.5262( -3) 
0.1395( -4)' 0.3498( -3) 
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Fitted (Gaussian) 
0.2527(-3), 0.1352(-2) 
0.1936(-3), 0.1143(-2) 
0.1250(-3), 0.8792(-3) 
0.6763( -4)' 0.6270( -3) 
0.2878(-4), 0.4224(-3) 
0.6562(-5), 0.2730(-3) 
0.25 
0.20 
~\ -+-Slater -!:::.-Fitted 
0.15 
10) 0.10 (K) (a.u.) 
0.05 
0.00 
0 2 3 4 5 
K (a.u.) 
Figure 6-4: Analytic and fitted helium 21 S ~ 11 S generalised oscillator strengths 
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uation of the second Born, Ib terms. It is anticipated that the first Born amplitudes could be 
fitted to greater accuracy by more extensive functions than the simple two term expression 6. 70. 
The problem with this is the Levenberg-Marquardt method only determines the local minima 
of the figure of merit from the defined initial point. Using fitting functions with more variables 
means the resulting optimisation contains a larger number of local minima thus making it more 
difficult to systematically search for the global minima. Other approaches to the optimisation 
must be used in this case. 
21 P Contribution 
The calculation of 21 P contribution to the second Born matrix elements, proceeds in the 
same manner as the 2p case for atomic hydrogen scattering, outlined in section 6.2.1. The first 
Born scattering amplitudes, from section 6.1.2 are 
3 
k1l1S) = L J(O)(k2,21Pm;k1, 115). (6.71) 
m=l 
Using the wave function of Holt et al., eqn 6.32, the individual scattering amplitudes, 
Substituting this into the equation for the second Born matrix elements, eqn 6.66, 
expression for the 21 P contribution to jCl) (k2, 11 S; k 1 11 S), 
numerator three terms associated with the magnetic substates m = 0, 
combined (see eqn 6.55), 
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(6.72) 
the 
can be 
3 L ( K1Y1~(K1)K2Yim(K2)) = 
m=l 
3 
47f (K1xK2x + K1yK2y + K1zK2z) 
- kl. k2- (kl + k2). k + k. k, (6.74) 
and the denominator can be reduced using partial fractions, (see eqn 6.53), 
1 
(6.75) 
Substituting into eqn 6. 73 gives, 
2 2 4 4 
JJ~~ = L L L L (kl · k2Inknl (klx + k2x)Inknz,x- (kly + k2y)Inkn1,y 
i=l j=l k=l l=l 
(6.76) 
eqn 6.51, and are related to 
the corresponding , In,x and In,xx etc. terms through differentiation with respect to the 
parameters J..Ll and f..t2· 
Calculation of the integrals In,m and In,mm was completed using equations (A4) and (A6) 
from the paper by Dalitz [93]. The integral over Z was completed using 128 point Gauss-
Legendre quadrature. The differentiations required for the evaluation of higher order terms 
were completed numerically. 
Table 6.18 gives the 21P second Born matrix elements, from the Holt et al. wave function, 
calculated using 21 P energy of 0.77988a.tt. and the closure energies of 0.84245a.u. and 
1.45a.u. The numerical results are somewhat larger than the 218 terms, and have a more 
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Table 6.18: 21P Ib terms calculated at the intermediate energy of 'Weiss and at the closure 
energies of Holt et al. and Buckley and ·walters 
Scattering 200eV 
Angle E21p = 0.77988 ,6.. 0.84245 b.= 1.45 
5 -0.3214(0)' -0.6680( -1) -0.3005(0), -0.5646(-1) -0.1866(0), -0.2472(-1) 
10 0.1792(-1), -0.1180(-1) 0.1441(-1), -0.1379(-1) -0.1028(-1), -0.1891(-1) 
15 0.3913(-1), -0.1294(-2) 0.3493(-1), -0.4399(-2) 0.4665(-2), -0.1411(-1) 
20 0.1895(-1), -0.2617(-2) 0.1640(-1), -0.4524(-2) -0.2497(-2), -0.9896(-2) 
25 0.3560( -2)' -0.3382( -2) 0.2302( -2)' -0.4216( -2) -0.7044(-2), -0.5733(-2) 
30 -0.3073( -2)' -0.1832( -2) -0.3542( -2)' -0.2052( -2) -0.6995(-2), -0.1703(-2) 
300eV 
5 -0.2639(0), -0.1014(0) -0.2506(0), -0.8919(-1) -0.1611(0), -0.4519(-1) 
10 0.1101(0), 0.2170(-1) 0.1036(0), 0.1412(-1) 0.5245(-1), -0.2448(-1) 
15 0.7258(-1), 0.1461(-1) 0.6842(-1), 0.9161(-2) 0.3331(-1), -0.1889(-1) 
20 0.2368(-1), -0.9148(-3) 0.2185(-1), -0.3187(-2) 0.5967(-2), -0.1442(-1) 
25 0.1112(-2), -0.4831(-2) 0.5390(-3), -0.5380(-2) -0.4549(-2), -0.7625(-2) 
30 -0.5712(-2), -0.1806(-2) -0.5678( -2)' -0.1635( -2) -0.5445(-2), -0.4494(-3) 
400eV 
5 -0.1457(0), -0.9137(-1) -0.1408(0), -0.8397(-1) -0.9849( -1)) -0.5438( -1) 
10 0.1688(0), 0.5809(-1) 0.1618(0), 0.4684(-1) 0.1020(0), -0.1751(-1) 
15 0.7561(-1), 0.1976(-1) 0. 7230( -1)' 0.1412(-1) 0.4240(-1), -0.1848(-1) 
20 0.1520(-1), -0.4362(-2) 0.1411(-1), -0.5954(-2) 0.4039( -2), -0.1480( -1) 
25 -0.5041 ( -2)) -0.5977( -2) -0.5149(-2L -0.5925(-2) -0.6211( -2)' -0.5344( -2) 
30 -0.9229( -2)) -0.3617( -3) -0.8932(-2), 0.2100(-3) -0.6238( -2)) 0.3510( -2) 
500eV 
5 -0.1719(-1), -0.4952(-1) -0.1846(-1L -0.4917(-1) -0.1964( -1)' -0.5160( -1) 
10 0.1994(0), 0.8516(-1) 0.1927(0), 0.7208(-1) 0.1334(0), -0.7338(-2) 
15 0.6593(-1), 0.1679(-1) 0.6345(-1), 0.1185(-1) 0.4013( -1)' -0.1831( -1) 
20 0.5254( -2)) -0.8412( -2) 0.4679(-2), -0.9203(-2) -0.7876(-3), -0.1378(-1) 
25 -0.1010(-1), -0.5768(-2) -0.9939(-2), -0.9939(-2) -0.8454(-2), -0.1881(-2) 
30 -0.1191(-1), 0.1331(-2) -0.1150(-1), 0.2161(-2) -0.7619(-2), 0.7093(-2) 
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complicated angular dependence. As with the 21 S results, the integrals are not strong functions 
of .6., with the dependence being strongest at small angles and low energies. 
The Closure Term 
The expression for the second Born amplitude, using· the closure approximation and including 
the 11 S, 21 S and 21 P helium states is given by eqn 6.67. The fg) (11 S, k) term is, from eqn 6.42, 
(6.77) 
This expression was evaluated from the first Born scattering amplitudes, calculated from 
the two term Slater 1s helium orbital of Byron and Joachain as described in section 6.2.2. 
Table 6.19 gives the closure integrals calculated using the Holt et al. and the Buckley and 
Walters closure energies in the energy range 200eV to 500eV. Not surprisingly, the results for 
.6. = 1.45 are very similar to the Byron and Joachain results of table 6.11 who used the same 
expression , with .6. = 1.35. The Holt at al. results with .6. = 0.84245 are in reasonably good 
agreement indicating that the fg) terms are relatively insensitive to .6.. This is encouraging as 
.6. is a free parameter in the closure approximation, so for this approximation to be considered 
a reliable method, it should not be a strong function of .6.. 
Table 6.20 gives the full second Born amplitudes calculated with the 21 S and 21 P interme-
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Table 6.19: J2J) (11 S, k) terms calculated using the Byron and Joachain 1s helium orbital for 
the elastic first Born amplitudes, and the two closure energies of Holt et al. and Buckley and 
Scattering Angle i:l. 0.84245 i:l. = 1.45 
5 0.3512(0), 0.8887(0) 0.4504(0), 0.7665(0) 
10 0.1859(0), 0.6391(0) 0.2647(0), 0.6188(0) 
15 0.1273(0), 0.4680(0) 0.1654(0), 0.4794(0) 
20 0.1027(0), 0.3606(0) 0.1161(0), 0.3758(0) 
25 0.8970(-1), 0.2936(0) 0.9132(-1), 0.3053(0) 
30 0.8098(-1), 0.2510(0) 0.7786(-1), 0.2586(0) 
300eV 
5 0.1919(0), 0.6947(0) 0.2759(0), 0.6453(0) 
10 0.9748(-1), 0.4545(0) 0.1335(0), 0.4628(0) 
15 0.7194(-1), 0.3224(0) 0.8102(-1), 0.3344(0) 
20 0.6113(-1), 0.2489(0) 0.6055(-1), 0.2568(0) 
25 0.5420(-1), 0.2066(0) 0.5102(-1), 0.2108(0) 
30 0.4846(-1), 0.1805(0) 0.4519(-1), 0.1825(0) 
400eV 
5 0.1198(0), 0.5653(0) 0.1817(0), 0.5493(0) 
10 0.6349(-1), 0.3515(0) 0.7957(-1), 0.3624(0) 
15 0.4961(-1), 0.2471(0) 0.5059(-1), 0.2547(0) 
20 0.4281(-1), 0.1929(0) 0.4029(-1), 0.1967(0) 
25 0.3757(-1), 0.1627(0) 0.3492(-1), 0.1642(0) 
30 0.3290(-1), 0.1438(0) 0.3087(-1), 0.1443(0) 
500eV 
5 0.8250(-1), 0.4754(0) 0.1263(0), 0.4742(0) 
10 0.4655(-1), 0.2867(0) 0.5355(-1), 0.2958(0) 
15 0.3760(-1), 0.2014(0) 0.3626(-1), 0.2061(0) 
20 0.3237(-1), 0.1592(0) 0.3000(-1), 0.1610(0) 
25 0.2792(-1), 0.1357(0) 0.2606(-1), 0.1363(0) 
30 0.2393(-1), 0.1205(0) 0.2271(-1), 0.1206(0) 
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Table 6.20: Full, second Born matrix elements calculated using the closure approximation. 
Column one gives the results with no intermediate states included, columns two and three give 
matrix elements calculated the 21 S and 22 P intermediate states 
angle Byron and J oachain 6. = 0.84245 6. 1.45 
5 0.4338(0), 0.7969(0) 0.3303(0),0.8783(0) 0.3154( 0) ,0. 7245(0) 
10 0.2467(0), 0.6281(0) 0.1894(0), 0.6411(0) 0.2927(0), 0.6260(0) 
15 0.1546(0), 0.4789(0) 0.1315(0), 0.4712(0) 0.1997(0), 0.4923(0) 
20 0.1112(0), 0.3728(0) 0.1052(0), 0.3625(0) 0.1374(0), 0.3831(0) 
25 0.8974(-1), 0.3024(0) 0.9094( -1)) 0.2944(0) 0.1018(0), 0.3077(0) 
30 0.7786(-1), 0.2565(0) 0.8144(-1), 0.2512(0) 0.8167(-1), 0.2585(0) 
300eV 
5 0.2589(0), 0.6605(0) 0.1785(0), 0.6825(0) 0.1729(0), 0.5892(0) 
10 0.1237(0), 0.4627(0) 0.1039(0), 0.4621(0) 0.1910(0), 0.5090(0) 
15 0.7766(-1), 0.3319(0) 0.7608(-1), 0.3279(0) 0.1202(0),0.3680(0) 
20 0.5999(-1), 0.2548(0) 0.6294(-1), 0.2512(0) 0.7816( -1 ),0.2703(0) 
25 0.5142(-1), 0.2095(0) 0.5476(-1), 0.2071(0) 0.5661( -1) ,0.2136(0) 
30 0.4579(-1), 0.1818(0) 0.4842(-1), 0.1804(0) 0.4486(-1) ,0.1811(0) 
400eV 
5 0.1676(0), 0.5562(0) 0.1150(0), 0.5579(0) 0.1344( 0) ,0.5123(0) 
10 0.7459(-1), 0.3604(0) 0.7049(-1), 0.3627(0) 0.1463(0),0.4380(0) 
0.4972(-1), 0.2527(0) 0.5291(-1), 0.2527(0) 0.8372( -1) ,0.2930(0) 
20 0.4060(-1), 0.1956(0) 0.4389(-1), 0.1945(0) 0.5139( -1) ,0.2071(0) 
25 0.3542(-1), 0.1637(0) 0.3767(-1), 0.1626(0) 0.3604( -1) ,0.1636(0) 
30 0.3130(-1), 0.1441(0) 0.3259(-1), 0.1432(0) 0.2785( -1) ,0.1404(0) 
500eV 
5 0.1154(0), 0.4766(0) 0.8375(-1), 0.4750(0) 0.1286(0),0.4763(0) 
10 0.5106(-1), 0.2938(0) 0.5316(-1), 0.2998(0) 0.1194(0) ,0.3884(0) 
15 0.3623(-1), 0.2048(0) 0.4008( -1)' 0.2063(0) 0.6201( -1) ,0.2412(0) 
20 0.3042(-1), 0.1605(0) 0.3294(-1), 0.1599(0) 0.3600( -1) ,0.1664(0) 
25 0.2645(-1), 0.1361(0) 0.2776(-1), 0.1352(0) 0.2439( -1) ,0.1324(0) 
30 0.2298(-1), 0.1205(0) 0.2352(-1), 0.1197(0) 0.1840( -1) ,0.1148(0) 
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Table 6.21: Individual contributions to the second Born matrix elements 
Scattering Angle 5, Energy= 200eV 
Byron and Joachain 6.. = 0.84245 6.. = 1.45 
218 0.0000(0),0.0000(0) -0.2747(-4), 0.1062(-4) -0.2085(-3), 0.1179(-3) 
21 p 0.0000(0),0.0000(0) -0.2088(-1), -0.1034(-1) -0.1348(0), -0.4208(-1) 
fg) 0.4338(0), 0.7969(0) 0.3512(0), 0.8887(0) 0.4504(0), 0.7665(0) 
Scattering Angle 30, Energy 200eV 
218 0.0000(0),0.0000(0) -0.1439(-4), 0.2694(-5) -0.1141(-3), 0.3834(-4) 
21 p 0.0000(0),0.0000(0) 0.4693(-3), 0.2207(-3) 0.3922(-2), -0.1285(-3) 
fg) 0.7786(-1), 0.2565(0) 0.8098(-1), 0.2510(0) 0.7786(-1), 0.2586(0) 
Scattering Angle= 5, Energy = 500eV 
21 8 0.0000(0),0.0000(0) -0.1079(-4), 0.2479(-5) -0.8583(-4), 0.2804(-4) 
21 p 0.0000(0),0.0000(0) 0.1268(-2), -0.3470(-3) 0.2449(-2), 0.2085(-2) 
fg) 0.1154(0), 0.4766(0) 0.8250(-1), 0.4754(0) 0.1263(0), 0.4742(0) 
Scattering Angle= 30, Energy= 500eV 
218 0.0000(0),0.0000(0) -0.2200( -5)' 0.5640( -7) -0.1807( -4)' 0.9613( -6) 
21 p 0.0000(0),0.0000(0) -0.4076(-3), -0.8301(-3) -0.4290(-2), -0.5762(-2) 
fg) 0.2298(-1), 0.1205(0) 0.2393(-1), 0.1205(0) 0.2271(-1), 0.1206(0) 
diate states included in the calculation, from eqn 6.66. Also given are the Byron and Joachain 
results from table 6.11. The three sets of results are in reasonable agreement, with the great-
est discrepancies being at low energies and small scattering angles. These differences can be 
explained by considering the individual contributions to the results of table 6.20. Table 6.21 
gives the individual terms in the calculation of the second Born matrix elements for a number 
of energies and scattering angles. 
The terms 218 and 21P from table 6.21 are calculated by (see eqn 6.66), 
3 L (Ib(21Pm;k2lp) Ib(21Pm;lc)). (6.78) 
·m=1 
From table 6.21 it is evident that the 218 state is not significantly influencing the overall 
second Born matrix elements, throughout the angular and energy range considered. The 
terms with 6.. = 0.84245 are, not unexpectedly, rather smaller than the 6.. = 1.45 results. 
6.. 0.84245 is much closer to the intermediate state momentum k21p, thus the differences 
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Table 6.22: First Born amplitudes for elastic scattering from the 118 state of helium 
Scattering angle 200e V 300e V 400e V 500e V 
5 -0.7771(0) -0.7701(0) -0.7632(0) -0.7564(0) 
10 -0.7368(0) -0.7121(0) -0.6889(0) -0.6670(0) 
15 -0.6781(0) -0.6323(0) -0.5920(0) -0.5564(0) 
20 -0.6099(0) -0.5462(0) -0.4941(0) -0.4508(0) 
25 -0.5401(0) -0.4646(0) -0.4070(0) -0.3618(0) 
30 -0.4740(0) -0.3928(0) -0.3348(0) -0.2912(0) 
defined in eqn 6. 78 are expected to be smaller than the .6. = 1.45 case. The first Born amplitudes 
must also be taken into account when calculating the total second Born scattering amplitude. 
Table 6.22 gives the first Born amplitudes corresponding to the scattering angles and energies 
of the second Born matrix elements, generated above. 
The first Born amplitudes from table 6.22 are comparable or greater in magnitude to the 
second Born matrix elements from table 6.20, with the relative importance of the second order 
terms decreasing with increasing energy as expected for a perturbation expansion. The second 
Born matrix elements are larger, relative to the first Born amplitudes, at smaller angles which 
has been attributed to the importance of target polarization for small angle scattering [57]. 
Because of the relative simplicity of the 21 P ~ 11 S first Born scattering amplitudes, no 
significant simplification can be made by fitting to a function of the form of eqn 6.59 and 
then calculating the second Born matrix elements. Inclusion of further intermediate states in 
the closure expression for the second Born matrix elements, eqn 6.35, requires no additional 
computational techniques. Approximate 31 S, 31 P and 31 D helium wave functions have been 
given by Goldberg and Clogston [84], or tables of generalised oscillator strengths for states up 
to 41 P are available [88, 86], which can be fitted, allowing the second Born matrix elements 
to be calculated. Through this body of work, we developed and tested numerical methods to 
calculate scattering amplitudes via the Born approximation. Chapter 7 details the attempts 
made to extend these ideas to non-spherically symmetric interaction potentials. 
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Table 6.23: Orbital exponents for the Gaussian basis used for the Schwinger potential scattering 
calculations 
s functions 
0.9673(2) 
0.1461(2) 
0.3304(1) 
0.8731(0) 
0.2445(0) 
0.1358(0) 
0.7547(-1) 
0.4193(-1) 
0.2329(-1) 
0.1294(-1) 
Pz functions 
0.1500(1) 
0.7500(0) 
0.3000(0) 
0.1200(0) 
0.4800(-1) 
0.1000(-1) 
dz2 functions 
0.1500(1) 
0.7500(0) 
0.1000(-1) 
6.3 Potential Scattering Using the Schwinger Variational Prin-
ciple 
The Schwinger variational principle (see chapter 5) was used to calculate the scattering am-
plitude from two static potentials. The first of these was a simple Gaussian potential, V(r) = 
- exp( -r2). Accurate scattering amplitudes for this potential have been published by Holt and 
Santoso [95] using the Fredholm Integral Method and via a Runge-Kutta procedure, so this was 
a useful starting point for the development of out numerical tools. 
The Schwinger expression for the transition matrix elements is, from eqn 5.8 
Tk ·k = (¢k21VI¢~:))(¢~~)1VI¢kl) 
2
, 
1 (¢~~)IV- VGoVI¢tl; . (6.79) 
The scattering orbitals ¢~:)(r) and <Pt)(r) were expanded in a basis of Gaussian functions, 
{gi} taken from the paper of McKoy and Watson [23], augmented by three d functions. Ta-
ble 6.23 gives the orbital exponents for the basis used. Only the z orbitals of p symmetry, and 
the z2 orbitals of d symmetry contribute to the resulting equations which simplifies the basis. 
'With the scattering orbitals expanded in the basis {gi}, eqn 6.79 becomes 
N N 
Tk2,kl = I~>L(¢k21VI9i)[DiiJ- 1 (9jiVI¢kl), (6.80) 
i=l j=l 
where 
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Table 6.24: Scattering amplitudes calculated via the Schwinger variational principle and the 
Fredholm integral method, for the Gaussian potential V(r) =- exp( -r2) 
lk1l a.u. 
0.447 
1.0 
2.0 
Scattering 
angle 
0 
90 
180 
0 
90 
180 
0 
90 
180 
Schwinger 
0.5864(0), 0.1384(0) 
0.5389(0), 0.1382(0) 
0.5000(0), 0.1379(0) 
0.4597(0), 0.1033(0) 
0.2762(0), 0.9701(-1) 
0.1582(0), 0.8813(-1) 
0.3353(0), 0.1804(-1) 
0.7996(-1), 0.1337(-1) 
-0.2642(-1), 0.6230(-1) 
Fredholm 
0.5830(0), 0.1390(0) 
0.5380(0), 0.1380(0) 
0.4970(0), 0.1380(0) 
0.4720(0), 0.1040(0) 
0.2830(0), 0.9600(-1) 
0.1660(0), 0.8900(-1) 
0.4480(0), 0.5000(-1) 
0.5200(-1), 0.2000(-1) 
0.4000( -3)' 0.4500( -2) 
(6.81) 
The scattering amplitudes corresponding to the transition matrix elements Tk2 ,k1 are given 
simply by, j(k2,k1) = -1/(47r)Tk2 ,k1 · 
For the Gaussian potential V(r) = -exp(-r2 ), the three matrix elements required to eval-
uate eqn 6.80 are 
• ( </>k2 IVI9i) and (gj lVI ¢k1 ) which when written out explicitly are simply the Fourier 
transforms of the Gaussians, 9ifj with the orbital exponent increased by 1. 
• (gj IVI9i) which reduces to, on combination of the three Gaussian functions, to the integral 
over a single Gaussian centered at the origin, which can easily be evaluated. 
• (gjiVGoVIgi) which becomes, on substitution of V, the Gaussian matrix element of the 
two particle Green's operator. These matrix elements have been evaluated for general 
Cartesian Gaussian functions up to d symmetry by Levin et al. [96] (see appendix I) 
Table 6.24 gives the scattering amplitudes for scattering from the Gaussian potential V(r) = 
- exp( -r2 ), calculated using eqn 6.80, with the basis given in table 6.23. Also given are the 
Fredholm integral results of Holt and Santoso [95]. 
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The results from table 6.24 show an increasing discrepancy between the accurate Fredholm 
and the Schwinger results, on increasing energy. This is attributed to the incompleteness of 
the basis used to expand the scattering orbitals. The Fredholm results are increasingly peaked 
in the forward direction on increasing energy, as expected. For the Schwinger principle to 
reproduce the highly peaked nature of the Fredholm results at energies above 1 a.'IL requires 
a basis containing higher order angular momentum functions. As noted, only functions of L: 
symmetry contribute to eqn 6.80, so to improve results, , 9z4 etc. functions must be used. 
At high enough energies, the scattering orbitals ¢~:)(r) and ¢~:\r) become oscillatory, so the 
use of simple Gaussian functions centered at the origin will become increasingly inadequate. 
There is thus a limit to the use of simple L2 functions for the expansion of scattering orbitals. 
6.3.1 Helium Scattering via the Schwinger Variational Theory 
Electron-helium potential scattering amplitudes were also calculated using the Schwinger vari-
ational principle. The most conveniently way to describe the interaction potential is to use 
the static exchange potential for helium (see section 4.5.1). For elastic scattering, the static 
exchange potential for scattering from the ground state of helium is written 
(6.82) 
The first term is the electron-nucleus interaction. Jps(r) is the coulomb part of the inter-
action potential, given by 
Ji!e(r) l dr1 <Prse*(rl)¢i~e(rl)--1 ___,. (6.83) 
If the matrix element to be evaluated is (¢iiVf.EJ¢j), the final term of eqn 6.82 represents 
the exchange contribution, and can be written, 
KHe(r) = 'f'ls r dr A,He( ) ;· 
ls ¢j(r) . 1 (6.84) 
The advantage of using this nomenclature, is the Schwinger variational expression for the 
transition matrix elements reduces to the equivalent one particle equation (see eqn 6.79), 
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(6.85) 
As with the Gaussian potential, the scattering orbitals ¢{~) and <Pt) were expanded using 
the basis given in table 6.23 leading to the same expression for the transition matrix elements 
as eqn 6.80, with V replaced by Vf_E. Using Gaussian functions to expand the target helium 
orbital, ¢¥se(r) means the matrix elements over the interaction potential can be expresses as 
analytic functions. The helium ls orbital was approximated by the same five function expansion 
used for the Born calculations. Table 6.1 gives the exponents and expansion coefficients for the 
¢¥se(r) orbital. 
The integrals required for the calculation of the scattering amplitudes for the helium, static 
exchange case are 
• Bound-free matrix elements of the interaction potential, written (¢kJV/.EI9i)· From the 
explicit expression for the static exchange potential, eqn 6.82, the two integrals required 
are 
(6.86) 
and 
(6.87) 
(gi(r) represents a general Gaussian function). These integrals have been evaluated by 
McKoy and Watson [23]. The individual integrals for s, Pz and dz2 symmetries are given 
in appendix J 
• Bound-bound matrix elements of the interaction potential, written (giJV/.Eigj)· These are 
standard integrals required for bound state calculations. For simple s, p and d functions 
all centered at the origin, these integrals are not difficult to evaluate [97]. 
• Second Born like matrix elements ofthe Green's function, (giJVf.EGo Vf_Eigj)· The spectral 
representation of this matrix element is 
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(6.88) 
The explicit expressions for the bound-free matrix elements (see appendix J), can be 
written in short form as 
(6.89) 
(6.90) 
(6.91) 
The angular part of the final integral over k in eqn 6.88 can thus be easily completed, 
leaving a principle value radial integral, 
(6.92) 
This integral was completed numerically using Gauss-Legendre quadrature over the range 
0 ::;; k ::;; 2k0 , and Gauss-Laguerre over the semi-infinite range 2ko ::;; k ::;; oo. If the 
first integral, 0 ::;; k ::;; 2ko, has quadrature points symmetric about k = ko, no problem 
arises due to the singularity at that point, in the numerical integration. This method was 
preferred over the integration methods described in section 7.3.3 as it does not involve any 
transformation of the k coordinate, which becomes problematic when ko is small. This 
numerical integration scheme was tested by evaluating the Gaussian matrix elements of 
the Green's function and comparing with the analytic results of McKoy et al [23]. 
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Table 6.25: Scattering amplitudes calculated via the Schwinger variational principle, for scat-
tering from the ground state, static exchange potential of helium 
ko Scattering angle !Schwinger 
0 0.1255(1), 0.1575(-2) 
0.001 90 0.1255(1), 0.1575(-2) 
180 0.1255(1), 0.1575(-2) 
0 0.1257(1), 0.1580(-1) 
0.01 90 0.1257(1), 0.1580(-1) 
180 0.1257(1), 0.1580(-1) 
0 0.1228(1), 0.1531(0) 
0.1 90 0.1228(1), 0.1531(0) 
180 0.1227(1), 0.1531(0) 
0 0.1154(1), 0.2811(0) 
0.2 90 0.1152(1), 0.2811(0) 
180 0.1149(1), 0.2811(0) 
0 0.8518(0), 0.4205(0) 
0.5 90 0.8148(0), 0.4203(0) 
180 0.7778(0), 0.4200(0) 
0 0.5096(0), 0.2883(0) 
1.0 90 0.4525(0), 0.2872(0) 
180 0.3953(0), 0.2883(0) 
Table 6.25 gives the Schwinger scattering amplitudes for potential scattering 
state, static exchange potential helium. 
the ground 
The calculations were taken down to very low energies there are well defined limits 
of the amplitudes as ko -+ 0. The real part of the amplitude tends to a constant and becomes 
isotropic in the scattering angle. The imaginary part becomes linear in ko and also becomes 
isotropic in the scattering angle. 
Results from this section demonstrate our ability to calculate potential scattering ampli-
tudes via Schwinger variational principle. The second Born like matrix elements were 
approximated by the single term (from the spectral representation of the Green's function), 
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~ lim /dk (<l?~~)IVI~Ils¢k)~~P~¢kiVI<P~:)) 
71 _,o+ . k2 - k0 - 2"7 
Jb(11 S; ko) (6.93) 
The numerical procedures used to calculate this identity can be immediately extended to 
calculate additional Ib(i; ki) integrals, where i is an excited state of the helium atom. These 
are the terms required for the calculation of scattering amplitudes beyond the static exchange 
potential, (see section 5.3.1). The ability to calculate these terms allows pseudostate calculations 
[52] to be carried out, and allows the use of the closure approximation to estimate the second 
Born like matrix elements. These ideas are developed further in chapter 8. 
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Chapter 7 
Electron-Molecular Hydrogen 
Scattering 
A number of additional points arise in the calculation of scattering data from non-spherically 
symmetric potentials. For electron-helium scattering, the incident and final free electron mo-
mentum vectors, k 1 and k2 respectively, are defined relative to a center of mass frame of the 
helium target. The target itself does not have any geometrical structure that depends on ori-
entation, and so the orientation of the reference frame can be chosen arbitrarily. For diatomic 
molecular targets, k1 and k2 obviously must be defined relative to interatomic vector. This 
requires two additional parameters to fully specify the scattering geometry. For polyatomics, 
the three Euler angles are required to determine the orientation of the molecule with respect 
to the scattering vectors. 
7.1 The First Born Scattering Amplitudes 
In this thesis, Gaussian functions are used exclusively to expand molecular orbitals. These are 
the function of choice for bound state polyatomic calculations [19] due to the fact that two 
Gaussian functions of the same argument, centered at two points A and B, can be written as 
a single Gaussian centered on the line of intersection AB. More specifically, it can easily be 
shown that 
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where 
af3 
!= a+f3 8 a+f3 and 
C=aA+ 
a+ 
(7.1) 
(7.2) 
This greatly simplifies the bound state multicenter integrals required, and can be similarly 
exploited in scattering calculations. 
The ground state of molecular hydrogen is the X 12:t state and is approximated by a doubly 
occupied molecular orbital labeled (Jlg· The orbital is further approximated by a linear combi-
nation of Gaussian s-functions centered on the two atomic centers. The X 1 r:t state of H2 is 
now 
and 
N 
rT19 (r) = L NaCi,lge-o:(r-Ai)2 • 
i=l 
(7.3) 
(7.4) 
Evaluation of the first Born scattering amplitudes proceeds in the same manner as the 
amplitudes for helium scattering. The direct two electron integral required is only a slight 
modification of equation C.lO. The solution of the full integral for general Gaussians is given 
by Watson and McKoy [23]. 
eqn 6.5. 
one electron integral is simply given by Bethe's integral, 
Table 7.1 gives the orbital exponents and coefficients for the basis sets used in the mole-
cular hydrogen calculations. The exponents are uncontracted hydrogen basis sets taken from 
Poirier, Kari and Csizmadia [98]. The SCF coefficients were again obtained from a single point 
calculation using GAUSSIAN 92. The interatomic distance was fixed at the value of 1.40248a.u. 
The first Born scattering amplitudes calculated using the two basis sets of table 7.1, as a 
function of K, are given in table 7.2 and fig 7-2. The scattering geometry is given in figure 7-1. 
The two basis sets used to describe the (Jlg hydrogen orbital give very similar direct first 
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Table 7.1: Exponents and expansion coefficients for the approximation of the hydrogen a-19 
orbital as given by McKoy et al. 
0.8264(2) 
0.1241(2) 
0.2824(1) 
0.7977(0) 
0.2581(0) 
0.8989(-1) 
(6 
C· 1. 
0.1670(-2) 
0.1297(-1) 
0.5817(-1) 
0.2034(0) 
0.2574(0) 
0.9454(-1) 
0.1777(4) 
0.2540(3) 
0.5470(2) 
0.1502(2) 
0.4915(1) 
0.1795(1) 
0.7107(0) 
0.3048(0) 
0.1380(0) 
0.6216(-1) 
0.3716(-4) 
0.3131(-3) 
0.1750(-2) 
0.7419(-2) 
0.2504(-1) 
0.6687(-1) 
0.1772(0) 
0.1806(0) 
0.1451(0) 
0.2355(0) 
K 
e 
Figure 7-1: Geometry for the e + H2 scattering system 
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Table 7.2: Elastic first Born scattering amplitudes for the scattering of electrons from molecular 
hydrogen using the 6 function and 10 function Gaussian basis sets 
0 0 0= 30 
K Gaussian(6) Gaussian(10) Gaussian(6) Gaussian(10) 
0.5 -0.1055(1) -0.1053(1) -0.1145(1) -0.1144(1) 
1.0 -0.6967(0) -0.6966(0) -0.8118(0) -0.8117(0) 
1.5 -0.3254(0) -0.3255(0) -0.4591(0) -0.4592(0) 
2.0 -0.4563( -1) -0 .4554( -1) -0.1825(0) -0.1824(0) 
2.5 0.1269(0) 0.1269(0) 0.1911(-2) 0.1958(-2) 
3.0 0.2128(0) 0.2129(0) 0.1103(0) 0.1103(0) 
3.5 0.2386(0) 0.2386(0) 0.1644(0) 0.1643(0) 
4.0 0.2260(0) 0.2259(0) 0.1818(0) 0.1818(0) 
4.5 0.1912(0) 0.1912(0) 0.1758(0) 0.1758(0) 
5.0 0.1459(0) 0.1459(0) 0.1555(0) 0.1555(0) 
5.5 0.9796(-1) 0.9797(-1) 0.1274(0) 0.1274(0) 
6.0 0.5293( -1) 0.5294(-1) 0.9608(-1) 0.9608(-1) 
6.5 0.1432(-1) 0.1432(-1) 0.6487(-1) 0.6486(-1) 
7.0 -0.1587(-1) -0.1586(-1) 0.3602(-1) 0.3602(-1) 
7.5 -0.3681(-1) -0.3680(-1) 0.1107(-1) 0.1107(-1) 
8.0 -0.4866(-1) -0.4866( -1) -0.9070(-2) -0.9072(-2) 
8.5 -0.5232( -1) -0.5232(-1) -0.2399(-1) -0.2399(-1) 
9.0 -0.4922(-1) -0.4922(-1) -0.3368(-1) -0.3369(-1) 
9.5 -0.4108(-1) -0.4108( -1) -0.3850(-1) -0.3851(-1) 
10.0 -0.2976(-1) -0.2976(-1) -0.3904(-1) -0.3904(-1) 
e 60 e = 90 
0.5 -0.1327(1) -0.1326(1) -0.1419(1) -0.1418(1) 
1.0 -0.1050(1) -0.1050(1) -0.1173(1) -0.1173(1) 
1.5 -0.7477(0) -0.7477(0) -0.9029(0) -0.9029(0) 
2.0 -0.4971(0) -0.4971(0) -0.6765(0) -0.6764(0) 
2.5 -0.3131(0) -0.3131(0) -0.5069(0) -0.5069(0) 
3.0 -0.1848(0) -0.1848(0) -0.3851(0) -0.3852(0) 
3.5 -0.9708(-1) -0.9709(-1) -0.2983(0) -0.2983(0) 
4.0 -0.3763(-1) -0.3762(-1) -0.2357(0) -0.2357(0) 
4.5 0.2344(-2) 0.2346(-2) -0.1899(0) -0.1899(0) 
5.0 0.2878(-1) 0.2878(-1) -0.1557(0) -0.1557(0) 
5.5 0.4570(-1) 0.4570(-1) -0.1297(0) -0.1297(0) 
6.0 0.5583(-1) 0.5582(-1) -0.1095(0) -0.1095(0) 
6.5 0.6104(-1) 0.6103(-1) -0.9368(-1) -0.9367(-1) 
7.0 0.6265(-1) 0.6265(-1) -0.8098(-1) -0.8097(-1) 
7.5 0.6164(-1) 0.6164(-1) -0.7067(-1) -0.7067(-1) 
8.0 0.5872(-1) 0.5872(-1) -0.6220(-1) -0.6219(-1) 
8.5 0.5444(-1) 0.5444(-1) -0.5515(-1) -0.5515(-1) 
9.0 0.4923(-1) 0.4923(-1) -0.4923( -1) -0.4923( -1) 
9.5 0.4342(-1) 0.4342(-1) -0.4421(-1) -0.4421( -1) 
10.0 0.3729(-1) 0.3729(-1) -0.3991(-1) -0.3992(-1) 
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Figure 7-2: Elastic first Born H2 scattering amplitudes 
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10 
Born scattering amplitudes. Thee = 90 results begin to follow the helium results from table 6.2 
above 7.5a.u. This is to be expected as the electron-nuclei scattering begins to dominate above 
this energy and thee= 90 geometry has the same electron-nuclei amplitude as helium. The 
nuclear term is 
(7.5) 
so for the e 90 geometry this reduces to the helium term, 2 I K 2• K not perpendicular 
to A the oscillatory nature of the amplitudes becomes evident as e becomes smaller and K 
becomes larger. 
7. 2 The Second Born Matrix Elements 
Calculation of the second Born Matrix elements for electron scattering from molecular hydrogen, 
initially proceeds in exactly the same manner as the calculation of the second Born amplitudes 
for helium from section 6.2. Applying the closure approximation, including only the ground 
state in the summation over the intermediate states and using the ground state wave function 
approximated as in eqn 7.3, leads to the expression for the second Born matrix elements 
For the atomic case, the first Born amplitudes are fitted using a non-linear function of the 
form 
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(7.7) 
which allows the resulting integrals of eqn 7.6 to be evaluated analytically. Unfortunately, 
the molecular first Born scattering amplitudes cannot be fitted to any degree, to a function 
of the form of eqn 7.7 or indeed any function with the simple form A(r)PL(cosB). The factor 
exp(±iK ·A) present in the first Born amplitudes must be included. This precludes the use of 
ideas similar to those used in the atomic case. 
7.3 Numerical Evaluation of Second Born Matrix Elements 
Fitting the first Born amplitudes to functions which allow the second Born matrix elements to 
be calculated analytically, does not appear to be a viable approach to calculating these matrix 
elements for molecular targets. Using Gaussian functions to expand the molecular orbitals 
means the first Born matrix elements can be calculated in closed form as a function of the 
vectors k 1 and k2. Being able to efficiently calculating these terms, which are part of the 
integrand in the second Born integrals, means numerical estimation of the required integral 
over k may be feasible. 
Because results for helium were available (from chapter 6), numerical techniques were first 
applied to helium to ensure the two sets of results matched. 
7.3.1 Numerical Integration Applied to Helium 
Following eqn 7.6, the integrals to be evaluated are of the general form 
h(O, k) = lim ;· ---;:,...---,,----d_k-=---
TJ-0 
{</>¥seJeiK2·r -1J¢¥se){¢¥seJeiKl·r _ 11</>Ee) (7.8) 
and 
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Considering the integral Ib(O, k) the function 
_1_(¢}1eleiK2 ·r 1 1¢rse)(¢~eleiKl·r K{K~ ls 
= j(O) (k2, 0; k, 0) j(O) (k, 0; k1, 0) 
is a smooth function of the argument k, so the integral reduces to the general form 
the Cauchy integral theorem (see 5.2.2), this becomes 
(7.9) 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
P denotes the principal value integral and the second term is an angular integral over the 
function F(k1, kz; k) evaluated at lkl = k. 
7.3.2 Angular integration 
exploits the fact that the 
target functions are spherically symmetric to complete the two angular integrals. Similar 
could be used here but are not because these techniques are to be applied to non-spherically 
symmetric targets, where the coordinate frame orientation cannot be chosen arbitrarily. 
Changing to spherical polar coordinates, eqn 7.13 becomes 
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(7.14) 
The numerical angular integrations were evaluated using Gaussian product formulas [99]. 
The integral over¢ was performed using N point Gauss-Legendre quadrature and the integral 
over e evaluated both with Gauss-Legendre and Labatto quadrature [100]. The e integration is 
transformed to the coordinate 1L = COS 8 SO 
(7.15) 
Labatto quadrature is a form of Gaussian quadrature which includes the end points of the 
range of integration. That is, the 1vf point Labatto approximation to the integral J f(r)dr over 
the range a :::; r :::; b is 
·b 1\II-1 
.l f(r)dr ~ w1j(a) +wzvif(b) + t; wif(ri)· (7.16) 
advantage of this integration scheme is that for an N point ¢ integration, the 
end points of the 11, integration only contribute a single term to the product summation rather 
than the N Gauss-Legendre points associated with the u =/= 0 term. Figure 7-3 shows for any 
u ±1 there are N distinct vectors of varying ¢ but at the points 1l ±1, the distinction 
between different ¢is lost, so only a single term is added to the quadrature summation. 
It can be shown that lvf point Labatto quadrature is the same order as lvf 1 point Gauss-
Legendre quadrature. This means for numerical integration to the same order, the number of 
quadrature points required for the Gauss-Legendre product is N(lvf 1) whereas the Labatto 
product is N(lvi- 2) + 2. 
Tables 7.3 and 7.4 give the imaginary term from eqn 7.15, evaluated numerically by Gauss-
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Figure 7-3: Geometry for the Labatto quadrature with tt = 0 and u i= 0 
Table 7.3: Convergence as a function of number of angular quadrature points for the evaluation 
of the residue term in second Born amplitude (300eV, k = 4.6956) 
M = 8 M=12 M=16 
N Labatto 
8 0.8325(-1) 
12 0.8333(-1) 
16 0.8333(-1) 
24 0.8333(-1) 
Gauss 
0.8324(-1) 
0.8332(-1) 
0.8331(-1) 
0.8331(-1) 
Labatto 
0.8324(-1) 
0.8333(-1) 
0.8332(-1) 
0.8332(-1) 
Gauss 
0.8325(-1) 
0.8333(-1) 
0.8332(-1) 
0.8332(-1) 
Labatto 
0.8325(-1) 
0.8333(-1) 
0.8332(-1) 
0.8332(-1) 
Gauss 
0.8325(-1) 
0.8333(-1) 
0.8332(-1) 
0.8332(-1) 
Legendre quadrature over the ¢coordinate and both Gauss-Legendre and Labatto quadrature 
over the u coordinate. In both tables lk1l Jk2J = 4.6956a.u. : (300e V) and the scattering angle 
is Ti /2. k 4.6956a.u.(300eV) in table 7.3 and k = 4.4102a.u. in table 7.4. k = 4.4102a.u. 
corresponds to the momentum obtained by using the closure energy of Byron and Joachain 
(1.35a.u.) at 300eV (see section 6.2). The first Born matrix elements were calculated using the 
five function Gaussian ¢rse orbital of McKoy et al. (see table 6.1) 
The same terms calculated analytically, are 0.8335(-1) and 0.4256(-1). The analytic results 
were calculated by fitting the first Born matrix elements (¢k2 ¢rseiVI¢k1 ¢r8e) evaluated for the 
five function McKoy He(1s) orbital, to the two function expansion similar to eqn 6.61. This 
was then used to evaluate the second Born matrix elements using eqn 6.58. 
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Table 7.4: Convergence as a function of number of angular quadrature points for the evaluation 
of the residue term in the second Born amplitude (300eV, k 4.4102) 
M=8 M=12 M=16 
N Labatto 
8 0.4251(-1) 
12 0.4255(-1) 
16 0.4255(-1) 
24 0.4255(-1) 
Gauss 
0.4250(-1) 
0.4254(-1) 
0.4254(-1) 
0.4254(-1) 
Labatto 
0.4251(-1) 
0.4254(-1) 
0.4254(-1) 
0.4254(-1) 
Gauss 
0.4251(-1) 
0.4254(-1) 
0.4254(-1) 
0.4254(-1) 
Labatto 
0.4251(-1) 
0.4254(-1) 
0.4254(-1) 
0.4254(-1) 
Gauss 
0.4251(-1) 
0.4254{-1) 
0.4254(-1) 
0.4254(-1) 
Table 7.5: Convergence as a function of number of angular quadrature points for the evaluation 
of the principal value term in the second Born amplitude (300eV, k = 4.4102) 
M=8 M=12 M=16 
N Labatto Gauss Labatto Gauss Labatto Gauss 
8 0.4320(-1) 0.4376(-1) 0.4350(-1) 0.4373(-1) 0.4360( -1) 0.4371(-1) 
12 0.4317(-1) 0.4382(-1) 0.4350(-1) 0.4378(-1) 0.4362(-1) 0.4375(-1) 
16 0.4317(-1) 0.4382(-1) 0.4350(-1) 0.4378(-1) 0.4361(-1) 0.4376(-1) 
24 0.4318(-1) 0.4382(-1) 0.4350(-1) 0.4378(-1) 0.4362(-1) 0.4376(-1) 
M=24 
8 0.4366(-1) 0.4370(-1) 
12 0.4369(-1) 0.4373(-1) 
16 0.4369(-1) 0.4373(-1) 
24 0.4369(-1) 0.4373(-1) 
From tables 7.3 and it can be seen that as expected, the Gauss-Legendre and Labatto 
quadratures of the same order, give essentially the same results. At this energy, the angular 
integrals have converged to within 1% at N = 8, lvf = 8. 
The convergence properties of the angular integrals of Ib are constant over all scattering 
angles but weakly depends on the energy. At very low energies, the convergence of the angular 
integrals is slightly faster. At jk1! jk2J = L917a.u. (50eV) the results corresponding to 
table 7.3 are fully converged to four significant figures at N ~~1 = 8 for both Gauss-Legendre 
and Labatto quadrature. At 600eV the convergence is similar to the 300eV results. 
The angular part of the closure integration Ic(k), was treated in exactly the same manner as 
Ib(O, k). Table 7.5 gives the imaginary part of the integral Ic, evaluated numerically as above 
for Jk1j = jk2! 4.6956 and k 4.4102. 
The Gauss-Legendre results from table 7.5 are somewhat better than the Labatto numbers, 
the analytic result is 0.4376(-1). 
The convergence properties of these integrals, does depend somewhat on the scattering 
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angle, at a scattering angle of 7f /36 the results have converged to less than 1% only at M = 32. 
The convergence in¢ is not changed. 
Table 7.6 gives the imaginary part of the full second Born matrix elements for varying num-
bers of quadrature points in the angular integrations. The angular integrations were performed 
using Gauss-Legendre quadrature. By studying the individual terms which contribute to the 
matrix elements, it can be seen that the imaginary part of the Ib terms have converged to four 
significant figures, for JVJ 16. The closure term, Ic requires JVJ = 32 or 48. For small scatter-
ing angles, the Ic term contributes more to the full matrix elements than at larger scattering 
angles, which is reflected in the slower convergence of these terms. 
subsequent calculations, Gauss-Legendre quadrature over the variable u has been used 
rather than Labatto quadrature because it was considered easier to code in the programs used. 
No advantage in using Labatto quadrature was considered worth the more complicated code 
required. Further, the quadrature weights and points for Gauss-Legendre quadrature were more 
readily available. The scheme used in subsequent calculations was to calculate the Ib integrals 
using a N = ~M 16 grid and a N 16, JVJ = 32 grid for the Ic integrals. 
7.3.3 Radial Integration 
A number of ways of treating the singular point in the radial integral of eqn 7.13 were investi-
gated. The Ib integral, 
P {'00 k2G(k1, k2; k, u, ¢)dk 
.fo k2 k2 . (7.17) 
where G(k1, k2 ; k, u, ¢) is a smooth function of k, is treated first. 
SINC Quadrature 
Utilizing the change of variable 
(7.18) 
in eqn 7.17 leads to 
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Table 7.6: Imaginary part of the second Born matrix elements as a function of the number of 
angular quadrature points used in the numerical integrations 
200eV,e = 10 
N 
NJ 8 12 16 24 32 
8 0.6296(0) 0.6298(0) 0.6298(0) 0.6298(0) 0.6298(0) 
12 0.6353(0) 0.6354(0) 0.6354(0) 0.6354(0) 0.6354(0) 
16 0.6179(0) 0.6179(0) 0.6179(0) 0.6179(0) 0.6179(0) 
24 0.6255(0) 0.6256(0) 0.6256(0) 0.6256(0) 0.6256(0) 
32 0.6264(0) 0.6264(0) 0.6264(0) 0.6264(0) 0.6264(0) 
48 0.6266(0) 0.6266(0) 0.6266(0) 0.6266(0) 0.6266(0) 
e = 90 
8 0.1236(0) 0.1238(0) 0.1238(0) 0.1238(0) 0.1238(0) 
12 0.1235(0) 0.1236(0) 0.1236(0) 0.1236(0) 0.1236(0) 
16 0.1235(0) 0.1236(0) 0.1236(0) 0.1236(0) 0.1236(0) 
0.1234(0) 0.1235(0) 0.1235(0) 0.1236(0) 0.1235(0) 
32 0.1234(0) 0.1235(0) 0.1235(0) 0.1235(0) 0.1235(0) 
500eV,e = 10 
8 0.3179(0) 0.3179(0) 0.3179(0) 0.3179(0) 0.3179(0) 
12 0.3427(0) 0.3407(0) 0.3407(0) 0.3408(0) 0.3408(0) 
16 0.2659(0) 0.2674(0) 0.2673(0) 0.2673(0) 0.2673(0) 
24 0.2945(0) 0.2938(0) 0.2939(0) 0.2939(0) 0.2939(0) 
32 0.2918(0) 0.2920(0) 0.2920(0) 0.2920(0) 0.2920(0) 
48 0.2941(0) 0.2938(0) 0.2938(0) 0.2937(0) 0.2938(0) 
e = 90 
8 0.4946(-1) 0.4948(-1) 0.4948(-1) 0.4948(-1) 0.4948(-1) 
12 0.4951(-1) 0.4953(-1) 0.4953(-1) 0.4953(-1) 0.4953(-1) 
16 0.4951(-1) 0.4952(-1) 0.4952(-1) 0.4952(-1) 0.4952(-1) 
24 0.4950(-1) 0.4952(-1) 0.4952(-1) 0.4952(-1) 0.4952(-1) 
32 0.4950(-1) 0.4951(-1) 0.4951(-1) 0.4951(-1) 0.4951(-1) 
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p { 00 VfG(kl, k2, Vt, ll1 cp)dt 
./0 2(t-k2) 
{
00 H(t)dt. 
.fo t- to (7.19) 
The general integral, eqn 7.19 can be evaluated via SINC 1 quadrature [101]. There are 
a number of possible sine quadratures which estimate Cauchy principal value integrals. The 
choices depend on the form of the function H(t) and the range of integration. They are char-
acterized by the fact that above a prescribed number of quadrature points, the error in the 
estimate of the integral, Q<j} is 
Q<j} ex: exp( -VN) 
where N is the number of quadrature points. 
Gauss-Legendre Quadrature 
Using the change of variable [102] 
gives 
k=(1+t 
1-t 
2 
dk = ( (1- t)2. 
(7.20) 
(7.21) 
(7.22) 
This transformation maps the interval k = 0--+ oo to -1:::; t:::; 1, with the center point of 
the t interval being k = (. 
The full integral, eqn 7.17 becomes 
1The SINC function S(k, h) is defined as, S(k, h)(z) = sin[n(z- kh)/h]/(z- kh) where k is a positive integer 
and h is a positive real. 
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(7.23) 
Now setting ( = k leads to 
(7.24) 
In this form the integral has a single discontinuity at t = 0. The function G(k1, k2, k, u, ¢) 
is constrained at k = oo to be of order -2 or greater so the function 
- 1+t - 1+t 
( ) 2 ( ( ) ) k 1 _ t G k1, k2, k 1 _ t , u, ¢ (7.25) 
is finite at t = 1. 
An integral of the form of eqn 7.24 can easily be estimated numerically, by symmetric Gauss-
Legendre quadrature. Using a Gauss-Legendre quadrature over the range, -1 ::; t ::; 1 with 
an even number of quadrature points avoids the singular point at t = 0, and converges to the 
correct principle value integral. 
Equivalent Quadrature 
Utilizing the same change of variable as above, 
(7.26) 
where K(t) is a smooth function oft over the interval-1::; t::; 1. The equivalent quadrature 
scheme [103], can be applied to this integral. 
Using second order, Gauss-Jacobi quadrature points (ti) and weights (wi) such that 
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Table 7.7: Convergence of the radial integral in the evaluation of the principal value term of 
the second Born amplitudes for the three numerical methods described (300eV, k = 4.6956) 
Equivalent Gauss-
N Quadrature SINC Legendre 
10 0.1296(-1) 
12 0.1286(-1) 0.1097(-1) 0.1276(-1) 
16 0.1283(-1) 0.1178(-1) 0.1283(-1) 
18 0.1283(-1) 
20 0.1283(-1) 
24 
32 
48 
0.1245(-1) 
0.1267(-1) 
0.1280(-1) 
0.1283(-1) 
0.1283(-1) 
0.1283(-1) 
j'l N 
./_
1 
(1 + t) 2 f(t)dt ~ ~ wd(ti), 
the equivalent quadrature approximation to Ib is 
(7.27) 
(7.28) 
The first term in eqn 7.28 is just the usual N point approximation to the full function, 
treated as if there is no singular point present. The second two terms can be thought of as 
a constant times an exact integral over the range -1 ::; t ::; 1 minus the N point Gauss-
Jacobi approximation over that range. Thus if the full function had no singularities these two 
contributions should cancel to the level of accuracy of the numerical integration. 
Considering the first and last terms it can be seen that as ti 0 these two terms cancel, so 
the abscissa for the numerical integration can be chosen independently. No additional error is 
introduced into the numerical estimate of the integral by the presence of the singular point at 
t 0. 
Tables 7.7 and 7.8 give the real part eqn 7.15 for a varying number of quadrature points, 
evaluated using the three numerical methods described. Again the scattering angle is 1r /2 and 
the energy is 4.6956a.u. k = 4.6956 for table 7.7, and 4.4102 for table 7.8. 
The angular integrals were calculated using 16 point Gauss-Legendre quadratures in both 
the¢ and u coordinates. The analytic values corresponding to tables 7. 7 and 7.8 are 0.1281(-1) 
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Table 7.8: Convergence of the radial integral in the evaluation of the principal value term of 
the second Born amplitudes for the three numerical methods described (300eV, k = 4.4102) 
Equivalent Gauss-
N Quadrature SINC Legendre 
10 0.1083(-1) 
12 
16 
18 
20 
24 
32 
48 
0.1080(-1) 0.9646(-2) 0.1080(-1) 
0.1080(-1) 0.1022(-1) 0.1081(-1) 
0.1080(-1) 
0.1081(-1) 
0.1064(-1) 
0.1076(-1) 
0.1080(-1) 
0.1081(-1) 
0.1081(-1) 
0.1081(-1) 
and 0.1080(-1) respectively. All three methods are converging to the correct values. The SINC 
quadrature is the slowest to converge and was not considered useful as a method of calculation 
because of this. The equivalent quadrature integrals slightly better convergence properties 
than the Gauss-Legendre quadrature, but is more difficult to program in a transparent way. 
These conclusions do not change when studying the results at differing 
angles. 
The radial integral of Ic(k) is complicated by the fact that the function 
and scattering 
(7.29) 
is not a smooth function of k. In region of K1 = 0 and K2 = 0, eqn 7.29 strongly 
depends on k. At these points, eqn 7.29 is finite. For elastic scattering, this problem can be 
removed by using similar techniques to the radial integrals above applied both at k = k and on 
Defining ko = I k 1! lk2 1, the semi-infinite interval k = 0 ___., oo can be broken into two 
intervals, 
Interval I 
O<k<ko+k 
- - 2 (7.30) 
This is transformed to the range -1 ::::; t ::::; 1 using the transform 
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N 
8 
12 
16 
24 
32 
Table 7.9: Convergence of Ic as a function of the number of quadrature points 
Re(Ic) 
0.1204(-1) 
0.1198(-1) 
0.1207(-1) 
0.1209(-1) 
0.1209(-1) 
(7.31) 
where 
( ko k) a= -2log ----2k and ko+k A = ......,.----.,--..,-2(1 exp( -a)) (7.32) 
which transforms k = k tot 0. Gauss-Legendre quadrature was then employed to evaluate 
integral over t. 
Interval II 
ko +k k 
----- < '< 00 2 - - (7.33) 
This was again transformed to the range -1:::; t:::; 1, in this case using the transform 
t (7.34) 
from which k = ko transforms tot= 0. Gauss-Legendre quadrature was again employed to 
complete the integral. 
The results of radial integral of Ic are tabulated in table 7.9 for an energy of 4.6956a.u. 
and k = 4.4102a.u. The number of quadrature points N, refers to the number of points used in 
each of the two numerical integrals, over intervals I and II. The He(1s) orbital is as above, and 
the angular integrals were completed using 32 and 16 point Gauss-Legendre quadrature in the 
u and ¢ angular coordinates respectively. The analytic value for this integral is 0.1208(-1). 
Table 7.10 gives the principle value part of the full second Born matrix elements, as a 
function of the number of radial quadrature points used in the numerical integrations. The 
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Table 7.10: Real part of the second Born matrix elements as a function of the number of radial 
quadrature points used in the numerical integration 
200eV,e = 10 
Jvf Re(f(1)) 
12 0.2411(0) 
16 0.2407(0) 
24 0.2400(0) 
32 0.2398(0) 
48 0.2398(0) 
e = 90 
12 0.2940(-1) 
16 0.2948(-1) 
24 0.2948(-1) 
32 0.2948(-1) 
48 0.2948(-1) 
500eV, e = 10 
12 0.4250(-1) 
16 0.4311(-1) 
24 0.4341(-1) 
32 0.4343(-1) 
48 0.4343(-1) 
e = 90 
12 0.5125(-2) 
16 0.5223(-2) 
24 0.5273(-2) 
32 0.5277(-2) 
48 0.5278(-2) 
Ib radial integrals were calculated using the transformation to the finite range -1 :::; t :::; 1 
( eqn 7.21) and Gauss-Legendre quadrature. The number of quadrature points, Jvf refers to the 
number of points used in the radial Ib integrals and the number of points used individually, 
in the two radial Ic integrals. From table 7.10 it was noted that the results for ]\If = 24 were 
within 1% of the Jvf = 48 results. 
From these results the integration scheme given in table 7.11 was proposed for the estimation 
of the Ib and Ic integrals. 
All Integrals were evaluated by Gauss-Legendre quadrature after suitable transformations of 
the original coordinates. Using this scheme requires 6144 basic function evaluations for each h 
integral and 24576 evaluations for the Ic integration. Each evaluation of the Ib function requires 
two calculations of first Born amplitudes. Similarly Ic requires three, so the total number of 
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Table 7.11: Quadrature scheme used for the numerical evaluation of the helium second Born 
matrix elements 
Coordinate 
No. of 
Intergal h 
¢ 'lt k 
16 16 24 
Integral Ic 
¢ u k 
16 32 24 
first Born evaluations in this scheme is 98304 per scattering angle. 
The results of this method are compared with analytic second Born amplitudes calculated 
for the five function Gaussian approximation to the He(ls) orbital given by McKoy, in ta-
bles 7.12 and 7.13. The analytic amplitudes were calculated from a two term 
Born amplitudes, similar to eqn 6.61. 
to the first 
At higher energy and small scattering angles, some discrepancy between the two sets of 
results is evident. Raising the number of radial quadrature points to 32 not significantly 
alter the numerical results. This has been attributed to the real 
Ic, which becomes increasingly peaked in the angular components as 
making it more difficult to estimate the integral numerically. 
of the closure integral 
energy increases, thus 
The results of the numerical integrations converge with satisfactory accuracy to the corre-
spending analytic results for helium, in energy range we have considered. The discrepancy 
between the two is no greater 2% over the entire range of energy scattering angle. 
7.3.4 Numerical Integration Applied to Hydrogen 
Use of numerical techniques to estimate the integral over kin the second Born matrix elements, 
was developed so closure approximation could be applied to molecular systems. Exactly 
the same methods as described in section 7.3.1 were used to calculate the second Born matrix 
elements for molecular hydrogen. The basis used to describe the cr1g H2 orbital was the six 
function basis described in table 7.1. The numerical integrations were carried out using the 
same methods as described above. 
Because no alternative results were available for comparison, the numerical integrations 
were studied to ensure the results were at least converged. The integrations were performed as 
described in section 7.3. The two angular integrals and the radial integral were studied using a 
number different quadrature points. 
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Table 7.12: 200eV and 300eV second Born amplitudes calculated analytically from the two 
function fit to the first Born amplitudes and via the proposed numerical scheme 
Scattering Angle 
18 
36 
54 
72 
90 
108 
126 
144 
162 
180 
18 
36 
54 
72 
90 
108 
126 
144 
162 
180 
200eV 
Analytic Numerical 
0.1247(0) ,0.4080(0) 0.1236(0) ,0.4093(0) 
0.687 4( -1) ,0.2198(0) 0.6964( -1) ,0.2207(0) 
0.5089(-1) ,0.1687(0) 0.5084( -1),0.1695(0) 
0.3820( -1) ,0.1420(0) 0.3808( -1) ,0.1427(0) 
0.2953(-1) ,0.1230(0) 0.2948( -1) ,0.1235(0) 
0.2387( -1 ),0.1091(0) 0.2384(-1),0.1094(0) 
0.2026( -1) ,0.9920( -1) 0.2023(-1) ,0.9946( -1) 
0.1805( -1),0.9266( -1) 0.1803( -1),0.9289(-1) 
0.1686( -1) ,0.8894(-1) 0.1684( -1),0.8915( -1) 
0.1648( -1) ,0.8773(-1) 0.1647( -1) ,0.8794( -1) 
300eV 
0.6532(-1) ,0.2792(0) 0.6421( -1) ,0.2796(0) 
0.4029(-1 ),0.1593(0) 0.4106( -1),0.1602(0) 
0.2746(-1),0.1232(0) 0.2742( -1) ,0.1237(0) 
0.1915( -1 ),0.1004(0) 0.1908( -1) ,0.1008(0) 
0.1413( -1) ,0.8425(-1) 0.1411( -1) ,0.8449(-1) 
0.1112(-1) ,0.7298(-1) 0.1110( -1) ,0.7315( -1) 
0.9287( -2) ,0.6532( -1) 0.9267(-2) ,0.6546( -1) 
0.8202( -2) ,0.6039(-1) 0.8180( -2) ,0.6053( -1) 
0. 7625( -2),0.5764(-1) 0. 7605( -2),0.5777( -1) 
0. 7444( -2),0.5676(-1) 0.7424( -2) ,0.5688(-1) 
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Table 7.13: 400e V and 500e V second Born amplitudes calculated analytically from the two 
function fit to the first Born and via the proposed numerical scheme 
18 0.4343(-1),0.2132(0) 0.4261(-1),0.2132(0) 
36 0.2691(-1),0.1271(0) 0.2747(-1),0.1279(0) 
54 0.1703(-1),0.9650( -1) 0.1701(-1) ,0.9693(-1) 
72 0.1135( -1),0.7644(-1) 0.1131( -1),0.7666( -1) 
90 0.8172( -2) ,0.6280( -1) 0.8156( -2) ,0.6294( -1) 
108 0.6343(-2),0.5362(-1) 0.6327(-2),0.5373(-1) 
126 0.5261(-2),0.4754(-1) 0.5241(-2),0.4764(-1) 
144 0.4627(-2),0.4370(-1) 0.4609(-2),0.4379(-1) 
162 0.4294(-2),0.4158(-1) 0.4277(-2),0.4166(-1) 
180 0.4189( -2) ,0.4090( -1) 0.4173( -2) ,0.4098( -1) 
500eV 
18 0.3234(-1),0.1739(0) 0.3174(-1),0.1739(0) 
36 0.1929(-1),0.1063(0) 0.1967(-1),0.1070(0) 
54 0.1153(-1),0.7883(-1) 0.1151(-1),0.7914(-1) 
72 0.7457(-2),0.6105(-1) 0.7428(-2),0.6120(-1) 
90 0.5290(-2),0.4940(-1) 0.5273(-2),0.4951(-1) 
108 0.4075( -2) ,0.4178( -1) 0.4060( -2) ,0.4186( -1) 
126 0.3367(-2),0.3681(-1) 0.3351(-2),0.3689(-1) 
144 0.2956(-2),0.3371(-1) 0.2941(-2),0.3378(-1) 
162 0.2740(-2),0.3201(-1) 0.2727(-2),0.3206(-1) 
180 0.2673(-2),0.3146(-1) 0.2659(-2),0.3152(-1) 
144 
z 
x GeometryA 
Figure 7-4: Hz geometry A 
Angular Integrals 
Tables 7.14, 7.15 and 7.16 give the imaginary part the second Born matrix elements at 200eV 
500eV, calculated using the closure approximation, for varying numbers of quadrature 
points the integrations. The three scattering geometries are from figures 7-4, 7-5 and 
6. The closure energy used was .6. = 1.3a.u. which is the same as that used in the helium 
calculations. 
Comparing the convergence results for the hydrogen integrals with those of helium, 
molecular integrals are far slower to converge both in the 0 and ¢ coordinates. The scattering 
geometry some influence in the rate of convergence, with geometry A having better char-
acteristics than the other two. For geometries B and C, the ¢ coordinate appears to be the 
more problematic the two. In a number of cases, even the 64 x 64 angular grid fails to give 
convergence to greater 1%. Numerical integration, using larger quadrature grids begins 
to become prohibitively expensive, especially when the radial integrations are included. 
Radial Integrals 
Tables 7.17, 7.18 and 7.19 give the real part of the second Born matrix elements at 200eV 
and 500eV, as for section 7.3.4. In the majority of cases, the radial integrals have achieved 
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z 
y 
X GeometryB 
Figure 7-5: H2 geometry B 
z 
y 
X GeometryC 
Figure 7-6: H2 geometry C 
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Table 7.14: Imaginary part of the second Born amplitude calculated using the closure approx-
imation, scattering geometry A 
200eV,I 10deg 
N 
lvf 12 16 24 32 48 
12 0.7768(0) 0.7768(0) 0.7768(0) 0.7768(0) 0.7768(0) 
16 0.7464(0) 0.7464(0) 0.7464(0) 0.7464(0) 0.7464(0) 
24 0.7586(0) 0.7586(0) 0.7586(0) 0.7586(0) 0.7586(0) 
32 0.7597(0) 0.7597(0) 0.7597(0) 0.7597(0) 0.7597(0) 
48 0.7599(0) 0.7599(0) 0.7599(0) 0.7599(0) 0.7599(0) 
1 = 90deg 
12 0.7714(-1) 0.7707(-1) 0.7707(-1) 0.7707(-1) 0.7707(-1) 
16 0.7748(-1) 0.7742(-1) 0.7741(-1) 0.7741(-1) 0.7741( -1) 
24 0.7770(-1) 0.7768(-1) 0.7767(-1) 0.7767(-1) 0.7767(-1) 
32 0.7773(-1) 0.7773(-1) 0.7772(-1) 0. 7772( -1) 0. 7772(-1) 
48 0.7772(-1) 0.7773(-1) 0.7773(-1) 0.7772(-1) 0. 7772(-1) 
500e V, 1 = 10 deg 
12 0.4260(0) 0.4260(0) 0.4260(0) 0.4260(0) 0.4260(0) 
16 0.3215(0) 0.3213(0) 0.3213(0) 0.3213(0) 0.3213(0) 
0.3607(0) 0.3607(0) 0.3607(0) 0.3607(0) 0.3607(0) 
32 0.3568(0) 0.3568(0) 0.3568(0) 0.3568(0) 0.3568(0) 
48 0.3597(0) 0.3597(0) 0.3597(0) 0.3597(0) 0.3597(0) 
64 0.3594(0) 0.3594(0) 0.3594(0) 0.3594(0) 0.3594(0) 
1 = 90deg 
12 -0.1127( -2) -0.1118( -2) -0.1119(-2) -0.1119(-2) -0.1119(-2) 
16 -0.1397( -2) -0.1389(-2) -0.1389(-2) -0.1389(-2) -0.1389(-2) 
24 -0.1759( -2) -0.1749(-2) -0.1750(-2) -0.1751( -2) -0.1751(-2) 
32 -0.1968(-2) -0.1957( -2) -0.1957( -2) -0.1958(-2) -0.1958(-2) 
48 -0.2162(-2) -0.2150( -2) -0.2148(-2) -0.2149(-2) -0.2149(-2) 
64 -0.2227( -2) -0.2216(-2) -0.2213( -2) -0.2214(-2) -0.2214(-2) 
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Table 7.15: Imaginary part of the second Born amplitude calculated using the closure approx-
imation, scattering geometry B 
200e V, 1' = 10 deg 
N 
Jill 16 24 32 48 64 
16 0.6430(0) 0.6046(0) 0.6389(0) 0.6327(0) 0.6394(0) 
24 0.6469(0) 0.5977(0) 0.6395(0) 0.6304(0) 0.6409(0) 
32 0.6472(0) 0.5959(0) 0.6391(0) 0.6294(0) 0.6411(0) 
48 0.6472(0) 0.5960(0) 0.6393(0) 0.6293(0) 0.6414(0) 
64 0.6472(0) 0.5962(0) 0.6395(0) 0.6293(0) 0.6416(0) 
~; 90deg 
16 0.2294(-1) 0.2287(-1) 0.2186(-1) 0.2236(-1) 0.2226(-1) 
24 0.2315(-1) 0.2307(-1) 0.2210(-1) 0.2265(-1) 0.2253(-1) 
32 0.2320(-1) 0.2311(-1) 0.2218(-1) 0.2271(-1) 0.2260(-1) 
48 0.2323(-1) 0.2312(-1) 0.2224(-1) 0.2274(-1) 0.2265(-1) 
64 0.2324(-1) 0.2313(-1) 0.2227(-1) 0.2275(-1) 0.2266(-1) 
500eV,')' 10deg 
16 0.2178(0) 0.1745(0) 0.2104(0) 0.2005(0) 0.2121(0) 
24 0.2226(0) 0.1362(0) 0.1949(0) 0.1795(0) 0.2059(0) 
32 0.2231(0) 0.1121(0) 0.1814(0) 0.1686(0) 0.2035(0) 
48 0.2232(0) 0.9430(-1) 0.1695(0) 0.1637(0) 0.2043(0) 
64 0.2232(0) 0.9054(-1) 0.1663(0) 0.1633(0) 0.2050(0) 
1 = 90deg 
16 -0. 7733( -2) -0. 7622( -2) -0.8524(-2) -0.8038(-2) -0.8138(-2) 
24 -0. 7531( -2) -0.7428(-2) -0.8298( -2) -0. 7761( -2) -0.7887(-2) 
32 -0.7473(-2) -0.7381(-2) -0.8183(-2) -0.7680(-2) -0.7799(-2) 
48 -0.7 433( -2) -0.7356(-2) -0.8102(-2) -0.7639(-2) -0.7739(-2) 
64 -0. 7421(-2) -0. 7348( -2) -0.8070(-2) -0.7630(-2) -0.7723(-2) 
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Table 7.16: Imaginary part of the second Born amplitude calculated using the closure approx-
imation, scattering geometry C 
200e V, 1 = 10 deg 
N 
}Vf 16 24 32 48 64 
16 0.6608(0) 0.6401(0) 0.6114(0) 0.6434(0) 0.6334(0) 
24 0.6671(0) 0.6434(0) 0.6425(0) 0.6580(0) 0.6524(0) 
32 0.6672(0) 0.6434(0) 0.6410(0) 0.6581(0) 0.6520(0) 
48 0.6672(0) 0.6434(0) 0.6427(0) 0.6584(0) 0.6527(0) 
64 0.6672(0) 0.6434(0) 0.6430(0) 0.6584(0) 0.6528(0) 
1 = 90deg 
16 0.7716( -1) 0.7685(-1) 0.7772(-1) 0.7732(-1) 0.7741(-1) 
24 0.7743(-1) 0.7716(-1) 0.7800(-1) 0.7755(-1) 0.7767(-1) 
32 0.7750(-1) 0.7723(-1) 0.7804(-1) 0.7761(-1) 0.7771( -1) 
48 0.7752(-1) 0.7725(-1) 0.7803(-1) 0.7762(-1) 0.7771(-1) 
64 0.7753(-1) 0.7725(-1) 0.7801(-1) 0.7762(-1) 0.7770(-1) 
500e V, 1 = 10 deg 
16 0.2530(0) 0.2350(0) 0.1323(0) 0.2312(0) 0.1987(0) 
24 0.2571(0) 0.2367(0) 0.1949(0) 0.2476(0) 0.2292(0) 
32 0.2574(0) 0.2369(0) 0.1748(0) 0.2484(0) 0.2240(0) 
48 0.2575(0) 0.2369(0) 0.1878(0) 0.2491(0) 0.2286(0) 
64 0.2574(0) 0.2369(0) 0.1900(0) 0.2491(0) 0.2291(0) 
ry = 90deg 
16 -0.1354(-2) -0.1372( -2) -0.1403( -2) -0.1387(-2) -0.1389(-2) 
24 -0.1723(-2) -0.1744(-2) -0.1753(-2) -0.1752( -2) -0.1751(-2) 
32 -0.1935(-2) -0.1956(-2) -0.1953(-2) -0.1963(-2) -0.1959(-2) 
48 -0.2129(-2) -0.2150(-2) -0.2141(-2) -0.2157(-2) -0.2153(-2) 
64 -0.2193(-2) -0.2215( -2) -0.2208(-2) -0.2221(-2) -0.2218(-2) 
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Table 7.17: Real part of the H2, second Born matrix elements as a function of the number of 
radial quadrature points (scattering geometry A) 
200e V, ')' = 10 deg 
NI Re(J(1)) 
12 0.417 4(0) 
16 0.4249(0) 
24 0.4259(0) 
32 0.4263(0) 
48 0.4269(0) 
')' = 90deg 
12 0.4418(-2) 
16 0.4895(-2) 
24 0.4424(-2) 
32 0.4459(-2) 
48 0.4391(-2) 
500e V, ')' = 10 deg 
12 0.1095(0) 
16 0.1086(0) 
24 0.1139(0) 
32 0.1129(0) 
48 0.1126(0) 
')' 90deg 
12 0.1551(-1) 
16 0.1583(-1) 
24 0.1564(-1) 
0.1568(-1) 
48 0.1573(-1) 
satisfactory convergence at lvf = 48 or 
From the results of the helium calculations, it is clear the numerical techniques applied to the 
integrals required in the evaluation of the second Born matrix elements via the closure approx-
imation are converging to the correct values. In the atomic case the convergence is sufficiently 
rapid for this method to considered a viable method of calculation of the desired integrals. 
Applying the same techniques to molecular hydrogen, the resulting rate of convergence in the 
angular components is drastically reduced. Even using extensive angular fails to produce 
satisfactory results. 7.20 gives the numerical results for the 200e V, 1' = 10 deg integration 
for geometry B, with N extended to 128, and shows the integrals eventually converge. Angular 
grids greater than 64 x 64, become prohibitively expensive to calculate, due to the excessive 
amount of computation required. 
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Table 7.18: Real part of the , second Born matrix elements as a function of the number of 
radial quadrature points, (scattering geometry B) 
200e V, 1 = 10 deg 
NI Re(JC1)) 
12 0.1779(0) 
16 0.1811(0) 
24 0.1809(0) 
32 0.1807(0) 
48 0.1807(0) 
I'= 90deg 
12 -0.6060(-1) 
16 -0.5939(-1) 
24 -0.5986(-1) 
32 -0.6002(-1) 
48 -0.5995(-1) 
500e V, 1 = 10 deg 
12 0.4685(-2) 
16 0.4722(-2) 
24 0.5103(-2) 
32 0.5475(-2) 
48 0.5435(-2) 
I'= 90deg 
12 -0.1454(-1) 
16 -0.1427(-1) 
24 -0.1442(-1) 
32 -0.1412(-1) 
-0.1417(-1) 
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Table 7.19: Real part of the H2, second Born matrix elements as a function of 
radial quadrature points, (scattering geometry C) 
200e v, r 10 deg 
lVI Re(J<1)) 
12 0.1949(0) 
16 0.1986(0) 
24 0.1986(0) 
32 0.1984(0) 
48 
12 
16 0.4783(-2) 
24 0.4352(-2) 
32 0.4390(-2) 
48 0.4305(-2) 
500eV, r 10 deg 
12 0.1861(-1) 
16 0.1899(-1) 
24 0.1974(-1) 
32 0.2023(-1) 
48 
12 
16 0.1588(-1) 
24 0.1570(-1) 
32 0.1574(-1) 
48 
number of 
Imaginary part second Born amplitude as a function of the number of 
coordinate = 10 deg, geometry 
48 64 72 96 128 
0.6293(0) 0.6414(0) 0.6387(0) 0.6399(0) 0.6397(0) 
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Numerical integration as described above, is not a feasible method for the evaluation of 
the second Born matrix elements for molecular targets. There are two obvious places where 
these techniques could be made more efficient. Firstly, it is critical to evaluate the first Born 
amplitudes as efficiently as possible because they are so extensively called, when calculating 
integrand of the integrals to be evaluated. Secondly, studying the individual terms in the 
second Born amplitudes it is evident, the closure integrals Ic, are the terms which have the 
most trouble converging. Thus any scheme which reduces the computational requirement for 
these integrals, would be of most benefit in the calculation of the full second Born terms. It is 
envisaged that drastic changes to the computational techniques described are required, before 
any approach based on these ideas can be considered viable in the calculation of molecular 
second Born amplitudes. 
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Chapter 8~. 
Possible Future Directions 
This chapter outlines various extensions of the work covered in chapters 6 and 7. work 
in those chapters is incomplete, and so it was considered important to discuss how it may be 
extended. It is proposed that for intermediate energy scattering, a closure approximation to 
the second Born like matrix elements required in the evaluation of the Schwinger variational 
method can be used. The intermediate energies range from above the first ionization threshold 
of target, to energies where perturbation theory can be reliably applied, usually taken as 
around 150eV. In this energy region, the number of discrete open channels becomes large and 
the continuum channels must also be included in the Green's function to give a reasonable 
approximation to the matrix elements. 
The second Born approximation, applied to molecular scattering as formulated in chap-
ter 7.3, does not produce a viable numerical method for calculating scattering data. One 
possibility for calculating these terms is to use single center expansions and partial wave analy-
This reduces the three dimensional integral over k to a one dimensional integral over lkl 
at expense of introducing an infinite sum over the partial wave amplitudes. At higher en-
ergies a large number of these partial wave amplitudes contribute to t:he scattering amplitude, 
thus making an approach ba.sed on partial waves more computationally demanding at higher 
energies. 
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8.1 The Closure Approximation and Schwinger's Variational 
Principle 
Evaluation of the Schwinger functionals, eqns 5.5 and 5.8 requires the calculation of the second 
Born like matrix elements 
The operator Gt is the two particle, multichannel Green's operator (see eqn 5.40). Ap-
plications of the Schwinger variational principle to atomic scattering have used a number of 
ways to estimate these matrix elements. The original work McKoy et al. (23, 26] for elastic 
scattering of very low energy electrons, included only the ground state in the summation over 
the intermediate states. This is simply the Schwinger variational principle applied to potential 
scattering from the target ground state. This is the method used in section 6.3.1. McKoy 
and Takatsuka developed the multichannel T-matrix theory [33, 34] which includes a finite set 
of intermediate states. This approach uses an open channel projected Green's operator and 
adds back the contribution from the closed channels, approximated using pseudostates. This 
approximation has been applied to a number of systems at low energy but becomes unstable 
at higher energies [52], as more open channels are included in the calculation of the Green's 
function. It also assumes the ionization channels are closed. Plummer et al. [52] has stud-
ied the intermediate energy scattering of electrons from atomic hydrogen using the Schwinger 
variational principle, approximating the second Born like terms by a pseudostate expansion, 
and applying the T-matrix averaging technique of Burke et al. [53] to the resulting transition 
amplitudes. 
It is possible to apply the closure approximation to eqn 8.1, which gives an alternative 
method of estimation of these terms when using the Schwinger variational principle. This 
could be useful either in itself, as a method of applying Schwinger's variational principle or, 
as a method of optimizing the pseudostate basis to be used in a subsequent calculation. It 
would be most useful at intermediate energies (lOeV < < lOOeV) where it is important to 
include the contribution from the continuum in the calculation of the Green's function. The 
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closure approximation, through the closure integral, gives some weight to all intermediate states 
including the continuum states at the expense of having to average the energy spectrum. 
Pseudostate expansions [104, 105, 106] use a finite set of states to expand the Green's 
function. The states used are not necessarily eigenfunctions of the target Hamiltonian but do 
diagonalize it. This approach approximates the infinite set of intermediate states by a finite 
set of states, but does treat the energy differences exactly. Generally, one or more of the states 
are chosen to have an energy in the continuum. This approach has been used in the Schwinger 
variational principle, the second Born approximation and close coupling calculations. One 
of the difficulties in using pseudostate expansions is determining the appropriate pseudostate 
basis. A method of optimizing a given ba..<;is has been discussed by Walters [57]. It consists of 
firstly calculating the matrix elements of the function the closure approximation 
with some suitably chosen closure energy ~. The calculation is repeated using the proposed 
pseudostate basis, and the basis adjusted until the two matrix elements within some 
chosen Finally, the matrix elements are calculated with the corrected pseudostate basis, 
using the true energy differences. 
Following "'"''··""'u'""' 5.3.1, the closure approximation applied to eqn 8.1 can be written 
(8.2) 
where 
(8.3) 
and 
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I -Ic(n, n; k) 
(8.4) 
Considering only direct scattering events and requiring the scattering states ¢k(±) to be 
,n 
the antisymmetrised product of N target orbitals and a scattering orbital ¢8 (ra), the matrix 
elements 
(8.5) 
can be written 
(1/Jn'! (¢s1 ( ra) I Vj¢k(ra)) 1'1/Ji) (8.6) 
respectively. 
Using these eqn 8.2 leads to expressions the for Ib and Ic, 
Ib(n,n1;i,z) (8.7) 
and 
I ( I, k:) = l' ;·dk('I/Jntj(¢s1 jVj¢k)(¢kjVI¢s)l'¢n) c n, n , 1m , 2 2 · 
' 1]---+0+. k k - iry 
(8.8) 
Considering the Ib terms initially, a method for calculating these integrals has been given in 
section 6.3.1. bound-free matrix elements of the interaction potential, for atomic orbitals 
expanded in Gaussian functions, can be written in the form, 
(8.9) 
where B(k) is a simple function of the angular component of the vector k. This allows the 
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angular integral of kin eqn 8.7 to be completed analytically, leaving a principle value, radial 
integral to be estimated numerically. 
The second integral required of the calculation of eqn 8.2 is the closure integral, given by 
1 ( '· k-::) = 1. ;·dk(7/Jn'l(¢s'IVI¢k)(¢kiVI¢.~)I'!jJn) c n, n , 1m k2 k2 . . 1]-70+ ' - - 1/T} (8.10) 
Using elastic scattering from the ground state of helium as an example, the numerator can 
be written 
('!jJol (¢s'IVI¢k) (¢k!VI¢s) 17/Jo) j dr1 j dr21f;o(r1, r2) ( (/ dra¢;,(ra)( -2/ra + 1/r'la + 1/t2a)¢k(ra)) 
(/ dra¢k:(ra)( -2/ra + 1/rta + 1/r2a)¢s(ra))) 'lj}o(rl, r2) (8.11) 
Using eqn 6.8 for the helium ground state, and expanding gives 
(7/Jol(¢s'IVI¢k)(¢kjV!¢s)l'!jJo) = 
2 [ (cPs' 1-:a~ ¢k) ( ¢k I :a~ ) + 2 ( ¢s' 1-r: I ¢k) ( ¢k¢Ee I r:J ¢s¢rse) 
( ¢k 1-:a~ cPs) ( ¢s'¢l~ I r-:J ¢k¢rse) + ( ¢s'¢rse I r-:J ¢k¢Ee) ( ¢k¢rse I r~J ¢s¢¥se) 
+ ( ¢k¢rse I r:J ¢s¢rse) ( ¢s' ¢rse I r-~J ¢k¢rse) 
+2 ( ¢rse I ( ¢s' I r:a I ¢k) ( ¢k I T:a I ¢s) I ¢l~e)] (8.12) 
All the terms in this expression except for the final one, are found in the calculation of Ib. 
The final integration over k for these terms proceeds as for the Ib integral. 
The final term is 
(8.13) 
The two inner matrix elements can be completed, for orbitals expanded ins-Gaussian func-
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tions they can be written 
(8.14) 
were F(k,r1) is a function only of the magnitudes of the vectors k and r1. Substituting 
back into eqn 8.13, the angular integrals over k and r1 can be completed leaving a final two 
dimensional radial integral. The integrand for the final integrals is a complicated expression 
involving the error function with complex arguments and the 1/(k2 - P) factor from the k 
integraL This must be estimated numerically. 
It is quite feasible to apply the closure approximation to the evaluation of the matrix 
ments of eqn 8.1 for helium, for the simple case of all orbitals being expanded in a-Gaussian 
functions. Higher order orbitals complicate the equations but, the angular integrals are still 
able to be completed analytically, so it should still be possible to calculate all the terms re-
quired. This approach could be immediately be applied to electron scattering from helium to 
determine the feasibility of the calculations. At lower energies there is sufficient data from 
other computational methods to determine whether using the closure approximation gives any 
improvement over existing theories. 
8.2 Single Center Expansions, Partial Wave Expansions and 
Molecular Orientation 
8.2.1 Single Center Expansions 
For molecular scattering, where the target orbitals are expanded in functions centered on the 
nuclei, the integrals required for the evaluation scattering data become multicenter. In a 
number of cases, the solution of these integrals remain analytic, but considerably complicate 
the resulting equations. 
Lucchese and coworkers [21] have developed methods for defining molecular orbitals, inter-
action potentials and the free particle Green's function in single center expansions, which allows 
the well developed numerical techniques of atomic physics to be applied to molecular systems. 
The single center expansion of the general function f( e, ¢, r), is written 
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f(O, ¢, r) = L ;!LM(r)YLM(r) 
LM 
(8.15) 
where 
fuvi(r) = r ./ drf(B, ¢, r)Yuvi(r). (8.16) 
The property which makes single center expansions useful, is the fact that the overlap 
integral between two functions of the form of eqn 8.15 reduces to the sum of the radial integrals, 
.I dr j*(O, ¢, r)g(O, ¢, r) L /00 dr f£M(r)gLJ,;J(r) . 
LM .fo 
(8.17) 
Single center expansions of Slater [107], Cartesian Gaussian [25] and spherical Gaussian 
functions [21] have been reported. 
The 1/lrl- r2l term present in the interaction potential can also be expanded in spherical 
harmonics [108], 
(8.18) 
where r < and ·r> are the lesser and greater respectively, of r1 and r2. 
Faisal [109] use these expansions to develop a multipole expansion of the static potential, 
produced by a linear molecule expanded in functions centered on the nuclei. Burke and Sinfailam 
[110] extended this work to include exchange. Using molecular interaction potentials, expanded 
about a single center, reduces the required calculation to that of scattering from a pseudo 
atom. This is at the expense of having to include a possibly large number of multipoles to 
adequately describe the molecular potential. Also for molecular scattering, the target a 
fixed orientation with respect to the asymptotic momentum vectors. For atomic systems, 
quantization axis can have any orientation, and is usually chosen along the incident electron's 
momentum vector or the momentum change vector of the scattered electron, depending on the 
detail of the calculation. 
A single center expansion of the principle part of the free particle Green's function has also 
been reported by Lucchese and McKoy [21]. 
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8.2.2 Partial Wave Expansions 
The stationary, free wave states jg?k) from section 3.1 (see eqns 3.2 and 3.3) can also be expanded 
in the basis of angular momentum states, written jElm). The states IElm) are eigenstates of 
the particle wave equation, written in spherical polar coordinates, aJld 
(8.19) 
i¢k) L IElm)Yim(k). (8.20) 
lm 
The importance of the angular momentum basis for atomic systems is that, because the scat-
tering operator commutes with the and Lz operators, the matrix elements of the scattering 
operator are diagonal in this basis, i.e. 
(ElmiSIE'l'm') = 8(E- E')8w8mm'st(E), (8.21) 
(It can be shown that the terms sz(E) are independent of m) 
The stationary scattering states can also be defined in terms of partial waves, through the 
partial wave Lippmann-Schwinger equation, 
(8.22) 
For molecular scattering, the angular momentum basis is useful because it simplifies the 
integral over the orientation of the target with respect to the reference frame defined by the 
asymptotic vectors k1 and k2. (see section 8.2.3) 
Expressions for the partial wave, first Born scattering amplitudes for electron H2 scattering 
in the static exchange approximation have been reported by Fliflet and McKoy [25], using the 
single center expansions of the static and exchange potential given by Faisal and Burke and 
Sinfailam respectively. The static, partial wave Born scattering amplitudes can be used to 
calculate the second Born matrix elements, using the fact that the spectral representation of 
the two particle Green's function can be written in a basis of angular momentum states. The 
Ib terms can written as the sum of partial wave Ib(lm) terms, 
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Ib .f dk (¢kl1VIt~~~~IVI¢k2) 
- ~Ib(lm)Yz~(k;YYim(k~) (8.23) 
lm 
where 
h(lm) (8.24) 
and the interaction potential V is assumed to 
molecular target (see section 4.5). 
the static potential of the atomic or 
The Ib terms can thus be reduced to a sum over l and m, of the principle value radial 
integrals over k. The closure integral can again be expanded in partial waves, by using the 
single center expansion of the potential and the molecular orbitals. The Schwinger variational 
principle can also be formulated in terms of partial waves [25, 23, 28, 26, 27, 29, 35, 36, 41]. 
These ideas can also be applied to the closure integral in section 8.1. 
8.2.3 Nuclear Motion and the Adiabatic Nuclei Approximation 
All discussion in this to date, has assumed that the nuclei of target atom or molecule 
remains fixed throughout the whole scattering event. This assumption is known as the adiabatic 
nuclei approximation [12, 111, 112, 113, 114]. Considering an intuitive semi-classical picture 
of an electron-molecule scattering event, when the incident electron is close to the target, the 
interaction potential dominates the motion of the free electron. That is, the electron and the 
target have coupled strongly, with the angular momentum of the system being described by the 
quantum numbers J and l'VIJ, which are the quantum numbers for the total system of electron 
plus molecule. For a system of this nature, it is sensible to formulate the theoretical description 
of the system in the coordinate frame of the molecule. Born-Oppenheimer approximation 
can be used, so the theoretical treatment becomes the positive energy equivalent of typical 
bound state molecular calculations. The nuclear motion can be considered subsequent to the 
treatment of the electronic motions as is the case with bound state calculations. 
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When the free electron moves sufficiently far away from the molecule, the interaction po-
tential becomes relatively less important, and the motions of the nuclei can become important. 
In this region, the angular momentum quantum numbers of the free molecule become good 
quantum numbers and the system can be described as a positive energy electron moving in the 
field of a freely rotating and vibrating molecule. This system is best formulated in the fixed 
laboratory reference frame, typically with the z axis taken along the free electron's, incident 
momentum vector. There is thus, a boundary between the inner region, where the total system 
is described in the molecular reference frame, and the outer region where system consists of 
an electron plus rotating and vibrating molecule, described in the fixed laboratory reference 
frame. The so called frame transformation methods [115, 116, 11] determine solutions of the 
scattering equations in the inner region in the molecular frame, then at a chosen boundary, the 
solutions are transformed into the laboratory frame, the nuclear Hamiltonian is introduced and 
the solutions continued into the asymptotic region where scattering information can be derived. 
The adiabatic nuclei approximation is equivalent to assuming that the boundary in the frame 
transformation methods, can be moved out to infinity. It is valid when the time required for 
the free electron to traverse the interaction potential is short, with respect to the rotational 
and vibrational periods of the molecule. 
account for motion of the target nuclei, the approximation of Chase [117] is invoked. For 
diatomic targets, the initial and final target nuclear states are written 1Xv0 j 0 R) and lxv,..jnR) 
respectively, where the quantum number v and j represent the vibrational quantum number 
and j represents the rotational quantum numbers. vector R is the internuclear vector in 
the laboratory frame. Now, the scattering amplitude for the transition from the state /Xv0 j 0 R) 
to IXvnj,_R) is given by 
(8.25) 
where JL(k2n -t k 10; R) is the fixed nuclei scattering amplitude for the transition from the 
electronic state 0 to the state n, defined in the laboratory reference frame, with the z lying 
along the vector k1 . The vector R denotes the orientation of the internuclear axis with respect 
to the laboratory reference frame. (For non-linear targets, the orientation of the molecule with 
respect to the laboratory frame is defined by the three Euler angles) 
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z 
X Molecular Frame 
Figure 8-1: Scattering geometry in the center of mass coordinate frame 
Considering only the rotational motion of the target, if the rotational energies are assumed 
degenerate, the rotationally averaged differential cross section is simply the integral over all 
target orientations, of 
(8.26) 
The steps involved in calculating the differential cross section, using the adiabatic nuclei 
approximation, in terms of the molecular frame partial wave scattering amplitudes is briefly 
outlined. This is specific to linear targets, although the concepts can be extended to non-linear 
targets. 
1. The molecular frame partial wave amplitudes are determined from the partial wave 
transition matrix elements, via a suitable approximation. The molecular frame scattering 
amplitude (see fig 8-1) can be expanded in the partial wave amplitudes, 
JM (k2n-> k1 0) 47r 2..: fzf,mrn/ (k2n -> k1 O)Yi.m(k2)Yiim,(kl) · (8.27) 
ll1mm1 
2. The lab frame scattering amplitude (see fig 8-2) is expanded in terms of the partial 
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z 
y 
x Laboratory Frame 
Figure 8-2: Scattering geometry in the laboratory coordinate frame 
wave, molecular frame amplitudes, after a suitable rotation is performed, using rotational 
harmonics [118] and the properties of the spherical harmonics, 
ll'mm1 ,m11 
(8.28) 
3. Expression 8.28 is substituted into eqn 8.26 giving 
(8.29) 
where PL(B) is the Lth order Legendre polynomial whose argument is the scattering angle, 
and 
AL = 4~ ~ ~ awmm' fzt~rn,aJ\>.'J.LJldfi,J.Lfl/C(ll'mm'; )..)/f-lf-l1i L) ll'mm' )..A' J.Lf11 (8.30) 
where Cis a combination of Clebsch-Gordon coefficients [119] 
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Calculation of the molecular frame partial wave amplitudes, via a suitable approximation, 
thus reduces the final integral required over the .fr!-Olecular orientation, to a summation of the 
partial wave amplitudes. 
Seigel, Dill and Dehmer [120], give an alternative method of completing the final summation 
over the partial waves, eqn 8.29. Their formulation is in terms of the angular momentum 
transferred from the electron to the target, and exploits the rapid falloff in scattering with 
increasing angular momentum transfer. 
It is quite feasible to express the first and second Born scattering amplitudes and the 
Schwinger variational principle in terms of partial wave expansions. This is true also, of the 
formulas for the closure approximation to the matrix elements of the Green's functions for the 
Schwinger and second Born approximations. Because of the difficulty in using the exp( ik · r) 
basis, for the calculation of second Born matrix elements from molecular targets, it would be 
interesting to compare the computational requirements of calculating these terms using partial 
wave expansions, bearing in mind that, as the energy of the scattering system increases, the 
number of partial waves that contribute to the scattering amplitude, also increases. Because 
the Schwinger variational principle is a low and intermediate energy theory, there are obvious 
advantages in using a partial wave expansion when studying molecular scattering. 
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Chapter 9 
Conclusions 
This chapter gives a summary of the results and conclusions obtained in chapters 6, 7 and 8. 
Programs to calculate high energy, electron-helium second Born amplitudes via the simpli-
fied second Born approximation of Holt et aL [71], have been written. The results obtained 
have been compared with published results [70, 71, 72] to ensure the numerical techniques used 
have been correctly applied. The wave functions used to describe the stationary target states 
in this work were expanded in Slater functions. The use of Gaussian functions to describe the 
target orbitals was investigated, because of the intention of extending the theoretical treatment 
to molecular systems. The resulting equations for the second Born matrix elements could not 
reduced to any useful form, so the first Born amplitudes were fitted to the corresponding Slater 
expressions allowing the second Born matrix elements to be calculated. 
were found to be relatively sensitive to the particular 
results obtained 
Having gained some experience in the application of the simplified second Born approxima-
tion the extension to molecular hydrogen was attempted. It was immediately apparent that the 
numerical methods used in the calculation of atomic scattering, were not useful for electron-
molecule scattering. Problems occur in the evaluation of the final integral over kin the second 
Born terms. One way to avoid this problem is to numerically evaluate this integral. Programs 
were developed to numerically estimate the three dimensional integral. These were tested by 
calculating electron-helium amplitudes which were compared with the analytic results of chap-
ter 6. Applying these methods to electron-H2 scattering, it was found that although it is quite 
feasible to evaluate the required integrals numerically, it is not practical even for the simple 
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system of electron plus molecular hydrogen because of the extensive amount of computation 
required to achieve converged results. 
An alternative discussed in chapter 8, which may be useful for simple molecular targets 
is to use a single center expansion of the interaction potential. This reduces the problem of 
scattering from a non-spherically symmetric molecular target, to the scattering of an electron 
from a pseudo-atom and thus allows the scattering amplitudes to be calculated more efficiently. 
Target rotation and vibration must also be considered when dealing with molecular scat-
tering. For scattering amplitudes calculated using the adiabatic nuclei approximation to be 
compared with experiment, some form of orientational averaging must be completed. A way to 
avoid this is to calculate partial wave scattering amplitudes so the final orientational integral 
reduces to a summation over partial waves. 
Scattering amplitudes were also calculated using the Schwinger variational principle, for 
static exchange scattering of electrons from the ground state of helium. A method of calcu-
lating scattering amplitudes beyond the static exchange approximation \vithin the Schwinger 
framework is proposed in chapter 8. This method uses the closure approximation to estimate 
the second Born like matrix elements required. It is argued that these ideas may be useful at 
intermediate energies, either as a stand alone method of calculation or as a method used in 
conjunction with a pseudostate expansion, to optimize the pseudostate basis. 
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Appendix A 
Transformation to the Center of 
Mass Coordinate 
Considering the classical two dimensional system depicted in fig A-1 which consists of two 
mass points moving relative the fixed coordinate system with origin 0. The two mass points 
are assumed to interact via a conservative potential which depends only on their separation 
r = r 2 - r 1 and perhaps the derivative of r with respect to time, and higher derivatives. 
The center of mass of the two particle system is 
(A.1) 
The kinetic energy in the fixed coordinate frame 0 is 
T 
(A.2) 
where 
(A.3) 
The classical Hamiltonian for the system is now [121] 
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r 
0 
Figure A-1: Mechanical system of two classical particles 
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H = T+V 
1 . 2 1 7n17n2 ·2 . 
-2(m1+m2)R +-2 r +V(r,r, ... ) m1+m2 
- H(R) + H(r, i:, .. . ) (A.4) 
Thus a separation of variables can be made and the equation of motion for the center of 
mass can be solved for using the total mass of the system m1 + m2. The equation of motion of 
the relative coordinate r is solved for using the reduced mass, 
(A.5) 
and does not involve the center of mass coordinate at all. Thus the two body problem 
has been reduced to two one body problems with the center of mass motion being particularly 
simple. The center of mass motion can always be subtracted out of any interacting system in 
free space, independent of the number of individual particles. 
The same analysis can be carried out on the analogous quantum system using the conjugate 
momenta in the expressions for kinetic energy. That is eqn A.2 is now 
T 
(A.6) 
Pl = inB / 8r1 etc. 
Extension systems containing to more than two particles follows accordingly [8]. 
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Appendix B 
The Green's Function 
This appendix gives a brief introduction to Green's functions. An excellent text on this topic 
is Green's Functions in Quantum Physics by Economou [122]. 
B.l The Time Independent Green's Function 
The time independent Green's function G(z), associated with the linear, Hermitian, time inde-
pendent operator L is defined as solution of the equation, 
- L)G(z) = 1, 
z is a complex variable. The spatial representation of this is 
Inverting eqn B.l gives 
(z- L(r))G(r, r1; z) = 6(r- r 1) 
G(r, r'; z) (rjG(z) lr') 
L(r) = 6(r- r')(rjLjr'). 
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(B.l) 
(B.2) 
(B.3) 
(B.4) 
1 G(z) = , . (z- L) (B.5) 
The eigenfunctions of !L) , !¢n), 
(B.6) 
form a complete set, 
(B.7) 
n 
so multiplying eqn B.5 by eqn B. 7 gives 
(B.8) 
n 
For a general function F the relation F(L)!¢n) = F(.An)l¢n) so 
G(z) (B.9) 
If L contains both a discrete and continuous spectrum, eqn is ·written 
In this form it is obvious that G is an analytic function of the variable z except at the 
eigenvalues of L. Because L is a Hermitian operator eigenvalues, An lie on the real axis. 
For the discrete spectrum of G(.An) exhibits simple poles and for the continuous spectrum, 
G(.An) has a branch cut. 
Although G(z) is not defined on the real axis within the branch cut of the continuous 
spectrum of L, two Green's functions Q±(z) can be defined by the limiting procedure, 
(B.ll) 
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(B.12) 
Given the solution to the homogeneous equation, eqn B.l, the solutions G(z) can be used 
to solve the general inhomogeneous equation 
(z- L)!u) =If) (B.13) 
for a given function If), where the solutions ju) satisfy the same boundary conditions as 
G(z). 
Now for z = A not in spectrum of L , iu) is given by 
iu) I¢;_)+ G(>-)if) 
which can be seen by substituting eqn B.l4 into eqn B.l3 and eqn 
(>. L) (!¢>-) +G(>-)if)) 
(>.- L)I¢A) + (>.- L)G(r,r'; >-)If) 
- 0 + llf) 
(B.14) 
(B.15) 
For z A in the continuous spectrum of the solution can be found in terms of the Green's 
functions (>.), 
(B.16) 
The most important result for scattering theory is the Green's function for free motion. 
This is in the spatial representation, the solution of eqn B.2 with 
L(r) = (B.17) 
So eqn B.2 is 
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The solution is obtained by 
are of the form 
and 
Equation B.9 now reads 
eqn B.9. The complete 
(rik) = ~12 exp(ik · r), 27f 
(B.18) 
{ ¢n} of eigenfunctions of L(r) 
(B.19) 
(B.20) 
G(r,r1;z) !. ~ exp(ik · r) exp( -ik · r') . (21f)3 z k2 
!. ~ exp(ik · p) . (27r)3 z-k2 ' (B.21) 
where 
- I p=r-r. (B.22) 
Now taking the z axis along vector p, 
G(r, r'; z) 1 /
21[ dq) /'1[ sin ede r= dk k2 exp( i~. p) 
.fo .fo .fo z - k 
1 /·= k2dk /'1[ 
-- dB Bexp(ikpcosB) 
. 0 z- k2. 0 
_1_ r= k2dk (exp( ikp) - exp( -ikp)) 
47f2 ./0 z- ikp 
-1 /·= kdk 
-
4 2
. (exp(ikp)- exp( -ikp)) 
7f 'lp. 0 - z 
1 /·= kdk 
-2 2Im( exp( ikp)) 
. 0 - z 
(B.23) 
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Now obviously the factor k/(k2 - z) is an odd function of k, so because Im(exp(ikp)) is 
also an odd function of k the limits if the integration can be extended to the infinite range, 
-oo-+ oo. 
I = /
·oo k dk 
-k2 2Im(exp(ikp)) 
. o -z 
1 ;·oo k dk 
"2. -oo ~2Im(exp(ikp)) 
j•oo k dk = . -oo ~ exp(ikp). (B.24) 
The final expression is obtained by noting that the real part of exp( ikp) is an even function 
of k and so does not contribute to the integral. 
Closing the integration path in the upper plane by a semicircle encloses one of the poles 
of the integrand k ±y'Z. Using the Cauchy residue theorem the integral can be completed. 
Denoting the root with positive imaginary part as k = y'Z, 
I 2i1rk:~p(i~p) (k- vz) I 
- i1f exp( ivzp). (B.25) 
Finally, from eqn B.23 
1 exp(iy'zjr- r'l) 
- 41f Jr- r'J G(r, r'; z) (B.26) 
z > 0, eqn B.24 is not well defined, but the limits a± ( r, r'; z) from eqns B.ll and B.12 
are, so 
G±( '· ) _ -~ exp(±iy'ZJr r'J) r,r ,z - 41f Jr r'J (B.27) 
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B.2 Time Dependent Green's Functions 
The first order, time dependent Green's function g(t, t1) associated with the linear, Hermitian, 
time independent operator L, is defined as the solution of the equation, 
( i a ') 1 I ~at-L 9(t,t)=o(t-t). 
Now taking the Fourier transform of the function g(t, t 1), 
1 ;·oo g(t, t1) = 2 dwe-iw(t-t')g(w), 7f.-oo 
and substituting back into eqn B.28 gives 
(
i a A) ~ - L g(t, t1) = 8(t- t 1 ) ( !:_!!_ t) 1 ;·oo dwe-iw(t-t') (w) em 21f.-oo g 
= 2~ .L: dwe-iw(t-t') (~- L) g(w) 
Noting the definition of the Dirac delta function 
8( t- t') = - dweiw(t-t'), 1 /'
00 
27r, -oc 
then 
(~ t) g(w) = L c 
From eqn B.1 it can be seen that 
g(w) = G(wjc). 
The functions g±(t, t') can be defined from the corresponding functions G±(z) a.s 
_]:__ ;·oo dwe-iw(t-t')c±(wjc). 
27f, -oo 
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(B.28) 
(B.29) 
(B.30) 
(B.31) 
(B.32) 
(B.33) 
(B.34) 
From the solution of the homogeneous partial differential equation, 
( i 8 ) c 8t t i¢(t)) = 0, (B.35) 
where the solutions obey the same boundary conditions as g(t, t'), the corresponding inho-
mogeneous equation 
( ~ gt- t) i¢(t)) = lf(t)), (B.36) 
can be solved. Using g±(t, t') , 
(t)) = l¢(t)) + / dt' g±(t, t')lf(t')). (B.37) 
This can be shown by substituting eqn B.37 into eqn B.36 and using eqns B.35 and B.28. 
Finally it can be shown that the functions g±(t, t') are related to 
U(t t') where 
time evolution operator 
U(t t') = exp( -icL(t- t')). (B.38) 
so that for a function l¢(t)) which is a solution of eqn B.35 at timet, the function 
i¢(t')) l dt ( ~) g+(t, t')l¢(t)) (B.39) 
is a solution of the same equation at time t' > t. Similarly 
i¢(t')) = / dt ( ~) g-(t, t')l¢(t)) (B.40) 
is a solution of eqn B.35 at the time t' < t. 
B.3 Green's Functions and Perturbation Theory 
For a Hamiltonian that can be written in the form 
(B.41) 
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two Greens functions can be defined 
Go(z) = (z- Ho)-1 (B.42) 
G(z) (z H)-1 
Ho- H1)-1 
[(z- Ho)(l- (z 
[1 Go(z)HI]-1 Go(z). (B.43) 
The term [1- Go(z)HI]-1 can be expanded giving 
G(z) Go + GoH1 Go + GoH1 GoH1 Go + ... (B.44) 
Go+ GoH1(Go + GoH1Go + ... ) 
Go+ GoH1G(z) 
Go+ (Go+ GoH1Go + .. . )H1Go 
Go+ G(z)H1Go. 
Defining the operator T(z) as 
T(z) = H1G(z)(z- Ho) (B.45) 
then using eqn B.44 gives expansion 
T(z) + H1 GoH1 + H1 GoH1 GoH1 + ... (B.46) 
Further 
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- Hr +HrGo(Hr +HrGoH1 + ... ) 
= Hr + HrGoT(z) 
Hr +Hr(Go + GoHrGo + ... )Hr 
= Hr+HrG(z)Hl 
- lh + (Hr +HrGoHr + .. . )GoHr 
Hr + T(z)GoHr. 
(B.47) 
(B.48) 
(B.49) 
These equations are valid when z is not part of the spectrum of Ho. ·when z lies in the 
continuous spectrum of Ho, two operators can be defined 
and 
(z) Hr HrGtT±(z) 
= Hr +HrG±(z)Hr 
+ (z)GoHr. 
Now from eqn B.44, 
and similarly 
HrG± = HrG~+HrGtHrGt+HrGtHrGtHrGt-+ ... 
(Hr +HrGt-Hr + . ... )Gt-
- T±ct-, 
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(B.50) 
(B.51) 
(B.52) 
(B.53) 
B.4 Green's Functions and Scattering Theory 
For a particle scattering off a fixed target, interacting via an interaction potential V, the 
Hamiltonian can be written 
Ho+V (B.54) 
The time independent Schri:idinger equation is given by 
(E- ii) i'if') - o 
(E- Ho)I'I/J) VI'I/J) (B.55) 
using eqn B.54. Equation B.55 is now in the form of eqn B.13 with 
z E 
L Ho 
ju) - j?jJ) 
If) VI'I/J) 
so from eqn B.16, the solutions 1'1/J±) 
can immediately be written as 
to distinguish the solutions associated with ct) 
(B.56) 
The functions 1¢) are solutions of the equation 
Hoi¢) = El¢). (B.57) 
Equation B.56 is called the Lippman-Schwinger equation and can solved giving 
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1~±) = (1 ctv)-11¢) 
- I<P) + ctvl¢) + ctvctvl¢) + ... 
= 1¢) + ct(VI¢) + ctVI¢) + ... ) 
I<P) + ctr±l¢). (B.58) 
Comparing eqn B.56 and eqn B.58 it can be seen that 
(B.59) 
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Appendix C 
Free-Free Direct Integrals 
The free-free direct integrals are of form 
(C.l) 
functions f(r1 ) being either Slater or Cartesian Gaussian functions. 
Eqn C.l can immediately be reduced to an integral over r 1 by applying Bethe's integral 
(C.2) 
so 
(C.3) 
C.l Slater Direct Integrals 
Firstly considering two s-Slater functions eqn C.3 is 
(C.4) 
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Now extension to higher order Slater functions can made by first noting the integral involving 
powers of ,r1 can be obtained from the differential of the s-function result with respect to a. 
= 
Finally for l: m =/= 0, eqn C.3 is 
Expanding the plane wave as 
eiKr1 47r I..>LjL(Krl)Y£M(rA1)YLivi(K) 
LM 
where }L(z) is a spherical harmonic, eqn C.6 is now 
~ L iL r= drtrtjL(Krt)fn(r·l)fnt(rl) 
LM .fo l dr'1Yim(r1)Yi1m/(rAl)YJ:M(rAl)YLM(K) 
4
1f L iL r>O dTlrtJL(Kr·l)fn(ri)fnt(r·l) 
Livi .fo 
C(l, l', NI; m, m')YLM(K) 
where C(l, l1, NI; m, m 1) is the Clebsch-Gordan coefficient [123]. 
C.2 Gaussian Direct Integrals 
(C.5) 
(C.6) 
(C.7) 
(C.8) 
Following section C.1, the initial case of two s-Gaussian functions centered at the origin is 
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(C.9) 
Higher order Cartesian Gaussian functions can be evaluated from the differential of eqn C.9 
with respect to the components of the K vector 
(C.lO) 
where Hi(z) is the ith order Hermite polynomial. 
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Appendix D 
Free-Free Exchange Integrals 
D .1 Slater Exchange integrals 
The integral required for the calculation of the first Born exchange scattering amplitudes (see 
section 6.1.1), for a basis of simple s-Slater functions, is 
1 (D.1) 
18 is e\'aluated by firstly substituting for the 1/rm term, 
(D.2) 
The integrals over ro and r1 are now separable and can be completed (see appendix C), 
giving 
(D.3) 
Noting the integral 
1(.\; k1, Pli kz, p,z) = 
./ dk[(lk k1l 2 + ~tD(Ik- kzl 2 + ~t2 )(k2 + .\2)r1, (D.4) 
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which has been evaluated analytically by Lewis (see appendix E), then 
(D.5) 
The second differential of the integral J(k; k1, !£1; k2, f./.2) has also 
pendix 
calculated, see ap-
D. 2 Gaussian Exchange integrals 
The corresponding Gaussian exchange integral, for s-Gaussian functions centered· at the origin, 
IS 
(D.6) 
Evaluation of ! 9 proceeds in exactly the same manner as ! 8 above. The substitution of 
eqn D.2 is made and the integrals over ro and r1 are completed leaving 
where 
a:+/3 
a=--4a:{3 and 
Transforming to spherical polar coordinates with the z 
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-2k·C e 
along the C vector gives 
(D.7) 
(D.8) 
81f2 (1f)3/4(1f)3/2 -k2/4f3-k2/4a 1f f(iG) 
---- e ei-er-(27r)3 ,B a 2iG Va ' (D.9) 
the final integral over k being obtained from [124]. 
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Appendix E 
Analytic Second Born Integrals 
Following the method of Lewis [91], integral to be calculated is 
I(.A;kl,~Ll;k2,~L2) = 
/ dkf(lk- k1l2 + ~t)(lk- k2l 2 + ~~)(k2 + >-2)r1 . 
Firstly using the Feynman relation 
and 
1 /1 
ab = .fo dz[az + b(1- z)r2 , 
(lk- k1l 2 + f-ti}z + (lk- k2l 2 + f-i~)(1 z) 
- k2z-2zk·kl+kfz+~fz+k2 (1 z)-2(1 z)k·k2 
+k§(1- z) + ~~(1 z) 
k2 2k · (k1z + k2(1- z)) + (kfz2 + 2z(1- z)k1 . k2 + k~(1- z)2 ) 
+z(l z)(kf- 2k1 · k2 + ki) + J-ifz + ~~(1 z) 
lk- Ql2 + 6._2, 
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(E.1) 
(E.2) 
(E.3) 
(E.4) 
(E.5) 
Now 
I - .kl dz / dk[(k2 + _x2)(1k- Ql2 + .D.2frl 
~ .fol dz ~ {)~ l dk[(k2 + _x2)(1k Ql2 + .6.2)]-1. (E.6) 
Taking the of the k frame, to lie along the vector Q, eqn E.6 becomes, with -u cos f), 
(E.7) 
Completion of contour of k by a semi-circle in the upper half-plane, and evaluation the 
integrand at the two poles thus enclosed, 
k = i.X, (E.8) 
I dz-- 7f ----1 ~·1 1 {) (/'1 2 du ) 2 . 0 .6. 8.6. . _1 .X+ .6.- iQtt . (E.9) 
The integral over 'U is easily completed to give 
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I 
(E.lO) 
The final integral over z can be completed by reducing the integrand to rational form, using 
a number of linear fractional transformations. 
The final result is 
j3 
G/ [(kl k2) 2 + (J.Ll + f-L2) 2][kf + (J.L1 + J\)2] 
[k~ + (J-L2 + J\) 2], 
J\[(k1- k2) 2 + (P,I + /-L2) 2] + P,2(J\2 + 
+p,l(,\2 + k~ + p,~) 
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(E.ll) 
(E.l2) 
(E.l3) 
Appendix F 
Second Differential of the Integral 
with the solution gh·en by eqn E.ll. The 
integral 
Id(A; k1, /tli kz, M) 
./ dk[(lk- k1l2 + fLif(lk- kzl 2 + tt2 ) 2 (k2 + >.2)]-1 . (F.l) 
is required for a number of applications. Id is evaluated by noting 
(F.2) 
The second differential is evaluated by writing the expression for I in the form 
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and 
Now 
¢oo 
¢10 
¢m 
¢n 
'lj;oo 
'lj;lQ 
'lj;Ol -
'lj;u 
Qoo 
QlO 
Qm = 
1 
¢oo = VAOO 1 (1+i(Qoo-1)1/2) 'lj;oo = i ln 1- i(Qoo -1)1/2 
Aoo = 0:1 - (32 
1 
viAOO 
A10 
- 2A3/2 
00 
Am 
- 2A3/2 
00 
Aoo Qoo = 1+-B 
00 
¢oo (3 ) 
2A6o 2A10Ao1- AnAoo 
~ ln ( 1 +i(Qoo -1)'1') 
i 1-i(Qoo-1)1/2 
QlO 
Qoo(Qoo -1)112 
Qm 
Qoo(Qoo -1)112 
Boo= (3 
Qoo(Qo~ -1)112 ( Qn- Q10Q01 ( Q1oo + 2(Qo~ -1))) 
1 Aoo + B2 00 
1 
B 3 (A10Boo- 2AooB10) 00 
1 
B 3 (AmBoo - 2AooBm) 00 
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(F.4) 
(F.5) 
(F.7) 
(F.8) 
Qn B~ (An B2 (AooBn + A10Bo1 + Ao1B10) 
00 00 
+ ; 2 (AooBwBm)) 
00 
Aoo and Boo begin defined in eqn F.5. 
The expressions for a')' and f3 are given in eqns 12 and E.l3 terms of /Ll and p2. Thus 
the differentials of Aoo and Boo with respect to /-Ll and /L2 and their the second differentials can 
be evaluated and substituted into the equations above. 
194 
Appendix G 
Evaluation of the second Born 
Integrals for Gaussian charge 
distributions 
The integral to be evaluated 
(G.l) 
Two possible routes to the evaluation of this integral are evident. The first, starts with the 
Feynman identity for the factor in the denominator, 
1 
(G.2) 
where Q = zlk1- kl + (1- z)lk2- kl and ~2 = z(1- z)(k1- k2) 2 . Eqn G.l can now be 
written 
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(G.3) 
(G.4) 
This the same form as eqn E.6 derived by Lewis [91], the difference being the e-ak2 ek-P 
factor in eqn G.3. To proceed, the integral over k is completed leaving the final integral over 
the Feynman parameter, z to be evaluated. Unfortunately, the integral over k can not be 
calculated in a simple closed form due to the presence of the ek-P 
as a possible route to the calculation of f.q· 
excluding this method 
Lewis [91] describes a method for calculating the second Born integrals 
for ,6i 
amplitudes 
,Bj The calculation for f3i =/= 
(G.5) 
starts with the expression for the first Born 
(G.6) 
The contour C is the real axis, with the poles at s = ±K being avoided by passing above. 
Now, combining the two terms from eqn G.5, 
(G.7) 
where 
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A= p·k2 + p·k2 _ (Pik1 + Pik2) 2 
t 1 J 2 PiPi 
Rpik1 + Pik2 
PiPi . (G.S) 
Using eqn G.6 in eqn G.5, thus leads to the expression 
-A/' ;· 1 Ig = lim ~ ds se-82 dk-b f 
· s......,o+ ~1f' . c . a c 
(G.9) 
Unfortunately, only for the case Pi = Pi can eqn G.9 be reduces to three denominator 
integrals, which are required to proceed. 
A final possibility for the evaluation of Ig is to leave the factors F(K1)F(K2), uncombined 
in eqn G.5. Applying eqn G.6 twice gives 
-1 /' /' ;· dk J9 = lim ds sF(s) dt tF(t) -b d 5-+0+ . c . c . a c e (G.ll) 
(G.12) 
Using partial fractions to reduce eqn G.ll gives, 
-1 /' /' [/' dk lim - 2 dssF(s) dttF(t) b 
a-+O+ 1r . c . c . a c 
/
. dk ;· dk dk] 
- . bed - . ace + cde (G.l3) 
All the integrals over k are of the form 
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(G.14) 
the solution of which has been given by Lewis. The final contour integrals, over s and t, are 
complicated integrals of the function J(.A; k1 , t; k2, t) multiplied by exp( -f3is2 ) and exp( -/3jt2 ) 
factors. It is not envisaged that analytic evaluation of the final integrals is feasible but it may 
be possible to complete these integrals numerically. 
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Appendix H 
The Levenberg-Marquardt Method 
The problem to be solved is the fitting a set of N data points (xi, Yi), to a non-linear function 
of the independent variable, x. Denoting the nonlinear function as 
(H.l) 
where the coefficients { ci}, are varied to give 
coefficients { q} can be written as the vector c. 
best fit to the available data. The set of 
The function of merit, x2 is defined as 
(H.2) 
The cri are the standard deviations for the individual da.ta.points (xi, Yi)· The problem now 
is to minimize the function x2 (c) with respect to the set of coefficients c. 
The vector of gradients (3, with respect to the coefficients is 
k = 1, 2, ... ,n (H.3) 
When the x2 function is minimized with respect to the ci this vector, (3 is the null vector. 
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The matrix of second derivatives is 
82x2 
8ck8Ci 
N 
2 2:::: 1 
i=l 
[[ . _ (. ·)]8
2y(c;xi) _ 8t(c;xi)8y(c;xi)] 
Y~ y c, Xt f) f) f) f) . 
Ck Cz Ck C[ 
The matrix A is just one-half the Hessian matrix of the function y( c; x). 
H.l Inverse Hessian Method 
(H.4) 
The Taylor expansion of an arbitrary function J, about the point p, with coordinates xis, 
8f 1 82 f . f(x) = f(p) + 2::::-8 . Xi+ -2 L 8 .f) . XiXj -r ... . Xt . . X 2 XJ 
1. t] 
(H.5) 
Now for a point q sufficiently close top, the summation in eqn H.5 can be truncated to give 
or in vector notation 
c = .f(p) 
From eqn H.7 
1 f ( q) ~ c - b · q + - q · A · q 2 . 
A 
v [ c b · q + }q · A · q] 
-b+A·q. 
(H.6) 
(H.7) 
(H.8) 
(H.9) 
Now taking f(x) to be the function x2 (c) of eqn H.2 and em to be the vector which 
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minimizes x2 (c), then for a vector b f Cp sufficiently close to em, 
(H.lO) 
using eqns H.3 and HA. (3 and A both being evaluated at the point Cp. From eqn H.9 
(H.ll) 
but by definition gradient of x2 at Cm vanishes, SO 
A· Cm = 2(3. (H.l2) 
Again using eqn H.9, 
(H.13) 
or 
(H.l4) 
Subtracting eqn H.l4 from eqn H.12 and multiplying on the left by [A]--1 gives 
(H.15) 
Thus if Cp is sufficiently close to Cm for eqn H.lO to be reasonable, the vector Cm can be 
obtained from eqn H.15 by evaluation of the gradient vector vx2 ( Cp) and the inverse of the 
Hessian matrix [A]-1, both evaluated at cp. This procedure can be continued by taking em as 
the cp of the next iteration, and continuing until no further change occurs in the vector em or 
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H.2 Method of Steepest Descent 
Given a function f(c) of the vector of coefficients c, the vector with elements 
b=-\7/(c) (H.16) 
evaluated at the point Cp gives local gradient at that point. Following this vector across 
the surface f(c), initially, reduces the value of f(c). At some point along this line the function 
obtains a minimum. If this point is taken as the new point cp, the vector b can again be 
evaluated and a line minimization along the new direction can be completed and the procedure 
iterated until the minimum of the function f( c) is obtained. 
Thus the iteration of the coefficients takes the form 
(H.l7) 
The constant O:i being determined by the particular line minimization. 
This 'Method Steepest Descent' does not assume any form for the function f (c) so can 
be useful when the starting point is far from the minimum. 
H.3 The Levenberg-Marquardt Method 
The Levenberg-Marquardt combines the inverse Hessian method and the method of steepest 
descent. The iteration formula for the inverse Hessian method is, see eqn H.15 
Ci+I = Ci +A -l · (3, (H.18) 
Defining the vector of increments 6c as 
OC = Ci+l - Cj (H.l9) 
then 
oc = A -l · (3, (H.20) 
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or 
A· oc (3. (H.21) 
The steepest descent method can now be written as 
oc = a(3. (H.22) 
The Levenberg-Marquardt method starts by noting that a can be set to any particular 
value less than the line minima of the particular iteration, and in fact can be used as a variable. 
Secondly, because x2(c) is dimensionless, the terms Pk have dimension 1/ck, see eqn H.3. Now 
the individual terms from eqn H.22 are 
(H.23) 
Introducing a factor 'Yk which has the dimension c~ gives 
(H.24) 
A suitable set of terms "fk, with the correct dimension is given by the inverse diagonal 
elements of the matrix A, 1/ Akk, see eqn H.4. So 
(a= 1/E) or 
1 
oq = -A ,Bk 
E kk 
Finally eqns H.21 and H.26 can be combined giving 
(3 = EAOC + A . oc 
A'. oc 
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(H.25) 
(H.26) 
(H.27) 
where the vector .A is the vector of diagonal elements of A, Akk so the matrix A' is 
(H.28) 
The method used in this work follows the prescription of Numerical Recipes [125]. 
1. From an initial guess to the vector c, calculate x2 (c). 
2. Set £ to 0.001. 
3. Solve the set of linear equations H.27 for the vector be. Evaluate x2(c +be) . 
• If x2 ( e +be) 2: x2 (c) increase E by a factor of 10 and go back to 3 . 
• If x2 ( c +be) < x2 ( c) decrease E by a factor of 10. Update c +-- c + 8c, go back to 3 
The iterative cycle was stopped when the fractional decrease in x2 , 
was than 0.001. 
x2(c)- x2 (c + 8c) 
x2(e) 
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(H.29) 
Appendix I 
Matrix elements of the free particle 
Green's function 
The most general expression for the Gaussian matrix elements of the free particle Green's 
function, 
( a,A I a+ 1 ,s,B ) f-Llmn 0 f-Ll1m 1n 1 (I.l) 
where the functions J.l~~ and pf,~n' are Cartesian Gaussian functions, with exponent a:, /3, 
centered at A and B respectively, 
a:,A _ i\T ( A )l( A )m( A )n -a:(r--A) 2 J.llmn- 1Vlmn rx- X ry- y rz- z e . (I.2) 
The free particle Green's function at in it's spectral representation is (see appendix B) 
(I.3) 
Substituting this expression into the original matrix element, I.l gives 
(I.4) 
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Utilizing the Cauchy principle value theorem, the integral can be broken into it's principle 
value integral and a residue term, 
I a,A I a+ I ,B,B ) \~tzmn 0 ~l'm'n' 
(I.5) 
thus the corresponding matrix element of the principle-value Green's function is given by 
/
. d3 k (IL~~ I k) (k lltf,!,n') 
k2 k2 . 
. 0 
( a:,A I Gp I ,B,B ) -~lmn 0 ~l1m1n1 - 1 (I.6) 
Substituting the explicit expressions for the Fourier transforms of the Gaussian functions 
leads to 
(!.7) 
where 
R=A-B. (L8) 
Using the expansion of the plane wave 
eik·R 47r ~ iLjL(kR)Yuvi(R)Yi,u(k) (I.9) 
LM 
the matrix element reduces to 
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(p,~~ I cr; llif,:;.,n') = C(lmn; l' m' n') 2:. iL !Livi( ko, a:, /3; lmn, l' m' n') (1.10) 
LM 
where 
C(lmn; l'm'n') 
1 ( 1 ) 3/2 il-l' +m-m' +n-n' 
23 NzmnNl'm'n' et/3 21-l'+m-m'+n-n' a:Cl+m+n)/2,8{l'+m'+n1)/2 (I.ll) 
and 
(!.12) 
1 1 et+/3 
a=-+-4a 4a,8 · (!.13) 
The angular integrals can be performed by elementary means, leaving a radial integral of 
the form 
/
·oo kp -ak2 . (kR) 
IF= dk e JL 
L k2 k2 ' 
.o - 0 
The simplest case, L 0 and P 2 is thus 
dk e Jo . 
/
·oo k2 -ak2 . (kR) 
k2- k2 
.o 0 
1 ;·= ke-ak2 sin(kR) 
- dk--~--~~ 
R. 0 k2 kB 
and from tables of Fourier sin transforms [124], 
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(1.14) 
(!.15) 
(1.16) 
Utilizing the properties of the error function, eqn 1.16 becomes 
(1.17) 
Integrals with higher values of P and L can be obtained via successive differentiations of 
this expression with respect to a and R. 
For example considering the differential of IG with respect to R, 
(1.18) 
which uses the relationship [4] 
(1.19) 
The differential of 15 with respect to a is, 
(1.20) 
Considering the recursion properties of the spherical Bessel functions 
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(2L + 1) . . . 
kR JL(kR) = JL-I(kR) + JL+l(kR) (1.21) 
so that 
JP _ R [rp+1 + 1p+1] L- (2L + 1) L-1 £+1 ' (L22) 
thus only a certain number of explicit expressions must be derived by successive differenti-
ation, the rest using the recursion relation I.22. 
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Appendix J 
Bound-Free Matrix Elements of the 
Static Exchange Interaction 
Potential 
The two integrals required for the evaluation of the bound-free matrix elements of the interaction 
potential are the one electron term, 
/
. ' 1 
h =. dre~kr ;:oi(r) (J.1) 
and the two electron term 
(J.2) 
where the Gaussian functions gi, 91 and 9k are of s, Pz or dz2 symmetry and centered at 
the origin. Expressions for these integrals, for general Cartesian Gaussian functions have been 
given by McKoy and Watson [23], the specific cases required in section 6.3.1 are given below. 
J .1 One Electron Integrals 
The general expression for these integrals is given in equation (A16) of [23]. Starting with an 
s Gaussian function, the integral is 
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where the integral I5 (a, C) is [124] 
I3(a,C) = f"XJ dXe-ax2 jo(CX) 
.fo 
-i:a erf (2~). 
Gautschi [126] has published an algorithm for calculating the complex error function. 
(J.3) 
(J.4) 
The Pz and dz2 functions require integrals written If (a, C) which are related to the IG (a, C) 
integral, 
If(a, C)= f"X) dX xP-2e-ax2 ]L(CX). 
.fo (J.5) 
These may be found by differentiation of the I5 result with respect to a or C and through 
the recursion properties of spherical Bessel functions [96] (see appendix I). 
The Pz and dz2 results are [23), 
(J.6) 
where a= 1/4a and C = ik/2a. 
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J. 2 Two Electron Integrals 
The solution ofthe integrals from eqn J.2 are given in equation (A12) of [23]. For all s Gaussian 
functions, written ( s ss) the expression is 
I2(s-ss) 
(J.8) 
a= (a+ 8)/4a6 and C = ik/2a, (6 (3 + f'). The integrals I2(pz-ss) and I2(dz2 -ss) are 
simply related to the one electron integrals and can be immediately written 
. 1r
2 
-ak2 ( 2( C) klf(a, C)) 
I2(p,-ss) = -'lkz a,5/263/2 e Io a, + 2a (J.9) 
(J.lO) 
where a= (a+6)j4a6 and C ik/2a. 
The final two integrals I2(s-pzs) and I2(s-d"2 s) arise due to the exchange part of the static 
exchange potential and are again determined from the expressions of McKoy et al. 
(J.ll) 
2 Ij) 
2Io + 36 
(J.12) 
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