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Abstract
We consider an initial-boundary value problem for the Maxwell’s system in a bounded do-
main with a linear inhomogeneous anisotropic instantaneous material law subject to a nonlinear
Silver–Müller-type boundary feedback mechanism incorporating both an instantaneous damp-
ing and a time-localized delay effect. By proving the maximal monotonicity property of the
underlying nonlinear generator, we establish the global well-posedness in an appropriate Hilbert
space. Further, under suitable assumptions and geometric conditions, we show the system is
exponentially stable.
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1 Introduction
Consider the macroscopic formulation of Maxwell’s equations in a bounded domain G ⊂ R3 with
ν : Γ→ R3 standing for the outer normal vector to its smooth boundary Γ := ∂G and the functions
E,D,H,B : [0,∞)×G→ R3 denoting the electric, displacement, magnetic and magnetizing fields,
respectively. With ρ : [0,∞) × G → R representing the electric charge density, Gauss’ law along
with Gauss’ law for magnetism yield
divD = ρ and divB = 0 in (0,∞)×G, (1.1)
while Faraday’s law of induction and Ampère’s circuital law mandate
∂tD = curlH− J and ∂tB = − curlE in (0,∞)×G. (1.2)
Typically, J : [0,∞)×G→ R3 is a (given) total current density.
Since the system (1.1)–(1.2) is underdetermined, two more equations relating the four un-
known vector fields E,D,H,B need to be postulated. Letting ε,µ : G → R3×3 be symmetric,
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uniformly positive definite matrix-valued permittivity and permeability tensor fields, the instanta-
neous anisotropic material laws read as
D = εE and B = µH. (1.3)
Combining Equations (1.1)–(1.3), we arrive at
∂t
(
εE
)
= curlH− J, div
(
εE
)
= ρ in (0,∞) ×G, (1.4)
∂t
(
µH
)
= − curlE, div
(
µH
)
= 0 in (0,∞) ×G. (1.5)
Various boundary conditions for Equations (1.4)–(1.5) are known in the literature. Eller et al.
[9] considered the nonlinear version
H× ν + g(E× ν)× ν = 0 on (0,∞) × Γ (1.6)
of the classical Silver–Müller boundary condition
H× ν + κ · (E× ν)× ν = 0 on (0,∞) × Γ. (1.7)
Here, g : R3 → R3 is a smooth function with g(0) = 0 and κ > 0 is a constant. Equations (1.6) and
(1.7) model scattering of electromagnetic waves by an obstacle G under the assumption that the
waves cannot penetrate the obstacle too deeply [3, p. 20]. The Silver–Müller boundary condition
(1.7) arises as a first-order approximation to the so-called transparent boundary condition but,
despite of being dissipative, allows for reflections back into the domain G [8, p. 136].
In the present paper, we modify the nonlinear feedback-type boundary condition (1.6) by incor-
porating a nonlinear time-localized delay effect:
H(t, ·)× ν + γ1g
(
E(t, ·)× ν)× ν + γ2g
(
E(t− τ, ·)× ν)× ν = 0 on (0,∞)× Γ (1.8)
with a delay parameter τ > 0 and appropriate constants γ1, γ2 > 0. Viewing the instantaneous
Silver–Müller boundary conditions (1.6) and (1.7) as a feedback boundary control, the latter being
a common stabilization instrument widely used in engineering, an extra delay term in Equation
(1.8) becomes indispensable to adequately account for time retardations, which inevitably arise due
a time lag in the interaction between a sensor measuring E × ν and the actuator updating H× ν
on the boundary Γ.
Pulling Equations (1.4)–(1.5), (1.8) together, we arrive at
∂t
(
εE
)
= curlH− J, div
(
εE
)
= ρ in (0,∞) ×G,
∂t
(
µH
)
= − curlE, div
(
µH
)
= 0 in (0,∞) ×G,
H(t, ·)× ν + γ1g
(
E(t, ·)× ν)× ν + γ2g
(
E(t− τ, ·)× ν)× ν = 0 on (0,∞)× Γ.
In the following, let J ≡ 0 and ρ ≡ 0. This corresponds to the case both electrical sources and
resistance effects are absent. While not affecting the well-posedness results to follow, compared to
the case of electrical resistance, i.e., J = σ(E,H)E as mandated by the Ohm’s law, the condition
J ≡ 0 reduces the overall amount of damping in the system making the stability analysis more
challenging. Adding the usual initial conditions, we arrive at the system
∂t
(
εE
)
= curlH, div
(
εE
)
= 0 in (0,∞) ×G, (1.9)
∂t
(
µH
)
= − curlE, div
(
µH
)
= 0 in (0,∞) ×G, (1.10)
H(t, ·)× ν + γ1g
(
E(t, ·)× ν)× ν + γ2g
(
E(t− τ, ·)× ν)× ν = 0 on (0,∞) × Γ, (1.11)
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E(0, ·) = E0, H(0, ·) = H0 in G, (1.12)
E(−τ ·, ·)× ν = Φ0 in (0, 1) × Γ. (1.13)
Partial (not mentioning ordinary!) differential equations (PDEs) have widely been studied in
the literature. Time-delays along with other types of time-nonlocalities such as memory effects,
etc., can typically enter a PDE in one of the two ways – either through a time-nonlocal material
law [11, 13] or a time-delayed feedback mechanism (so-called “closed-loop control”) [5, 6, 18, 23, 26],
etc. Whereas time-delayed material laws mostly lead to ill-posedness [13], the effect of time-delay
in feedback mechanisms can range from a “mere” reduction of the decay rate to destabilization to
even ill-posedness. We refer the reader to the famous Datko’s example [5], which illustrates the
later dichotomy. Our goal is to investigate the impact of the nonlinear boundary delay feedback
from Equation (1.11) on system (1.9)–(1.13). Before proceeding with our study, we first give a short
literature review. In our brief review below, we restrict ourselves to instantaneous material laws
but discuss both instantaneous and nonlocal boundary conditions.
Lagnese [16] studied the exact boundary controllability of homogeneous isotropic Maxwell’s
equations
∂tE− curl(ε
−1H) = 0, ∂tH+ curl(µ
−1E) = 0 in (0,∞) ×G, (1.14)
divE = divH = 0 in (0,∞) ×G, (1.15)
E(0) = E0, H(0) = H0 in G (1.16)
subject to boundary condition
ν ×H = −J on Γ× (0,∞) (1.17)
in star-shaped regions G. Here, the current density J plays the role of a distributed open-loop
control. The electric permittivity ε and magnetic permeability µ were assumed constant, while the
region G was selected to be star-shaped with respect to some point.
Nicaise [19] investigated the exact controllability of isotropic non-homogeneous Maxwell’s equa-
tions (1.9)–(1.10) with the boundary conditions
H× ν = J on (0, T ) × Γ0,
H× ν = 0 on (0, T ) × (Γ \ Γ0),
E× ν = 0 on (0, T ) × Γ
via a boundary control J under appropriate conditions on the coefficients and the geometry of G.
Here, Γ0 is a non-empty, relatively open subset of Γ.
Eller & Masters [10] later used multiplier techniques to prove the exact controllability for Equa-
tions (1.14)–(1.16) via of the boundary control
ν × (ε−1H) = J on (0, T )× Γ
for nonhomogeneous µ, ε in connected domains G.
Krigman [15] studied a similar problem for the system
ε∂tE− curl(H) + σE = 0, µ∂tH+ curl(E) = 0 in (0,∞)×G
div(εE) = 0, div(µH) = 0 in (0,∞) ×G
with the initial conditions (1.16) and boundary condition (1.17) in simply connected star-shaped
domains G.
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Eller [7] studied Equations (1.9)–(1.10) subject to boundary conditions
ν ×E = 0, ν · (µH) = 0 on (0, T ) × Γ.
Assuming the star-shapedness of G and exploiting the method of multipliers, a boundary observ-
ability inequality was proved.
Eller et al. [9] examined the problem of stabilizing Maxwell’s equations (1.9)–(1.10) subject to
boundary condition
H× ν + g(E× ν)× ν = 0 on (0,∞) × Γ.
The (scalar) ε and µ were assumed real positive fields and g(·) a continuous mapping satisfying
certain monotonicity and boundness conditions. To prove the well-posedness, monotone operator
theory and nonlinear semigroup theory were used, while the exponential stability – both in the
linear and the nonlinear cases – was shown via exact controllability established using multiplier
techniques.
Zhou [28] investigated the exact controllability under the action of a distributed control u
∂tE− curl(H) = χG(x)u in (0,∞) ×G,
∂tH+ curl(E) = 0 in (0,∞)×G,
divH = divE = 0 in (0,∞)×G,
E× ν = 0 on (0,∞)×G,
E(0) = E0, H(0) = H0 in G,
where χG(·) is the indicator function of a set ω ⊂ G. This result was further extended by Zhang
[27] to time-dependent ω’s using multiplier techniques.
A series of important results were obtained by Nicaise & Pignotti. In [20], under monotonicity
and boundedness assumptions on g(·), the authors considered a stabilization problem for Maxwell’s
equations
∂tE− curl(λH) = 0 in (0,∞) ×G, (1.18)
∂tH+ curl(µE) = 0 in (0,∞) ×G, (1.19)
divE = divH = 0 in (0,∞)×G, (1.20)
E(0) = E0, H(0) =H0 in G (1.21)
with space-time variable (scalar) coefficients µ = µ(x, t), λ = λ(x, t) and a nonlinear Silver–Müller
boundary condition
g(x,E × ν) +H× ν = 0 on (0,∞) × Γ.
Another article [21] by the same authors was dedicated to the problem of stabilization of Maxwell’s
equations via a distributed feedback arising from the linear Ohm’s law:
∂tE− curl(λH) + σE = 0 in (0,∞) ×G, (1.22)
∂tH+ curl(µE) = 0 in (0,∞) ×G, (1.23)
divH = 0 in (0,∞) ×G, (1.24)
E× ν = 0, H · ν = 0 on (0,∞) × Γ, (1.25)
E(0) = E0, H(0) = H0 in G. (1.26)
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The method of multipliers was used to establish an observability estimate in the paper. Same au-
thors [22] also obtained an observability estimate for the standard isotropic homogeneous Maxwell’s
system (1.18)–(1.21) subject to boundary conditions (1.25).
The impact of boundary conditions that include tangetial components were studied by numerous
authors. Kapitonov [12] considered Equations (1.18)–(1.21) in (0, T )×G with dissipative boundary
conditions
ν ×E− α(·)Hτ = 0,
where α(·) is a continuously differentiable function on Γ with Reα > 0. Here and in the sequel,
Hτ := H− (H× ν)H (1.27)
denotes the tangential component of H. Using the semigroup approach to investigate the well-
posedness, the author further utilized geometrical properties of the domain to obtain results on
exact boundary controllability of the solution to (1.18)–(1.21) in (0, T )×G with boundary condition
ν ×E− ia(x)Hτ |Γ = p(t,x),
where a(x) is a continuously differentiable scalar function on Γ. Cagnol and Eller [2] studied a well-
posedness for anisotropic Maxwell’s equations with the so-called “absorbing boundary” condition
ν ×E− αHτ = g on (0, T ) × Γ.
Nonlocal boundary conditions are also known in the literature. Nibbi & Polidoro [18] proved the
exponential stability of ‘Graffi’-type free energy associated with the isotropic Maxwell’s equations
subject to a memory-type boundary condition
Eτ (t, ·) = η0H(t, ·)× ν +
∫ ∞
0
η(s)H(t− s, ·)× ν ds.
In contrast, the impact of time-delayed boundary conditions from Equation (1.11) on Maxwell’s
equations has not been studied in the literature before. At the same time, such boundary conditions
proved to be very interesting – both from theoretical in practical point of view – for other types of
hyperbolic systems. For example, Nicaise & Pignotti [23] investigated the stability of a delay wave
equation subject to a time-delayed boundary feedback
utt(t,x) −∆u(t,x) = 0 for (t,x) ∈ (0,∞)×G,
u(t,x) = 0 for (t,x) ∈ (0,∞)× Γ0,
∂νu(t,x) = −µ1ut(t,x) − µ2u(t− τ,x) for (t,x) ∈ (0,∞)× (Γ \ Γ0),
u(0,x) = u0(x), ∂tu(0,x) = u1(x) for x ∈ G,
ut(t− τ,x) = f0(t− τ,x) for (t,x) ∈ (0, τ)× (Γ \ Γ0).
Under suitable conditions on Γ0, the initial-boundary-value problem was shown to possess a unique
strong solution, which is exponentially stable given µ2 < µ1.
Nicaise & Pignotti [24] studied Equations (1.9)–(1.13) subject to the linear feedback g(x) = x
in the boundary condition (1.11) and a similar system subject to an internal delay feedack
∂t
(
εE
)
− curlH+ σ
(
µ1E+ µ2E(· − τ, ·)
)
= 0, div
(
εE
)
= 0 in (0,∞) ×G (1.28)
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in lieu of Equation (1.9) with homogeneous, isotropic ε, µ. Having established a well-posedness
theory for both systems for the case µ2 ≤ µ1, exponential stability in simply connected bounded
domains for µ2 < µ1 was proved and optimality of the latter condition was illustrated for both
systems.
The rest of the paper has the following outline. In Section 2, partial difference-differential Equa-
tions (1.9)–(1.13) are transformed to an abstact nonlinear evolution equation on the extended phase
space. By showing maximal monotonicity of the generator and exploiting the nonlinear semigroup
theory, the well-posedness is proved. In Section 3, under a star-shapedness assumption on the do-
main G, the exponential stability of the system is shown by using standard Rellich’s multipliers
and auxiliary functions inspired by [13]. In the Appendix section, for the sake of completeness, a
“folklore” method (which probably goes back to early works of I. Lasiecka) that establishes a con-
nection between disipativity, an observability-through-damping inequality and exponential stability
is formulated and proved.
2 Well-Posedness
Following [7], for a symmetric, positive definite matrix-valued α ∈ L∞(G,R3×3), we define the
spaces
H(curl, G) :=
{
u ∈
(
L2(G)
)3 ∣∣ curlu ∈ (L2(G))3},
H(divα 0, G) :=
{
u ∈
(
L2(G)
)3 ∣∣ div(αu) = 0}
and introduce the Hilbert space
H := H(divε 0, G) ×H(divµ 0, G)
endowed with the inner product
〈
(E,H)T , (E˜, H˜)T
〉
H
:=
∫
G
εE · E˜ dx+
∫
G
µH · H˜ dx.
(The completeness follows from [16]).
Similar to [9], we formally define the operator
A :
(
E
H
)
7→
(
−ε−1 curlH
µ−1 curlE
)
.
Our goal is to transform Equations (1.9)–(1.13) to an abstract Cauchy problem on the extended
phase space (cf. [13, 23, 24])
H := H× L2
(
0, 1;L2τ
(
Γ,R3
))
endowed with the scalar product
〈
(E,H,Z)T , (E˜, H˜, Z˜)T
〉
H
:=
〈
(E,H)T , (E˜, H˜)T
〉
H
+ τ
∫ 1
0
∫
Γ
(
Z(s, ·)× ν
)
·
(
Z˜(s, ·)× ν
)
dxds.
Here, following [24, Equation (2.12)], the ‘tangential’ L2-space on Γ L2τ is defined as
L2τ
(
Γ,R3
)
:=
{
Ψ ∈ L2(Γ,R3) |Ψ · ν = 0 on Γ
}
.
This choice will later prove crucial for showing the density of the generator.
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Letting formally
V(t, ·) :=

 E(t, ·)H(t, ·)
(0, 1) ∋ s 7→ Z(t, s, ·)

 ≡

 E(t, ·)H(t, ·)
(0, 1) ∋ s 7→
(
E(t− τs)× ν
)
|Γ)

 ,
we define the operator
A : D(A ) ⊂ H → H , (E,H,Z)T 7→
(
A(E,H)T
1
τ ∂sZ
)
with the domain
D(A ) :=
{
(E,H,Z)T ∈ H
∣∣ (A(E,H)T , 1τ ∂sZ)T ∈ H , E× ν|Γ,H× ν|Γ ∈ (L2(Γ))3,
H× ν + γ1g(E × ν)× ν + γ2g
(
Z|s=1
)
× ν = 0 on Γ,
Z|s=0 = E× ν
}
.
The latter explicitly reads as
D(A ) :=
{
(E,H,Z)T ∈ H
∣∣E,H ∈ H(curl, G), Z ∈ H1(0, 1; (L2(Γ))3),
E× ν|Γ,H× ν|Γ ∈
(
L2(Γ)
)3
,
H× ν + γ1g(E × ν)× ν + γ2g
(
Z|s=1
)
× ν = 0 on Γ,
Z|s=0 = E× ν
}
.
Equations (1.9)–(1.13) can equivalently be written as an abstract evolution equation
∂tV(t) + A
(
V(t)
)
= 0 for t > 0, V(0) = V0 (2.1)
with V0 := (E0,H0,Φ0)T .
Assumption 2.1 (Tensor fields ε and µ). Let ε,µ ∈ C0
(
G¯,R3×3
)
satisfy
(
ε(x)
)T
= ε(x) and
(
µ(x)
)T
= µ(x) for x ∈ G¯ (2.2)
as well as
λmin(ε) > 0 and λmin(µ) > 0,
where
λmin(ϕ) := min
x∈G¯
min
|ξ|=1
ξ ·
(
ϕ(x)ξ
)
for ϕ ∈ C0
(
G¯,R3×3
)
.
Denote
α = min{λmin(ε), λmin(µ)}. (2.3)
Assumption 2.2 (Nonlinearity g(·)). Suppose the nonlinear function g : R3 → R3 satisfies:
1. g(0) = 0,
2. There exists c1 > 0 such that
(
g(E) − g(E˜)
)
· (E− E˜) ≥ c1
∣∣E− E˜∣∣2 for any E, E˜ ∈ R3,
3. There exists c2 > 0 such that
∣∣g(E)− g(E˜)∣∣ ≤ c2|E − E˜| for any E, E˜ ∈ R3.
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Remark 2.3. In contrast to the wave equation, which is known [17] to admit feedback functions
with a superlinear growth rate (in y, not yt), this is no longer true for Maxwell’s equations since su-
perlinear terms can cause the solution to leave the basic L2-space thus destroying the well-posedness.
In this sense, the results of our paper appear to be optimal – at least at the basic energy level.
The following two lemmas are quoted from [9].
Lemma 2.4. For all E,H ∈ H(curl, G) with E× ν|Γ,H× ν|Γ ∈
(
L2(Γ)
)3
, we have∫
G
(
curlE ·H− curlH ·E
)
dx =
∫
Γ
(H× ν) ·E dx.
Remark 2.5. By virtue of [4, Chapter 2], the statement of Lemma remains true for general fields
E,H ∈ H(curl, G) if the latter integral is replaced by the dual paring between the spaces H−1/2(div,Γ)
and H1/2(curl,Γ).
Let Pε denote the orthogonal projection on H(divε 0, G) in (L
2(G))3. Combining [9, Lemma
2.3] with the ‘tangentiality’ of Z ∈ L2τ
(
Γ,R3
)
, we get:
Lemma 2.6. The image Pε
(
(D(G))3
)
is dense in H(divε 0, G). The domain of the operator A is
dense in H .
Remark 2.7. For all χ ∈ C∞(G¯), we have curl(Pεχ) = curlχ in G and (Pεχ)× ν = χ× ν on Γ.
Now, we can prove the following lemma.
Lemma 2.8. There exists a positive number C such that C id+A is a maximal monotone operator.
Proof. Monotonicity: Consider a new inner product on H defined via〈
(E,H,Z)T , (E˜, H˜, Z˜)T
〉
H˜
:=
〈
(E,H)T , (E˜, H˜)T
〉
H
+ ξτ
∫ 1
0
∫
Γ
ecs
(
E(t− τs)× ν
)
·
(
E˜(t− τs)× ν
)
dxds.
Here c, ξ are positive numbers and will be chosen later. Obviously,
〈
·, ·
〉
H˜
is equivalent with the
original inner product
〈
·, ·
〉
H
.
First, we show that C id+A is a monotone operator for some C > 0. For all (E,H,Z)T ,
(E′,H′,Z′)T ∈ D(A ), letting (E˜, H˜, Z˜)T = (E,H,Z)T − (E′,H′,Z′)T , we obtain
〈
(C id+A )

EH
Z

− (C id+A )

E′H′
Z′

 ,

EH
Z

−

E′H′
Z′

〉
H˜
= C
∥∥∥∥∥∥

E˜H˜
Z˜


∥∥∥∥∥∥
2
H˜
+
〈
A

E˜H˜
Z˜

 ,

E˜H˜
Z˜


〉
H˜
= C
∥∥∥∥∥∥

E˜H˜
Z˜


∥∥∥∥∥∥
2
H˜
+
〈−ε−1 curl H˜µ−1 curl E˜
τ−1∂sZ˜

 ,

E˜H˜
Z˜

〉
H˜
= C
∥∥∥∥∥∥

E˜H˜
Z˜


∥∥∥∥∥∥
2
H˜
+
∫
G
(
curl E˜ · H˜− curl H˜ · E˜
)
dx+ ξ
∫ 1
0
∫
Γ
ecs∂sZ˜ · Z˜dxds. (2.4)
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Using Lemma 2.4 and the boundary condition from Equation (1.11), we get∫
G
(
curl E˜ · H˜− curl H˜ · E˜
)
dx =
∫
Γ
H˜× ν · E˜dx
=
∫
Γ
(
γ1g(E
′ × ν)× ν + γ2g(Z
′
∣∣
s=1
)× ν − γ1g(E × ν)× ν − γ2g(Z|s=1)× ν
)
·
(
E−E′
)
dx
=
∫
Γ
(
γ1g(E
′ × ν) + γ2g(Z
′
∣∣
s=1
)− γ1g(E × ν)− γ2g(Z|s=1)
)
× ν ·
(
E−E′
)
dx
=
∫
Γ
(
γ1g(E × ν) + γ2g(Z|s=1)− γ1g(E
′ × ν)− γ2g(Z
′
∣∣
s=1
)
)
·
(
E−E′
)
× νdx (2.5)
=
∫
Γ
γ1
(
g(E × ν)− g(E′ × ν)
)
·
(
E× ν −E′ × ν
)
+ γ2
(
g(Z|s=1)− g(Z
′
∣∣
s=1
)
)
·
(
Z˜|s=0
)
dx.
Recalling Assumption 2.2 and using Cauchy & Schwarz’ inequality, the latter integral can be esti-
mated both on the low∫
Γ
γ1
(
g(E × ν)− g(E′ × ν)
)
·
(
E× ν −E′ × ν
)
dx ≥
∫
Γ
γ1c1
∣∣E× ν −E′ × ν∣∣2dx
= γ1c1
∫
Γ
Z˜2|s=0dx = γ1c1‖Z˜|s=0‖
2
(L2(Γ))3
(2.6)
and the high side∫
Γ
γ2
(
g(Z|s=1)− g(Z
′
∣∣
s=1
)
)
·
(
Z˜|s=0
)
dx
≥ −γ2
(∫
Γ
(
g(Z|s=1)− g(Z
′
∣∣
s=1
)
)2
dx
∫
Γ
Z˜2|s=0dx
)1
2
≥ −γ2
(∫
Γ
(
c2
(
Z|s=1 − Z
′|s=1)
)2
dx
∫
Γ
Z˜2|s=0dx
)1
2
= −γ2c2‖Z˜|s=1‖(L2(Γ))3 · ‖Z˜|s=0‖(L2(Γ))3 .
(2.7)
Now, consider the latter term in Equation (2.4). Integrating by parts, we get
ξ
∫ 1
0
∫
Γ
ecs∂sZ˜ · Z˜dxds =
ξ
2
∫
Γ
∫ 1
0
ecs∂s(Z˜
2)dsdx
=
ξ
2
∫
Γ
(
ecsZ˜2|s=1s=0 −
∫ 1
0
cecsZ˜2ds
)
dx
=
ξ
2
∫
Γ
(
ecZ˜2|s=1 − Z˜
2|s=0 −
∫ 1
0
cecsZ˜2ds
)
dx
=
ecξ
2
‖Z˜|s=1‖
2
(L2(Γ))3 −
ξ
2
‖Z˜|s=0‖
2
(L2(Γ))3 −
ξc
2
∫
Γ
∫ 1
0
ecsZ˜2dsdx. (2.8)
Recalling Equations (2.5)–(2.8), we obtain
C
∥∥∥∥∥∥

E˜H˜
Z˜


∥∥∥∥∥∥
2
H˜
+
∫
G
(
curl E˜ · H˜− curl H˜ · E˜
)
dx+ ξ
∫ 1
0
∫
Γ
ecs∂sZ˜ · Z˜dxds
9
≥ C
∥∥∥∥
(
E˜
H˜
)∥∥∥∥
2
H
+ Cξτ
∫ 1
0
∫
Γ
ecsZ˜2dxds+
(
γ1c1 −
ξ
2
)
‖Z˜|s=0‖
2
(L2(Γ))3 +
ξec
2
‖Z˜|s=1‖
2
(L2(Γ))3
−
cξ
2
∫ 1
0
∫
Γ
ecsZ˜2dxds− γ2c2‖Z˜|s=1‖(L2(Γ))3 · ‖Z˜|s=0‖(L2(Γ))3 .
Taking now ξ < 2γ1c1 and applying Cauchy & Schwarz’ inequality, we arrive at
C
∥∥∥∥
(
E˜
H˜
)∥∥∥∥
2
H
+ Cξτ
∫ 1
0
∫
Γ
ecsZ˜2dxds+
(
γ1c1 −
ξ
2
)
‖Z˜|s=0‖
2
(L2(Γ))3 +
ξec
2
‖Z˜|s=1‖
2
(L2(Γ))3
−
cξ
2
∫ 1
0
∫
Γ
ecsZ˜2dxds− γ2c2‖Z˜|s=1‖(L2(Γ))3 · ‖Z˜|s=0‖(L2(Γ))3
≥ C
∥∥∥∥
(
E˜
H˜
)∥∥∥∥
2
H
+ 2
((
γ1c1 −
ξ
2
)ξec
2
) 1
2
‖Z˜|s=1‖(L2(Γ))3 · ‖Z˜|s=0‖(L2(Γ))3
+ ξ
(
Cτ − c2
) ∫ 1
0
∫
Γ
ecsZ˜2dxds− γ2c2‖Z˜|s=1‖(L2(Γ))3 · ‖Z˜|s=0‖(L2(Γ))3 . (2.9)
Finally, selecting c such that 2
((
γ1c1 −
ξ
2
) ξec
2
) 1
2
≥ γ2c2 and then choosing C >
c
2τ , the right
hand side of Equation (2.9) is rendered positive implying the monotonicity of A .
Maximality : By virtue of Browder & Minty’s Theorem [1, Theorem 2.2], it suffices to prove
(C + λ) id+A is surjective for at least one λ > 0, i.e., for any (F1,F2,F3)
T ∈ H , we need to find
(E,H,Z) ∈ D(A ) such that
(
(C + 1) id+A
)EH
Z

 =

F1F2
F3

 . (2.10)
Let b = C + 1. From Equation (2.10), we have bZ+ τ−1∂sZ = F3, whence we easily get
Z(t, s,x) = e−τbs
(∫ s
0
F3(t, s,x)e
τbrdr +E(t,x)× ν
)
. (2.11)
In particular,
Z(t, s,x)|s=1 = e
−τb
(∫ 1
0
F3(t, r,x)e
τbrdr +E(t,x)× ν
)
, (2.12)
Z(t, s,x)|s=0 = E(t,x)× ν. (2.13)
Further, using Equation (2.10), we obtain
H = b−1
(
F2 − µ
−1 curlE
)
(2.14)
to arrive at
b2εE− curl(F2 − µ
−1 curlE) = bεF1. (2.15)
At the first glance, H ∈
(
L2(G)
)3
, but curlH ∈
(
L2(G)
)3
and ν ×H ∈
(
L2(G)
)3
will later follow
from the regularity of E (cf. [24, p. 38]).
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Equation (2.15) is formally equivalent with
b2εE+ curl(µ−1 curlE) = bεF1 + curlF2, (2.16)
while the boundary condition in Equation (1.11) can formally be transformed to
−b−1µ−1 curlE× ν + γ1g(Z|s=0)× ν + γ2g(Z|s=1)× ν = −b
−1F2 × ν, (2.17)
where Z|s=1 and Z|s=0 are given by Equations (2.12) and (2.13), respectively.
Define the Hilbert space
Wε =
{
E ∈ (L2(G))3 | curlE ∈ (L2(G))3, div(εE) ∈ L2(G), E× ν ∈ (L2(Γ))3
}
(2.18)
endowed with the norm
‖E‖2Wε =
∫
G
|E|2 + | curlE|2 + |div(εE)|2 dx+
∫
Γ
|E × ν|2 dx. (2.19)
Consider the variational problem: Find E ∈Wε such that
a(E,E′) =
∫
G
bεF1 ·E
′ + F2 · curlE
′ dx for any E′ ∈Wε. (2.20)
Here, the nonlinear form a(·, ·) is defined by
a(E,E′) :=
∫
G
b2εE ·E′ + µ−1 curlE · curlE′ + s div(εE) div(εE′) dx
+ b
∫
Γ
(E′ × ν) ·
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
dx,
where Z|s=1 and Z|s=0 are given by Equations (2.12) and (2.13), respectively, and s is a positive
number to be chosen later.
Similar to [9], consider the operator
B : Wε →W
′
ε, Bu(v) = a(u, v). (2.21)
Observing that right-hand side of Equation (2.20) belongs to the space W ′ε, the solvability of Equa-
tion (2.20) needs to follow from surjectivity of the operator B. Using [25, Corollary 2.2] and the
fact that strong monotonicity implies coercivity, it is sufficient to prove B is strongly monotone,
hemicontinuous and bounded.
Strong monotonicity: For any E,E′ ∈Wε, letting E˜ = E−E
′, we have〈
BE− BE′,E−E′
〉
W ′
ε
×Wε
=
〈
BE,E−E′
〉
W ′
ε
×Wε
−
〈
BE′,E −E′
〉
W ′
ε
×Wε
= a(E,E −E′)− a(E′,E −E′)
=
∫
G
b2εE · E˜+ µ−1 curlE · curl E˜+ s div(εE) div(εE˜) dx+
+ b
∫
Γ
(E˜× ν) ·
(
γ1g(E × ν) + γ2g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν)
))
dx
−
∫
G
b2εE′ · E˜+ µ−1 curlE′ · curl E˜+ s div(εE′) div(εE˜) dx+
− b
∫
Γ
(E˜× ν) ·
(
γ1g(E
′ × ν) + γ2g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E′ × ν)
))
dx
11
=∫
G
b2εE˜ · E˜+ µ−1 curl E˜ · curl E˜+ s div(εE˜) div(εE˜) dx+
+ b
∫
Γ
(E˜× ν) ·
(
γ1g(E × ν) + γ2g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν)
))
dx
− b
∫
Γ
(E˜× ν) ·
(
γ1g(E
′ × ν) + γ2g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E′ × ν)
))
dx.
The latter two integrals rewrite as
bγ1
∫
Γ
(E˜ × ν) ·
(
g(E × ν)− g(E′ × ν)
)
dx (2.22)
+ bγ2
∫
Γ
(E˜ × ν) ·
(
g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν)
)
− g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E′ × ν)
))
dx.
Utilizing Assumption 2.2, we obtain
bγ1
∫
Γ
(E˜× ν) ·
(
g(E × ν)− g(E′ × ν)
)
dx ≥ bγ1
∫
Γ
c1
∣∣E˜× ν∣∣2 dx (2.23)
and
bγ2
∫
Γ
(E˜ × ν) ·
(
g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν)
)
− g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr +E′ × ν)
))
dx
≥ bγ2e
τb
∫
Γ
c1
∣∣e−τb(E˜× ν)∣∣2 dx = bγ2c1e−τb
∫
Γ
∣∣(E˜× ν)∣∣2 dx. (2.24)
Hence,
〈
BE− BE′,E −E′
〉
W ′
ε
×Wε
≥
∫
G
b2εE˜ · E˜+ µ−1| curl E˜|2 + s|div(εE˜)|2 dx
+ bc1(γ1 + e
−τbγ2)
∫
Γ
c1
∣∣E˜× ν∣∣2 dx
≥ c∗‖E −E′‖2Wε
for some positive c∗.
Hemicontinuity: For any E,E′ ∈Wε, we can write〈
B(E+ tE′),E′
〉
W ′
ε
×Wε
= a(E + tE′,E′) (2.25)
=
∫
G
b2ε(E+ tE′) ·E′ + µ−1 curl(E+ tE′) · curlE′ + s div
(
ε(E + tE′)
)
div(εE′) dx
+ bγ1
∫
Γ
(E′ × ν) · g
(
(E+ tE′)× ν
)
dx
+ bγ2
∫
Γ
(E′ × ν) · g
(
e−τb(
∫ 1
0
F3(r)e
τbrdr + (E+ tE′)× ν)
)
dx.
On the strength of Assumption 2.2, we get the continuity of g(·). Now, by virtue of Equation (2.25),
the continuity of t 7→
〈
B(E+ tE′),E′
〉
W ′
ε
×Wε
follows.
Boundedness: Suppose ‖E‖Wε ≤ c. Then,∣∣∣〈BE,E′〉W ′
ε
×Wε
∣∣∣ = ∣∣a(E,E′)∣∣
12
≤∫
G
b2
∣∣εE · E′∣∣+ ∣∣µ−1 curlE · curlE′∣∣+ s ∣∣div(εE) div(εE′)∣∣ dx
+ bγ1
∫
Γ
∣∣(E′ × ν) · g(E× ν)∣∣dx
+ bγ2
∫
Γ
∣∣∣∣(E′ × ν) · g(e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν)
)∣∣∣∣dx.
Using Cauchy & Schwarz’ inequality and Assumption 2.2, we estimate
bγ1
∫
Γ
∣∣(E′ × ν) · g(E× ν)∣∣dx ≤ bγ1
(∫
Γ
|E′ × ν|2dx
∫
Γ
|g(E × ν)|2dx
)1/2
≤ bγ1c2
(∫
Γ
|E′ × ν|2dx
∫
Γ
|E× ν|2dx
)1/2
= bγ1c2‖E
′ × ν‖(L2(Γ))3‖E× ν‖(L2(Γ))3
≤ bγ1c2‖E
′‖Wε‖E‖Wε
≤ bγ1c2c‖E
′‖Wε
and
bγ2
∫
Γ
∣∣∣∣(E′ × ν) · g(e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν)
)∣∣∣∣dx
≤ bγ2c2
(∫
Γ
∣∣E′ × ν∣∣2 dx∫
Γ
∣∣∣∣e−τb(
∫ 1
0
F3(r)e
τbrdr +E× ν
)∣∣∣∣
2
dx
)1/2
≤ bγ2c2e
−τb‖E′ × ν‖(L2(Γ))3
(∫
Γ
2
( ∫ 1
0
F3(r)e
τbrdr
)2
+ 2 |E× ν|2 dx
)1/2
≤ 2bγ2c2e
−τb‖E′‖Wε
(
‖IF3‖(L2(Γ))3 + ‖E× ν‖(L2(Γ))3
)
≤ 2bγ2c2e
−τb‖E′‖Wε
(
‖IF3‖(L2(Γ))3 + c
)
,
where IF3 =
∫ 1
0 F3(r)e
τbrdr. Therefore,
∣∣∣〈BE,E′〉W ′
ε
×Wε
∣∣∣ ≤ c∗‖E′‖Wε for a suitable c∗. Thus,
‖BE‖W ′
ε
≤ c∗ and the conclusion follows.
In summary, B is surjective and the problem (2.20) possesses a (weak) solution. Since B is
strongly monotone, the solution is unique.
Strongness of solution: We now prove the (weak) solution E ∈ Wε to Equation (2.20) along
with corresponding H,Z satisfy Equation (2.10).
First, we show that div(εE) = 0. Following [9], consider the set
D = {ϕ ∈ H10 (G) | div(ε∇ϕ) ∈ L
2(G)}. (2.26)
Letting E′ = ∇ϕ for arbitrary, but fixed ϕ ∈ D, we can rewrite Equation (2.20) as∫
G
b2εE · ∇ϕ+ s div(εE) div(ε∇ϕ) dx =
∫
G
bεF1 · ∇ϕ dx for any ϕ ∈ D.
Using Green’s formula, we get∫
G
−b2 div(εE)ϕ+ s div(εE) div(ε∇ϕ) dx = −
∫
G
bdiv(εF1)ϕ dx for any ϕ ∈ D. (2.27)
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Since (F1,F2,F3)
T ∈ H , it follows that F1 ∈ H(divε 0, G). Thus, the latter integral in Equation
(2.27) vanishes. Hence,∫
G
div(εE)
(
− b2ϕ+ s div(ε∇ϕ)
)
dx = 0 for any ϕ ∈ D. (2.28)
Since the spectrum of div(ε∇·) with homogeneous Dirichlet boundary conditions is discrete,
there exists a positive number s such that b2/s belongs to the resolvent set. Then, from Equation
(2.28), we conclude that div(εE) = 0 holds strongly in G.
Therefore, Equation (2.20) becomes∫
G
b2εE ·E′ + µ−1 curlE · curlE′ + b
∫
Γ
(E′ × ν) ·
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
dx
=
∫
G
bεF1 ·E
′ + F2 · curlE
′ dx for any E′ ∈Wε. (2.29)
Recalling the definition of H from Equation (2.14) and applying Green’s formula to Equation
(2.29), we arrive at∫
G
εbE ·E′ +H · curlE′ dx+
∫
Γ
(E′ × ν) ·
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
dx
=
∫
G
εF1 · E
′ dx for any E′ ∈Wε.
Choosing E′ = Pεχ with χ ∈ (D(G))
3, we get∫
G
εbE · Pεχ+H · curl(Pεχ) dx =
∫
G
εF1 · Pεχ dx for any χ ∈ (D(G))
3
or, after using Green’s formula,∫
G
(
εbE− curlH
)
· Pεχ dx =
∫
G
εF1 · Pεχ dx for any χ ∈ (D(G))
3.
Since Pε(D(G))
3 is dense in H(divε 0, G), there identity
εbE− curlH = εF1 (2.30)
follows in the strong sense.
Choosing E′ = Pεχ with χ ∈ (C
∞(G))3, we get∫
G
εbE · Pεχ+H · curl(Pεχ) dx+
∫
Γ
(Pεχ× ν) ·
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
dx
=
∫
G
εF1 · Pεχ dx for all χ ∈ (D(G))
3.
Using Equation (2.30), Lemma 2.7 and Green’s formula, we finally conclude∫
Γ
−
(
H× ν
)
· χ dx+
∫
Γ
(
ν ×
(
γ1g(Z|s=0) + γ2g(Z|s=1)
))
· χdx = 0
for all χ ∈ (D(G))3. Thus, we have −H × ν −
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
× ν = 0 in the strong
sense. Therefore, (E,H,Z)T ∈ D(A ) and Equation (2.10) is satisfied.
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Theorem 2.9. Under Assumptions 2.1 and 2.2, suppose V0 ∈ H . Then, Equation (2.1) possesses
a unique global mild solution
V ∈ C0
(
[0,∞),H
)
.
If, moreover, V0 ∈ D(A ), the mild solution V is a strong solution satisfying
V ∈W 1,∞loc (0,∞;H ) ∩ L
∞
loc
(
0,∞;D(A )
)
.
Proof. Since the operator C id+A is maximally monotone for a sufficiently large C > 0, using [1,
Corollary 4.1], any initial value V0 ∈ D(A ) admits a unique mild solution. By virtue of Lemma
2.6, this remains true for V0 ∈ H . As for the strong solution, [1, Theorem 4.5] applies.
Remark 2.10. In contrast to Datko’s ‘counterexamples’ of destabilizing boundary delays, our non-
linear system (1.9)–(1.13) as well as its linearization studied by Nicaise & Pignotti [24] are well-posed
for two basic reasons: 1) the boundary conditions involve instanteneous terms of matching order and
has a correct sign; 2) the orders of the delayed and the instantaneous terms are not too high. Indeed,
adopting the step method commonly used for difference-differential equations, a delayed system can
only be well-posed if the delay operator constitutes an ‘admissible control operator’ as widely applied
in infinite-dimensional control theory. In this sense, systems with maximal Lp-regularity (which
Equations (1.9)–(1.13) are lacking) subject to ‘strong’ delay can behave completely differently from
those without this important property.
3 Exponential Stability
Our thrust is to prove the exponential stability for Equations (1.9)–(1.13). To this end, we consider
the “natural energy” functional
E(t) := 12
∥∥V∥∥2
H
≡
1
2
∫
G
∣∣E(t, ·)∣∣2dx+ 1
2
∫
G
∣∣H(t, ·)∣∣2dx+ τ ∫ 1
0
∫
Γ
∣∣E(t− τs,x)× ν∣∣2dxds.
In the following, we apply a combination of Rellich’s multiplier techniques developed for boundary
control problems along with Lyapunov’s techniques for delay differential equations in the spirit of
[13].
For x0 ∈ R
3, consider the vector field m(x) := x− x0.
Assumption 3.1 (Regularity and geometric conditions). Suppose the following conditions are sat-
isfied:
1. G is a bounded C2-domain.
2. G is strictly star-shaped with respect to x0 ∈ G, i.e.,
m(x) · ν(x) > 0 for x ∈ Γ. (3.1)
3. ε,µ ∈ C1(G¯,R3×3).
4. There exists a constant d1 > 0 such that
ε+ (m · ∇)ε ≥ d1ε and µ+ (m · ∇)µ ≥ d1µ in G¯, (3.2)
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Remark 3.2. Inequalities (3.2) are mathematical assumptions on the physical nature of the medium
(cf. [7]) and the geometry of the domain G – the latter inasmuch as the function m(·) is involved.
Similar conditions are imposed in [10, 15], etc. In case both ε and µ are scalar and constant (or
“nearly” constant), this corresponds to the “strict star-shapedness” with respect to x0 (see, e.g., [14,
p. 48]). In particular, all convex domains are strictly star-shaped. Hence, the geometry class is
non-trivial.
Consider a new functional
Eξ(t) :=
1
2
∫
G
∣∣E(t, ·)∣∣2dx+ 1
2
∫
G
∣∣H(t, ·)∣∣2dx+ ξτ ∫ 1
0
∫
Γ
∣∣E(t− τs,x)× ν∣∣2dxds,
where ξ is a positive number such that
γ1c1 −
γ2c2
2
> ξ >
γ2c2
2
. (3.3)
Obviously, ξ exists if γ1c1 > γ2c2.
Lemma 3.3. Suppose γ1c1 > γ2c2. Then, there exist positive numbers c
E
1 , c
E
2 such that for all
t2 > t1 ≥ 0 the following inequality holds
−cE1
∫ t2
t1
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt ≥ Eξ(t2)− Eξ(t1) ≥ −c
E
2
∫ t2
t1
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt, (3.4)
where (E,H,Z)T is a strong solution of Equation (2.1).
Proof. Similar to [9, Lemma 2.7], multiplying Equations (1.9) and (1.10) in L2
(
0, T ; (L2(G))3
)
with
E and H, respectively, integrating by parts and using the boundary condition from Equation (1.11),
we get
Eξ(t2)− Eξ(t1) = −
∫ t2
t1
∫
Γ
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
·
(
E(t, ·) × ν
)
dxdt (3.5)
+ ξτ
∫ t2
t1
∫ 1
0
∫
Γ
2
(
E(t− τs, ·)× ν
)
· ∂t
(
E(t− τs, ·)× ν
)
dxdsdt.
Recalling
Z(t, s, ·) = E(t− τs, ·)× ν for s ∈ [0, 1]
and following [13], we obtain
τ∂tZ(t, s, ·) + ∂sZ(t, s, ·) = 0 for (t, s) ∈ (0,∞) × (0, 1).
Therefore,
ξτ
∫ 1
0
∫
Γ
2
(
E(t− τs, ·)× ν
)
· ∂t
(
E(t− τs, ·)× ν
)
dxds
= −ξ
∫ 1
0
∫
Γ
2
(
E(t− τs, ·)× ν
)
· ∂s
(
E(t− τs, ·)× ν
)
dxds
= −ξ
∫ 1
0
∫
Γ
∂s
∣∣E(t− τs, ·)× ν∣∣2dxds
= −ξ
∫
Γ
∣∣E(t− τs, ·)× ν∣∣2∣∣∣s=1
s=0
dx
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= ξ
∫
Γ
Z|2s=0 − Z|
2
s=1 dx.
After plugging the latter identity into Equation (3.5), we arrive at
Eξ(t2)− Eξ(t1) = −
∫ t2
t1
∫
Γ
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
· Z|s=0 dxdt (3.6)
+ ξ
∫ t2
t1
∫
Γ
Z|2s=0 − Z|
2
s=1 dxdt.
Using Assumption 2.2 and Young’s inequality, we get∫
Γ
g(Z|s=0) · Z|s=0 dx ≥ c1
∫
Γ
Z|2s=0 dx and (3.7)∫
Γ
g(Z|s=1) · Z|s=0 dx ≥ −c2
∫
Γ
|Z|s=1 · Z|s=0| dx
≥ −
c2
2
∫
Γ
Z|2s=1 dx−
c2
2
∫
Γ
Z|2s=0 dx. (3.8)
Then, Equation (3.6) can further be estimated as follows:
Eξ(t2)− Eξ(t1) ≤
∫ t2
t1
(
−γ1c1
∫
Γ
Z|2s=0 dx+
γ2c2
2
∫
Γ
Z|2s=1 dx+
γ2c2
2
∫
Γ
Z|2s=0 dx
)
dt
+ ξ
∫ t2
t1
∫
Γ
Z|2s=0 − Z|
2
s=1 dxdt
= −(γ1c1 −
γ2c2
2
− ξ)
∫ t2
t1
∫
Γ
Z|2s=0 dxdt− (ξ −
γ2c2
2
)
∫ t2
t1
∫
Γ
Z|2s=1 dxdt. (3.9)
Since ξ is selected to satisfy Equation (3.3), we arrive at
Eξ(t2)− Eξ(t1) ≤ −c
E
1
∫ t2
t1
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt.
On the other hand,∣∣∣∣
∫
Γ
g(Z|s=0) · Z|s=0 dx
∣∣∣∣ ≤ c2
∫
Γ
Z|2s=0 dx and (3.10)∣∣∣∣
∫
Γ
g(Z|s=1) · Z|s=0 dx
∣∣∣∣ ≤ c2
∫
Γ
|Z|s=1 · Z|s=0| dx
≤
c2
2
∫
Γ
Z|2s=1 dx+
c2
2
∫
Γ
Z|2s=0 dx. (3.11)
Thus,
Eξ(t2)−Eξ(t1) ≥ −
∣∣∣∣
∫ t2
t1
∫
Γ
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
· Z|s=0 dxdt
∣∣∣∣
− ξ
∣∣∣∣
∫ t2
t1
∫
Γ
Z|2s=0 − Z|
2
s=1 dxdt
∣∣∣∣
≥
∫ t2
t1
(
−γ1c2
∫
Γ
Z|2s=0 dx−
γ2c2
2
∫
Γ
Z|2s=1 dx−
γ2c2
2
∫
Γ
Z|2s=0 dx
)
dt
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− ξ
∫ t2
t1
∫
Γ
Z|2s=0 dxdt− ξ
∫ t2
t1
∫
Γ
Z|2s=1 dxdt
≥ −cE2
∫ t2
t1
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt,
which finishes the proof.
Lemma 3.4. There exist positive numbers c, cT such that the estimate∫ T
0
Eξ(t) dt ≤ c
(
Eξ(0) + Eξ(T )
)
+ cT
∫ T
0
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt (3.12)
holds true for every T > 0 along any strong solution (E,H,Z)T of Equation (2.1).
Proof. Similar to [7, Section 3.1, pp. 193–195], using Rellich’s multipliers m× (εE) and m× (µH),
we obtain
1
2
∫ T
0
∫
G
(
ε+ (m · ∇)ε
)
E ·E+
(
µ+ (m · ∇)µ
)
H ·Hdxdt
= −
1
2
∫ T
0
∫
Γ
ν ·m
(
µH ·H+ εE · E
)
dxdt
+
∫ T
0
∫
Γ
(
ν ×E
)
·
(
m× εE
)
dxdt+
∫ T
0
∫
Γ
(
ν ×H
)
·
(
m× µH
)
dxdt
+
∫
G
(
m× εE(T )
)
·
(
µH(T )
)
dx−
∫
G
(
m× εE(0)
)
·
(
µH(0)
)
dx.
(3.13)
The left-hand side can be estimated using inequalities in Equation (3.2) as
1
2
∫ T
0
∫
G
(
ε+ (m · ∇)ε
)
E · E+
(
µ+ (m · ∇)µ
)
H ·H dxdt ≥
d1
2
∫ T
0
∫
G
εE · E+ µH ·Hdxdt.
From Assumption 2.1 and Equation (2.3), we get εE · E ≥ α|E|2, µE · E ≥ α|E|2 for all E ∈ R3.
Therefore,
1
2
∫ T
0
∫
G
(
ε+ (m · ∇)ε
)
E · E+
(
µ+ (m · ∇)µ
)
H ·H dxdt
≥
d1α
2
∫ T
0
∫
G
|E|2 + |H|2 dxdt.
(3.14)
From the compactness of Γ and the continuity of m, we get m · ν ≥ β > 0 uniformly on Γ.
Thus, the first term on the right-hand side of Equation (3.13) can be estimated via
−
1
2
∫ T
0
∫
Γ
ν ·m
(
µH ·H+ εE · E
)
dxdt ≤ −
1
2
∫ T
0
∫
Γ
ν ·m
(
µH ·H+ εE · E
)
dxdt
≤ −
β
2
∫ T
0
∫
Γ
µH ·H+ εE ·Edxdt.
(3.15)
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Utilizing Young’s inequality, we further get∣∣∣ ∫
G
(
m× εE(T )
)
·
(
µH(T )
)
dx
∣∣∣ ≤ ∫
G
|m| · |εE(T )| · |µH(T )| dx
≤ sup
x∈G
|m(x)| |λmax(ε)λmax(µ)|
∫
G
|E(T )| · |H(T )| dx
≤
1
2
sup
x∈G
|m(x)| |λmax(ε)λmax(µ)|
∫
G
|E(T )|2 + |H(T )|2 dx
≤ sup
x∈G
|m(x)| |λmax(ε)λmax(µ)|Eξ(T ).
(3.16)
Similarly, we obtain∣∣∣∣
∫
G
(
m× εE(0)
)
·
(
µH(0)
)
dx
∣∣∣∣ ≤ sup
x∈G
|m(x)| |λmax(ε)λmax(µ)|Eξ(0). (3.17)
Next, we estimate
∫ T
0
∫
Γ(ν ×E) · (m× εE)dxdt. By virtue of Young’s inequality, we get
|(ν ×E) · (m× εE)| ≤ |ν ×E| · |m× εE| ≤
1
2δ
|ν ×E|2 +
δ
2
|m× εE|2 (3.18)
Using the uniform positive definiteness of ε, we further find
|m× εE|2 ≤ sup
x∈G
|m(x)|2 · |εE|2 ≤ sup
x∈G
|m(x)|2
(
λmax(ε)|E|
)2
≤ sup
x∈G
|m(x)|2
(
λmax(ε)
)2 1
α
εE · E.
Integrating the latter inequality, we get∫ T
0
∫
Γ
|m× εE|2dxdt ≤
1
α
sup
x∈G
|m(x)|2
(
λmax(ε)
)2 ∫ T
0
∫
Γ
εE ·Edxdt. (3.19)
Using Equations (3.18) and (3.19), we obtain
∫ T
0
∫
Γ
(
ν ×E
)
·
(
m× εE
)
dxdt ≤
∫ T
0
∫
Γ
1
2δ
|ν ×E|2 +
δ
2
|m× εE|2 dxdt
≤
1
2δ
∫ T
0
∫
Γ
|ν ×E|2dxdt (3.20)
+
δ
2
1
α
sup
x∈G
|m(x)|2
(
λmax(ε)
)2 ∫ T
0
∫
Γ
εE ·Edxdt.
In the same fashion, we get∫ T
0
∫
Γ
(ν ×H) · (m× µH)dxdt ≤
∫ T
0
∫
Γ
1
2δ
|ν ×H|2 +
δ
2
|m× µH|2 dxdt
≤
1
2δ
∫ T
0
∫
Γ
|ν ×H|2dxdt (3.21)
+
δ
2
1
α
sup
x∈G
|m(x)|2
(
λmax(µ)
)2 ∫ T
0
∫
Γ
µH ·Hdxdt.
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Recalling the boundary condition in Equation (1.11), we estimate
1
2δ
∫ T
0
∫
Γ
|ν ×H|2dxdt =
1
2δ
∫ T
0
∫
Γ
|
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
× ν|2dxdt
≤
1
2δ
∫ T
0
∫
Γ
|
(
γ1g(Z|s=0) + γ2g(Z|s=1)
)
|2dxdt
≤
max{γ21 , γ
2
2}
δ
∫ T
0
∫
Γ
g2(Z|s=0) + g
2(Z|s=1)dxdt
≤
c22max{γ
2
1 , γ
2
2}
δ
∫ T
0
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt. (3.22)
Combining Equations (3.13)–(3.17) and (3.20)–(3.22), we deduce
d1α
2
∫ T
0
∫
G
|E|2 + |H|2 dxdt ≤−
β
2
∫ T
0
∫
Γ
µH ·H+ εE · Edxdt
+
1
2δ
∫ T
0
∫
Γ
|ν ×E|2dxdt
+
δ
2
·
1
α
sup
x∈G
|m(x)|2
(
λmax(ε)
)2 ∫ T
0
∫
Γ
εE · Edxdt
+
c22max{γ
2
1 , γ
2
2}
δ
∫ T
0
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt
+
δ
2
1
α
sup
x∈G
|m(x)|2
(
λmax(µ)
)2 ∫ T
0
∫
Γ
µH ·Hdxdt
+ sup
x∈G
|m(x)| |λmax(ε)λmax(µ)| (Eξ(T ) + Eξ(0)).
Choosing δ > 0 such that
δ
2
1
α
sup
x∈G
|m(x)|2 max
{(
λmax(ε)
)2
,
(
λmax(µ)
)2}
≤
β
2
, (3.23)
we arrive at
d1α
2
∫ T
0
∫
G
|E|2 + |H|2 dxdt ≤
1
2δ
∫ T
0
∫
Γ
Z|2s=0 dxdt (3.24)
+
c22max{γ
2
1 , γ
2
2}
δ
∫ T
0
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt
+ sup
x∈G
|m(x)| |λmax(ε)λmax(µ)|
(
Eξ(T ) + Eξ(0)
)
.
There remains to estimate
I =
∫ T
0
∫ 1
0
∫
Γ
∣∣E(t− τs,x)× ν∣∣2dxdsdt.
Making substitution u = t− τs and v = t, we get
I =
1
τ
∫ T
0
∫ v
v−τ
∫
Γ
∣∣E(u,x) × ν∣∣2dxdsdv
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=
1
τ
∫ 0
−τ
(u+ τ)
∫
Γ
∣∣E(u,x)× ν∣∣2dxdu+ 1
τ
∫ T−τ
0
τ
∫
Γ
∣∣E(u,x)× ν∣∣2dxdu
+
1
τ
∫ T
T−τ
(T − u)
∫
Γ
∣∣E(u,x)× ν∣∣2dxdu
≤
∫ 0
−τ
∫
Γ
∣∣E(u,x)× ν∣∣2dxdu+ ∫ T−τ
0
∫
Γ
∣∣E(u,x)× ν∣∣2dxdu
+
∫ T
T−τ
∫
Γ
∣∣E(u,x) × ν∣∣2dxdu
≤
∫ T
0
∫
Γ
∣∣E(u,x)× ν∣∣2dxdu+ ∫ T
0
∫
Γ
∣∣E(u− τ,x)× ν∣∣2dxdu
=
∫ T
0
∫
Γ
Z|2s=0 + Z|
2
s=1 dxdt (3.25)
Now, multiplying Equation (3.25) by ξτ and adding the result to Equation (3.24) divided by d1α,
the claim follows with appropriate constants c, cT .
Theorem 3.5. Let V be the unique strong solution given in Theorem 2.9. Under Assumption 3.1,
if c1γ1 > c2γ2 (i.e., the delay term is not too strong), there exist C, λ > 0 such that the associated
energy satisfies
E(t) ≤ Ce−λtE(0) for t ≥ 0.
Proof. From Lemmas 3.3, 3.4 and Theorem A.1 in the appendix with
D(t) =
∫
Γ
Z|2s=0 + Z|
2
s=1 dx,
we get the desired inequality for Eξ(·) in place of E(·). Taking into account the equivalence of E(·)
and Eξ(·), the original claim follows.
Due to the density of D(A ) in H , we have:
Corollary 3.6. The conclusions of Theorem 3.5 remain true for mild solutions, i.e., if V0 ∈ H .
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A Proof of Exponential Stability
Theorem A.1. Suppose there exist a non-negative function D(t) and positive numbers cE1 , c
E
2 , c and
cT such that
− cE1
∫ t2
t1
D(t) dt ≥ E(t2)− E(t1) ≥ −c
E
2
∫ t2
t1
D(t) dt for all t2 > t1 ≥ 0 (A.1)
and ∫ T
0
E(t) dt ≤ c(E(0) + E(T )) + cT
∫ T
0
D(t) dt for arbitrarily large T. (A.2)
Then, there exist C, λ > 0 such that the function E(t) satisfies
E(t) ≤ Ce−λtE(0) for t ≥ 0.
Proof. Taking t1 = 0 and t2 = T in Equation (A.1), we get
E(0) ≤ E(T ) + cE2
∫ T
0
D(t) dt. (A.3)
Thus, from Equation (A.2), we obtain∫ T
0
E(t) dt ≤ 2cE(T ) + (cT + cc
E
2 )
∫ T
0
D(t) dt. (A.4)
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Now, using Equation (A.1) with t2 = T and t1 = t, we get
E(t) ≥ E(T ) + cE1
∫ T
t
D(s) ds. (A.5)
Integrating the latter inequality from 0 to T with respect to t and taking into account Equation
(A.4), we arrive at
TE(T ) + cE1
∫ T
0
∫ T
t
D(s) dsdt ≤
∫ T
0
E(t) dt ≤ 2cE(T ) + (cT + cc
E
2 )
∫ T
0
D(t) dt. (A.6)
Choosing T > 4c, we have
T
2
E(T ) + cE1
∫ T
0
∫ T
t
D(s) dsdt ≤ (cT + cc
E
2 )
∫ T
0
D(t) dt. (A.7)
Since D(s) is non-negative, we estimate
T
2
E(T ) ≤ (cT + cc
E
2 )
∫ T
0
D(t) dt. (A.8)
Applying Equation (A.1) with t1 = 0 and t2 = T to the inequality in Equation (A.8), we get
T
2
E(T ) ≤
cT + cc
E
2
cE1
(E(0) −E(T )), (A.9)
which finally leads us to (
T
2
+ c˜
)
E(T ) ≤ c˜E(0) (A.10)
with c˜ =
cT+cc
E
2
cE
1
. Thus,
E(T ) ≤ γE(0) for γ =
c˜
c˜+ T/2
< 1. (A.11)
Using a similar argument on each of the time segments [(m − 1)T,mT ] for m = 1, 2, . . . , we
obtain
E(mT ) ≤ γE((m − 1)T ) ≤ . . . ≤ γmE(0), m = 1, 2, . . . (A.12)
Denoting λ = −T−1 ln(γ) > 0, Equation (A.12) rewrites as
E(mT ) ≤ e−λmTE(0), m = 1, 2, . . . . (A.13)
It easily follows from (A.1) that E(t) is monotone non-increasing. This leads to
E(t) ≤ E(mT ) ≤ e−λmTE(0) =
1
γ
e−λ(m+1)TE(0) ≤
1
γ
e−λtE(0) (A.14)
for arbitrary t ∈ [mT, (m+ 1)T ] for any m = 1, 2, . . . , which completes the proof.
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