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INTRODUCTION
L
ES avions, les hélicoptères ou encore les drones sont des témoins des progrès de la
technologie dans les domaines de la conception des matériaux, de l’électronique
embarquée ou encore de l’informatique. En 2017, l’Organisation de l’aviation civile
internationale (OACI) estime que le trafic aérien mondial a transporté 4.1 milliards de
passagers sur environ 20.5 millions de vols dont 88 accidents, d’après ses statistiques
annuelles mondiales 1. Les accidents sont généralement causés par une combinaison de
facteurs, pouvant être relatives aux conditions météorologiques, aux décisions du pilote ou
aux défaillances mécaniques. Les accidents sont peu nombreux relativement au nombre
de vols quotidiens, mais souvent mortels et très médiatisés, comme l’a été par exemple
l’accident du Boeing 737 d’Ethiopian Airlines le 10 mars 2019 2.
Les concepteurs d’avions et d’équipement aéronautique sont donc confrontés à un
certain nombre de problématiques relatives au développement et à la validation de leurs
produits. Comment développer un produit aéronautique de confiance ? Comment évaluer
la confiance que l’on peut avoir dans ce produit aéronautique ? À quel moment peut-on
dire que l’on est suffisamment confiant dans son fonctionnement pour intégrer ce produit
dans un avion transportant des passagers civils ? Voici les questions auxquelles nous nous
intéresserons dans cette thèse, en nous penchant sur une étape particulière du cycle de
développement d’un produit logiciel embarqué : la validation et la vérification par le test.
Certification aéronautique d’un logiciel embarqué
Du pilote automatique au système de gestion des moteurs en passant par le système
de divertissement multimédia, les logiciels embarqués sont omniprésents dans les avions
commerciaux récents. Une erreur logicielle, résultant d’un comportement non prévu ou
maîtrisé lors du processus de développement et de validation du logiciel embarqué peut
1. ICAO 2017 annual report=
2. Aviation Safety Network – Boeing 737 Ethiopian Airlines=
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se propager dans le reste de l’avion et engendrer une défaillance critique au niveau de
l’appareil, mettant en péril son intégrité et celle de ses passagers.
Les industriels développant des équipements aéronautiques s’engagent légalement
à fournir un produit estimé suffisamment sûr pour être autorisé à voler dans un espace
aérien public ainsi qu’à transporter des passagers civils. En France, la Direction générale de
l’Aviation civile (DGAC) délivre un certificat de navigabilité, document autorisant un avion
produit par des industriels à voler. La certification de navigabilité environnementale d’un
aéronef ainsi que ses pièces et équipements permet d’assurer qu’un avion sera en mesure
de voler quelles que soient les conditions éprouvées conformément à la législation. Pour
faciliter et guider le processus de certification, les agences gouvernementales chargées de la
sécurité des espaces aériens, comme la Federal Aviation Administration (FAA) pour les États-
Unis et l’European Aviation Safety Agency (EASA) pour l’Union Européenne, pourvoient
un certain nombre de recommandations pratiques sous la forme du document DO–178C,
Software considerations in airborne systems and equipment certification [1]. D’après ces
préconisations, il est nécessaire de fournir un document de spécification fonctionnelle
décrivant par une série d’exigences le comportement fonctionnel que doit satisfaire le
logiciel développé. La validation du logiciel est ensuite effectuée par un certain nombre
d’activités, dont la vérification par le test du comportement fonctionnel du logiciel par
rapport à celui décrit dans les exigences.
Les codes numériques en particulier peuvent être sujets à des erreurs pouvant avoir des
conséquences importantes sur le fonctionnement désiré d’un logiciel. Lors du décollage
par exemple, le logiciel peut prendre en charge le calcul d’un certain nombre de paramètres
en fonction des mesures effectuées par les instruments à bord. Les variables calculées
dans le modèle mathématique déterminant le comportement fonctionnel du logiciel sont
calculées avec des nombres réels. Ces nombres ne peuvent pas être représentés exactement
sur un ordinateur qui ne dispose que d’une mémoire finie. Les valeurs réelles sont donc
représentées sur ordinateur par des valeurs approchées à une certaine précision. Les erreurs
dues à la représentation des variables numériques peuvent se combiner et s’amplifier
pendant l’exécution du programme, produisant une sortie aberrante. Fort heureusement, la
propagation des erreurs est un phénomène bien connu en informatique, et de nombreuses
méthodes ont été élaborées pour quantifier et maîtriser ces erreurs dans un logiciel.
Imaginons qu’un logiciel calcule la fonction exponentielle, son comportement fonction-
nel peut ainsi être traduit par y = ex . Le logiciel implémentant cette exigence va exécuter
un certain nombre d’instructions afin de renvoyer un résultat approchant le résultat exact
y . Il est cependant impossible de calculer cette valeur exacte à l’aide d’un ordinateur. En
effet, les valeurs représentées sur un ordinateur sont soumises à des contraintes de capacité
mémoire, et sont ainsi représentées avec une précision finie. Prenons par exemple x = 1.0
et supposons qu’un ordinateur puisse représenter des valeurs décimales sur 3 chiffres signi-
2
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ficatifs. Le résultat de l’exponentielle y = e1.0 renvoyer par le logiciel sera donc y = 2.71 ou
y = 2.72 selon l’arithmétique utilisée. Dans les deux cas, une erreur survient inévitablement
entre le produit du logiciel et le résultat exact.
La philosophie de la validation et vérification par le test est de trouver les erreurs qui se
trouvent dans un système sous test. Ces erreurs sont des comportements non conformes à
la description fonctionnelle du système sous test. Un test est représenté par un ensemble de
stimulations données en entrées du logiciel, produisant un résultat. Ce résultat est comparé
à un comportement attendu défini par la spécification fonctionnelle, pour déterminer un
verdict assurant si le logiciel est conforme ou non aux exigences pour ce test.
Supposons, dans l’exemple précédent, que l’exigence indique une règle de calcul per-
mettant de déterminer quelle approximation doit rendre le logiciel lorsqu’il ne peut pas
calculer le résultat exact. On peut donc déterminer si le résultat attendu par la spécification
est y = 2.71 ou y = 2.72. Si cette règle est de renvoyer la valeur la plus grande la plus proche
du résultat exact, alors le comportement attendu défini par cette exigence est y = 2.72.
Ainsi, si lors du test par la stimulation x = 1.0, le logiciel sous test calcule le résultat y = 2.71,
on peut alors affirmer que ce logiciel n’est pas conforme avec le comportement fonctionnel
décrit par l’exigence.
Le test permet de montrer la présence d’erreurs spécifiques sous certaines conditions
dans le logiciel. En général, le test de logiciels numériques n’est pas exhaustif, l’ensemble
des valeurs possibles que peuvent prendre les simulations étant trop grand : dans le cas
de notre exemple simpliste, cela représenterait déjà 103 valeurs à tester. Il s’agit donc de
sélectionner un sous-ensemble représentatif des configurations possibles du logiciel est
estimé suffisant pour cette étape de vérification. La génération d’un test par rapport à
une spécification fonctionnelle revient donc à répondre aux questions suivantes : quel
comportement attendu par la spécification fonctionnelle permet de trouver des erreurs
dans le logiciel ? Quelles stimulations permettent d’atteindre ce comportement attendu ?
La génération de tests pour des logiciels numériques complexes est une étape difficile
du processus de validation. Il n’existe actuellement pas d’outils ou de méthodes compa-
tibles avec le contexte de certification aéronautique pour la génération de tests numériques.
En effet, la génération de tests se fait dans ce contexte à partir d’une spécification fonction-
nelle et non du code. Les mêmes problématiques de propagation d’erreur s’appliquent alors
à la méthode de génération des tests, afin de fournir des stimulations et un comportement
attendu suffisamment précis pour parvenir à un verdict fiable.
Vers l’automatisation de la génération de tests numériques
La première étape de la génération automatique de test est donc de déterminer un for-
malisme permettant d’exprimer le comportement fonctionnel du logiciel par une syntaxe
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formelle. Ce formalisme doit cependant être distinct de la solution proposée, c’est-à-dire
le code source, en faisant abstraction des détails d’architecture et d’implémentation. Le
choix de ce formalisme est guidé par le type de fonctionnalités exprimées, la spécification
de l’interface homme/machine du système de commandes de vol ayant des caractéris-
tiques différentes de la spécification du calculateur de régulation moteurs. Dans cette thèse,
nous nous intéressons aux logiciels applicatifs numériques ayant un rôle critique dans le
fonctionnement général d’un appareil et étant soumis à des critères de certification stricts.
La génération de tests étant une activité difficile et coûteuse du cycle de développe-
ment d’un logiciel [4], de nombreuses études ont été menées pour l’automatisation de
ce processus ou l’amélioration de la qualité numérique des tests. Bien que non utilisable
en l’état pour la génération de tests pour des logiciels numériques dans le contexte de la
certification aéronautique, les principes de ces méthodes peuvent être transposés sur un
ensemble d’exigences formalisées.
Effectuer la génération automatique de tests à partir d’un modèle formel du com-
portement fonctionnel défini par les exigences implique l’utilisation d’arithmétique des
ordinateurs en précision finie, afin de déterminer les valeurs associées aux comportements
attendus et aux stimulations des différents tests. Tout comme le logiciel embarqué, le
générateur de tests est lui aussi soumis à des approximations et erreurs de calcul, pouvant
impacter le résultat. Les contraintes d’utilisation du générateur de tests ne sont cependant
pas les mêmes que celles du logiciel embarqué (mémoire, consommation d’énergie). Il
est donc raisonnable d’étudier l’utilisation d’arithmétiques plus consommatrices de res-
sources mais fiables pour la génération de tests numériques exploitables pour le processus
de certification.
Contributions
Les défis de cette thèse consistent à proposer une solution de génération automatique
de tests numériques compatibles avec les contraintes associées à
• la certification aéronautique et le développement de produits industriels,
• la génération automatique de tests à partir d’une description fonctionnelle,
• l’arithmétique des ordinateurs pour l’analyse certifiée de codes numériques.
L’étude de ces contraintes nous permet d’identifier les problèmes associés à chaque do-
maine, et ainsi apporter des solutions compatibles avec nos besoins. Nous nous intéressons
ainsi aux problèmes de génération de tests à partir d’un formalisme choisi, mais égale-
ment à l’arithmétique des ordinateurs afin de proposer un générateur de tests pourvu
d’une arithmétique fiable. Nous présentons en premier nos contributions relatives à la
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génération automatique de tests, dont les spécificités motivent nos contributions relatives
à l’arithmétique des ordinateurs fiable. La solution de génération automatique de tests
est cependant étudiée dans le dernier chapitre de la thèse, sous forme de synthèse des
différentes problématiques abordées.
Génération automatique de tests pour la certification aéronautique
Ces travaux ont été effectués à Safran Electronics & Defense d’après l’analyse de 500 exi-
gences de Safran Helicopter Engines décrivant le produit logiciel calculant les paramètres
généraux d’un moteur d’hélicoptère Arrano. Les exigences décrivant des comportements
numériques ne forment pas plus de 10% du volume total d’exigences du produit, mais elles
représentent plus de 60% de l’effort de test (nombre total de tests, temps d’écriture des
tests, réalisation de ces tests). Proposer une solution de génération automatique de tests
numériques fiables compatibles avec la certification aéronautique est donc motivé par
une volonté de réduction significative des coûts de développement d’un logiciel soumis à
certification.
Formalisation des exigences avec la programmation par contraintes Nous étudions
différents formalismes afin d’identifier le plus adapté à la fois pour l’expression d’exigences
décrivant un comportement fonctionnel numérique, mais également pour la génération de
tests numériques fiable. La programmation par contraintes sur des variables continues pré-
sente les qualités recherchées. Dans le chapitre 6, nous adaptons les exigences numériques
définies selon une tolérance à un problème de satisfaction de contraintes (CSP) équivalent.
Nous utilisons l’outil RealPaver [5, 6] permettant d’écrire et résoudre des contraintes et
problèmes d’optimisation non linéaires en renvoyant un ensemble de solutions fiables
grâce à l’utilisation d’une arithmétique rigoureuse : l’arithmétique d’intervalles [7]. L’arith-
métique d’intervalles permet de représenter un nombre et l’erreur qui lui est associée (de
représentation et de calculs). C’est une méthode fiable de représentation d’un résultat.
Une solution de tests par mutation Après étude des solutions de génération automa-
tique de tests existant pour le logiciel, nous proposons une solution basée sur le test par
mutation [8]. Le test par mutation est une méthode d’évaluation de la qualité d’une cam-
pagne de test par la génération de versions modifiées (par des simulations d’erreurs) d’un
programme sous test, appelées des mutants. Si un mutant n’est pas détecté par une cam-
pagne de test, alors la campagne de test n’est pas robuste à la faute simulée par ce mutant.
On peut se servir de ces mutants afin de générer des tests pour renforcer une campagne de
test, ou bien en générer une entière [9]. Dans cette contribution, nous proposons d’appli-
quer cette méthode de génération de test sur nos CSP numériques modélisant les exigences.
Nous utilisons de nouveau l’arithmétique d’intervalles afin de renvoyer des résultats fiables
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et nous développons un prototype de solution en utilisant les propriétés de résolution de
contraintes numériques de RealPaver.
Ces travaux en collaboration avec Martine Ceberio ont fait l’objet du résumé [10]
présenté en 2018 lors de la conférence internationale 18th International Symposium on
Scientific Computing, Computer Arithmetics and Verified Numerics, (SCAN18).
Arithmétique des ordinateurs fiable
Nos contributions dans ce domaine visent à aborder la problématique de la fiabilité
entre les valeurs décrites dans les exigences et le format des tests correspondants. Les exi-
gences sont décrites dans un format décimal, tandis que les stimulations sont données au
logiciel dans un format à précision finie binaire. Nous souhaitons créer un environnement
dans lequel les différents formats de représentation des valeurs sur un ordinateur puissent
cohabiter tout en maîtrisant les erreurs de conversion et de calculs.
Arithmétique d’intervalles décimale multi-précision L’arithmétique d’intervalles est
un élément essentiel de notre solution de génération automatique de tests. La précision
des intervalles dépend cependant de la précision des formats utilisés pour représenter
les bornes. L’arithmétique multi-précision permet d’effectuer des calculs à l’aide de va-
riables à précision finie plus grande que la précision des formats utilisés dans les logiciels
embarqués [11]. Afin de fournir des résultats les fidèles possibles au comportement fonc-
tionnel décrit par les exigences, nous souhaitons utiliser des intervalles décimaux dans
un format multi-précision. Nous proposons une bibliothèque d’arithmétique d’intervalles
multi-précision décimale, fournissant des opérations de l’arithmétique de base et quelques
fonctions élémentaires rapides et fiables, et des résultats précis en décimal.
Ce travail a fait l’objet de l’article [12] publié dans le journal Reliable Computing en
2017, ainsi que d’un résumé [13] présenté en 2016 lors de la conférence internationale
17th International Symposium on Scientific Computing, Computer Arithmetics and Verified
Numerics, (SCAN17).
Arithmétique en bases mixtes Une autre approche consiste à améliorer la précision des
opérations entre les formats binaire et décimal en proposant des opérations en bases
mixtes, c’est-à-dire prenant en entrées des variables dans les formats binaires et décimaux
de base et en renvoyant un résultat binaire ou décimal. Au lieu d’augmenter la précision de
calculs, on assure ainsi la précision de chacun des calculs en base mixte dans un format
comparable au format de sortie du logiciel, la comparaison entre des formats en base mixte
ayant déjà été étudiée [14]. Proposer cette arithmétique permet de réduire les erreurs de
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conversion entre les bases, et évite le choix d’une base unique pour effectuer des calculs
qui manipulent des nombres dans différents formats. Nous proposons une étude formelle
de la faisabilité de la solution, ainsi qu’un algorithme de génération des opérations arithmé-
tiques de base dans ce format mixte. Cet algorithme repose sur l’opération en base mixte
Fused-Multiply-Add (FMA), permettant d’effectuer une multiplication et une addition dans
une même opération. Cet algorithme est rigoureusement prouvé et la solution implémen-
tée est rapide et minutieusement testée.
Ce travail a fait l’objet d’un article [15] paru en 2018 dans les actes de la conférence
internationale IEEE 25th Symposium on Computer Arithmetic (ARITH).
Organisation du document
Cette thèse est composée de trois parties et six chapitres, ainsi que d’une conclusion.
Première partie : Le chapitre 1 présente en détail les spécificités des activités de déve-
loppement et de validation et vérification par le test dans le contexte de la certification
aéronautique. Nous présentons les problématiques et les contraintes liées à la certification,
auxquelles doivent se conformer nos travaux.
Le chapitre 2 fournit une présentation détaillée de l’arithmétique des ordinateurs et des
différentes arithmétiques permettant d’effectuer des calculs plus sûrs. Nous illustrons sur
un exemple les problématiques de génération de test liées à l’utilisation de l’arithmétique
des ordinateurs.
Le chapitre 3 propose un état de l’art des différentes méthodes de formalisation des
exigences et de génération de tests existante, pour la plupart à partir d’un logiciel. Nous
présentons les forces et faiblesses de chacune de ces méthodes, ainsi que la pertinence
de leur utilisation dans le contexte présent, afin de motiver notre choix de solution de
génération automatique de tests.
Deuxième partie : Dans le chapitre 4, nous présentons la nouvelle bibliothèque MPDI,
bibliothèque d’arithmétique d’intervalles décimale multi-précision. Nous étudions les
algorithmes de chaque opération et nous détaillons la solution logicielle développée.
La chapitre 5 aborde le sujet de l’arithmétique en bases mixtes, dont les opérations
reposent sur l’algorithme de FMA. Nous proposons un algorithme dont nous effectuons la
preuve et nous décrivons les performances de la solution implémentée.
Troisième partie : Le chapitre 6 porte sur la solution de génération automatique de tests.
Le choix du CSP comme formalisme pour les exigences est motivé par les contraintes obli-
geant à distinguer les exigences d’une solution logicielle. Nous définissons les algorithmes
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permettant la génération automatique de tests numériques fiables et nous détaillons un
prototype de solution.
Une synthèse des contributions et les perspectives qui en découlent sont présentées
dans le dernier chapitre.
Liste des publications
Journal scientifique international avec revue par les pairs
2017 S. Graillat, C. Jeangoudoux et C. Lauter. MPDI : A Decimal Multiple-Precision Interval
Arithmetic Library. Dans le Reliable Computing Journal. [12]
Conférence internationale avec revue par les pairs
2018 C. Jeangoudoux et C. Lauter. A Correctly Rounded Mixed-Radix Fused-Multiply-Add. Pour
IEEE 25th Symposium on Computer Arithmetic (ARITH). [15]
Résumés pour conférences internationales
2018 C. Jeangoudoux, M. Ceberio, A.G. Contreras et F. Larribe. Constraints over Intervals for
Specification Based Automatic Software Test Generation. Résumé pour le 18th Interna-
tional Symposium on Scientific Computing, Computer Arithmetic, and Verified Numerical
Computations (SCAN). [10]
2016 S. Graillat, C. Jeangoudoux et C. Lauter. MPDI : A Decimal Multiple-Precision Interval
Arithmetic Library. Résumé pour le 17th International Symposium on Scientific Computing,
Computer Arithmetic, and Verified Numerical Computations (SCAN) [13].
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CHAPITRE 1
VALIDATION ET VÉRIFICATION DANS LE CONTEXTE DE LA
CERTIFICATION AÉRONAUTIQUE
D
U pilote automatique au système de capteurs, en passant par le contrôle des com-
mandes de bord ou encore le système de divertissement multimédia, les avions
actuels sont équipés de systèmes informatiques nombreux et variés. L’utilisa-
tion de ces systèmes a permis de remplacer des appareils mécaniques, en remplissant
les mêmes fonctions tout en réduisant la charge de matériel à bord, ou bien d’ajouter de
nouvelles fonctionnalités pour faciliter le travail de pilotage ou le service à bord.
La première utilisation de ces systèmes informatiques embarqués remonte aux an-
nées 1960, avec l’apparition d’ordinateurs de navigation embarqués dans les missions
spatiales [16]. Ils se sont démocratisés avec l’aviation commerciale dans les années 1970.
Alors que le transport de passagers civils se généralise, les besoins plus importants de
sûreté et fiabilité des systèmes embarqués engendrent des exigences plus strictes. L’emploi
de systèmes informatiques embarqués dans des avions civils est standardisé pour une
première fois dans les années 1980 [1] en Europe par l’European Organisation for Civil
Aviation Electronics, maintenant appelée l’Organisation européenne pour l’équipement
de l’aviation civile (EUROCAE), et par la Radio Technical Commission for Aeronautics,
maintenant appelée RTCA, Inc., aux États-Unis et au Canada. Les logiciels embarqués
dans les aéronefs civils (avions, hélicoptères, etc.) sont encore aujourd’hui soumis à des
réglementations strictes. La qualité de ces logiciels est évaluée selon de nombreux critères
avant que ceux-ci ne soient approuvés pour l’intégration à l’avion : c’est le processus de
certification 1 [17].
Ce chapitre a pour objectif d’introduire le contexte spécifique dans lequel s’inscrit
cette thèse : la validation et vérifications de logiciels numériques soumis au processus de
certification aéronautique. Dans ce chapitre, nous présenterons dans un premier temps le
document DO–178C [1] fournissant des recommandations pour la conception et certifi-
1. EASA – certification aéronautique=
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cation de logiciels embarqués pour l’aéronautique. Nous nous intéresserons ensuite plus
spécifiquement aux étapes de validation et vérification du logiciel, et nous présenterons
ces spécificités sur un exemple. Nous souhaitons insister sur le fait que ce chapitre a pour
but d’introduire au lecteur le contexte et aux problématiques relatives à la certification
aéronautique, ainsi le langage employé reflète cette spécificité.
1.1 Certification aéronautique
1.1.1 Contexte légal
Le développement de systèmes informatiques complexes et la mise en conformité
avec un vaste ensemble de réglementations légales sont des activités difficiles, onéreuses
et consommatrices de ressources. L’industrie aéronautique est contrainte de fournir un
service de qualité, en termes de respect d’exigences de sécurité, de robustesse, de sûreté
et de fonctionnement [4]. Le développement, l’intégration et l’utilisation d’un produit
informatique à un véhicule aérien transportant des passagers civils sont donc soumis à un
processus de vérification visant à donner un certain niveau de confiance dans la conformité
avec les réglementations et les législations en vigueur : c’est la certification.
Définition 1 (Certification [1]). Reconnaissance légale par une autorité qu’un produit, un
servie, une organisation ou une personne est conforme à un ensemble d’exigences. Une
telle certification comprend l’activité de vérification technique du produit, du service, de
l’organisation ou de la personne et la reconnaissance formelle de sa conformité avec les
exigences applicables par émission d’un certificat, d’une licence, d’une autorisation ou tout
autre document exigé par la législation nationale.
En particulier, la certification d’un produit implique :
• le processus d’évaluation de la conception d’un produit pour s’assurer qu’il est
conforme à un ensemble d’exigences applicables à ce type de produit afin de dé-
montrer un niveau de sécurité acceptable,
• le processus d’évaluation d’un produit individuel pour s’assurer qu’il est conforme
avec la définition du type de conception certifiée,
• la délivrance d’un certificat tel qu’exigé par la législation nationale pour déclarer le
respect ou la conformité avec les exigences, correspondant aux points ci-dessus.
Une autorité de certification est un organisme ou une personne responsable dans l’État,
le pays ou tout autre organisme compétent, chargé de la certification ou de l’approbation
d’un produit conformément à un ensemble d’exigences. Les autorités de certifications les
plus importantes sont la Federal Aviation Administration (FAA) et Transport Canada pour
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les États-Unis et le Canada, et l’Agence européenne de la sécurité aérienne (EASA) pour
l’Union Européenne. Un système informatique ayant passé la certification d’une de ces
agences peut être intégré dans les aéronefs transportant des passagers civils [17, 18].
L’ensemble des exigences de sûreté et de sécurité imposées par les autorités de certifi-
cation pour qu’un logiciel puisse légalement être utilisé dans un système aéronautique est
cependant abstrait. Les exigences de sûreté permettent d’assurer la robustesse du système
aux erreurs internes tandis que les exigences de sécurité assurent la fiabilité des fonctionna-
lités du système face aux facteurs externes [19]. Les technologies évoluant et les méthodes
de développement, validation et vérification également, passer une certification est un
exercice difficile et onéreux [4]. C’est pourquoi les industriels et professionnels de l’avia-
tion sont arrivés à un consensus pour l’élaboration d’un certain nombre de documents,
reconnus par l’EASA et la FAA [17, 18], fournissant des recommandations techniques qui
portent sur différents aspects du développement et du cycle de vie d’un logiciel candidat à
la certification. Il existe plusieurs catégories de documents, portant sur différents aspects
de la certification des systèmes aéronautiques. Cette thèse se pose dans le contexte du
développement de logiciels embarqués. Plusieurs documents de recommandations sont
pertinent dans ce contexte, leurs relations et domaines d’application sont détaillés dans la
figure 1.1.
Certification
de logiciels Outils
Méthodes pour
la certification
Certification logiciels
embarqués
DO–178C [1]
Model based design
DO–331 [20]
Méthodes formelles
DO–333 [2]
Qualification des outils
DO–330 [21]
FIGURE 1.1 – Relations entre les documents de recommandations pour la certification
Le document principal de recommandations acceptées par l’industrie pour satisfaire
aux exigences de navigabilité est la DO–178C, Software Considerations in Airborne Sys-
tems and Equipment Certification [1]. Les recommandations fournies par ce document
concernent les logiciels utilisés dans des aéronefs transportant des passagers civils. Elles
portent notamment sur le cycle de vie du logiciel, de sa conception fonctionnelle à son
exécution sur l’ordinateur cible 2, en passant par sa validation et sa vérification. Il fournit
des indications précises pour déterminer de manière cohérente et avec un niveau accep-
table de confiance quels sont les aspects logiciels des systèmes et équipements embarqués
2. L’ordinateur embarqué dans le système aéronautique sur lequel le logiciel est exécuté.
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conformes aux exigences de navigabilité, c’est-à-dire des fonctionnalités du système de
navigation. Les détails des recommandations préconisées par ce document pour répondre
aux critères de certification sont abordés dans la suite de ce chapitre.
Les recommandations définissent des objectifs à atteindre pour valider des critères
de certification Elles sont indépendantes des méthodes de conception, développement
ou vérification utilisées pour atteindre ces objectifs. La DO–331 [20] fournit des recom-
mandations pour les projets qui choisissent d’utiliser le Model-Based Design (MDB) [22]
pour le développement et la vérification du produit logiciel. Le MDB est une méthode
de développement et vérification d’un logiciel utilisant une représentation abstraite d’un
ensemble d’aspects du logiciel. Dans le cadre de la DO–331, cette représentation est une
modélisation graphique ou textuelle, représentant les exigences de design (voir figure 1.3),
c’est-à-dire les exigences sur les détails de développement et d’architecture du logiciel.
La DO–333 [2] fournit des recommandations sur l’utilisation de méthodes formelles
pour la validation et vérification du logiciel soumis à certification. Les méthodes formelles
sont des notations descriptives et méthodes analytiques utilisées pour construire, déve-
lopper et raisonner sur les modèles mathématiques du comportement du système. Une
méthode formelle est une analyse réalisée sur un modèle. Ces méthodes comprennent
la démonstration automatique de théorèmes et les assistants de preuve [23], le Model
Checking [24], ainsi que l’interprétation abstraite [25].
Enfin la dernière catégorie concerne les outils utilisés pour faciliter ou automatiser
les différentes étapes de développement et conception d’un logiciel embarqué soumis à
certification. La DO-330 [21] notamment décrit le cycle de qualification des logiciels utilisés
pour automatiser certaines étapes du cycle de développement décrit dans la DO–178C. La
qualification est un processus de certification des outils utilisés lors de la conception d’un
produit soumis à certification. Ce processus est abordé plus en détail dans la section 1.2.4.
Il existe d’autres documents de recommandations qui ne sont pas représentés sur cette
figure, comme la DO–278A équivalente à la DO–178C relative aux systèmes informatiques
au sol, ou encore la DO–332, document portant sur les méthodes relatives aux technologies
orientées objet. Les recommandations fournies par ces documents ne sont pas applicables
pour les systèmes embarqués soumis à certification et ne seront pas abordés dans le
contexte de cette thèse.
1.1.2 Niveaux de certification
La certification concerne tous les logiciels embarqués dans un système aéronautique.
Tous ces logiciels n’ont cependant pas les mêmes fonctions, et un dysfonctionnement
dans le logiciel de gestion du contenu de divertissement multimédia n’a pas le même
impact sur la qualité du vol qu’une erreur se produisant dans le système de contrôles de
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commandes en vol. La DO–178C [1] définit différents niveaux de criticité associés aux
logiciels embarqués. La criticité d’un logiciel est définie selon l’impact d’une erreur sur son
fonctionnement et selon la propagation de la faute au niveau du système aéronautique.
Une faute est une manifestation d’une erreur dans un logiciel. Une faute, si elle se
produit, peut provoquer une défaillance. L’impact d’une faute logicielle est illustrée dans
la figure 1.2. Une défaillance est l’incapacité d’un système ou d’un composant système à
exécuter une fonction requise dans les limites spécifiées. Une défaillance peut être produite
lorsqu’un défaut est rencontré. Une défaillance ou plusieurs défaillances peuvent produire
une condition de défaillance, c’est-à-dire une incidence directe ou indirecte sur l’avion et
ses occupants, en tenant compte des conditions opérationnelles et environnementales
défavorables. Une condition de défaillance est classée en fonction de la gravité de ses
effets ; elle peut être, de la plus à la moins importante, catastrophique, dangereuse, majeure,
mineure, et sans effets sur la sécurité.
Logiciel
Système
Erreur
logicielle
latente
Faute Faute système
Condition de
défaillance (effets au
niveau de l’avion)
FIGURE 1.2 – Séquence d’évènement menant à une condition de défaillance (figure adaptée
de la DO–178C) [1]
La certification de logiciels aéronautiques s’effectue donc selon un niveau de criticité,
défini dans la DO–178C [1], appelé Development Assurance Level, ou DAL. Ces niveaux sont
notés de A à E, et sont définis comme suit :
• DAL–A : un dysfonctionnement du logiciel peut entraîner un problème catastro-
phique compromettant directement les conditions de vol et/ou d’atterrissage du
système aéroporté, (exemple : dysfonctionnement des instruments de vol ou des
moteurs).
• DAL–B : un dysfonctionnement du logiciel peut entraîner un problème dangereux
ayant un impact sur des équipements vitaux de l’appareil, (exemple : détresse
physique des passagers, manœuvrabilité de l’appareil réduite).
• DAL–C : un dysfonctionnement du logiciel peut entraîner un problème majeur
ayant un impact sur des équipements vitaux de l’appareil, (exemple : inconfort des
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passagers et détérioration des conditions de travail de l’équipage).
• DAL–D : un dysfonctionnement du logiciel peut entraîner un problème mineur sur
l’appareil, (exemple : inconfort des passagers).
• DAL–E : un dysfonctionnement du logiciel n’entraîne aucune répercussion sur la
sécurité, la manœuvrabilité de l’appareil et les conditions de travail de l’équipage.
Un logiciel développé avec pour but la certification en DAL–A aura donc des critères et
objectifs plus stricts qu’un logiciel développé en DAL–E. Dans cette thèse, nous souhaitons
améliorer le processus de validation et vérification des logiciels aux contraintes numériques
fortes. Ainsi, nous nous plaçons dans le contexte de certification DAL–A.
1.1.3 Cycle de vie d’un logiciel soumis à certification
Le cycle de vie du logiciel représente l’ensemble des processus déterminés par une or-
ganisation, jugés comme appropriés et suffisants pour produire un logiciel. Cela représente
également la période de temps qui commence avec la décision de produire ou de modifier
un produit logiciel et se termine lorsque le produit est mis hors service. Dans le contexte de
la certification d’un logiciel destiné à être intégré dans un système aéronautique, ce n’est
pas simplement la qualité du logiciel qui est évaluée, mais également toutes les étapes du
processus qui ont abouti à l’exécution du logiciel dans le système aéronautique. Ainsi les
autorités de certification demandent de fournir un certain nombre de documents justifiant
les activités de conception, développement, validation et vérification.
Le développement d’un logiciel est entrepris pour répondre à un ou plusieurs be-
soins du système. Dans le contexte de la certification aéronautique, on appelle système
un ensemble de composants matériels et logiciels organisés pour remplir une fonction
spécifique ou un ensemble de fonctions. L’architecture système est la structure du matériel
et du logiciel sélectionné pour répondre aux exigences du système. Ce besoin est formalisé
dans un ensemble d’exigences du système. Une des préconisations de la DO–178C [1] est
de affiner ces exigences du système sur plusieurs niveaux afin de décrire au mieux les
différents aspects du logiciel : ses fonctions, son architecture, ses contraintes de précision,
ses algorithmes, etc.
Définition 2 (Exigences du logiciel [1]). Description de la production attendue par le logiciel
en fonction des entrées et de contraintes. Les exigences du logiciel incluent à la fois les
exigences de haut niveau (High-Level Requirement, HLR) et les exigences de bas niveau
(Low-Level Requirement, LLR).
Les exigences de haut niveau (HLR) sont les exigences du logiciel développées à partir
de l’analyse des exigences du système, des exigences liées à la sécurité et à l’architecture du
système. Elles expriment les fonctionnalités du logiciel.
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Les exigences de bas niveau (LLR) sont les exigences du logiciel développées à partir des
HLR, des exigences dérivées et des contraintes de conception à partir desquelles le code source
peut être directement implémenté sans informations supplémentaires.
Les exigences du logiciel sont donc définies à partir d’une spécification des besoins
du système. Pour ce faire, les exigences (HLR et LLR) sont conçues en suivant des règles
d’écriture, permettant d’assurer la conformité avec les contraintes de certification définies
par DO–178C. Ces règles sont de différentes natures et ont un impact direct sur le dévelop-
pement du logiciel, mais également sa validation. Une exigence doit respecter les critères
suivants :
• Conformité avec les exigences du système : les opérations définies dans les exigences
du système sont détaillées et énoncées correctement dans les exigences du logiciel
(HLR puis LLR), aux niveaux du comportement fonctionnel, des performances et de
la robustesse/sécurité, c’est-à-dire la mesure dans laquelle le logiciel peut continuer
à fonctionner correctement malgré des entrées et des conditions anormales.
• Précision : toute exigence doit être précise, non ambiguë et suffisamment détaillée.
• Cohérence : les exigences ne doivent pas entrer en conflit les unes avec les autres.
• Vérifiabilité : chaque exigence doit être atteignable par au moins un test.
• Traçabilité : c’est l’association entre plusieurs éléments, c’est-à-dire du lien entre les
sorties et leur origine, ou entre une exigence et son implémentation. Par exemple
un lien de traçabilité doit être établi entre chaque exigence du logiciel et au moins
une exigence du système.
La traçabilité entre les exigences du système et le code exécutable embarqué est un
point clef du développement d’un produit logiciel soumis à la certification. Ces liens
de traçabilité permettent de justifier les choix de conception et d’implémentation, mais
également de vérifier par les activités d’analyse et de relecture qu’aucun élément n’a été
oublié ou ajouté dans le logiciel [26]. Il se passe généralement 20 à 30 ans entre deux
générations d’avions [4], ces propriétés de traçabilité sont essentielles pour la maintenance
et la gestion des évolutions du logiciel sur toute la durée de la vie du système.
L’ensemble des recommandations fournies dans la DO–178C sur les activités néces-
saires dans le cycle de vie du logiciel pour faciliter le processus de certification sont résu-
mées dans la figure 1.3, pour un logiciel soumis à des critères de certification de niveau
DAL–A. Les activités de conception et développement du logiciel sont divisées en plusieurs
parties : dans un premier temps, les exigences du système sont traduites en exigences de
haut niveau, puis elles sont raffinées pour décrire le design, formé des exigences de bas
niveau et de l’architecture du logiciel. Le design sert à définir Le code source, qui est compilé
sur la cible pour former le code exécutable objet [1].
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Conformité
Conformité
Conformité
Traçabilité
Conformité
Traçabilité
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Activité de test
Activité de revue/analyse
FIGURE 1.3 – Certification d’un logiciel niveau DAL–A : critères et objectifs définis par la
DO–178C (figure adaptée de la DO–333) [2]
Le premier niveau de description du logiciel à partir des exigences du système est décrit
par les exigences de haut niveau, ou High Level Requirements (HLR). Un lien de traçabilité
est établi entre les HLR et les exigences système. Les HLR décrivent le « quoi », c’est-à-dire
le comportement fonctionnel du logiciel, mais également les valeurs limites du logiciel,
introduisant le concept de robustesse, c’est-à-dire la capacité d’un système à se comporter
de façon maîtrisée lorsqu’il s’exécute en dehors de son contexte nominal. Les propriétés de
compatibilités avec la cible, c’est-à-dire le matériel, l’architecture et la configuration sur
lesquels va être implémenté le logiciel, sont également décrites à ce niveau.
Un niveau inférieur de description du logiciel est le design, qui comprend l’architecture
du logiciel et les exigences de bas niveau, ou Low Level Requirements (LLR). Ils décrivent le
« comment », c’est-à-dire les algorithmes utilisés et choix de conception pour répondre aux
fonctionnalités requises par les HLR. Les choix de développement et d’optimisation sont
alors justifiés et tracés vers les HLR.
Le code source est généré à partir des LLR et de l’architecture du logiciel, puis le code
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exécutable est généré sur l’ordinateur cible. Toutes ces étapes sont soumises à vérification
et validation par relecture/review selon des activités de validation plus ou moins strictes en
fonction du niveau DAL visé pour la certification du logiciel. Les flèches entre les différents
niveaux du cycle de développement sur la figure 1.3 représentent les activités de validation
exigées pour un niveau de certification en DAL–A. Pour ce niveau de certification, le code
objet doit être relu et un lien de traçabilité doit être établi depuis des exigences du système
jusqu’au code objet [1].
Remarque 1. Les exigences de haut niveau ne sont ni le code, ni le design. Les choix relevant
de la conception de l’architecture du logiciel et aux détails algorithmiques tels que la précision
des variables utilisées sont laissés au développeur, ou à une méthode d’automatisation.
1.1.4 Exemple d’exigences
Nous illustrons cette remarque par un exemple classique d’exigences d’un produit
logiciel : le calcul des paramètres généraux du moteur pendant toutes les phases de sa
mise en fonction (au démarrage, au sol, en vol, à l’atterrissage). Un des composants du
logiciel peut être amené à calculer le débit d’air prélevé dans le moteur. Nous faisons la
supposition dans cette thèse que les exigences qui nous ont été données pour travailler
sont représentatives d’un certain type de fonctionnalités développées dans le contexte de
logiciels certifiés, et sont écrites selon les règles et critères détaillés dans la section 1.1.3.
Un extrait des exigences d’un tel logiciel seraient alors les suivantes.
E01 : Définition des intervalles normaux Les valeurs d’exécution normale des variables
d’entrée et des constantes affectées aux exigences suivantes sont décrites dans le tableau 1.1.
Entrée(s) Sortie(s) Constante(s) Table(s)
x1 ∈
[
x1, x1
]
y c1 = 5 T1
x2 ∈
[
x2, x2
]
c2 = 100
x3 ∈
[
x3, x3
]
C 3 = 300
x4 ∈
[
x4, x4
]
C 3 =−300
mr ∈
[
mr ,mr
]
c4 = 0.01
Tableau 1.1 – Variables et constantes et leurs intervalles normaux intervenant dans la
détermination du débit d’air prélevé y
E02 : Exigence de robustesse Lorsque les valeurs d’entrées et de constantes ne sont
pas dans leur intervalle de définition, elles sont alors saturées à leurs bornes. Une valeur
supérieure à la borne supérieure de la variable est saturée à sa borne supérieure et une
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valeur inférieure à la borne inférieure d’une variable est saturée à sa borne inférieure. Un
drapeau d’exception incorrect range exception est alors levé.
E03 : Exigence de performances Le débit d’air prélevé doit être calculé en moins de c1
secondes. Dans le cas contraire, la valeur C 3 est affectée au débit d’air prélevé y et un
drapeau Time out est levé.
E04 : Exigence de précision Le débit d’air prélevé doit être calculé avec une précision
relative de 10−7 par rapport au résultat exact calculé en précision infinie.
E05F01 : Exigence fonctionnelle Le débit d’air prélevé doit valoir le produit des variables
suivantes :
• la constante c2,
• le ratio des variables suivantes :
— la différence de la variable d’entrée x1 par le débit d’air prélevé réduit dr ,
— la variable t1, produite à partir de la table T1 en fonction de l’entrée x2.
Le résultat de ce produit devra être préalablement saturé entre C 3 en valeur minimale et
C 3 en valeur maximale.
E05F02 : Exigence fonctionnelle Si l’entrée x3 est passée dans le mode d’air prélevé
réduit, c’est-à-dire mr vaut true, alors le débit d’air prélevé réduit dr doit valoir le ratio
des variables suivantes :
• taux de détente d’air prélevé, l’entrée x3
• la pression de prélèvement consolidée x4, préalablement saturée à c4 en valeur
minimale (afin d’éviter une potentielle division par zéro).
1.2 Validation et vérification
La validation est le processus consistant à déterminer si les exigences sont correctes et
complètes. Les méthodes utilisées dans le cycle de vie du système pour la validation du
système peuvent utiliser les exigences du logiciel et les exigences dérivées du système. La
vérification est l’évaluation des résultats d’un processus ou d’une méthode pour assurer
l’exactitude et la cohérence des entrées et paramètres fournis à ce processus.
La validation et la vérification d’un logiciel ont pour but l’évaluation de la qualité du
logiciel selon plusieurs critères afin d’apporter un certain niveau de confiance. Ces activités
font partie du processus d’évaluation de la sécurité du système, c’est-à-dire de l’évaluation
continue, systématique et complète du système proposé pour montrer que les exigences
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pertinentes en matière de sécurité sont satisfaites. Les principales activités de ce processus
comprennent : l’évaluation du risque fonctionnel, l’évaluation préliminaire de la sécurité
du système et l’évaluation de la sécurité du système. Ces activités dépendront de la criticité,
de la complexité, de la nouveauté et de l’expérience de service pertinente du système
concerné.
Il existe plusieurs méthodes pour procéder à la validation et de la vérification d’un
système, telles que les méthodes formelles décrites dans la DO–333 [2]. Une des méthodes
de validation et vérification la plus répandue est le test.
1.2.1 Validation et vérification par le test
Le test est prescrit par la DO–178C comme une activité de validation et vérification
permettant d’apporter une certaine confiance dans le développement et l’implémentation
du code exécutable objet au regard des exigences, HLR et LLR. Quand bien même les
méthodes formelles de vérification comme la preuve de théorèmes assistée [23] ou le Model
Checking [24] sont de plus en plus utilisées pour la certification de logiciels aérnautiques,
le test continue à être une activité obligatoire, notamment parce qu’il permet de mettre en
avant les erreurs se produisant dans le logiciel embarqué sur la cible, comme par exemple
des erreurs liées à la compilation, tandis que les méthodes formelles se concentrent sur
la démonstration de propriétés à partir du design du logiciel. Les méthodes formelles et
le tests ne sont donc pas rivales, mais plutôt des activités complémentaires pour assurer
la validation et vérification du logiciel dans un environnement ciblé. La génération de
test est cependant une activité coûteuse en temps et en ressources, et dans le cadre de la
certification, soumise à des contraintes strictes.
Définition 3 (Test [1]). Le test est un processus de mise en œuvre d’un système ou d’un
composant du système pour vérifier s’il répond aux exigences spécifiées et détecter les erreurs.
Un cas de test est un ensemble d’entrées de test, de conditions d’exécution et de résultats
attendus développés pour un objectif particulier, tel que l’exercice d’un chemin de programme
particulier ou la vérification de la conformité à une exigence spécifique.
Une procédure de test est un ensemble d’instructions détaillées pour la configuration
et l’exécution d’un ensemble donné de cas de test, et d’instructions pour l’évaluation des
résultats de l’exécution des cas de test.
La figure 1.4 illustre les différents concepts introduits dans cette définition. Un cas
de test, produit à partir d’un objectif de test, est formé d’une procédure de test et d’un
comportement attendu associé à cette procédure de test. Une procédure de test est un
ensemble de stimulations données comme des entrées du logiciel. Un comportement at-
tendu est déterminé par un oracle de test, c’est-à-dire un mécanisme permettant d’évaluer
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si un test a été efficace pour trouver des erreurs (c’est-à-dire KO) ou non, (soit OK). Une
procédure de test peut être compatible avec plusieurs cas de test, une même séquence de
stimulations pouvant avoir un impact à plusieurs endroits du logiciel, impliquant plusieurs
comportements attendus 3. Un test est donc l’application des stimulations d’une procédure
de test sur un système sous test pour observer un comportement produit. La comparaison
entre le comportement attendu et le comportement produit permet de former un verdict.
Il est donc inattendu, mais logique, qu’un test réussi soit un test permettant efficacement
de dévoiler une erreur dans le code.
Stimulations
Comportement
attendu
Logiciel Comportement
produit
Procédure de test Oracle de test
Cas de test
Verdict
Résultat du test
FIGURE 1.4 – Activités de test logiciel
Il existe plusieurs types de tests [27, 1], correspondant aux différents objectifs qui leurs
sont attribués. Le test fonctionnel vise à identifier des fautes aux bornes du logiciel dans
les fonctionnalités individuelles du système. Les erreurs logicielles peuvent ainsi être dé-
couvertes grâce à l’identification de ces fautes. Il se base sur la description fonctionnelle
du logiciel, c’est-à-dire ses HLR. Le test permet également de vérifier le fonctionnement
du logiciel à plusieurs niveaux, avec le test unitaire produisant des résultats sur chaque
composant du système, à l’inverse du test d’intégration qui cherche à relever les dispari-
tés dans la combinaison et l’intégration de ces différents composants. Le test représente
généralement un sous ensemble des valeurs possibles que l’on peut donner sous forme
de stimulations au logiciel. Ces stimulations peuvent prendre aussi bien des valeurs cor-
respondant au comportement fonctionnel normal que des valeurs correspondant à une
utilisation anormale du logiciel, ce sont les tests de robustesse. Enfin, le logiciel embarqué
s’exécute dans un environnement aux ressources limitées, il doit donc passer des tests de
performance.
3. Par exemple un comportement attendu par état du système observé.
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1.2.2 Test basé sur les exigences
La DO–178C atteste que les objectifs du processus de vérification du logiciel sont
satisfaits par une combinaison de méthodes, comprenant l’examen, l’analyse, le dévelop-
pement de cas de test et de l’exécution ultérieure des procédures de test. Les revues et
analyses fournissent une évaluation de l’exactitude, de l’exhaustivité et de la vérifiabilité
des exigences du logiciel, de son architecture et du code source. Le développement de cas
et de procédures de test peut fournir une évaluation plus poussée à propos de la cohérence
interne et de la complétude des exigences. L’exécution des procédures de test fournit une
démonstration de la conformité et de la robustesse du code exécutable objet avec par
rapport aux HLR, aux LLR, et la compatibilité avec la configuration cible.
La DO–178C insiste sur la notion de test basé sur les exigences, sa différence avec les
méthodes formelles étant qu’une campagne de test s’applique directement sur le code
exécutable objet compilé dans l’environnement de la cible. Les erreurs trouvées de cette
façon sont donc les plus représentatives des erreurs pouvant arriver dans une situation
d’utilisation réelle.
Nous représentons sur la figure 1.5 le concept de la vérification et validation selon la
DO–178C. Ainsi dans le contexte de la certification, pour assurer la conformité avec les
recommandations fournies par ce document, il faut effectuer en parallèle les activités de
développement du logiciel et de développement des tests à partir des mêmes exigences
fonctionnelles de façon indépendante. Les objectifs attachés au développement du logiciel
sont axés sur les performances et l’optimisation, tandis que les objectifs attachés au déve-
loppement des tests est de détecter et de signaler les erreurs éventuellement introduites
lors des processus de développement de logiciel.
Exigences haut niveau (HLR)
Développement du
logiciel
Logiciel
Développement des
tests
Ensemble de tests
Campagne de tests
Verdict Génération de tests basée
sur les exigences
FIGURE 1.5 – Génération de tests basés sur la spécification fonctionnelle
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L’activité de développement du logiciel consiste à écrire un code source à partir d’une
description du design de ce logiciel, composé des LLR et de l’architecture de celui-ci,
comme illustré dans la figure 1.3. Les langages comme le langage textuel Esterel [28] ou le
langage graphique SCADE [29] permettent d’effectuer une description structurée et concise
d’automates à états finis de très grande complexité, c’est-à-dire des langages permettant
une description à un plus haut niveau d’abstraction du logiciel que le langage C ou Ada
utilisés jusque-là en aéronautique. Le code source, et ainsi le code exécutable, peut être gé-
néré directement depuis ces descriptions, de manière formellement prouvée. Ces langages
ont permis de maîtriser, en termes de lisibilité, de temps de développement les logiques
d’activation qui se déroulent dans le temps, ramenant l’activité de développement à un
niveau équivalent à celui du design, automatisant également la validation et vérification
des LLR [30].
L’activité de développement des tests est donc pertinente au niveau des HLR, pour
vérifier et valider les fonctionnalités du logiciel. Les HLR sont généralement écrites en
langage naturel, par obligation légale. Fournir un langage formel pour décrire les HLR est
possible uniquement si ce langage décrit le comportement fonctionnel, et si on peut les
distinguer du design. La première étape de l’activité de développement des tests consiste à
lire et comprendre les exigences. Le testeur crée ainsi un modèle de sa compréhension des
HLR. Il se demande ensuite quelle partie des exigences pourrait être mal implémentée ou
contenir des erreurs. En fonction des cas de tests qui émergent de cette étape, il faut ensuite
trouver les points discriminants du système, renvoyant une séquence de stimulations
permettant d’atteindre ces cas de tests. On a ainsi une séquence de stimulation et un
comportement attendu : ce sont les procédures de test.
L’exécution de la campagne de test et la détermination du verdict est effectuée de façon
automatique chez Safran, avec l’utilisation de l’outil Software Component Test Lab (SCTL),
permettant d’entrer les séquences de stimulations, puis de les appliquer sur le logiciel. Le
verdict de la campagne de tests est renvoyé automatiquement.
Générer automatiquement des tests logiciels s’applique donc au niveau des HLR. Les
trois étapes de l’écriture des tests sont actuellement peu outillées, et aucune traçabilité n’est
effectuée entre la modélisation des exigences par le testeur, qui est faite sur l’équivalent
d’un brouillon, et les cas et les procédures de test. La traduction automatique du langage
naturel vers un langage formel est un vaste sujet qui a déjà été abordé dans des travaux
précédents [31], et n’est pas un point qui sera abordé dans cette thèse.
Remarque 2. Nous ferons donc le choix d’un langage de modélisation du comportement
fonctionnel décrit dans les HLR, à partir duquel nous pourrons effectuer la génération
automatique des tests.
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1.2.3 Vérification de la qualité des tests
La vérification d’un système par le test, en plus d’avoir un coût de développement
élevé, permet seulement de montrer la présence de défaillances dans le système embarqué
sous certaines conditions, et ainsi de les corriger. Tant qu’un test n’est pas totalement
exhaustif, ce qui n’est pas réalisable lorsqu’on dispose de ressources et de temps limités,
on ne pourra jamais conclure à l’absence d’erreur dans le système. On peut cependant
juger de la qualité de la vérification, qui est directement liée à la qualité de la conception
des tests. La qualité d’une campagne de test peut être évaluée selon plusieurs critères de
couverture, s’appliquant aussi bien sur le code que sur les exigences.
L’analyse de la couverture [32] est un processus permettant de déterminer dans quelle
mesure une activité de vérification de logiciel proposée satisfait son objectif. L’analyse de
couverture de test est un processus en deux étapes comprenant une analyse de couverture
basée sur les exigences et une analyse de couverture structurelle. La première étape analyse
les scénarios de test par rapport aux exigences du logiciel pour confirmer que les scénarios
de test sélectionnés répondent aux critères spécifiés. La deuxième étape confirme que
les procédures de test basées sur les exigences ont permis d’atteindre des critères de
couverture définis sur la structure du code. L’analyse de la couverture structurelle permet
de déterminer quelle structure de code, y compris les interfaces entre composants, n’a pas
été exercée par les procédures de test basées sur les exigences. On peut ainsi identifier des
problèmes inhérents au code, tel que la présence de code mort.
La couverture basée sur les exigences, ou couverture fonctionnelle est une prérogative
déclarée nécessaire par la DO–178C. Cependant, aucun critère de couverture concret n’est
associé à ce concept de couverture des HLR et LLR par le test, mis à part le fait qu’au moins
un test est associé par traçabilité à une exigence. Les tests auxquels nous nous intéressons
dans cette thèse sont les tests générés à partir des HLR.
Remarque 3. Pour effectuer la génération automatique des tests les plus pertinents possibles,
il nous faudra donc décrire formellement quels sont les critères de couverture fonctionnelle
permettant d’attester de la qualité d’une campagne de test.
Dans le cadre de la couverture structurelle, une condition est une expression booléenne
atomique, c’est-à-dire qui ne contient aucun opérateur booléen excepté l’opérateur unaire
de négation (NOT). Une décision est une expression booléenne composée de conditions et
d’opérateurs booléens. Si une condition apparaît plusieurs fois dans une décision, chaque
occurrence est une condition distincte.
Les critères de couverture structurelle peuvent être les suivants [27, 1] :
• Couverture des instructions : chaque instruction du programme a été appelée au
moins une fois.
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• Couverture des conditions (CC) : chaque point d’entrée et de sortie du programme a
été invoqué au moins une fois et chaque condition du programme a pris au moins
une fois tous les résultats possibles.
• Couverture des décisions (DC) : chaque point d’entrée et de sortie du programme a
été invoqué au moins une fois et chaque décision du programme a pris au moins
une fois tous les résultats possibles.
• Modified condition/decision coverage (MCDC) [33] : chaque point d’entrée et de
sortie du programme a été invoqué au moins une fois, chaque condition dans une
décision du programme a pris au moins une fois tous les résultats possibles, chaque
décision du programme a eu tous les résultats possibles au moins une fois et il
a été montré que chaque condition dans une décision affecte le résultat de cette
décision indépendemment des autres conditions. Ce dernier point est démontré en
modifiant uniquement cette condition en maintenant toutes les autres conditions
de la décision figées.
Exemple illustré des critères de couverture structurelle Prenons l’exemple suivant pour
illustrer les critères de couverture structurelle :
if ( (A || B) && C ) {
/* instructions */
} else {
/* instructions */
}
Dans cet exemple, les expressions atomiques booléennes A, B et C sont des conditions, et
l’expression ((A || B) && C) est une décision.
Ainsi les valeurs que doivent prendre les expressions A, B, C pour permettre d’effectuer
une campagne de test minimum permettant de valider la couverture structurelle selon les
critères suivants sont :
• Conditions (CC) : A = true, B = true, C = true,
A = false, B = false, C = false.
• Décisions (DC) : A = true, B = true, C =true, décision : true,
A = false, B = false, C = false, décision : false.
• MCDC : A = false, B = false, C = true, décision : false,
A = false, B = true, C = true, décision : true,
A = false, B = true, C = false, décision : false,
A = true, B = false, C = true, décision : true.
Un autre type de couverture du programme est la couverture des données d’entrées.
Une couverture exhaustive des valeurs des données d’entrées est inconcevable dès lors que
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les variables considérées sont des variables entières, ou que le nombre de ces variables est
important. On considère alors les classes d’équivalence des entrées, c’est-à-dire la partition
du domaine des entrées d’un programme telle qu’un test d’une valeur représentative de la
classe équivaut à un test des autres valeurs de la classe. On peut ainsi réduire le nombre
de test nécessaire pour effectuer la couverture des domaines des entrées, tout en ayant
un critère sur le nombre de tests suffisant. Cependant la combinaison des entrées dans
le logiciel pouvant être complexe, la détermination de ces classes d’équivalence n’est pas
forcément directe et peut s’avérer être une activité délicate et difficile.
Remarque 4. Même dans le cas d’un petit système et d’exigences simple comme dans la
section 1.1.4, si on reprend l’exemple de l’exigence E05F01, il est difficile de déterminer les
classes d’équivalences des entrées car
• l’exigence fait appel à des variables dont les valeurs sont calculées par d’autres
exigences ou de tables non disponibles au testeur ; il ne connaît que les données
d’entrée et de sortie : c’est le test en boite noire,
• les valeurs considérées sont des valeurs réelles et le calcul est effectué avec une certaine
précision, le testeur doit donc produire des tests numériques, permettant d’assurer
que toutes les erreurs liées aux comportements numériques normaux et anormaux
ont été vérifiés sur la cible, et que le logiciel répond aux exigences de précisions dans
ces cas précis.
1.2.4 Qualification des outils
La DO–178C décrit les activités de développement nécessaires pour effectuer la certifi-
cation d’un logiciel embarqué. Pour faciliter ce développement, les ingénieurs sont amenés
à utiliser des outils permettant d’automatiser certaines parties de leurs activités, que ce
soit le générateur de code, le compilateur, l’éditeur de lien ou encore l’outil d’exécution
automatique des procédures de test. Il faut alors procéder à la qualification de l’outil. Le
processus de qualification des outils a pour but d’assurer que l’outil fournit un résultat
dont le niveau de confiance est au moins équivalent à celui du ou des processus éliminés,
réduits ou automatisés. La qualification d’un outil est un processus nécessaire pour obtenir
un crédit de certification pour un outil logiciel dans le contexte d’un système aéroporté
spécifique. Notre but étant de produire un outil permettant d’automatiser entièrement
ou en partie l’activité de génération de tests, nous nous intéressons donc aux contraintes
supplémentaires induites par la qualification.
Le document DO–330 Software Tool Qualification Considerations [21] propose des
lignes directrices pouvant aider la qualification des outils logiciels dans le contexte de la
certification. De la même façon que la DO–178C propose différent niveaux de certification
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selon la criticité de système à valider, la DO–330 identifie 5 niveaux de qualification d’outil
(Tool Qualification Level – TQL) : du plus rigoureux TQL–1 au moins rigoureux TQL–5.
Il existe trois critères permettant de déterminer le niveau de qualification requis pour
permettre l’utilisation de l’outil dans le cycle de développement du logiciel embarqué. Ces
critères sont les suivants :
• Critère 1 : le résultat de l’outil fait partie du logiciel sujet à certification, et pourrait
donc introduire une erreur.
• Critère 2 : l’outil automatise le processus de vérification et pourrait donc échouer
à détecter une erreur. Le résultat de l’outil est utilisé pour la justification de la
réduction ou l’élimination d’un autre processus de vérification, ou de processus de
développement.
• Critère 3 : l’outil pourrait, dans le cadre de son utilisation, échouer à détecter une
erreur.
Dans le contexte de cette thèse, nous cherchons à développer un outil permettant
d’automatiser certaines étapes du cycle de validation et de vérification de logiciels soumis
à un niveau de certification DAL–A. Les résultats de ces tests seront utilisés pour montrer
le bon fonctionnement de ces logiciels, nous nous trouvons donc dans le cas du critère
numéro 2. Ceci implique que l’outil développé devra répondre aux critères de qualification
TQL–4 4.
1.3 Conclusion
Nous avons introduit dans ce chapitre le contexte du développement de logiciels
embarqués critiques dans un but de certification aéronautique. Dans ce contexte, le déve-
loppement, mais également toutes les activités de validation et vérification sont soumis
à de fortes contraintes qui rendent la conception d’un tel logiciel complexe, coûteux et
fastidieux.
Nous avons défini les contraintes spécifiques et les enjeux inhérents à la génération
automatique de tests pour des logiciels numériques dans ce contexte de certification. La
génération de test se découpe en plusieurs activités, dans un premier temps la modélisation
des exigences haut niveau pour ensuite déterminer quelles parties du logiciel peuvent être
mal implémentées et finalement trouver des points discriminants permettant de distinguer
un logiciel conforme avec la spécification fonctionnel d’un logiciel contenant des erreurs.
La qualité de la campagne de test doit être évaluée, en utilisant des métriques de
couverture. Il existe plusieurs types de critères de couverture, chacun permettant de vé-
4. Voir tableau 12-1 de la DO–330 [21].
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rifier la qualité d’une partie différente du logiciel implémenté. Nous nous intéressons
particulièrement à la définition de critères de couverture fonctionnelle.
Enfin la génération de tests est une activité particulièrement difficile lorsque les va-
riables manipulées ne sont pas uniquement booléennes. Nous avons montré que même
avec un exemple simple, il est nécessaire pour le testeur d’avoir une connaissance fine des
spécificités de l’arithmétique des ordinateurs afin de générer des tests précis et fiables. Nous
souhaitons donc élaborer une méthode facilitant le travail du testeur pour la génération de
tests numériques.
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CHAPITRE 2
ARITHMÉTIQUE DES ORDINATEURS
C
ERTAINS systèmes informatiques embarqués ont besoin de pouvoir représenter et
manipuler efficacement des nombres réels. Cette problématique fondamentale
a été abordée sous différents angles depuis les débuts de l’informatique, et de
nombreuses méthodes pour approcher les nombres réels ont été proposées. Alors que
nous apprenons à compter et calculer en base 10 avec des nombres réels, la représentation
des nombres dans un ordinateur est soumise à des contraintes de place et de complexité
d’utilisation. Ainsi, la plupart des ordinateurs actuels manipulent des données binaires, et
l’arithmétique des ordinateurs binaire est la plus largement déployée [34, 35].
Les problématiques de conversion entre les formats à précision finie binaire et les
formats à précision finie décimale existent depuis les débuts de l’informatique [36], mais
sont cependant loin d’avoir été complètement résolues. Dans de nombreux domaines
comme la finance ou la certification de logiciels en aéronautique par exemple, les calculs
effectués par ordinateurs ont un besoin critique d’une représentation décimale.
Ce chapitre a pour objectif d’introduire les différents types d’arithmétique que nous
allons rencontrer dans ces travaux de thèse. Dans ce chapitre, nous allons présenter les
notions de base de l’arithmétique flottante dans ses variantes binaire et décimale, et diffé-
rentes méthodes permettant de produire des résultats précis et/ou certifiés en précision
finie. Nous fournirons une photographie des bibliothèques proposant ces différents types
d’arithmétique. Enfin, nous discuterons des problématiques soulevées par l’arithmétique
en précision finie dans le contexte de la certification en aéronautique.
2.1 Arithmétique à virgule flottante
Les systèmes informatiques embarqués sont soumis à de fortes contraintes de consom-
mation d’énergie et d’efficacité de temps d’exécution en plus de la précision des calculs.
Pour leur validation et vérification au contraire, c’est la contrainte de précision qui pré-
domine les autres. Cette étape étant assistée par ordinateur, une représentation fiable et
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efficace des nombres réels sur ordinateur est donc nécessaire.
L’arithmétique à virgule flottante est une des méthodes de représentation et de ma-
nipulation des nombres réels avec une précision finie la plus largement utilisée dans les
ordinateurs actuels. Elle combine efficacement les contraintes de vitesse, précision, registre
d’utilisation, portabilité et facilité d’implémentation et d’utilisation, propriétés dont les
enjeux sont parfois difficilement compatibles [36].
L’arithmétique à virgule flottante a été normalisée une première fois [37] en 1985 sous
la forme du IEEE 754 Standard for Binary Floating-Point Arithmetic, publié par l’Institute of
Electrical and Electronics Engineers (IEEE). Cette norme a été révisée en 2008 [38] sous le
titre de IEEE-754 Standard for Floating-Point Arithmetic, définissant de nouveaux formats
à virgule flottante binaires et décimaux. La plupart des ordinateurs actuels fournissent une
arithmétique à virgule flottante conforme à la norme IEEE 754. La norme est réévaluée
tous les ∼ 10 ans et la révision 2018 est actuellement en cours de rédaction.
Le lecteur peut se référer au Handbook for Floating-Point Arithmetic par Muller et
al. [36] pour trouver une étude complète et détaillée de l’arithmétique à virgule flottante.
2.1.1 Nombres à virgule flottante selon la norme IEEE 754
Dans sa révision de 2008 [38], la norme IEEE 754 définit les nombres à virgule flottante
en base 2 et en base 10. Soit un format
(
β, p
)
de représentation des nombres à virgule
flottante à précision finie, où β est la base telle que β ∈ {2,10} et p est la précision telle que
p ≥ 2. Un nombre à virgule flottante dans ce format est représenté par le triplet (s,m,e) tel
que [36, 35]
x = (−1)s ·m ·βe , (2.1)
où
• s ∈ {0,1} est le bit de signe,
• e ∈ [emin,emax] est l’exposant, avec emin < 0 < emax, emax étant spécifié pour
chaque format et emin = 1−emax,
• m est la mantisse représentée par p chiffres significatifs, sous la forme du nombre
à virgule m0.m1m2 . . .mp−1, telle que 0 ≤ |m | < β et mi ∈
{
0, . . . ,β−1}.
En pratique, la mantisse est représentée en machine dans le format à virgule flottante
par m′ défini tel que m′ =m ·βp−1. La représentation (m′,e) d’un nombre à virgule flottante
n’est pas forcément unique. Par exemple, pour β= 10 et p = 3, le nombre 63 peut être repré-
senté soit comme 63 ·100 ou comme 630 ·10−1, les mantisses 63 et 630 étant représentables
car inférieures à βp = 1000. Une cohorte est l’ensemble de ces représentations à virgule
flottante dans un même format
(
β, p
)
équivalentes à une même valeur.
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La normalisation des nombres à virgule flottante non-nuls permet d’obtenir une repré-
sentation unique pour chaque valeur dans un format donné. Cette représentation satisfait
1 ≤ |m | < β, c’est-à-dire βp−1 ≤ |m′ | ≤ βp −1. En base 2, la normalisation permet de
gagner un bit dans la représentation, le premier bit de la mantisse normalisée étant un bit
implicite fixé à 1, tel que m0.m1m2 . . .mp−1 = 1.m1m2 . . .mp−1.
Dans le cas où e = emin et |m | < 1, la représentation des nombres à virgule flottante
est dite dénormalisée. Dans ce cas, la mantisse de la représentation binaire de nombres
à virgule flottante est toujours de la forme m0.m1m2 . . .mp−1 = 0.m1m2 . . .mp−1, le bit
implicite étant fixé à 0.
Les nombres à virgule flottante décimaux tels que décrits dans la norme IEEE 754 [38]
quant à eux ne bénéficient pas toujours d’attribut de normalisation. Le résultat d’une
opération à virgule flottante décimale est différencié des autres membres de sa cohorte
selon un exposant privilégié. Cet exposant est choisi tel que la valeur de l’unité en dernière
position de la mantisse, est préservée si le résultat de l’opération est exact. Cette valeur est
appelée le quantum de la représentation et est définie par βe−p+1 [38].
binary32 binary64 decimal64
taille mémoire (en bits) 32 64 64
précision p = k2, resp. k10 24 bits 53 bits 16 chiffres
emax 127 1023 384
Tableau 2.1 – Formats IEEE 754 à virgule flottante
Le tableau 2.1 décrit les valeurs de deux formats à virgule flottante binaire et un format
décimal. Ces formats sont des formats standards dont les différents champs d’exposant et
de mantisse sont définis de façon détaillée dans la norme IEEE 754-2008 [38]. On remarque
que la précision p se compte en nombre de bits en binaire et en nombre de chiffres
significatifs en décimal.
On peut ainsi définir les deux ensembles de nombres à virgule flottante que nous
allons considérer dans cette thèse : l’ensemble des formats binaires et l’ensemble des
formats décimaux. La précision p se distingue donc par p = k2 en binaire et p = k10 en
décimal. L’ensemble des nombres à virgule flottante binaire normalisés à la précision k2 est{
m · 2E
∣∣∣ emin ≤ E ≤ emax, 2k2−1 ≤ |m | ≤ 2k2 −1}. L’ensemble des nombres dénormali-
sés à la précision k2 est
{
m ·2E
∣∣∣ E = emin, 1 ≤ |m | ≤ 2k2−1−1}.
Soit un système à virgule flottante
(
β, p
)
. Notons Fβp ⊂R l’ensemble des nombres à vir-
gule flottante dans ce système. Étant donné les définitions [36] des “extrema” des nombres
à virgule flottante, tels que
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• la plus petite valeur normale est βemin ,
• la plus grande valeur finie est βemax · (β−β1−p),
• la plus petite valeur dénormalisée est βemin−p+1,
nous pouvons définir les ensembles des nombres flottants normaux et dénormalisés bi-
naires en conséquence tels que
F2k2
=
{
m · 2E
∣∣∣ E min ≤ E ≤ E max, 1 ≤ |m | ≤ 2k2 −1}⋃{0}. (2.2)
De la même façon, on peut définir l’ensemble des nombres à virgule flottante décimaux
à la précision k10 tel que
F10k10
=
{
n ·10F
∣∣∣ F min ≤ F ≤ F max, 1 ≤ | n | ≤ 10k10 −1}⋃{0}. (2.3)
Dans cette thèse, nous distongons emin resp. emax dans les formats binaires et décimaux
par la notation E min, resp. E max, en binaire et F min, resp. F max en décimal.
Les formats à virgule flottante décrits dans la norme IEEE 754-2008 présentent en outre
des valeurs spéciales, pour lesquelles les opérations à virgule flottante ont des compor-
tements particuliers. On note entre autres : les zéros signés (+0 et −0), les infinis (+∞ et
−∞), et la valeur signalant qu’une opération a été effectuée avec des données invalides
(par exemple 00 ), appelée “Not a Number”, ou NaN.
De plus lors d’une opération invalide, une exception est levée sous la forme d’un dra-
peau de statut. On peut compter parmi les exceptions définies dans la norme IEEE 754,
en plus de l’exception invalid, l’exception de division par zéro, ainsi que les exceptions
overflow et underflow. L’exception overflow survient lorsque l’exposant du résultat ar-
rondi est supérieur à emax. L’exception underflow est signalée lorsqu’un résultat non-nul
est inférieur à βemin et est inexact. Une exception est également levée lorsqu’un résultat
n’est pas exactement représentable, c’est l’exception inexact. Ce résultat est alors arrondi.
2.1.2 Arrondis
Les nombres à virgule flottante sont donc une représentation discrète des nombres
réels. L’arrondi d’un nombre réel est une règle de représentation de nombres tels que les
nombres réels ou des nombres à virgule flottante quelconques tombent dans un ensemble
des nombres à virgule flottante choisi F. Cette représentation doit satisfaire des critères de
nombre de chiffres de précision ainsi que la façon de décider de ces chiffres : c’est la règle
d’arrondi. En général, un arrondi a lieu sur le résultat d’une opération sur des nombres à
virgules flottantes, celui-ci n’étant pas forcément représentable dans le système à virgule
flottante choisi, c’est-à-dire que ce résultat contient plus de chiffres qu’autorisés par la
règle d’arrondi. L’arrondi est effectué selon le mode d’arrondi choisi dans le système à
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virgule flottante. La norme IEEE 754-2008 définit l’arrondi d’un résultat infiniment précis
au nombre à virgule flottante à la précision p par les modes d’arrondis suivants, tels
qu’illustrés dans la figure 2.1 :
• l’arrondi vers +∞ :4p (x) ∈ F est le plus petit nombre à virgule flottante possible,
incluant +∞ qui est plus grand ou égal à x,
• l’arrondi vers −∞ :5p (x) ∈ F est le plus grand nombre à virgule flottante possible,
incluant −∞ qui est plus petit ou égal à x,
• l’arrondi vers zéro : •p (x) ∈ F est le nombre à virgule flottante le plus proche de x et
dont la magnitude n’est pas plus grande que celle de x. En pratique, si x > 0 alors
•p (x) = 5p (x), et si x < 0 alors •p (x) = 4p (x).
• l’arrondi vers le plus proche : ¦p (x) ∈ F est le nombre à virgule flottante le plus
proche de x. Dans le cas où x se trouve être exactement le milieu entre deux
nombres à virgule flottante à précision finie, on définit une règle de décision (les
deux définies dans la norme IEEE 754-2008 sont l’arrondi vers le nombre pair le
plus proche ou encore l’arrondi vers zéro [38]).
Pour l’étude formelle des opérations à virgule flottante, on note ◦p (x) ∈
{4p ,5p ,•p ,¦p}
l’arrondi de x selon l’un de ces modes d’arrondis.
Nombres à
virgule flottante
0
Points milieu
x y
¦(x)
•(x)
5(x)
4(x)
¦(y)
•(y)
5(y)
4(y)
FIGURE 2.1 – Arrondi des nombres réels x et y selon différents modes d’arrondi
Le milieu entre deux nombres à virgule flottante à une précision donnée s’appelle le
point milieu. Déterminer l’arrondi au plus proche d’un nombre infiniment précis revient à
déterminer de quel côté du point milieu le plus proche il se situe.
Si le résultat d’une opération à virgule flottante à précision finie est arrondi au même
nombre flottant que le résultat de la même opération calculée avec une précision infinie
puis arrondi au format à virgule flottante choisi, cette opération effectue un arrondi correct.
Une opération effectue un arrondi fidèle lorsque l’arrondi du résultat approché par cette
opération est le même que l’un des arrondis du résultat exact y par 4(y) ou 5(y). Un
arrondi fidèle est une relation et non une fonction. La norme IEEE 754-2008 exige des
opérations arithmétiques standard qu’elles soient correctement arrondies.
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Fournir une arithmétique à virgule flottante avec arrondi correct comporte des avan-
tages, notamment l’amélioration de la portabilité des logiciels, et présenter des propriétés
nécessaires pour implémenter l’arithmétique d’intervalles (voir section 2.2.1). Toutefois
produire une arithmétique avec arrondi correct pour toutes les fonctions mathématiques
usuelles, comme l’exponentielle ou le sinus, n’est cependant pas une tâche simple. L’ar-
rondi correct est coûteux à déterminer de façon systématique ; cela requiert la recherche
du pire cas pour l’arrondi dans le mode d’arrondi courant, ce qui est difficile notamment
lorsqu’on est confronté au Dilemme du fabriquant de table (TMD) [36] (voir figure 2.2).
Supposons que nous cherchons à approcher la fonction réelle f dans le format à virgule
flottante
(
β, p
)
par une fonction f̂ telle que ◦p
(
f̂ (x)
) = ◦p ( f (x)). Selon le mode d’arrondi
choisi ◦p , les points de rupture selon ce mode d’arrondi sont les valeurs pour lesquelles la
direction de l’arrondi change. Ainsi dans le cas de l’arrondi au plus proche ¦p , ces points
de rupture sont les points milieux entre les points à virgule flottante de précision p, et dans
le cas des autres modes d’arrondi, ces points sont les points à virgule flottante eux mêmes.
Soit x un nombre à virgule flottante, le nombre réel f (x) ne peut généralement pas être
représenté avec un nombre fini de chiffres significatifs. L’approximation f̂ (x)= f (x) · (1+ε)
calculée par des opérations à virgule flottante peut être très précise, mais va généralement
contenir une erreur par rapport au résultat f (x) (voir figure 2.2). Nous verrons dans la
section 2.1.3 de quelle façon nous pouvons quantifier formellement ces erreurs.
Nombres à
virgule flottante
Points de
rupture
Intervalle
contenant f (x)
f̂ (x)
¦p
(
f (x)
)
¦ ( f̂ (x))
(a) Quand il n’y a pas de point de rupture dans
l’intervalle contenant f (x)
Nombres à
virgule flottante
Points de
rupture
Intervalle
contenant f (x)
f̂ (x)
¦ ( f (x)) ?
(b) Quand il y a un point de rupture dans l’inter-
valle contenant f (x)
FIGURE 2.2 – Dilemme du fabriquant de table pour l’arrondi correct : illustration de l’arrondi
au plus proche de f̂ (x)
La seule information que nous avons sur f (x) est donc que la solution exacte de cette
fonction que l’on approche avec la fonction à virgule flottante f̂ (x) se trouve dans un
intervalle de largeur deux fois l’erreur absolue de f̂ . Le TMD survient lorsque cet intervalle
d’erreur contient un point de rupture, c’est-à-dire lorsque le résultat calculé f̂ (x) est si
proche d’un point de rupture, par rapport à son erreur, qu’il est impossible de décider de
quel côté du point de rupture se trouve le résultat réel f (x). Dans le cas illustré dans la
figure 2.2, le point de rupture pour le mode d’arrondi au plus proche est le point milieu
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entre deux nombres à virgule flottante. Une solution au TDM est d’augmenter la précision
de calculs de l’algorithme permettant de déterminer f̂ (x).
2.1.3 Analyse d’erreur
Les erreurs d’arrondi sont une partie inhérente au calcul en précision finie. Un des
enjeux de l’arithmétique des ordinateurs est d’estimer les erreurs survenant lors des opéra-
tions en précision finie afin d’optimiser la qualité des algorithmes numériques, c’est-à-dire
effectuer l’analyse d’erreur de ces algorithmes numériques. On distingue deux sens du mot
précision : la précision p d’un format définissant la taille de la représentation et la préci-
sion de calculs (accuracy en anglais 1) représentant le nombre de chiffres significatifs d’un
résultats qui ne sont pas entâchés d’une erreur. Connaissant le résultat exact en précision
infinie x, on peut évaluer l’erreur absolue et l’erreur relative [36] sur son approximation à la
précision p telles que
erreur absolue : ∆x =
∣∣ x−◦p (x) ∣∣ ,
erreur relative : εx =
∣∣∣∣ x−◦p (x)x
∣∣∣∣ , si x 6= 0. (2.4)
Dans certains cas, l’expression de l’erreur de calcul comme une erreur relative ne
contient pas suffisamment d’information. On souhaite donc introduire un moyen d’expri-
mer les erreurs selon une mesure du poids du dernier bit de la mantisse. Ce concept est
formalisé sous le terme ulp, ou unit in the last place.
Définition 4 (Unit in the last place – ulp [39, 35, 36]). Selon Goldberg [35], étant donné le
format à virgule flottante
(
β, p
)
, si on a | x | ∈ [βe ,βe+1[, alors la fonction ulpp (x) est définie
telle que
ulpp (x) = βmax(e,emin)−p+1 (2.5)
Cette définition de l’ulp coïncide avec la définition du quantum pour un nombre à
virgule flottante. Elle caractérise la distance séparant deux nombres flottants consécutifs
ayant la même valeur d’exposant. En binaire on appelle binade l’intervalle
[
2e ,2e+1
[
sur
lequel la fonction ulp(x) prend une même valeur. De la même façon, en décimal l’inter-
valle
[
10e ,10e+1
[
est appelé décade. On peut déduire de cette définition de l’ulp plusieurs
propriétés sur l’arrondi au plus proche de nombres réels et de nombres à virgule flottante
utiles pour l’analyse d’erreur des algorithmes numériques [36, 35, 39].
On peut facilement convertir une erreur déterminée en fonction du nombre d’ulps en
une erreur relative, d’après [39]. Supposons que
∣∣ x−◦p (x) ∣∣ = α ·ulpp (x) et qu’il n’y a pas
1. On distingue la précision de calculs (accuracy) de la précision de représentation (precision).
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d’underflow, on a alors que ∣∣∣∣ x−◦p (x)x
∣∣∣∣ ≤ α ·β−p+1. (2.6)
Étant donné la définition de l’ulp par Goldberg (définition 4), on peut définir l’unité
d’arrondi ou epsilon machine [36], notée u, d’un système à virgule flottante
(
β, p
)
, telle que
u =

1
2
ulpp (1) =
1
2
β1−p pour l’arrondi au plus proche,
ulpp (1) = β1−p pour les arrondis dirigés.
(2.7)
On peut remarquer que lorsque β = 2, on a que u = 2−p pour l’arrondi au plus proche.
Les nombres à virgule flottante étant répartis de façon non-uniforme, ils sont en effet plus
dense autour de zéro que lorsqu’ils sont relativement grands, l’erreur relative est un bon
outil pour estimer l’impact d’une erreur sur un résultat qu’il soit proche de zéro ou non. En
général, il est utile d’exprimer l’erreur absolue en terme d’ulps et l’erreur relative en terme
d’unités d’arrondi.
On peut ainsi définir l’erreur relative de représentation εx d’un nombre réel x ∈R dans
un format à virgule flottante
(
β, p
)
en fonction de l’unité d’arrondi u, telle que
◦p (x) = x (1+εx ) , | εx | ≤ u. (2.8)
En l’absence d’underflow et d’overflow, une modélisation des erreurs des opérations à
virgule flottante communément acquise, pour deux nombres à virgule flottante x et y est la
suivante :
◦p
(
x op y
) = (x op y) · (1+ε) , | ε | ≤ u, op ∈ {+,−,×,÷} . (2.9)
Un type particulier d’erreurs numériques survenant au niveau des opérations arith-
métiques de base, notamment la soustraction, est l’élimination, appelée également éli-
mination catastrophique lorsque presque tous les chiffres significatifs du résultat sont
perdus. Cette erreur se produit lorsque les deux sont presque égaux. La soustraction de ces
deux nombres n’introduit pas d’erreur en elle-même, mais propage et amplifie une erreur
préexistante.
Dans cette thèse, nous nous intéressons à l’analyse d’algorithmes numériques de façon
à maîtriser et si possible éviter les effets indésirables relatifs à la propagation des erreurs
numériques comme l’élimination. Dans nos contributions, nous déterminerons des bornes
rigoureuses sur les erreurs de calculs et leur impact sur les résultats de ces algorithmes et
leurs implémentations.
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Il existe de nombreuses méthodes permettant de fournir au moins autant, sinon plus
de précision (accuracy) pour le résultat de calculs en précision finie que l’arithmétique à vir-
gule flottante classique. On peut notamment mentionner l’arithmétique à virgule flottante
à précision étendue formalisée dans la norme IEEE 754-2008 [38], ou encore les algo-
rithmes compensés reposant sur les transformations exactes (“error-free transformations”,
EFTs) [36]. Ces derniers utilisent des propriétés d’opérations exactes de l’arithmétique flot-
tante pour estimer les erreurs de calculs au fur et à mesure des opérations pour compenser
le résultat final.
Dans cette section, nous présentons deux approches différentes pour gérer les erreurs
de calculs survenant lors des opérations à virgule flottante. Cette étude des méthodes
utilisées pour fournir une arithmétique plus précise, loin d’être exhaustive, se concentre
sur deux méthodes développées dans ces travaux de thèses. Dans un premier temps, nous
présenterons l’arithmétique d’intervalles, une méthode permettant de maîtriser explicite-
ment les erreurs de calculs. En second lieu, nous étudierons l’arithmétique multi-précision,
et nous terminerons cette section par la description d’un échantillon des bibliothèques
arithmétiques existantes à l’heure actuelle.
2.2.1 Arithmétique d’intervalles
Le terme “arithmétique d’intervalles” fut établi dans les années 1950 par Moore [7].
L’arithmétique d’intervalles est une des méthodes permettant de localiser et quantifier
les erreurs de calculs, par exemple celles qui surviennent inévitablement avec l’utilisation
d’approximations telles que les nombres flottants. Le lecteur peut se référer à [40, 41] pour
plus de détails sur l’arithmétique d’intervalles.
Une valeur x représentée par un intervalle fermé, borné et non-vide, s’écrit sous la
forme [
x, x
] = { x ∈R | x ≤ x ≤ x } . (2.10)
Un intervalle
[
x, x
]
est donc un ensemble connexe de R qui est représenté par sa borne
inférieure x et sa borne supérieure x telles que x ≤ x. Dans le cas où x = x, l’intervalle[
x, x
]
est un point. La représentation des intervalles par leurs bornes est une représen-
tation couramment utilisée. Il existe différentes représentations des intervalles, comme
par exemple la représentation centre-rayon d’un intervalle
[
x, x
]
par les valeurs 〈xc , xr 〉 où
xc = x+x2 est le centre de l’intervalle et xr =
x−x
2 est le rayon de l’intervalle.
Décrire les nombres à l’aide d’intervalles permet de les représenter en prenant en
compte l’erreur introduite par la représentation en précision finie. Ceci est particulièrement
utile lorsque l’on souhaite utiliser des nombres qui ne sont pas exactement représentables
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dans le format utilisé en précision finie. Par exemple le nombre 0.1 n’est pas représentable
exactement en format binaire à virgule flottante quelle que soit la précision choisie. De
même pi est un nombre transcendant et par définition s’écrit avec un nombre de chiffres
significatifs infini s’il est représenté dans une autre base que la base pi.
Les opérations sur les intervalles peuvent être définies à partir de ce modèle de repré-
sentation. Étant donné deux intervalles
[
u,u
]
et
[
v , v
]
, le résultat d’une opération sur ces
intervalles, notée op ∈ {+,−,×,÷, · · · } est défini comme l’ensemble convexe suivant :[
u,u
]
op
[
v , v
] = conv{u op v | ∀u ∈ [u,u] ,∀v ∈ [v , v]} (2.11)
Ces opérations satisfont la propriété d’inclusion [36], c’est-à-dire que le résultat d’une
opération mathématique sur les intervalles est inclus dans un intervalle qui est une combi-
naison des intervalles d’entrée. Il est donc possible d’étendre les opérations arithmétiques
sur les intervalles en les déduisant des propriétés de monocité des opérations arithmétiques
sur les nombres réels telles que
−[u,u] = [−u,−u] ,[
u,u
]−1 = [u−1,u−1] si les deux bornes sont positives,[
u,u
]+ [v , v] = [u+ v ,u+ v] ,[
u,u
]× [v , v] = [min(u× v ,u× v ,u× v ,u× v) ,max(u× v ,u× v ,u× v ,u× v)] .
(2.12)
Les modèles mathématiques courants de l’arithmétique d’intervalles, tels que décrits
ci-dessus et les opérations arithmétiques de base pour l’arithmétique d’intervalles selon ces
modèles sont spécifiées dans la norme IEEE 1788-2015 Standard for Interval Arithmetic [42],
et sa révision et simplification IEEE 1788-2017. Cette dernière norme examine les difficultés
pratiques de l’application de l’arithmétique d’intervalle dans un système arithmétique à
virgule flottante, conformément à la norme IEEE 754-2008, en prenant en considération la
cohérence entre le modèle d’intervalles et les considérations pratiques de développement.
Il est donc possible de représenter une valeur x n’ayant pas de représentation exacte
dans un système à virgule flottante
(
β, p
)
par un intervalle, tel que
[x] = [x, x] = { x ∈R | x ≤ x ≤ x | x, x ∈ Fβp} . (2.13)
Les opérations sur les intervalles représentés par des nombres flottants satisfont la
propriété d’inclusion grâce aux propriétés des arrondis dirigés vers +∞ et −∞. Elles sont
définies telles que si le résultat de l’opération réelle opR sur un intervalle de nombres à
virgule flottante
[
x, x
]
est opR
([
x, x
]) = [u,u]
R
, alors l’opération équivalente dans le
système à virgule flottante
(
β, p
)
est
op
F
β
p
([
x, x
]) = [5p (u) ,4p (u)]Fβp . (2.14)
40
2.2 Vers une arithmétique plus précise
On peut donc fournir un intervalle contenant le résultat exact d’une opération à virgule
flottante en modifiant les modes d’arrondi lors du calcul de ses bornes. Utiliser les arrondis
dirigés permet d’encadrer avec certitude le résultat ainsi que les erreurs de calcul pouvant
survenir lors de son calcul.
Cependant, les bornes de l’intervalle d’un résultat calculé par cette méthode ne sont
pas forcément fines, c’est-à-dire que l’erreur absolue associée à ce résultat peut être bien
plus petite que la largeur de l’intervalle. Un des problèmes survenant avec une utilisation
naïve de l’arithmétique d’intervalles est le phénomène de décorrélation des variables,
ou problème de dépendance. Ce problème est dû au fait que l’arithmétique d’intervalles
ne peut pas garder de trace de la corrélation entre plusieurs occurrences d’une même
variable. Prenons par exemple la fonction f (x) = x+1p
x
que nous souhaitons évaluer sur
l’intervalle
[
x, x
] = [1,4]. La fonction étant croissante sur cet intervalle, on s’attend à
ce que l’évaluation sur cet intervalle soit le résultat
[
f
(
x
)
, f
(
x
)] = [2,2.5]. L’évaluation
suivant les règles de l’arithmétique d’intervalles nous renvoie le résultat f
([
x, x
]) = [1,5],
qui est un intervalle plus grand que le résultat attendu. On peut contourner ce problème en
réécrivant l’expression selon les techniques d’écritures décrites dans [43]. Dans l’exemple
précédent, nous pouvons réécrire la fonction f (x) telle que fbis (x) =
p
x+ 1p
x
. L’évaluation
par l’arithmétique d’intervalle nous donne ainsi fbis
([
x, x
]) = [1.5,3], qui est un plus petit
intervalle que le résultat précédent.
Un autre phénomène associé à l’arithmétique d’intervalles menant à une surestimation
de la largeur de l’intervalle résultat par rapport à l’erreur de calcul est le phénomène
d’enveloppement. La figure 2.3 illustre cet effet sur un exemple de rotation d’un carré. Dans
la première figure à gauche, le carré est représenté par deux intervalles. Après la première
rotation à 45◦, les bornes des intervalles permettant de représenter tous les points du carré
sont réévaluées au second carré hachuré enveloppant le premier. La seconde rotation à
45◦ est effectuée sur les deux intervalles estimant la première rotation, c’est-à-dire le carré
hachuré. Le résultat est deux intervalles représentant un carré encore plus grand que les
deux précédents. On peut pallier l’effet d’enveloppement en fractionnant les intervalles sur
lesquels on effectue une opération pour ensuite faire l’union des intervalles résultats. Cette
méthode est appelée bissection d’intervalles, ou pavage.
2.2.2 Arithmétique multi-précision
Il arrive que quantifier l’erreur de calcul ne soit pas une méthode suffisante : l’erreur de
calcul peut être petite en valeur absolue mais toujours relativement grande par rapport au
résultat exact. Une méthode possible pour augmenter la précision (accuracy) du résultat
d’un algorithme est de travailler avec une précision de représentation intermédiaire plus
grande. Il existe plusieurs méthodes permettant d’augmenter la précision de calculs, aussi
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rotation à 45◦ rotation à 45◦
FIGURE 2.3 – Effet d’enveloppement après deux rotations de 45◦ d’un carré
bien disponibles au niveau du matériel qu’émulée par un logiciel. Parmi ces méthodes
on peut remarquer l’arithmétique exacte utilisant les nombres rationnels ou les fractions
continues [44], l’accumulateur long de Kulisch [45], les expansions en virgule flottante [46]
ou encore l’arithmétique multi-précision [47, 11].
La norme IEEE 754-2008 prévoit l’utilisation de formats avec une précision plus grande.
Selon la norme, un format de précision étendue est un format qui étend un format de base
pris en charge avec une précision et un intervalle de définition plus grands. Certains proces-
seurs sont pourvus de registres flottants, stockant des nombres à virgule flottante représen-
tés en double précision étendue, c’est-à-dire sur 80 bits. Ils effectuent systématiquement
tous les calculs avec des variables de 80 bits, soit 64 bits de précision, indépendamment de
la précision (simple ou double) dans laquelle sont représentées les opérandes.
Mais utiliser la précision étendue n’est pas toujours la solution la plus polyvalente
lorsqu’on cherche à augmenter la précision d’une opération particulière dans un algo-
rithme. Dans le cadre de la validation et vérification, nous devrons modifier la précision de
manière non-homogène, c’est-à-dire que différentes variables peuvent avoir une précision
différente. De plus la précision des variables internes de nos algorithmes doit pouvoir
être adaptée de façon dynamique. Nous pouvons utiliser l’arithmétique à virgule flottante
multi-précision pour satisfaire ces contraintes de précision. Cette arithmétique utilise un
format dont le nombre de chiffres significatifs est limité uniquement par l’espace mémoire
disponible. Dans cette arithmétique, un nombre est exprimé dans une certaine base par
une mantisse dont la précision est déterminée par l’utilisateur et un exposant.
2.2.3 Paysage des bibliothèques arithmétiques
Il existe de nombreuses bibliothèques arithmétiques mettant à disposition ces mé-
thodes de calculs plus sûres que l’arithmétique à virgule flottante classique. Notre but n’est
pas d’en faire une liste exhaustive, mais de remarquer les bibliothèques et outils pertinents
dans le contexte de cette thèse. Dans nos travaux, nous utilisons deux types d’arithmé-
tiques à virgule flottante : l’arithmétique multi-précision pour augmenter la précision et
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l’arithmétique d’intervalles pour la fiabilité des résultats, indispensable dans le contexte
de la certification. Notre but est de faire le lien entre les exigences et le code source par
le test. Les valeurs et les erreurs définies dans les exigences sont exprimées sous forme
décimale, tandis que le code source effectue ses opérations en binaire, comme illustré
dans les exemples de la section 2.3. Nous nous concentrerons donc également sur les
bibliothèques fournissant une arithmétique certifiée dans ces deux bases.
Les bibliothèques multi-précision GMP, MPFR L’arithmétique multi-précision est im-
plémentée dans différents langages de programmation de haut niveau comme Python ou
Java sous forme de Bignum [48]. La plupart de ces bibliothèques reposent cependant sur la
même base : ce sont des interfaces pour la bibliothèque GNU Multiple Precision Arithmetic
en C, ou GMP 2 [49]. Cette bibliothèque fournit une arithmétique multi-précision exacte et
rapide sur les entiers signés (de type mpz_t), les nombres rationnels (de type mpz_q) et les
nombres à virgule flottante (de type mpz_f, aux opérations rudimentaires). La bibliothèque
GMP fournit un riche catalogue de fonctions définies dans une interface normalisée, c’est-
à-dire que chaque prototype de fonction GMP suit la même règle de définition, telle que
mpz_function_name
(
output, inputs
)
. La seule limitation pratique aux opérations GMP est
la mémoire disponible pour les calculs.
La bibliothèque MPFR [11] est une extension multi-précision à virgule flottante binaire
de GMP, offrant fiabilité, rapidité et conformité avec la norme IEEE 754-2008. Cette biblio-
thèque fournit un catalogue de fonctions plus développé que les nombres à virgule flottante
multi-précision de GMP, tout en étant optimisée et assurant une arithmétique à virgule
flottante multi-précision arrondie correctement. Chaque nombre MPFR est représenté par
une mantisse binaire entière multi-précision, un exposant entier, un signe, et une précision
binaire de représentation de la sortie.
Les prototypes des fonctions MPFR sont conformes aux règles d’interfaces définies
par la sémantique de GMP. Ce sont des bibliothèques écrites en C permettant d’émuler
l’arithmétique multi-précision bas niveau, conçues pour être rapides et fiables.
Arithmétique d’intervalles La bibliothèque MPFI [50] basée sur la bibliothèque MPFR
fournit une arithmétique d’intervalles sur les nombres à virgule flottante binaires multi-
précision. Les intervalles MPFI sont représentés par leurs deux bornes inférieure et su-
périeure qui sont des nombres à virgule flottante multi-précision MPFR. Les propriétés
d’arrondi correct fournies par les arrondis dirigés des fonctions MPFR permettent de cal-
culer les bornes des intervalles en multi-précision. MPFI est écrite en C et fournit des
fonctions aux prototypes suivant les règles d’interfaces définies par la sémantique de GMP.
INTLAB [51] est une boite à outils de MATLAB/Octave fournissant une arithmétique
2. https://gmplib.org=
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d’intervalles multi-précision. INTLAB prend en charge les intervalles réels et complexes,
mais également les vecteurs, matrices denses et creuses. INTLAB est conçu pour être très
rapide, en particulier sur des algorithmes optimisés pour les matrices d’intervalles. Cet
outil utilise également l’interface de programmation interactive de MATLAB. Le principal
objectif d’INTLAB est de produire rapidement des résultats fiables tout en maintenant une
interface utilisateur à haut niveau. L’utilisateur n’a pas besoin de s’attarder sur les modes
d’arrondi ni les types des variables. L’arithmétique d’intervalles est activée par la conversion
de nombres en virgule flottante à l’aide du programme de conversion str2intval.
Lorsque l’on pense à l’informatique performante et rapide, on pense d’abord aux
langages de bas niveau. Cependant, les langages de haut niveau, comme Java ont leurs
avantages. La bibliothèque Jinterval [52] fournit un moyen d’utiliser l’arithmétique d’inter-
valles avec un langage de haut niveau (Java), tout en gardant des performances de vitesse
compétitives. Jinterval offre une arithmétique d’intervalles sur les nombres rationnels,
représentés avec la classe ExtendedRational. Ce choix de représentation est motivé par
la contrainte de construire un système algébrique fermé pour ces opérations arithmétiques.
Jinterval est une bibliothèque rapide et efficace, assurant la conformité à la norme IEEE
1788-2015 [42]. Jinterval fournit également plusieurs représentations d’intervalle, telles que
des intervalles classiques, des intervalles de Kaucher [53, 54] ou des intervalles complexes
rectangulaires ou circulaires. Grâce à cette souplesse dans le choix du type d’intervalles,
l’utilisateur peut facilement passer d’une arithmétique à une autre si elles sont compatibles.
Arithmétique à virgule flottante multi-précision décimale Nous nous intéressons éga-
lement aux bibliothèques d’arithmétique à virgule flottante multi-précision décimales.
Par l’évaluation de ces bibliothèques, nous pourrons déterminer si l’arithmétique multi-
précision décimale est une alternative suffisamment efficace à l’arithmétique multi-
précision binaire couplée à une analyse d’erreur.
Les classes Java BigInteger 3 et BigDecimal 4 [55] sont deux des classes Java qui
fournissent des arithmétiques multi-précision, l’une entière et l’autre à virgule flottante
décimale. La classe BigDecimal représente les nombres selon une mantisse entière multi-
précision, représentée grâce à la classe BigInteger, un exposant entier, et un second
entier scale donnant le nombre de chiffres significatifs à droite de la virgule. La préci-
sion du résultat d’une opération et son mode d’arrondi sont fournis par un constructeur
MathContext. Cette représentation présente des caractéristiques intéressantes, comme sa
facilité d’utilisation et de l’interface avec le langage Java, mais la panoplie de fonctions arith-
métiques implémentées dans ces classes est très limitée. On peut trouver les opérations
arithmétiques élémentaires comme l’addition, la multiplication et la racine carrée, mais
3. https://docs.oracle.com/javase/7/docs/api/java/math/BigInteger.html=
4. https://docs.oracle.com/javase/7/docs/api/java/math/BigDecimal.html=
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ces classes ne fournissent pas les fonctions exponentielle, logarithme et trigonométriques.
La bibliothèque mpdecimal [56] se présente comme fournissant une arithmétique
multi-précision décimale en C. Cette bibliothèque se distingue par ses performances, elle
est rapide et propose l’arrondi correct pour la plupart de ses opérations. On peut noter
l’exception de l’exponentielle et quelques autres fonctions pour lesquelles il faut préciser
un paramètre pour obtenir l’arrondi correct. La représentation des nombres dans cette
bibliothèque dépend d’un contexte contenant les informations de mode d’arrondi, de
précision et les drapeaux levés par les exceptions pour chaque opération. Il est préférable
de définir un seul contexte par programme, ce qui engendre quelques contraintes d’utilisa-
tion. Il est notamment difficile d’effectuer des calculs avec des précisions dynamiques, la
précision étant attachée au contexte et non à une variable résultat particulière comme dans
MPFR par exemple. L’arithmétique proposée correspond dont plus à une arithmétique
en précision arbitraire, c’est-à-dire une précision arbitrairement grande fixe, plutôt qu’à
l’arithmétique multi-précision annoncée. Cette bibliothèque propose un large catalogue
de fonctions, toutes les opérations arithmétiques de base, les opérations de comparaison,
les fonctions exponentielle et logarithme et les conversions vers les types de base. Les
seules lacunes de cette bibliothèque seraient l’absence des fonctions trigonométriques
et le manque d’interface avec la bibliothèque MPFR pour effectuer des conversions de
nombre multi-précision décimaux à leurs équivalents binaires.
Les outils et bibliothèques mathématiques fiables D’autres outils et bibliothèques ma-
thématiques existent produisant des informations supplémentaires avec un certain niveau
de confiance sur les algorithmes numériques. Ce ne sont pas des solutions utilisables en
l’état dans le contexte de cette thèse, mais elles peuvent fournir une panoplie de techniques
utiles pour l’analyse d’erreur et la certification de programmes. Il existe notamment des
solutions comme CRlibm 5 [57] qui est une bibliothèque proposant tout un éventail de
fonctions mathématiques élémentaires tout en assurant l’arrondi correct.
Une autre solution est Sollya [58, 59], qui est à la fois un outil et une bibliothèque
permettant le développement fiable de programmes utilisant l’arithmétique à virgule
flottante. Sollya effectue les calculs en binaire, avec une précision arbitrairement grande
fixée par l’utilisateur, et informe celui-ci lorsqu’un arrondi ayant un impact sur le résultat a
eu lieu. Sollya est particulièrement destiné à la mise en œuvre automatisée de bibliothèques
mathématiques à virgule flottante.
L’outil CADNA (Control of Accuracy and Debugging for Numerical Applications) [60]
estime les erreurs d’arrondi lors de simulations numériques, en utilisant la méthode CES-
TAC (contrôle et estimation stochastique des arrondis de calcul). Cette méthode consiste
à effectuer plusieurs exécutions du programme dont on souhaite évaluer la stabilité nu-
5. https://scm.gforge.inria.fr/anonscm/git/metalibm/crlibm.git/=
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mérique en utilisant un mode d’arrondi aléatoire pour chaque opération. Les différentes
exécutions permettent d’estimer dans tout résultat calculé quels chiffres sont affectés par
des erreurs d’arrondi. CADNA construit alors un intervalle de confiance contenant la solu-
tion exacte. L’outil CADNA permet en plus de l’estimation de l’erreur due à la propagation
des erreurs d’arrondi lors de l’exécution du code, de détecter les instabilités numériques et
d’estimer la précision de tous les calculs intermédiaires. Dans le contexte de certification
aéronautique, nous ne pouvons cependant pas tirer crédit de résultats acquis à partir de
méthodes non-déterministes.
2.3 Certification aéronautique et précision finie
2.3.1 Génération de tests et erreurs de calculs
L’utilisation de la précision finie a un impact important sur l’erreur des algorithmes
numériques. On parle de la qualité d’un algorithme numérique en fonction de sa capacité à
maîtriser cette erreur. Certaines contraintes relatives à la conception et au développement
d’un logiciel dans le contexte de la certification aéronautique peuvent s’appliquer à la
précision des calculs numériques. La précision algorithmique correspond à la précision
relative attendue pour les sorties de l’algorithme. Les contraintes de robustesse spécifient
le comportement du logiciel lorsqu’un ensemble de stimulations ne correspond pas au
comportement normal. Ces exigences de robustesse se traduisent explicitement, entre
autres, comme des contraintes sur le comportement numérique de l’algorithme s’il était
développé en précision infinie.
Le but de la vérification et validation par le test est alors d’assurer que le logiciel
embarqué fournit un comportement numérique conforme à celui décrit dans les exigences.
La première difficulté dans la maîtrise des erreurs de calculs des algorithmes numériques
décrits par les exigences de haut niveau, c’est-à-dire celles qui détaillent le comportement
fonctionnel de l’algorithme, réside dans le fait que les valeurs numériques utilisées dans
ces exigences sont des nombres décimaux tandis que le logiciel effectue ses calculs en
binaire en précision finie. De plus le comportement fonctionnel de l’algorithme décrit par
les HLR correspond au comportement attendu si les calculs étaient effectués en précision
infinie, les considérations relatives à la précision finie relevant du design.
Plusieurs solutions sont possibles lorsqu’il s’agit de générer les tests logiciels à partir
d’exigences textuelles décimales. La figure 2.4 illustre deux possibilités de génération et
d’exécution des tests pour la vérification en fonction de la base dans laquelle sont effectués
les calculs. Les conversions entre les bases binaires et décimales sont inévitables, et selon
les choix de base de représentation des tests, ces conversions se situent à des niveaux
différents et impliquent des activités plus ou moins complexes.
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Exigences de haut
niveau (HLR)
décimal
Logiciel
binaire
Stimulations
binaire
Comportement
attendu
binaire
Comportement
obtenu
binaire
Verdict
(a) Lorsque les tests sont générés en binaire
Exigences de haut
niveau (HLR)
décimal
Logiciel
binaire
Stimulations
décimal
Comportement
attendu
décimal
Comportement
obtenu
binaire
Verdict
(b) Lorsque les tests sont générés en décimal
FIGURE 2.4 – Propagation des erreurs numériques lors de la génération de tests logiciels
Le défi lorsque les tests sont générés en binaire, c’est-à-dire que les stimulations et le
comportement attendu sont produits en binaire, est de fournir un formalisme des exigences
permettant de produire des résultats en binaire suffisamment précis pour avoir confiance
dans la qualité des tests. Le point difficile étant que l’on ne peut pas savoir a priori pour une
exigence numérique quelconque quelle est la précision requise pour que la comparaison
entre le comportement attendu binaire et le comportement obtenu par l’exécution des
tests sur le logiciel fournisse un verdict fiable.
Lorsque les tests sont générés en décimal, les problématiques de conversion et compa-
raison entre les formats binaire et décimal se trouvent à des niveaux différents. Le premier
niveau est la conversion des stimulations représentées en décimal dans un format binaire
compatible avec le logiciel sous test. Le second niveau est la comparaison du comporte-
ment attendu décimal, obtenu par l’application des stimulations décimales sur les HLR, et
du comportement obtenu binaire par l’exécution des tests sur le logiciel. La faisabilité de la
comparaison fiable entre des nombres à virgule flottante binaire et décimaux représentés
dans divers formats aux précisions différentes a fait l’objet de précédents travaux [14].
Dans le cadre de la génération automatique de tests pour des logiciels numériques,
nous devons choisir entre ces deux modèles de gestion des erreurs de conversion et des
erreurs de calculs.
2.3.2 Exemple numérique
Reprenons l’exemple de spécification détaillé dans la section 1.1.4 et simplifions les
exigences décrivant le comportement numérique normal dans le but d’illustrer les problé-
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matiques numériques pouvant survenir lors de la génération de tests, en suivant les étapes
décrites dans la figure 2.4. Cette exigence décrit le calcul de la sortie r ∈R, tel que
r = 5 ·
x1− x3x4
t1
. (2.15)
Une précision relative | ε | = 10−7 est attachée au calcul du résultat exact r , de sorte que le
comportement attendu valide est défini par un intervalle
[
r ,r
]
, tel que[
r ,r
] = r · (1±ε). (2.16)
Un test consiste à comparer un comportement obtenu par l’exécution des stimulations sur
le logiciel sous test à cet intervalle de comportement attendu valide. L’oracle de test peut
ainsi rendre le verdict OK ou KO si le comportement obtenu est estimé conforme ou non aux
exigences, c’est-à-dire si le résultat obtenu par le logiciel se trouve dans l’intervalle
[
r ,r
]
.
Pour effectuer la comparaison entre le comportement obtenu par le logiciel, représenté
dans un format à virgule flottante binaire, et l’intervalle
[
r ,r
]
, il faut convertir cet intervalle
dans un format à virgule flottante compatible pour la comparaison (binaire ou décimal
puisque qu’on dispose de la comparaison binaire/décimale exacte [14]). Lorsque r est
déterminé de façon exacte, on peut représenter l’intervalle du comportement attendu
valide par
[4(r ) ,5(r )] comme illustré dans la figure 2.5.
Dans cette figure, nous illustrons la détermination du verdict sur l’exemple numérique
suivant :
r = 5 · 49 ·10
−5− 1·10−42·10−1
5 ·10−7 = −100,[
r ,r
] = [−100.00001, −99.99999] . (2.17)
Appelons r2 le résultat binaire obtenu après stimulation du logiciel. Le verdict du test est
OK si on peut déterminer de façon certifiée que r2 ∈ [−100.00001, −99.99999]. Si on assure
que r2 ∉ [−100.00001, −99.99999] alors le verdict est KO.
r = −100r = r · (1+ε) r = r · (1−ε) 0
Nombres flottants dans le format com-
patible avec le logiciel les plus proches
Verdict : OK Verdict : KOVerdict : KO
FIGURE 2.5 – Détermination du verdict pour un résultat de tests numériques lorsque r est
exact
La génération automatique de tests consiste à déterminer d’un côté les stimulations et
de l’autre les comportements attendus. Dans cet exemple, nous supposons que nous avons
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déterminé les stimulations, telles que décrites dans l’équation (2.17), et nous cherchons à
déterminer automatiquement une approximation des bornes de l’intervalle définissant le
comportement attendu
[
r ,r
]
, notées
[
s, s
]
telles que
s = r · (1+εs) , s = r · (1+εs) . (2.18)
Les calculs des bornes r et r sont donc soumis à des erreurs εs , resp. εs . Si ces erreurs
sont bornées et leurs bornes sont connues, on peut construire un intervalle de confiance
autour de r et r , de sorte que r ∈
[
4
(
s · 11±εs
)
,5
(
s · 11±εs
)]
. Si cet intervalle n’est pas vide,
c’est-à-dire qu’il existe au moins un nombre à virgule flottante dans le format choisi pour
représenter le comportement attendu pour rendre le verdict, alors on ne sait pas dire avec
certitude si le comportement décrit est valide ou non. Le verdict se décompose ainsi en trois
résultats, tels qu’illustrés dans la figure 2.6 : les classiques OK et KO, ainsi qu’un troisième
verdict INCERTAIN.
0r = −100
r · (1+ε) · (1±εs ) r · (1−ε) · (1±εs )
Nombres flottants dans le format com-
patible avec le logiciel les plus proches
Verdict : OK Verdict : KOVerdict : INCERTAIN
FIGURE 2.6 – Détermination du verdict pour un résultat de tests numériques lorsque
r · (1+ε) est approché
Pour illustrer l’impact des erreurs relatives εs et εs sur la détermination du verdict,
nous choisissons de calculer le comportement attendu à partir des stimulations de l’équa-
tion (2.17) à l’aide de quatre modèles arithmétiques différents :
• l’arithmétique à virgule flottante binaire aux variables représentées en binary64,
• l’arithmétique à virgule flottante décimale aux variables représentées en decimal64,
• l’arithmétique multi-précision binaire avec MPFR,
• l’arithmétique d’intervalles multi-précision binaire avec MPFI.
Nous supposons que le logiciel sous test calcule le comportement obtenu en binary64, et
nous souhaitons représenter le résultat attendu dans ce même format pour la comparaison
de l’oracle menant au verdict.
On calcule donc dans les quatre formats choisis
s = 4
(
5 · 49 ·10
−5− 1·10−42·10−1
5 ·10−7 ·
(
1+10−7)) et s = 5(5 · 49 ·10−5− 1·10−42·10−1
5 ·10−7 ·
(
1−10−7)) .
(2.19)
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Les résultat s et s diffèrent de r , resp r de seulement quelques nombres à virgule flot-
tante en binary64, nous représentons donc dans la table les erreurs relatives qui leur sont
associées pour plus de lisibilité. Ces erreurs sont calculées par rapport au résultat attendu
exact représenté dans le format de comparaison choisi, soit
[4(r ) ,5(r )] représenté en
binary64 déterminé à partir de l’équation (2.17) tel que
[4(r ) ,5(r )] = [−1 ·26 ·1.56250015625,−1 ·26 ·1.56249984375] (2.20)
∣∣ εs ∣∣ | εs |
binary64 2.56e-15 8.1e-15
decimal64 0 0
MPFR p = 100 1.4e-16 1.4e-16
MPFI p = 100 1.4e-16 1.4e-16
Tableau 2.2 – Erreurs relatives lors d’une simu-
lation de génération de tests selon plusieurs
modèles arithmétiques
Les résultats présentés dans cette table
pourraient laisser penser que l’arithmé-
tique à virgule flottante décimale est plus
précise que toutes les variantes de l’arith-
métique à virgule flottante binaire. Ce-
pendant selon les exigences traitées et les
stimulations choisies, l’arithmétique bi-
naire peut tout aussi bien être plus précise.
De même, utiliser l’arithmétique multi-
précision semble être une solution suffi-
sante pour fournir une plus grande pré-
cision sur le résultat attendu, toutefois il
se peut que ces derniers bits de précision
soient difficiles à obtenir 6, impactant les performances des algorithmes de génération
automatique de tests.
Dans le cas de la détermination du résultat avec l’arithmétique d’intervalles, l’erreur
relative est déterminée par le rapport entre la largeur de l’intervalle obtenu pour s, resp. s, et
le résultat exact attendu. C’est la seule solution avec laquelle on peut avoir une information
sur l’erreur absolue effectuée lors de ce calcul sans avoir d’informations sur le résultat exact
attendu. Dans le cas présent, les arrondis successifs impliquent qu’on se trouve dans le cas
de la figure 2.6, avec un verdict ternaire OK, KO, ou INCERTAIN.
Écrire un outil de génération automatique de tests numériques n’est pas une tâche
simple à cause de plusieurs facteurs, l’un d’eux étant l’utilisation de l’arithmétique en préci-
sion finie. Dans cette thèse, nous voulons réduire au maximum cet intervalle d’incertitude,
permettant de rendre un verdict certifié le plus précis possible. Pour cela, nous souhaitons
explorer deux pistes : d’un côté l’arithmétique d’intervalles multi-précision décimale, qui
n’a jamais été implémentée à notre connaissance, et de l’autre côté la combinaison des
arithmétiques à virgule flottante binaire et décimale.
6. C’est une instance de TMD
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2.4 Conclusion
Nous sommes confrontés dans cette thèse à deux contextes arithmétiques : d’un côté
les exigences, dans lesquelles les valeurs manipulées sont des valeurs décimales et où les
contraintes de précision sont traitées à haut niveau, et de l’autre le logiciel dans lequel
les calculs numériques sont effectués grâce à une arithmétique binaire en précision finie.
Dans ce chapitre, nous avons présenté un aperçu des problématiques liées à l’arithmétique
des ordinateurs. L’arithmétique à virgule flottante propose une représentation versatile,
présentant des formats aux précisions variées aussi bien binaires que décimaux.
Cependant l’analyse de la propagation des diverses erreurs de calculs n’est pas une
chose aisée lorsque les algorithmes étudiés sont des systèmes complexes comme on peut
en trouver en aéronautique, rendant l’activité de validation et vérification fastidieuse. Les
solutions comme l’arithmétique d’intervalles ou l’arithmétique multi-précision permettent
d’augmenter notre confiance dans les résultats de l’activité de génération de tests. Néan-
moins les potentielles erreurs de calculs pouvant survenir lors de l’étape de génération
de tests numériques rendent la qualification de cette activité difficile. Une étude formelle
de l’arithmétique utilisée dans cette partie du processus de validation et vérification est
donc essentielle dans le but de fournir un outil de génération automatique candidat à la
qualification.
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CHAPITRE 3
GÉNÉRATION AUTOMATIQUE DE TESTS
L
E test est une activité critique dans le cycle de développement d’un logiciel soumis
à certification. Le test exhaustif de systèmes complexes n’étant pas envisageable,
la conception de tests significatifs, pertinents et de qualité est une activité au
coût de développement élevé [61]. Par conséquent, l’étude de la génération de tests et
l’automatisation de cette activité sont des domaines de recherche très actifs. Le processus
de certification d’un logiciel aéronautique apporte de fortes contraintes de sûreté et de
sécurité [19] sur le cycle de développement du logiciel, ainsi les méthodes de génération de
tests privilégiées sont les méthodes formelles et déterministes.
Dans ce chapitre, nous étudierons les contraintes liées à la génération de tests dans
le contexte de certification aéronautique, en particulier pour les systèmes numériques,
ainsi que leur compatibilité avec les méthodes de génération de tests actuellement dispo-
nibles. Nous articulerons notre analyse autour des aspects fondamentaux de la génération
automatique de tests :
• le modèle d’exigences fonctionnelles,
• les objectifs de test formalisés et les critères d’évaluation de la qualité des tests,
• la détermination d’une séquence de stimulations permettant d’atteindre ces objec-
tifs de test.
Nous analyserons notamment différentes méthodes permettant la génération automatique
de tests, en présentant leurs caractéristiques et limitations. Nous verrons notamment
lesquelles pourraient être des candidates potentielles pour la génération automatique de
tests pour les logiciels numériques dans le contexte de la certification aéronautique.
3.1 Modèle d’exigences fonctionnelles
La génération automatique des tests dans le contexte de la certification aéronautique
n’est pas effectuée à partir du logiciel mais à partir d’un ensemble d’exigences textuelles
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décrivant le comportement fonctionnel du système. La traduction de ces exigences tex-
tuelles dans un certain formalisme comme entrée compatible à une méthode de génération
automatique de tests n’est pas l’objet de cette thèse. Le choix du formalisme le plus adéquat
pour représenter les exigences particulières qui nous intéresse est un point déterminant
pour la qualité des tests générés à partir de celles-ci.
3.1.1 Description formelle du comportement fonctionnel du système
Les systèmes embarqués soumis à la certification présentent un large éventail de fonc-
tionnalités. Nous avons présenté dans les sections 1.1.4 et 2.3.2 des exemples d’exigences
simples permettant d’illustrer les problématiques liées à la génération de tests numériques.
Ce qui forme la complexité d’un système embarqué est en fait la combinaison d’exigences
aux caractéristiques différentes. Nous distinguons donc différents attributs d’une exigence :
• le type des variables : booléennes / numériques,
• la logique utilisée : logique combinatoire (linéaire ou non-linéaire) [62] / logique
séquentielle [63],
• l’accessibilité : boîte blanche / boîte noire,
• le comportement décrit : comportement normal / robustesse (section 1.1.3).
Une exigence peut posséder une ou plusieurs de ces caractéristiques. Les exigences possé-
dant des caractéristiques de logique combinatoire n’ont pas d’état interne, contrairement
aux exigences de logique séquentielle qui décrivent différents états du système pour chaque
cycle de temps (ex : signal d’horloge). Dans ce cas, on parle également d’exigences tem-
porelles. Si les variables internes et la structure des exigences sont accessibles, on parle
de test en boîte blanche, sinon il s’agit de test en boîte noire. Ces exigences sont aussi ap-
pelées exigences temporelles. Dans la section 1.1.4, nous décrivions donc une exigence
numérique, de logique combinatoire non-linéaire, partiellement en boîte noire à cause de
la présence d’une valeur déterminée par une table, décrivant les comportements normaux
et de robustesse. Un autre exemple réaliste d’exigence pourrait être le suivant :
“La sortie augmente proportionnellement au gradient d’évolution. Pour ce faire, soit
les entrées x et A, la sortie y doit valoir y0 = C0 au cycle n = 0, puis doit valoir yn =∣∣∣C1C2x+ yn−1− C2 yn−1C3 ∣∣∣ au cycle n. Si un évènement A se produit (c’est-à-dire A passe à
true), alors la valeur yn reste figée à la valeur yn−1”.
Dans cette exigence, la valeur de la sortie dépend de l’état précédent du système et le
changement d’état du système est commandé par un signal horloge : c’est une exigence
temporelle synchrone. De plus l’exécution d’une séquence de stimulations pour atteindre
un point du système dépend des entrées x et A, mais également de la composante tempo-
relle n.
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Remarque 5. Notre but est d’identifier un ou plusieurs formalismes permettant de représen-
ter le comportement fonctionnel décrit par ces exigences. Nous insistons sur le fait que ces
exigences ne doivent pas décrire le design d’une solution particulière. Nous nous concentre-
rons sur notre objectif principal qui est la génération de tests pour les exigences numériques,
tout en prenant en compte les autres caractéristiques associées à ces exigences. Il semble
notamment raisonnable de se fixer comme premier objectif la formalisation des exigences
numériques combinatoires avant de pouvoir considérer les exigences séquentielles.
La formalisation d’exigences fonctionnelles peut s’effectuer à l’aide d’une syntaxe
pouvant être textuelle ou graphique [64]. Les éléments descriptifs conformes à cette syntaxe
suivent des règles sémantiques, c’est-à-dire que chacun de ces éléments est défini de façon
précise et non ambiguë. Ainsi le bon formalisme de spécification fonctionnelle peut aider
à l’écriture d’exigences non-ambiguës et cohérentes, permettant la détection automatique
d’un certain nombre de contradictions, activités requises par la DO–178C [1]. Malgré
cela, il peut être difficile de signaler automatiquement les exigences aux descriptions
fonctionnelles équivalentes. Par exemple, considérons l’exigence formalisée sous la forme
de l’équation suivante :
Entrée : x ∈ [x, x] , sortie : y, y = px. (3.1)
Cette exigence décrit la fonction racine carrée. Elle peut s’écrire de façon équivalente
comme l’exigence suivante :
Entrée : x ∈ [x, x] , sortie : y, y2 = x, y ≥ 0. (3.2)
Ainsi un comportement fonctionnel unique peut être décrit de plusieurs façons équiva-
lentes dans un certain formalisme. Un concepteur de test humain pourrait facilement
considérer les deux exigences comme équivalentes et créer la même campagne de test
pour ces deux exigences, afin d’éviter les tests redondants. En revanche, les campagnes
de tests créées par un générateur automatique de tests pourraient être différentes pour
ces deux exigences. Avoir des exigences équivalentes et des tests redondants fausse les
métriques utilisées pour déterminer de la qualité d’une campagne de tests par rapport aux
fonctionnalités décrites dans les exigences (présentées section 1.2.3). Ainsi l’estimation
de la qualité d’un générateur de test est intrinsèquement liée au formalisme choisi pour
décrire la spécification fonctionnelle [27]. Toutefois, il est suffisant de développer un géné-
rateur automatique de test ne décelant pas l’équivalence de ces exigences mais permettant
de générer une campagne de test évaluée comme suffisamment qualitative pour permettre
au logiciel de passer les activités de certification.
Un des critères motivant le choix d’une description formelle des exigences est sa capa-
cité à capturer l’information fonctionnelle de façon concise et adaptée pour la méthode
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de génération de tests utilisée. Il peut cependant être difficile d’écrire tous les types d’exi-
gences dans un formalisme unique, car les caractéristiques selon lesquelles nous décrivons
les exigences fonctionnelles font appel à des concepts distincts. En effet, une spécification
décrivant un circuit électronique peut être décrit à l’aide d’un langage de logique séquen-
tielle booléenne. Un algorithme de génération de tests peut être développé spécifiquement
pour répondre aux problématiques inhérentes à ce formalisme. Cependant il ne sera pas
forcément possible de le réutiliser ce formalisme pour décrire une spécification numé-
rique combinatoire de façon adéquate en s’adaptant aux problématiques de génération
de tests soulevées dans ce contexte précis. Le choix du formalisme dépend donc du type
d’exigences que nous souhaitons représenter, et ainsi du type de tests à générer.
3.1.2 Aperçu des méthodes de formalisation des exigences
Le choix du formalisme dans lequel seront représentées les exigences est un point clef
pour la génération automatique de tests. Nous souhaitons trouver une solution simple
et outillée, c’est-à-dire que nous ne cherchons pas à implémenter un nouveau langage à
partir de zéro, mais plutôt utiliser un outil déjà existant. De plus, la solution choisie doit
être adaptée à la génération automatique de tests, notamment pour les tests numériques,
en fournissant un moyen d’intégrer un procédé de certification de l’arithmétique, comme
l’analyse automatique des erreurs ou l’arithmétique d’intervalles. Nous pouvons caractéri-
ser les différents langages de description formelle d’exigences fonctionnelles en plusieurs
classes [64].
Langages de description d’états Les langages de modélisation basés sur des états dé-
crivent à la fois les états dans lesquels le système peut se trouver, ainsi que les transitions
entre ces états. On peut en distinguer deux types. D’un côté les langages basés sur des
machines à états finis, comme par exemple les automates finis [65] ou les diagrammes
états-transitions [66], permettent de décrire les états du système par un nombre fini de
valeurs, ainsi que les transitions entre ces états. Ces langages sont souvent représentés de
manière graphique, dans lesquels les transitions représentent des changements d’états
souvent associés à des opérations. Ces langages de modélisation sont fournis dans les
outils de Model Based Development comme SCADE [29], à partir duquel le code source
est généré automatiquement. Le but de la description du logiciel par une spécification
fonctionnelle indépendante est de multiplier les sources de vérification. Une description
des exigences par un tel formalisme se rapproche donc plutôt de la description du design
d’une solution (son architecture et ses LLR, donc les caractéristiques d’implémentation),
plutôt que du comportement fonctionnel de haut niveau.
D’un autre côté les langages de description d’état peuvent se baser sur un modèle
décrivant des machines à états infinis, comme le langage Z [67] ou B [68]. Dans ces lan-
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gages, les éléments décrivant les états peuvent être représentés comme des ensembles, des
relations, des séquences d’évènements ou des fonctions. Les opérations sont décrites par
des prédicats donnés en termes de pré- et post-conditions.
Langages algébriques Les langages de spécification algébriques permettent de définir
les types et structures de données de façon abstraite, de façon similaire à la définition des
structures mathématiques de l’algèbre [69], ainsi que les opérations mathématiques sur ces
sur ces types de données. Les données ou types de données représentent les fonctionnalités
que l’on cherche à implémenter avec un logiciel par un ensemble d’équations ou d’axiomes.
Un exemple de langage de spécification algébrique est le Common Algebraic Specification
Language (CASL) [70], implémenté dans l’outil FERUS [71] qui permet le développement,
le prototypage et l’exécution de spécifications décrites en CASL.
Langages déclaratifs Le concept de programmation déclarative réunit toutes les mé-
thodes de description du comportement fonctionnel d’un système plutôt que de son
design, c’est-à-dire sa réalisation selon une structure de contrôle (comme les états du
système et les transitions entre ces états) [72]. Les exigences sont décrites comme des
relations entre les variables en termes de fonctionnalités ou de règles d’inférence, et l’exé-
cuteur du langage (compilateur ou interpréteur) applique sur ces relations un algorithme
fixe permettant de renvoyer un résultat. Décrire un ensemble d’exigences HLR dans ce
paradigme se distingue d’une solution logicielle dans le fait que le résultat n’est pas produit
dans les conditions de la cible. Des exemples de langages déclaratifs sont les langages lo-
giques comme le Prolog [73], les langages fonctionnels comme le Haskell [74] ou le Wolfram
Language [75], les contraintes [76], ou encore les langages de flux de données comme le
Lustre [77].
Pour écrire une description des fonctionnalités du système complète, précise et perfor-
mante, le langage de spécification choisi doit pouvoir tirer parti des caractéristiques de la
méthode choisie. Nous nous intéressons entre autres à la programmation par contraintes,
qui permet notamment de manipuler des données numériques et qui offre une représenta-
tion adéquate des exigences combinatoires, ainsi qu’aux flux de données, qui permettent
de maîtriser l’évolution du système au cours du temps. Certaines approches s’intéressent à
la combinaison de ces méthodes pour tirer parti de leurs différentes caractéristiques [78].
3.2 Méthodologie de la génération de tests
Lors de la génération de tests selon une certaine stratégie pour la validation et la vérifi-
cation d’un système 1, il faut se poser deux questions fondamentales : “Qu’est-ce qu’on veut
1. Ce qui se distingue du test exhaustif.
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tester ?” et “Quand est-ce qu’on s’arrête de tester ?”. C’est en répondant à ces questions que
nous pourrons définir les critères selon lesquels on pourra attester de l’absence d’erreurs
dans le logiciel par la génération de tests pertinents. Nous pourrons ainsi valider le compor-
tement fonctionnel du système selon un certain niveau de confiance par l’évaluation de la
qualité de la campagne de test. Dans cette section, nous détaillerons les activités de test
présentées dans le chapitre 1, puis nous présenterons quelques méthodes de résolution de
problèmes d’optimisation combinatoires, outils essentiels pour la génération automatique
de tests.
3.2.1 Déterminer les points à vérifier à partir d’objectifs de test
Le test exhaustif sur toutes les entrées possible du système étant impossible, une
solution raisonnable est d’effectuer une campagne de test contenant un ensemble de
tests réduit mais significatif permettant de trouver le nombre maximum d’erreurs ou de
comportements non-conformes aux exigences dans le logiciel [79]. Pour générer des tests
significatifs, il faut définir clairement quelles erreurs on souhaite détecter dans le logiciel,
c’est-à-dire définir des objectifs de tests. Des objectifs de tests classiques pour la certification
de logiciels embarqués sont par exemple :
• chaque exigence doit être testée au moins une fois,
• chaque opération doit être testée pour des valeurs de fonctionnement normal, resp.
anormal, au moins une fois,
• la campagne de test doit atteindre la couverture des exigences par les critères de
couverture MCDC, etc.
Les objectifs de tests permettent de déterminer les points précis que nous voulons
atteindre dans le système pour vérifier la présence ou l’absence d’erreurs, auxquels nous
associons un comportement attendu, c’est l’oracle de test. Ces objectifs peuvent être plus ou
moins précis selon le niveau de description des fonctionnalités et les contraintes relatives
à la certification du logiciel. La validation du système est donc limitée à un nombre fini
d’objectifs de tests motivés par la recherche d’erreurs potentielles présentes dans le logiciel.
Cependant, cette méthodologie permet d’associer à un objectif de test défini de façon
précise et non-ambiguë des liens de traçabilité forts entre un test généré et l’exigence qui
en est la source.
3.2.2 Déterminer les stimulations pour atteindre des points du système
La génération de tests se découpe donc en deux parties ; nous avons d’abord étudié la
détermination des points du système à valider par le test. Nous nous intéressons mainte-
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nant au problème de la génération de stimulations numériques fiables à partir des com-
portement attendus identifiés précédemment. Déterminer une séquence de stimulations
permettant d’atteindre un point spécifique du système revient à un problème de recherche
de chemin dans un espace de configuration [80, 81]. C’est un problème difficile dû à la
taille de cet espace, et à l’hétérogénéité des fonctionnalités décrites dans les exigences
(booléennes/numériques, combinatoires/séquentielles, linéaires/non-linéaires) [82, 62].
Combiner une analyse de la propagation des erreurs de calcul pour pouvoir déterminer
des stimulations numériques de manière fiable avec une analyse structurelle des états
et transitions du système permettant d’atteindre le comportement attendu à observer
dans le logiciel est un problème difficile [81], aussi bien pour des tests générés de façon
automatique que manuelle. Le document de recommandations pour la certification de
logiciels embarqués DO178–C [1] prévoit donc de remplacer la génération de certains tests
par des activités de relecture et d’analyse (voir figure 1.3).
On peut donc envisager de développer un outil de génération automatique de tests
exécutant plusieurs actions. À partir d’une spécification fonctionnelle formalisée traduite
(à la main) depuis des exigences textuelles et d’objectifs de tests décrits dans ce même
formalisme, l’outil détermine les points du système correspondant, c’est-à-dire les com-
portements attendus. La deuxième étape est de générer les stimulations correspondantes
permettant d’atteindre la configuration souhaitée dans le système pour vérifier les compor-
tements attendus. L’outil peut s’arrêter avant d’avoir atteint le critère d’adéquation si l’une
des deux étapes de génération de test est trop difficile à calculer, du moment qu’il informe
l’utilisateur précisément sur les tests qui n’ont pas été générés.
3.2.3 Vérifier la qualité des tests
Cette dernière notion de fiabilité d’une campagne de test peut être quantifiée grâce
au critère d’adéquation d’un ensemble de tests à une spécification fonctionnelle. Si on
considère un ensemble d’exigences fonctionnelles E , on peut alors définir l’ensemble des
programmes ψ non-équivalents implémentés à partir de E , ce qui signifie que ces pro-
grammes sont développés différemment et ne présentent potentiellement pas les mêmes
fonctionnalités. Un ensemble de tests T est dit adéquat [83] pour le système d’exigences E
relativement à ψ si, pour chaque programme P ∈ψ, P ne passe pas la campagne de test
pour au moins un point de test, alors T a découvert une erreur dans P par rapport à E [83].
Si l’ensemble de programmes ψ implémentés à partir de E est fini, alors E possède un
ensemble de tests adéquat.
Définition 5 (Critère d’adéquation des tests [79, 84]). Un critère d’adéquation des tests est
un prédicat permettant de déterminer si l’activité de test peut s’arrêter.
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En général, le critère d’adéquation des tests est un ensemble de règles dérivées des
objectifs de test ; il est alors satisfait lorsque tous les objectifs de tests sont remplis par au
moins un cas de test 2. Dans la section 1.2.1 nous avons défini des critères recommandés
d’évaluation de la qualité d’une campagne de tests pour la certification. L’ensemble de ces
critères, correspondent aux objectifs de tests, forment donc le critère d’adéquation des tests.
Ainsi le but de la génération d’une campagne de tests est de remplir le critère d’adéquation
associé avec un nombre nécessaire et suffisant de tests, soit de remplir tous les objectifs de
tests déterminés pour valider les fonctionnalités des exigences avec un minimum de tests.
La génération de tests peut être apparentée à un problème d’optimisation [81].
3.2.4 Résoudre des problèmes d’optimisation combinatoire
Programmation par contraintes La programmation par contraintes [85] est un para-
digme de programmation dans lequel les relations entre les inconnues d’un problème,
c’est-à-dire les variables, sont décrites sous la forme de contraintes, c’est-à-dire de rela-
tions entre les variables limitant leurs domaines de définition. Le problème est de trouver
des valeurs pour les variables satisfaisant toutes les contraintes du modèle. Un ensemble
de valeurs associées aux variables sont dites cohérentes si elles forment une solution des
contraintes. La recherche de solutions est effectuée par des solveurs de contraintes, dont la
tâche consiste à éliminer les valeurs inconsistantes. La résolution de contraintes pour la
génération de tests numériques est utilisée dans plusieurs outils de génération de tests pour
la vérification et validation de logiciels critiques. On compte notamment l’outil GaTel [86],
développé par la Commissariat à l’énergie atomique (CEA) se basant sur une représenta-
tion en Lustre d’une spécification du logiciel, et manipulant des variables booléennes et
entières. On remarque également le cadre applicatif FPCS [87] qui propose de générer des
tests pour des intervalles à partir d’un programme annoté. Les tests visent à vérifier les
intervalles où le comportement du programme pourrait ne pas être conforme à un modèle
manipulant des nombres réels.
Satisfaisabilité modulo théories (SMT) Un problème SAT (pour satisfaisabilité), s’expri-
mant grâce à une formule de logique propositionnelle, s’attache à déterminer s’il existe
une configuration des variables propositionnelles satisfaisant ce problème, c’est-à-dire
rendant la formule vraie [88]. Un problème SMT est une généralisation du problème SAT à
la logique du premier ordre, étendue avec des symboles de fonction et de prédicat particu-
liers, formant des théories. Un problème SMT peut donc décrire, par exemple, la théorie
de l’arithmétique linéaire sur les entiers (LIA) ou la théorie des tableaux (Array). La tech-
nique SMT repose sur des procédures de décision, soit des petits algorithmes de preuve
2. Un test peut remplir plusieurs objectifs de tests.
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pour décider de la satisfaisabilité de formules pour les théories élémentaires données
en exemple ci-dessus [89]. Combiné à la programmation par contraintes, un problème
SMT peut également permettre une représentation formelle précise des nombres à virgule
flottante [90]. Il existe tout un éventail de solveurs SMT permettant de montrer l’existence
d’une configuration satisfaisant le problème, certains dédiés à des problèmes spécifiques
et d’autres plus généralistes. Pour optimiser l’utilisation d’un solveur SMT, il est important
de bien analyser le problème que l’on souhaite résoudre ainsi que la structure de données
adéquate. Les problèmes SMT peuvent être utilisés dans le cadre de la preuve de circuits
électroniques, ou pour les problèmes de coloration de graphes [89]. La complexité de
ce genre de problème croît de façon exponentielle avec l’augmentation de la taille des
données. La principale difficulté liée à la résolution de problèmes de décision à l’aide de
solveurs SMT est la scalabilité [88].
3.3 Quelques méthodes de génération de tests
D’après les résultats de l’étude des problématiques soulevées par la génération de
tests à partir d’exigences numériques formalisées dans un contexte de certification de
logiciels critiques, nous nous intéressons à différentes méthodes associées aux activités
de génération de tests et de qualification de la qualité de ces tests. Ces méthodes n’ont, à
notre connaissance, pas encore d’application directe dans le contexte spécifique de cette
thèse, mais certains principes associés à ces approches pourraient être réutilisés pour
la création d’une campagne de tests numériques qualifiée à partir d’exigences formelles.
Nous cherchons donc à étudier ces approches en les regroupant selon la stratégie de géné-
ration employée. Certaines approches utilisent la structure du logiciel comme base pour la
génération de tests basée sur la couverture du logiciel tandis que d’autres méthodes s’at-
tachent à générer des tests par injection de fautes, c’est-à-dire à partir d’erreurs potentielles
présentes dans le logiciel.
Remarque sur le test aléatoire Le test aléatoire [91] est une méthode de génération de
tests efficace ne demandant pas beaucoup de ressources et permettant de tester à moindre
coût un large éventail de comportements décrits par les exigences en règle générale. Il
consiste à tester le système à l’aide de stimulations générées aléatoirement. Les com-
portements attendus associés sont déterminés en fonction de ces stimulation grâce aux
exigences. Cependant, dans le contexte de la certification aéronautique, le test aléatoire
n’est pas envisageable. En effet, une campagne de test générée de cette façon ne permet pas
d’établir la pertinence des tests selon un objectif de tests, ou la traçabilité entre les tests et
les exigences fonctionnelles, c’est-à-dire que les tests ne sont pas reliés à un objectif de test
qui lui même n’est pas motivé par le besoin de tester un point particulier d’une exigence.
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De plus, même si on peut estimer un pourcentage des fonctionnalités qui n’ont pas été
vérifiées par une campagne de tests générée aléatoirement, on ne peut pas estimer quel
effort de test il faudrait encore fournir par cette méthode pour valider les objectifs de test
manquants, ce qui n’est pas acceptable pour la certification d’un logiciel aéronautique [1].
3.3.1 Générer des tests à partir de critères de couverture
Interprétation abstraite L’interprétation abstraite consiste en la représentation du sys-
tème considéré, logiciel ou modèle, par des approximations de sa sémantique [92], notam-
ment son flux de données. Ces abstractions sont définies par une sémantique abstraite
construite sur des domaines abstraits déterminés selon un compromis entre la précision
de la description et la rapidité de l’analyse [93]. Un domaine abstrait est une approximation
d’un état concret du système considéré, ne prenant en compte que certaines propriétés
spécifiques de cet état. Les abstractions numériques en particulier sont représentées par
un ensemble infini de vecteurs numériques de dimension finie, comme par exemple les
inégalités linéaires sur les intervalles [94] ou les zonotopes [95]. L’interprétation abstraite
combinée à la programmation par contraintes permet l’élaboration d’algorithmes d’explo-
ration de chemins dans un graphe de flux de données [93]. Lors de cette exploration, des
approximations des domaines sont calculées aux embranchements pour chaque chemin
du graphe de flux de données. Ces domaines peuvent correspondre aux classes d’équiva-
lences (voir section 1.2.3) pour lesquelles le système sous test a un comportement uniforme.
Une méthode de génération de test serait donc d’atteindre chacune de ces classes d’équiva-
lence avec une ou plusieurs séquences de stimulations. Des outils comme Fluctuat [96] et
Frama-C [97] permettent la vérification de programmes C par une analyse statique utilisant
l’interprétation abstraite. Le problème de ces outils est qu’ils effectuent une analyse du
code source pour fournir une preuve de présence d’erreurs. Les méthodes suivantes sont
des exemples particuliers d’interprétation abstraite.
Exécution symbolique Cette méthode consiste à analyser un programme afin de détermi-
ner quelle entrée induit l’exécution de quelle partie du programme de façon à le représenter
sous forme de données symboliques. C’est-à-dire que le programme est représenté par des
expressions symboliques dépendant de ses entrées. Chaque branche est donc représentée
sous forme d’un chemin de contraintes, à savoir une formule booléenne dépendant des
entrées symboliques, et de l’accumulation des contraintes précédentes [81, 98]. L’exécution
symbolique est une méthode par boîte blanche, car elle nécessite l’analyse du code source
et de l’architecture du logiciel pour former les données symboliques correspondantes [80].
Ces données peuvent être représentées notamment sous forme de contraintes en fonc-
tion des entrées ; la détermination de tests revient donc à un problème de résolution de
contraintes pour trouver des entrées permettant d’atteindre chaque point de test du sys-
62
3.3 Quelques méthodes de génération de tests
tème [98]. Cependant, dans le cas général, sur des programmes de taille conséquente, la
génération de test par exécution symbolique est soumis à obstacles. Le premier problème
est l’explosion combinatoire du nombre de chemins en fonction de la taille du programme.
Pour permettre une terminaison de la recherche de test par exécution symbolique, on doit
ainsi se contenter de l’exécution d’un sous-ensemble de chemins. Le second problème est
la divergence des chemins entre le résultat de l’exécution de contraintes symboliques et le
résultat attendu par le programme. Ceci survient lorsque la représentation symbolique du
programme n’est pas suffisamment fidèle. Il est possible de n’utiliser que partiellement
l’exécution symbolique et ainsi pallier à ces problèmes. Cette méthode s’appelle l’exécution
symbolique dynamique. Il s’agit alors de remplacer les valeurs symboliques aux chemins
trop complexes par des valeurs concrètes issues de l’exécution du programme.
Search-Based Software Testing Le Search Based Software Testing (SBST) [80, 99], est
une approche qui reformule le problème de détermination d’une campagne de test en
problème d’optimisation. C’est une méthode de test par boîte noire, qui va appliquer
un algorithme de recherche sur le domaine de définition des entrées. Le SBST utilise
des méthodes de recherche méta-heuristiques, permettant d’atteindre les objectifs de
test à l’aide d’une fonction objectif pondérant l’espace de configuration en fonction de
l’adéquation des fonctionnalités avec l’objectif de test. Ainsi, trouver les entrées, ou la
combinaison d’entrées permettant de maximiser la pertinence de la recherche selon la
fonction objectif revient à un problème d’optimisation. Cette méthode a pour avantage
de considérer le domaine de définition des entrées dans son ensemble, quel que soit leur
type. Elle est donc bien adaptée pour traiter les problèmes numériques prenant en entrée
des nombres flottants [80]. Cependant, comme toute méthode utilisant une heuristique,
elle peut renvoyer seulement un extremum local. La campagne de test qui en découlera ne
permettra pas forcément de détecter toutes les erreurs recherchées.
3.3.2 Générer des tests pour trouver les erreurs du logiciel
Mutation Testing Le test par mutation [3, 8] est une méthode d’évaluation de la qualité
d’une campagne de test par injection de fautes. Il consiste à apporter de petites modifica-
tions, appelées mutations au système sous test, ou mutant, puis effectuer la campagne de
test dont on souhaite évaluer la qualité sur cette version modifiée du système. Si la cam-
pagne de test a réussi à détecter l’erreur, et donc tuer le mutant, alors elle est considérée
robuste aux erreurs de ce type. Dans le cas contraire, le mutant a survécu. On peut mesurer
un critère d’adéquation à un ensemble de mutations comme le rapport entre le nombre
de mutants tués sur le nombre de mutants générés au total. Ceci permet de mesurer le
pourcentage de mutants rejetés pour déterminer l’efficacité de la campagne de test. De plus
avec cette méthode on connaît spécifiquement quels mutants ont survécu à la campagne
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de test, chaque mutant étant lié à une mutation. L’étude de cette mutation, pouvant être
en lien avec un objectif de test, peut ainsi donner une indication précise sur les erreurs
présentes dans le logiciel. Cette méthode est souvent décrite pour une application sur un
logiciel, mais pourrait être facilement transposable à une spécification formelle. Elle peut
être utilisée pour assister la conception de modèles ou de campagne de tests, mais n’a
pas été appliquée, à notre connaissance, dans le contexte de la génération de tests à partir
d’une spécification formelle. Le test par mutation est souvent couplé à la programmation
par contraintes pour évaluer un ensemble de critères permettant d’attester de la qualité
d’un logiciel [9, 100].
Model Checking Le Model Checking est un ensemble de méthodes pour la vérification
automatique d’un système représenté comme un ensemble d’états fini à partir d’un langage
de spécification muni d’une sémantique formelle. Le but de la validation par Model Che-
cking est de mettre en évidence des erreurs dans la conception d’un système complexe qui
ne sont pas détectables par les activités de simulation ou de test [24]. Ces erreurs sont dé-
tectées grâce à la violation de propriétés, démontrées par la recherche de contre-exemples,
c’est-à-dire de séquences de stimulations permettant d’amener le système dans un état
violant la propriété choisie. Si aucun contre-exemple n’a été trouvé pour une propriété dans
le système fini, alors la propriété est démontrée correcte pour le système. Les méthodes
de Model Checking ont déjà été utilisées comme générateur de tests, par la génération de
contre- exemples pour certaines propriétés choisies en fonction des objectifs de test. Une
fois que le point discriminant permettant d’invalider la propriété choisie, donc de détermi-
ner si une erreur se trouve dans le logiciel, a été trouvé, les stimulations sont déterminées
grâce à une méthode de résolution de contraintes temporelles [101]. Cette méthode est
notamment efficace dans le cas d’une spécification logique à états finie, dans laquelle tous
les états du système peuvent être visités de façon exhaustive. Il peut être plus difficile de
trouver des contre-exemples suffisamment précis dans le cas d’exigences numériques.
3.4 Conclusion
Dans ce chapitre, nous avons décrit les différentes activités relatives à la génération de
test à partir d’une spécification fonctionnelle. Nous avons donné un aperçu des différentes
méthodes existantes permettant de répondre aux problématiques liées aux différents
aspects de la génération automatique de test présentés en introduction. Tous ces éléments
sont résumés dans la figure 3.1.
La génération de test consiste en la génération d’un oracle de test formé de compor-
tement attendus, ainsi que des stimulations associées. De plus un critère d’évaluation de
la qualité de la campagne de test est nécessaire comme critère d’arrêt à la génération de
64
3.4 Conclusion
Automates finis
Diagrammes états-transitions
Spécification algébrique
Spécification Logique
Programmation par contraintes
Spécification de flux de données
Exécution symbolique
Interprétation abstraite
Résolution de contraintes
SMT
Model Checking
Mutation Testing
Search-Based Software Testing
Génération automatique
Traduction manuelle
Exigences haut niveau (HLR)
textuelles
Exigences haut niveau (HLR)
modélisées
Objectifs de test
Comportements
attendus
Stimulations
FIGURE 3.1 – Génération de tests basés sur la spécification fonctionnelle
tests. Plusieurs méthodes ont été développées pour la génération de tests reposant sur la
structure du logiciel. Leur but est en effet de générer des tests permettant de couvrir toutes
les instructions, conditions ou branches du logiciel. Nous souhaitons nous inspirer de ces
méthodes pour développer un générateur de tests à partir d’une spécification fonctionnelle
formalisée, en concentrant principalement nos efforts sur les tests numériques pour la
certification de logiciels embarqués.
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CHAPITRE 4
ARITHMÉTIQUE D’INTERVALLES DÉCIMALE
MULTI-PRÉCISION
L
E cycle de vérification et validation de logiciels aéronautiques soumis à certifica-
tion doit respecter des règles strictes. Nous avons vu dans le chapitre 2 quelques
exemples de fautes pouvant survenir lors de la conception de tests, notamment des
erreurs dues à des problèmes arithmétiques. Les concepteurs d’exigences, sur lesquelles
sont basés les tests, ne sont en effet pas des informaticiens sensibilisés à l’arithmétique
des ordinateurs à précision finie et les répercussions de son utilisation dans le système en
cours de développement. C’est pourquoi nous proposons plusieurs solutions pour intégrer
une arithmétique certifiée en binaire et en décimale dans le cycle de validation et de vérifi-
cation. Ces travaux font suite au manque de solutions adéquates constaté pour répondre
aux problématiques spécifiques soulevées dans ce contexte de certification aéronautique.
Dans ce chapitre, nous décrivons les mécanismes et l’implémentation de MPDI, une bi-
bliothèque définissant des opérations arithmétiques d’intervalles décimales multi-précision.
Le but d’une telle bibliothèque est de fournir des résultats décimaux fiables et précis. Cette
bibliothèque contient les opérations arithmétiques de base rapides et fiables avec arrondi
correct (pour une précision arbitraire décimale) ainsi que quelques fonctions élémentaires
partageant les mêmes caractéristiques. De plus la représentation décimale définie est
compatible avec la norme IEEE 754-2008 [38], et l’arithmétique d’intervalles est conforme
à la norme IEEE 1788-2015 Standard for Interval Arithmetic [42].
Ces travaux ont mené à la publication d’un article dans le journal Reliable Computing
en 2017 [12].
4.1 MPDI : conception et architecture
La conception d’une bibliothèque d’arithmétique d’intervalles décimale multi-précision
ne s’effectue pas à partir de zéro. Nous souhaitons optimiser nos travaux en nous basant
sur des bibliothèques existantes, éprouvées et performantes.
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4.1.1 Choix de GNU MP et MPFR
Des études de faisabilité de l’implémentation de bibliothèques arithmétiques de cal-
culs à virgule flottante décimaux ont montré que la méthode la plus simple et efficace
d’implémenter des opérations décimales est d’utiliser leurs équivalents binaires [102]. De
cette façon, il est possible de s’appuyer sur la base solide et l’efficacité de l’arithmétique
binaire à virgule flottante et concentrer nos efforts d’implémentation sur certains points
critiques.
Plusieurs critères sont à prendre en compte pour les choix d’implémentation de cette
bibliothèque arithmétique d’intervalles décimale multi-précision. Ils dépendent des deux
objectifs que l’on souhaite atteindre avec le développement de cette bibliothèque :
• l’arrondi correct en décimal pour une précision arbitraire, et
• l’efficacité et la rapidité des calculs.
Nous souhaitons implémenter une bibliothèque fiable qui remplisse les propriétés
d’arrondi correct en décimal pour une précision arbitraire. Nous voulons également une
bibliothèque rapide, qui, quand bien même ne parviendra pas à égaler les performances
d’une bibliothèque arithmétique binaire très optimisée écrite en assembleur, puisse fournir
des résultats décimaux fiables en un temps raisonnable. Comme nous décidons de nous
reposer sur des fonctions binaires pour le calcul des fonctions arithmétiques complexes
pour optimiser le coût d’implémentation, nous souhaitons que la bibliothèque binaire
choisie soit rapide pour ne pas induire un surcoût trop élevé.
Plusieurs bibliothèques binaires de calculs en multi-précision existent, comme ré-
pertoriées dans le chapitre 2. Conformément à nos prérequis, nous choisissons de nous
reposer sur GNU MP [49] et MPFR [11], bibliothèques fiables et performantes, fournissant
les propriétés d’arrondi correct en multi-précision en binaire.
4.1.2 Représentation d’intervalles décimaux multi-précision
Dans ce chapitre, nous allons travailler avec les ensembles des nombres à virgule
flottante binaires et décimaux représentables à une certaine précision binaire k2 ou une
certaine précision décimale k10, présentés dans le chapitre 2. Nous adoptons la notation
suivante :
• x,y,z ∈R représentent les nombres réels,
• x, y, z ∈Z : les entiers signés,
• x2, y2, z2 ∈ F2k2 : les nombres à virgule flottante binaires à la précision k2,
• x10, y10, z10 ∈ F10k10 : les nombres à virgule flottante décimaux à la précision k10,
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• ε,η, θ : les erreurs.
Au début de ces travaux il n’existait pas, à notre connaissance, de bibliothèque d’arith-
métique décimale multi-précision bas niveau. Les bibliothèques disponibles comme Big-
Decimal [55] 1 étant des bibliothèques de haut niveau, elles ne peuvent pas servir de base
pour une bibliothèque d’arithmétique d’intervalles décimale répondant à des besoins de
performances. De plus BigDecimal, bien que proposant les arrondis dirigés, ne donne
aucune indication sur sa conformité avec l’arrondi correct, ce qui est problématique pour
l’utilisation dans le cadre de la certification.
Il existe la bibliothèque mpdecimal [56] 2 qui repose uniquement sur GNU MP et MPFR,
de la même façon que celle que nous voulons développer et garantissant l’arrondi cor-
rect. Un des points clefs de notre développement est de pouvoir fournir des opérations
de conversion entre les formats multi-précision binaire et décimal. La bibliothèque mp-
decimal est limitée dans son interface avec les formats à virgule flottante binaire et ne
propose pas d’opérations trigonométriques. De plus la précision courante est attachée à
un contexte, et non aux variables. La gestion d’un algorithme multi-précision où chaque
variable a une précision courante différente est donc complexe. Nous souhaitons effectuer
une comparaison avec cette bibliothèque pour s’assurer de l’exactitude de nos résultats,
ainsi que confronter leurs performances temporelles.
Nous souhaitons donc commencer nos travaux par définir une bibliothèque décimale
multi-précision qui proposera un nombre intéressant d’opérations arithmétiques sur
laquelle reposera notre bibliothèque d’intervalles.
Le format d’un nombre décimal multi-précision est le suivant :
x10 := n ·10F , x10 ∈ F10k10 , (4.1)
tel que
• n ∈Z la mantisse, un entier signé GMP,
• F ∈Z l’exposant, un entier signé 64 bits,
• une information additionnelle à propos de la classe de x10 (NaN, ±∞, ±0 ou un
nombre décimal)
• k10 ≥ 2 la précision décimale en chiffres décimaux après la virgule, la bibliothèque
va garantir que 1≤ |n| ≤ 10k10 −1 en toutes circonstances.
1. https://docs.oracle.com/javase/7/docs/api/java/math/BigDecimal.html=
2. http://www.bytereef.org/mpdecimal/index.html=
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Dans notre bibliothèque, nous représentons les intervalles avec deux nombres déci-
maux multi-précision de la façon suivante :
[
x10, x10
]
:=
{
x ∈R | x10 ≤ x≤ x10 | x10, x10 ∈ F10k10
}
. (4.2)
La norme IEEE 754-2008 [38] définit un format de nombres à virgule flottante décimaux.
Grâce à la normalisation des exposants, un nombre à virgule flottante binaire n’a qu’une
représentation unique. Ce n’est pas le cas pour les nombres à virgule flottante décimaux,
qui de par leur définition peuvent avoir plusieurs représentations pour une même valeur.
Ces différentes représentations sont appelées une cohorte.
Le quantum d’un nombre représenté dans le format à virgule flottante décimal en préci-
sion finie est la valeur de l’unité en dernière position de sa mantisse. Le quantum est utilisé
pour distinguer deux nombres d’une même cohorte, c’est-à-dire deux représentations d’un
même nombre à virgule flottante décimal.
Le format décimal que nous définissons est compatible avec le format à virgule flottante
décimal défini dans la norme IEEE 754-2008, mais n’introduit pas la notion de quantum et
n’est donc pas conforme à cette norme.
4.1.3 Architecture haut niveau
Pour implémenter notre bibliothèque d’arithmétique d’intervalles décimale multi-
précision, nous avons choisi de nous reposer sur la bibliothèque GNU MP pour la définition
de notre format décimal. En supposant que l’on dispose de l’arrondi correct des opérations
de conversion entre le format binaire et décimal, nous voulons utiliser des fonctions
binaires pour l’implémentation de notre bibliothèque. Pour calculer les fonctions binaires
en multi-précision nous avons choisi d’utiliser la bibliothèque MPFR.
La bibliothèque Multi-Precision Decimal with Intervals (MPDI), est construite sur la
bibliothèque Multi-Precision Decimal (MPD), de la même façon que MPFI se base sur la
bibliothèque MPFR, comme illustré par la ligne pointillée dans la figure 4.1. Un intervalle
est représenté par ses deux bornes décimales qui sont des nombres MPD. Le calcul de ces
bornes est réalisée par l’appel des fonctions décimales MPD avec des arrondis dirigés.
La figure 4.2 illustre les opérations multi-précision décimales supportées par la biblio-
thèque MPD, ainsi que leurs dépendances aux fonctions GMP et MPFR. Au moins une
opération binaire est appelée dans chaque opération décimale. L’exactitude des résultats
données en multi-précision décimale repose sur l’exactitude et l’arrondi correct des deux
algorithmes de conversion.
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MPD
MPDI
MPFR
MPFI
GMP
FIGURE 4.1 – Architecture haut niveau, conception des bibliothèques MPD et MPDI
mpd_get_fr
Conversion décimal vers
binaire
mpd_set_fr
Conversion binaire vers
décimal
mpd_sub
Soustraction avec
mpz_sub
mpd_add
Addition avec mpz_add
mpd_mul
Multiplication avec
mpz_mul
mpd_div
Division avec mpfr_div
mpd_sqrt
Racine carrée avec
mpfr_sqrt
mpd_exp
Exponentielle avec
mpfr_exp
mpd_log
Logarithme avec
mpfr_log
avec un traitement
spécial autour de 1
FIGURE 4.2 – Architecture globale de la bibliothèque MPD
4.2 Opérations arithmétiques de base et conversion
Les opérations arithmétiques de base sont l’addition, la soustraction, la multiplication
et la division. Dans notre architecture, chacune de ces opérations repose sur la conversion
correctement arrondie entre les formats binaire et décimal multi-précision.
4.2.1 Multiplication
Il peut paraître étrange de commencer l’étude de la multiplication au lieu de l’addi-
tion, mais il se trouve que la multiplication est l’opération arithmétique la plus simple à
implémenter dans notre format décimal. En effet, cet algorithme consiste à calculer z10
avec x10, y10 ∈ F10k10 de la façon suivante :
z10 = ◦k10
(
x10× y10
)
,
z10 = ◦k10
(
nx10 ·10Fx10 ×ny10 ·10Fy10
)
.
(4.3)
L’algorithme de multiplication se décompose selon les étapes suivantes :
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1. Calculer le résultat de l’exposant Fz10 par l’addition des deux exposants de x10 et y10,
tel que Fz10 = Fx10 +Fy10 , ceci revient donc à calculer l’addition de deux nombres
entiers signés de 64 bits,
2. Calculer une mantisse temporaire n′z10 exacte par la multiplication des deux man-
tisses avec la fonction de multiplication de GMP [49], telle que n′z10 = nx10 ×ny10
avec gmp_mul
(
n′z10 ,nx10 ,ny10
)
,
3. Arrondir le résultat intermédiaire n′z10 à la précision requise pour le résultat z10 et
ajuster les exposants en conséquence.
La fonction d’arrondi mpz_round consiste à vérifier le mode d’arrondi choisi pour l’opéra-
tion de multiplication. Dans le cas des arrondis vers +∞, −∞, ou zéro, une simple tron-
cature est suffisante par décalage des mantisses. Dans le cas de l’arrondi au plus proche,
une boucle est effectuée à partir du dernier chiffre significatif à arrondir. Ceci permet de
déterminer si l’arrondi est évident, c’est-à-dire si le chiffre suivant est différent de 4, ou
s’il faut boucler sur les chiffres significatifs précédents afin de désambiguïser l’arrondi. La
boucle prend alors en compte au maximum tous les chiffres significatifs disponibles, et au
minimum seulement un chiffre significatif.
La troisième étape est possible grâce à notre algorithme de conversion, décrit ci-après,
qui sert également à arrondir le résultat correctement lorsque la taille du nombre dépasse
la précision attendue en sortie.
4.2.1.1 Addition et soustraction
Les algorithmes d’addition et de soustraction sont plus complexes que l’algorithme
de multiplication, car ils nécessitent de manipuler les mantisses pour les aligner de sorte
à effectuer l’addition, resp. soustraction. En binaire, cette opération de décalage est peu
coûteuse car elle revient à effectuer une manipulation des nombres en mémoire. Pour
effectuer le même genre d’alignement en décimal, il faudrait diviser la mantisse du nombre
le plus grand en valeur absolue. La division est une opération plus complexe et coûteuse
qu’un décalage de bits en binaires. Elle fait appel à l’algorithme de conversion du format
décimal vers binaire (voir section 4.2.1.2) et fait appel à la fonction de division mpfr_div,
respectant le raisonnement décrit dans la section 4.4.2.1.
En revanche, comme décrit précédemment, la multiplication est l’opération la plus
simple et peu coûteuse en arithmétique multi-précision décimale. Dans le pire des cas, la
multiplication fait appel à une addition de nombres entiers signés de 64 bits, une multipli-
cation à l’aide de gmp_mul, et une opération d’arrondi à l’aide de mpd_round. Malgré le fait
que cette opération est plus coûteuse qu’un simple décalage de bits, qui serait utilisé pour
aligner les mantisses en binaire, nous utilisons cette opération pour aligner les mantisses
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décimales. On va donc utiliser la multiplication par une puissance de dix pour aligner les
entrées au lieu de la division. L’addition, resp. soustraction, peut ensuite être effectuée de
façon exacte, c’est-à-dire sans aucune élimination, en appelant la fonction GMP gmp_add,
resp gmp_sub, sur les mantisses entières, et le résultat ensuite arrondi grâce à l’opération
mpd_round à la précision k10 exigée en sortie.
4.2.1.2 Algorithme de conversion
Décrivons maintenant les grandes lignes de l’algorithme de conversion entre les formats
binaire et décimal. Nous présentons l’algorithme de conversion du format binaire vers
décimal, mais les mêmes principes s’appliquent pour la conversion inverse.
L’algorithme 4.1 correspond à la fonction mpd_set_fr, c’est-à-dire la fonction qui
prend un nombre à virgule flottante binaire en précision arbitraire MPFR et le convertit en
nombre décimal MPD. Nous voulons convertir le nombre binaire x2 =m ·2E , x2 ∈ F2k2 vers
le nombre décimal x10 = n ·10F , x10 ∈ F10k10 tel que
x10 = x2 · (1+ε) , |ε| ≤ 10−k10 . (4.4)
Les précisions k2 et k10 sont représentées sur des entiers non signés de 64 bits, et sont ainsi
bornés tels que 2 ≤ k2 ≤ 263−1 et 2 ≤ k10 ≤ 263−1. Les exposants E et F sont représentés
par des entiers signés de 64 bits, et sont donc bornés en conséquence.
Le principe de cet algorithme est de calculer l’exposant F , puis de calculer une approxi-
mation r2 de la mantisse n sous la forme d’un nombre à virgule flottante binaire. Nous
cherchons, à partir de cette approximation, à trouver l’arrondi correct à une précision
donnée k10, c’est-à-dire donner le même dernier chiffre que l’arrondi du résultat exact.
Calculer l’arrondi correct peut être difficile, car on ne peut pas savoir a priori combien de
chiffres supplémentaires sont nécessaires pour y parvenir. C’est le Dilemme du Fabriquant
de Table (TMD) [36] (voir secion 2.1.2).
Pour surmonter le TMD, nous utilisons une boucle de Ziv [103]. Cela consiste à calculer
le résultat avec quelques chiffres de précision supplémentaire, et de le remplacer par un
intervalle encadrant ce résultat. Si cet intervalle contient le point milieu entre deux nombres
à virgules flottantes, alors ses deux bornes ne peuvent pas s’arrondir au même nombre
à virgule flottante selon le mode d’arrondi choisi. Il est donc impossible de déterminer
quelle est la valeur de l’arrondi correct à partir de ces bornes. On calcule donc de nouveau
l’approximation r2 de la mantisse à une précision plus grande. La boucle se termine lorsque
les deux bornes s’arrondissent au même nombre à virgule flottante.
Par définition, l’exposant décimal est déterminé tel que
F = ⌊log10 (|x2|)⌋−k10+1, (4.5)
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Algorithme 4.1 : Conversion binaire MPFR vers décimal MPD (mpd_set_fr), c = 4
Données : x2 le nombre binaire MPFR tel que x2 = m ·2E ,
k10 la précision décimale attendue en sortie.
Résultat : x10 le nombre décimal MPD tel que x10 = n ·10F
1 t266 ← 566(log10(|x2|))
2 F ← ⌊t266 − (k10−1)⌋ . Exposant entier F
3 k ′2 ←
⌈
k10 · log2(10)+ c
⌉
. Précision binaire temporaire k ′2
4 r2 ← ◦k ′2 (x2×◦k ′2 (10−F )) .Mantisse r2 en binaire MPFR
5 si r2 est inexact alors
6 r 2 ←
((
r−2
)−)−
.On note r−2 = mpfr_nextbelow(r2)
7 r 2 =
((
r+2
)+)+
.On note r+2 = mpfr_nextabove(r2)
8 r2 ∈
[
r 2,r 2
]
avec r 2,r 2 ∈ F2k ′2 .Dilemme du fabriquant de tables
9
[
n,n
] ← [⌊r 2⌋ ,⌈r 2⌉] . Conversions en entiers GMP
10 si n 6= n alors
11 k ′2 ← 1.5∗k ′2 . Augmenter la précision binaire
12 Aller à la ligne 4 . Recalculer r2 à la nouvelle précision k ′2
13 sinon
14 n ← n . Arrondi correct de n
15 fin
16 sinon
17 n ← mpfr_get_z(n,r2) . r2 est exact, conversion en entier GMP
18 fin
19 si n = 10k10 alors
20 F ← F +1 . Correction de l’exposant
21 fin
modulo une retouche en cas d’arrondi qui fait changer de décade. On calcule ainsi en
binaire la valeur t266 =
⌊566 (log10 (|x2|))⌋ pour déterminer F . Nous choisissons de calculer
cette valeur avec 66 bits de précision car nous savons que les exposants sont représentés
sur des entiers signés de 64 bits, et ainsi F ≤ 263−1. La valeur t266 est donc calculée avec 2
bits de garde. Le problème est donc de déterminer si t266 =
⌊
log10 (|x2|)
⌋
, c’est-à-dire s’il
peut y avoir un entier L tel que
566
(
log10 (|x2|)
) < L ≤ log10 (|x2|) . (4.6)
Comme l’exposant F de la conversion est représenté sur un entier signé de 64 bits, on a F ≤
263−1, soit | x2 | ≤ 10263−1, et donc log10 (| x2 |) ≤ 263−1. Ceci entraîne que
⌊
log10 (| x2 |)
⌋
est un nombre à virgule flottante dès que k2 ≥ 63. L’équation (4.6) est donc impossible, et
on a bien que t266 =
⌊
log10 (|x2|)
⌋
.
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Pour calculer l’approximation de la mantisse r2, on estime d’abord la précision binaire
temporaire k ′2. Elle correspond en premier lieu à la précision binaire temporaire nécessaire
pour calculer un nombre décimal à la précision k10 dans le cas général, telle que k ′2 = k10 ·
log2 (10)+ c. On ajoute une constante c à k ′2 de façon à légèrement surestimer l’équivalent
binaire de la précision k10. Dans la plupart des cas cette précision est suffisante, dans le cas
du TMD plus de précision est nécessaire. En pratique, on choisit c = 4.
On peut alors calculer une première approximation de la mantisse entière recherchée n,
sous la forme d’un nombre à virgule flottante binaire r2 à la précision k ′2 tel que r2 = ◦k ′2 (x2×
◦k ′2 (10−F )) avec les fonctions MPFR correspondantes. Ces fonctions renvoient un drapeau
inexact lorsque le résultat d’une opération ne peut pas être représenté exactement et est
arrondi. Lorsqu’aucun arrondi a lieu, le résultat r2 peut être converti en entier GMP sans
problème.
Sinon on se trouve dans le cas du TMD, on entre dans la boucle de Ziv. On calcule [r 2,r 2]
l’intervalle encadrant r2. Pour se faire, on utilise les fonctions binaires mpfr_nextabove et
mpfr_nextbelow. On introduit les notations suivantes pour plus de lisibilité :
• r+2 = mpfr_nextabove(r2) est le premier nombre à virgule flottante supérieur à r2,
• r−2 = mpfr_nextbelow(r2) est le premier nombre à virgule flottante inférieur à r2.
L’idée est de prendre l’intervalle le plus grand possible pour assurer l’arrondi correct et
contenir la solution exacte, mais le plus petit possible pour minimiser le temps de calculs.
Lemme 1. Si on a r 2 =
((
r−2
)−)− et r 2 = ((r+2 )+)+, alors la solution exacte x2 · 10−F est
toujours comprise dans l’intervalle
[
r 2,r 2
]
, telle que
r 2 ≤ x2 ·10−F ≤ r 2. (4.7)
Démonstration. Sachant que r2 = ◦k ′2 (x2×◦k ′2 (10−F ))=
(
x2× (10−F · (1+ηF ))
) · (1+ηx2 ), on
peut écrire
r2 = x2 ·10−F · (1+η),
∣∣η∣∣ ≤ ∣∣ηx2∣∣+ ∣∣ηF ∣∣+ ∣∣ηx2∣∣ · ∣∣ηF ∣∣ . (4.8)
Comme ces opérations sont effectuées avec des fonctions MPFR, on peut assurer que∣∣ηx2∣∣ ≤ 2−k ′2 et ∣∣ηF ∣∣ < 2−k ′2 . On a donc que ∣∣η∣∣ ≤ 2−k ′2 · (2+2−k ′2). D’après sa définition, la
variable k ′2 est bornée par c telle que k
′
2 ≥ c. Rappelons que nous avons choisi c = 4, ce
qui implique qu’on peut borner 2−k
′
2 tel que 2−k
′
2 ≤ 2−4. On peut donc borner η de la façon
suivante ∣∣η∣∣ ≤ (2+2−4) ·2−k ′2 ≤ 2.5 ·2−k ′2 . (4.9)
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Montrons dans un premier temps que x2 ·10−F ≤ r 2, pour x2 ·10−F positif.
La fonction mpfr_nextabove renvoie le premier nombre à virgule flottante binaire su-
périeur à r2, ce qui revient à renvoyer un ulp supplémentaire à r2 de sorte que r+2 =
r2+ulpk ′2 (r2), où k
′
2 est la précision de r2. Cela signifie qu’on peut réécrire r 2 tel que
r 2 = r+2 +ulpk ′2
(
r+2
)+ulpk ′2 (r+2 +ulpk ′2 (r+2 )) . (4.10)
On peut simplifier cette équation telle que
r 2 = r2 · (1+θ), θ = 1
r2
·
(
ulpk ′2 (r2)+ulpk ′2
(
r+2
)+ulpk ′2 (r+2 +ulpk ′2 (r+2 ))) . (4.11)
La fonction ulp étant monotone et strictement croissante, alors r2 < r+2 et on a que
ulpk ′2 (r2) ≤ ulpk ′2
(
r+2
) ≤ ulpk ′2 (r+2 +ulpk ′2 (r+2 )). Cela revient à dire que
1
r2
·3 ·ulpk ′2 (r2) ≤
1
r2
·
(
ulpk ′2 (r2)+ulpk ′2
(
r+2
)+ulpk ′2 (r+2 +ulpk ′2 (r+2 ))) = θ. (4.12)
D’après la définition de l’ulp, définition 4 donnée dans le chapitre 2, on peut réécrire cette
borne inférieur sur θ telle que 3 · 1r2 ·ulpk ′2 (r2) = 3 ·2
− log2(|r2|) ·2blog2(|r2|)c−k ′2+1. D’après la
définition de la partie entière inférieure, on a 2−1 ≤ 2blog2(|r2|)c−log2(|r2|) < 20. D’où 3 ·2−k ′2 ≤
3 · 1r2 ·ulpk ′2 (r2) < 3 ·2
−k ′2+1. Finalement on borne θ tel que
θ ≥ 3 ·2−k ′2 . (4.13)
En injectant l’équation (4.8) dans l’équation (4.11), on a donc
r 2 = x2 ·10−F · (1+η) · (1+θ). (4.14)
La combinaison des équations (4.13) et (4.9) donne la borne inférieure suivante 1+η+θ ·
(1+η)≥ 1−2.5 ·2−k ′2 +3 ·2−k ′2 ·
(
1−2.5 ·2−k ′2
)
, soit 1+η+θ · (1+η)≥ 1+0.5 ·2−k ′2 −7.5 ·2−2·k ′2 .
Or 7.5 ·2−2·k ′2 < 0.5 ·2−k ′2 pour tout k ′2 ≥ 4, ce qui est assuré par la constante c . Ceci implique
que 1+0.5 ·2−k ′2 −7.5 ·2−2·k ′2 ≥ 1, et finalement on a
1 ≤ 1+η+θ · (1+η),
x2 ·10−F ≤ x2 ·10−F · (1+η) · (1+θ) = r 2.
(4.15)
Par symétrie, le raisonnement est similaire pour montrer que r 2 ≤ x2 ·10−F lorsque x2 ·
10−F est négatif. Il convient cependant de remplacer mpfr_nextabovepar mpfr_nextbelow.
Montrons maintenant que r 2 ≤ x2 ·10−F , pour x2 ·10−F positif.
Dans ce cas, on utilise la fonction mpfr_nextbelow pour le calcul de r 2, qui renvoie le
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premier nombre à virgule flottante binaire inférieur à r2. Ainsi, pour s’assurer que l’ap-
proximation r 2 est bien inférieure à la solution exacte x2 ·10−F , on doit distinguer deux
cas.
Soit un des trois appels à mpfr_nextbelow fait intervenir un changement de binade.
Cela signifie que l’on passe d’un nombre à virgule flottante représenté dans un inter-
valle
[
2i ; 2i+1
[
à un nombre à virgule flottante représenté dans la binade du dessous[
2i−1 ; 2i
[
. Ce phénomène n’intervient que lorsqu’on a r2 = 2i . La taille de l’ulp passe alors
de ulpk (2
i ) = 2i−k+1 à ulpk (2i−1) = 2i−k = 12 ·ulpk (2i−1). Comme k ′2 ≥ c on assure que le
nombre d’ulps par binade est supérieur ou égal à 2k
′
2−1. Dans notre cas on a c = 4, donc le
nombre d’ulps par binade est supérieur ou égal à 8. Cela signifie qu’en faisant trois appels
à mpfr_nextbelow, on effectue au plus un seul changement de binade.
Soit les trois appels à mpfr_nextbelow s’effectuent dans la même binade, ce qui n’in-
flue pas sur la taille de l’ulp.
On peut alors définir le résultat de la fonction mpfr_nextbelow tel que, il existe un
i ∈Z pour lequel
r−2 =
 r2−ulpk ′2 (r2) si r 6= 2
i ,
r2− 1
2
ulpk ′2 (r2) si r = 2
i .
(4.16)
Soient α j ∈
{1
2 ,1
}
avec j ∈ {1,2,3}. En notant (r−2 )α1 = r2−α1 ·ulpk ′2 (r2), on définit r 2 tel que
r 2 =
(
r−2
)
α1
−α2 ·ulpk ′2
((
r−2
)
α1
)
−α3 ·ulpk ′2
((
r−2
)
α1
−α2 ·ulpk ′2
((
r−2
)
α1
))
. (4.17)
avecα1+α2+α3 ≥ 2.5. Comme la fonction ulp est positive, alors
(
r−2
)
α1
> r2. Elle est de plus
monotone et strictement croissante, on a donc que −α j ·ulpk ′2
((
r−2
)
α1
)
≥ −α j ·ulpk ′2 (r2).
Ceci implique que
r 2 ≥ r2− (α1+α2+α3) ·ulpk ′2 (r2) ≥ r2−2.5 ·ulpk ′2 (r2). (4.18)
On peut donc réécrire r 2 comme r 2 = r2 · (1+θ), avec θ = 1r2 ·2.5 ·ulpk ′2 (r2). De la même
façon que nous avons borné θ dans l’équation (4.11), on peut borner θ par θ ≤ −2.5 ·2−k ′2
Ainsi, en suivant le raisonnement du cas précédent, on détermine que r 2 = x2 ·10−F ·
(1+η) ·(1+θ). On prend une nouvelle borne plus large sur η tel que ∣∣η∣∣ ≤ (2+2−4) ·2−k ′2 ≤
3 ·2−k ′2 . Ceci implique que (1+η) · (1+θ)≥ 1. On a donc r 2 ≥ x2 ·10−F .
Le raisonnement est similaire par symétrie pour montrer que r 2 ≤ x2 ·10−F lorsque
x2 ·10−F est négatif. Il convient cependant de remplacer la fonction mpfr_nextabove par
mpfr_nextbelow.
Quelle que soit la précision k ′2, le lemme 1 assure que la solution exacte se trouve dans
l’intervalle
[
r 2,r 2
]
. Ces bornes sont ensuite converties en nombres entiers de sorte que
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n = ⌊r 2⌋ et n = ⌈r 2⌉. Si n = n, alors la mantisse x2 ·10−F est égale à cette valeur. Sinon, les
calculs de r2 et de ces bornes n’étaient pas assez précis. On augmente donc la précision k ′2
et on recommence l’algorithme à partir du calcul de r2.
L’algorithme se termine, 10 étant divisible par 2, la conversion d’un format binaire
vers un format décimal devient exacte à une certaine précision finie. Ainsi, augmenter la
précision k ′2 permet d’ajouter de nouvelles informations, et permet d’atteindre la précision
pour laquelle n = n.
La conversion d’un nombre décimal x10 en un nombre binaire x2 suit essentiellement
les mêmes principes. On calcule d’abord le nombre MPFR à une précision temporaire k ′2
tel que
x2 = ◦k ′2
(
x10×◦k ′2
(
10F
))
. (4.19)
On représente alors le nombre x2 par un intervalle et on essaye de l’arrondir à la précision
de sortie désirée. Si le calcul est inexact ou si cet arrondi n’est pas possible, alors on effectue
une boucle de Ziv en augmentant la précision temporaire k ′2 et en recalculant x2.
4.3 Fonctions élémentaires
Une fois l’arithmétique décimale multi-précision de base construite, on peut s’en servir
pour développer les fonctions élémentaires et enrichir notre environnement. Nous allons
d’abord présenter une méthode générale d’étude de la propagation d’erreur qui pourra
être applicable pour le développement de plusieurs fonctions, pour ensuite étudier ces
fonctions au cas par cas.
4.3.1 Discussions à propos de la propagation d’erreurs
Avant d’aller plus loin dans la construction de cette bibliothèque arithmétique, pre-
nons un moment pour analyser la propagation d’erreurs. En effet, le calcul de fonctions
transcendantes telle que l’exponentielle ou le logarithme demande plusieurs conversions
entre nombres décimaux et binaires, introduisant ainsi une erreur qui se propagera tout au
long du calcul.
Il y a trois différents types d’erreurs pouvant apparaître dans le cas général du calcul
d’une fonction décimale D : F10k10 → F
10
k10
, approximation d’une fonction réelle f : R→ R.
Nous supposons pour le développement de notre bibliothèque qu’il existe déjà une fonction
binaire multi-précision donnant une approximation de f , notée B : F2k2 → F
2
k2
.
La première est l’erreur de conversion ε du nombre décimal x10 ∈ F10k10 vers le nombre
binaire x2 ∈ F2k2 , telle que
x2 = mpd_get_fr (x10) = ◦k2 (x10) = x10 · (1+ε) , | ε | ≤ 2−k2 , ε ∈R. (4.20)
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La seconde est l’erreur de calcul θ survenant lors de l’appel de la fonction B telle que
y2 = B (x2) = f (x2) · (1+θ) . (4.21)
Si la fonction B fournit un arrondi correct vers le plus proche, on a alors |θ| ≤ 2−k ′2 , θ ∈R.
De la même façon que dans l’algorithme 4.1, nous passons par un intermédiaire binaire
très précis afin d’assurer l’arrondi correct du résultat en décimal à la précision k10. Ainsi la
précision k ′2 dans un premier temps telle que k
′
2 = k2+c , avec c = 4, et une boucle de Ziv est
effectuée sur le résultat y2 qui est réévalué avec une précision k ′2 plus grande si nécessaire,
de la même façon que dans l’algorithme de conversion. Par conséquent, la troisième est
l’erreur de conversion η du nombre binaire calculé vers le résultat décimal telle que
y10 = ◦k10
(
y2
) = y2 · (1+η) , |η| ≤ 10−k10 , η ∈R. (4.22)
En résumé, on peut décrire la fonction décimale D telle que
D (x10) = ◦k10
(
B
(◦k2 (x10))) = B (x10 · (1+ε)) · (1+η)
D (x10) = f (x10 · (1+ε)) ·
(
1+η )·(1+θ) . (4.23)
Passer par une précision intermédiaire permettant d’assurer l’arrondi correct du ré-
sultat y2 à la précision décimale k10 implique que, selon les hypothèses d’arrondi correct
de la fonction intermédiaire B , l’erreur qui aura le plus d’impact sur le résultat y10 est la
première erreur de conversion ε. On réécrit alors D telle que D (x10) = f (x10 · (1+ε)).
On peut approcher la fonction D (x10) par f (x10 · (1+ε))= f (x10+x10ε). Soit un entier
n ∈N, si f est n fois dérivable en le point x10 ∈ F10k10 ⊂R, alors par l’application du théorème
de Taylor-Lagrange, il existe un nombre réel ξ entre x10 et x10 · (1+ε) tel que
f (x10+x10ε) = f (x10)+ f ′ (ξ) · x10ε = f (x10) ·
(
1+ x10 f
′(ξ)
f (x10)
ε
)
. (4.24)
Sous cette forme, on voit facilement qu’il est suffisant de calculer le premier terme car
les termes d’ordre supérieur sont négligeables pour l’approximation de D (x10). Dans ce cas,
la stabilité de l’erreur est liée au conditionnement de la fonction, qui quantifie à quel point
la valeur de sortie est affectée par de petites variations en entrée. Si le conditionnement
est borné, on peut assurer que la propagation de l’erreur aura un impact négligeable dans
l’algorithme. Cependant, si ce n’est pas le cas, nous devrons trouver une méthode pour
évaluer la fonction d’une autre façon.
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4.3.2 Exponentielle
Étudions maintenant le cas de la fonction exponentielle. Nous voulons d’abord borner
l’erreur de conversion comme expliqué dans le protocole précédent décrit section 4.3.1.
exp(x2) = exp(x10 · (1+ε))
= exp(x10) ·exp(x10ε) ,
exp(x2) = exp(x10) ·
(
1+ε′) , ε′ = exp(x10ε)−1.
(4.25)
On peut donc réécrire l’erreur ε telle que ε = log(1+ε′)x10 . Sous cette forme, on voit qu’il
est facile de borner cette erreur comme |ε| ≤ 10−k10 pour tout x10 ∈ F10k10 . Ceci implique
qu’on peut écrire la fonction exponentielle décimale en utilisant la méthode de conversion
du nombre décimal pour utiliser la fonction exponentielle binaire, et convertir le résultat
de nouveau en décimal. Si l’erreur croît avec l’exponentielle, elle est toujours négligeable
par rapport à la précision du résultat attendu.
4.3.3 Logarithme
Le cas du logarithme est un peu plus complexe. On peut le réécrire de la façon suivante
log(x2) = log(x10 · (1+ε))
log(x2) = log(x10) ·
(
1+ 1
log(x10)
· log(1+ε)
ε
·ε
) (4.26)
On peut voir sous cette forme que l’erreur ε est directement liée au terme 1log(x10) . Cela
signifie que lorsque cette quantité n’est pas bornée, l’erreur croît considérablement.
L’évaluation du logarithme en le point x10 = 1 peut être définie manuellement telle que
log(x10)= 0. Cependant autour de ce point, l’erreur produite par la conversion du nombre
décimal en binaire est amplifiée par le calcul du logarithme. Dans ce cas, atteindre un
arrondi correct avec notre algorithme de conversion sur la valeur en sortie peut néces-
siter un grand nombre d’itérations, répétant ainsi les appels à l’opération de logarithme
binaire en MPFR. Le temps d’exécution de l’algorithme n’est alors plus compétitif pour une
bibliothèque arithmétique multi-précision décimale rapide.
On peut s’affranchir de ce problème facilement en utilisant judicieusement les fonc-
tions de MPFR à notre disposition, notamment en appelant la fonction mpfr_log1p autour
de 1. Pour se faire, on calcule d’abord t10 = x10−1, avec x10 autour de 1, c’est-à-dire que
nous bornons x10 tel que
1
2 ≤ x10 ≤ 2. Alors, par l’application du lemme 2, ou lemme de
Sterbenz, cette soustraction décimale est exacte.
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Lemme 2 (Sterbenz [104]). Soit un système de nombres à virgules flottantes en base β avec
des nombres dénormalisés, si x et y sont deux nombres à virgules flottantes finis tels que
y
2
≤ x ≤ 2y, (4.27)
alors x− y est représentable exactement.
La variable t10 est ensuite convertie en binaire à une précision k2 telle que t2 ←
mpd_get_fr (t2, t10). On appelle mpfr_log1p sur cette variable t2, de sorte que le résultat
calculé est l’arrondi de log(1+ t2)= log(1+ (x10−1)(1+ε))= log(x10 (1+ε)). Finalement,
nous calculons bien le logarithme souhaité correctement arrondi autour de 1.
Traiter ponctuellement les cas où l’erreur de conversion est amplifiée dans l’algorithme
n’est pas toujours possible, notamment lorsqu’il y a un grand nombre de points difficiles,
comme dans le cas des fonctions trigonométriques telles que sin et cos.
4.4 Résultats expérimentaux
Ces études théoriques ont mené par application expérimentale au développement
d’une bibliothèque d’arithmétique décimale multi-précision et d’une bibliothèque d’arith-
métique d’intervalles décimale multi-précision. Ces développements ont été soigneuse-
ment testés pour vérifier leur validité ainsi que leurs performances temporelles.
4.4.1 Test de validité
La validité des résultats de notre bibliothèque d’arithmétique MPDI repose sur l’arrondi
correct de notre bibliothèque MPD. Pour tester cette dernière, nous avons besoin de fournir
en entrée un nombre décimal avec un mode d’arrondi et une précision, et d’attendre en sor-
tie un nombre décimal à une certaine précision. Nous devons avoir une certaine confiance
dans ce nombre en sortie pour valider la vérification de l’exactitude de l’arrondi correct de
notre bibliothèque arithmétique. Nous souhaitons également vérifier nos algorithmes sur
un grand nombre d’entrées, choisies avec soin permettant de maximiser la couverture des
différents comportements de nos fonctions.
Nous souhaitons éprouver nos développements en comparant nos résultats à ceux de
la bibliothèque mpdecimal. Elle fournit un framework de test complet que nous pouvons
réutiliser tel quel pour valider nos algorithmes décimaux. Ces tests passent des variables
décimales converties depuis des chaînes de caractères aux fonctions arithmétiques sous
tests, ainsi qu’un résultat attendu, avec une précision et un mode d’arrondi.
Nous souhaitons également effectuer une seconde campagne de test en nous inspirant
de la campagne de test développée pour la bibliothèque MPFR. Elle contient notamment
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des tests ayant pour but de débusquer des erreurs d’arithmétique multi-précision binaire
bien connus. Nous souhaitons éprouver les bibliothèques décimales quant à ces erreurs.
L’utilisation de ces tests demande un effort important pour trier les erreurs dues aux
conversions entre binaire et décimal des réelles erreurs d’implémentation présente dans
notre bibliothèque.
Notre bibliothèque MPD s’est montrée robuste à ces erreurs en passant ces deux
campagnes de test. L’application de cette seconde campagne de test sur mpdecimal a
cependant permis de faire remonter quelques erreurs. Par exemple le test de l’addition
suivant
check16_add("2.99280481918991653800e+272", "5.34637717585790933424e
+271", "3.527442536775707471424 e272", MPD_RNDN);
teste l’addition 2.992804819189917·10272+5.346377175857909·10271 à la précision décimale
k = 16 arrondie au plus proche a le résultat attendu arrondi 3.527442536775708·10272. Dans
le cas de l’addition de mpdecimal, ce résultat est bien calculé, mais une erreur est soulevée
car l’arrondi de la chaîne de caractères représentant la solution attendue donne le résultat
3.527442536775707 ·10272. De ce fait, plusieurs erreurs d’arrondi ont été relevées dans les
tests de mpdecimal.
Le test de la bibliothèque MPDI reprend le principe de la campagne de test de MPFI,
son développement reprenant les mêmes principes. Les mêmes considérations qu’avec
MPD et MPFR sont à prendre en compte dans le processus de validation des résultats.
4.4.2 Tests de performances
Les tests ont été effectués sur un processeur Intel ® Core™ i7-8650U CPU @ 1.90GHz
× 8, sous un système d’exploitation Ubuntu 16.04.5 LTS 64 bits. Les versions des biblio-
thèques utilisées pour l’implémentation sont GMP 6.1.2 et MPFR 4.0.1. La comparaison
des performances temporelles est faite avec les bibliothèques MPFR 4.0.1, MPFI 1.5.3 et
mpdecimal 2.4.2. Tous les tests sont compilés avec gcc version 5.4.0.
4.4.2.1 Détails d’implémentation
En plus des fonctions arithmétiques décrites dans la section 4.2 et des fonctions élémen-
taires de la section, un certain nombre d’autres fonctions de bases ont été implémentées
dans nos bibliothèques MPD et MPDI. Parmi elles se trouve la comparaison, implémen-
tée à la fois en MPD et pour les intervalles décimaux. Ces fonctions utilisent également
l’algorithme de conversion.
Cet algorithme de conversion est utilisé dans approximativement toutes les fonctions
des bibliothèques MPD et MPDI. Cet algorithme fait appel à la fois à des fonctions MPFR et
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FIGURE 4.3 – Temps d’exécution de l’addition
GMP pour calculer le nombre converti en décimal ou en binaire. Lorsque la précision pour
arrondir ce nombre calculé n’est pas suffisante, l’algorithme est itéré un certain nombre de
fois pour atteindre la précision attendue. On s’attend donc à ce que les performances de la
bibliothèque MPD soient liées à la vitesse d’exécution de la bibliothèque MPFR.
La bibliothèque MPDI se comporte de la même façon que la bibliothèque MPFI, calcu-
lant deux fois le même algorithme pour déterminer les bornes de l’intervalle. Ceci implique
qu’on s’attend à ce que la bibliothèque MPDI soit environ deux fois plus lente que la
bibliothèque MPD.
4.4.2.2 Performances temporelles
Pour illustrer les performances temporelles de nos bibliothèques MPD et MPDI, nous
choisissons de comparer les résultats de l’algorithme d’addition, de l’exponentielle et du
logarithme avec leurs contreparties binaires en MPFR et MPFI mais également avec les
algorithmes de la bibliothèque mpdecimal.
Les performances sont calculées pour un échantillon d’entrées aléatoires données à
partir d’entiers int64 et de nombres à virgule flottante binaire double. La bibliothèque
mpdecimal ne proposant pas de conversion à partir de double, nous n’avons pas tenté de
tester son comportement dans un contexte similaire. Nous déduisons le temps d’appel
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FIGURE 4.4 – Temps d’exécution de l’exponentielle
pour une fonction vide ayant le même prototype, et nous effectuons les mesures tempo-
relles 60 fois, après avoir préchauffé les caches, pour lisser les effets dus aux processeurs
superscalaires modernes.
Dans ces conditions, nous pouvons faire plusieurs observations, dans un premier
temps sur l’algorithme d’addition représenté figure 4.3. Dans toutes les figures, le nombre
de cycles est représenté en échelle logarithmique pour faciliter la lisibilité. On voit donc
pour l’addition les performances moyennes des algorithmes MPD et MPDI sont jusqu’à
5 fois plus lents que leurs contreparties binaires, aussi bien dans le cas des variables
entières qu’avec des variables à virgule flottante. L’algorithme d’addition de mpdecimal a
des performances comparables à MPFR et MPFI. Notre bibliothèque MPD n’est donc pas
très compétitive dans ce contexte, car le calcul des derniers nombres de la mantisse pour
fournir l’arrondi correct est très gourmand. Cette observation peut également être faite
pour la soustraction et la multiplication.
Cependant, lorsque l’opération étudiée repose sur l’opération binaire MPFR, notre
bibliothèque MPD commence à être compétitive. On peut voir en effet dans les figures 4.4
et 4.5 illustrant les performances des différentes bibliothèques pour l’exponentielle et le
logarithme respectivement, que même si, comme attendu, les bibliothèques décimales
sont plus lentes que MPFR et MPFI, les performances de MPD sont comparables à celles
de mpdecimal à partir d’une précision décimale de 45 chiffres pour l’exponentielle, et dès
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FIGURE 4.5 – Temps d’exécution du logarithme
10 chiffres pour le logarithme.
4.5 Conclusion
Dans cette partie nous avons présenté deux bibliothèques arithmétiques, multi-
précision décimale, MPD, et d’intervalles multi-précision décimale, MPDI. Ces biblio-
thèques proposent des algorithmes d’arithmétique de base correctement arrondis pour
une précision décimale arbitraire. Nous avons montré notre approche en fournissant une
preuve écrite de notre algorithme de conversion d’un format binaire vers le format dé-
cimal. Notre implémentation a été amplement testée et comparée aux résultats d’une
bibliothèque décimale multi-précision existante, mpdecimal. De plus, notre représentation
décimale est compatible avec la norme IEEE 754-2008, et l’arithmétique d’intervalles est
conforme avec la norme IEEE 1788-2015 Standard for Interval Arithmetic.
Avec ces bibliothèques, nous répondons à un besoin d’arithmétique décimale certifiée
pour permettre la génération de tests à partir d’un modèle d’exigences, introduisant le
moins d’erreurs possibles, ou tout du moins une erreur décimale maîtrisée. Notre implé-
mentation a été pensée pour fournir l’arrondi correct en se basant sur les bibliothèques
binaires éprouvées GMP et MPFR. Quand bien même nos algorithmes peuvent être jusqu’à
12 fois plus lents que leurs contreparties binaires, ces performances sont acceptables dans
87
Chapitre 4 Arithmétique d’intervalles décimale multi-précision
le cadre de l’utilisation pour la génération automatique de tests pour un logiciel cible.
L’assurance apportée par l’arrondi correct décimal contre des performances plus lentes
qu’en binaire est un compromis acceptable. De plus, nous parvenons tout de même à être
plus efficace que les bibliothèques décimales existantes tout en ayant une plus grande
confiance dans nos résultats.
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CHAPITRE 5
VERS L’ARITHMÉTIQUE IEEE 754 EN BASES MIXTES
L
A norme IEEE 754-2008 [38] décrit l’arithmétique à virgule flottante pour des formats
binaires et décimaux. Elle spécifie les opérations de conversion entre la base 2 et 10,
mais ne fournit aucune indication sur la combinaison de formats à virgule flottante
de bases différentes dans une même opération. En revanche, la norme décrit les opérations
mélangeant dans une opération différents formats dans une même base.
Faire le lien entre l’arithmétique à virgule flottante binaire et son équivalent décimal
est pourtant crucial dans le contexte de la certification aéronautique. En effet, comme
vu précédemment, la spécification étant écrite dans un format décimal et le code en
arithmétique à précision finie binaire, faire le lien entre les deux de manière certifiée peut
s’avérer délicat. L’arithmétique multi-précision et l’arithmétique d’intervalles peuvent être
utilisées pour la validation et vérification par le test, mais la solution proposée dans le
chapitre 4 contraint l’utilisateur a choisir d’effectuer ses calculs uniquement en décimal.
Nous proposons donc une solution plus flexible, afin d’étendre la norme en spécifiant
toutes les opérations arithmétiques de base entre tous les formats disponibles. Dans ce
chapitre, nous fournissons un algorithme avec arrondi correct pour un Fused-Multiply-
Add (FMA) en bases mixtes. Sur cet algorithme repose l’arithmétique en bases mixtes
pour toutes les opérations arithmétiques élémentaires +,−,×,÷,p . Cet algorithme prend
en entrée une combinaison de nombres IEEE 754 dans les formats binary64, binary128,
decimal64 et decimal128, et renvoie un résultat IEEE 754 binary64, binary128, decimal64
ou decimal128, arrondi correctement selon les cinq modes d’arrondis IEEE 754. Notre
implémentation ne demande aucune allocation de mémoire dynamique et son temps
d’exécution peut être borné statiquement. Nous comparons notre implémentation à une
implémentation d’un FMA en bases mixtes simple, développé grâce à la bibliothèque
GMP [49].
Ces travaux s’inscrivent dans la continuité d’une étude ayant mené à la publication
et présentation d’un article lors de la conférence IEEE 25th Symposium on Computer
Arithmetic (ARITH) [15] en 2018.
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5.1 Combiner les formats IEEE 754 binaires et décimaux
5.1.1 Problématique
Lors du développement d’un logiciel utilisant l’arithmétique à virgule flottante, l’utilisa-
teur est confronté au choix entre deux bases : l’arithmétique à virgule flottante binaire (en
base 2), ou l’arithmétique à virgule flottante décimale (en base 10). La norme IEEE 754-2008
pour l’arithmétique à virgule flottante [38] définit les formats et les opérations pour les
deux bases, spécifiant qu’un environnement de programmation peut être conforme à cette
norme pour une de ces bases ou pour les deux. Un certain nombre d’études sur l’arithmé-
tique à virgule flottante décimale ont été entreprises dans le but de fournir des opérations
décimales performantes et précises [102], ainsi que pour les opérations de conversion [105].
Ces algorithmes assurent des résultats avec arrondi fidèle, ou de précision comparable aux
opérations binaires.
Nous souhaitons aller plus loin et effectuer des opérations à virgule flottante en “bases
mixtes” correctement arrondies, soit que les opérandes de ces opérations soient représen-
tées dans un format à virgule flottante binaire ou décimal.
Ce genre de situation peut survenir lorsque l’utilisateur est obligé de se servir de deux
bibliothèques scientifiques différentes, l’une renvoyant un résultat binaire et l’autre un
résultat décimal. Pour effectuer des opérations en bases mixtes, l’utilisateur pourrait être
tenté de combiner les formats à virgule flottante binaires et décimaux comme dans le code
C suivant :
double a=2000.0 , r;
_Decimal64 b=0.001D;
r = a * b;
La compilation de ce code, par exemple avec gcc 6.3.0, échoue et le compilateur émet un
message d’erreur précisant que les différents types des variables ne sont pas compatibles
et ne peuvent être mélangés.
Une solution simple pour effectuer ce calcul serait de convertir toutes les variables dans
un même type par convertion de type, forçant ainsi le compilateur a effectuer l’opération.
Cependant ces conversions pouvant introduire des erreurs, pouvant s’accumuler et avoir un
impact significatif sur le reste de l’algorithme par amplification, il est fortement déconseillé
d’utiliser cette méthode. Elle peut fonctionner dans certains cas, mais nous souhaitons
fournir une solution méthodique permettant de garantir le résultat à l’utilisateur.
Nous pouvons étendre notre exemple pour illustrer cet exemple dangereux, tel que :
double a=2000.0 , c=-2.0, r;
_Decimal64 b=0.001D;
r = __builtin_fma(a,( double)b,c);
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Ce code compile, cependant la valeur affectée à la variable r est 4.16333634 ·10−17, ce qui
ne correspond pas au résultat correct attendu, soit 2000×0.001−2= 0. Cette erreur émane
de la conversion de la variable b du format decimal64 vers le format à virgule flottante
binaire.
Toutes ces raisons motivent le besoin pour l’étude et la conception d’un framework
spécifique pour l’arithmétique en bases mixtes. Jusqu’à présent, de précédentes études
se sont penchées sur la faisabilité d’une comparaison exacte entre différents formats à
virgule flottante en bases mixtes [14], dans une démarche d’enrichir l’environnement
arithmétique à virgule flottante et de façon à rendre les logiciels numériques plus sûrs.
De plus, l’application de l’arithmétique en bases mixtes aux opérations calculatoires de
base définies par la norme IEEE 754 +,−,×,÷,p et FMA a été étudiée pour les formats
à virgule flottante binary64 et decimal64 dans de précédents travaux [15]. L’opération de
FMA, ajoutée dans la version 2008 de la norme, effectue le calcul a×b+ c avec un seul
arrondi correct, au lieu de deux (un pour la multiplication et l’autre pour l’addition).
Nous souhaitons étendre ces résultats, en fournissant des algorithmes pour le dévelop-
pement de toutes les opérations calculatoires en bases mixtes pour une combinaison de
tous les formats à virgule flottant, binaires et décimaux, décrits dans la norme, et assurer
un résultat binaire ou décimal, arrondi correctement.
On peut facilement construire un exemple en bases mixtes pour lequel le résultat d’une
opération est difficile à arrondir correctement dans le format de sortie. Il n’existe cependant
pas de méthode simple et systématique permettant de détecter ces cas où l’arrondi est
difficile, d’où le besoin d’une étude dédiée des opérations en bases mixtes et notamment
du FMA. Ces travaux sont basés sur une précédente étude [106] tentant de calculer ces cas
d’arrondi difficile sans pour autant y parvenir.
La norme IEEE 754 définit plusieurs formats binaire et décimaux à virgule flottante à
des précision standards, tels que les binary32, binary64 et les decimal64 ou decimal128.
Nous souhaitons fournir des opérations en bases mixtes, telles qu’une addition binary64
plus decimal128 égal binary128 devienne possible. Pour implémenter toutes les opérations
arithmétiques de base +,−,×,÷,p et le FMA avec toutes les combinaisons d’opérandes
possibles de façon exhaustive, il faudrait écrire environ 500 fonctions différentes. Nous
proposons d’automatiser cette étape en proposant un générateur de code, produisant des
fonctions arithmétiques en bases mixtes correctement arrondies, reposant sur un seul FMA
en bases mixtes correctement arrondi.
5.1.2 Notations
Pour commencer, nous adoptons une notation unifiée pour les précisions binaires et
décimales de chaque format IEEE 754. Appelons kn une telle précision décrivant aussi bien
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la précision binaire k2 que la précision décimale k10. Les valeurs prises par ces précisions
pour chaque format sont décrites dans le tableau 5.1. L’erreur relative équivalente au
formats binaires est u2 = 2−k2 et l’erreur relative décimale peut être estimée telle que
u10 = 1/2×10−k10+1.
binary64 decimal64 binary128 decimal128
précision kn 53 16 113 34
emin -1022 -383 -16382 -6143
emax 1023 384 16383 6144
Tableau 5.1 – Description des formats IEEE 754 à virgule flottante utilisés
Nous supposons que les formats décimaux IEEE 754, tel que le format decimal64, sont
encodés dans le Binary Integer Decimal (BID) format [105], c’est-à-dire que l’accès à la
représentation binaire de la mantisse décimale est direct. Étant donné ces paramètres, les
entrées et sortie de nos algorithmes en bases mixtes sont notées de la façon suivante :
• des entrées binaires tels que 2E ·m, avec un exposant binaire signé et borné E ∈Z,
et une mantisse entière signée m ∈Z, satisfaisant 2k2−1 ≤ |m| ≤ 2k2 −1, où k2 est
la précision binaire,
• ou des entrées décimales tels que 10F ·n, avec un exposant binaire signé et borné
F ∈Z, et une mantisse entière signée n ∈Z, satisfaisant 1 ≤ |n| ≤ 10k10 −1, où
k10 est la précision décimale.
• un résultat binaire 2G · p, avec l’exposant G ∈ Z convenablement borné et une
mantisse entière signée et bornée p ∈Z,
• ou un résultat décimal 10H ·q avec l’exposant H ∈Z convenablement borné et une
mantisse entière signée et bornée q ∈Z.
La norme IEEE 754 définit la notion de “quantum” pour les opérations décimales [38].
Cependant, lorsque l’entrée d’une opération est un nombre binaire (nombre à virgule
flottante ou entier), le quantum est défini de façon ponctuelle. Nous n’aurons donc pas de
considérations de quantum dans nos algorithmes.
5.2 Généralités sur les opérations en bases mixtes
5.2.1 Opérations de bases à partir du FMA
Étant donné un FMA en bases mixtes correctement arrondi tel que, soient a,b, et c
trois nombres à virgule flottante binaires ou décimaux, ◦kn (a×b+ c), on peut facilement
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calculer la multiplication et l’addition en bases mixtes correctement arrondies. Pour la mul-
tiplication, il suffit d’affecter l’opérande c à zéro, et pour l’addition/soustraction, d’affecter
la variable a ou b à un.
Il est également possible de générer facilement les opérations correctement arrondies
en bases mixtes de division et de racine carrée à partir d’un seul FMA en bases mixtes
correctement arrondi. Il faut pour cela supposer que le FMA permet d’utiliser une précision
légèrement plus grande : étant donné les précisions binaire k2 et décimale k10, nous notons
f le point milieu, soit le point se trouvant à équidistance entre deux nombres à virgule
flottante consécutifs. Cela signifie qu’on peut noter le point milieu pour un format binaire
tel que 2k2−1 ≤ ∣∣ 12 ·m ∣∣ < 2k2 , et pour un format décimal tel que 1 ≤ ∣∣ 12 ·n ∣∣ ≤ 10k10 −1.
Afin de pouvoir réaliser une analyse générale combinant l’analyse des différents for-
mats binaires et décimaux, nous souhaitons introduire une notation unique permettant
d’harmoniser tous ces formats. Comme 10 est divisible par 2, il est possible de représenter
le point milieu décimal avec un exposant de deux et un exposant de cinq. Nous choisis-
sons de représenter les mantisses des formats binaires et décimaux en binaire, ce qui
signifie que le point milieu binaire a une mantisse m′ telle que 2k
′
2−1 ≤ ∣∣m′ ∣∣ < 2k ′2
et le point milieu décimal a une mantisse n′ telle que 2k
′
2−1 ≤ | n′ | < 2k ′2 avec
k ′2 = max
(
k2+1,
⌈
log2
(
10k10 −1)⌉+1). Les valeurs prises par k ′2 selon les différents
formats sont détaillées dans le tableau 5.2. Les intervalles des exposants sont adaptés
comme expliqué ci-dessous.
binary64, decimal64 binary128, decimal128
précision k ′2 55 114
précision kb 64 128
Tableau 5.2 – Équivalence des précisions pour les variables internes
L’arrondi du résultat de la division en bases mixtes ◦kn
(
x
y
)
de précision k2, resp. k10,
peut être déterminé grâce à l’aide du point milieu le plus proche du résultat exact xy [107].
• xy < f ⇐⇒ y × f −x > 0,
• xy > f ⇐⇒ y × f −x < 0,
• ou xy = f ⇐⇒ y × f −x = 0.
Ce point milieu f peut être représenté sous
la forme d’un point à virgule flottante de
précision légèrement plus grande k ′2. Ainsi,
la décision de l’arrondi par rapport à ce
point milieu revient à décider entre les trois
cas ci-contre.
Cela revient à dire qu’identifier l’arrondi du résultat de la division xy et ainsi calculer
l’arrondi correct de l’opération de division en bases mixtes dans un format de sortie de pré-
cision kn est équivalent au calcul du FMA en bases mixtes y× f −x, permettant l’utilisation
93
Chapitre 5 Vers l’arithmétique IEEE 754 en bases mixtes
d’opérandes ayant une précision légèrement plus grande k ′2 que le format de sortie et de
comparer le résultat à zéro.
De manière similaire, le calcul d’une racine carrée en bases mixtes avec arrondi correct à
une précision kn revient à déterminer de quel côté du point milieu le plus
• px < f ⇐⇒ f × f −x > 0,
• px > f ⇐⇒ f × f −x < 0,
• oupx = f ⇐⇒ f × f −x = 0.
proche f se trouve le résultat. Ainsi pour dé-
terminer si
p
x < f , nous pouvons établir
si f × f −x > 0 à l’aide d’un FMA permet-
tant d’utiliser des opérandes de précision
k ′2 légèrement plus grande.
5.2.2 Bornes du format interne
Si on veut représenter nos entrées avec la nouvelle précision k ′2, nous avons besoin
d’adapter les formats binaires et décimaux et les bornes de leurs exposants.
Les formats binaires de précision initiale k2 permettent de représenter tous les nombres
flottants normalisés et dénormalisés dans un certain intervalle. Nous savons que la man-
tisse est normalisée telle que 2k
′
2−1 ≤ |m | < 2k ′2 . La plus petite valeur est le point milieu
entre le plus petit dénormalisé et zéro, c’est-à-dire 2E
min−k2 . Ainsi on assure que 2E
′ ·m ≥
2E
min
, et on peut définir la borne inférieure de l’exposant telle que E ′ ≥ E min−k2−k ′2. La
plus grande valeur est 2E
max−(k2−1) · (2k2 −1). Ainsi on assure que 2E ′ ·m < 2E max+1, et on
peut définir la borne supérieure de l’exposant telle que E ′ ≤ E max−k ′2+1. On peut ainsi
redéfinir les formats binaires de précision initiale k2, en incluant les nombres dénormalisés,
tels que, étant donné m,E ′ ∈Z, on a
2E
′ ·m, 2k ′2−1 ≤ |m | < 2k ′2 ,
E min−k2−k ′2 ≤ E ′ ≤ E max−k ′2+1.
(5.1)
Dans le cas des formats décimaux de précision k10, nous cherchons à représenter le
nombre 10F ·n borné tel que
10F
min ·101− j10 ≤ 10F · | n | < 10F max+1,
1 ≤ | n | ≤ 10k10 −1,
(5.2)
pour obtenir une représentation en bases mixtes 2J ·5K · r bornée telle que
10F
min ·101− j10 ≤ 2J ·5K · | r | < 10F max+1,
2k
′
2−1 ≤ | r | < 2k ′2 .
(5.3)
Cela se fait en posant K = F , et en ajustant la mantisse | n | par décalage afin de respecter les
contraintes des bornes de la mantisse | r |. L’exposant binaire J est corrigé en conséquence.
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Ainsi, 10F · | n | = 2J ·5K · | r | avec K = F nous donne
2F · | n | = 2J · | r | . (5.4)
Les bornes de la mantisse | n | décrites dans l’équation (5.2) impliquent que 1 ≤ | n | ≤
2dlog2
(
10k10−1
)e. Les bornes de la mantisse | r | décrites dans l’équation (5.3) impliquent que
2dlog2
(
10k10−1
)e ≤ | r | ≤ 2dlog2(10k10−1)e+1. On en déduit que | n | ≤ | r | ≤ 2dlog2(10k10−1)e+1 ·| n |.
Ainsi, d’après l’équation (5.4), on a que
−
⌈
log2
(
10k10−1
)⌉
−1+F ≤ J ≤ F (5.5)
Ainsi, si F min ≤ F ≤ F max, on a que F min− ⌈k10 · log2 (10)⌉−1 ≤ J ≤ F max, et F min ≤
K ≤ F max.
Les formats décimaux de précision initiale k10 se traduisent en base mixte tels que,
étant donné r, J ,K ∈Z, on a
10F ·n = 2J ·5K · r, 2k ′2−1 ≤ | r | < 2k ′2 ,
F min−⌈k10 · log2 (10)⌉−1 ≤ J ≤ F max,
F min ≤ K ≤ F max.
(5.6)
5.2.3 Défis du FMA
Générer les opérations arithmétiques de base en bases mixtes ne repose cependant pas
sur un seul FMA correctement arrondi en bases mixtes, mais sur plusieurs dépendant de la
combinaison de formats donnés comme entrées et sorties. En effet, le FMA comprend trois
opérandes en entrées, a, b, et c , et renvoie une sortie, chacune de ces quatre variables étant
représentable en quatre formats différents : binary64, decimal64, binary128 ou decimal128.
Nous pouvons naïvement considérer qu’il faut ainsi développer 44 = 256 versions du
FMA en bases mixtes. Toutefois, comme nous étudions l’arithmétique en bases mixtes,
nous pouvons écarter les FMA ayant des opérandes uniquement binaires ou décimales. De
plus, la multiplication étant commutative, nous pouvons considérer par exemple qu’une
multiplication decimal64-par-binary64 est équivalente à la multiplication binary64-by-
decimal64, peu importe la sortie désirée. Ainsi, nous pouvons exclure 24 = 16 versions
supplémentaires du FMA. Il reste ainsi 236 version différentes du FMA à considérer pour
l’implémentation d’une arithmétique en bases mixtes se basant sur les formats binary64,
decimal64, binary128 et decimal128.
Nous n’avons cependant pas l’intention de développer chacune de ces 236 fonctions
à la main, mais au contraire d’analyser l’algorithme du FMA en bases mixtes de façon
à formaliser les variables clefs et factoriser les parties communes. De cette façon, nous
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pourrons alors implémenter un générateur de code, renvoyant un FMA en fonction de sa
borne d’erreur et le type de ses variables.
Le vrai défi des opérations en bases mixtes repose sur le calcul de l’addition ou de la
soustraction à l’intérieur du FMA. Comme la soustraction de variables à virgules flottantes
est simplement une addition dont le signe du terme soustractif a été modifié, nous allons
seulement continuer cette discussion pour “l’addition”, la soustraction étant implicite. De
façon générale, pour l’addition de variables à virgules flottantes, on peut distinguer deux
cas : d’un côté, lorsque les deux opérandes sont suffisamment proches en termes d’expo-
sants, de sorte que la soustraction de leurs mantisses alignées mène à une élimination, et
d’un autre côté, lorsque les opérandes sont suffisamment éloignées selon la magnitude de
leurs exposants, de sorte que l’ordre de magnitude du résultat soit essentiellement celui
de la plus grande opérande. Le premier cas est appelé couramment l’addition near path,
tandis que le second est référé comme l’addition far path [36].
L’addition à virgule flottante correctement arrondie en base uniforme est basée, pour
l’algorithme near path, sur l’observation que, lorsqu’une élimination se produit, l’opéra-
tion à virgule flottante devient alors naturellement exacte, c’est-à-dire qu’aucun arrondi
spécifique n’est nécessaire [36]. Ce cas correspond au cas d’application du lemme de Ster-
benz [104], lemme 2. Pour l’addition en bases mixtes, rien n’indique que cette élimination
peut devenir exacte : par exemple, lorsque les deux opérandes sont des variables décimales
à virgule flottante, alors 10 et−9.9 sont représentables exactement. Leur somme cependant
doit être égale à 0.1, qui n’est clairement pas représentable en format à virgule flottante
binaire.
Nous ne pouvons donc pas pré-supposer qu’aucun arrondi n’est nécessaire lors d’une
addition en bases mixtes de deux nombres décimaux renvoyant un nombre à virgule
flottante binaire. De plus, lorsque les deux opérandes d’une addition en bases mixtes ne
sont pas représentées dans la même base, une sorte de conversion de l’opérande binaire
vers une variable décimale ou inversement sera nécessaire. Alors que l’élimination dans
le cas near path permet à l’addition de deux opérandes de formats uniformes de devenir
exacte, cette même élimination dans le cas de l’addition en bases mixtes amplifie cette
erreur de conversion :
a+b · (1+ε) = (a+b) ·
(
1+ b
a+b ·ε
)
, |a+b| ¿ |b| . (5.7)
Quand bien même serions-nous capable de trouver une méthode pour calculer une
borne inférieure sur le résultat de cette élimination catastrophique, c’est-à-dire trouver un
moyen de rendre la conversion suffisamment précise de sorte que même si l’élimination
amplifie l’erreur, le résultat garde un certain nombre de bits corrects, le résultat (approché)
de cette addition en bases mixtes peut lui-même se trouver près d’une borne d’arrondi dans
la base de sortie. Ainsi l’arrondi correct du résultat sera tout de même difficile à obtenir.
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Le cas de l’addition en bases mixtes far path n’est pas moins simple, une absorption
pouvant survenir et mener aux mêmes problèmes d’arrondi. Même en construisant un
exemple illustrant un cas d’arrondi difficile d’addition en bases mixtes, il n’existe pas de
méthode simple et systématique permettant d’identifier les entrées engendrant un tel
arrondi difficile pour l’arrondi au plus proche ou les arrondis dirigés. Nous proposons
donc une approche pour développer un FMA en bases mixtes avec arrondi correct, sans
pré-calculer cette borne inférieure.
5.3 Algorithme du FMA en bases mixtes
Les entrées de notre algorithme de FMA en bases mixtes sont soit des nombres à virgule
flottante binaires ou décimaux, avec la possibilité de représenter les points milieux à une
précision kn donnée par une précision légèrement supérieure k ′2 de la mantisse. Deux
formats adapté ont été définis, un binaire dans l’équation (5.1) et un format décimal dans
l’équation (5.6). Ces deux formats peuvent être harmonisés dans une même représentation,
appelée format unifié en bases mixtes, avec des bornes pessimistes sur les exposants. Étant
donné a une entrée du FMA en bases mixtes, sa représentation dans le format unifié en
bases mixtes est donc, soient ta , Na ,Pa ∈ Z et soient les bornes des exposants E ′, J et K
détaillées dans les équation (5.6) :
a = 2Na ·5Pa · ta , 2k
′
2−1 ≤ | ta | < 2k
′
2 ,
min
(
E min ′, J min
) ≤ Na ≤ max(E max ′, J max) ,
K min ≤ Pa ≤ K max.
(5.8)
Nous proposons de développer un FMA en bases mixtes, rapide et correctement arrondi,
comme défini dans l’algorithme 5.1.
La première étape est la décomposition des entrées représentées en binary64, bi-
nary128, decimal64 et decimal128 dans le format unifié en bases mixtes, en définissant le
signe, l’exposant et la mantisse de façon explicite. Tout au long de cet algorithme, nous
analyserons les bornes de ces variables de façon à assurer le nombre de mots machines
nécessaires pour représenter chacune d’elles. L’exposant est représenté par un entier signé
de 32 bits, une taille suffisante pour représenter tous les exposants des formats considérés.
La mantisse est stockée sur un ou plusieurs mots machine entiers de 64 bits.
Avec les entrées représentées dans ce format unifié en bases mixtes, il est possible
de calculer la multiplication en bases mixtes de façon exacte. L’étape suivante consiste à
choisir l’algorithme d’addition/soustraction à utiliser. Pour cela, nous effectuons un test,
appelé le test de rapport, décrit plus en détail ci-après. Selon le résultat de ce test, le résultat
de la multiplication en bases mixtes et l’entrée c sont convertis en format binaire, pour
ensuite effectuer soit l’addition/soustraction far path ou bien la soustraction near path.
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Algorithme 5.1 : FMA en bases mixtes avec arrondi correct
Données : a,b et c, nombres à virgule flottante binaires ou décimaux
Résultat : R = 2G ·p en binaire ou R = 10H ·q en décimal
1 ψ ← a×b
2 si
∣∣ ψ
c
∣∣ ∉ [ 12 ; 2 ] alors
3 T1 ← 2γ1 · v1 = ψ ·
(
1+εT 1FP
)
4 T2 ← 2γ2 · v2 = c ·
(
1+εT 2FP
)
5 φ ← (T1±T2)
(
1+εφFP
)
. Addition/soustraction “far-path”
6 sinon
7 T1 ← 2Γ1 ·w1 = ψ ·
(
1+εT 1NP
)
8 T2 ← 2Γ2 ·w2 = c ·
(
1+εT 2NP
)
9 φ ← (T1−T2)
(
1+εφNP
)
. Soustraction “near-path”
10 fin
11 Définir ρ = (a×b+ c)(1+ερ) tel que
12 ρ ← 2C · g = φ . en binaire
13 ρ ← 10H ·2−kb+k ′2−1 ·q = φ · (1+ερD ) . en décimal
14 si ρ peut être correctement arrondi alors
15 R ← ρ
16 sinon
17 Calculer la mantisse entière du point milieu le plus proche f tel que
18 f2 : 2C ·2kb−k ′2+1 ·1/2 · f . en binaire
19 f10 : 10H ·2−kb+k ′2−1 ·2kb−k ′2+1 ·1/2 · f . en décimal
20 Calculer α ∈Z tel que
21 α ← 2L−Zmin ·5M−Fmin · (a×b)+2Nc−Zmin ·5Pc−Fmin · c−2FT−Zmin ·5FF−Fmin · f
22 Corriger ρ en utilisant f et le signe de α
23 R ← ρ
24 fin
Le résultat de cette addition/soustraction est ensuite testé pour déterminer si l’arrondi
rapide de ce résultat est possible dans le format de sortie du FMA. Si le résultat est proche
d’un point milieu f , décider de son arrondi vers une valeur à virgule flottante dans le format
de sortie en fonction du mode d’arrondi choisi n’est pas possible [107]. Dans ce cas, on peut
s’en sortir avec une étape de calculs supplémentaire, appelée la phase de récupération,
permettant d’obtenir les quelques derniers bits de précision nécessaires pour décider de
l’arrondi du résultat.
Dans la suite de ce chapitre, nous allons détailler point par point les mécanismes de
l’algorithme de FMA en bases mixtes.
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5.3.1 Multiplication et test de rapport
La première opération exécutée dans l’algorithme de FMA est assez simple : la multipli-
cation peut être calculée exactement dans le format unifié en bases mixtes. Étant donné la
définition des entrées a et b en format unifié en bases mixtes décrite dans l’équation (5.8),
on peut calculer le résultat de la multiplication tel que, soient s,L, M ∈Z :
ψ = a×b = 2L ·5M · s, 22·k ′2−1 ≤ | s | < 22·k ′2 ,
min
(
2 ·E min ′, E min′+ J min, 2 · J min)−1 ≤ L ≤ max(2 ·E max′, E max′+ J max, 2 · J max) ,
2 ·K min ≤ M ≤ 2 ·K max.
(5.9)
Nous voulons ensuite effectuer l’addition/soustraction entre ψ et c, la troisième opé-
rande donnée en entrée du FMA représentée dans le format décrit par l’équation (5.8).
Nous avons détaillé précédemment dans la section 5.2.3 deux cas pour l’addition de deux
variables à virgules flottantes, selon leur distance en termes d’exposants. Ces deux cas sont
les algorithmes d’addition far path et near path.
Un test simple peut permettre de déterminer si les opérandes sont proches ou non en
termes d’exposants pour identifier lequel des deux algorithmes d’addition utiliser. Si le rap-
port
∣∣ ψ
c
∣∣ est clairement en dehors de l’intervalle [ 12 ; 2 ], les opérandes sont suffisamment
éloignées pour calculer l’addition avec l’algorithme le plus rapide : far path. Dans le cas
contraire, l’algorithme plus précis near path est nécessaire. Ce test permet d’assurer que
l’algorithme far path est utilisé seulement lorsque le rapport est en dehors de l’intervalle[ 1
2 ; 2
]
. Il se peut cependant que l’algorithme near path soit appelé sur des valeurs n’ayant
pas besoin de précision supplémentaire, mais il sera forcément appelé pour les valeurs qui
en ont besoin.
Montrer que le rapport est assurément en dehors de l’intervalle
[ 1
2 ; 2
]
revient à mon-
trer que, étant donné les définitions de ψ équation (5.9) et la définition de c équation (5.8),
on a soit 2L−Nc ·5M−Pc · stc <
1
2 , soit 2
L−Nc ·5M−Pc · stc > 2. Ceci revient à montrer que
(L−Nc )+
⌊
(M −Pc ) · log2 (5)
⌋+1+k ′2+1 < −1,
ou (L−Nc )+
⌊
(M −Pc ) · log2 (5)
⌋+k ′2−1 > 1. (5.10)
Étant donné la valeur pré-calculée log2 (5), et soit A ∈Z dans un petit domaine de défi-
nition, alors
⌊
A · log2 (5)
⌋
peut être estimé correctement tel que
⌊
A ·⌊log2 (5) ·2ξ⌋ ·2−ξ⌋. Il
existe une valeur minimum ξ = ξmin pour laquelle cette estimation n’a pas de dépassement
de capacité vers le haut (overflow) et peut être calculée exactement sur une variable entière
signée de 64 bits [14].
Pour nous en convaincre, on peut appliquer cette méthode pour le calcul du pire cas
d’élimination pour lequel toute précision est perdue (voir section 5.3.3.1 pour plus de
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détails), considérant des entrées représentées comme des nombres à virgules flottantes
décimaux ou binaires 128 bits. On a alors A borné tel que −18430 ≤ A ≤ 18430 et on
peut estimer ξmi n = 30. Mis à part le calcul de A ·
⌊
log2 (5) ·2ξ
⌋
qui nécessite une variable
entière signée d’au moins 47 bits, toutes les variables tiennent sur des entiers signés de
32 bits. Ainsi la multiplication de variables de 32 bits renvoie un résultat qui peut être
exactement représenté sur un entier signé de 64 bits. Nous pouvons ainsi calculer les deux
valeurs données dans l’équation (5.10) sur des entiers signés de 64 bits et effectuer le test
de rapport qui permet de déterminer les deux cas de l’addition/soustraction.
5.3.2 Aucune élimination n’a lieu (far path)
Lorsque le test de rapport assure que le résultat est clairement en dehors de l’intervalle[ 1
2 ; 2
]
, aucune élimination n’a lieu lors du calcul de l’addition/soustraction. On peut donc
utiliser l’algorithme d’addition/soustraction far path. Il est plus simple de développer l’al-
gorithme sur des variables à virgules flottantes binaire puis effectuer une analyse d’erreur
plutôt que d’essayer d’additionner les variables dans le format unifié en bases mixtes. Le
résultat binaire de l’addition/soustraction sera ensuite converti dans le format de sortie,
cette conversion et l’arrondi final étant abordés dans la section 5.3.4.
5.3.2.1 Conversion en binaire pour l’addition/soustraction far path
Ainsi les opérandes ψ, resp. c, sont représentées dans le format unifié en bases mixtes
avec des mantisses à la précision 2 ·k ′2, resp. k ′2, comme détaillé dans les équations (5.9),
resp. (5.8). Nous souhaitons convertir ces opérandes dans un format binaire à la précision
kb . Cette étape correspond aux lignes 3 et 4 de l’algorithme 5.1.
Convertir ces opérandes revient à représenter la mantisse v stockée sur un entier non
signé de kb bits telle que 2
kb−1 ≤ | v | ≤ 2kb −1. Les valeurs prises par la précision kb ,
par rapport aux différentes précisions kn des formats binaires et décimaux, sont détaillées
dans le tableau 5.2.
Les précisions des mantisses des opérandes ψ et c sont différentes, mais nous n’allons
pas développer un algorithme de conversion du format unifié en bases mixtes vers le format
binaire à la précision kb pour chaque précision. L’idée est au contraire d’harmoniser en
premier lieu les opérandes dans un format unifié en bases mixtes de précision kb , telles
que, soient ω,λ,µ ∈Z :
2λ ·5µ ·ω, 2kb−1 ≤ |ω | ≤ 2kb −1,
min
(
N min+N shift, Lmin+Lshift
)
≤ λ ≤ max
(
N max+N shift, Lmax+Lshift
)
,
M min ≤ µ ≤ M max,
(5.11)
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avec N shift = −kb +k ′2 et Lshift = −kb +2 ·k ′2. On peut ensuite appliquer l’algorithme de
conversion du format unifié en bases mixtes à la précision kb vers le format binaire à la pré-
cision kb . Ainsi, soit une entrée conforme au format décrit par l’équation (5.11), nous calcu-
lons l’exposant γ et la mantisse v , tels que γ = λ+⌊µ · log2 (5)⌋+1 et v = ⌊2−kb ·ω ·τ0 (µ)⌋,
à l’aide de la table pré-calculée τ0
(
µ
) = ⌊5µ ·2−bµ·log2(5)c+kb−1⌋. Cette table a 1534 entrées
pour un FMA en 64 bits, et 24574 pour un FMA de 128 bits. En appliquant cette formule,
on remarque que la mantisse v est bornée telle que 2kb−2 ≤ | v | ≤ 2kb −1. Lorsque
v < 2kb−1, on effectue une correction sur cette mantisse afin d’assurer la contrainte de
sortie 2kb−1 ≤ | v | ≤ 2kb −1. L’exposant est adapté en conséquence. La mantisse v de la
variable T est représentée par un entier non signé à la précision kb , tel que, soient v,γ ∈Z :
T = 2γ · v, 2kb−1 ≤ | v | ≤ 2kb −1,
λmin+⌊µmin · log2 (5) ⌋−1 ≤ γ ≤ λmax+⌊µmax · log2 (5) ⌋ . (5.12)
5.3.2.2 Algorithme d’addition/soustraction far path
L’application de cet algorithme de conversion sur ψ et c nous donne les deux variables
T1 = 2γ1 · v1 et T2 = 2γ2 · v2, définies comme dans l’équation (5.12). Ce sont les entrées
de l’algorithme 5.2, l’addition/soustraction far path.
L’idée générale derrière cet algorithme est que lorsqu’il n’y a pas d’absorption, on aligne
les deux variables puis on les additionne. Le résultat arrondi donne la mantisse binaire et
on estime l’exposant associé.
Algorithme 5.2 : Addition/soustraction far path
Données : T1 = 2γ1 · v1 et T2 = 2γ2 · v2
Résultat : φ = (T1±T2)
(
1+εφFP
) = 2C · g
1 Ordonner T1 et T2 de sorte que γ′1 ≥ γ′2
2 si γ′1 ≥ γ′2+kb alors
3 g ← v ′1 . Absorption de T ′2
4 C ← γ′1
5 sinon
6 V1 ← 2γ′1−γ′2 · v ′1
7 V2 ← v ′2
8 V ← V1±V2
9 σV ← lzc (V )
10 pi ← 2σV ·V
11 g ← ⌊2−kb ·pi⌋ .Mantisse g
12 C ← γ′2+kb −σV . Exposant C
13 fin
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Lorsqu’aucune des deux opérandes n’est zéro, alors on peut ordonner T1 et T2 selon
leurs exposants, de sorte que γ′1 ≥ γ′2. Le cas de l’absorption revient à dire que, lorsque
γ′1 ≥ γ′2+kb , alors on a T ′1 ≥ 2γ
′
2+2·kb−1 et T ′2 ≥ 2γ
′
2+kb−1 ou −T ′2 ≥ −2γ
′
2+kb . Cela
signifie que le résultat de l’addition est borné par T ′1+T ′2 ≥ 2γ
′
2 · (22·kb−1+2kb−1) ou de la
soustraction, par T ′1−T ′2 ≥ 2γ
′
2 · (22·kb−1−2kb ). On voit que dans les deux cas, le résultat
de l’addition/soustraction far path après absorption est 2γ
′
1 · v ′1.
Dans le cas contraire, pour effectuer l’addition des deux mantisses entières v ′1 et v
′
2
de précision kb bits, on crée deux variables entières non signées V1 et V2 de taille 2 ·kb
bits. On décale la mantisse v ′1 vers la gauche de sorte que V1 = 2γ
′
1−γ′2 · v ′1. On peut ainsi
effectuer l’addition ou soustraction sur une variable entière non signée de taille 2 ·kb bits,
telle que V = V1±V2. La fonction σV = lzc (V ) (leading zero count) permet de compter
le nombre de zéros présents en tête des bits significatifs de la mantisse. Cette dernière est
normalisée par ce nombre, puis tronquée à la précision kb dans la variable entière non
signée g . L’exposant C est calculé en conséquence, en fonction de σV .
La variable σV est bornée telle que 0 ≤ σV ≤ kb +2, dépend du plus petit nombre de
chiffres significatifs présents dans la variable V . Ces bornes dépendent de la borne d’erreur
sur la soustraction far path, preuve exprimée en détail dans la section 5.3.2.4 suivante.
Le résultat de l’algorithme d’addition far path est donc renvoyé dans le format binaire
suivant, soient g ,C ∈Z :
2C · g , 2kb−1 ≤ ∣∣ g ∣∣ ≤ 2kb −1,
γmin+kb −σmaxV ≤ C ≤ γmax+kb .
(5.13)
5.3.2.3 Analyse d’erreur : conversion en binaire pour l’addition/soustraction far path
Nous allons analyser l’erreur relative globale de l’algorithme d’addition/soustraction
far path, depuis la conversion des entrées ψ et c jusqu’à l’obtention du résultat φ= 2C · g .
Nous noterons cette erreur globale εφFP .
Lors de la normalisation des variables à une même précision en bases mixtes, comme
décrit par l’équation (5.11), la précision de c augmente, ne produisant ainsi pas d’erreur.
En revanche, la précision de la variable ψ décroît de 2 ·k ′2 bits à kb . L’erreur εψ survient,
telle que 2λψ ·5µψ ·ωψ = 2L ·5M · s ·
(
1+εψ
)
, et peut être bornée par∣∣ εψ ∣∣ ≤ 2Lshift−(2·k ′2−1) = 2−kb+1. (5.14)
On rappelle que l’exposant γ satisfait γ = λ+⌊µ · log2 (5)⌋+1 et la mantisse v se calcule
comme v = ⌊2−kb ·ω ·τ0 (µ)⌋. La table τ0 (µ) = ⌊5µ ·2−bµ·log2(5)c+kb−1⌋ est représentée par
un tableau de variables entières non signées de kb bits. Cela signifie que pour les valeurs
kb considérées, décrite dans le tableau 5.2, une valeur du tableau τ0
(
µ
)
est stockée soit sur
un entier non signé de 64 bits, soit sur deux entiers non signés de 128 bits.
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L’erreur relative se produisant lors du calcul de la table peut être bornée en remplaçant
la partie entière inférieure dans l’exposant de 2 par la variable δexpτ0 , avec −1 < δexpτ0 ≤
0, telle que
∣∣∣ ετ0(µ) ∣∣∣ ≤ (5µ ·2−µ·log2(5)−δexpτ0+kb−1)−1. Cela veut dire que 1 ≤ 2δexpτ0 < 2,
et donc
∣∣ ετ0(µ) ∣∣ ≤ (5µ ·5−µ2−δexpτ0+kb−1)−1. Au final, l’erreur relative associée au calcul de
la table τ0
(
µ
)
est bornée telle que ∣∣ ετ0(µ) ∣∣ ≤ 2−kb+1. (5.15)
Enfin, la dernière erreur survenant lors de la conversion est liée au calcul de la mantisse
binaire v . Cette erreur relative est la combinaison de l’erreur de troncature et de l’erreur
associée au calcul de la table τ0
(
µ
)
, de sorte que εv =
(
2−kb ·τ0
(
µ
) ·ω)−1, c’est-à-dire que
εv =
(
2−kb ·2kb−1 ·2kb−1)−1. Elle est bornée telle que
| εv | ≤ 2−kb+2. (5.16)
De façon pessimiste, l’erreur relative globale εTi FP survenant lors du calcul des deux va-
riables binaires T1 et T2 de précision kb bits est donc une combinaison de ces trois erreurs :
l’erreur de conversion εψ, l’erreur sur la table pré-calculée ετ0(µ) et l’erreur d’arrondi εv .
On a donc que 2γ · v = 2λ ·5µ ·ω · (1+εTi FP) avec (1+εTi FP)= (1+εv ) · (1+ετ0(µ)) · (1+εψ).
Une borne pessimiste sur l’erreur globale des entrées T1 et T2 de l’algorithme d’addition/-
soustraction far path est donc ∣∣ εTi FP ∣∣ ≤ 2−kb+3.5. (5.17)
5.3.2.4 Analyse d’erreur : addition/soustraction far path
Étant donné les entrées binaires T1 et T2, nous souhaitons borner l’erreur relative εφFP
telle que φ = (T1±T2)
(
1+εφFP
)
.
En premier lieu, l’algorithme teste si une absorption se produit. Dans ce cas, c’est-à-dire
si γ′1 ≥ γ′2+kb , la sortie est φ = 2γ
′
1 · v ′1 ·
(
1+εφFP
)
avec∣∣ εφFP ∣∣ ≤ 2−kb+1. (5.18)
Dans le cas où il n’y a pas d’absorption, c’est-à-dire si γ′1 < γ′2+kb , alors puisque
γ′1,γ
′
2 ∈ Z, on a γ′2 ≤ γ′1 ≤ γ′2 + kb − 1, soit 0 ≤ γ′1 −γ′2 ≤ kb − 1. Ainsi, on peut
déduire des bornes sur les variables V1 et V2 telles que définies dans l’algorithme 5.2, de
sorte que 2kb−1 ≤ V2 < 2kb et 2kb−1 ≤ V1 < 22·kb−1. Pour borner l’erreur relative
εφFP , nous voulons borner la variable V = V1±V2. Si c’est une addition, on peut borner
V tel que 2kb−1+2kb−1 ≤ V1+V2 < 22·kb−1+2kb , qui se simplifie de la façon suivante
2kb ≤ V1+V2 < 22·kb−1
(
1+2−kb+1) < 22·kb .
103
Chapitre 5 Vers l’arithmétique IEEE 754 en bases mixtes
Si on effectue une soustraction, alors la borne supérieure de v est facile à déterminer,
soit V1−V2 < 22·kb−1−2kb < 22·kb . La borne inférieure est un peu plus complexe à établir.
Remarquons d’abord que le résultat du test de rapport pour l’addition/soustraction far
path est
2 < 2
L ·5M · s
2Nc ·5Pc · tc
. (5.19)
Étant donné la définition des entrées T1 et T2 et de leurs bornes d’erreurs, T1 = 2γ1 · v1 =
2L ·5M · s · (1+εT1FP) and T2 = 2γ2 · v2 = 2Nc ·5Pc · tc · (1+εT2FP), avec ∣∣ εTi FP ∣∣ ≤ 2−kb+3.5, on
peut en déduire que
2 < 2
γ1−γ2 · v1 · (1+εT2FP )
v2 · (1+εT1FP )
⇒ 2 · 1+εT1FP
1+εT2FP
< V1
V2
. (5.20)
Pour parvenir à définir une borne inférieure pour le résultat de la soustraction, définis-
sons le lemme suivant.
Lemme 3. Soient ε1,ε2 ∈R bornés tel que | ε1 | ≤ ε¯ et | ε2 | ≤ ε¯, avec ε¯ ∈R+. Si ε¯ est bornée
par ε¯ ≤ 18 , alors on a ∣∣∣∣ 1+ε11+ε2 −1
∣∣∣∣ ≤ 21.20 · ε¯. (5.21)
Démonstration. Nous voulons borner
∣∣∣ 1+ε11+ε2 −1 ∣∣∣, en commençant d’abord par réécrire
cette quantité de la façon suivante :
1+ε1
1+ε2
−1 = (1+ε1)
(
1
1+ε2
−1
)
+ (1+ε1)−1,
= (1+ε1)
(
1
1+ε2
−1+ε2−ε2
)
+ε1,
= ε1−ε2 (1+ε1)+ (1+ε1)
(
1
1+ε2
−1+ε2
)
,
= ε1−ε2−ε1ε2+ (1+ε1)
(
1−1−ε2+ε2 (1+ε2)
1+ε2
)
,
1+ε1
1+ε2
−1 = ε1−ε2−ε1ε2+ε22
(
1+ε1
1+ε2
)
.
(5.22)
Ainsi, la valeur absolue est bornée telle que∣∣∣∣ 1+ε11+ε2 −1
∣∣∣∣ ≤ | ε1 |+ | ε2 |+ | ε1ε2 |+ε22 · ∣∣∣∣ 1+ε11+ε2
∣∣∣∣ . (5.23)
Nous supposons que ces variables sont bornées telles que | ε1 | ≤ ε¯ ≤ 18 et | ε2 | ≤ ε¯ ≤ 18 .
On peut donc borner la quantité suivante :∣∣∣∣ 1+ε11+ε2
∣∣∣∣ ≤
∣∣∣∣∣ 1+
1
8
1− 18
∣∣∣∣∣ = 97 . (5.24)
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On peut donc utiliser cette borne et remplacer les variables de l’équation (5.23) telles que∣∣∣∣ 1+ε11+ε2 −1
∣∣∣∣ ≤ 2ε¯+ ε¯2+ 97 ε¯2 = ε¯ ·
(
2+ ε¯+ 9
7
ε¯
)
,∣∣∣∣ 1+ε11+ε2 −1
∣∣∣∣ ≤ ε¯ ·(2+ 18 + 97 · 18
)
= 16
7
ε¯.
(5.25)
Au final, on a bien montré que
∣∣∣ 1+ε11+ε2 −1 ∣∣∣ ≤ 21.20 · ε¯.
Dans le cas de la soustraction, les erreurs relatives sur les entrées T1 et T2 sont bornées
telles que
∣∣ εTi FP ∣∣ ≤ 2−kb+3.5. Ainsi, d’après le lemme 3, étant donné ε¯ = 2−kb+3.5 ≤ 18
pour toutes les valeurs de kb , on a∣∣∣∣ 1+εT1FP1+εT2FP −1
∣∣∣∣ ≤ 21.2 ·2−kb+3.5 = 2−kb+4.7,
1−2−kb+4.7 ≤ 1+εT1FP
1+εT2FP
.
(5.26)
En injectant la borne décrite dans l’équation (5.26) dans l’équation (5.20), on trouve
que les variables V1 et V2 sont bornées par 2 · (1−2−kb+4.7)< V1V2 . Étant donné que V1−V2 =(
V1
V2
−1
)
V2, la borne inférieure de la soustraction est 2kb−1−24.7 < V1−V2.
On peut simplifier cette borne en remarquant que 2kb−1−24.7 = 2kb−2 · (2−2−kb+6.7).
Puisque 1 ≤ 2− 2−kb+6.7 pour toutes les valeurs de kb considérées, on peut borner
2kb−1 − 24.7 tel que 2kb−2 < 2kb−1 − 24.7, et on a donc 2kb−2 < V1 −V2. Au final, les
bornes de la soustraction far path sont 2kb−2 < V1−V2 < 22·kb .
Une fois le résultat de l’addition/soustraction borné, on peut facilement borner σV ,
représentant le nombre de zéros précédent les bits significatifs de V = V1±V2. Cette
valeur dépend donc de la borne minimale sur la taille de V , ainsi, on peut définir les bornes
de σV telles que 0 ≤ σV ≤ 2 ·kb − (kb −2) = kb +2.
La dernière étape de l’algorithme consiste à tronquer le résultat V pour déduire la
mantisse de la sortie φ = 2C · g . Cette opération est le calcul de la variable pi, telle que
pi = 2σV ·V bornée par 22·kb−1 ≤ pi < 22·kb . Finalement, on a g = ⌊2−kb ·pi⌋ =
2−kb ·pi · (1+εφFP). La borne d’erreur sur l’addition/soustraction far path est donc∣∣ εφFP ∣∣ ≤ 2−kb+1. (5.27)
5.3.3 Une élimination a lieu (near path)
Lorsque le test de rapport établit que le résultat de la soustraction des deux entrées
pourrait être à l’intérieur de l’intervalle
[ 1
2 ; 2
]
, alors le calcul de cette soustraction peut
être le sujet d’une élimination. On utilise donc l’algorithme de soustraction near path.
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Une solution pour effectuer cet algorithme de soustraction near path sur des variables
en bases mixtes est d’utiliser la même méthode que pour l’algorithme far path, et d’effectuer
la soustraction sur des opérandes à virgules flottantes binaires. Pour ce faire, nous devons
déterminer la précision nécessaire des entrées binaires pour calculer la soustraction near
path dans le pire cas d’élimination en évitant de perdre toute la précision de sortie.
5.3.3.1 Pire cas d’élimination
Le pire cas d’élimination se produit lorsque le résultat de la soustraction des entrées en
bases mixtes ψ et c telle que 2L ·5M · s−2Nc ·5Pc · tc est relativement petite, sans être zéro.
Ceci équivaut à dire que
2L ·5M · s ≈ 2Nc ·5Pc · t ,
s
t
≈ 2Nc−L ·5Pc−M , (5.28)
avec les mantisses t et s bornées telles que 2k
′
2−1 ≤ | t | < 2k ′2 et 22·k ′2−1 ≤ | s | < 22·k ′2 .
Définissons deux variables X et Y , telles que X = Nc −L et Y = Pc −M , X ,Y ∈ Z.
Étant donné la définition de X , Y , ainsi que les bornes sur les exposants M , L, Pc et Nc
donnés dans les équations (5.8) et (5.9), on peut définir des bornes sur X et Y . On se sert
de ces valeurs pour définir le pire cas d’élimination.
Lemme 4. Pour tous X ,Y ∈Z bornés tels que N min−Lmax ≤ X ≤ N max−Lmin et P min−
M max ≤ Y ≤ P max−M min, et étant donné s, t ∈Z bornés tels que 2k ′2−1 ≤ | t | < 2k ′2 et
22·k
′
2−1 ≤ | s | < 22·k ′2 , le pire cas d’élimination est borné tel que∣∣∣ s
t
−2X ·5Y
∣∣∣ ≥ η. (5.29)
Démonstration. Application de l’algorithme décrit dans [14].
Les valeurs de la borne sur le pire cas d’élimination η sont détaillées dans le tableau 5.3.
Elles ont été calculées à l’aide de l’outil Sollya [58] 1 en un temps raisonnable (environ 15
minutes pour un ensemble d’entrées et une sortie dans le format 64 bits, et 10 heures pour
le format 128 bits).
5.3.3.2 Conversion en binaire pour l’addition/soustraction far path
On peut ainsi déduire le nombre de bits de précision des mantisses des opérandes
binaires pour effectuer la soustraction near path avec au moins kb −4 bits de précision,
1. Le programme est disponible ici : https://hal.archives-ouvertes.fr/hal-01893801=
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binary64, decimal64 binary128, decimal128
η 2−177.61 2−355.07
précision kNP 256 448
bits de garde fNP 18 32
Tableau 5.3 – Pire cas d’élimination et soustraction near path
précision équivalente à l’addition/soustraction far path qui est jugée suffisante pour effec-
tuer l’arrondi final dans le format de sortie de précision kn . Nous devons donc représenter
ces mantisses avec une précision d’au moins
⌈− log2(η)⌉+kb −4 bits.
Nous souhaitons représenter ces mantisses sur des mots machine de 64 bits. Ainsi
cette représentation requiert plusieurs entiers non signés de 64 bits de façon à former des
entiers non signés de kNP bits, tel que kNP = 64 ·
⌈d− log2(η)e+kb−4
64
⌉
, dont les valeurs sont
décrites dans le tableau 5.3. Cette représentation surestime le nombre de bits nécessaires
pour effectuer la soustraction near path à la précision ciblée, de sorte qu’il reste fNP bits
“gratuits”, tel que fNP = 64−
(⌈− log2 (η)⌉+kb −4−64 · (kNP−1)).
En pratique, cela signifie que dans le cas d’un FMA en format 64 bits, la mantisse des
opérandes de la soustraction est représentée sur 256 bits, soit quatre entiers non signés de
64 bits, ce qui laisse 18 bits “gratuits” utilisés comme bits de garde. Dans le cas du format
128 bits, la mantisse est représentée sur 448 bits, soit sept mots de 64 bits, laissant 32 bits
supplémentaires, utilisés comme bits de garde.
Comme pour l’algorithme far path, les opérandes φ et c sont converties du format
unifié en bases mixtes vers un format binaire, cette fois de précision kNP bits. On souhaite
effectuer une seule conversion du format unifié en bases mixtes vers le format binaire. Pour
cela, nous harmonisons les formats en bases mixtes, en représentant c comme une variable
en bases mixtes de précision 2 ·k ′2 bits. Cela revient à adapter l’exposant et la mantisse de c
en augmentant sa précision, tels que, soient L′, M ′, s′ ∈Z on a
2L
′ ·5M ′ · s′, 22·k ′2−1 ≤ ∣∣ s′ ∣∣ ≤ 22·k ′2 −1,
N min−k ′2 ≤ L′ ≤ N max−k ′2,
M min ≤ M ′ ≤ M max.
(5.30)
On peut ensuite appliquer la conversion sur les variables c et ψ maintenant repré-
sentées à la même précision. Cette conversion s’effectue à partir d’une entrée en format
unifié en bases mixtes à la précision 2 · k ′2 vers le format binaire à la précision kNP. Le
nouvel exposant est Γ = L′+⌊M ′ log2 (5)⌋+2k ′2+1−kNP−σΓ, avec σΓ ∈N la constante
de normalisation de la mantisse telle que 0 ≤ σΓ ≤ 1. La nouvelle mantisse binaire est
w =
⌊
2−2·k
′
2 ·τ0−3
(
M ′
) · s⌋ ·2σΓ , étant donné la table τ0−3 (M) = ⌊5M ′ ·2kNP−1−bM ′·log2(5)c⌋.
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Cette variable binaire est bornée telle que
T = 2Γ ·w, 2kNP−1 ≤ |w | ≤ 2kNP −1,
Lmin ′+⌊M min log2 (5)⌋+2k ′2+1−kNP ≤ Γ ≤ Lmax ′+⌊M max log2 (5)⌋+2k ′2+2−kNP.
(5.31)
5.3.3.3 Algorithme de soustraction near path
L’application de cet algorithme de conversion sur ψ et c nous donne les deux variables
T1 = 2Γ1 ·w1 et T2 = 2Γ2 ·w2, définies comme dans l’équation (5.31). Ce sont les entrées
de l’algorithme 5.3 de soustraction near path.
Algorithme 5.3 : Addition/soustraction near path
Données : Ti = 2Γ ·w =
(
2L
′ ·5M ′ · s′
)
i
· (1+εTi NP), avec i = 2
Résultat : φ =
((
2L
′ ·5M ′ · s′
)
1
−
(
2L
′ ·5M ′ · s′
)
2
)(
1+εφNP
) = 2C · g
1 Ordonner T1 et T2 de sorte que Γ′1 ≥ Γ′2
2 z1 ← w ′1
3 z2 ←
⌊
2Γ
′
2−Γ′1 ·w ′2
⌋
. Alignement des opérandes
4 Ordonner z1 et z2 de sorte que z ′1 ≥ z ′2
5 d ← z ′1− z ′2
6 σd ← lzc (d)
7 g ← ⌊d ·2σd ·2(kNP−kb )⌋ .Mantisse g
8 C ← Γ′1−σd + (kNP−kb) . Exposant C
L’algorithme de soustraction near path est similaire à celui de l’addition/soustraction
far path. Comme ce dernier, la première étape de l’algorithme de soustraction near path
est d’ordonner les opérandes telles que Γ′1 > Γ′2. Il s’en distingue cependant en alignant
les opérandes non pas par rapport à la plus petite des deux opérandes en valeur absolue,
mais par rapport à la plus grande, de sorte que z2 =
⌊
2Γ
′
2−Γ′1 ·w ′2
⌋
. Cette opération produit
une erreur, mais, étant donné que la taille des opérandes dépend de la borne sur le pire
cas d’élimination, la précision de sortie de l’algorithme near path reste acceptable pour le
reste de l’algorithme de FMA, comme nous le verrons dans la section 5.3.3.5.
Les variables z1 et z2 sont ensuite ordonnées telles que z ′1 ≥ z ′2, et on effectue la
soustraction d = z ′1− z ′2. Comme dans l’algorithme far path, le résultat final dépendra
sur nombre de chiffres significatifs de d , estimé grâce à σd = lzc(d), le nombre de zéros
en tête des chiffres significatifs de d . Ainsi la mantisse est normalisée avec σd et rétablie
dans la précision de sortie telle que g = ⌊d ·2σd ·2(kNP−kb )⌋ et l’exposant est ajusté en
conséquence tel que C = Γ′1−σd + (kNP−kb).
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Le résultat de la soustraction near path prend une forme similaire au résultat de l’ad-
dition/soustraction far path défini dans l’équation (5.13), à l’exception des bornes de
l’exposant C , définies telles que, soient g ,C ∈Z on a
2C · g , 2kb−1 ≤ ∣∣ g ∣∣ ≤ 2kb −1,⌊
log2
(
2N
min
5P
min
t min
η
(
1−εφNP
)
g max
)⌋
≤ C ≤
⌊
log2
(
max
(∣∣cmax∣∣ , ∣∣ψmax∣∣) · (1+εφNP)
g min
)⌋
+1.
(5.32)
5.3.3.4 Analyse d’erreur : conversion en binaire pour la soustraction near path
La première erreur se produisant dans le cas de la soustraction near path est due à
la conversion des opérandes du format unifié en bases mixtes vers le format binaire en
précision kNP bits. Une seule conversion est effectuée pour les deux variables ψ et c, leurs
précisions sont donc d’abord unifiées. On augmente la précision de l’opérande c à la
précision de ψ, ce qui ne produit aucune erreur.
On rappelle que la mantisse est w =
⌊
2−2·k
′
2 ·τ0−3
(
M ′
) · s⌋ ·2σΓ , étant donné la table
τ0−3
(
M ′
) = ⌊5M ′ ·2kNP−1−bM ′·log2(5)c⌋. Cette table est une extension de la table τ0(µ) utilisée
précédemment dans l’algorithme far path, étendue à une précision de kNP bits. On peut
montrer qu’on a exactement τ0 (M) =
⌊
2kb−kNP ·τ0−3 (M)
⌋
. Ce résultat nous permet de
calculer et de stocker la table τ0−3(M) seulement, et l’adapter pour les calculs utilisant la
table τ0(µ). La table τ0−3(M) peut être représentée par quatre kb variables entières non
signées, chacune sur un ou deux mots de 64-bits. On peut borner l’erreur relative découlant
du calcul de cette table de sorte que∣∣ ετ0−3 ∣∣ ≤ 2−kNP+1. (5.33)
L’erreur relative globale de la conversion est notée εTi NP et définie telle que Ti =
2Γ ·w = 2L′ · 5M ′ · s · (1+εTi NP). Elle dépend de l’erreur relative de la table ετ0−3 , ainsi
que de l’erreur εw produite lors du calcul de la mantisse w . Cette erreur survient lors
de la multiplication de la mantisse s′ exacte et de la table τ0−3(M), elle est bornée par
| εw | ≤
(
2−2·k
′
2 ·2kNP−1 ·22·k ′2−1 ·1
)−1
, c’est-à-dire
| εw | ≤ 2−kNP+2. (5.34)
Au final, l’erreur relative de la conversion en binaire pour l’algorithme near path est
donc bornée par
(
1+2−kNP+1) · (1+2−kNP+2)−1, soit∣∣ εTi NP ∣∣ ≤ 2−kNP+3. (5.35)
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5.3.3.5 Analyse d’erreur : soustraction near path
Le calcul du résultat φ de la soustraction far path est sujet à des erreurs ; l’erreur globale
étant définie telle que φ= (T1−T2)(1+εφNP ). On cherche donc à déterminer une borne sur
l’erreur relative globale de la soustraction near path telle que, si 2L5M s−2Nc 5Pc tc 6= 0 :
2C · g = (2L5M s−2Nc 5Pc tc) · (1+εφNP) ,
2C · g = (2L5M s · (1+εV1NP )−2Nc 5Pc tc · (1+εV2NP )) · (1+εg ) , (5.36)
avec
(
1+εφNP
) = (1+ 2L5M s
2L5M s−2Nc 5Pc tc
εV1NP −
2Nc 5Pc tc
2L5M s−2Nc 5Pc tc
εV2NP
)(
1+εg
)
, (5.37)
où εg est l’erreur produite lors du calcul de la mantisse g et εVi NP sont les erreurs globales
se produisant lors des transformations des opérandes. Cette dernière erreur est donc une
combinaison de l’erreur de conversion, et l’erreur d’alignement des opérandes, telle que
εVi NP = (1+εTi NP ) · (1+εz2 )−1.
La première erreur se produisant dans l’algorithme near path a lieu lors de la normali-
sation de la plus petite des deux opérandes en valeur absolue et de son alignement avec
l’autre opérande, telle que z2 =
(
2Γ
′
2−Γ′1 ·w ′2
)
· (1+εz2). Comme nous sommes dans le cas
de la soustraction near path, le test de rapport assure que
1
2
≤ 2
L5M s
2Nc 5Pc tc
≤ 2 ⇒ 1
2
· 1+εT1NP
1+εT2NP
· w2
w1
≤ 2Γ1−Γ2 ≤ 2 · 1+εT1NP
1+εT2NP
· w2
w1
. (5.38)
D’après la définition de la borne d’erreur de εTi NP donnée dans l’équation (5.35), on
a que 12 <
1+εT1NP
1+εT2NP < 2, et d’après la définitions des bornes de la mantisse w détaillée
équation (5.31), on a que 12 < w2w1 < 2. On peut ainsi affiner les bornes de l’équation (5.38)
telles que 18 < 2Γ1−Γ2 < 8, c’est-à-dire que 0 ≤ | Γ1−Γ2 | ≤
⌊
log2 (8)
⌋− 1 = 2.
Comment Γ1 et Γ′2 sont ordonnés tels que Γ
′
1 ≥ Γ′2, on a que −2 ≤ Γ′2−Γ′1 ≤ 0. D’après
les bornes de la mantisse w , qui sont 2kNP−1 ≤ |w | < 2kNP , on peut borner z2 tel que
2kNP−3 ≤ 2Γ′2−Γ′1 ·w ′2. Ainsi, la borne d’erreur sur la normalisation est∣∣ εz2 ∣∣ ≤ 2−kNP+3. (5.39)
On combine cette borne d’erreur avec l’erreur de conversion du format en bases mixtes
vers le format binaire pour intégrer toutes les erreurs ayant lieu jusqu’à ce point. L’erreur
relative combinée, notée εVi NP définie plus haut, est bornée telle que∣∣ εVi NP ∣∣ ≤ 2−kNP+5. (5.40)
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D’après l’équation (5.29) du lemme 4, si on a 2L5M s 6= 0 et 2L5M s−2Nc 5Pc tc 6= 0,
alors on peut écrire que
∣∣∣∣2L5M s−2Nc 5Pc tc2L5M s
∣∣∣∣ ≥ η, ⇒

∣∣∣∣ 2L5M s2L5M s−2Nc 5Pc tc
∣∣∣∣ ≤ 1η ,∣∣∣∣ 2Nc 5Pc tc2L5M s−2Nc 5Pc tc
∣∣∣∣ ≤ 1η +1.
(5.41)
En utilisant ces valeurs pour borner l’erreur εφNP comme décrite dans l’équation (5.37), on
a que ∣∣ εφNP ∣∣ ≤ (1+ 1η ·εV1NP +
(
1
η
+1
)
·εV2NP
)
· (1+εg )−1. (5.42)
En remplaçant l’erreur combinée de conversion et d’alignement εVi NP par sa borne donnée
équation (5.40), on peut donc dire que 1η · εV1NP ≤ 2
−kNP+5
η . De plus en remarquant que,
pour les valeurs de η considérées, on a 1η +1 ≤ 1η ·20.01, on peut dire de la même façon
que
(
1
η +1
)
·εV2NP ≤ 2
−kNP+5·20.01
η . Ceci signifie que, pour toutes les valeurs de η, kNP et kb
considérées, on obtient(
1+ 1
η
·εV1NP +
(
1
η
+1
)
·εV2NP
)
−1 ≤ 2
−2kNP+10.01
η
≤ 2−kb−8. (5.43)
L’erreur relative sur le calcul de la mantisse g vient de l’arrondi du résultat intermédiaire
plus précis à la précision kb de sortie de g , de sorte que g =
(
d ·2σd ·2kb−kNP) · (1+εg ),
avec 2kNP−1 ≤ d ·2σd ≤ 2kNP −1. Ainsi la borne sur l’erreur εg est définie telle que
∣∣ εg ∣∣ ≤ (2kNP−1 ·2kb−kNP)−1 = 2−kb+1. (5.44)
Au final, on peut borner l’erreur relative globale de l’algorithme near path, dont la
borne est formellement définie dans l’équation (5.42), telle que, pour toutes les valeurs de
η, kNP et kb considérées, on a∣∣ εφNP ∣∣ ≤ (1+2−kb−8) · (1+2−kb+1)−1 ≤ 2−kb+1.01. (5.45)
5.3.4 Test d’arrondi et phase de récupération
Une fois les opérations de multiplication et d’addition ou soustraction effectuées grâce
aux algorithmes rapides mais inexacts, on peut tenter de convertir le résultat dans la base
de sortie à la précision kn . On effectue ensuite un test d’arrondi pour vérifier si le résultat
obtenu se trouve bien du bon côté de la frontière d’arrondi f . Si ce n’est pas le cas, on
effectue une phase de récupération pour corriger l’arrondi du résultat.
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5.3.4.1 Conversion dans la base de sortie
Le résultat des opérations précédentes est un nombre à virgule flottante en format
binaire à la précision kb bits tel que
2C · g , 2kb−1 ≤ ∣∣ g ∣∣ ≤ 2kb −1,
min
(
C minFP , C
min
NP
) ≤ C ≤ max(C maxFP , C maxNP ) . (5.46)
Si le format de sortie souhaité est un format binaire, on peut passer directement à l’étape
suivante du test d’arrondi.
Sinon, le format de sortie souhaité est décimal de précision k10, nous devons convertir
la variable binaire avant d’effectuer le test d’arrondi telle que, soient H , q ∈Z on a
10H ·2−kb+k ′2−1 ·q, 10k10−1 ·2kb−k ′2+1 ≤ q ≤
(
10k10 −1
)
·2kb−k ′2+1 < 2kb −1,⌊
log10 (2)
(
C min+kb −1
)⌋−k10+1 ≤ H ≤ ⌊log10 (2)(C max+kb −1)⌋−k10+2. (5.47)
La mantisse est bornée par le produit d’une quantité décimale et une autre binaire. Cette
représentation permet de distinguer la partie décimale à la précision k10 qui est la précision
du format de sortie du FMA, et les bits de précision supplémentaire kb−k ′2+1 pour effectuer
l’arrondi à la précision finale, où k ′2 est la précision nécessaire pour représenter les points
milieu des formats binaires et décimaux, et kb est la précision binaire légèrement plus
grande choisie pour effectuer les calculs d’addition et soustraction. Cela permet de fournir
en entrée du test d’arrondi soit une variable binaire de précision kb , soit une variable
décimale de précision similaire, tout en facilitant les calculs suivants.
On calcule d’abord l’exposant H = ⌊log10 (2C · g )⌋−k10+1. On peut effectuer ce calcul
de sorte que, soit µ
(
C , g
) ∈N un entier borné, on a
H = ⌊(C +kb −1) · log10 (2)⌋−k10+1+µ(C , g ) ,
µ
(
C , g
) = ⌊C · log10 (2)+ log10 (g )−⌊(C +kb −1) · log10 (2)⌋⌋ . (5.48)
Ceci nous permet d’utiliser la même méthode de calcul pour estimer
⌊
(C +kb −1) · log10 (2)
⌋
que dans la section 5.3.1. Dans ce cas, on peut calculer cette quantité exactement telle que⌊
A ·⌊log10 (2) ·2ξ⌋ ·2−ξ⌋, avec A borné et une valeur minimum ξ= ξmin pour laquelle on n’a
pas de dépassement de capacité. Dans le cas des formats de 128 bits, on estime, grâce à la
même méthode que celle utilisée dans la section 5.3.1, qu’une variable entière signée d’au
moins 49 bits est nécessaire pour calculer exactement A · ⌊log2 (5) ·2ξ⌋. Les calculs sont
donc effectués sur des entiers signés de 64 bits, et le résultat exact est renvoyé sur un entier
signé de 32 bits.
On souhaite ensuite déterminer µ(C , g ). Commençons d’abord par le borner, en re-
marquant que
⌊
(C +kb −1) · log10 (2)
⌋ = C · log10 (2)+ (kb −1) · log10 (2)+δ avec δ borné
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tel que −1 < δ ≤ 0. Ainsi, on peut écrire que µ(C , g ) = ⌊log10 (g )− (log10 (2kb−1)+δ)⌋.
D’après la définition des bornes de g , on sait que log10
(
2kb−1
) ≤ log10 (g ), c’est-à-dire
que log10
(
2kb−1
) ≤ log10 (g )+1, et on peut donc déterminer la borne inférieure telle que
0 ≤ ⌊log10 (g )+1− log10 (2kb−1)⌋.
Pour la borne supérieure, on peut remarquer, de façon similaire en observant les
bornes de g que log10
(
g
)−log10 (2kb−1) ≤ log10 (2kb −1)−log10 (2kb−1) = log10 (2− 12kb−1 ).
Comme 1 < 2− 1
2kb−1
< 2, alors 0 ≤ log10
(
2− 1
2kb−1
)
≤ 1. Ainsi, la borne supérieure est⌊
log10
(
2− 1
2kb−1
)
+1
⌋
≤ 1.
Au final, 0 ≤ µ(C , g ) ≤ 1. Ceci implique que µ(C , g ) ∈ {0,1}. Pour déterminer µ(C , g ),
on peut observer qu’il s’agit en réalité d’une fonction croissante en g , c’est-à-dire qu’étant
donné C , il existe un g∗(C ) ∈Z tel que 2kb−1 ≤ g∗(C ) < 2kb , pour lequel on a
µ(C , g )=
0 si g ≤ g∗(C ),1 si g > g∗(C ). (5.49)
Un tel g∗(C ) est pré-calculé comme un tableau d’entiers non signés de kb bits, en satisfai-
sant l’équation g∗(C ) =
⌈
10b(C+kb−1)·log10(2)c−C ·log10(2)+1
⌉
. On peut donc calculer l’exposant
H avec des estimations correctes de la partie entière du logarithme en base 10 et un test
avec une variable pré-calculée présente dans un tableau.
Une fois l’exposant H déterminé, on souhaite calculer la mantisse q ′ = 2−kb+k ′2−1 · q .
L’idée est d’approcher la mantisse q ′ telle que
10H ·2kb−k ′2+1 ·q ′ = 2C · g · (1+εq ′). (5.50)
Posons la table pré-calculée t (H) telle que t (H) =
⌊
10−H ·2bH ·log2(10)c+2kb−1
⌋
. Pour
borner les valeurs de ce tableau, on peut remarquer que 10−H ·2bH ·log2(10)c+2kb−1 = 10−H ·
2H ·log2(10)+δ+2kb−1 avec−1 < δ ≤ 0, soit 2−1 < 2δ ≤ 1. Ainsi t (H) = ⌊2δ+2kb−1⌋, ce qui
implique que 22kb−2 ≤ t (H) ≤ 22kb−1. Les valeurs de cette table sont donc représentées
dans un tableau par plusieurs entiers non signés de 64 bits de sorte à former des variables
de 2kb −1 bits. On peut donc directement estimer l’erreur sur le calcul de cette table, telle
que t (H) = 10−H ·2bH ·log2(10)c+2kb−1 · (1+εt (H)), avec∣∣ εt (H) ∣∣ ≤ 2−2kb+2. (5.51)
La seconde étape pour calculer la mantisse q ′ consiste à étudier le produit t (H) · g . On
remarque que t (H) · g = 10−H 2C g · (1+εt (H)) ·2bH ·log2(10)c+2kb−C . Étudions l’exposant du
113
Chapitre 5 Vers l’arithmétique IEEE 754 en bases mixtes
dernier membre de cette équation, que l’on note α (H ,C ) ∈Z. On a donc que
α (H ,C ) = ⌊H · log2 (10)⌋+2kb −C ,
= ⌊(⌊log10 (2C · g )⌋−k10+1) · log2 (10)⌋+2kb −C ,
= (log10 (2C · g )+δ1−k10+1) · log2 (10)+δ2+2kb −C ,
= C + l og2
(
g
)+δ1 · log2 (10)+ (−k10+1) · log2 (10)+δ2+2kb −C ,
α (H ,C ) = log2
(
g
)+δ1 · log2 (10)+ (−k10+1) · log2 (10)+δ2+2kb ,
(5.52)
avec −1 < δ1 ≤ 0 et −1 < δ2 ≤ 0. Ainsi, en prenant en compte les bornes de g
rappelées dans l’équation (5.46), on peut borner α (H ,C ) tel que
3kb −3− log2 (10)+ (−k10+1) · log2 (10) < α (H ,C ) < 3kb −1+ (−k10+1) · log2 (10) ,
αmin =
⌈
3kb −3−k10 · log2 (10)
⌉ ≤ α (H ,C ) ≤ ⌊3kb −1+ (−k10+1) · log2 (10)⌋ .
(5.53)
Pour évaluer α (H ,C ), on effectue la même opération que dans la section 5.3.1 pour déter-
miner le nombre de bits nécessaires au calcul de
⌊
H · log2 (10)
⌋
. On peut ensuite stocker
cette valeur sur un entier signé de 32 bits.
On définit α′ (H ,C ) ∈Z tel que α′ (H ,C ) = α (H ,C )−αmin. On se sert de cette quantité
pour le calcul de la mantisse q ′ puis on développe ce résultat selon les définitions de t (H)·g
et α′ (H ,C ) de sorte que
q ′ =
⌊
2−kb+2
⌊
2−α
′(H ,C )
⌊
2−kb · t (H) · g
⌋
1
⌋
2
⌋
3
,
q ′ = (10−H 2C g · (1+εt (H)))(2−kb+22−α′(H ,C )2−kb 2α(H ,C )) (1+ε1) (1+ε2) (1+ε3) , (5.54)
avec εi les erreurs associées aux parties entières numérotées dans l’équation du dessus.
On peut simplifier l’exposant −kb +2−α′ (H ,C )−kb +α (H ,C ) en remplaçant α′ (H ,C )
par αmin de sorte que −kb +2−α′ (H ,C )−kb +α (H ,C ) = −2kb +2+αmin. On sait que
αmin =
⌈
3kb −3−k10 · log2 (10)
⌉ = 3kb − 3+ ⌈−k10 · log2 (10)⌉. Une définition de k ′2
est donnée dans la section 5.2.1, on peut montrer que k ′2 − 2 =
⌊
log2
(
10k10
)⌋
, ainsi⌈−k10 · log2 (10)⌉ = −k ′2+1. Ceci implique que l’exposant se simplifie de nouveau, tel
qu’au final, on a−kb+2−α′ (H ,C )−kb+α (H ,C ) = −2kb+2+3kb−3−k ′2+2 = kb−k ′2+1.
Ainsi
q ′ = (10−H 2C g )(2kb−k ′2+1)(1+εt (H)) (1+ε1) (1+ε2) (1+ε3) ,
q ′ = q
(
2kb−k
′
2+1
)(
1+εt (H)
)
(1+ε1) (1+ε2) (1+ε3) ,
(5.55)
et on retrouve bien les termes de l’équation (5.50), avec l’erreur relative sur le calcul de
la mantisse q ′ telle que
(
1+εt (H)
) = (1+εt (H)) (1+ε1) (1+ε2) (1+ε3)−1. On cherche à
borner ces erreurs.
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On rappelle d’abord les bornes de t (H), qui sont 22kb−2 ≤ t (H) ≤ 22kb−1 et étant
donné les bornes sur g , on peut borner t (H) · g tel que 23kb−3 ≤ t (H) · g < 23kb−1. Ainsi,
les bornes de 2−kb ·t (H)·g sont 22kb−3 ≤ 2−kb ·t (H)·g < 22kb−1, et on peut borner l’erreur
ε1 telle que
⌊
2−kb · t (H) · g⌋1 = 2−kb · t (H) · g · (1+ε1) avec
| ε1 | ≤ 2−2kb+3. (5.56)
Pour borner l’erreur ε2 de la seconde partie entière inférieure, il faut borner l’exposant
α′ (H ,C ). On sait que α′ (H ,C )=α (H ,C )−αmin, avec les bornes de α (H ,C ) détaillées dans
l’équation (5.53). Ainsi, on détermine facilement que 0 ≤ α′ (H ,C ). La borne supérieure
est égale à
α′ (H ,C ) ≤ ⌊3kb −1+ (−k10+1) · log2 (10)⌋−⌈3kb −3−k10 · log2 (10)⌉
α′ (H ,C ) ≤ 2+⌊−k10 · log2 (10)⌋+⌊log2 (10)⌋+1−⌈−k10 · log2 (10)⌉ (5.57)
car d’après la définition de la partie entière inférieure,
⌊
x+ y⌋ ≤ bxc+ ⌊y⌋+1. De plus,
sachant que bxc−dxe+1 = 0 pour x ∉Z, alors ⌊−k10 · log2 (10)⌋+1−⌈−k10 · log2 (10)⌉ = 0
pour k10 · log2 (10) ∉ Z. Comme
⌊
log2 (10)
⌋ = 3 on peut borner α′ (H ,C ) tel que 0 ≤
α′ (H ,C ) ≤ 5. Ainsi, la seconde partie entière inférieure est bornée telle que 22kb−8 ≤⌊
2−α
′(H ,C ) ⌊2−kb · t (H) · g⌋1⌋2 ≤ 22kb−3. Finalement, l’erreur ε2 telle que 2−α′(H ,C ) ⌊2−kb · t (H) · g⌋1·
(1+ε2) est bornée comme
| ε2 | ≤ 2−2kb+8. (5.58)
La dernière borne ε3 du calcul de q ′ tel que défini dans l’équation (5.54) se détermine
simplement, la dernière multiplication étant une multiplication par 2−kb+2. Ainsi, q ′ est
borné tel que 2kb−6 ≤ q ′ ≤ 2kb−1. Ainsi, la borne de l’erreur ε3 est définie telle que
| ε3 | ≤ 2−kb+6. (5.59)
L’erreur relative totale du calcul de q ′ = (10−H 2C g )(2kb−k ′2+1)(1+ερD ) combine ces
quatre erreurs de sorte que ερD =
(
1+εt (H)
)
(1+ε1) (1+ε2) (1+ε3)−1. D’après les bornes
sur toutes ces erreurs, on peut borner ερD dans un premier temps telle que
∣∣ ερD ∣∣ ≤
2−kb+6.5. On cherche à affiner cette erreur, en remarquant que lorsqu’on remplace H par sa
définition dans l’expression de q ′, on a
q ′ =
(
10−(blog10(2C g)c−k10+1)2C g
)(
2kb−k
′
2+1
)(
1+ερD
)
=
(
10−(log10(2
C g)+δ−k10+1)2C g
)(
2kb−k
′
2+1
)(
1+ερD
)
q ′ = 10−δ+k10−12kb−k ′2+1 (1+ερD ) ,
(5.60)
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avec −1 < δ ≤ 0. D’où 10k10−1 ≤ 10−δ+k10−1 < 10k10 . On trouve donc de nouvelles
bornes pour q ′, telles que
10k10−12kb−k
′
2+1 (1−ερD ) ≤ q ′ < 10k10 2kb−k ′2+1 (1+ερD )⌈
10k10−12kb−k
′
2+1
(
1−2−kb+6.5
)⌉
≤ q ′ ≤
⌊
10k10 2kb−k
′
2+1
(
1+2−kb+6.5
)⌋ (5.61)
Au final, on a que, pour toutes les valeurs de kb ,k
′
2 et k10 concernées, q
′ est borné tel
que 2+kb−4.18 ≤ q ′ ≤ 2−kb −1. Ainsi, la borne sur l’erreur de la conversion vers le format
décimal de sortie est ∣∣ ερD ∣∣ ≤ 2−kb+4.18. (5.62)
5.3.4.2 Test d’arrondi
Le but de ce test est de déterminer si la sortie de précision kb bits de l’algorithme
d’addition/soustraction peut être arrondie en un nombre à virgule flottante binaire, resp.
décimal, de précision kn quel que soit son signe ou son mode d’arrondi.
Dans le cas binaire, on a comme entrée de ce test 2C · g = (ψ± c)(1+ε∗B ), avec la
mantisse g bornée tel que 2kb−1 ≤ g ≤ 2kb −1, et ε∗B l’erreur relative globale combinant
toutes les erreurs précédentes, telle que∣∣ ε∗B ∣∣ ≤ 2−kb+4.63. (5.63)
Le test d’arrondi revient à calculer statiquement la “borne magique” βB , telle que
βB =
⌊(
2kb · ε
∗
B
1+ε∗B
)⌋
, (5.64)
et tester si
∣∣∣ g −⌊2k ′2−kb−1 · g⌉2kb−k ′2+1 ∣∣∣ ≥ βB . Si cette condition n’est pas vérifiée, arrondir
le résultat vers un nombre binaire à virgule flottante de précision k2 bits n’est pas possible.
Cependant, nous pouvons calculer f2, la borne d’arrondi binaire la plus proche de 2C · g ,
telle que
2F T2 ·5F F2 · f2 = 2C ·2kb−k
′
2+1 · 1
2
· f2, 2k
′
2−1 ≤ f2 ≤ 2k
′
2 −1,
C min+kb −k ′2 ≤ F T2 ≤ C max+kb −k ′2, F F2 = 0.
(5.65)
Cette borne d’arrondi sera utilisée dans l’étape suivante, la phase de récupération.
Dans le cas où le format de sortie est décimal, on a en entrée du test d’arrondi 2H ·
2k
′
2−kb−1 · q = (ψ± c)(1+ε∗D), avec 10k10−1 · 2kb−k ′2+1 ≤ |q | ≤ (10k10 − 1) · 2kb−k ′2+1, et ε∗D
l’erreur relative globale combinant toutes les erreurs relatives précédentes, telle que∣∣ ε∗D ∣∣ ≤ 2−kb+5.42. (5.66)
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Le test d’arrondi revient à calculer la “borne magique” βD , telle que
βD =
⌊(
10k10 −1
)
·2kb−k ′2 · ε
∗
D
1+ε∗D
⌋
, (5.67)
et tester si
∣∣∣ q −⌊2kb−k ′2 ·q⌉2kb−k ′2 ∣∣∣ ≥ βD . Si cette condition est satisfaite, l’arrondi fi-
nal vers un nombre décimal à virgule flottante de précision k10 chiffres significatifs est
impossible. On peut cependant calculer f10 la borne d’arrondi binaire la plus proche de
10H ·2−kb+k ′2−1 ·q telle que
2F T10 ·5F F10 · f10 = 10H ·2−kb+k
′
2−1 ·2kb−k ′2+1 · 1
2
· f10, 2 ·10k10−1 ≤ f10 ≤ 2 · (10k10 −1).
H min−1 ≤ F T10 ≤ H max−1, H min ≤ F F10 ≤ H max.
(5.68)
Cette borne d’arrondi sera utilisée dans l’étape suivante, la phase de récupération.
5.3.4.3 Phase de récupération
On cherche à arrondir le résultat de notre algorithme de FMA, donné en format binaire
ou décimal approchant le résultat exact x tel que 2C ·g = x (1+ε∗B ) avec ∣∣ ε∗B ∣∣ ≤ 2−kb+4.63
en binaire. On connaît les bornes de l’exposant C à la fin de tous les calculs, telle que
décrite dans l’équation (5.46). Les problèmes d’arrondi que l’on souhaite aborder après
ce test d’arrondi ne concernent qu’une petite partie des exposants représentables dans
cet intervalle. En effet, à partir d’un certain exposant, on peut affirmer avec certitude
que la valeur calculée ne sera pas représentable dans le format de sortie, à cause d’un
dépassement de capacité.
Nous souhaitons donc réduire l’intervalle C sur lequel nous allons travailler pour fournir
l’arrondi correct lors de cette phase de récupération. La conversion produit un overflow
si x ≥ 2E max+1, c’est-à-dire 2C · g ≥ 2E max+1 (1+ε∗B ), et enfin C ≥ ⌊log2 (2Emax+1(1+ε∗B )2kb−1
)⌋
.
De la même façon, un underflow se produit lorsque x ≤ 2E min−k2−1, ce qui implique que
2C · g ≤ 2E min−k2−1 (1−ε∗B ), et enfin C ≤ ⌈log2 (2Emin−k2−1(1−ε∗B )2kb−1
)⌉
. Le nouvel intervalle de
définition de C est donc⌈
log2
(
2E
min−k2−1 (1−ε∗B )
2kb −1
)⌉
≤ C ≤
⌊
log2
(
2E
max+1 (1+ε∗B )
2kb−1
)⌋
(5.69)
Respectivement, le résultat décimal calculé est 10H ·2−kb+k ′2−1 · q = x (1+ε∗D) avec∣∣ ε∗D ∣∣ ≤ 2−kb+5.42. L’intervalle de représentation de H est soumis aux mêmes contraintes
d’overflow et d’underflow que l’arrondi dans un format à virgule flottante binaire. De façon
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similaire, on peut borner H tel que⌈
log10
(
10F
min−k10−1 (1−ε∗D)
10k10 −1
)⌉
≤ H ≤
⌊
log10
(
10F
max+1 · 14 ·
(
1+ε∗D
)
10k10−1
)⌋
(5.70)
Si le test d’arrondi indique que l’arrondi final est impossible avec les résultats à la
précision kb , alors ce résultat est trop proche d’une frontière d’arrondi fn . Ceci implique
qu’il est impossible de décider vers lequel des nombres à virgule flottante les plus proches
ce résultat doit être arrondi. On possède cependant une information sur cette frontière
d’arrondi f aux bornes harmonisées telles que 2k
′
2−5 < f < 2k ′2 − 1, et les expo-
sants F T et F F bornés tels que min
(
F T min2 , F T
min
10
) ≤ F T ≤ max(F T max2 , F T max10 )
et min
(
F F min2 , F F
min
10
) ≤ F F ≤ max(F F max2 , F F max10 ). Il est donc inutile de recalculer le
FMA entièrement, on peut donc simplement calculer le signe de
αn = (−1)sψ ·2L ·5M · s+ (−1)sc ·2Nc ·5Pc · tc −2F T ·5F F · f . (5.71)
Le signe de cette quantité peut être calculé comme le signe d’une quantité calculée sur
Z sur un nombre de bits prédéfini. Il suffit de définir les deux variables suivantes
Z T =min(Lmin, N minc ,F T min), Z F =min(P minc , M min,F F min). (5.72)
On peut ensuite normaliser le résultat de α sur Z à l’aide de ces variables, tel que
α′n = (−1)sψ ·2L−Z T 5M−Z F s+ (−1)sc ·2Nc−Z T 5Pc−Z F tc −2F T−Z T 5F F−Z F fn (5.73)
dont les exposants sont bornés tels que
0 ≤ L−Z T ≤ Lmax−Z T , 0 ≤ M −Z F ≤ M max−Z F ,
0 ≤ Nc −Z T ≤ N maxc −Z T , 0 ≤ Pc −Z F ≤ P maxc −Z F ,
0 ≤ F T −Z T ≤ F T max−Z T , 0 ≤ F F −Z F ≤ F F max−Z F .
(5.74)
Les bornes de ces exposants peuvent de nouveau être affinées. Ceci est important pour
que l’étape de récupération consomme le moins de ressources possibles, en temps et en
espace mémoire. On peut définir f dans les deux bases tel que
f = ⌊2−F T 5−F F · ((−1)sψ ·2L5M s+ (−1)sc ·2Nc 5Pc tc)⌉ ,
f −δ = 2−F T 5−F F ((−1)sψ ·2L5M s+ (−1)sc ·2Nc 5Pc tc) ,
f · (1+ε f ) = 2−F T 5−F F ((−1)sψ ·2L5M s+ (−1)sc ·2Nc 5Pc tc) ,
(5.75)
avec−12 ≤ δ ≤ 12 et ε f = − δf . On peut donc borner ε f tel que−12 · 12k′2−5 ≤ −
δ
f ≤ 12 · 12k′2 ,
soit 2−k
′
2+4 ≤ ε f ≤ 2−k ′2−1, ce qui implique que
∣∣ ε f ∣∣ ≤ 2−k ′2+4.
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On sait, d’après le lemme 5.29 que
∣∣∣ 1− 2Nc 5Pc tc2L 5M s ∣∣∣ ≥ η, ce qui peut être transformé en
2L−F T 5M−F F s−2Nc−F T 5Pc−F F tc ≥ η ·2L−F T 5M−F F s. Étant donné les bornes de f , ε f et s,
on en déduit les bornes de 2L−F T 5M−F F telles que
zψ =
2k
′
2−5
(
1−2−k ′2+4
)
22·k ′2
≤ 2L−F T 5M−F F ≤ 1
η
·
2k
′
2
(
1+2−k ′2+4
)
22·k ′2−1
= z¯ψ. (5.76)
Ainsi, on peut définir les nouvelles bornes de L et M , telles que⌈
log5
(
zψ ·2F T
min−Lmin
)
+F F min
⌉
≤ M ≤
⌊
log5
(
z¯ψ ·2F T
max−Lmax
)
+F F max
⌋
,⌈
log2
(
zψ ·5F T
min−M min
)
+F F min
⌉
≤ L ≤
⌊
log2
(
z¯ψ ·2F T
max−M max
)
+F F max
⌋
.
(5.77)
Boucler sur ces équations permet d’obtenir des bornes plus fines pour L et M , qui se
stabilisent à un certain moment. On peut ainsi utiliser ces bornes pour la suite de la phase
de récupération.
De la même façon, on peut déduire du lemme 5.29 que
∣∣∣ 1− 2L 5M s2Nc 5Pc tc ∣∣∣ ≥ η 1η−1 , et on se
sert de cette équation pour retrouver les bornes de P et N . Étant donné les bornes de f , ε f
et t , on en déduit les bornes de 2Nc−F T 5Pc−F F telles que
zc =
2k
′
2−5
(
1−2−k ′2+4
)
2k
′
2
≤ 2Nc−F T 5Pc−F F ≤ η−1
η
·
2k
′
2
(
1+2−k ′2+4
)
2k
′
2−1
= z¯c . (5.78)
Ainsi, on peut déduire les nouvelles bornes de Nc et Pc de façon similaire, telles que⌈
log5
(
zc ·2F T
min−N minc
)
+F F min
⌉
≤ Pc ≤
⌊
log5
(
z¯c ·2F T
max−N maxc
)
+F F max
⌋
,⌈
log2
(
zc ·5F T
min−P minc
)
+F F min
⌉
≤ L ≤
⌊
log2
(
z¯c ·2F T
max−P maxc
)
+F F max
⌋
.
(5.79)
Étant donné ces bornes, on sait que nous allons devoir calculer des puissances de
5 positives ou nulles, soit 5D , avec 0 ≤ D ≤ max(F F −Z F , M −Z F ,Pc −Z F ). De plus,
nous savons que 5D tient sur
⌈
log2
(
5D
max)⌉
bits, donc DW mots de 64 bits. Ces valeurs sont
décrites selon le format de sortie visé dans le tableau 5.4
On peut donc calculer exactement α′ ∈ Z dans un accumulateur alloué statique-
ment, dont on peut déterminer la taille. Ainsi on borne d’abord la taille de 2L · 5M · s
telle que i1 =
⌈
log2
(
2L
max
5M
max
smax
)⌉
. De même i2 =
⌈
log2
(
2N
max
c 5P
max
c t maxc
)⌉
et enfin
i3 =
⌈
log2
(
2F T
max
5F F
max
f max
)⌉
. On a donc que la taille maximale de l’accumulateur néces-
saire pour calculer exactement α′ ∈Z, telle que AC max = max(i1, i2, i3)+2, et le nombre
de mots machine de 64 bits nécessaires pour représenter le résultat est ACW .
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binary64, decimal64 binary128, decimal128
Dmax (bits) 1823 28614
DW (mots machine) 29 448
AC max (bits) 4220 62092
ACW (mots machine) 66 971
bits de garde 4 52
Tableau 5.4 – Tailles binaires de l’accumulateur
Une fois α′ ∈Z calculé, on peut alors déterminer le signe de α. Il y a trois cas : si α = 0
alors le résultat est exactement la borne d’arrondi f , et sera arrondi correctement dans
le format de sortie par notre algorithme d’arrondi final selon le mode d’arrondi courant.
Si α < 0, alors le résultat est en dessous de la borne d’arrondi f et sera arrondi vers le
nombre à virgule flottante inférieur le plus proche dans le format de sortie. Par analogie,
si α > 0 alors le résultat sera arrondi vers le nombre à virgule flottante supérieur le plus
proche dans le format de sortie.
Calculer cette phase de récupération est ainsi très coûteuse, mais par chance, cette
partie de l’algorithme de FMA est peu utilisée. Elle est appelée uniquement lorsque les
additions/soustractions far path et near path ne parviennent pas à calculer un résultat
suffisamment précis pour l’arrondi final. Les opérations coûteuses sont les multiplications
par une puissance de cinq, qui est représentée par un grand nombre de mots de 64 bits
stockés dans un tableau, et une mantisse, qui est un nombre relativement petit par rap-
port à cette première opérande. Ainsi, fort heureusement, toutes les multiplications sont
rectangulaires, c’est-à-dire qu’on multiplie un nombre avec un autre relativement petit en
comparaison. Cela signifie qu’il est possible d’effectuer ces multiplications sans allocation
de mémoire dynamique, ce qui sera toujours plus rapide que n’importe quel algorithme
optimisé pour la multi-précision.
5.3.4.4 Arrondi final dans le format de sortie
L’arrondi final dans le format de sortie choisi, binary64, binary128, decimal64 ou deci-
mal128, prend en entrée soit (−1)s ·2C · g , 2kb−1 ≤ g < 2kb , soit (−1)s ·10H ·2−kb+k ′2−1 ·q ,
10k10−1 ·2kb−k ′2+1 ≤ g < 10k10 ·2kb−k ′2+1, et les arrondis vers un nombre à virgule flot-
tante respectivement binaire ou décimal, étant donné le mode d’arrondi IEEE 754 courant.
L’arrondi binaire est effectué avec l’arrondi IEEE 754 binaire pour l’arithmétique à virgule
flottante, et l’arrondi décimal avec l’arrondi décimal. Cet arrondi final permet également de
lever les drapeaux inexact, overflow ou underflow, lorsque l’arrondi est respectivement
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inexact, sujet à un underflow (petit ou inexact), ou sujet à un overflow.
La difficulté dans l’implémentation de cet arrondi est double : premièrement l’arrondi
doit s’occuper de tous les cas spéciaux, tels que l’arrondi des nombres dénormalisés,
l’arrondi des nombres normalisés, l’overflow, la dénormalisation décimale pour le plus
petit exposant, etc. Deuxièmement, l’arrondi doit être effectué avec le mode d’arrondi
approprié, dont l’accès est difficile. Il doit également lever les drapeaux. Nous résolvons
ces problématiques en calculant exactement des nombres binaires, resp. décimaux, tels
que donnés en entrée d’une opération à virgule flottante IEEE 754 sont arrondis à la même
valeur que la donnée d’entrée.
Pour l’arrondi binaire de précision k2, nous décomposons (−1)s ·2C · g en une valeur
binaire normalisée 2A de précision k2, une autre valeur binaire normalisée 2B ·r de précision
k2 et une valeur normalisée ou dénormalisée 2C
′ · g ′ tels que, un FMA binaire calcule
2A×2B · r +2C ′ · g ′, (5.80)
et l’arrondi de ce résultat est la même valeur binaire de précision k2 que l’arrondi de
(−1)s ·2C · g . Ceci signifie qu’on a
C ′ = C +kb −k ′2+2, g ′ =
⌊
g ·2−kb+k ′2−2
⌋
A+B = C , r = g −2kb−k ′2+2 · g ′.
(5.81)
Expliquons d’abord l’arrondi vers le format decimal64, c’est-à-dire lorsqu’on a la préci-
sion k10 = 16. On représente (−1)s ·10H ·2−kb+k ′2−1 ·q de façon exacte comme un nombre
à virgule flottante IEEE 754 dans le format decimal128, et on effectue la conversion IEEE
754 du format decimal128 vers le format decimal64, qui fournit l’arrondi correct et lève
les bons drapeaux. Cette manière d’effectuer l’arrondi final est sous-optimale en terme de
performances mais a l’avantage d’être facile à implémenter.
On ne peut pas utiliser cette méthode dans le cas de l’arrondi vers le format deci-
mal128, c’est-à-dire lorsqu’on a la précision k10 = 34, la conversion vers un nombre à
virgule flottante supposé IEEE 754 decimal256 n’est pas possible. On doit donc effectuer
l’arrondi manuellement, en trouvant le bon mode d’arrondi en effectuant les opérations en
decimal128 suivantes
t = (−1)s ·
(
10k10−1+1
)
, t ′ = (−1)s ·
(
10k10−1+2
)
. (5.82)
On ajoute δ à ces quantités, avec δ ∈ {−34 ,−12 ,−14 ,0, 14 , 12 , 34}, en choisissant t , t ′ et δ selon la
parité de la mantisse tronquée et la valeur du reste de cette troncature. Pour un arrondi
vers un decimal64, nous pourrions effectuer une opération similaire.
Étant donné cet arrondi final des formats internes 2C · g et 10H ·q vers indistinctement
un binary64, binary128, decimal64 ou decimal128 FMAs, nous pouvons alors considérer
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tous les cas des FMAs en bases mixtes hétérogènes, puis toutes les opérations arithmétiques
de base.
5.4 Développements et résultat expérimentaux
Tous les développements et résultats expérimentaux ont été effectués pour le cas spécial
d’opérations de FMA aux opérandes représentées en binary64 ou decimal64. Le générateur
de code pour tous les FMA hétérogènes binary64, binary128, decimal64 et decimal128 se
comporte essentiellement de la même manière.
5.4.1 Développement de deux références
Pour effectuer la validation de notre implémentation de FMA en bases mixtes, nous
avons conçu et développé deux autres réalisations du FMA en bases mixtes : l’un, basé sur
la bibliothèque GNU Multiple Precision Library (GMP) [49], respectant la même interface
d’appel en C que notre implémentation de FMA optimisée, et l’autre, écrite en Sollya [58],
avec une interface textuelle manuelle spéciale. Nous définissons les buts suivants lors de
la conception de ces deux références : l’implémentation basée sur la bibliothèque GMP
est conçue pour représenter au mieux un FMA en bases mixtes développé dans un laps de
temps limité, en réutilisant des bibliothèques existantes. Elle doit être raisonnablement
rapide et facile à concevoir. La référence développée à l’aide de Sollya quant à elle peut être
lente mais doit renvoyer le résultat attendu lors du calcul d’un FMA en bases mixtes avec
arrondi correct en toutes circonstances.
L’implémentation basée sur la bibliothèque GMP aborde les objectifs donnés ci-dessus
en convertissant dans un premier temps toutes les entrées, indistinctement leur repré-
sentation en nombres à virgule flottante IEEE 754-2008 binaire ou décimal, en nombres
rationnels GMP, c’est-à-dire fractions de (grands) entiers. On effectue ensuite les étapes
de multiplication et d’addition du FMA en nombres rationnels GMP. GMP peut réaliser
ces opérations sur des nombres rationnels de façon exacte, soit sans aucune erreur, en
calculant de longs produits, sommes et pgcds comme exigé, en allouant la mémoire de
façon dynamique. Le résultat rationnel, notons le pq , est ensuite arrondi, en déterminant
d’abord l’exposant E de la sortie pour un nombre à virgule flottante binaire, resp. décimal.
Le nombre rationnel rs = 2−E ·
p
q (resp.
r
s = 10−E ·
p
q ) est “arrondi” vers une mantisse entière
par une longue division des deux grands entiers r et s, en adaptant le nombre du reste de
la division tel que requis par le mode d’arrondi. Comme les exposants des entrées/sorties
peuvent être relativement grands, la bibliothèque GMP manipulera dans le pire cas des
entiers d’environ quelques milliers de bits.
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5.4 Développements et résultat expérimentaux
Dans la section 5.4.2 suivante, nous donnerons un aperçu du processus de test de notre
implémentation de FMA en bases mixtes optimisé, lors duquel nous comparerons ses
résultats à ceux de l’implémentation de référence en GMP, ainsi que leurs performances
temporelles. Lors du développement de ces deux implémentations et en effectuant des
tests intermédiaires de notre version optimisée et de la version en GMP, nous avons trouvé
des entrées pour lesquelles les résultats étaient différents. Nous avons donc conçu un
troisième FMA en bases mixtes dans le but de trouver un moyen de tester et trouver les
erreurs dans les résultats de ces deux implémentations. Cette troisième implémentation
est écrite dans le langage numérique interprété Sollya [58]. Dans cet outil, les expressions
numériques peuvent être écrites de façon exacte, et évaluées à n’importe quelle précision
sans être sujettes à des arrondis fallacieux. Il est donc facile de donner les définitions
des exposants et mantisses attendus en sortie du FMA en bases mixtes étant donné les
exposants et mantisses des entrées. Les cas particuliers survenant lors des arrondis de
nombres dénormalisés, d’overflow ou d’underflow peuvent être traités grâce aux calculs
des minimim/maximum.
Nous avons utilisé notre implémentation de référence en Sollya pour générer les vec-
teurs de tests comprenant des entrées, le mode d’arrondi choisi et les résultats exacts
attendus. Ces vecteurs de tests ont été utilisés pour la vérification de notre implémentation
de FMA optimisé et la référence basée sur GMP. Après notre campagne de tests, les résultats
de ces trois implémentations étaient cohérents. Quand bien même nous avons passé un
certain temps à tester nos implémentations, nous considérons notre algorithme de FMA
en bases mixtes correct uniquement car nous avons été capables d’en donner la preuve
papier dans les sections précédentes.
5.4.2 Tests et performances temporelles
Nous avons testé notre implémentation du FMA en bases mixtes dont les formats des
opérandes sont binary64 ou decimal64 dans ses 14 différentes versions sur un système basé
sur un quad-core processeur Intel i7-7500U tournant au maximum à 2.7GHz, avec un sys-
tème d’exploitation Debian/GNU Linux 4.9.0-5 en mode x86-64. Nous avons compilé notre
code en utilisant gcc version 6.3.0, avec des optimisations de niveau 3 et en paramétrant le
drapeau -march=native. Sur notre système, ces résultats utilisent des instructions AVX,
en comprenant le FMA binary64 présent en matériel. Les types décimaux et instructions
IEEE 754-2008 viennent de la bibliothèque libgcc de gcc. L’implémentation de référence
GMP est basée sur GMP version 6.1.2. Sollya était au git commit 12bf2006c.
Nous avons testé chacune des 14 variantes sur fichier de vecteurs de tests approprié,
contenant au moins 115000 points de test, ceux-ci couvrant tous les cas possibles de signes,
zéros signés, infinis, NaNs, dénormalisés et nombres normalisés, ainsi que tous les modes
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d’arrondi possibles en binaire et en décimal 2. Nous avons trouvé que nos 14 implémenta-
tions de FMA en bases mixtes étaient justes vis-à-vis de leurs sorties numériques pour tous
les cas considérés.
Nous effectuons également le test des implémentations quant à la levée des drapeaux
IEEE 754-2008 corrects, soit les drapeaux inexact, overflow, underflow, divide-by-zero
et invalid [38]. Nous avons vérifié que tous les drapeaux sont levés correctement, c’est-à-
dire que notre implémentation lève correctement les drapeaux IEEE 754-2008 appropriés
lorsque l’opération était en effet inexacte (soit effectuant un arrondi), sujette à un overflow
ou underflow, ou était invalide (telle que la multiplication de zéro et l’infini).
L’implémentation a également été vérifiée lorsqu’un drapeau doit être laissé inchangé
s’il n’a pas rencontré la condition définie par la norme IEEE 754-2008 adaptée pour être levé.
Un problème a été trouvé dans ce dernier cas de vérification des implémentations FMA
en bases mixtes : pour certains résultats décimaux exactes, le drapeau inexact est levé de
manière fallacieuse. Nous avons remonté cette erreur à l’implémentation de la conversion
IEEE 754-2008 du format decimal128 vers decimal64 présente dans notre version de libgcc.
Un rapport de bug a été envoyé à libgcc.
Concernant les tests de performance, nous avons exécuté nos implémentations sur
chacune des entrées de nos vecteurs de test, en chronométrant le temps d’appel de la
fonction sous test en termes de cycles machine utilisant l’instruction Intel rdtsc après
l’individualisation avec cpuid. Nous avons déduit le temps d’appel mesuré pour une
fonction vide avec le même prototype. Nous avons exécuté les mesures de chronométrage à
plusieurs reprises et avec des caches préchauffées, afin d’atténuer les effets des processeurs
superscalaires modernes. Nous nous sommes assurés que les vecteurs de test contenaient
une représentation d’un sous-ensemble aléatoire de nombres à virgule flottante, c’est-
à-dire que nous nous sommes assurés que les cas particuliers tels que l’addition et la
multiplication par zéro ou NaN, etc. n’étaient pas surreprésentés.
Nous présentons nos mesures de performance temporelles sous la forme d’histo-
grammes associant un certain intervalle de nombre de cycles au nombre de fois où un
nombre de cycles présent dans cet intervalle a été rencontré. Nous avons effectué le même
test de performance sur notre implémentation optimisée du FMA en bases mixtes et sur
celle basée sur GMP. Les résultats de chacune des 14 fonctions testées sont similaires, nous
ne rapportons ainsi que les résultats des tests de performance d’une seule fonction FMA,
appelée DBBB. Cette fonction prend tous ses arguments dans le format IEEE 754-2008
binary64 et renvoie un decimal64.
L’histogramme à gauche de la figure 5.1 représente le nombre de cycles d’exécution de
la fonction FMA DBBB optimisée. On voit facilement que notre implémentation calcule la
2. et toutes les combinaisons de modes d’arrondi, comme la norme IEEE 754-2008 spécifie des modes
d’arrondis différents pour les sous-ensembles des opérations binaires et des opérations décimales [38]
124
5.5 Conclusion
 0
 100000
 200000
 300000
 400000
 500000
 600000
 700000
 0  50  100  150  200  250  300  350  400
Ca
se
s
Cycles
Timings FMA BBB -> D
 0
 100000
 200000
 300000
 400000
 500000
 600000
 700000
 800000
 900000
 0  5000  10000  15000  20000  25000  30000  35000  40000  45000
Ca
se
s
Cycles
Timings FMA BBB -> D
FIGURE 5.1 – Histogrames des mesures de performances temporelles du FMA en bases
mixtes optimisé (gauche) et de la référence GMP (droite)
plupart des cas en moins de 50 cycles. On remarque que le temps d’appel maximum de
notre implémentation est d’environ 375 cycles, ce qui correspond aux cas faisant appel
à la phase de récupération pour effectuer l’arrondi final. Comme notre algorithme est
borné de façon statique en terme de consommation mémoire et n’effectue pas d’allocation
dynamique, ces bornes supérieures des performances temporelles sont strictes.
L’histogramme à droite de la figure 5.1 représente le nombre de cycles d’exécution de la
fonction FMA DBBB implémentée avec les nombres rationnels de GMP. Pour la plupart des
cas, l’implémentation GMP est environ 10 fois plus lente que l’algorithme présenté dans
ce chapitre. Le temps d’appel maximum du FMA GMP atteint jusqu’à 46000 cycles dans
quelques cas rares, visibles uniquement par la taille du graphe. Ces cas sont environ 100
fois plus lents que nos performances les plus mauvaises. Ceci est causé par le coût entraîné
par le mécanisme d’allocation dynamique de mémoire de GMP.
5.5 Conclusion
Nous avons présenté un algorithme permettant de calculer une opération Fused-
Multiply-and-Add correctement arrondie en bases mixtes produisant une sortie dans
un format IEEE 754-2008 binary64, binary128, decimal64 ou decimal128. Cette opération
prend en argument n’importe quelle combinaison de nombres IEEE 754-2008 binary64,
binary128, decimal64 et decimal128. Notre algorithme permet de façon triviale d’effectuer
l’addition et la multiplication en bases mixtes avec arrondi correct. De plus, notre algo-
rithme est conçu pour permettre d’effectuer la division et la racine carrée en bases mixtes à
partir de ce FMA.
Notre algorithme est basé sur un mélange de multiplication exacte des mantisses, de
conversion entre les bases 2 et 10 à la précision finement ajustée, d’addition binaire et
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d’une phase de récupération de l’arrondi exact qui est effectuée uniquement si l’arrondi de
l’approximation ne permet pas de réaliser l’arrondi correct du résultat calculé. La phase
de récupération est basée sur l’observation que tous les nombres à virgule flottante IEEE
754-2008 binaires et décimaux et leurs points milieux sont des entiers multiples d’une
valeur fixe 2Q ·5W , où Q,W ∈Z,Q,W ≤ 0 sont des constantes.
Nous avons effectué une analyse rigoureuse de notre algorithme de FMA, afin de
généraliser notre approche aux formats à virgule flottante binary64, binary128, decimal64
et decimal128. Cette nouvelle approche nous a permis d’entreprendre l’implémentation
d’un générateur de code, utilisant le calcul automatique des bornés de chaque variable et
des valeurs clefs de l’algorithme.
Notre implémentation, dans le cas particulier d’opérandes aux formats binary64 et
decimal64 peut traiter la plupart des cas en approximativement 50 cycles machine, ce qui
est une performance temporelle raisonnable pour une opération à virgule flottante implé-
mentée en logiciel. Quand la phase de récupération est utilisé, la latence reste inférieure
à 400 cycles machine. Notre implémentation ne nécessite aucune allocation de mémoire
dynamique, et peut donc être adapté pour l’intégration dans des environnements où la
gestion de mémoire dynamique n’est pas disponible.
Notre implémentation a été minutieusement testée par rapport à deux autres implé-
mentations de références que nous avons développées. Hormis un problème indépendant
de notre volonté de drapeau IEEE 754-2008 inexact levé dans un contexte inapproprié,
aucune erreur n’a été relevée lors de la campagne de tests. De plus, nous fournissons dans
ce chapitre une preuve détaillée de chacune des étapes de l’algorithme.
Nous sommes confiants dans le fait qu’une fois le générateur de code implémenté
et soigneusement testé, nous serons toujours plus rapides que notre implémentation de
référence, car la phase coûteuse de récupération est tout de même plus optimisée pour des
multiplications rectangulaires.
Quand bien même nous avons une forte conviction que notre implémentation consti-
tue l’une des premières étapes pour défricher le terrain pour l’arithmétique à virgule
flottante IEEE 754-2008 généralisée en bases mixtes, un certain nombre de points doivent
être traités par de futurs travaux : nous avons intégré toutes les valeurs binaires et décimales
possibles en une combinaison de formats d’entrée/sortie en bases mixtes pour le FMA
dans un seul algorithme. Cela a facilité le développement et la preuve de validité, mais
induit une surestimation des intervalles de définition des variables internes, notamment
des exposants. Des travaux futurs pourraient se charger d’effectuer une analyse plus fine
au cas par cas.
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CHAPITRE 6
PROGRAMMATION PAR CONTRAINTES ET MUTATION
TESTING
I
L existe de nombreuses méthodes de génération de tests, comme détaillées dans le
chapitre 3. Chacune de ces méthodes se distingue par le cadre applicatif dans lequel
elle évolue, c’est-à-dire à partir de quelle sémantique elle se base, et quels objectifs
de tests elle vise à remplir. Une des problématiques de la génération de tests pour la
certification de logiciels embarqués pour l’aéronautique est de n’utiliser que la description
du comportement fonctionnel du système. D’autre part, nous souhaitons nous concentrer
sur les exigences numériques du système. Ces exigences peuvent être de différentes natures
(combinatoires ou séquentielles, linéaires ou non, etc.), qui ne sont pas nécessairement
compatibles avec un formalisme unique décrivant les fonctionnalités du logiciel. Ceci
complexifie donc la détermination d’un algorithme de génération de tests dans le cas
général.
La programmation par contrainte et le Mutation Testing sont deux approches qui ont
déjà été considérées dans le contexte du test logiciel [9, 100]. Le but de ce chapitre est
d’apporter une preuve de faisabilité d’une combinaison de ces deux méthodes pour la
génération automatique de tests sur un exemple d’exigence simplifiée. Nous partons du
cas particulier de la génération de tests numériques pour des exigences combinatoires
(linéaires ou non). Dans un premier temps, nous nous intéresserons à la programmation
par contraintes, dont nous détaillerons les caractéristiques pour la formalisation d’exi-
gences fonctionnelles numériques. Puis nous présenterons en détail les spécificités du
Mutation Testing, et l’application de cette méthode pour la génération de tests à partir
d’objectifs de tests précis. Enfin nous appliquerons les principes du Mutation Testing sur
une spécification formalisée par des contraintes, dans le but de construire un générateur
automatique de tests adaptés pour le contexte de certification aéronautique.
Ces travaux en collaboration avec Martine Ceberio ont mené à la publication et la
présentation d’un résumé lors de la conférence 18th International Symposium on Scientific
Computing, Computer Arithmetics and Verified Numerics (SCAN) [10] en 2018.
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6.1 Spécification fonctionnelle sous forme de contraintes
La programmation par contraintes se distingue de toutes les méthodes de modélisa-
tions étudiées dans le chapitre 3 par sa capacité à représenter les exigences numériques
par leur comportement fonctionnel, ou sans précision aucune sur le design, en permet-
tant de garantir la précision du résultat. Dans cette section, nous verrons en détails les
principes associés à la programmation par contrainte et son application pour la définition
d’exigences fonctionnelles.
6.1.1 Introduction à la programmation par contraintes
La programmation par contraintes est un paradigme permettant d’exprimer les rela-
tions entre différentes entités sous la forme de contraintes, comme des exigences, obli-
gations ou interdictions, devant être satisfaites. La programmation par contraintes est
essentiellement caractérisée par deux niveaux [85] : la modélisation consiste en l’identifi-
cation, l’examen, et la formalisation d’un problème réel par des experts, et la résolution
consiste en la réduction du problème modélisé par des contraintes en un ensemble de
solutions, à l’aide de solveurs de contraintes.
La programmation par contraintes est un outil puissant utilisé pour résoudre des
problèmes de satisfaction de contraintes (CSP). Un CSP [108] est défini par un triplet
P = (X ,D,C ) tel que
• X = {x1, . . . , xn} est un ensemble fini de variables,
• D = {D1, . . . ,Dn} est un ensemble de domaines de définition, tels qu’un domaine
Di définit toutes les valeurs possibles pour chaque variable xi , pour i = 1, . . . ,n,
• C = {c1, ...,cm} est un ensemble fini de contraintes, restreignant les valeurs que
les variables peuvent prendre simultanément.
Une solution du CSP est un ensemble de valeurs {d1 ∈D1, . . . ,dn ∈Dn} pour les variables
{x1, . . . , xn}, qui sont cohérentes par rapport aux contraintes, c’est-à-dire que chaque va-
riable prend une valeur de son domaine de définition de sorte que toutes les contraintes
sont satisfaites en même temps. Résoudre un CSP peut signifier rechercher plusieurs types
de solutions dans la boîte initiale D1×·· ·×Dn . On peut vouloir déterminer si le système
contient au moins une solution quelconque, ou bien trouver toutes les solutions du pro-
blème, ou encore déterminer une solution optimale étant donné un certain objectif défini
selon plusieurs variables [109]. Une généralisation d’un CSP pour lequel on souhaite trou-
ver une solution optimale selon un critère d’évaluation de coût est appelée un problème
d’optimisation de contraintes (COP). Dans ce chapitre nous nous concentrerons sur la
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résolution de CSP pour la preuve de concept de la méthode de génération automatique de
tests. Nous nous intéresserons à l’optimisation des solutions dans un second temps.
Les domaines de définition des variables peuvent être de plusieurs natures. La nature
des variables manipulées a un impact direct sur la représentation des contraintes et les
algorithmes de résolution utilisés pour trouver des solutions. Les CSP contenant unique-
ment des variables booléennes correspondent à un problème de satisfiabilité, ou problème
SAT [108]. Un grand nombre de problèmes est modélisé à l’aide de variables entières qui
appartiennent à des domaines discrets de cardinalité finie. Les ensembles numériques
continus peuvent quant à eux être représentés par des intervalles [110]. Nous nous intéres-
sons à ce dernier type de domaines. Les contraintes sur variables aux domaines représentés
par des intervalles continus utilisent l’arithmétique d’intervalles conforme à la définition
donnée dans la section 2. La solution est ainsi représentée par une boîte formée de l’union
d’intervalles. Dans les faits, les solveurs de contraintes permettant de résoudre ce genre
de problèmes effectuent leurs calculs sur des nombres à virgule flottante, donc sur une
discrétisation des domaines continus. Néanmoins la programmation par contraintes sur
les intervalles permet d’apporter des résultats garantis aux problèmes combinatoires non
linéaires complexes [110, 6].
6.1.2 Résolution de contraintes sur des intervalles
Une fois le CSP défini et le domaine de définition des variables fixé, on peut faire
appel à un solveur de contraintes pour chercher un ensemble de solutions. Les approches
classiques de résolution de contraintes représentées par des domaines continus, comme
les intervalles, consistent en des procédures par réduction et séparation (branch and
prune) [93, 110]. L’ensemble de solutions défini à une certaine précision ∆ est construit de
façon progressive par l’exploration de différentes parties de l’espace de recherche.
Étant donné un CSPP = (X ,D,C ) et une précision absolue de la taille des boîtes ∆,
l’étape de réduction consiste à évaluer la boîte D1× ·· ·×Dn définie par l’ensemble des
domaines deD selon les contraintes C . Les domaines Di sont alors réduits aux intervalles
de largeur minimum contenant des valeurs cohérentes avec les contraintes deP . On peut
catégoriser le résultat d’une réduction en trois classes [111] :
• aucune solution n’est présente dans la boîte donnée en entrée de l’étape de réduc-
tion, les valeurs associées sont supprimées des domaines Di ,
• toutes les valeurs de la boîte donnée en entrée de l’étape de réduction sont cohé-
rentes avec les contraintes du problèmeP , on parle de boîte intérieure, ou boîte
inner,
• certaines valeurs de la boîte donnée en entrée de l’étape de réduction sont des
131
Chapitre 6 Programmation par contraintes et Mutation Testing
solutions de P , tandis que d’autres ne le sont pas, on parle de boîte externe, ou
boîte outer.
Dans cette dernière éventualité, on passe à l’étape de séparation, qui consiste à diviser les
domaines de définitions en plusieurs intervalles plus petits, afin de définir de nouvelles
boîtes. Ainsi, le problème initial P est divisé en un certain nombre de sous-problèmes
disjoints non-videsP i de sorte que l’union de ces sous-problèmes contient le problème
initial, c’est-à-dire que lesP i forment une partition deP .
L’algorithme s’arrête lorsqu’il ne reste plus de boîte à séparer. Ceci se produit lorsque
toutes les boîtes de largeur supérieure à la précision absolue ∆ de l’algorithme ont été
évaluées, sachant que les boîtes inner ne sont pas séparées. Pour certains problèmes, il
peut être difficile de calculer toutes les boîtes contenant des solutions à la précision ∆ [5].
Nous définissons donc un nombre maximum de boîtes Nb 6=∞. Dans ce cas, l’algorithme
s’arrête lorsqu’il a calculé Nb boîtes inner et outer. L’ensemble des boîtes intérieures et
externes forme l’ensemble fiable des solutions du problèmeP .
L’algorithme détaillé peut être trouvé dans [110]. On illustre cet algorithme sur un
exemple dans la figure 6.1. Nous prenons une exigence à deux variables, une entrée x et
une sortie y afin de montrer graphiquement l’évolution des boîtes.
“L’entrée x est définie sur l’intervalle [−1.5,1.5]. La sortie y est égale au cube de l’entrée x.
L’erreur relative maximum de la sortie par rapport au résultat exact est ε = 3 ·10−1.”
Cette exigence peut être reformulée mathématiquement par l’équation suivante :
y = x3 · (1±ε) . (6.1)
Le problème de satisfaction de contraintes sur des variables aux domaines de définition
continus équivalents à cette exigence définit l’ensemble des valeurs de y qui sont des
solutions de cette exigence. On définit donc le problèmeP à l’aide d’inéquations, telles
que
Constante : ε = 3 ·10−1
Variables : x ∈ [−1.5,1.5] , y ∈ [−∞,∞] ,
Contraintes : c1 : y ≤ max
(
x3 · (1+ε) , x3 · (1−ε)) ,
c2 : y ≥ min
(
x3 · (1+ε) , x3 · (1−ε)) .
(6.2)
Une solution deP doit satisfaire les contraintes c1 et c2, c’est-à-dire la conjonction de c1 et
c2, notée c1∧ c2.
La précision ∆ et le nombre de boîtes Nb ne sont pas des informations relatives à la
spécification fonctionnelle. Ce sont des outils faisant partie de la solution de formalisation
des exigences choisies. Nous reviendrons sur la détermination de ∆ pour l’algorithme de
génération automatique de tests dans la section 6.3.2. Dans cet exemple, nous choisissons
∆= ε.
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FIGURE 6.1 – Algorithme de branch and prune pour la contrainte y = x3 · (1±0.3)
Si on résout P sur les réels, la première étape de réduction consiste à appliquer les
contraintes c1 et c2 afin de transformer les domaines de x et y aux intervalles minimums
contenant l’ensemble des solutions. L’intervalle de définition de y est ainsi transformé, de
sorte que y ∈ [−4.3875,4.3875]. La première boîte réduite, contenant toutes les solutions de
P est donc [−1.5,1.5]×[−4.3875,4.3875]. L’étape suivante est la séparation de cette boîte en
plusieurs boîtes formant une partition deP , comme illustré dans la courbe (a). Puis, dans la
courbe (b), l’opération de réduction est appelée sur chaque sous-problème. Les boîtes qui
ne contiennent pas de solution sont abandonnées (en gris). Les boîtes qui contenaient des
solutions quant à elles de sorte que les boîtes sont de nouveau transformées en intervalles
plus petits, pour former des bornes étroites (en orange). La courbe (c) illustre l’itération
de l’opération de séparation sur deux sous-problèmes, et la réduction de ces boîtes est
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effectuée dans la courbe (d). On observe notamment deux boîtes dont on peut affirmer
avec certitude qu’elles appartiennent à l’ensemble des solutions deP (en vert).
Sur cette figure, on voit que l’algorithme s’arrête lorsque toutes les boîtes contenant
composées de solutions du problèmeP ainsi que des valeurs qui ne sont pas cohérentes
avec les contraintes (boîtes oranges, boîtes outer) ne sont plus divisibles. Ceci arrive
lorsqu’il n’existe plus de boîte de largeur supérieure à ∆ ou que le nombre de boîtes
maximum Nb a été atteint.
Le but de la modélisation des exigences par un CSP est de calculer un oracle précis, qui
permet d’assurer un résultat fiable. Avec cet oracle, nous souhaitons pouvoir distinguer un
résultat appartenant à l’ensemble des solutions de l’exigence d’un résultat non conforme.
Nous nous intéressons donc essentiellement à l’ensemble des boîtes inner des solutions
deP , tout en essayant de déterminer l’ensemble des boîtes outer le plus fin possible. La
définition de la largeur acceptable pour l’ensemble des boîtes outer dépend de l’approche
de génération de tests choisie. Calculer l’ensemble des solutions d’un CSPP quelconque
à la précision ∆ est cependant un problème difficile [5], surtout dans le cas d’exigences
complètes ayant un grand nombre de variables. Nous favoriserons donc une solution de
génération automatique de test n’exigeant pas une description complète de l’ensemble des
solutions d’un CSP.
6.2 Mutation Testing pour la génération de tests
6.2.1 Motivations
Parmi toutes les méthodes de génération de tests et d’évaluation de la qualité d’une
campagne de tests présentées dans le chapitre 3, nous distinguons deux candidats pour la
génération automatique à partir de contraintes numériques. L’interprétation abstraite ainsi
que les contraintes ont déjà été combinées dans de précédents travaux pour effectuer la
vérification de logiciels numériques [93]. Dans cette approche, les contraintes modélisent
le flot de contrôle des données par un graphe, qui représente l’espace d’exploration. Une
analyse statique permet la vérification de propriétés du programme. Dans ce contexte, une
approximation de l’ensemble des solutions du CSP modélisant le programme est donc
nécessaire.
Le test par mutation, ou Mutation Testing quant à lui est une méthode permettant
d’évaluer la qualité d’une campagne de tests en estimant si le critère d’adéquation des
tests est atteint (définition 5, page 59). La création de fautes dans le programme permet
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Opérateur Description
precision échange de la précision relative de calcul ε par une nouvelle valeur
bounds échange des valeurs des bornes d’une variable par d’autres valeurs
constant échange de la valeur d’une constante par une nouvelle valeur
variable échange d’une variable par une autre variable
unary échange d’un opérateur unaire par un autre
(p , sin,cos, tan,exp, log)
binary échange d’un opérateur binaire par un autre (+,−,×,÷,max,min)
add ajout d’une instruction
sup suppression d’une instruction
Tableau 6.1 – Ensemble des mutations considérées adapté de [3]
de donner une mesure de l’adéquation d’une campagne de tests à un programme 1 [83].
Dans l’étude [9], le test par mutation est utilisé sur des contraintes booléennes et entières,
donc sur des domaines de définition finis afin de simuler des fautes dans le système, et
ainsi générer des tests permettant de vérifier l’absence de ces fautes dans le logiciel sous
test. La génération de tests à l’aide du test par mutation ne nécessite pas de modélisation
complète de l’ensemble des solutions pour la génération de tests, comme nous le verrons
dans les sections suivantes. Nous nous tournons vers cette approche, avec pour objectif
d’effectuer une généralisation sur les variables aux domaines continus pour la génération
automatique de tests fiables.
6.2.2 Principes de base
Le test par mutation est donc une méthode employée pour l’évaluation de la qualité
d’une campagne de test, apportant des informations pertinentes et complémentaires avec
l’évaluation par les métriques de couverture [112]. Cette méthode est initialement basée
sur l’analyse de la structure d’un programme P . Soit une campagne de test T associée à
la validation et vérification de P , la première étape du test par mutation consiste alors
à modifier une partie contrôlée du programme P pour générer un programme PM , qui
est appelé mutant de P . La modification ayant permis la génération de PM est appelée
mutation ; l’ensemble des mutationsΩ que nous considérons dans ces travaux sont décrits
dans le tableau 6.1.
1. Le logiciel est le cadre applicatif le plus répandu pour le développement du test par mutation, nous parle-
rons ainsi de “programme” dans cette partie, avant de décrire en détails le cas d’une description fonctionnelle,
notamment sur un CSP.
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La seconde étape consiste à exécuter la campagne de tests T sur le mutant PM , opéra-
tion que nous notons (PM ,T ), et à examiner le verdict qui en résulte. Deux verdicts résultats
peuvent alors être observés :
• killed : (PM ,T ) = KO, on dit que le mutant PM est tué par la campagne de test T ,
c’est-à-dire que la campagne de test a réussi à identifier avec succès la mutation,
ou la faute, effectuée sur P ,
• survived : (PM ,T ) = OK, on dit que le mutant PM a survécu à la campagne de test
T , c’est-à-dire qu’elle a échoué à identifier la mutation dans P . Cette campagne de
test n’est donc pas robuste à cette mutation.
Après l’exécution de tous les mutants générés de cette façon, le testeur se retrouve avec
deux informations [9]. Soient nK et nM tels que nK est le nombre de mutants tués par la
campagne de test T et nM est le nombre total de mutants générés. La première information
est l’adéquation d’une campagne de test T à un ensemble de mutations en fonction d’un
ensemble de mutations donnéATΩ. C’est la proportion du nombre de mutants qui ont été
tués par la campagne de test T , définie par
ATΩ = nK
nM
. (6.3)
La seconde information est le nombre de mutants ayant survécu à la campagne de test
T . Ces mutants sont directement liés à la mutation qui a servi à leur génération, et donc à
un opérateur de mutation appartenant à l’ensemble décrit dans le tableau 6.1. Le testeur a
donc une information sur le type de modification ayant mené à l’échec de la vérification
par le test, chaque mutation émulant une faute potentielle du logiciel.
Nous avons décrit dans les chapitres 1 et 3 les liens entre les critères d’évaluation d’une
campagne de tests, les objectifs de test et les règles d’écriture des exigences fonctionnelles.
Ces critères décrivent selon différents niveaux de détails le type de tests nécessaire pour
former une campagne de tests adéquate. On peut regrouper ces critères en trois catégories,
auxquelles nous faisons correspondre les opérateurs de mutation :
• précision : vérification de la précision algorithmique→ precision,
• robustesse : vérification des valeurs aux limites et de la gestion des comportements
anormaux→ bounds, add, sup,
• comportement fonctionnel : vérification que le comportement fonctionnel implé-
menté n’a pas été altéré par des erreurs→ constant, variable, unary, binary.
Ainsi, les opérateurs de mutations listés dans le tableau 6.1 permettent de vérifier l’adé-
quation de la campagne de test pour le programme sous test selon des critères précis,
correspondant aux objectifs de test. Le test par mutation fournit ainsi un lien de traçabilité
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entre les erreurs qui ne sont pas découvertes par la campagne de tests, soit les mutants qui
ont survécu, les tests correspondants qui doivent être générés pour combler les lacunes de
la campagne de test et les objectifs de test qu’ils doivent atteindre.
6.2.3 De la vérification de la qualité à la génération d’oracle de tests
Étant donné deux programmes P1 et P2, on dit qu’un cas de test t permet de distinguer
les deux programmes, si les verdicts des deux campagnes de test sont différents [113]
(P1, t ) 6= (P2, t ) . (6.4)
Soient un programme P et un mutant PM généré à partir de ce programme. On dit
qu’un cas de test t est pertinent s’il permet de distinguer le programme de son mutant en
tuant PM [9], c’est-à-dire si
(P, t ) = OK, (PM , t ) = KO. (6.5)
Le but de la génération de tests à partir du test par mutation est de générer des tests
pertinents, c’est-à-dire des tests permettant de tuer les mutants créés à partir de règles
de mutations. Le critère d’adéquation des tests est atteint lorsqueATΩ = 1, c’est-à-dire
lorsque tous les mutants ont été tués par la campagne de test générée, ainsi tous les critères
d’évaluation sont remplis. L’algorithme 6.1 décrit les étapes de la génération de tests à
partir de P , un programme sous test et deΩ= {ω1, . . . ,ωnΩ}, un ensemble fini de mutations
définies préalablement. L’algorithme renvoie un ensemble de tests T sous la forme d’un
ensemble de séquences de stimulations, et les comportements attendus associés pour
vérifier le résultat des tests.
Algorithme 6.1 : Génération automatique de test à partir du test par mutations
Données : P – programme sous test
Ω – ensemble de mutations
Résultat : T – ensemble de tests
1 T ←;
2 pour ω dans Ω faire
3 M ← generateur_mutants (P,ω)
4 pour PM dans M faire
5 si (PM ,T ) = OK alors
6 T ← T ⋃ generateur_tests (P,PM )
7 fin
8 fin
9 fin
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Cet algorithme est constitué de deux boucles de taille finie. Il repose sur les résultats
des deux procédures generateur_mutants et generateur_tests. La première génère
un ensemble de mutants M à partir du programme P et d’une mutation ω. Prenons par
exemple l’exécution de la procédure generateur_mutants sur le programme P par la
mutation de la mutation ω= variable tel que
P : double a=2000.0 , c=-2.0, r;
_Decimal64 b=0.001D;
r = __builtin_fma(a,( double)b,c);
L’ensemble des mutants générés est donc M = {PM1 , . . . ,PM5}, de sorte que l’instruction
affectant à r la valeur du FMA en double (définition chapitre 5) est modifiée de la façon
suivante dans chaque mutant :
PM1 : r = __builtin_fma(a,c,( double)b);
PM2 : r = __builtin_fma(c,a,( double)b);
PM3 : r = __builtin_fma(c,( double)b,a);
PM4 : r = __builtin_fma (( double)b,a,c);
PM5 : r = __builtin_fma (( double)b,c,a);
Après la génération des mutants, l’algorithme parcourt l’ensemble des mutants M
et la campagne de test est effectuée sur ces mutants afin de déterminer si elle est ro-
buste aux erreurs simulées par ces mutations. Dans notre exemple, nous effectuons donc
l’opération
(
PMi ,T
)
, i = {1, . . . ,5}. Le premier mutant à être testé de cette façon dans cet
exemple est PM1 . Comme la campagne de test est vide au début de l’algorithme, on a que(
PM1 ,T
) = OK, c’est-à-dire que PM1 a survécu à la campagne de test. Il faut donc générer
un test pour enrichir la campagne de test T afin de tuer ce mutant. C’est le but de la procé-
dure generateur_tests, qui utilise la résolution de contraintes afin de trouver les points
discriminants du programme, c’est-à-dire les résultats qui diffèrent entre le programme et
le mutant pour une même séquence de stimulation. Une procédure de génération de tests
est introduite dans [9] à partir de CSP sur des domaines discrets et de test par mutation.
Nous proposons une généralisation de cet algorithme à partir de CSP sur des domaines
continus pour la génération de tests numériques fiables dans la section 6.3.
Un fois l’ensemble de test T enrichi d’un nouveau cas de test, l’algorithme continue
la boucle sur les mutants et effectue la campagne de tests sur le second mutant PM2 . On
a alors que
(
PM2 ,T
) = KO, car le test généré pour PM1 permet de tuer le mutant PM2 . La
procédure de génération de tests n’est donc pas appelée à chaque tour, et plus l’ensemble
de tests T sera complet, moins de mutants survivront à l’étape d’évaluation de la campagne
de tests selon un nouveau mutant.
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L’algorithme se termine lorsque toutes les mutations et tous les mutants générés ont été
explorés. La complexité de l’algorithme dépend donc du nombre de mutations nω qui est
borné (dans le tableau 6.1 nous avons défini nω = 8 mutations), et du nombre maximum de
mutants générés par une mutation nM max . Ce dernier dépend du nombre d’éléments ciblés
par les mutations (variables, opérations, etc.) et peut être très grand relativement à nω. Il y
a donc nΩ ·nM max tours de boucles. De plus, la campagne de tests T est effectuée à chaque
tour pour évaluer sa robustesse au mutant sélectionné. Dans le pire cas, un test est généré
pour tuer chaque mutant, la campagne de tests T contient ainsi au plus nΩ ·nM max éléments.
La procédure de génération de tests est donc appelée autant de fois. Nous étudierons sa
complexité dans la section 6.3, que nous notons τ = O (generateur_tests (P,PM)). Ainsi,
on peut estimer la complexité de cet algorithme dans le pire cas comme
O
(
τ · (nω ·nM max )2
)
. (6.6)
6.2.4 Optimisation de la génération de mutants
Le test par mutation peut ainsi être utilisé pour la génération automatique de tests,
fournissant une campagne de test associée à un critère d’évaluation permettant d’attester
de sa qualité. Cette approche systématique comporte cependant plusieurs problèmes
d’efficacité. Pour que cette approche puisse être envisagée dans un contexte industriel, il
faut qu’elle soit compétitive par rapport aux méthodes actuellement en place (génération
de tests assistée, mais pas automatisée).
Un grand nombre de mutants générés équivaut à potentiellement un grand nombre de
tests, augmentant ainsi le temps d’exécution d’une campagne de test [3]. De plus, la pré-
sence de mutants dont le comportement ne se distingue pas de celui du programme sous
test impacte fortement la mesure de l’adéquation de la campagne de test générée T [113].
Les objectifs des différentes optimisations de cette approche sont d’affiner la génération
des mutants, afin d’optimiser la génération de tests [114]. Créer le plus petit ensemble de
tests nécessaire à la vérification du programme étant un problème NP-difficile [9], le but
est d’essayer de réduire la taille de la campagne de tests au maximum.
Détection des mutants équivalents Un mutant PM est dit équivalent au programme P
lorsque, sans être identique à P , le mutant PM se comporte systématiquement de la même
façon que P pour une même séquence de stimulations [113]. Autrement dit, il n’existe
pas de point discriminant permettant de distinguer le mutant PM du programme P . La
présence de mutants équivalents dans l’ensemble des mutants M de l’algorithme 6.1
implique que le verdict de la campagne de test est (PM ,T ) = OK, et la procédure de
génération de tests est donc exécutée. Cette procédure ne peut cependant pas trouver de
point discriminant pour tuer ce mutant, et aucun test n’est généré.
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La mesure de l’adéquationATΩ est directement impactée par la présence de mutants
équivalents. Il est impossible d’avoir l’adéquation maximum de la campagne de test pour
un programme si des tests équivalents à ce programme ont été générés. Afin de rendre
l’adéquation robuste à ce phénomène, on veut quantifier le nombre de mutants équivalents
nE , et ainsi modifier l’équation (6.7) telle que
ATΩ = nK
nM −nE
. (6.7)
La détection de mutants équivalents est un problème de décision analogue au problème
d’équivalence de programmes, qui est connu pour être indécidable dans le cas général [115,
113]. Plusieurs études se sont penchées sur le problème de détection de mutants équiva-
lents et aux méthodes permettant d’améliorer la génération de mutants [116, 113, 117].
Notre approche combinant le test par mutation à la programmation par contrainte sur des
domaines continus doit donc être robuste à la présence de mutants équivalents pour la
génération de tests maximisant la mesure de l’adéquation.
Sélection des mutations Une seconde méthode pour optimiser la génération de tests
grâce au test par mutations est d’optimiser la génération des mutants, en sélectionnant des
mutations générant moins de mutants redondants tout en conservant la même efficacité à
simuler des erreurs. Plusieurs méthodes ont été étudiées pour optimiser la génération de
mutants. La méthode d’échantillonnage des mutations [118] est une méthode heuristique,
sélectionnant les mutations selon une fonction d’évaluation de l’efficacité des mutants.
Cette dernière est déterminée grâce à une pondération des mutations, en fonction du
nombre de mutants équivalents générés ainsi que la capacité des mutants à générer un
ensemble minimal de tests pertinents. Une autre méthode permettant d’optimiser la
génération de mutants est la définition de mutations de haut niveau [114].
Parallélisation Une autre approche d’optimisation est d’utiliser des méthodes de calcul
hautes performances pour la génération de l’ensemble de mutants. L’exécution des mé-
thodes de test par mutations sur des architectures parallèles permet de réduire le coût de
la génération de mutants sans avoir favorisé un type de mutations particulier [119, 120].
6.3 Algorithme de génération automatique de tests
Nous proposons une nouvelle approche de génération automatique de tests utilisant le
test par mutations sur un CSP continu. Cette approche se distingue des travaux effectués
sur la génération de tests sur des domaines discrets [9] par la redéfinition des contraintes
adaptées sur les domaines continus. Nous présentons dans un premier temps une approche
générale, pour ensuite tenter d’optimiser la qualité des tests générés.
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6.3.1 Test par mutation sur un CSP continu : une première approche
Reprenons deP , le CSP décrit dans l’équation (6.2) pour illustrer la procédure de géné-
ration de tests sur des contraintes continues. Un mutant, suivant la mutation constant
pourrait être de changer la constante 3 dans la puissance de x, de sorte que
y = x2 · (1±ε) . (6.8)
Le problème de satisfaction de contraintes PM sur des variables aux domaines de
définitions continus représentant ce mutant est donc le suivant :
Constante : ε = 3 ·10−1
Variables : x ∈ [−1.5,1.5] , y ∈ [−∞,∞] ,
Contraintes : m1 : y ≤ max
(
x2 · (1+ε) , x2 · (1−ε)) ,
m2 : y ≥ min
(
x2 · (1+ε) , x2 · (1−ε)) .
(6.9)
Le but de la génération de tests à partir de ce mutant est donc d’assurer que la fonction-
nalité implémentée dans le programme sous test n’est pas la fonction carré. Pour ce faire,
la procédure generateur_tests (P ,PM ) doit ainsi trouver un point discriminant
(
xt , yt
)
permettant de distinguerP dePM . Nous cherchons donc un point solution deP qui n’est
pas solution dePM , tel que
(
xt , yt
)
satisfait les contraintes {c1∧ c2} et ne satisfait pas les
contraintes {m1∧m2}, c’est-à-dire qui satisfait la contrainte opposée de m1, notée ¬m1 ou
la contrainte inverse de m2, notée ¬m2. On peut donc définir les points distinguantP de
PM par un nouveau problèmePT formé de deux CSPPT1 etPT2 . Une solution dePT doit
être conformes aux contraintes dePT1 ou aux contraintes dePT2 , c’est-à-dire la disjonction
de ces contraintes. Soit deux contraintes a1 et a2, la disjonction de ces contraintes est notée
a1∨a2.
On définit doncPT1 tel que
c1 : y ≤ max
(
x3 · (1+ε) , x3 · (1−ε)) ,
c2 : y ≥ min
(
x3 · (1+ε) , x3 · (1−ε)) ,
¬m1 : y ≥ max
(
x2 · (1+ε) , x2 · (1−ε)) , (6.10)
etPT2 tel que
c1 : y ≤ max
(
x3 · (1+ε) , x3 · (1−ε)) ,
c2 : y ≥ min
(
x3 · (1+ε) , x3 · (1−ε)) ,
¬m2 : y ≤ min
(
x2 · (1+ε) , x2 · (1−ε)) . (6.11)
Il n’existe pas d’inégalités strictes pour les CSP sur des contraintes continues, car ceux-ci
déterminent l’ensemble de solutions comme une sur-approximation fiable dans laquelle
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aucune solution n’est perdue [6]. Les mutants opposés sont donc définis à l’aide d’inégalités
larges.
Le terme général du CSP continuPT définissant les points permettant de discriminer
une exigence (composée de l’affectation d’une variable) de son mutant est donc composée
des contraintes suivantes :
(c1∧ c2∧ (¬m1))∨ (c1∧ c2∧ (¬m2)) . (6.12)
L’algorithme de génération de tests à partir des CSPPT1 etPT2 , qui décrivent les points
de test pertinent pour le CSPP (fonction cube) et son mutantPM (fonction racine carrée)
est illustré dans la figure 6.2.
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(a) Génération du mutant et séparation
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(b) Réduction des points discriminants
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(c) Détermination d’une boîte inner
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4
(-1.4,[-3.5672, -1.9208])
(d) Sélection d’un cas de test
FIGURE 6.2 – Exemple de test par mutation sur un CSP y = x3 · (1±0.3), avec le mutant
y = x2 · (1±0.3)
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Les trois premières étapes sont équivalentes aux étapes de l’algorithme branch and
prune dont le principe est décrit dans la figure 6.1. Cependant, la génération de tests à
partir de contraintes se distingue de cet algorithme. Celui-ci qui a pour but de trouver
toutes les solutions conformes à un CSP à une précision ∆, la précision absolue bornant
la largeur minimum que peuvent avoir les boîtes. Le but de l’algorithme de génération de
tests est quant à lui de trouver une solution satisfaisant les contraintes décrites dans l’équa-
tion (6.12). Il s’arrête ainsi dès que la première boîte inner est trouvée au lieu d’énumérer
toutes les solutions. La première boîte inner de la figure 6.2 est calculée dans l’étape (c)
telle que xt ×yt = [−1.5,−1.35]× [−3.15,−2.5].
Ainsi, dans le pire des cas l’algorithme peut avoir à visiter toutes les boîtes outer dont
la taille est supérieure à ∆ avant de renvoyer une boîte inner satisfaisant ces contraintes,
ou même ne pas trouver de solution conforme avec la précision ∆. Nous nous occupons
des détails de l’algorithme dans la section 6.3.2, et nous verrons cependant dans les expéri-
mentations présentées dans la section 6.4.3 qu’une boîte inner peut être déterminée en
un temps raisonnable (≈ 0.5 secondes) dans le cas général.
Dans la boîte xt ×yt , l’intervalle yt définit un ensemble de valeurs attendues discrimi-
nantes et conformes aux contraintes. L’intervalle xt définit un ensemble de stimulations
permettant d’atteindre ces valeurs de l’intervalle yt de façon fiable, c’est-à-dire que pour
chacune des valeurs de xt , une valeur associée existe dans l’intervalle yt . Déterminer un cas
de test revient à choisir une séquence de stimulations, c’est-à-dire dans notre exemple, d’af-
fecter une valeur à xt . La stimulation choisie pour xt dans figure 6.2 est ainsi xt =−1.4 ∈ xt .
Nous pouvons ainsi déterminer l’intervalle yt déterminant l’ensemble des valeurs pour
lesquelles le programme sous test sera conforme à l’exigence décrite parP . Les bornes de
yt calculées avec une précision infinie sont donc exactement yt = [−3.5672,−1.9208]. Cette
boîte est une solution deP . Elle permet de valider le comportement fonctionnel de cette
exigence de façon fiable grâce à l’utilisation de l’arithmétique d’intervalles en discriminant
le mutantPM dont le comportement attendu pour une stimulation similaire est le point
ytM = [1.372,2.548] 6= yt .
6.3.2 Algorithme
L’algorithme 6.2 décrit la procédure de génération de cas de test à partir d’un CSP
décrivant les exigences numériquesP , et un mutantPM .
Le problème P décrit le comportement des variables y1, . . . , yw à partir des entrées
x1, . . . , xv . Le mutant PM est généré à partir d’une des mutations precision, constant,
bounds, add, sup, variable, unary, ou binary. On divise ces mutations en deux catégories
pour la détermination du problème PT permettant de définir les points discriminants
pour la génération de cas de test.
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Algorithme 6.2 : Procédure de génération de tests
Données : Exigence –P = {X = {x1, . . . , xv , y1, . . . , yw} ,D,C }
Mutant –PM = {XM ,DM ,CM = {m1,m2}}
Précision – ε
Nombre de boîtes – Nb
Résultat : Cas de test – t = {tx1 , . . . , txv ,ty1 , . . . ,ty w}
1 t ← ;
2 pour m dans CM faire
3 ∆ ← ε
4 PT ← gen_csp_test (P ,PM ,m) . Voir cas 1 et 2
5 tant que ∆ ≥ ε2 faire
6 r ← first_inner_box (PT ,∆, Nb)
7 si r = xr1×·· ·×xrv ×yr1×·· ·×yrw . Première boîte inner
8 alors
9 t ← pick_test (P ,r )
10 Renvoyer t
11 fin
12 si r = “Pas de solution dans la boîte initiale” . Pas de solution àPT
13 alors
14 Aller à la ligne 2
15 fin
16 ∆ ← ∆×10−1 . Pas de solution à la précision ∆
17 fin
18 fin
19 t ← “Pas de test pourPM ”
20 Renvoyer t
Cas 1 Dans le cas des mutations add, sup, variable, unary, et binary, le mutant PM
est défini par les mêmes variables que le problème de base. Les modifications effectuées
par ces mutations ont un effet sur les contraintes m1 et m2, mais ne modifient pasX etD.
Ainsi, si on note c1, . . . ,cm les contraintes C décrivant le problèmeP , alors, la description
du problème de génération de testPT revient à inverser cette contrainte, comme dans les
équations (6.10) et (6.11).
Cas 2 Dans le cas des mutations precision, constant, bounds, la description du pro-
blème PT nécessite une étape supplémentaire. Les mutations precision et constant
modifient toutes deux une constante (la précision ε étant définie comme une constante).
La constante modifiée εM ou CM est donc ajoutée à l’ensemble des constantes dePT , ainsi
que toutes les constantes deP . Pour la mutation bounds, les bornes d’une variable sont
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modifiées. La mutation consiste donc à ajouter une variable xM dansXT et son domaine
associé dM dansDT , ainsi que toutes les variables du problèmeP . Les mutants m1 et m2
sont donc les contraintes dont les constantes/variables ont été mutées. Ils sont ensuite
inversés pour être ajoutés àPT avec l’ensemble des contraintes deP .
L’algorithme fait ensuite appel au solveur de contraintes, sous la forme de la procédure
first_inner_box, pour trouver la première boîte inner, solution du problèmePT , à la
précision ∆. Cette précision est un paramètre clef de l’algorithme, elle détermine la taille
des plus petites boîtes calculées par le solveur de contrainte avant que celui-ci ne s’arrête
à chercher des solutions. Nous n’avons pas de terme général permettant de déterminer
∆ en fonction de la complexité des contraintes et des variables utilisées. En l’absence de
formalisme pour ∆, nous faisons évoluer ∆ de ∆max à ∆min. Ceci nous permet de trouver
une solution rapidement dans le cas où une solution existe pour la précision ∆max, et
nous pouvons faire une recherche de solution plus précise dans le cas où aucune solution
n’a été trouvé rapidement. Nous choisissons dans l’algorithme d’initialiser ∆ à ε, même
s’il est possible de trouver des cas pour lesquels ∆ > ε permet de trouver des solutions
du problème sous forme de boîtes inner. Nous estimons cependant qu’un compromis
satisfaisant en termes de solutions trouvées et de temps de calcul est de faire évoluer∆ dans
l’intervalle
[
ε2,ε
]
, pour ε≤ 1. Pour assurer la terminaison de la procédure de résolution de
contraintes en un temps raisonnable (nous nous donnons une borne de 2 minutes pour
une exigences), il est nécessaire de donner au solveur de contraintes un nombre maximum
de boîtes Nb . Ainsi, les cas d’arrêt du solveur sont les suivants :
• une boîte inner a été trouvée,
• aucune solution n’existe pour distinguer le problèmeP du mutantPM par l’inver-
sion de la contrainte mi , i = {1,2},
• le solveur n’a pas su trouver de boîte inner alors que des solutions existent, car la
précision ∆ est plus grande que la plus grande des boîtes inner existant, ou l’algo-
rithme a visité la boîte numéro Nb avant de trouver une boîte inner satisfaisant ce
problème.
Dans ce dernier cas, l’algorithme augmente la précision ∆ dans l’intervalle que nous avons
défini ou, si la précision minimale a été atteinte, l’algorithme arrête sa recherche de solution
au problèmePT pour la contrainte m courante.
Problème des mutants équivalents Dans le cas où aucune solution n’existe pour dis-
tinguer les exigences du mutant, on a un mutant dont le comportement décrit un sous-
ensemble des solutions. Ce n’est pas un mutant équivalent au système, mais il peut être
considéré comme tel, et est ajouté au nombre des mutants équivalents pour la mesure
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de l’adéquation. De cette façon, un certain nombre de mutants équivalents sont détectés
automatiquement.
Les mutants équivalents sont problématiques dans le cas où l’ensemble de solutions
décrit par le mutant est exactement le même que celui des exigences. Par exemple, prenons
l’exigence c : y = (a+b) (1±ε) et le mutant m : y = (b+a) (1±ε), généré à partir de la
mutation variable. Ainsi une partie du CSP définissant les points discriminants est le
suivant :
c1 : y ≤ max((a+b) · (1+ε) , (a+b) · (1−ε)) ,
c2 : y ≥ min((a+b) · (1+ε) , (a+b) · (1−ε)) ,
¬m1 : y ≥ max((b+a) · (1+ε) , (b+a) · (1−ε)) ,
(6.13)
On voit facilement que la solution est y = max((a+b) · (1+ε) , (a+b) · (1−ε)). Il est
cependant impossible que cette contrainte produise une boîte inner, et parcourir toutes
les boîtes contenant encore au moins une solution est la seule façon qu’a le solveur de
contraintes de s’en assurer. La seule solution que nous avons actuellement pour nous
occuper de ce cas de figure est d’arrêter la recherche d’une solution et de laisser un message
d’erreur significatif au testeur qui pourra déterminer si le mutant est équivalent ou non aux
exigences. Une des perspectives de nos travaux serait d’effectuer une analyse à plus haut
niveau de la sémantique des mutants et des exigences afin de repérer automatiquement ce
genre de mutant équivalent.
6.4 Prototypage d’une solution
Le but de ce développement est de montrer la faisabilité d’une telle approche pour la
génération automatique de test selon des critères de performances et de fiabilité. Nous dé-
crivons dans un premier temps l’architecture de la solution pour un solveur de contraintes
quelconques, puis nous présentons le solveur de contraintes choisi : RealPaver [5, 110, 6].
Enfin, nous analysons cette solution par des tests de performance de cette approche sur un
ensemble d’exemples représentatifs et nous présenterons les perspectives de ces travaux.
6.4.1 Architecture de la solution
La solution développée est un prototype, permettant d’évaluer la faisabilité de cette
méthode de génération automatique de tests dans l’objectif de la déployer sur une large
échelle. Les caractéristiques recherchées sont la vitesse d’exécution et la fiabilité des résul-
tats. Lorsque les tests ne peuvent pas être générés en un temps raisonnable (nous prenons
la limite arbitraire de 20 secondes par cas de test), un rapport de génération doit être
créé détaillant précisément à partir de quel mutant le test n’a pas pu être généré afin de
permettre au testeur d’effectuer l’analyse manuellement.
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Nous utilisons un solveur de contraintes numériques afin afin de générer les tests. Le
prototype de solution est développé à l’aide d’un langage fiable et offrant des fonctionnali-
tés de manipulation de fichiers et d’analyse syntaxique de haut niveau. C’est pourquoi nous
choisissons d’effectuer nos développements en Julia 2 [121, 122] version 1.0.2 (2018-11-08).
Julia est un langage dynamique flexible approprié pour l’informatique scientifique et nu-
mérique, avec des performances comparables à celles des langages statiques traditionnels.
Julia offre une facilité et une expressivité pour l’informatique numérique de haut niveau,
tout en assurant une arithmétique fiable à l’aide des BigFloat (reposant sur MPFR ??) et
son paquet d’arithmétique d’intervalle.
L’architecture du prototype proposé développant la solution présentée dans les algo-
rithmes 6.1 et 6.2 est décrite dans la figure 6.3. Cette architecture est composée en deux
parties : le générateur de test écrit en Julia d’un côté fait appel à un solveur de contrainte,
ici RealPaver (présenté dans la section 6.4.2). L’algorithme commence avec les exigences
formalisées sous forme d’un problème de satisfaction de contraintesP , traduit manuel-
lement depuis des exigences textuelles. Cette traduction manuelle est représentée par la
flèche en pointillés. Toutes les autres flèches illustrent les transformations automatiques
des données.
CSP solveur (RealPaver) Générateur de tests (Julia)
Exigences textuelles
Exigences formalisées
P
Ensemble des mutants
M
Évaluation des
mutants
Verdict
lived killed
Génération de tests
CSP génération de
testsPT
Ensemble de tests
Rapports d’échecs de
génération de test
FIGURE 6.3 – Architecture de la solution implémentée avec le solveur RealPaver
Dans cette configuration, le générateur de test est interfacé avec un seul solveur de
contraintes. Nous souhaitons toutefois mettre en avant la versatilité de cette solution : il
est facile de changer l’interface pour permettre d’utiliser un autre solveur de contraintes
en fonction du type d’exigences traitées. Cette modularité permet également de choisir le
2. https://julialang.org/=
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solveur de contraintes le plus performant en fonction des performances souhaitées (vitesse,
fiabilité de la campagne de test en ayant la plus grande adéquation possible, complexité
des exigences).
6.4.2 RealPaver : un solveur de contraintes numériques
Le solveur de contraintes pour effectuer la preuve de concept de ce prototype de
générateur de tests est Realpaver 3 [5, 110]. Realpaver est un solveur de contraintes sur
des variables discrètes ou continues représentées par des intervalles. Ce logiciel permet
d’effectuer la modélisation et la résolution de systèmes non-linéaires, en calculant des
approximations fiables de l’ensemble des solutions. Les systèmes sont donnés par des
ensembles d’équations ou d’inégalités sous forme de contraintes sur des variables entières
et réelles.
Realpaver permet de calculer l’ensemble des solutions d’un CSP, c’est-à-dire chaque
boîte inner et outer. Dans notre prototype, nous cherchons uniquement la première boîte
inner que peut renvoyer le logiciel. Nous modifions donc le fichier search.c des sources
de Realpaver afin que ce dernier s’arrête après avoir renvoyé la première boîte inner
trouvée. Ainsi, lors de la génération de tests à partir d’un ensemble de tests vide, le premier
CSP en Realpaver à être généré dans cet algorithme est le CSP de génération de testsPT
comme illustré dans la figure 6.3. Si la première mutation à être considérée est la mutation
variable, lePT est alors de la forme suivante :
Branch precision = 10.0e-7,
number = 10000000;
Time = 20000;
Constant
eps = 10.0e-7, p = 3;
Variables
real x in [-300, 300], real y in [-oo, +oo];
Constraints
y <= max(( x ^ p )* ( 1 + eps ), ( x ^ p )* ( 1 - eps )),
y >= min( ( x ^ p )* ( 1 + eps ), ( x ^ p )* ( 1 - eps )),
x <= min(( x ^ p )* ( 1 + eps ), ( x ^ p )* ( 1 - eps ));
On retrouve dans ce fichier les informations de précision dans la variable precision,
qui correspond à la précision du solveur ∆, ainsi que le nombre maximum de boîtes avec
lesquelles le solveur va rechercher les solutions, représenté par la variable n. Le résultat
renvoyé par Realpaver modifié après l’évaluation de ce CSP est
RealPaver v. 0.4 (c) LINA 2004
INITIAL BOX
3. http://pagesperso.lina.univ-nantes.fr/~granvilliers-l/realpaver/=
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x in [-300 , +300]
y in ]-oo , +oo[
INNER BOX 177149
x in [299.9999994971087 , 300]
y in [27000026.86421769 , 27000026.86421847]
precision: 7.68e-07, elapsed time: 2,993 ms
END OF SOLVING
Property: reliable process (no solution is lost)
Elapsed time: 2,993 ms
Les points forts de Realpaver sont la simplicité de représentation d’un CSP ainsi que
la fiabilité des réponses. La résolution de problèmes difficiles peut cependant être lente,
malgré la limite sur le nombre de boîtes allouées à la génération d’une solution. Lorsque
le domaine de définition des variables est trop grand, ou qu’il y a beaucoup de variables,
l’espace de recherche devient lui-même très grand, et déterminer une boîte inner jusqu’à
la précision ∆ peut devenir très lent. Dans ce cas, il faut reconsidérer le CSP, en augmentant
la précision ∆ ou en réduisant le domaine de définition des variables. Une perspective
intéressante serait d’optimiser cette partie de l’algorithme afin de faciliter le travail du
testeur en réduisant l’espace de recherche. Dans l’état, nous choisissons de borner le temps
de résolution à 20 secondes à l’aide du paramètre Time.
6.4.3 Résultats expérimentaux
Le prototype de solution a été testé pour un sous-ensemble de 100 exigences, repré-
sentatives des CSP possibles, simples ou complexes. Ces CSP ont été générés pour une
précision ε ∈ [10−12,10−3] et pour un nombre maximum de 7 variables et 10 opérations.
Nous étudions les résultats pour quatre exigences représentatives d’une variété de fonc-
tionnalités, dont des exigences étudiées précédemment dans ce chapitre et cette thèse,
comme le cube ou la définition du débit d’air prélevé. Les résultats sont synthétisés dans le
tableau 6.2 et la figure 6.4. Ces tests ont été réalisés pour un sous-ensemble des mutations
décrites dans le tableau 6.1, soit les mutations constant, unary, binary, variables et
precision. Les autres mutations sont en cours de développement.
La figure 6.4 illustre le nombre de mutants tués en fonction des tests générés pour les 4
exigences décrites dans le tableau 6.4, ainsi que la cinquième ligne décrivant la moyenne
pour les 100 exigences générées, qui correspond à la cinquième barre de l’histogramme.
On remarque tout d’abord dans ce tableau que l’étape de génération des tests est géné-
ralement la plus lente, quand bien même le temps d’exécution de RealPaver est limité
par le paramètre Time. Par exemple dans la seconde exigence, on observe que le temps
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Exigence Génération des mutants Génération des tests
y = x3 · (1±10−7) 0.65 s 0.6 s
y = 5 · x1−x3÷x4t1 · (1±10−7) 0.11 s 80.2 s
y =px1+x2 · sin(x2) · (1±10−7) 0.31 s 0.12 s
y = exp(cos(x1)+ sin(x2)) · (1±10−7) 0.001 s 0.08 s
Moyenne sur 100 exigences 0.28 s 27.34 s
Tableau 6.2 – Performances de la solution en fonction de la complexité de l’exigence
considérée
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FIGURE 6.4 – Nombre de tests générés et répartition des mutants tués et équivalents en
fonction de quatre exigences
d’exécution de la procédure de génération de tests bien plus élevé que les autres. Ces 80.2
secondes s’expliquent par le fait que la résolution de contrainte a été arrêtée au bout de 20
secondes pour 4 mutants. Aucun test n’a été généré pour ces mutants. Sur les 6 mutants
ayant survécu à la campagne de tests générée (composée d’un test), 4 résultent de l’échec
du générateur de test après ce temps maximum attribué pour la recherche. Dans le cas de la
troisième exigence, un mutant n’a pas été tué, mais l’exécution du CSP a permis de détecter
ce mutant équivalent de façon immédiate. Le temps d’exécution moyen de l’algorithme
de génération de tests est de ≈ 30s pour l’ensemble d’exigences générées, et le nombre de
tests moyen généré pour une exigence est de 2. Nous remarquons également un temps
d’exécution anormalement élevé pour la génération des mutants de la première exigence
qui est pourtant plus simple que les autres. Ce phénomène s’explique par les optimisations
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effectuées par Julia en termes d’allocation de mémoire et du ramasse-miettes.
Ce qui ressort de ces tests est que cette méthode est globalement fiable pour les muta-
tions implémentées. Elle permet de générer des tests pertinents en un temps raisonnable
(moins d’une minute en moyenne), mais pourrait tout de même être optimisée selon
plusieurs critères. En premier lieu, une optimisation du raffinement de la précision ∆ et
les bornes des variables pourrait mener à la génération de tests permettant de tuer les
mutants ayant survécu à la campagne de test qui ne sont pas équivalents aux exigences.
Ensuite toutes les valeurs des constantes et des bornes des variables sont traitées comme
des chaînes de caractères, et les opérations arithmétiques fiables sont effectuées dans le
solveur de contraintes. Cependant certaines mutations exigent de modifier ces valeurs, des
conversions entre les formats décimaux et binaires (BigFloat) sont alors effectuées sans
que les erreurs soient maîtrisées. Une optimisation permettant d’augmenter la fiabilité
de cette solution serait d’intégrer la bibliothèque MPDI introduite dans le chapitre 4 afin
d’effectuer tous les calculs uniquement en intervalles décimaux multi-précision.
6.5 Conclusion
Dans ce chapitre, nous avons introduit les notions de test par mutation et programma-
tion par contraintes, afin de prototyper une solution de génération de tests à partir d’une
spécification fonctionnelle. Les caractéristiques de la programmation par contraintes sur
variables définies sur des domaines continus a été jugée comme une solution adéquate
pour représenter les exigences numériques complexes présentes dans les spécifications de
logiciels aéronautiques. Le test de mutation quant à lui est une méthode d’évaluation de la
qualité d’une campagne de test versatile, pouvant être transformé en méthode de généra-
tion de tests selon des objectifs de tests définis comme des mutations. La combinaison de
ces deux approches n’avait pas encore été étudiée pour la génération de tests numériques
fiables. Nous proposons un algorithme optimisé pour la génération de tests numériques,
pour lesquels une description de l’ensemble des solutions n’est pas envisageable. Cet al-
gorithme tire parti des spécificités de la programmation par contraintes pour trouver un
sous-ensemble de solutions fiables permettant de distinguer un mutant de l’exigence qui
l’a engendré, et ainsi générer un test pertinent.
Nous proposons un prototype développé en Julia, utilisant le solveur de contraintes
RealPaver. Après quelques modifications de ce dernier, nous pouvons tirer parti des
solutions fiables qui sont alors calculées. Cette solution a été testée sur un ensemble
représentatif d’exigences et pour un sous-ensemble de mutations. Certaines parties du
développement ne sont pas encore optimisées, menant à des ralentissements du temps
d’exécution, notamment lorsque le CSP de génération de test opère sur un espace de re-
cherche trop grand. De plus certaines parties du logiciel effectuent des opérations arithmé-
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tiques pouvant mener à des erreurs. Une perspective serait donc l’intégration des solutions
d’arithmétique fiable implémentées dans les chapitres précédents de cette thèse.
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D
ANS cette thèse, nous avons traité les problématiques liées à l’automatisation de
la génération des tests à partir d’un formalisme de spécification fonctionnelle,
soumise aux contraintes de la certification aéronautique. La diversité des fonc-
tionnalités décrites par les exigences ne favorisant pas l’étude d’une solution généraliste,
nous nous sommes concentrés sur les exigences numériques, pour lesquelles l’effort de
test est le plus important. Nous avons donc divisé nos contributions selon deux axes :
• l’étude du paysage de la génération automatique de tests et de la faisabilité d’une
solution de génération automatique de tests compatibles avec les contraintes de la
certification aéronautique,
• l’élaboration de bibliothèques arithmétiques proposant des opérations fiables
dans les formats binaires et décimaux, afin de fournir des résultats précis pour la
génération des tests numériques, qui utilise une combinaison de ces formats.
Nous allons dans un premier temps développer ces deux axes de contributions, puis
présenter, dans un second temps, les perspectives résultant de ces travaux.
Contributions
Vers la génération automatique de tests numériques
Le sujet de la génération automatique de tests n’est abordé que depuis quelques années
dans le monde du logiciel aéronautique. Le développement de ces produits est soumis à de
fortes contraintes de certification. L’application de méthodes de génération automatique
de tests numériques fiables sur un formalisme de spécification a peu été étudiée et n’a à
notre connaissance jamais fait l’objet d’une solution outillée.
Dans un premier temps, nous avons donc proposé l’utilisation d’un formalisme per-
mettant de représenter le comportement fonctionnel des exigences numériques : les
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contraintes sur des domaines continus. Tout en étant une méthode de définition de l’en-
semble des solutions précis, la programmation par contraintes est conforme aux critères de
certification aéronautique déclarant que la spécification fonctionnelle ne doit pas décrire
la solution logicielle.
À partir de cette formalisation, nous avons développé un algorithme de génération
automatique de tests numériques fiables grâce à l’adaptation de la méthode de test par
mutations sur des contraintes continues. Le test par mutations permet de simuler des
erreurs potentielles à l’intérieur des contraintes en les modifiant selon un règle appelée
mutation. Si la campagne de test, composée d’un nombre de tests positifs ou nuls, ne
permet pas de détecter le mutant généré par cette mutation, un test est alors généré pour
enrichir la campagne de tests. Dans le cas où le solveur de contraintes ne parvient pas à
trouver une solution en un temps fini, l’algorithme renvoie un rapport d’erreur décrivant
précisément quel mutant n’a pas été détecté, permettant au testeur d’enrichir la campagne
de test manuellement. Nous avons développé un prototype de générateur automatique de
tests en Julia [121] utilisant le solveur de contraintes RealPaver [5].
Arithmétique fiable pour la génération automatique de tests
L’arithmétique utilisée dans notre solution de génération automatique de test est un
mélange d’arithmétique par intervalles à précision finie décimale (exigences et résultats
du solveur de contraintes RealPaver) et d’arithmétique multi-précision binaire dans le
générateur de tests (BigFloat en Julia). Nous proposons de fournir des solutions arithmé-
tiques fiables en binaire et décimal afin d’apporter un certain niveau de confiance dans les
résultats de la génération automatique de tests.
Bibliothèque MPDI. Notre première solution est de proposer une arithmétique d’in-
tervalles décimale multi-précision avec arrondi correct : la bibliothèque MPDI. Cette bi-
bliothèque fournit les opérations arithmétiques de base ainsi que l’exponentielle et le
logarithme. Nous fournissons une preuve de l’algorithme de conversion binaire/décimal,
central pour notre solution. La représentation décimale fournie est compatible avec la
norme IEEE 754-2008 [38], et les opérations sur les intervalles sont conformes avec la norme
IEEE 1788-2015 [42]. La solution implémentée repose sur les bibliothèques GMP [49] et
MPFR [11], et a été minutieusement testée.
Arithmétique en bases mixtes. Dans notre seconde solution, nous nous intéressons aux
formats IEEE 754-2008 standards, binaires et décimaux. Nous proposons les opérations
arithmétique de base, prenant en entrée une combinaison des formats binaires et décimaux
IEEE 754-2008, et renvoyant une sortie dans l’un de ces formats correctement arrondie.
Cette arithmétique repose sur l’opération Fused-Multiply-and-Add en bases mixtes, dont
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nous proposons une analyse détaillée. Notre implémentation a été testée et comparée à
deux autres implémentations de référence par rapport auxquelles elle a été estimée valide
et compétitive quant à ses performances temporelles.
Perspectives
Nous présentons succinctement ici les grands axes de nos travaux futurs.
À court terme
Formaliser les paramètres de précision de l’algorithme de génération de tests. Actuel-
lement, la terminaison de l’algorithme de génération de tests repose sur des bornes sur le
temps d’exécution maximum et sur la détermination d’un nombre fini de boîtes contenant
les solutions, borné par la précision du solveur de contraintes ∆, déterminée à l’aide d’une
estimation. Nous souhaitons fournir une description formelle de cette précision ∆, afin
de cibler la précision du solveur la plus adéquate à partir de laquelle il existe des résultats
sous forme de boîtes contenant les solutions recherchées.
Améliorer la fiabilité arithmétique pour la génération automatique de tests. À l’heure
actuelle, les solutions d’arithmétique fiable développées dans cette thèse n’ont pas encore
été intégrées au générateur de tests. Une première perspective immédiate de ces travaux est
l’intégration de la bibliothèque MPDI dans le générateur de tests. Ceci revient à créer une
interface entre MPDI et Julia, nous pourrons ainsi proposer un générateur de tests utilisant
uniquement l’arithmétique décimale. Une fois l’arithmétique décimale fiable intégrée à la
solution, nous pourrons proposer une analyse formelle de la propagation des erreurs dans
le générateur de tests.
À moyen terme
Enrichir les fonctions de la bibliothèque MPDI. Une conséquence de l’intégration de la
bibliothèque MPDI est la potentielle utilisation de mutations de haut niveau [114], c’est-
à-dire une combinaison de plusieurs mutations. Afin d’y parvenir, il faudrait qu’à terme
la bibliothèque MPDI propose les mêmes fonctions que le solveur de contraintes utilisés.
Nous estimons pour l’instant que la démonstration et l’implémentation des fonctions sinus
et cosinus est un objectif relativement facile à atteindre. Il suffit de connaître la valeur
r = 10F ·n−
⌊
2·10F ·n
pi
⌋
· pi2 et calculer en binaire sin(r ) ou cos(r ).
Améliorer la détermination du verdict. Actuellement, la détermination du verdict des
tests s’effectue par la comparaison du résultat attendu calculé par le testeur et du résultat
obtenu par le logiciel. L’intervalle représentant le comportement attendu est calculé en
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milti-précision binaire à partir d’une chaîne de caractères représentant un nombre décimal,
pour renvoyer un résultat à virgule flottante binaire comparable avec le résultat obtenu
du logiciel, lui aussi binaire. Cette situation pourrait être simplifiée par l’utilisation de
l’arithmétique en bases mixtes. Le résultat attendu serait alors représenté par un intervalle
de nombres à virgule flottante décimaux, qui pourraient être comparés avec le résultat
obtenu par le logiciel toujours représenté dans un format binaire. On pourrait également
imaginer enrichir les fonctionnalités de l’outil d’exécution et de dépouillement des tests à
l’aide d’opérations arithmétiques fiables en bases mixtes.
À long terme
Étude de la robustesse de la solution pour d’autres types d’exigences. Nous avons con-
centré notre étude sur un sous-ensemble d’exigences pour lesquelles l’effort de test était
le plus important : les exigences numériques. Les stimulations et comportements atten-
dus produits par ces exigences sont cependant rarement directement accessibles. Elles se
trouvent généralement intégrées dans des systèmes d’exigences plus complexes, décrivant
des comportements séquentiels ainsi que des expressions conditionnelles (si, alors, lorsque,
etc.). Les perspectives à long terme sont de pouvoir intégrer nos travaux sur la génération
automatique de tests numériques fiables dans un système d’exigences plus diversifiées. Il
s’agirait alors d’étudier la robustesse de notre solution dans le cas d’exigences sujettes à la
propagations d’erreurs numériques. Par exemple, lorsque les résultats sont réutilisés, dans
le cas d’une boucle sur des valeurs numériques.
Étude de la solution avec d’autres solveurs de contraintes. La solution actuelle de gé-
nération automatique de tests repose sur le solveur de contraintes RealPaver. C’est un
solveur simple et fournissant des résultats fiables qui suffisait pour notre prototype de
générateur de tests. Dans le cas d’un système d’exigences plus complexes, nous serons
menés à utiliser des fonctionnalités plus avancées. Il s’agirait alors d’étudier les limites de
la solution actuelle, notamment l’efficacité de RealPaver dans cette situation par rapport
à d’autres solveurs de contraintes, comme Ibex 4 [123] par exemple. De plus, la divergence
de résultat par l’utilisation de différents solveurs de contraintes dans notre générateur de
tests pourrait fournir des indications intéressantes quant aux exigences numériquement
instables.
4. http://www.ibex-lib.org/=
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