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a b s t r a c t
In many reliability analyses, the probability of obtaining a defective unit in a production
process should not be considered constant even though the process is stable and in control.
Engineering experience or previous data of similar or related products may often be used
in the proper selection of a prior model to describe the random fluctuations in the fraction
defective. A generalized beta family of priors, several maximum entropy priors and other
prior models are considered for this purpose. In order to determine the acceptability of a
product based on the lifelengths of some test units, failure-censored reliability sampling
plans for location-scale distributions using average producer and consumer risks are
designed. Our procedure allows the practitioners to incorporate a restricted parameter
space into the reliability analysis, and it is reasonably insensitive to small disturbances
in the prior information. Impartial priors are used to reflect prior neutrality between the
producer and the consumer when a consensus on the elicited prior model is required.
Nonetheless, our approach also enables the producer and the consumer to assume their
own prior distributions. The use of substantial prior information can, in many cases,
significantly reduce the amount of testing required. However, the main advantage of
utilizing a prior model for the fraction defective is not necessarily reduced sample size but
improved assessment of the true sampling risks. An example involving shifted exponential
lifetimes is considered to illustrate the results.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Reliability demonstration and acceptance tests provide decision rules to determine the acceptability of a product based
on the lifelengths of some test units. A product is usually considered conforming (or nondefective) if its reliability surpasses
a specified standard. For products grouped into lots, a sample is picked at random from the lot and, on the basis of the
information contained in the sample, the entire lot is accepted or rejected. Reliability demonstration reveals whether a
product should be accepted and start formal production or if it should be rejected and sent back for reengineering.
Reliability test plans generally specify the sample size, test statistic and decision criterion. These sampling plans are often
very expensive in terms of money and time. A common solution in practice is the use of censored tests. Another approach
is to incorporate prior knowledge, typically from engineering experience or previous data from similar or related products.
In many situations, some failure times of units put on test in a reliability study are not recorded. For instance, under failure
or Type II censoring, a test is stopped after a specified number (say,m ≤ n) of units have failed. This censoring scheme and
some extensions have been widely treated in the literature. Papers [1–16] are just a sample.
The conventional approach to reliability test design is based on a random sample of units drawn from a production
process with a constant probability p of producing a defective (or nonconforming) unit. The optimal design of acceptance
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sampling plans under the classical perspective has been studied by many authors; see, among others, Fernández [17],
Jun et al. [11], Balamurali and Jun [18], Arizono et al. [19], Aslam et al. [20], Aslam and Jun [21], and Pérez-González and
Fernández [22]. Nevertheless, in most production processes, all units do not have an equal chance of being defective. In
particular, Mood [23] argued that there is no reason to assume that p is constant with probability 1, and pointed out the
importance of adopting a prior distribution on p in sampling inspection. We suppose that p randomly varies from lot to lot
according to a known prior distribution. Proper assessment of the producer and consumer risks requires evaluation of the
random fluctuations in the proportion defective, p, as well as of the sampling variation. Both sources of variation will be
taken into account in this article. Engineering judgment and experience, as well as any available previously observed test
data from similar or related experiments, may be employed in the appropriate selection of a prior model to describe the
probabilistic behavior of the fraction defective. In general, we assume a restricted parameter interval [c, d] ⊂ [0, 1] since in
many applications some information is available on themagnitude of p, allowing their limits to be estimatedquite accurately.
Impartial prior distributions are deemed as ‘‘logical’’ expressions of prior neutrality between the producer and the consumer.
The use of substantial prior information can often significantly reduce the amount of testing required. Nonetheless, themain
advantage of using a prior model for p is not necessarily reduced sample size but improved assessment of the true sampling
risks. The implementation of prior models is essential in many fields; see, e.g., [24–30].
This paper dealswith the problemof choosing a prior density for the lot fraction defectivewhen prior knowledge suggests
a restricted parameter interval [c, d] ⊂ [0, 1]. The design of optimal failure-censored reliability sampling plans for location-
scale lifetimedistributions given appreciable prior knowledge on the fractiondefective is also treated. Our approachprovides
a simple way to incorporate prior impartiality and a limited parameter interval in designing optimal sampling plans.
The remainder of this article is structured as follows. Section 2 provides an introduction to classical reliability testing
under failure censoring. The use of priors distributions to describe the random variation in the fraction defective is
considered in Section 3. A generalized beta family of priors, several maximum entropy priors and other prior models with
domain [c, d] are presented in Sections 4–6, respectively. Section 7 is devoted to failure-censored reliability test planning
based on average producer and consumer risks. A step-by-step procedure to determine optimal reliability sampling plans is
proposed and the shifted exponential case is examined. Next, Section 8 gives a numerical example to illustrate the results,
while Section 9 offers a brief discussion of the conclusions.
2. Classical reliability testing under failure censoring
In a reliability testing process, assume that X , the lifetime of a product in a large batch, has a location-scale distribution
with unknown location and scale parameters µ and σ > 0, respectively. The corresponding cumulative distribution
function (cdf) and probability density function (pdf) of X are denoted by F (x;µ, σ) = F0 ((x− µ) /σ) and f (x;µ, σ) =
σ−1f0 ((x− µ) /σ), where F0(·) and f0(·) are the parameter-free cdf and pdf of X0 = (X − µ) /σ .
Suppose that all units in a randomly selected sample of n items from the lot are tested at once. The experiment has ended
when them-th failure occurs. We assume that X1:n, . . . , Xm:n represent the ordered observed failures times. The proportion
of censoring is designated by q = 1− m/n. According to Fernández et al. [3] and Fernández [7], the likelihood function for
(µ, σ ) given X = (X1:n, . . . , Xm:n) is then
L(µ, σ | X)= n!σ
−m
(n−m)!
m
i=1
f0

Xi:n − µ
σ

1− F0

Xm:n − µ
σ
n−m
. (1)
Test units are either defective or nondefective. Any unit whose lifelength is less than a certain specified value is classified
as defective. Consider that C denotes the minimum lifetime of a conforming unit, and also that p represents the fraction of
non-conforming items, i.e. Pr(X < C) = p. Thus, C coincides with the p-fractile of the distribution of X , which is given by
ξp = µ + σ F−10 (p). In addition, suppose that a low proportion defective pα is deemed acceptable, while a high proportion
defective pβ (pβ > pα) is considered rejectable; pα and pβ are referred to as the acceptable quality level (AQL) and the
rejectable quality level (RQL), respectively. In short, a lot is assumed to be good when p ≤ pα and bad when p ≥ pβ .
Clearly, in order to decide between the hypotheses H0 : p ≤ pα and H1 : p ≥ pβ , a convenient pivotal quantity would be
Tp ≡ Tp,n,m = (µ− ξp)/σ , whereµ andσ are the maximum likelihood estimators (MLEs) of µ and σ (or other equivariant
estimators), provided they exist. In such a case, H0 is accepted if Tp is sufficiently large (e.g., greater than k) when p = pα .
Therefore, in practice, a batch or lot is accepted wheneverµ− kσ > C .
A classical failure-censored reliability sampling plan is described by the sample size n, the number of observed failures
m, (or, equivalently, the degree of censoring q = 1−m/n) and the acceptance constant k. The probabilistic behavior of the
sampling plan (n,m, k) is characterized by the probability of lot acceptance, or the so-called operating characteristic (OC)
function, which is defined by
L (p) ≡ L (p; n,m, k) = Pr Tp > k , 0 < p < 1. (2)
Clearly the OC function (2) may also be written as
L (p) = Pr µ− kσ > ξp = Pr(Y1 − kY2 > F−10 (p)), 0 < p < 1,
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where Y1 = (µ− µ) /σ and Y2 = σ/σ are pivotal quantities. Hence, in our case, the design and performance of the failure-
censored sampling plans do not depend on the unknown parameters µ and σ .
The design of reliability sampling plans traditionally assumes an agreement on the maximum risks that the producer
and the consumer are willing to tolerate, namely the producer and consumer risks, 1 − L (pα) and L

pβ

, are at most the
prespecified small values α and β , respectively (α + β < 1). In this way, once the observed number of failures, m (or
the desired censoring degree, q) is selected, the optimal sampling plan is precisely the smallest sample size plan (n,m, k)
satisfying the inequalities
L (pα; n,m, k) ≥ 1− α and L

pβ; n,m, k
 ≤ β. (3)
See, e.g., the papers in [11,19,31–33].
Assuming that Tp;γ denotes the γ -quantile of Tp, γ ∈ (0, 1), it is obvious that (3) implies that k ≤ Tpα ;α and k ≥ Tpβ ;1−β .
Thus, ifm or q is previously determined, the optimal sample size is the smallest integer n such that Tpβ ;1−β ≤ Tpα ;α , whereas
k is any value between Tpβ ;1−β and Tpα ;α . A balanced choice for the acceptance constant would be k
∗ = (Tpα ;α + Tpβ ;1−β)/2.
3. Prior distributions on proportion nonconforming
Numerous prior distributions could be used to describe the random variation in the fraction defective, p, but the most
popular is clearly the beta model; see, e.g., [34,35,24]. This distribution is widely employed in statistical practice as a prior
distribution for proportions on the basis of its analytical tractability and versatility in addition to the ease in interpretation.
However, as a two parameter distribution, it might provide only limited precision in fitting the available prior information.
In accordance with Chen and Novick [36], the use of the beta distribution as a prior has some disadvantages. There are times
when itmay bemore desirable to select amore parametrically flexible version of the betamodel to allow a richer description
of prior knowledge. In particular, Chen and Novick [36] shows that the three-parameter generalized beta distribution
provides a rich class of priors for the binomial model that eliminates several restrictions of the standard beta class. They
present a numerical example which indicates the desirability of using these wider class of densities for binomial models,
specifically in an interactive computing environment.
Fraction defective is usually quite small in reliability analysis, and accurate information about lower and upper bounds
on p is often available. Ignoring these bounds in designing sampling plansmay result in the loss of considerable information.
In general, we assume that prior knowledge suggests a reduced parameter interval [c, d] ⊂ [0, 1], where c < pα and d > pβ
are usually quite small; otherwise, c = 0 and d = 1. As mentioned in [37], these limits should be initially evaluated. If the
‘‘neutrality’’ in the prior model is required in reliability testing, clearly the hypotheses H0 : p ≤ pα and H1 : p ≥ pβ should
be equally weighted, i.e., the probabilities Pr (p ≤ pα) and Pr

p ≥ pβ

must coincide. In such a case, the prior will be called
impartial. Specifically, given 0 < ε ≤ 0.5, the prior distribution is said to be ε-impartial if Pr (p ≤ pα) = Pr

p ≥ pβ
 = ε. In
this situation, pα and pβ are the prior ε- and (1− ε)-quantiles, respectively. Inmany circumstances themost noninformative
prior which only includes the irrefutable aspects is requested. The usage of maximum entropy priors is appropriate in those
situations.
A generalized beta family of priors, several maximum entropy priors and other prior models with domain [c, d] are
considered in the following sections.
4. Generalized beta priors
According to Fernández and Pérez-González [38], wewill say that the prior distribution of p is generalized beta (GB) with
parameters a, b, c, d and r (a > 0, b > 0, 0 ≤ c < d ≤ 1 and r < 1), which is denoted by p ∼ GB (a, b, c, d, r), when its
density function h (·) ≡ h (·; a, b, c, d, r) is defined by
h (p) = (1− r)
a (d− c) (p− c)a−1 (d− p)b−1
{d− c − r (p− c)}a+b B(a, b) , c < p < d,
whereB(·, ·) is the usual beta function. The parameters a, b and r control shape and skewness,while c and d are theminimum
and maximum fraction defective values. Note also that c is a location parameter, whereas d − c is a scale parameter. The
standard Beta(a, b) distribution is obtained when c = 0, d = 1 and r = 0. If a = b = 1 and r = 0, the distribution of p is
uniform U (c, d).
Pham and Turkkan [37] considers the case in which r = 0 and recommends the use of a GB prior instead of a standard
beta prior when c and d can be accurately estimated. The GB class of priors with c = 0 and d = 1 was employed by Chen
and Novick [36] in binomial sampling. They pointed out several disadvantages of using standard beta priors, and stated that
the GB distribution eliminates some of those drawbacks. According to these authors, the presence of the parameter r allows
the GB family to take on a wider variety of shapes than the standard beta class. The range of values for the mean, variance,
skewness, and kurtosis is also extended.
In general, the cdf of p, denoted by H (·) ≡ H (·; a, b, c, d, r), is given by
H (y) = B∗ [a, b; (y− c) (r − 1) / {r (y− c)− (d− c)}] , c < y < d,
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Fig. 1. GB(a, b, c, d, r) prior densities for pwhen c = 0.000568 and d = 0.0334 for selected values of a, b and r .
where B∗ [·, ·; ·] is the well-known incomplete beta function ratio defined as
B∗ [a, b; z] = {B (a, b)}−1
 z
0
pa−1 (1− p)b−1 dp, z ∈ [0, 1] .
The moments of p can be expressed in terms of the Gauss hypergeometric function 2F1. Specifically,
E

ps
 = s
i=0
 s
i

(a)i 2F1 (a+ b, a+ i, a+ b+ i, r)
c i−s (d− c)−i (1− r)−a (a+ b)i
, s = 1, 2, . . . ,
where (a)i is Pochhammer’s notation, i.e., (a)0 = 1 and (a)i = (a)i−1 (a+ i− 1), and
2F1 (a+ b, a+ i, a+ b+ i, r) =
 1
0
ta+i−1 (1− t)b−1
B (a+ i, b) (1− rt)a+b dt,
which also has the following series expansion
2F1 (a+ b, a+ i, a+ b+ i, r) =
∞
j=0
(a+ i)j (a+ b)j
(a+ b+ i)j
r j
j! .
For instance, the expected fraction defective is given by
E [p] = c + a (d− c) (1− r)a / (a+ b) 2F1 (a+ b, a+ 1, a+ b+ 1, r)
because 2F1 (a+ b, a, a+ b, r) = ∞i=0 (a)i r i/i! = (1− r)−a. When r = 0, the prior mean and variance of the fraction of
nonconforming items, p, reduce to
E [p] = c + a (d− c)
a+ b and V [p] =
ab (d− c)2
(a+ b)2 (a+ b+ 1) .
The GB family of prior densities can take on a wide variety of both symmetrical and asymmetrical shapes. For symmetric
distributions a and b are the same and r = 0. In particular, if a and b are both equal to 1, and r = 0, then we have a uniform
distribution U (c, d). When a > 1 and b > 1, the GB prior is unimodal and bell-shaped; if r = 0, the prior mode is exactly
ω = c+ (d− c) (a− 1) / (a+ b− 2). When a < 1 and b < 1, the density is bathtub-shaped; if r = 0, there is an antimode
at γ . Otherwise, the density may be decreasing, uniform, increasing, or has a single antimode and a single mode. Clearly, the
GB family provides the practitioner an extensive range of shapes to consider for the prior information. Examples of some GB
prior densities for p are shown in Fig. 1 for illustrative purposes. Most types of prior knowledge that usually are available or
requested can be represented by a GB prior. In addition, GB priors allow the practitioners the flexibility to limit the range
of the fraction defective if it forms part of the prior information. If there is no information to that extent, then c = 0 and
d = 1.
5. Maximum entropy priors
Available prior knowledge is often partial, and a prior model as noninformative as possible is usually required to use. In
many cases, this problem can be solved using the concept of entropy; see [39,40] and [41, p. 92]. As stated in Jaynes [39],
the entropy of a prior density π (·) for p is defined as
−Eπ [log {π (p) /π0 (p)}] = −
 1
0
log {π (p) /π0 (p)}π (p) dp,
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where π0 (·) is the natural ‘‘invariant’’ noninformative prior on p. Four reasonable noninformative prior densities for the
proportion p with parameter space Θ = (0, 1) are π1 (p) = 1, π2 (p) ∝ p−1/2 (1− p)−1/2 , π3 (p) = p−1 (1− p)−1 and
π4 (p) ∝ pp (1− p)1−p. The first is the natural uniform U (0, 1) distribution proposed by Bayes and Laplace, which is also
GB (1, 1, 0, 1, 0). The secondmodel, supported in [42,43], is Beta(1/2, 1/2) or GB (1/2, 1/2, 0, 1, 0). The third density is the
Haldane’s [44] improper prior, used in [45,39,46], which could be considered improper beta. In contrast, the fourth prior,
suggested in [47], is not generalized beta.
In numerous situations, the available partial prior information takes the form
Eπ [ϕi (p)] =
 1
0
ϕi (p) π (p) dp = µi, i = 1, . . . , s. (4)
A reasonable approach is to seek the prior distribution which maximizes entropy among all those distributions which
satisfy the given set of constraints (4). Intuitively, this should result in a priorwhich incorporates available prior information,
but otherwise is as noninformative as possible. The solution to the maximization of entropy subject to (4) is well-known.
From arguments involving the calculus of variations, the maximum entropy (ME) prior density satisfying the above
restrictions is given by
π∗ (p) ∝ π0 (p) exp

s
i=1
λiϕi (p)

(5)
provided it exists, where λi, i = 1, . . . , s, are constants to be determined from the constraints in (4), i.e., Eπ∗ [ϕi (p)] =
µi, i = 1, . . . , s.
We assume hereafter the uniformity of the natural noninformative prior in accordance with Geisser [48], and also that
the parameter space of p is restricted to the interval [c, d], where 0 ≤ c < d ≤ 1, i.e.
π0 (p) = 1, 0 ≤ p ≤ 1, and Pr (c ≤ p ≤ d) = 1. (6)
If additional assumptions are not imposed, in view of (5), the restrictedME prior would be uniform U [c, d], which coincides
with a GB (1, 1, c, d, 0) prior.
Suppose that 0 < ε ≤ 1/2, and c < pα < pβ < d, and the ε-impartiality of the prior density is also required. Based
on (5), the prior density which maximizes entropy, subject to the above constraints, is defined by π∗ (p) = ε/ (pα − c) for
p ∈ [c, pα] and π∗ (p) = ε/

d− pβ

for p ∈ pβ , d, i.e., a priori p | p ≤ pα ∼ U [c, pα] and p | p ≥ pβ ∼ U pβ , d, which
are special cases of the GB family.
Now, consider that ργi ∈ (c, d) is assumed to be the prior γi-quantile of p for i = 1, . . . , j, where γi−1 < γi < γi+1 with
γ0 = 0 and γj+1 = 1. Then the ME prior for p is defined by
π∗ (p) = γi − γi−1
ργi − ργi−1
, ργi−1 < p < ργi (i = 1, . . . , j+ 1) ,
where ρ0 = c and ρ1 = d. The ME prior distribution is therefore piecewise uniform.
Assume that the prior mean is specified as µ1 and we seek the most noninformative among the prior models with this
mean. From (5), the ME prior density for the parameter p, subject to the prior information Eπ [p] = µ1 and c ≤ p ≤ d, is
defined by
π∗ (p; λ, c, d) = λ exp (−λp)
exp (−λc)− exp (−λd) , c ≤ p ≤ d, (7)
in which λ is determined by Eπ
∗
[p] = ψ (λ; c, d) = µ1, where
ψ (λ; c, d) = (1+ λc) exp (−λc)− (1+ λd) exp (−λd)
λ {exp (−λc)− exp (−λd)} . (8)
The ME prior is truncated one-parameter exponential (i.e. λ > 0) if µ1 is lower than µ0 = (c + d) /2. The equation
ψ (λ; c, d) = µ1 cannot be solved when µ1 = µ0; however, the ME prior is U [c, d] by making λ → 0. Finally, λ is
negative if µ1 > µ0.
If the prior model is also claimed to be ε-impartial, the ME prior would be
π∗ (p) =

επ∗ (p; λ, c, pα) if c ≤ p ≤ pα,
(1− 2ε) π∗ p; λ, pα, pβ if pα < p < pβ ,
επ∗

p; λ, pβ , d

if pβ ≤ p ≤ d,
in which π∗ (·; ·, ·, ·) is defined by (7) and λ satisfies
Eπ
∗
[p] = εψ (λ; c, pα)+ (1− 2ε)ψ

λ; pα, pβ
+ εψ λ; pβ , d = µ1,
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Fig. 2. ME priors for p with domain [0.002, 0.045], mean µ1 = 0.019 and standard deviations σ1 = 0.006 (solid line), σ1 = 0.009 (dashed line) and
σ1 = 0.011 (dot-dashed line).
where ψ (·; ·, ·) is given in (8). Thus, the prior distributions of p | p ≤ pα and p | p ≥ pβ are truncated one-parameter
exponential when λ > 0.
Consider that the true priormean and variance of p are assumed to beµ1 andµ2, respectively. Then, theME prior, subject
to Eπ [p] = µ1, Vπ [p] = µ2 and c ≤ p ≤ d, is
π∗ (p; c, d) ∝ exp{λ1p+ λ2(p− µ1)2}, c ≤ p ≤ d,
by virtue of (5), where λ1 and λ2 are chosen so that the above restrictions are satisfied. Thus
π∗ (p; c, d) ∝ exp{−(p− µ0)2/(2σ 20 )}, c ≤ p ≤ d,
where µ0 = µ1 − λ1/ (2λ2) and σ 20 = −1/ (2λ2), i.e., provided it exists, π∗ (·) is a truncated normal N

µ0, σ
2
0

density
satisfying Eπ
∗
[p] = µ1 and Vπ∗ [p] = µ2, which is defined by
π∗ (p; c, d) = φ [(p− µ0)/σ0]
σ0 {Φ [d0]− Φ [c0]} , c ≤ p ≤ d, (9)
where φ [·] and Φ [·] are the N(0, 1) pdf and cdf, respectively, d0 = (d − µ0)/σ0 and c0 = (c − µ0)/σ0. Therefore, µ0 and
σ0 satisfy the equations
µ1 = µ0 + σ0

φ [c0]− φ [d0]
Φ [d0]− Φ [c0]

and
µ2 = σ 20

1+ c0φ [c0]− d0φ [d0]
Φ [d0]− Φ [c0]

− (µ1 − µ0)2 .
For illustrative purposes, Fig. 2 presents the graphs of the ME prior densities for p with mean µ1 = 0.019 and standard
deviations σ1 = 0.006, 0.009 and 0.011 when c = 0.002 and d = 0.045.
If the ε-impartiality of the prior model is also needed, the ME prior density would be given by
π∗ (p) =

επ∗ (p; c, pα) if c ≤ p ≤ pα,
(1− 2ε) π∗ p; pα, pβ if pα < p < pβ ,
επ∗

p; pβ , d

if pβ ≤ p ≤ d,
where Eπ
∗
[p] = µ1 and Vπ∗ [p] = µ2, and π∗ (·; ·, ·) takes on the form defined in (9). Therefore, a priori p | p ≤ pα and
p | p ≥ pβ would be truncated normally distributed.
6. Other prior models on fraction defective
There are various other models with domain (c, d) that can be used as prior distributions for p. For instance, if Z1 and Z2
are arbitrary random variables with ranges (−∞,∞) and (0,∞), respectively, it is clear that the densities of
p1 = c + d exp (Z1)1+ exp (Z1) and p2 = c + (d− c) exp (−Z2)
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both have domain (c, d). Thus, many priors on the fraction defective may easily be derived. In particular, if Z1 is normally
distributed with mean a and variance b > 0, the prior density of p1 would be
g1 (p) = exp
− (log {(p− c) / (d− p)} − a)2 / (2b)
(p− c) (d− p)√2πb , c < p < d,
whereas, if the distribution of Z2 is gammaG(a, b), where a > 0 and b > 0 are the corresponding shape and scale parameters,
the prior density of p2 would be
g2 (p) = (p− c)
1/b−1 [log {(d− c) / (p− c)}]a−1
baΓ (a) (d− c)1/b , c < p < d,
in which Γ (·) denotes the well-known gamma function.
Another general family of prior densities defined on (c, d) may be constructed in the following manner. Provided that
g [·] and G [·] are the respective pdf and cdf of an arbitrary location-scale distribution and also that g0 [·] and G0 (·) denote
the corresponding standardized pdf and cdf, a density with domain (c, d) can be defined by
h (p) = g[G
−1
0 (p)]/g0[G−10 (p)]
G[G−10 (d)] − G[G−10 (c)]
, c < p < d.
Note that, if t = G−10 (p), it turns out that d
c
g[G−10 (p)]
g0[G−10 (p)]
dp =
 G−10 (d)
G−10 (c)
g (t) dt = G[G−10 (d)] − G[G−10 (c)].
Sometimes, a single density function may not be best suited to reflect available prior knowledge on p accurately,
especially when the prior information about p is elicited from several experienced engineers. In most cases, however, a
finite mixture of prior distributions might be sufficiently flexible. In fact, the use of finite discrete prior mixtures represents
an easy and convenient way to combine multiple expert opinions about the fraction defective without the necessity to first
achieve a consensus prior. Furthermore, note that any arbitrary prior density may be approximated by mixtures of natural
conjugate priors [49]. Particularly, the prior information on p might be appropriately described by a finite mixture of GB
distributions.
7. Optimal reliability test planning using prior information
In some reliability analyses, both consumer and producer are satisfied with the available prior knowledge and they agree
with the selected prior distribution. In many situations, however, the producer specifies a prior model that the consumer is
not willing to accept. In such a case, the producer and consumer priors will be different. If both producer and consumerwant
to ensure the neutrality of the prior model, an impartial prior should be used. In general, we consider that h1 (·) and h2 (·)
are the prior densities on p assumed by the producer and consumer, respectively, both defined on [c, d]. The corresponding
prior cdfs will be denoted by H1 (·) and H2 (·).
Undoubtedly, when a sampling plan is used, there is always a chance of making an incorrect decision. Easterling [50]
first proposed the consideration and use of average risks in order to incorporate available prior information. The average
producer risk (APR) is defined as the probability of rejecting a good product, while the average consumer risk (ACR) is the
probability of accepting a bad product. In our case, the APR and ACR are given, respectively, by
Eh1 [1− L (p) | p ≤ pα] = 1−
 pα
c
L (p) h1 (p) dp/H1 (pα)
and
Eh2

L (p) | p ≥ pβ
 =  d
pβ
L (p) h2 (p) dp/

1− H2

pβ

.
In practice, on the basis of an agreement between the producer and the consumer, the optimal (minimum sample size)
sampling plan is often chosen so that the APR and ACR are at most α and β , respectively, where α and β are prespecified
small values; usually, α = 0.05 and β = 0.10.
7.1. A step-by-step optimization procedure
Given the prior models selected by the producer and the consumer, and the desired fraction of censored data q ∈ [0, 1),
a step-by-step procedure for determining the sampling plan (n,m, k) with smallest sample size n (and the corresponding
values ofm and k) satisfying the inequalities
Eh1 [1− L (p) | p ≤ pα] ≤ α and Eh2

L (p) | p ≥ pβ
 ≤ β (10)
can be summarized as follows:
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• Step 1. Select the maximum acceptable values of the APR and ACR, α and β , the AQL and RQL, pα and pβ , the producer
and consumer prior models, h1 (·) and h2 (·), and the desired level of censoring, q ∈ [0, 1).
• Step 2. Obtain the solution (n0, k0) of the system of integral equations pα
c
{L0 (p)− 1+ α} h1 (p) dp = 0 and
 d
pβ
{L0 (p)− β} h2 (p) dp = 0,
where L0 (p) ≡ L (p; n0, n0(1− q), k0). The values of n0 and k0 can be found via iterative methods. Solving the above
system of equations for (n0, k0) requires numerical integrations. As the integrands are quite smooth, the numerical
integrations are generally stable.
• Step 3. The needed sample size, n, is the smallest integer greater than or equal to n0 (i.e. n = ⌈n0⌉). If q = 0, it is clear
thatm = n.
• Step 4. If q ≠ 0, take m as the integer part of n0 (1− q) (i.e. m = ⌊n0 (1− q)⌋) if (n,m) satisfies the risk requirements
(10). Otherwise, definem = ⌈n0 (1− q)⌉. Note that, since n andm have to be integers, the censoring level is not always
exactly the specified level.
• Step 5. The acceptance constant, k, can be any value in the interval kβ , kα, where
Eh1 [1− L (p; n,m, kα) | p ≤ pα] = α and Eh2

L

p; n,m, kβ
 | p ≥ pβ = β.
In principle, the midpoint k∗ = kβ + kα /2 is a reasonable choice for k.
Note that the exact APR and ACR for plan

n,m, kβ

are precisely αβ and β , respectively, whereas the corresponding
average risks for plan (n,m, kα) are α and βα , where
αβ = Eh1

1− L p; n,m, kβ | p ≤ pα and βα = Eh2 L (p; n,m, kα) | p ≥ pβ .
7.2. Shifted exponential case
The shifted exponential distribution is a useful lifetime model in reliability analysis. In this subsection we assume that
X has a shifted exponential SE(µ, σ ) law [17] with pdf defined by f (x;µ, σ) = σ−1 exp {− (x− µ) /σ } for x > µ, where
µ ≥ 0 and σ > 0 are the respective location and scale parameters. The SE(µ, σ ) distribution has been used to describe
component failure observations, as well as the reliability of equipment in industrial applications. The location parameter,µ,
may be interpreted as an unknown point at which ‘‘life’’ begins or as a ‘‘guarantee time’’ during which failure cannot occur.
In many situations one can reasonably assume that the probability of failure up to a certain time is zero and, thereafter,
the lifetime follows the SE(0, σ ) distribution [9,10,51,52]. In addition, the SE(µ, σ ) model arises as the limiting form of
the distribution of the minimum of random samples from some densities with support on (µ,∞). This property is often a
justification for its use in reliability studies in which a complexmechanism fails when any one of its many components fails.
The design of classical reliability sampling plans for the SE(µ, σ ) distribution was treated by Fernandez [17], who
presented an exact procedure for finding the optimal planwhich is valid for failure and progressive censoring.More recently,
Fernández [8] proposes optimal reliability plans under double failure censoring for some two-parameter models, including
the shifted exponential case.
For later use, given arbitrary real x and positive v, we consider that Sv [x] is defined by
Sv [x] = 1
Γ (v)
 x
0
tv−1 exp(−t)dt. (11)
Provided that x > 0, Sv [x] coincides with the well-known incomplete gamma function ratio at x. In this case, if v is not too
small (say, v ≥ 5), it is deduced from the Wilson–Hilferty [53] transformation (see, e.g., [54, p. 158]) that
Sv [x] ≈ Φ

3v1/2

(x/v)1/3 + 1/ (9v)− 1
is an accurate approximation,Φ [·] being the standard normal N(0, 1) cdf. Note also that, if v is a positive integer, it follows
from repeated integration by parts that Sv [x] = 1− exp(−x)v−1i=0 xi/i! for arbitrary x.
According to Fernández [17], the MLEs of µ and σ are obtained to be
µ = X1:n and σ =
m
i=1
Xi:n + (n−m) Xm:n − nX1:n
m
provided that m ≥ 2, which is assumed hereafter. Moreover, letting Y1 = (µ− µ) /σ and Y2 = σ/σ , it turns out that
2nY1 ∼ χ22 and 2mY2 ∼ χ22m−2 independently, where χ2s stands for a chi-square distribution with s degrees of freedom.
The OC function for sampling plan (n,m, k) can be derived in closed-form using the distributional properties of µ and σ .
Specifically, after some computations, the OC function when k ≥ 0 is defined by
L (p) = Pr (Y1 − kY2 > − log(1− p)) = (1− p)n / (1+ kn/m)m−1 , 0 < p < 1.
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Table 1
Minimum sample size, n, and the corresponding number of failures, m, and acceptance constants, kα and kβ , in the shifted exponential case when
α = 0.05, β = 0.10, q = 0, 0.5 or 0.9, and the respective AQL and RQL are: (1) c = pα/5 and d = pβ + 4pα/5 or (2) pα and pβ .
q pα pβ n(1) m(1) k(1)α k
(1)
β n
(2) m(2) k(2)α k
(2)
β
0.0 0.00041 0.0184 120 120 3.484E−4 2.850E−4 124 124 3.601E−6 −2.168E−6
0.00284 0.0311 68 68 1.889E−4 −8.120E−5 79 79 −0.002221 −0.002476
0.00654 0.0426 48 48 −2.453E−4 −0.001065 62 62 −0.005880 −0.006479
0.01090 0.0535 37 37 −8.179E−4 −0.002062 52 52 −0.01044 −0.01085
0.02090 0.0742 25 25 −0.002224 −0.003347 42 42 −0.02170 −0.02256
0.03190 0.0942 19 19 −0.003901 −0.006656 36 36 −0.03501 −0.03534
0.5 0.00041 0.0184 120 59 3.515E−4 2.876E−4 124 61 3.631E−6 −2.187E−6
0.00284 0.0311 68 33 1.920E−4 −8.250E−5 79 39 −0.002256 −0.002505
0.00654 0.0426 48 23 −2.511E−4 −0.001089 62 30 −0.006119 −0.006571
0.01090 0.0535 37 18 −8.422E−4 −0.002121 53 26 −0.01110 −0.01186
0.02090 0.0742 25 12 −0.002327 −0.003499 43 21 −0.02381 −0.02411
0.03190 0.0942 19 9 −0.004179 −0.007064 39 19 −0.03926 −0.04034
0.9 0.00041 0.0184 120 11 3.808E−4 3.114E−4 124 12 3.896E−6 −2.346E−6
0.00284 0.0311 68 6 2.237E−4 −9.596E−5 79 7 −0.002808 −0.002810
0.00654 0.0426 48 4 −3.197E−4 −0.001379 65 6 −0.009024 −0.009236
0.01090 0.0535 37 3 −0.001206 −0.002957 60 6 −0.01754 −0.01807
0.02090 0.0742 25 2 −0.005323 −0.006185 65 7 −0.03776 −0.04007
0.03190 0.0942 19 2 −0.01023 −0.01192 78 8 −0.06061 −0.06175
When k < 0 and k ≠ −m/n, it follows that
L (p) = 1− Sm−1 [m log(1− p)/k]+ (1− p)
nSm−1 [(n+m/k) log(1− p)]
(1+ kn/m)m−1 ,
whereas if k = −m/n, then
L (p) = 1− Sm−1 [−n log(1− p)]+ (1− p)
n {−n log(1− p)}m−1
Γ (m)
.
Thus, ifm is not small and−m/n < k < 0, as usual, the OC curvemight be approximately expressed in terms of the standard
normal cdf.
Following the traditional viewpoint, assume that (n(2),m(2), k(2)) is theminimum sample size test plan satisfying (3) and
also that (n(1),m(1), k(1)) is the optimal plan when the AQL and RQL are c and d, respectively. It is easily shown that a lower
bound on n(2) is given by
Vα,β

pα, pβ
 = log{(1− α) /β}
log{(1− pα) /

1− pβ
} ,
which is the minimum sample size when k ≤ 0. The approximation n(2) ≃ Vα,β pα, pβ is quite reasonable when the
censoring degree is not too high, and excellent when pα and pβ are small. In a similar way, n(1) ≥ Vα,β (c, d).
Assuming now the existence of a prior density on pwith domain [c, d], where 0 < c < pα and pβ < d < 1, the smallest
sample size which satisfies (10), n, would fall between n(1) and n(2). In addition, as n(1) ≥ Vα,β (c, d), an explicit lower bound
on the needed sample size, n, is provided by

Vα,β (c, d)

.
In general, the required sample size increaseswith higher censoring levels. Nonetheless, increasing censoringwill reduce
number of failures and test time. Therefore, to select a suitable censoring degree, the cost of testing must be examined. The
expected duration of the optimal plan (n,m, k) is given by E [Xm:n] = µ+ σm−1i=0 (n− i)−1.
Table 1 presents the range of possible optimal sample sizes, [n(1), n(2)], the corresponding number of observed failures,
m, and the acceptance constants, kα and kβ , for α = 0.05, β = 0.10 and several values of pα and pβ selected from the
standard ANSI/ASQC Z1.4-2008 when p ∈ [c, d] with prior probability 1, where c = pα/5 and d − pβ = pα − c , and the
censoring level, q, is 0.0, 0.5 or 0.9. For example, if q = 0.5, pα = 0.0319, pβ = 0.0942 and the percent defective is between
0.638% and 11.972%, the smallest sample size satisfying the risk requirements (10) will fall between 19 and 39, depending
on the available prior information; thus, the maximum reduction in sample size would be 20 units. The needed number of
failures is contained in [9, 19], whereas the expected duration of the optimal plan has limits µ+ 0.619σ and µ+ 0.656σ .
8. An illustrative example
For illustrative and comparative purposes, assume that X is a random variable representing the time-to-failure of a
gyroscope. The distribution of X is considered to be shifted exponential, i.e., X ∼ SE(µ, σ ). Suppose also that an agreement
exists between a producer and a customer, and the analyst must determine the optimal (minimum sample size) failure-
censored reliability sampling plan such that the respective probabilities of rejecting a good gyroscope and accepting a bad
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Table 2
Optimal sampling plans (n,m, k∗) in the shifted exponential case assuming 50% censoring, α = 0.05,
β = 0.10, pα = 0.01, pβ = 0.03 and ε-impartial GB, ME and MEGB priors with c = 0.002 and d = 0.045.
Prior distribution r ε n m k∗
GB 0.0 0.1 92 45 −0.008556
0.2 82 40 −0.007498
0.3 73 36 −0.006374
0.4 61 30 −0.003827
0.5 0.1 92 45 −0.008352
0.2 83 41 −0.007379
0.3 73 36 −0.006037
0.4 61 30 −0.003604
0.9 0.1 93 46 −0.008210
0.2 85 42 −0.007298
0.3 75 37 −0.005915
0.4 62 30 −0.003488
ME – 0.1 76 37 −0.007167
0.4 76 37 −0.007167
MEGB – 0.1 92 45 −0.008515
0.2 82 40 −0.007655
0.3 72 35 −0.006399
0.4 63 31 −0.003555
Fig. 3. ε-Impartial GB(a, b, c, d, r) prior densities for p when c = 0.002, d = 0.045, r = 0 and ε = 0.2 (solid line), ε = 0.3 (dashed line) and ε = 0.4
(dot-dashed line).
gyroscope are at most α = 0.05 and β = 0.10, and a percentage defective of 1% (3%) is deemed acceptable (rejectable), i.e.,
pα = 0.01 and pβ = 0.03. In addition, it is considered that there is zero degree-of-belief that p is outside of the interval
[0.002, 0.045], i.e., c = 0.002 and d = 0.045.
First assume that the producer and consumer priors are degenerate at pα = 0.01 and pβ = 0.03, respectively. If a
complete plan is used, the optimal sampling plan (n,m, k∗) would be (113, 113,−0.01004). The corresponding optimal
plans when the censoring level is 0.5 and 0.9, would be (115, 57,−0.01044) and (135, 14,−0.01339). The required sample
size clearly becomes larger with a higher degree of censoring in all situations. However, an increased censoring level will
reduce test time.
Let us now assume that we are looking for the optimal 50% failure-censored sampling plan with a non-degenerate prior
distribution on p. Table 2 contains the best designs when the distribution of p is ε-impartial GB(a, b, c, d, r) for selected
values of r and ε. For example, if r = 0 and ε = 0.1, the optimal 50% failure-censored sampling plans is (92, 45,−0.008556).
The corresponding best plan when ε = 0.4 would be (61, 30,−0.003827). In general, the needed sample size reduces with
increased impartiality constants, whereas the influence of the parameter r on the required sample size is small.
For illustrative purposes, the ε-impartial GB(a, b, c, d, r) prior densities for p when r = 0 and ε = 0.2, 0.3 and 0.4
are depicted in Fig. 3. In view of this figure, it is clear that the effect of ε is relevant. Several optimal plans assuming the
ε-impartial ME distribution and the ε-impartial prior pdf with maximum entropy among the GB(a, b, c, d, r) densities,
called the maximum entropy generalized beta (MEGB) prior, are also displayed in Table 2. The values of the parameters
a, b and r of the MEGB(a, b, c, d, r) prior are obtained by using constrained optimization methods. Note that if the analyst
uses an ε-impartial ME prior, the best sampling plan would be (76, 37,−0.007167), independently of the value of ε ∈
(0, 1/2]. In view of Table 2, it is clear that the optimal sampling plans with ε-impartial GB and MEGB priors are quite
similar.
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Table 3
Optimal sampling plans (n,m, k∗) in the shifted exponential case assuming 50% censoring, α = 0.05, β = 0.10,
pα = 0.01, pβ = 0.03 and GB, ME or MEGB priors with c = 0.002, d = 0.045, mean µ1 and variance µ2 .
Prior distribution ε r µ1 µ2 n m k∗
GB 0.1 – 0.019 – 76 37 −0.006859
0.2 77 38 −0.006768
0.3 76 37 −0.006562
0.4 76 37 −0.006565
– 0.0 0.019 0.0122 77 38 −0.006756
0.5 78 38 −0.006636
0.9 79 39 −0.006369
ME – – 0.019 – 77 38 −0.006998
0.1 77 38 −0.006791
0.2 78 38 −0.006716
0.3 79 39 −0.006510
0.4 80 39 −0.006091
– – 0.019 0.0122 77 38 −0.006996
MEGB – – 0.019 – 76 37 −0.006831
0.0 78 38 −0.006889
0.5 79 39 −0.006744
0.9 82 40 −0.006791
– – 0.019 0.0122 77 38 −0.007008
Fig. 4. GB(a, b, c, d, 0) (solid line), ME (dashed line) and MEGB (dot-dashed line) prior densities for pwith domain [0.002, 0.045], mean µ1 = 0.019 and
variance µ2 = 0.0122 .
Table 3 presents the optimal plans (n,m, k∗) when the analyst assumes some GB, ME and MEGB priors with mean
µ1 = 0.019 and variance undefined or equal to µ2 = 0.0122. It is clear that the influence of the impartiality constant
ε and the parameter r on the needed sample size is limited. The best sampling plan when the producer and the consumer
adopt the ME prior with mean µ1 = 0.019 is (77, 38,−0.006998). If the ε-impartiality of the prior with ε = 0.4 is also
considered, then the corresponding optimal plan would be (80, 39,−0.006091). Moreover, observe that, if p follows the
MEGB distribution with mean µ1 = 0.019, the best plan is (76, 37,−0.006831), whereas, if r = 0.9 is also assumed, the
corresponding optimal plan would be (82, 40,−0.006791).
For illustrative purposes, the GB(a, b, c, d, 0), ME and MEGB prior densities for p with mean µ1 = 0.019 and variance
µ2 = 0.0122 are shown in Fig. 4. Note that these densities are non-impartial. In general, the influence of the above prior
distributions on the smallest sample size is not relevant in the shifted exponential case. Fig. 4 clearly represents this result
since the prior densities are quite similar.
9. Concluding remarks
In nearly all inspection situations, substantial quantitative and subjective information about the probabilistic behavior
of the proportion of defective items, p, is usually known from past experience. This information can be of great practical
importance in designing reliability sampling plans. An approach to incorporating prior information on the fraction defective
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in constructing optimal failure-censored sampling plans for the purpose of reliability demonstration testing is presented in
this paper.
Themethodology used in this study does not require a considerable amount of prior information. The optimal plan can be
obtainedwith just an approximation of the likelihood that a batch has any given fraction defective. A generalized beta family
of distributions is assumed tomodel the prior knowledge, and theME principle is used to find themost noninformative prior
that only includes indisputable prior information. Some GB, ME and MEGB priors which satisfy practical constraints are
adopted to describe the random fluctuations in the fraction defective. Several computer programs implemented in Matlab
have been written for use in determining prior parameters, average risks, and optimal reliability sampling plans. In many
cases, our procedure can provide better information on the production process, better assessment of sampling risks, and
considerable savings in sample size.
According to the impartiality testing principle, two hypotheses are equally likely a priori if no reason is previously known
to why either hypothesis should be preferred. Basically, reliability demonstration testing is adversarial in form since the
consumer is in conflict with the producer. Lieberman [55] argues that the adversarial nature of the producer–consumer
relationship is an obstacle in coming to a consensus on the prior model. Adopting an impartial prior distribution on p is a
balanced way of resolving the above conflict because such a distribution assigns the same prior probability to accepting and
rejecting the lot. Clearly, if a consensus on the elicited priormodel is required, a fairly natural candidate for such a consensus
would be an impartial prior.
Our approach makes it possible to incorporate into the statistical analysis any additional incontestable prior knowledge
on p. Furthermore, it permits the producer and the consumer to assume their own, possibly different, prior distributions.
Our perspective also allows the analyst the flexibility to define the range of p. In many manufacturing processes there is
ample prior evidence that product reliability is very high. In these scenarios, priors models on p with domain [0, 1] can
be quite unattractive. The consideration of a reduced parameter space [c, d] ⊂ [0, 1] for p is often reasonable and in fact
desirable, because it is not too restrictivewhenmanufacturers and suppliers have accumulated appreciable knowledge from
past history.
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