Abstract-We model a document treatment chain as a Markov Decision Process, and use reinforcement learning to allow the agent to learn to construct and continuously improve custommade chains "on the fly". We build a platform which enables us to measure the impact on the learning of various models, web services, algorithms, parameters, etc. We apply this in an industrial setting, specifically to an open source document treatment chain which extracts events from massive volumes of web pages and other open-source documents. Our emphasis is on minimising the burden of the human analysts, from whom the agent learns to improve guided by their feedback on the events extracted. For this, we investigate different types of feedback, from numerical feedback, which requires a lot of tuning, to partially and even fully qualitative feedback, which is much more intuitive, and demands little to no user calibration. We carry out experiments, first with numerical feedback, then demonstrate that intuitive feedback still allows the agent to learn effectively.
I. INTRODUCTION AND CONTRIBUTION
In the past, the Open Source INTelligence (OSINT) analyst's task was finding hidden information. Now, faced with everincreasing volumes of sources, their challenge is to find pertinent information. Many specialised treatment chains have been developed to ease this task [1] . Our work is motivated by an industrial chain [2] which is complex, consisting of a fixed (but potentially conditional) series of "black box" web services of variable quality, such as language recognition, translation, event extraction, etc. through which open-source multimedia are passed continuously. It is impossible to create a single optimal chain as the documents' format and contents are not standard, neither can the chain be improved without expert intervention. The analysts are thus typically forced to correct a posteriori the events extracted. Ideally, the chain should learn to modify its behaviour, continuously self-improving, and reducing human effort by decreasing the error rate. The treatments must remain "black boxes" and the feedback collection should be non-intrusive, invisible to the analyst, allowing the analyst to be distanced completely from the extraction process.
To our knowledge, an agent capable of dynamically constructing a chain of services, which constantly learns and selfimproves from natural human feedback has not yet received academic attention. Nevertheless, the base elements are there. Chaining together services is not a new concept, e.g. for assistance with form-filling [3] , or the construction of adaptive, modular chains for photocopiers in real time [4] . The inputs and outputs of each service are known in advance, and it is a planning task to string them together. User preference is not taken into account, there is no measure of the result's quality, and no automatic improvement. The user can reconfigure the chain using a dedicated language [5] , or by choosing a service from a directory [6] , but they must have system expertise to appreciate the consequences of their choices, and the chain will not adapt without intervention. Model-based learning from both explicit and implicit human feedback has also been explored. The trainer's positivity can influence the agent [7] or models of the user's behaviour [8] and preferences [9] can be built up through human-system interactions to provide personalised systems. The agent can also learn by demonstrating two policies, which are ordered by the expert [10] . Although these systems react well to changing users and preferences, they require continuous user interaction to confirm or contradict their choice. Our users are not dedicated trainers, and our aim is to reduce human effort.
We demonstrate the viability, in an industrial setting, of automatically learning to chain and parametrise services in real time. We formalise the chain as a Markov Decision Process (MDP [11] ) and its improvement as a reinforcement learning problem (RL Section II). We capture user expertise by tracing their actions [12] through the graphical interface giving a summary of the events extracted. In our first set of tests (Section IV), the agent receives a numerical feedback as an automatically generated judgement on the quality of extractions based on user corrections. This is very informative but difficult to calibrate. We therefore progress to giving intuitive or qualitative user feedback, which is less informative but requires much less, or no calibration (Section V). Finally, we build a platform, BIMBO (Benefiting from Intelligent and Measurable Behaviour Optimisation) into which we can "plug" different RL algorithms, models, web services, reward mechanisms, etc., which enables us to measure their impact on the learning.
II. THE CHAIN AS AN MDP AND ITS IMPROVEMENT AS RL

Definition 1 (MDP). A Markov Decision Process (MDP) is a quintuplet (S, A, P, R, γ) with:
• P a set of distributions {P a (s, ·) | s ∈ S, a ∈ A} ; P a (s, s ) is the probability that the environment is in state s after the agent performs action a in s; • R a reward function, defined on the states; R(s) is the reward obtained by the agent when it reaches state s; • γ ∈ [0, 1] a discount factor, weighting expected future rewards against those currently expected.
Before starting the treatment chain, the agent knows neither the form, nor the content of the documents, nor even if an extraction is possible. In RL, the agent initially only has knowledge of the state / action space S × A and γ; we only know the available services, their parameters, and the potential characteristics of the document and system (information that the web services might extract).
We form combinatorial states represented by the characteristic attributions:
• information already extracted: language ∈ {"en"," "};
format ∈ {"text/plain"," "}; nbServices through which the document has passed. The system thus perceives the task as the states of a process, and each step in this process modifies the current state. In RL, at each instant t, the agent knows the current state s t of the environment, and chooses an action a t . The environment passes into state s t+1 according to the probability distribution P at (s t , ·), e.g., if 70% of the source documents are in English, the agent will perceive that taking the action "detect language" in a state s t leads with probability 0.7 to a state s t+1 similar to s t except that it contains the information "language detected" and the annotation "en". The choice of the next service in the chain (or to stop) are natural actions to offer the AI, but building an efficient treatment chain also depends on correct parameter settings. For instance, the extractor GATE relies on gazetteers, lists of nouns and verbs triggering the detection of a specific type of event (e.g. the bombing verb gazetteer contains "explode", "detonate", etc.). GATE is therefore a parametrised service; without suitable gazetteers it is ineffective, and the AI must learn to choose them correctly.
After each action, the agent is informed of the state s t+1 and the reward r t+1 = R(s t+1 ). The agent's goal at each moment is to maximise the expected accumulated reward, that is, the expected quantity
, typically by exploiting current knowledge to continue to receive good rewards, or by exploring new actions with the hope of obtaining even better ones. The corrections made by the analyst to the extracted information (if any) indirectly furnish a feedback on the treatment the document received. We test three types of feedback: a quantitative value based on these corrections and the document treatment time (Section IV); a qualitative reward based on the user's purely ordinal preference on the results; and a weighted ordinal preference giving a middleground between the first two (Section V). Finally, the process continues in s t+1 .
Here we test the agent's learning capacity with no a priori knowledge, i.e. "untrained". As it interacts with the environment by treating documents, it becomes "trained" and learns a series of policies π 0 , π 1 , . . . , π t , . . . , where a policy π t : S → A gives, at instant t, the action π t (s) to perform if the current state s t is s. In production, to avoid learning from scratch, we would initialise the agent with an expert policy.
Numerous algorithms exist to solve RL problems. Here, we first use standard Q-learning [13] with numerical feedback (Section IV). However, very few humans could say "A false extraction is 10.5 times better than a missed extraction, which is 7.9 times worse than a 90 second extraction". More natural is "I prefer a fast, false extraction to a missed extraction". Note that there are two preferences expressed here, which although they impact each other (one might suppose that speed could result in poor extraction quality), cannot naturally be linked numerically. We therefore want to give feedback based on the decoupled user preferences: "I prefer an extraction to no extraction" and "I prefer it to be fast". This preferential information can be expressed as a partial order over possible results achieved (f 1 , . . . , f k ) (seen as final states) given by the human agent. For instance f i can stand for "a good extraction in 10 seconds", etc.. For this, we use SSB Qlearning [14] . Like Q-learning, SSB Q-learning uses angreedy (EG) exploration strategy, and it updates the Q-values similarly. However instead of having the numerical values of the rewards given by the environment, they are defined by preference φ, a type of Skew Symmetric Bilinear (SSB) utility function [15] : φ(f i , f j ) > 0 (resp. φ(f i , f j ) < 0) means the user prefers f i to f j (resp. f j to f i ) whereas φ(f i , f j ) = 0 expresses indifference. We extend this to a preference relation on the policies using probabilistic dominance. That is, policy π 1 is preferred to π 2 if the probability of π 1 doing better than π 2 (as weighted by φ) is greater than the converse.
III. EXPERIMENTAL FRAMEWORK
We used a pool of services from a simple, but typical chain as shown in Figure 1 , to which we added a "useless" service Geo. The available actions are therefore to choose the next service from {Tika, NGramJ, GATE, Geo}, to choose a GATE gazetteer, or to STOP the treatment.
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Definition 2 ([19]). An event is a quadruplet (C, T, S, A):
• C ⊆ C is the conceptual (semantic) dimension: a set of elements from the domain C in the ontology WOOKIE; • T is the temporal dimension (when the event occurred):
potentially ambiguous, we take T ⊆ T, where T is the set of all relative and absolute "dates", such as "tomorrow", "2001/9/11", "last Tuesday"; • S ⊆ S is the spatial dimension (where the event occurred), as defined in Geonames [20] ; • A ⊆ A is the agentive dimension: A is the infinite set of all extractable participants, as strings. An event E could be extracted with C = {Bombing}, T = {4/29/1971}, S = {Los Angeles, California, USA}, and A = {Chicano Liberation Front, Bank of America}.
We used an open-source corpus in which the events are already known: the Global Terrorism Database (GTD) [21] , consisting of details of over 125 000 worldwide terrorist events from 1970 to 2014. We mapped the event types from the GTD to WOOKIE, to construct a set of documents {d 1 . . . d N }, from which a perfect chain could extract perfect events E 1 , . . . , E N , respectively (as in Example III.1), if it had infinite time, and access to an infinite number of perfectly parametrised web services. Such a chain does not exist in real life, so we use the results from a chain constructed by an expert as a reference. We expect our AI to learn to construct chains that eventually perform as well as this expert chain, learning not only the correct order of the services and the best parameters, but also the fact that certain actions (service Geo, some GATE gazetteers) are not useful.
To measure the quality of the results, we first define the similarity σ(E 1 , E 2 ) between an event extracted from the document by the chain E 1 = (C 1 , T 1 , S 1 , A 1 ) , and the corresponding "perfect" GTD event
where a, b, c, d are weights on the dimensions. We define the semantic (resp. geographical) similarity σ C (C 1 , C 2 ) (resp. σ S (S 1 , S 2 )) to be 1 if there is a common element between the semantic (resp. geographical) dimensions of E 1 and E 2 , and 0 otherwise. For example, for C 1 = {Attack , Bombing} and C 2 = {Bombing}, we obtain
Otherwise, we use partial and derived information, e.g., for
(the values were chosen by experiment, highlighting the difficulty of putting a numerical value on a comparison).
Finally for the agentive similarity, as named entity (NE) extractors such as GATE can make partial matches or overmatch, on each pair of agents a 1 , a 2 in A 1 , A 2 , we use a "fuzzy" Levenshtein distance F L(a 1 , a 2 ) [22] . We define
if over a certain threshold θ, and 0 otherwise (in practise, θ = 0.45 gave the best results). For example, for A 1 = {Dr Dolittle PhD} and
875. The quality of the treatment of a document weighs this similarity against the time taken. More precisely, if the extraction ofÊ i from document d i took time t with target event E i , we define its quality to be σ(Ê i , E i )/t for σ(Ê i , E i ) = 0, and −t otherwise (no event extracted, or null similarity with the target event). We thus formalise that the correct extraction of events is primordial, it must be done in a reasonable time, and the AI should rapidly detect if there is nothing to extract.
IV. TESTS WITH NUMERICAL FEEDBACK
The AI received numerical rewards as defined in Section III on the quality of its results. In production, the extraction corrected by the analyst is considered to be the "perfect" event. This is non-intrusive but requires fine-tuning of the definition of the similarity and its parameters, a cognitively difficult task. Q-learning was run with standard parameters: exploration rate = 0.4, divided by 2 every 500 documents until = 0.1, learning rate α = 0.2.
A. Training then testing with a given analyst preference
We examined the quality of the policy learnt (1) after training on a small set of documents, and (2) from scratch.
(1) We trained our AI on 100 GTD documents treated in the same order 30 times. The AI had the choice of the services or STOP (as in Section III), and six gazetteers (three lists of verbs and three of nouns). Two pairs (bombing and injure verbs and nouns) contained lists of words likely to trigger the extraction of bombing and injure events respectively. Another pair of dummy gazetteers contained words not present in the GTD. We represented an analyst's preference by defining "interesting" events as Bombing events and emphasising semantic similarity (specifically a = 20, b = c = d = 1). We hoped the AI would favour the bombing gazetteers over the injury gazetteers, and ignore the dummys as they never lead to an extraction. 64% of the documents described Bombing events, 17% other events, and 19% contained no extractable events.
(2) We then tested both this trained AI and an untrained AI (starting "from scratch") on 1 000 randomly chosen GTD documents. 29% contained Bombing events, 7% other events, and 64% no extractable events. The trained AI demonstrated an "expert-like" policy, extracting 100% of the events, showing that it also generalises well, applying a learnt policy successfully to unknown documents. The untrained AI managed to extract 39% of the possible events from the 1 000 unknown documents, also generalising well, its performance improving the more different documents it encountered. Both AIs learnt not only to order the chain, but to optimise it. They didn't call the service Geo, and only used the bombing verb list. However, they unexpectedly preferred injure nouns to those of bombing. On investigation, we found that the GATE service provided only uses verbs for extraction, and not the nouns. This shows that the AI was able to discover strategies which were not clear, even to the expert calibrating the chain.
B. Performance testing
We then assessed how fast an untrained AI could learn an "expert-like" policy (able to extract 100% of the events), and how well this policy performed (how similar the events extracted were to the targets). We treated a set of 63 documents from the GTD in the same order repeatedly (in rounds). We expanded the action space by giving the AI the choice of the services or STOP plus ten gazetteers (five lists of verbs and five of nouns): three single-event pairs (bombing, shooting and injure), one dummy pair, and one mixed pair containing words likely to result in the detection of several types of events. We sought to verify that the AI would learn to use the mixed gazetteers rather than the single-event or dummy gazetteers, and that it was not sensitive to a larger action space.
We first trained the AI with a reward given for each document. After 1 008 documents (i.e. 16 rounds), the learnt policy was able to extract 100% of the events. More importantly, the quality of the extraction with this policy was on a par with that of the expert chain ( Figure 2a) .
As the analyst cannot consult every document as it is treated, we ran a similar experiment, but rewarding only once all 63 documents had been treated, hence preventing the AI from learning during a round. The AI learnt an "expert-like" policy after 1 260 documents (20 rounds), and again the quality of this policy was on a par with the expert chain (Figure 2b) .
Finally, the analysts are not dedicated trainers, and do not correct all extractions. We therefore only rewarded at the end of the round with a probability of 10% on each extraction (otherwise the AI received no reward). Even with such sporadic feedback, the AI managed to extract 50% of the possible events after 1 890 documents (30 rounds), and 100% after 5 103 documents (81 rounds). The quality of these two policies is depicted in Figures 2c,2d , and suggests that the abilities to extract events and to extract correct events increase together. Note that the lower quality (compared to the expert chain) that we observe in the latter plot is due to the processing time, and not to the similarity with the target event.
V. TESTS WITH INTUITIVE FEEDBACK
The numerical reward given to the AI in Section IV is standard in RL but not natural in real life. Here, we show results with an intuitive feedback, based on easily gathered and naturally expressed user preferences: "I prefer an extraction to no extraction" and "I prefer it to be fast". We compared the expert chain against three untrained AIs: QL: Q-learning as in Section IV but with varying parameters; DOM: SSB Q-learning with probabilistic dominance with respect to the following preference relation on the final states (extracted results): f DOM f ⇔ φ DOM (f, f ) = 1 iff (i) treatment f extracted an event and f did not, or (ii) neither or both extracted an event, and f was faster by at least margin (5 seconds);
MAG: SSB Q-learning with probabilistic dominance w.r.t.: φ MAG (f, f ) = 1000 iff f extracted an event but f did not; φ MAG (f, f ) = 100 iff both extracted an event but f extracted an event of higher quality (Section III) than f ; φ MAG (f, f ) = 10 iff extractions were of similar quality or neither extracted, but f was faster; φ MAG (f, f ) = 0 otherwise. Intuitively, the MAG feedback is a middle ground between QL and DOM, and can be seen as a weighted form of probabilistic dominance. Yet such feedback remains quite natural, emphasising the importance of extracting events over that of extracting the exact target events, in turn compared to the importance of running fast.
We ran the AIs, initially untrained, on a set of 5 000 GTD documents (presented in the same order, seen only once), choosing actions from ten gazetteers, the services Tika, NGramJ, GATE, Geo, and STOP. We measured the quality of the treatment of each document as described in Section III for all approaches. Both Q-learning and SSB Q-learning were run with α inversely proportional to the number of visits to the current state/action pair and with eligibility traces [23, Section 7] , varying the parameters as follows: -algorithms QL, DOM, and MAG, -EG parameter divided by 2 after 2500 or 1000 documents, -γ = 0.9 and 1 (discount parameter), -λ = 0.0, 0.95 and 1.0 (eligibility trace decay parameter).
QL proved sensitive to changing parameters. γ = 0.9 gave excellent results with λ = 0.95 (Figure 2e) . γ = 0.9 also gave very good results with λ = 0 (not shown). With γ = 0.9 and λ = 1, however, the results were mediocre, and γ = 1 (2f) gave very bad results regardless of λ: the AI learnt to STOP very early, suggesting a risk-averse behaviour.
DOM, like QL, was sensitive to the choice of γ and λ. With γ = 0.9, the results were very bad for λ = 1 (not shown) and λ = 0.95 (2j). However, γ = 0.9 gave reasonably good results (not shown) with λ = 0. With γ = 1, the results were good to excellent, and 2i shows the best results for γ = 1, λ = 1, which learnt a "good enough" policy after 1 000 documents and stabilises with an "expert-like" policy after 3 750 documents (verified on a further 5 000 not shown).
MAG proved robust to parameter change, quickly learning a "good enough" (the events are extracted correctly but it takes a few seconds longer than the expert chain) policy in every case (e.g. 2g).
Finally, MAG and DOM sometimes degrade after learning an "expert-like" policy (2k and 2l). We found that the AI learnt that passing through GATE from a given state gives a good reward, and if γ and λ are not correctly set, although it takes longer, it starts to prefer this action to stopping.
In general, a faster reduction in (every 1 000 documents vs every 2 500), i.e., with less exploration overall gave better results. We expected QL to be more effective than MAG, and MAG to be more effective than DOM, given the amount of information they receive. We saw, however, that although QL can give excellent results, it is sensitive to parameter variation and depends on numerical feedback. At the other extreme, DOM only requires purely ordinal feedback, and yet with the correct parameters is able to learn expert-like policies. MAG offers a good middle ground: it is robust to parameter Only the quality for documents where the AI "exploited" for the whole treatment is plotted, which is why the red line varies between plots. For readability, the curve is smoothed, taking averages on sets of 50 documents in treatment order.
choice, uses mostly intuitive feedback, yet still learns a good to "expert-like" policy very quickly. It is therefore viable to automatically improve a document treatment chain in an industrial setting, and even to learn one from scratch, in settings where very little or no numerical information is given.
VI. CONCLUSION AND FUTURE WORK
We modelled a document treatment chain as a Markov Decision Process, and solved it using reinforcement learning. We achieved good results with sporadic numerical feedback and then integrated a reward function formalising naturally expressed user preferences, demonstrating that this still gives good results while requiring much less cognitive effort to define the feedback. We thus demonstrated a self-improving treatment chain which collects its feedback non-intrusively, requiring no intervention or tuning by a human user.
In this article, we demonstrate the validity of our approach with 8 000 states and 15 actions. The chain could be made more complex, by adding alternative services (e.g. translation), expanding the state set (e.g. more languages), and introducing a wider range of input. With a Q-learning type algorithm, the calculations are instantaneous at each time step, therefore the state / action space size is not an obstacle. For instance, we are currently applying our approach successfully to the process of object recognition in an image, with over 1 million states.
Finally, our application BIMBO (Benefiting from Intelligent and Measurable Behaviour Optimisation) allows us to evaluate in an industrial context, the applicability of a wide range of algorithms and the impact of changing parameters for various RL approaches, which is of independent interest.
