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We apply the techniques of gauge/gravity duality to a variety of physical systems at very
different energy scales. Gravitational duals of hot, strongly coupled plasmas qualitatively similar
to the matter produced in collisions of heavy nuclei are considered first. These bulk theories
are constructed from a “bottom-up” approach, in which the minimal field content relevant for
phenomenology is considered. The effects of the inclusion of one such field, a conformal symmetry
breaking bulk scalar, are studied in the context of the speed of sound and jet quenching parameter
of the dual field theory. We find that the sound speed is robust to the manner in which conformal
symmetry is broken, while the jet quenching parameter is less so.
Increasing the complexity of the bulk theory to include a U(1) gauge field provides theoret-
ical access to a strongly coupled gauge theory at finite temperature and chemical potential. We
study the phase structure of this gauge theory by numerically constructing many black hole solu-
tions to the bulk Einstein-Maxwell equations, and searching them for thermodynamic instabilities.
This results in the identification of a line of first order phase transitions, terminating in a second
order critical point. The divergence of susceptibilities in the vicinity of this critical point are ex-
amined, and the critical exponents are determined to be the mean field exponents of a theory in
the universality class of the three dimensional Ising model. Fluctuations of bulk fields about these
backgrounds are also considered, leading to calculations of transport properties such as conduc-
tivity and bulk viscosity in the gauge theory. From these quantities, dynamic critical exponents
characterizing their behavior near the critical point are computed and the dual gauge theory is
determined to be model B in the classification scheme of Hohenberg and Halperin.
We then turn to applying these duality techniques to condensed matter systems at very low
iv
energies. These systems include cold atomic realizations of fermions at unitarity, and non-Fermi
liquids. The former are thought to be described by a non-relativistic field theory. We build “top-
down” gravitational duals to such theories with finite density and/or rotation, by using a solution
generating technique called the Null-Melvin Twist. The resulting bulk theories are consistent
solutions to type IIB string theory. Finally, we construct holographic top-down realizations of
Fermi surfaces in maximal gauged supergravity in four and five dimensions. These are dual to
non-Fermi liquids in the ABJM and N = 4 Super Yang-Mills theories in three and four dimensions
respectively. We conclude with additional comments on the results and avenues for continued
research.
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Chapter 1
Preliminary Points
1.1 Introducing AdS/CFT
Not coincidentally, some of the most theoretically interesting problems in contemporary
physics are centered on systems characterized by strong interactions. With no perturbative tools
available to make progress, one must move beyond the diagrammatic techniques used to organize
a perturbation series, and turn to other technologies. Historically, the most successful methods for
investigating systems at strong coupling are either numerical or based on the powerful and beautiful
concept of “duality”. Numerical methods, such as Lattice Quantum Chromodynamics, often allow
direct calculation in strongly coupled theories, involve large scale computing efforts, and will not
play a prominent role in this dissertation. Instead we will focus our attention on dual descriptions
of a variety of strongly interacting systems of interest.
Simply put, the fundamental property of a duality in theoretical physics is the existence of
a dictionary that allows one to translate a question in one theory into the language of a different
theory. Some of the most revered examples of duality share the useful ability to rephrase “difficult”
problems in one theory into problems in another theory that are qualitatively easier to address.
Many dualities of this type are generically termed “strong/weak dualities” because they map the
coupling constant g in one theory to the coupling in the other g′, like g → g′ = 1/g. Thus, non-
perturbative physics on one side of the duality can be reformulated as a weakly coupled problem
on the other.
A closely related duality, which emerged from string theory a little more than a decade ago,
2is the so-called “Anti-de Sitter/Conformal Field Theory” (AdS/CFT) correspondence [1]. The
amazing thing about this proposed duality is that it relates a consistent theory of gravity, type
IIB string theory in Anti-de Sitter space, to a particular gauge theory in a lower dimensional
spacetime without gravity. Furthermore, in a way that will be made somewhat more precise below,
the AdS/CFT correspondence has all the important elements of a strong/weak duality. When the
coupling in the gauge theory is large, the relevant dual description is classical supergravity in AdS
space—a theory which is far more accessible computationally.
Broadly, the application of AdS/CFT techniques to physical systems can follow either a “top-
down” or “bottom-up” approach. While both avenues of investigation are equally important and
rather similar in spirit, they are technically distinct. Top-down models of gauge/gravity duality
(of which AdS/CFT provides the canonical example) involve calculations in supergravity theories
that are known to be low energy limits of consistent string theories. For such models, the field
theory dual is in general a legitimate gauge theory and in many cases well known. For example,
the conformal field theory dual to type IIB string theory on AdS space is known as N = 4 super
Yang-Mills with gauge group SU(N).
By contrast, bottom-up models are built from gravitational theories that do not descend
from any known consistent theory of quantum gravity. These models are in some sense “effective
theories”—they contain the minimal ingredients to be considered for phenomenologically viable
dual field theories. The implicit assumption is that the gravity theory in this case is dual to some
gauge theory with properties such as field content and symmetry groups encoded in the bulk.
What bottom-up models lose in rigour, they typically recover in accessibility and computational
convenience. In the chapters that follow, examples of both top-down and bottom-up constructions
will be considered.
The remainder of this introduction to gauge/gravity duality will be devoted to motivating
some important features of this correspondance, and describing some broad-stroke considerations
regarding their application to physical systems. We begin with a pedagogical argument for the
existence of a gauge/gravity duality in section 1.1.1, and continue by highlighting aspects of the
3duality relevant to performing calculations in a strongly coupled gauge theory (section 1.1.2). We
then turn our attentions to two strongly coupled systems particularly amenable to these techniques.
In section 1.2, we work out the characteristics desirable for a gravity dual to the strongly coupled
matter produced by colliding heavy nuclei at high energies. Section 1.3 develops the necessary
requirements for a gravitational dual to condensed matter systems, including fermions at unitarity
and non-Fermi liquids.
1.1.1 The way things work (part I)
String theory is a gravitationally complete framework that describes interactions between
an assortment of interesting objects. There are the namesake strings, of course—objects extended
along one spatial dimension, that trace two-dimensional “worldsheets” as they propagate in space
and time. There are also an assortment of “branes”, which are objects that can extend in as many
as nine spatial dimensions. These branes can carry different types of charges, and provide a place
for strings to begin and end.
From these branes, and the strings that stretch between them, it is already possible to
heuristically describe the primary features of AdS/CFT duality. A cartoon of the correspondence
appears in figure 1.1, with a rendering of branes and strings appearing at the top of the triangle.
To motivate the correspondence, we consider a stack of Nc D3 branes (which have four dimensional
world volumes), placed directly atop one another. For strings confined to this stack of branes, there
are evidently N2c ways in which the string endpoints can be arranged. Each of these N2c strings
has in its excitation spectrum a massless gauge boson, which is suggestive of a U(Nc) gauge theory
living in the worldvolume of the brane stack, a guess that is vindicated by careful calculation. If
Nc is taken to be very large, N2c ∼ N2c − 1, and we arrive at the ’t Hooft limit of a SU(Nc) gauge
theory in four dimensions.
When the stack contains a very large number of branes, their backreaction on the (ten
dimensional) space they live in becomes non-trivial. As per Einstein’s equations, this stack’s
energy and momentum tensor sources the geometry, and consequently the stack curves spacetime
4Figure 1.1: Illustration of the central idea of gauge/gravity duality. A stack of branes (12 o’clock)
can be described either in terms of the gauge theory that lives on it (7 o’clock) or the geometric
imprint it leaves on space time around it (5 o’clock). Thus, a dictionary should exist between the
gauge theory, and the gravity theory.
in a characteristic way. This observation suggests an equivalent, but logically distinct description
of the stack of branes—namely, a description in terms of the metric in the space around them.
The fact that one system, consisting of a pile of D3 branes placed atop one another, can
be described either in the language of a gauge theory living on the pile’s world volume or in
the language of the gravitational imprint it leaves in the geometry of spacetime suggests that a
dictionary ought to exist allowing one to translate one language to another. This dictionary is the
primary result of the AdS/CFT duality.
Like the previously mentioned strong/weak dualities, the AdS/CFT dictionary relates strongly
5coupled physics to perturbative physics. This is a consequence of the dictionary entry
R4
l4s
! λ (1.1)
where the left hand side refers to quantities in the gravitational language, and the right hand side
pertains to gauge theory quantities. Specifically, R is the radius of curvature of the “imprint”
spacetime, ls is the string length, and λ is the ’t Hooft coupling of the gauge theory. From this, we
discover that when the coupling in the gauge theory is large, the dual gravity theory has no sharp
curves or points. These are the circumstances necessary to neglect “stringy” effects, and is the
regime of classical supergravity in curved space. Calculationally, classical supergravity is far more
accessible than a strongly coupled gauge theory. In practice, physical problems in this regime can
often be formulated in terms of finding solutions to classical equations of motion for vector, scalar
or fermion fields in fairly simple spacetimes. In this way, gauge/gravity duality offers one exciting
route to the exploration of strongly coupled systems.
An important aspect of the AdS/CFT duality is that the dictionary interprets between a
specific gauge theory and its unique gravitational dual. In the canonical example, this map can
take one from strongly coupled N = 4 Super Yang-Mill (SYM) in four dimensions to classical
supergravity on AdS5 (the other five dimensions present on the gravity side are compactified into a
five-sphere, S5, and will not play a prominent role in this discussion). Perhaps not surprisingly, the
symmetries of the gauge theory are intimately tied to the isometries of the bulk (gravity) theory.
The N = 4 SYM theory, for example, is a conformal field theory. This means, among other things,
that the theory is scale invariant and thus the physics looks the same at all energies. To see how
this manifests geometrically, it is useful to consider the metric of AdS5:
ds2 =
r2
R2
(−dt2 + d)x2)+ R2
r2
dr2 (1.2)
In this presentation, the radial variable r tracks position in the “throat” region of the geometry.
With respect to figure 1.1, the location r = 0 would refer to the bottom of the AdS diagram, while
6the boundary is at r =∞. It is not difficult to see that a rescaling of the form
t→ Λ t, )x→ Λ )x, r → r
Λ
(1.3)
leaves the metric unchanged. If the gravitational theory is unchanged under such a scaling, it stands
to reason that the dual gauge theory is indifferent to this action as well. Since this isometry forces
r to scale as an inverse length, it is natural to associate the radial coordinate with an energy scale
under duality, and we see that this isometry is the geometric realization of the conformal symmetry
present in the N = 4 theory. In later chapters, we will see that the temperature of the gauge theory
is related to the radial location of an event horizon in the bulk, justifying our association of an
energy scale to location in the throat.
1.1.2 The way things work (part II)
To actually exploit this duality computationally, it is of course necessary to move beyond
the heuristic picture provided above. Mathematically, the fundamental assertion of gauge gravity
duality is the equivalence of the partition function for the gauge and gravity theories. In the
applications addressed in this dissertation, the relevant equivalence is that of the partition function
of the strongly coupled gauge theory to the saddle point approximation of the string theory partition
function (the large Nc classical limit):
Zbulk [φ0(t, )x)] ≈ e−N2c Sclass.[φ0] = 〈e
R
d4xφ0(x)O(x)〉 (1.4)
From (1.4) it is clear that the boundary value of a field in the gravitational theory, φ0, plays
the role of a source for some gauge theory operator O. Which gauge theory operator, exactly,
can be deduced from an assortment of symmetry considerations in some special cases. In any
case, computing the on-shell boundary action for the bulk theory immediately provides access to
correlators in the dual gauge theory. Many examples of this relationship between bulk fields and
gauge theory correlators will appear in this work.
With correlation functions in hand, many of the standard techniques of quantum field theory
can be employed to develop a description of the strongly coupled physics. Playing a prominent role
7in applied gauge/gravity duality are the so-called Kubo formulas which relate Green’s functions to
transport coefficients in the boundary (gauge) theory. These sorts of techniques are particularly
interesting theoretically, because they allow one to calculate where standard lattice gauge theory
methods can not. More specifically, because these lattice theories are formulated in euclidean
spacetimes, they in some sense trade thermodynamics for dynamical processes. We will see shortly
that in AdS/CFT we need make no such concession. As an example of utility of Kubo formulas
in the gauge/gravity correspondence, consider the computation of the shear viscosity in a strongly
coupled gauge theory (figure 1.2). By way of the AdS/CFT dictionary, one discovers that the
graviton in the bulk theory hµν is dual to the stress tensor of the boundary theory, Tµν . Thus, to
compute the Green’s function for the stress tensor, one simply needs to solve the linearized Einstein
equations for fluctuations about the background spacetime (note that linear equations of motion
correspond to terms quadratic in the graviton in the Lagrangian, which are the terms required for
a two-point function as per (1.4)). The Kubo formula for the shear viscosity (η) does the rest of
the work:
η = lim
ω→0 =
1
2ω
GR x,y ;x,y(ω) (1.5)
In the above formula, ω refers to the frequency of the fluctuation, the R denotes a retarded (causal)
propagator, and the x, y label the relevant components of the stress tensor.
As alluded to above, the ability to easily probe the thermodynamic behavior of the strongly
coupled gauge theory is another nicety of AdS/CFT. Indeed, it’s not hard to guess the gravity
dual of a theory in some thermodynamic ensemble—as is well known in cosmology, geometries
with black holes in their interior contain all the desired thermodynamic properties. Black holes are
characterized by a Hawking temperature related to the thermal radiation they emit, and they carry
entropy in an amount proportional to the area of their horizon. Conveniently, the duality dictionary
identifies this temperature and entropy with that of the dual field theory. More thermodynamic
properties of the gauge/gravity correspondence will be elucidated below.
Before focusing on aspects of AdS/CFT that are specific to physical systems studied in
8Figure 1.2: Dissipative phenomena in gauge theories are dual to objects falling into black holes
the lab, it is worth highlighting one breed of result likely applicable to all systems with gravity
duals. These “universal” results are more or less the zenith of what one might hope to compute
in gauge/gravity applications. They are largely impervious to the argument that the exact gravity
dual of the relevant gauge theory may not be known, as they hold in all (or nearly all) AdS/CFT
arrangements. The shining example of universality of AdS/CFT is the ratio of the viscosity to
entropy density, η/s. This result is universal because both the viscosity and the entropy density
of the gauge theory are related via duality to the horizon area of a black hole in the bulk. In
taking their ratio, all information about the details of the black hole background divide out, and
the resulting number (1/4pi in this case) is expected to be applicable to all gauge theories dual to
two-derivative gravity theories. While this thesis contains no original examples of such universal
quantities, attempts to quantify the universality of several gauge/gravity calculations are performed
in chapter 2.
1.2 Remarks on AdS/QCD
The majority of this dissertation will be focused on applying the techniques of gauge/gravity
duality to the strongly coupled matter produced in highly energetic collisions of heavy nuclei.
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Figure 1.3: Sample gauge/gravity setups for bulk theories dual to Quantum Chromodynamics
(QCD) like theories (left) and condensed matter theories (CMT) (right). Wavy lines are gauge
fields, solid lines are scalars, and dashed lines in the bulk are fermions.
Characterizing this medium is central to the research program at the Relativistic Heavy Ion Collider
(RHIC) at Brookhaven National Laboratory, and is a goal of the Large Hadron Collider at CERN
as well. With this in mind, it will prove beneficial to briefly review some desirable ingredients
one might attempt to incorporate in a gravitational dual of this phenomenologically rich system of
strongly interacting quarks and gluons.
Certainly any viable dual to the matter produced at RHIC should include a temperature and
entropy, and we are thus led to bulk theories with black hole backgrounds. Another fundamental
property of this system is the absence of conformal symmetry. With a running coupling connecting
the strongly coupled theory at relatively low energy to the asymptotically free theory at very high
energies, QCD is very much not scale invariant. This can be incorporated into the gravitational
theory by introducing a scalar field with a non-trivial bulk profile. This scalar is roughly dual
to the Yang-Mills coupling, and by allowing it to vary in the radial direction, one introduces an
energy dependence in the gauge theory. Finally, it would be useful to be able to study our dual
gauge theory at finite density as well. Fortunately, introducing a chemical potential gravitationally
is a simple matter of adding a U(1) gauge field to the bulk. By the magic of duality, this gauge
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symmetry becomes a global symmetry on the boundary. Thus, charged black hole backgrounds
correspond to finite temperature, finite density field theories (figure 1.3, left).
All of these features will be of central importance in this work. In chapter 2, the effects of con-
sistently introducing a scalar field are examined in the context of the gauge theory’s speed of sound
and its ability to stop energetic partons from propagating through it. Following this, in chapters
3 and 4, the phase diagram of a QCD-like dual is explored. This involves non-conformal physics
at finite temperature and density, and results in a theory with a second order phase transition and
accompanying critical phenomena.
1.3 Remarks on AdS/CMT
The utility of gauge/gravity duality extends to energies far below those relevant to RHIC.
Indeed, there are many condensed matter systems that are accessible in the laboratory and are good
candidates for gravitational duals even at extremely low temperatures. These are often systems of
strongly interacting electrons, or other fermions scattering in the unitarity regime. In the examples
presented in this dissertation, the relevant field theory will be a conformal theory at finite density
with fermionic operators.
All of the generic statements about developing a dual description of physics at finite tem-
perature and density written in the preceding section apply equally well to duals of condensed
matter systems. One interesting difference is that it will also be interesting to ask what happens at
zero temperature. The gravitiational picture relevant to this scenario is now that of an “extremal”
black hole, which is more or less a charged black hole with the minimal mass allowed given its
charge. These charged black holes have a vanishing Hawking temperature, and thus their field
theory dual has zero temperature but non-zero chemical potential. In addition to studying finite
density theories at zero temperature, it will also be interesting to obtain duals to systems with
angular momentum. An experimental example might arise in a cold atomic system rotating in an
optical trap. This too is easily accommodated in AdS/CFT, namely by considering generalizations
of the Kerr black hole, which spins.
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An obvious puzzle in the study of strongly interacting electrons is whether or not a given
system supports a Fermi surface. A field theoretic definition of a Fermi surface is a location in mo-
mentum space where the zero frequency fermion correlator diverges. Accordingly, the appropriate
gravity dual should contain a fermionic field (figure 1.3) propagating in an extremal black hole. In
a way that will be made more precise in a later chapter, the divergence in the correlator can be
identified by studying the boundary behavior of the bulk fermion at different momenta.
These aspects of geometric duals to condensed matter systems play an important role in chap-
ters 5 and 6. In the former, we construct consistent gravitational theories dual to non-relativistic
conformal boundary theories. This is accomplished by modifying the asymptotic behaviour of the
background metric by employing a solution generating technique called the Null-Melvin twist. This
technique ensures that the bulk theory is a legitimate solution to type IIB string theory, which helps
justify its utility in AdS/CFT. The resulting theories are at finite density and temperature, and
can rotate as well. In chapter 6, we embed well worn models of Fermi surfaces in three and four
dimensions into maximal gauged supergravity. This is an important and non-trivial task. It is
important because it demonstrates that these Fermi surfaces and the non-Fermi liquids they reside
in can be described by a consistent string theory. It is non-trivial because maximal gauged super-
gravity is a highly constrained theory whose underlying symmetries force very special interactions
amongst its assorted fields. Thus, finding and isolating a sector of the theory capable of producing
a Fermi surface is no easy task. In addition to performing the embedding and finding the Fermi
surfaces, we study the properties of the “particle” and “hole” excitations about this surface.
Chapter 2
Robustness of Sound Speed and Jet Quenching for Gauge/Gravity Models of
Hot QCD
2.1 Overview
The dual description of hot, strongly coupled gauge theories in terms of weakly coupled
supergravity in a curved spacetime is one of the greatest surprises of the last dozen years. This
correspondence is tantalizingly close to offering a theoretical framework by which one might hope
to understand the dense matter produced at the Relativistic Heavy Ion Collider (RHIC) — after
all, with collision energies around 40 TeV the produced plasma is certainly “hot” (on the order of
a couple hundred MeV), and the quantifiable successes of hydrodynamic models applied to RHIC
flow phenomena suggest that the matter may indeed be “strongly coupled”.
Unfortunately, it is not yet known what curved spacetime we should study in order to calculate
in quantum chromodynamics. The simplest examples of the gauge/gravity correspondence, like
the one between N = 4 Super Yang-Mills and AdS5 × S5, often exhibit decidedly un-QCD like
characteristics. These include supersymmetry, exact conformal symmetry and an absence of degrees
of freedom transforming under the fundamental representation of the gauge group.
In light of this somewhat bothersome obstacle, there remain several options for applying these
string theoretic techniques to hot QCD matter. First, one could continue calculating in AdS5×S5
and hope that the results obtained do not depend much on the details of the geometry. Such is
the case for the ratio of the viscosity to entropy density obtained in [2], in which the specifics of
the geometry (and hence the corresponding gauge theory) “divide out”, leaving a result universal
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over a broad class of theories (for possible exceptions, see [3, 4, 5, 6]). Such results are probably
rare, but highly desirable — their indifference to the details of the theory imply that if QCD has
a gravitational dual, they hold there as well. However, since such universality can at best hold for
some subset of all properties of hot QCD, it is useful to think about looking further.
Alternatively, one may attempt to incorporate more QCD-like features into the correspon-
dence (see for example [7, 8, 9] and references therein). The ideal situation, of course, is to find an
exact solution to string theory or supergravity with more realistic features, such as non-conformality,
less supersymmetry or fundamental matter. (The most ideal situation would be to find an exact
dual to QCD, but this seems at present too much too hope for.) A difficulty with this important
path is that only a very small number of exact string or supergravity solutions at finite tempera-
ture with the appropriate features are known; for example, the N = 2∗ model [10, 11, 12] and the
Sakai-Sugimoto model [13, 14, 15, 16]. Much important work has been done in this direction.
Another possibility, however, is to sidestep the scarcity and complexity of exact solutions
by simply postulating a spacetime geometry with the desired properties, preferably a simple one,
without explicit knowledge of what matter content (if any) renders this background a solution
of the supergravity equations. For example, the metric of Kajantie, Tahkokallio and Yee [17]
breaks conformal symmetry by introducing a simple dimensionful parameter in a warp factor while
simultaneously turning on a scalar field. This metric was then explored by Liu, Rajagopal and Shi
[18], and its consequences for a number of dynamical properties in the QCD fireball were worked
out. If such models can yield useful results, a great deal of effort obtaining exact solutions can be
circumvented.
Even with such a model, however, it is important to think carefully about the utility of
results obtained via gauge/gravity duals. Although the model may move closer to having QCD-like
properties, it is still not QCD, and whatever quantities one calculates are again most useful if they
do not vary much over the class of spacetimes with whatever properties were imposed. For example,
any result obtained for an arbitrary hot plasma lacking conformal symmetry that is not QCD is
only useful for understanding QCD in as far as the result is not sensitive to which non-conformal
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plasma is considered. Put another way, “useful” results for non-conformal hot plasmas only need
to be universal across the subset of gravity duals that break conformal symmetry. This idea is
discussed at length in [18].
Thus one hopes to capture the properties of a whole class of gauge theories, ideally including
QCD, by constructing a simple model with one or two desired properties. Two natural questions
then arise. First, are any pathologies introduced into the gauge theory behavior by taking a gravity
dual that is not known to solve any equations of motion? Even if one fully trusts the existence
of the gauge/gravity correspondence, it only promises consistent and physical dual behavior for
backgrounds that are genuinely consistent solutions to a theory of quantum gravity. It is possible
that backgrounds that exist in the “gravity swampland”, without any extension to a consistent
theory of gravity, would predict unphysical behavior. And second, how robust are such models in
calculating physical quantities of interest?
To address these issues, in this chapter we construct gravity solutions of varying temper-
ature closely analogous to the solutions of [17], with the same dimensionful parameter in the
four-dimensional part of the metric, but which are known to solve the equations of motion for a
single scalar field with a potential coupled to gravity [19, 20]; similar scalar/gravity models not
designed to directly make contact with [17] include [19, 22, 23]. These solutions are necessarily
more complicated than those of [17]. Moreover, these solutions come in a family parameterized
not just by the temperature, but by an additional dimensionless quantity, here called α. We then
study two properties of our metrics: a bulk property, the speed of sound, which we compare to the
speed of sound calculated directly from the model [17], and the jet-quenching parameter qˆ, which
we compare to the results of [18]. Gratifyingly, we find broad agreement, suggesting that the use
of the simpler toy model not known to satisfy equations of motion is not problematic in this case.
Moreover, we are able to normalize the temperature scale such that the speed of sound
for our family of solutions has the same dependence on temperature regardless of the additional
dimensionless parameter α. However, we find that in this physical scale, the form of the jet-
quenching parameter varies with temperature differently depending on the value of α. This suggests
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that our geometries may be quite robust in predicting a speed of sound; but on the other hand may
not be as robust for calculating the jet-quenching parameter.
The solutions we construct, although more complicated than those of [17], share the same
warp factor for the four-dimensional part of the metric. It is not obvious in general that a whole
class of solutions with different temperatures should exist with such a common warp factor. Indeed,
we find that the solutions we obtained for varying temperatures have slightly different values of
the scalar potential. If the potential varied wildly between solutions, there would be no sense in
which we could think of them as states of different temperature in the same theory. We show,
however, that for the region of physical interest, the change in the potential is small compared to
the potential itself, and thus the associated errors are small. This places a limit on the validity of
our approach, where the variation of the potential becomes significant.
Finally, in the model of [17], it was assumed that the one scalar field present was the dilaton,
which affects the string metric perceived by the worldsheet in calculations of quantities such as
the jet-quenching parameter qˆ. A priori, the single-scalar solutions we construct are agnostic as
to whether the scalar field is the dilaton or not. We compare the calculation of qˆ between the
two cases and find dramatically different behavior with temperature, in one case rising and in the
other falling. We suggest that the evolution of the jet quenching parameter with temperature may
provide a way of distinguishing whether the spacetime dual to QCD possesses a running dilaton,
and hence potentially a strongly-coupled region somewhere in its extent.
We construct our family of solutions in section 2.2. After reviewing the conformal symmetry-
breaking model of [17] in section 2.2.1, we detail our solutions in section 2.2.2, and discuss the
variation of the scalar potential in section 2.2.3. In section 2.3, we calculate the speed of sound
both for the model of [17] and for our solutions, and show how with an appropriate choice of
temperature scale, all models have the same functional form for the sound speed. In section 2.4
we calculate the jet-quenching parameter qˆ for our models and compare to the result of [18], using
both the temperature scale of [18] and the units where the speed of sound is universal. We also
compare the behavior of qˆ when the scalar field is treated as the dilaton to when it is not. We
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discuss our results and conclude in section 2.5.
2.2 Probing the Plasma: Models
In an effort to measure how useful a result computed in the gauge/gravity correspondence is
to RHIC physics, the authors of [18] offer a pragmatic routine. First, choose a simple metric that
preserves all the desired spacetime symmetries and reduces to AdS5 in the UV, but breaks conformal
invariance. Effectively, this allows one to “turn on” a feature of QCD not typically present in pure
AdS/CFT. Next, one uses this metric as input to computation in the gauge/gravity correspondence.
By studying how the results depend on the conformal symmetry breaking parameter, one hopes to
measure the “robustness” of some result to the shift from model to QCD.
In this section, we review the model of Kajantie, Tahkokallio and Yee (KTY) [17] employed by
Liu, Rajagopal and Shi [18] to undertake this program, and then construct a class of backgrounds
sharing the same conformal-symmetry breaking parameter that explicitly satisfy the equations of
motion for one scalar coupled to gravity.
2.2.1 KTY model
Let us review the model of [17]. We use conventions where the action of the gravity/scalar
system reads
S = 1
16piG5
∫
d5x
√−g
(
R− 1
2
(∂µΦ)2 − V (Φ)
)
. (2.1)
In these conventions, the KTY model takes the form
ds2 =
R2
z2
e2f(z)
[
−h(z)dt2 + d)x2 + dz
2
h(z)
]
, (2.2)
with
2f(z) = −cz2 , h(z) = 1− z
4
z40
, (2.3)
where the associated temperature is T = 1/piz0. The model also contains a running scalar field Φ,
Φ =
√
3
2
φz2 , (2.4)
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which was interpreted in [17] as the 5D dilaton; we will remain neutral on whether we treat this
field as the dilaton or not until section 2.4.1 If it is the dilaton, the string metric still has the form
(2.2) but with
2fstr(z) = −cz2 + 43Φ5 = −cz
2 +
√
2
3
Φ . (2.5)
The metric and scalar do not solve the equations of motion of the action (2.1), but it was supposed
that some additional, otherwise-ignorable matter could be added to generate a true solution.
There are three constant parameters associated to the solution: c, a parameter of noncon-
formality appearing in the warp factor; φ, the overall normalization of the running scalar; and z0,
which controls the temperature. Only two are independent, however: we note that we can change
coordinates:
t→ λt , )x→ λ)x , z → λz , (2.6)
which is the isometry of pure AdS space (recovered in the limit c = φ→ 0, z0 →∞) associated to
scale transformations. The KTY metric is then unchanged if we also scale
z0 → λz0 , c→ λ−2c , φ→ λ−2φ , (2.7)
corresponding to the freedom to rescale all mass parameters simultaneously. The two invariant
dimensionless combinations can be taken to be,
cz20 ∝
c
T 2
, α ≡ c
φ
. (2.8)
In addition to the ratio of the temperature to the conformal symmetry-breaking parameter c, we
also have the parameter α, encoding the ratio of conformal breaking in the metric to the breaking
in the scalar Φ. Thus in addition to the temperature, there is a one-parameter family of conformal-
symmetry-breaking geometries. The field theory interpretation of α is in general opaque.
KTY fix α by appealing to the behavior in the meson spectrum of a different metric intended
to correspond to the low-energy effective theory on the other side of the confinement phase transition
1 The canonical normalization for the 5D dilaton, used in [17], is Φ5 ≡
p
3/8Φ.
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[17]:
αKTY =
20
49
. (2.9)
We shall consider this value, but we will generally leave α arbitrary, and examine the resulting
physics for several different choices in the vicinity of (2.9). By considering this parameter, we will
be able to quantify how much physical quantities vary as we go from one metric to another at fixed
temperature, and hence get an idea of the robustness of our family of solutions.
2.2.2 Model solving equations of motion
We consider a metric ansatz with the general form,
ds2 = e2A(r)
(−h(r) dt2 + d)x2)+ e2B(r)
h(r)
dz2 , (2.10)
where r is a suitable radial variable, along with a varying scalar Φ(r). In papers by Gubser et
al., [19, 20] the equations of motion for this system following from the action (2.1) were worked out
and found to be,
A′′ −A′B′ + 1
6
= 0 , (2.11)
h′′ + (4A′ −B′)h′ = 0 , (2.12)
2e2BV + 6A′h′ + h(24A′2 − 1) = 0 , (2.13)
in a gauge where the scalar field itself is used as the radial coordinate, r = Φ; we have neglected to
write the scalar equation of motion which is not algebraically independent.
In an attempt to generate a family of solutions to these equations with the same type of
conformal symmetry breaking parameter as (2.2), we assume a warp factor for the four-dimensional
directions of the same form as (2.3), which using (2.4) and the definition α ≡ c/φ becomes
A(Φ) =
1
2
log
(√
3
2
c
R2
α
)
− 1
2
logΦ− α√
6
Φ , (2.14)
using Φ itself as the radial coordinate. It is then straightforward [19] to solve (2.11) to find
B(Φ) = log
(
R
2
)
+
1 + 2α2
2α2
log
(
1 + α
√
2
3
Φ
)
− logΦ− 1
α
√
6
Φ . (2.15)
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Figure 2.1: Plots of the horizon function h(Φ) for three different values of the temperature parameter
h1, for α = 20/49.
Note that integration constants in both A and B are undetermined by (2.11); we have fixed A to
agree with the KTY metric, and B to reduce to AdS space with matching length scale R in the
Φ→ 0 limit. Beyond this parameter, this family of metrics depends on the dimensionless ratio α.
We next see from equation (2.12) that the horizon function h(Φ) consistent with the equations
of motion can be obtained by integrating [19]
h(Φ) = h0 − c2R3h1
∫ Φ
0
dΦ′e−4A(Φ
′)+B(Φ′) , (2.16)
with the values of A(Φ) and B(Φ) obtained via (2.14) and (2.15). Here we chose the lower bound
on the integral for convenience, since any change in it can be subsumed into the constants h0 and
h1, which are left undetermined by (2.12). We use the freedom in h0 to impose h(Φ = 0) = 1 to
reproduce the AdS limit in the ultraviolet, so h0 = 1. This leaves h1 as a free parameter in the set
of solutions, which we will associate with the temperature.
For a black brane-type geometry we expect h to proceed monotonically from h = 1 at the
boundary to h = 0, which defines the horizon; we are not interested in the space beyond the
horizon. To verify that our proposed ansatz leads to actual black brane solutions, we must solve
equation (2.16) for h(Φ). As it turns out, for arbitrary α, the integral in (2.16) is quite complicated,
but it can be evaluated for particular choices of α. The result for the KTY value of α = 20/49 can
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be obtained in terms of incomplete gamma functions,
h(Φ) = 1 − Ah1
[
800Γ
(
4801
800
,
801
800
)
− 800Γ
(
4801
800
,
267(147 + 20
√
6Φ)
39200
)
(2.17)
−801Γ
(
4001
800
,
801
800
)
+ 801Γ
(
4001
800
,
267(147 + 20
√
6Φ)
39200
)]
,
where A is the enjoyable constant
A ≡ 163840000000000
(
5
3
)1/400 21/160e801/800
264116234249604801× 891/800 ≈ 0.0017 . (2.18)
A simpler choice is the nearby α = 1/2, for which we find the polynomial result
h(Φ) = 1− h1
4320
(
180Φ2 + 60
√
6Φ3 + 45Φ4 + 2
√
6Φ5
)
. (2.19)
We studied a number of choices of α in the vicinity 0 < α < 1, where the integrals could be solved;
in the remaining sections we will also plot results for α = 1/5 and α = 4/5.
For the particular value α = 20/49 we plot the horizon function for three different values
of h1 in figure 2.1; we see that the function has the correct form, monotonically decreasing to the
horizon, and the location of the horizon shrinks as h1 grows. Similar results hold for other values of
α. Given that our solutions do indeed possess a horizon, we can use them to study a non-conformal
plasma at finite temperature.
We would like to translate the horizon location Φh into a value of the temperature. The
temperature T of the geometries is related to the various metric functions by [19]
T =
eA(Φh)−B(Φh)|h′(Φh)|
4pi
, (2.20)
where the derivative acting on h is with respect to the horizon value Φh; note this is not the same
as taking a derivative with respect to Φ and then setting Φ = Φh, since in general h(Φ) is also a
function of the parameter Φh.
In figure 2.2 we show the relationship between the location of the horizon and the temperature
for our solutions, and for the KTY model, for α = 20/49; very similar results hold for other α in the
range 1/5 < α < 1. To evaluate this for the model of [18] is a simple exercise in differentiation. For
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horizon.
the more complicated solution we study here, it requires a numerical routine, where the algorithm
obtains the location of the horizon for many values of h1, finds the corresponding temperature using
(2.20), and compares. The two agree in the large-T (small-c) region and deviate only slightly over
the range of 1/2 < T/
√
c < 1. This range was argued to be of greatest physical interest in [18],
through comparison of the thermodynamics of the KTY model to lattice data. This small deviation
is perhaps a first suggestion that switching to explicit solutions of the equations of motion does not
create a substantial change. For smaller temperatures they diverge more substantially, for reasons
we now describe.
2.2.3 Variation of the scalar potential
So far we have discussed equations (2.11) and (2.12), used to determine B(Φ) and h(Φ) given
A(Φ). However, we have not considered equation (2.13), which fixes V (Φ) in terms of the other
functions. As was noted in [19], in general this leads to a problem for solving the equations the way
we have: there is no guarantee that any given set of functions A, B, and h varying with temperature
will lead to the same scalar potential V (Φ). If the potential changes, then the solutions cannot be
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thought of as belonging to the same gauge theory dual; instead, as one varies the temperature, one
is also changing parameters of the Lagrangian, and producing a vacuum of a different temperature
in a different theory.
The solutions to the equations of motion we find, assuming the KTY ansatz for A(Φ) and
using (2.13), indeed do not lead to the same potential for different temperatures. While it is possible
that there exists some arrangement of matter fields for which the potential remains fixed, it is in
principle difficult to find. We could also consider a more complicated ansatz, where we do not
assume a simple form for A(Φ), but in addition to the issue of complexity, this defeats the purpose
of comparing to the KTY model.2
Here we take a practical approach, and see how much it matters. Examining how much
the potential is varying with the temperature (that is, the location of the horizon), we find the
following. As T changes, V (0) = −12R2 remains fixed, while the largest variation occurs at larger
Φ. However, points at sufficiently large Φ are always behind the horizon at Φh, and hence the region
of largest variation does not contribute to the physics. As the temperature increases, the region
where V (Φ) is varying substantially retreats towards Φ = 0, but at the same time Φh retreats in
front of it, tending to keep the region of strong variation harmlessly behind the horizon.
We can quantify the change in V (Φ) at some point Φ as we vary the solutions over the widest
physically relevant range: from T = 0 to the temperature where that point disappears behind the
horizon. We find that the variation in V at a given value of the scalar increases monotonically with
Φ; thus for the solution at a given temperature, the point that varies the most over all temperatures
to which it contributes is always the point with the largest value of Φ, namely Φh itself. We can
thus parameterize the variation of V for a solution at a particular temperature T , by how much
the potential at the horizon point V (Φh) varies between that solution and the zero-temperature
solution.
2 Solutions to the gravity/scalar system with fixed scalar potential have been studied recently in [22, 23]. These
solutions indeed have different warp factors for different values of the temperature.
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We have performed this analysis, and for α = 20/49 for example we find the values
∆V (Φh)
V (Φh)
∣∣∣∣∣
T/
√
c=1
= 0.005 ,
∆V (Φh)
V (Φh)
∣∣∣∣∣
T/
√
c=1/2
= 0.04 , (2.21)
over the range in T/
√
c argued in [18] to be most physically relevant. Thus although the solutions
to the equations of motion we find are not solutions for precisely the same potential, they are
sufficiently similar to lead to only a small error of a couple percent over the region we are interested
in. This error, moreover, is over the entire possible range of temperatures; for a practical calculation
comparing two solutions with similar temperatures the error will be smaller.
In general we find that smaller values of T/
√
c have worse behavior; thus the larger the
conformal symmetry-breaking, the more the effect matters. Similar results hold for other values
of α, and as α increases, the “safe” region moves further in towards smaller values of T/
√
c (and
vice versa). In the sections that follow, we arbitrarily choose a largest error in ∆V/V that we will
tolerate of five percent, and truncate the results for various values of α each at this cut-off. The
remaining points should be robust to the variation of the potential to within a few percent.
This is a trade-off for attempting to find exact solutions that, while more complicated than
the KTY model, are still relatively simple; in principle there should exist solutions with precisely the
same value of V (Φ) for all temperatures, but these are in general hard to obtain, and additionally,
most of these solutions will bear no particular resemblance to the KTY metric for any value of c.
It is also possible to vary our one other parameter, α, as we vary T/
√
c, to try and mitigate
the variation of the potential; that is, we can try to find the path through the two-dimensional
parameter space of T/
√
c and α that minimizes the variation of V (Φ). It is possible to decrease
the variation of the potential by several orders of magnitude by making a compensating change
in α, though one cannot cancel it precisely. We will not attempt to systematically perform this
compensation, since the error from simply changing T/
√
c is already small for the region we are
most interested in.
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2.3 The speed of sound
Having our solutions in hand, we would like to compare their predictions to those of the
KTY model, to try and see whether the use of metrics not solving known equations of motion still
leads to reasonable and robust results. We will compare two quantities: first, a “bulk” quantity
not involving the string worldsheet, the speed of sound. In the next section, we shall consider a
worldsheet-related number, the jet-quenching parameter.
In a non-conformal plasma, one expects richer thermodynamic behavior than in the conformal
case. For example, conformal invariance fixes the speed of sound, defined in terms of the pressure
P and energy density . as
c2s ≡
∂P
∂.
, (2.22)
at c2s = 1/3. This condition comes from the tracelessness of the energy-momentum tensor, as
mandated by invariance under dilations. In a non-conformal plasma, on the other hand, c2s can
vary.
A convenient formula for the speed of sound is
c2s =
d log T
d log s
=
d log T
dΦh
(
d log s
dΦh
)−1
, (2.23)
valid in the limit of zero net baryon density, a reasonable approximation in the heavy-ion fireball.
Besides the temperature it requires knowledge of the entropy density s, which for our systems is
simply proportional to the horizon area of the black brane, taking the form
s =
e3A(Φh)
4piG5
, (2.24)
and since both T and s vary with Φh, it is easiest for us to compute (2.23) in terms of the variation
of each quantity with Φh, as indicated.
For the KTY model, the speed of sound is straightforward to evaluate:
c2s =
1
3(1 + cpi2T 2 )
. (2.25)
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Figure 2.4: Behavior of the squared speed of sound with respect to the dimensionless quantity
T/
√
c plotted for several values of the parameter α. Also shown is the conformal value (c2s = 1/3),
and the result given by the KTY model.
Note that this formula is independent of α, which for the KTY model entered only into the scalar
field and not into the metric (which controls s and T ). The result is plotted in figure 2.4.3 This
expression clearly has the right limit of c2s → 1/3 as we restore conformal symmetry c → 0, and
it monotonically decreases as the temperature gets small to approach zero in the limit of zero T .
This decrease below the conformal value is reasonable on physical grounds.4
For the family of solutions obtained in this chapter, calculating the speed of sound in general
requires a numerical routine. The algorithm is simply to scan over many values of the horizon
location Φh by varying h1, and calculating the resulting values of the temperature and entropy.
We then compare neighboring values of Φh to calculate the speed of sound. Note that because this
calculation involves comparing two solutions with distinct temperature, it is particularly sensitive
to the variation of the potential between those solutions; we should not expect this to be a reliable
calculation in the limit that the potential variation becomes substantial.
Crucially, the results of this calculation vary depending on the value of α chosen. In figure
3 A very similar functional form for the sound speed was found in [24], based on the model in [25] which resembles
[17] without a running scalar.
4 For example, in the simpler case of the perfect fluid P = w!, we have c2s = w and the interpolation between
c2s = 1/3 and c
2
s = 0 is just the progression from ultrarelativistic to non-relativistic species. This plasma would have
no quasiparticle description, but the behavior of the speed of sound is analogous.
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2.4 we plot the results for a few representative values of this parameter, along with the single result
(2.25) for the KTY model. For our results, as each model approaches smaller values of T/
√
c the
error due to the variation of the potential becomes larger. We have therefore imposed a somewhat
arbitrary cutoff, including only results with ∆V/V < 0.05. Following the results beyond this cutoff
eventually results in pathological behavior, in particular the speed of sound squared going below
zero at nonzero temperature.
For all values of α, the speed of sound asymptotes to the conformal value at large temperature
and decreases at smaller temperature, analogous to the KTY model. The curvatures of our solutions
are slightly different from KTY, being initially flatter and then dropping more abruptly as the
temperature is lowered. Smaller values of α give a lower speed of sound at fixed temperature, while
larger values give a greater speed. Unfortunately, the variation of the potential and the associated
curve truncation do not allow us to determine the small T/
√
c behavior of the speed of sound. As
discussed in [26], lattice simulations for hot QCD matter predict a “strong” drop in the speed of
sound near the critical temperature (Tc ∼ 170 MeV), followed by a rise below it. Obviously, such
behavior is not present in the KTY model, which monotonically approaches c2s = 0 as T/
√
c → 0.
This is because we work exclusively with the “deconfined phase” geometry, which corresponds to
T > Tc. For an attempt to realize this behavior in a gravity dual, see [19, 46].
We have plotted our results in terms of T/
√
c in order to make comparisons with [18]; they
naturally used c as a reference parameter since only it appears in the metric, which controls the
quantities of interest. For full solutions to the equations of motion, however, the parameter φ feeds
back into the metric as well via the parameter α. It is not obvious that T/
√
c, as opposed to T/
√
φ
or any combination of the two massive parameters, is the most useful scale to employ. In other
words, our additional dimensionless parameter makes it unclear which units are the natural ones
to use.
We can use our results for the speed of sound to try and resolve this issue physically. The
speed of sound is a calculable quantity with physical consequences. We may choose, if we can, to
set our scale for each model precisely so that in these units, the same temperature always gives
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Figure 2.5: Speed of sound curves measured in rescaled units T/
√
cα. In these units, our model
makes one prediction for the dependence of the speed of sound on the ratio of temperature to a
dimensionful combination of the parameters φ and c. We also compare to the KTY result and an
analogous function depending on T 4.
the same value of the speed of sound. That is, we can seek to measure T relative to whatever
combination of c and φ we need to make the speed of sound curve look identical for all values of α.
We find that plotting the speed of sound as a function of T/
√
cα, where cα is an α-dependent
rescaling of c given by (c4/5, c1/2, c20/49, c1/5) = (0.14c, 0.32c, 0.46c, 1.05c) with similar scalings for
other values of α, creates a convergence between the various curves of our model, all agreeing
substantially with each other over their region of validity. This suggests that the appropriate units
to measure our results with respect to are T/
√
cα, which we will do. Since this rescaling depends
on α, we can think of cα as a combination of the massive parameters c and φ. In figure 2.5, we plot
our rescaled sound speeds, along with the KTY result (2.25) and also the function
c2s ≈
1
3(1 + c
2
α
pi2T 4 )
, (2.26)
which is a better fit to our unified result for the speed of sound.
We can compare our result to the calculation of the speed of sound in other models, such as
that for the N = 2∗ theory in [27]. In terms of conformal symmetry breaking parameters mf and
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mb, they found to leading order in each mf/T and mb/T ,
cs =
1√
3
(
1− [Γ(3/4)]
2
3pi4
(mf
T
)2 − 1
18pi4
(mb
T
)4
+ . . .
)
, (2.27)
which broadly matches KTY and our results in the leading behavior: all decrease from the conformal
value as the temperature goes down. For generic values of mf and mb (including the N = 2 limit
mf = mb), the (mb/T )4 term will be subleading, and in this case the N = 2∗ speed of sound
matches the KTY model to order 1/T 2 (including the sign) as long as we identify the symmetry-
breaking parameters c = 2[Γ(3/4)]2m2f/3pi
2. In the limit mf , mb, however (including mf = 0),
the N = 2∗ models predict the first subleading term to be proportional to −1/T 4, which is a better
match to our models and the form (2.26). It is possible that the best fit to our models contains
both terms at leading order, as in (2.27).5
We have seen that as long as we use the right units, our determination of the speed of sound
is quite robust, and broadly similar to the KTY result though not of precisely the same form. As
a consequence, we can use the physical quantity of the speed of sound to circumvent our ignorance
about the physical meanings of c and φ and use the running of the speed of sound itself as our
effective scale. Let us now examine a worldsheet-dependent quantity, the jet-quenching parameter
qˆ.
2.4 Jet-quenching parameter
The authors of [18] calculate a number of observables associated to the propagation of quarks
in the plasma defined by the KTY model, which on the gravity side are associated to worldsheet
calculations. Here we subject our class of models to the calculation of one of these, the jet-quenching
parameter qˆ.
5 Other theories that approach c2s = 1/3 from below in the high-T limit include the model of [24, 25] which is
closely related to KTY, the finite-temperature Klebanov-Strassler cascade [28, 29], the Gubser-Nellore model [19],
and the Gu¨rsoy-Kiritsis-Mazzanti-Nitti solutions [22, 23]. Models with constant c2s < 1/3 also exist, including the
Sakai-Sugimoto model [30], the Chamblin-Reall models [19] and the model of Springer [31, 32].
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Figure 2.6: Jet-quenching parameter plotted against c/T 2 for several values of α, and in the KTY
model. The definition of the quantity λ follows [18].
The parameter is computed via the integral6
qˆ =
1
piα′
(∫ Φh
0
dΦ√
h¯(Φ)[1− h¯(Φ)] exp[6A¯(Φ)− 2B¯(Φ)]
)−1
(2.28)
where α′ is the string tension, and the bars above the metric functions are reminders that they
must be transformed into string frame. We can calculate this quantity for our model as well. Note
that to do this, we must make a choice as to whether Φ corresponds to the dilaton or not, since
(2.28) is sensitive to the string metric. Seeking to have things all ways, we will try both choices
and compare.
First we calculate qˆ for various values of α assuming the scalar is the dilaton, and plot it
with respect to T/
√
c in figure 2.6, along with the value obtained by [18]. Following [18], we show qˆ
relative to T 3
√
λ, taking into account that many energy loss models used to describe jet quenching
at RHIC take qˆ to scale like T 3 [38]. We notice a few things: first of all, the high-temperature
(conformal) limit is robust, with the KTY model and our solutions for various α all approaching
the same value at qˆ/(T 3
√
λ) ≈ 7.5. However, the functional forms of the various values of α diverge
substantially as conformal symmetry breaking is introduced, with small α possessing the greatest
6 The definition used by [18, 35, 36], as proposed by [33, 34], has been called into question by [37]; since our
primary motivation is to compare to the [18] computation we will use their definition.
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Figure 2.7: Jet-quenching parameter in scaled coordinates. The universality observed in the speed
of sound calculation is no longer present; our model does not seem to uniquely determine the
temperature dependence of qˆ.
slope.
We established in the previous subsection, however, that a more physical scale is to measure
quantities relative to T/
√
cα, since in this scale, every value of α has the same speed of sound. Thus
if the jet-quenching parameter varies when measured relative to T/
√
cα, this represents a physical
difference between models and not just an unknown and arbitrary rescaling of the reference scale.
In figure 2.7 we plot the same results relative to the physical scale. Interestingly, we still find
distinct curves for qˆ at different values of α. Thus the variation of α represents a true physical
deformation, allowing us to vary the functional form of the jet quenching while keeping the “bulk”
property of the speed of sound fixed. Notably, the relative positions of the different values of α
have flipped, with large α now having greater slope.
We can compare this result to the case where the scalar Φ is not treated as the dilaton, so the
string metric warp factors are identical to the Einstein cases (2.14), (2.15); the results are plotted in
figures 2.8, 2.9. We note that the functional form of qˆ changes substantially between the two cases.
For a running dilaton, regardless of α the ratio qˆ/(T 3
√
λ) increased as the temperature dropped;
for the absence of a running dilaton we find the opposite, with the ratio generally falling, more
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Figure 2.8: Jet-quenching parameter when Φ is not the dilaton, in unscaled coordinates.
pronouncedly in the scaled (physical) coordinates. Again the switch to scaled coordinates T/
√
cα
also exchanges the ordering of the models. We discuss these results in the final section.
2.5 Discussion
We set out to try and understand whether the use of simple model geometries not known to
solve any equation of motion but possessing a key desired characteristic was reasonable and robust.
At this point we can attempt to address these questions.
There is no indication whatsoever that the use of the KTY model leads to unphysical results,
or indeed results particularly at odds with the class of solutions to the scalar/gravity system we
construct. For both the speed of sound and the jet-quenching parameter, the KTY model makes
predictions solidly in the middle of the range of results of our solutions, and with similar functional
forms. So this is reassuring: if there is a hidden difficulty with such a simple model, we have not
found it.
Moreover, we have found that the functional form of the speed of sound is universal across
our models, regardless of our tunable parameter α, as long as we measure it in the right units; it
also agrees with the leading-order behavior of a class of N = 2∗ models [27]. Thus the predictions
33
0.0 0.5 1.0 1.5 2.0
cΑ
T2
5.5
6.0
6.5
7.0
7.5
8.0
q
"
T3 Λ
Α $ 1!5
Α $ 20!49
Α $ 1!2
Α $ 4!5
Figure 2.9: Jet-quenching parameter when Φ is not the dilaton, in scaled coordinates.
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of the sound speed are independent of whichever representative of our solutions one chooses to use,
and hence can be said to be significantly robust. This does not imply that they are universal across
all non-conformal plasmas, but are part of a broader class including the KTY model and others
that approaches the conformal value from below as the temperature gets large.
For examining the results for the jet-quenching parameter qˆ, it is useful for us to distinguish
two different notions of “robustness”. As a first point of comparison, we can look at the qˆ results
in the context of the results of Liu, Rajagopal and Yee [18]. In this work, a dominant thrust was to
identify whether or not a given result was “robust” to the introduction of non-conformality. The
idea is that a “robust” quantity would change its value little as the conformal symmetry breaking
parameter relative to the temperature was varied across some physically interesting range. Although
the variation of the potential does not allow us to scan an arbitrary range of, say, c/T 2, we can
nevertheless make an comparison of most of our models over the range considered in [18].
For the α values 20/49, 1/2 and 4/5, we can follow qˆ all the way from c/T 2 = 0 to 4. Over this
range, one finds that the value of qˆ/T 3
√
λ changes by about 15% for all α values. By comparison,
over the same range the KTY result was found in [18] to increase by about 28%. From figure 2.6
it is easy to see that the largest variation is expected from α = 1/5. Unfortunately the variation
of the potential limits us in this case to the range 0 ≤ c/T 2 ≤ 1.4, across which qˆ changes by 18%.
When the scalar field is not the dilaton, figure 2.8, the jet quenching parameter will again change
most when α = 1/5 — here 13 % for 0 ≤ c/T 2 ≤ 1.4. When α = 4/5, 1/2 or 20/49, we can explore
the range 0 ≤ c/T 2 ≤ 4, for which we find a 5%, 10%, and 10% change respectively. Accordingly,
over these ranges in c/T 2, the value of qˆ for a given α is relatively robust to the introduction of the
conformal symmetry breaking parameter c following the definition of [18].
There is another important way in which our results may be judged for “robustness”. It is
evident that none of the geometries we have studied is QCD itself, so their predictions are valuable
exactly as far as they are not particularly dependent on the details of the model picked, as we
have discussed. The ideal would be to pick a simple model with a few constraints — no conformal
symmetry, the right kind of matter, and so on — and hope that the physical results (for at least
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some quantities) would then be independent of details of which model we have picked — in our
case, of which value of the dimensionless parameter α was used. We found that the choice of α
could be used to fix a unit system natural for the bulk property of the speed of sound, so we
can normalize the variation of the sound curve across all models. Even with this normalization,
however, the jet-quenching parameter had substantial variation even over the narrow window of
α-values we were able to explore.
Thus, on the one hand we find that the speed of sound is quite resilient. All of our models
lead to the same functional form for the sound speed over their regions of validity, which can be
made to coincide in the proper set of units; they closely resemble the model of KTY [17] as well.
On the other hand, although our calculation of the jet-quenching parameter seems quite
physical, it is less robust in this second sense, at least away from the conformal limit, as its functional
form varies significantly with α. Without knowing the true field-theory dual, it is impossible to
know what α corresponds to, and hence which value should be picked, and therefore which curve to
use. Moreover, we could have chosen a more complicated starting point for our ansatz with more
dialable parameters, and there is no reason to think the variation of qˆ would not also persist over
such a multi-dimensional parameter space.
Thus if we want to extract universal properties of something like the jet-quenching parameter,
we either have to provide new input constraints into our models, or look for a property insensitive to
fine details, caring only about a gross behavior of the quantity. One example of the latter might be
the substantial difference in the behavior of qˆ between when Φ was treated as the dilaton and not.
Although the details of the curves vary, one could try to extract an overall lesson that a running
dilaton leads to a growth of qˆ/T 3
√
λ as the temperature diminishes, while a constant dilaton leads
to the opposite. Currently, many energy loss models used to describe jet quenching at RHIC take
qˆ to scale like T 3 [38], giving no preference for the fate of our scalar field. Determining higher
order temperature dependence would constitute another input into future models of the plasma,
and place constraints on the available freedoms.
In conclusion, we have found no reason to avoid simple models of the QCD plasma, but we
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have reinforced that the robustness of their predictions must be handled with care. Some quantities
such as the sound speed may be quite robust, while others such as the jet-quenching parameter may
be somewhat robust over the variation of a single parameter but less so once additional dialable
parameters are introduced to the family of models. Even so, they may contain useful information
such as the relationship between the dilaton and the global behavior of the function qˆ(T ). Further
study of these questions in the future is surely warranted.
Chapter 3
A holographic critical point
3.1 Overview
At zero chemical potential µ for baryon number, quantum chromodynamics (QCD) appears
to have a smooth but rapid crossover at a temperature Tc whose value is within about 10% of
175MeV. It is believed that this crossover sharpens into a line of first order phase transitions at
finite µ. The position of the critical point that terminates this line is of considerable experimental
interest, but it is hard to determine theoretically due to being in a region of strong coupling, and
also because lattice techniques are not well adapted to finite real µ. A theory review can be found
in [39]. Recent lattice results can be found in for example [40, 41, 42]. The aims of the recently
initiated beam-energy scan at RHIC are laid out in [89] and the fixed-target CBM project at FAIR
is discussed in [44].
It was shown in [45, 46] that simple gravitational theories in five dimensions are capable of
producing black holes which approximately reproduce the equation of state of QCD, including the
crossover, at vanishing chemical potential; see also [22, 23, 47, 48, 49] and the review [50]. The
gravitational theories include just two fields: the spacetime metric, and a real scalar field whose
profile breaks conformal invariance and can be understood roughly as the running coupling of QCD.
A natural generalization of such models is to include a chemical potential for baryon number as
well. Adding a single additional field, a U(1) gauge field dual to the baryon number current, one
may generate a chemical potential by turning on an appropriate electric field in the black hole
geometry.
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In this chapter, we study the coupled metric-scalar-gauge field system and numerically obtain
solutions for charged black holes filling out the T -µ phase diagram of the field theory dual. The
minimal Lagrangian for these theories contains some freedom, encoded in the choice of scalar
potential and gauge kinetic function. We elect to fix both these functions by matching to lattice
results for QCD at zero chemical potential. The scalar potential is fixed by demanding a QCD-like
equation of state that captures the chiral symmetry breaking crossover, as in [45, 46]. We show
how the gauge kinetic function can be determined by similarly matching quark susceptibilities, in
principle removing all freedom from the construction.
We then investigate how black holes behave at finite chemical potential. We find that just as
is expected for QCD, at finite µ the crossover turns into a line of true first-order phase transitions
ending in a critical point. We locate the first-order line by looking for characteristic thermodynam-
ically unstable solutions, and identify the critical point as the end of this line; the location of the
critical point is at physically reasonable values of T and µ.
We then turn to a study of the critical exponents of this point. We find a set of exponents
that are nontrivially self-consistent due to satisfying two scaling relations. Thus our black holes
built from just three fields reproduce a realistic phase diagram near the critical endpoint for a QCD-
like theory. In QCD, the critical point is expected to lie in the same universality class as the 3D
Ising model and the fluid liquid/gas transition. The critical exponents we obtain are consistent with
mean-field scaling. This is reasonable since our black hole constructions are classical, corresponding
to an implicit large N limit on the field theory side that suppresses quantum corrections. Further
realism lies, presumably, in the inclusion of 1/N corrections.
The organization of the rest of this chapter is as follows. In section 3.2 we describe our
gravity theory and summarize our results for the location of the critical point in the T -µ plane
and the values of its critical exponents. In section 3.3 we provide a self-contained summary of the
aspects of thermodynamics which we will require in the rest of the chapter, as well as brief remarks
on the phase structure of QCD. Experts will have no reason to read this section, which contains no
new results. In section 3.4 we analyze the equations of motion following from our gravity theory,
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explain how to extract thermodynamic quantities from the black hole solutions, and summarize our
numerical strategy. In section 3.5 we will explain how the gauge kinetic function can be chosen to
match lattice data for the baryon susceptibility at µ = 0. In section 3.6 we describe locating the
critical point on the phase diagram, and in section 3.7 we analyze its properties, calculating the
critical exponents and finding them consistent with mean-field scaling. In section 3.8 we compare
our result for the location of the critical point to others in the literature, and conclude with some
discussion.
3.2 Gravity Theory and Summary of Results
Our model falls in a class of five-dimensional gravitational theories including a real scalar φ
and an abelian gauge field Aµ along with the spacetime metric, defined by the Lagrangian
L = 1
2κ2
[
R− f(φ)
4
F 2µν −
1
2
(∂φ)2 − V (φ)
]
, (3.1)
where we use mostly plus conventions. With energy dimensions assigned so that [κ] = −3/2,
[gµν ] = [Aµ] = [φ] = 0, one finds that 3.1 is almost1 the most general action using this field content
one can have with at most two derivatives. Arbitrary functions of φ multiplying the Einstein-
Hilbert and scalar kinetic terms can be removed by conformal transformations of the metric and
reparametrizations of φ, respectively.
The black hole geometries consist of metrics taking the form
ds2 = e2A(r)
[−h(r)dt2 + d)x2]+ e2B(r)
h(r)
dr2 , (3.2)
along with an ansatz for the scalar field and electrostatic potential depending only on the radial
coordinate r:
φ = φ(r) , Aµdxµ = Φ(r)dt . (3.3)
The coordinates (t, )x) cover Minkowski space, R3,1, while the radial coordinate r represents the
holographic direction.
1 The exception is that one could add a Chern-Simons term A∧F ∧F , but this term has no effect on the classical
equations of motion, which are what we will study; in addition it vanishes for the solutions we are going to consider,
because they have only electric charge, not magnetic. Thus we neglect it.
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As explained in [45] in the case of vanishing gauge field, a choice of the scalar potential
V (φ) can be translated into a dependence of the entropy on temperature T . ([45] chooses to work
equivalently with the speed of sound c2s = d log T/d log s.) In fact, if a desired dependence s(T ) is
specified, then—within certain limits—one can find the V (φ) that leads to it. A reasonable fit, not
too far from Tc, to lattice results for s(T ), is achieved with the simple choice2 [46]
V (φ) =
−12 cosh γφ+ bφ2
L2
with γ = 0.606 and b = 2.057 , (3.4)
and L a constant related to the number of degrees of freedom.
The black holes describing matter at finite chemical potential include a nonzero gauge field
as well. This introduces the problem of specifying the gauge kinetic function f(φ). We can always
use the freedom to rescale Aµ to set f(0) = 1. The matching of the speed of sound described in the
last paragraph is completely insensitive to the choice of f(φ). However, f(φ) can be fixed if one
knows the baryon number susceptibility at µ = 0. This susceptibility is in fact fairly well known
from the lattice [40]. In this chapter, we will not be systematic in finding V (φ) and f(φ) through a
fit. Instead, we will focus on the above choice of V (φ) and a similarly simple form for f(φ), namely
f(φ) =
sech
[
6
5(φ− 2)
]
sech 125
, (3.5)
which as we will discuss in section 3.5 leads to susceptibilities in good agreement with lattice results.
It is probably impossible to find a string theory construction that leads precisely to the
potential 3.4 and gauge kinetic function 3.5. Thus we cannot claim that the theory 3.1 is dual to
a specific known field theory. However, string theory constructions do typically lead to potentials
which include sums of exponentials of canonically normalized scalars. Thus these functions are at
least in the ballpark of expressions that can be derived from string theory, and it is reasonable to
place the dual to our model in the broad class of strongly coupled, large-N gauge theories.
Having fit V (φ) and f(φ) to lattice quantities at µ = 0, we are able to use black hole
constructions to extrapolate outward into the T -µ plane, where we indeed find a critical endpoint.
2 The constant γ in 3.4 is unrelated to the critical exponent which will appear later in the chapter.
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Through methods explained in sections 3.5 and 3.6, we estimate the location of this critical point
to be
Tc = 143 MeV µc = 783 MeV . (3.6)
We will compare this result to other estimates in the literature in the conclusions.
Because we have not made a systematic study of the forms of V (φ) and f(φ) that approxi-
mately match lattice data at µ = 0, we are not in a position to provide theoretical error bars for the
result 3.6. It is best to view this result as a proof of principle that you can get a critical endpoint
in the T -µ plane using AdS/CFT methods, and that the values 3.6 are within the theoretical error
bars. It is also noteworthy that we ignore fluctuations in our analysis: the black holes we construct
are fixed, classical geometries. This means that we are not capturing all the physics that is expected
to go into the critical endpoint.
Analyzing the thermodynamics near the critical point and performing linear regression fits
to the data, we obtain results for four critical exponents,
α = 0 , β ≈ 0.482 , γ ≈ 0.942 , δ ≈ 3.035 . (3.7)
These results are, as we shall discuss, non-trivially consistent with scaling relations, and consistent
also with the mean field exponents α = 0, β = 1/2, γ = 1, δ = 3.
3.3 Thermodynamics with a finite chemical potential
Before discussing the solution of the equations of motion in the gravity system 3.1 and the ex-
ploration of the phase diagram, in this section we review a few essential aspects of thermodynamics
and critical phenomena.
3.3.1 Thermodynamics of a fluid
A fluid is characterized by the extensive quantities entropy S, volume V and particle number
(or net charge) N , and their conjugate intensive variables temperature T , pressure p and chemical
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potential µ. The internal energy U = U(S, V,N) depends on the extensive variables, which can be
thought of as characterizing the system itself, with small changes described by the first law,
dU = TdS − pdV + µdN . (3.8)
The intensive variables, sometimes called “fields,” can be thought of as properties imposed on the
system by contact with a reservoir.
For systems like the quark-gluon plasma, we are not interested in a fixed volume, but instead
in volume densities for the extensive quantities. Define the energy density ., entropy density s and
number density ρ,
. ≡ U/V , s ≡ S/V , ρ ≡ N/V . (3.9)
Then, using the thermodynamic relation,
U = TS − pV + µN , (3.10)
one can show that the first law of thermodynamics 3.8 rewritten in terms of densities becomes
d. = Tds + µdρ , (3.11)
naturally reducing the system to a two-variable problem. It is useful to define the corresponding
free energy density f(T, µ) depending on the field variables T and µ using the usual Legendre
transformation,3
f(T, µ) ≡ .− sT − µρ , (3.12)
which obeys
df = −sdT − ρdµ . (3.13)
Furthermore, it is easy to see the thermodynamic relation 3.10 implies that the pressure reappears
in the analysis as just minus the free energy,
p = −f . (3.14)
3 The free energy density should not be confused with the function f(φ) in the gravity Lagrangian.
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The phase diagram is the plot of “field” variables T and µ. At each point on the phase diagram, a
physical phase corresponds to values of the extensive variables (or densities of extensive variables
in our case, s and ρ) which extremize the free energy. In general, it is possible for more than
one extremum to exist at a given point on the diagram, corresponding to the existence of multiple
phases. The preferred phase is the one minimizing the free energy f ; this is the condition of global
stability and ultimately stems from the second law of thermodynamics.
In addition to global stability, one must consider local stability, which is characterized by
stability under small fluctuations. This is equivalent to the statement of positive-definiteness of the
matrix of susceptibilities:
S ≡
 − ∂2f∂T 2 − ∂2f∂µ∂T
− ∂2f∂T∂µ −∂
2f
∂µ2
 =
 ∂s∂T ∂s∂µ
∂ρ
∂T
∂ρ
∂µ
 , (3.15)
where all derivatives of T or µ are taken with the other fixed. We note that the upper-left diagonal
element is related to the specific heat at constant chemical potential Cµ:
Cµ ≡ T
(
∂s
∂T
)
µ
= −T
(
∂2f
∂T 2
)
µ
, (3.16)
while the lower-right diagonal quantity is related to the isothermal compressibility,
κT ≡ 1
ρ2
(
∂ρ
∂µ
)
T
. (3.17)
In QCD, one usually considers in place of κT the quark susceptibility,
χ2 ≡
(
∂ρ
∂µ
)
T
= −
(
∂2f
∂µ2
)
T
= ρ2κT . (3.18)
The statement that the matrix of susceptibilities is positive definite is equivalent to requiring
Cρ > 0 , χ2 > 0 , (3.19)
where Cρ is the specific heat at constant volume,
Cρ ≡ T
(
∂s
∂T
)
ρ
= −T
[
∂2f
∂T 2
−
(
∂2f/∂T∂µ
)2
(∂2f/∂µ2)
]
. (3.20)
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In the last expression all T and µ derivatives are taken with the other fixed. Note that the Jacobian
of the susceptibility matrix is simply
detS = 1
T
χ2Cρ . (3.21)
Generally speaking, local stability (i.e. positive definite S) is a requirement in order for a configu-
ration to be considered a well-defined phase of the system.
When two phases have equal free energies at a given (T, µ), a first-order phase transition
occurs at that point; typically the locus of first-order transitions has codimension one and so
describes a line. On one side of the line one phase is favored, while on the other the other is
favored; at the first-order line, a discontinuity exists in the densities, ∆s and ∆ρ, as the system
jumps from one phase to another. The discontinuity in the entropy gives rise to the latent heat
L = T∆S.
A first-order line may terminate on a second-order point, also called a critical point. Here the
two distinct phases merge into one; consequently the discontinuities in the densities approach zero as
one moves along the first-order line to the critical point. However, although these first derivatives of
the free energy become well-behaved, the second derivatives, that is the susceptibilities, may diverge
at the critical point. The nature of these divergences characterize some of the critical exponents
associated to the critical point, as we will describe momentarily. Critical points in different systems
with different variables may share the same critical exponents, a phenomenon called “universality;”
the systems are said to lie in the same universality class. Beyond the critical endpoint on the
phase diagram there is no discontinuous behavior, but the densities may change rapidly along the
extension of what would have been the first-order line. This behavior is called a crossover.
3.3.2 Phase diagram for QCD
A great deal of work has gone into predicting the phase structure of QCD, and it is believed
to be quite rich; for reviews, see [86, 87, 88]. At small values of the baryon chemical potential, the
QCD phase diagram is dominated by the chiral symmetry breaking transition, and this will be our
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focus.
When all quarks are assumed to be massless, chiral symmetry is an exact symmetry of the
QCD Lagrangian, and the broken symmetry phase at low T and µ and the restored symmetry phase
at high T and/or µ are distinct and must be separated by a line of true phase transitions. Near
the µ-axis, the transition is expected to be first-order. Near the T -axis, the order of the transition
depends on the number of massless quarks. For two massless quarks, the transition on the T -axis
is second order and in the universality class of the O(4) model; this transition is expected to be the
end of a line of second-order transitions extending into the T -µ plane and meeting the first-order
line rising from the µ-axis at a tricritical point. For three massless quarks, on the other hand, the
transition on the T -axis is expected to be first-order.
In the real world, quarks are massive and chiral symmetry is not an exact symmetry of QCD.
On the T -axis, the transition is known from lattice studies not to be a sharp transition but instead
a crossover. It is widely expected that at sufficiently large chemical potential µ the first-order line
returns; it then terminates at a critical endpoint at some (Tc, µc). This is displayed in figure 3.1.
The critical endpoint is an object of substantial interest and speculation. It is difficult to
explore it theoretically, as the theory is strongly coupled and lattice calculations are difficult at
finite µ. A number of models have been constructed to analyze its properties. It is expected to lie
in the universality class of the 3D Ising model, like the standard liquid/gas transition of fluids. It is
anticipated that depending on its location on the phase diagram, future heavy ion experiments such
as those at RHIC, LHC or FAIR may produce a quark-gluon plasma lying close to the critical point
at freeze-out, which could lead to information about its properties (see for example [89, 44, 54].)
Other phases of QCD are anticipated to exist, in particular regions at large µ characterized
by color superconductivity. We will have little to say about these phases in this chapter other than
a brief speculation in section 3.6.2.
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Figure 3.1: The expected phase diagram of QCD. The line ending in a star is the first-order chiral
transition and its critical endpoint, which we focus on. Below is the nuclear matter transition. At
lower right are color superconducting phases, color-flavor locked and otherwise.
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3.3.3 Critical behavior
Near the critical point various first and second derivatives of the free energy go to zero or
diverge as power laws, and it is the “critical exponents” associated with these power laws that are
universal — meaning they may take the same values from one physical system to another, even
among systems with quite different microscopic properties. Describing them is at the heart of the
study of critical phenomena.
We will calculate four standard thermodynamic critical exponents α, β, γ and δ.4 In
calculating the exponents, it is vital to specify whether one is approaching the critical point along
the axis defined by the first order line, or by another direction. The exponent α is defined by the
power law behavior of the specific heat at constant ρ as the critical point is approached along the
axis defined by the first order line:
Cρ ∼ |T − Tc|−α , along first order axis . (3.22)
The exponent β comes from the discontinuity of ρ across the first-order line. ∆ρ is finite at a
generic point on the first-order line, and goes to zero as one approaches the critical point along the
line:
∆ρ ∼ (Tc − T )β , along first order line . (3.23)
The exponent γ is analogous to α, but instead of Cρ, it is χ2 that is tracked along the first-order
axis:
χ2 ∼ |T − Tc|−γ , along first order axis . (3.24)
Finally, δ is defined at the critical isotherm T = Tc by the relation between ρ− ρc and µ− µc:
ρ− ρc ∼ |µ− µc|1/δ , for T = Tc . (3.25)
The same power law will manifest for any approach not parallel to the first-order line. The paths
through the phase diagram associated to the four exponents are summarized in figure 3.2.
4 Two other commonly-used critical exponents, ν and η, require knowledge of the spatial distribution of correlation
functions and will not be calculated here.
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Figure 3.2: A cartoon of the first-order line terminating at the critical point (star) with the direc-
tions of approach of the various critical exponents indicated.
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The four thermodynamic exponents are not all independent; in general they obey so-called
scaling relations, which follow from the scaling behavior of the free energy at the critical point,
determining two exponents in terms of the other two. One has
α+ 2β + γ = 2, (3.26)
α+ β(1 + δ) = 2 .
Different critical exponents are characteristic of distinct universality classes. Calculations in Landau-
Ginzburg, or mean-field, theory capture the tree-level values of the critical exponents; in general
this neglects quantum corrections, which can be captured by the more sophisticated techniques of
the renormalization group. The critical point of QCD is expected to lie in the universality class
of the 3D Ising model, as does the standard liquid/gas transition. The results from mean field
(van der Waals) theory, the full quantum 3D Ising model, and experiments in non-QCD fluids are
summarized in the table [55]:
Mean field 3D Ising Experiment
α 0 0.110(5) 0.110 - 0.116
β 1/2 0.325 ± 0.0015 0.316 - 0.327
γ 1 1.2405 ± 0.0015 1.23 - 1.25
δ 3 4.82(4) 4.6 - 4.9
These are the results we will compare our holographic system to.
3.4 Black hole solutions
We now turn to an analysis of the equations of motion for the gravity system. From the
action 3.1 one can derive four second order equations of motion and a zero-energy constraint. The
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second order equations (simplified slightly using the zero-energy constraint) are
A′′ −A′B′ + 1
6
φ′2 = 0 (3.27)
h′′ + (4A′ −B′)h′ − e−2Af(φ)Φ′2 = 0 (3.28)
Φ′′ + (2A′ −B′)Φ′ + d log f
dφ
φ′Φ′ = 0 (3.29)
φ′′ +
(
4A′ −B′ + h
′
h
)
φ′ − e
2B
h
∂Veff
∂φ
= 0 , (3.30)
where
Veff(φ, r) ≡ V (φ)− 12e
−2A−2Bf(φ)Φ′2 . (3.31)
The zero-energy constraint is
h(24A′2 − φ′2) + 6A′h′ + 2e2BV (φ) + e−2Af(φ)Φ′2 = 0 . (3.32)
The equation of motion for Φ can be integrated once to show the conservation of the Gauss charge
QG for the U(1) gauge field:
dQG
dr
= 0 where QG = f(φ)e2A−BΦ′ . (3.33)
One other conserved quantity can be guessed from scaling symmetries, as in [45]:
dQN
dr
= 0 where QN = e2A−B[e2Ah′ − f(φ)ΦΦ′] . (3.34)
3.4.1 Near-horizon asymptotics
Let’s assume that h has a simple zero at rH and that it has no additional zeroes between rH
and the boundary. Then rH is the location of a regular black hole horizon. A series solution to the
equations 3.27 and 3.32 can be developed simply by expanding
X(r) = X0 + X1(r − rH) + X2(r − rH)2 + . . . , (3.35)
where X is any of A, B, h, Φ, and φ. B(r) may be fixed to be anything by a choice of the
coordinate r, so all the Bn are arbitrary. All but finitely many of the other coefficients, however,
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are determined in terms of the first few. To be more precise: h0 = 0 by assumption; A0 = 0 can
be arranged by rescaling t and )x by a common factor; h1 = 1/L can be arranged by rescaling only
t; Φ0 = 0 is a choice one must make in order for Φdt to be well-defined at the horizon; and all
other coefficients are determined once one chooses φ0 and Φ1. In other words, the solutions to 3.27
and 3.32 may be parametrized by (φ0,Φ1). It helps our intuition to recall that φ0 is the value of
the scalar field at the horizon, while Φ1 is essentially the electric field in the radial direction, also
evaluated at the horizon. Given the assumptions just stated, it is easy to show that
QG = e−B0f(φ0)Φ1 (3.36)
QN =
1
L
e−B0 . (3.37)
It does not seem to be practical to find solutions of the equations of motion through high-order series
expansions, because the expressions for high-order coefficients quickly become quite complicated.
In practice we stopped at fourth order. The resulting expansions are suitable for providing initial
values for numerical integration of the differential equations 3.27 at a radius slightly outside the
horizon.
3.4.2 Far region asymptotics
To discuss asymptotic behavior far from the horizon it helps to pick a gauge, so we fix B = 0.
We can write the potential V (φ) as
V (φ) = − 12
L2
+
1
2
m2φφ
2 +O(φ3) , (3.38)
demonstrating L is the radius of curvature of the asymptotic AdS5 geometry, and we can define
∆φ, the ultraviolet dimension of the operator dual to φ, according to
m2φL
2 ≡ ∆φ(∆φ − 4) . (3.39)
Following [46], we have assumed that this operator is essentially trF 2 and that the ultraviolet limit
is to be matched to QCD at a scale significantly above Tc but not parametrically large. Thus ∆φ
should be only slightly less than 4, and in our potential ∆φ ≈ 3.93.
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One can then straightforwardly show that
A(r) = α(r) + Afar2ν e
−2να(r) + . . . (3.40)
h(r) = hfar0 + h
far
4 e
−4α(r) + hfar4+2νe
−(4+2ν)α(r) + . . .
Φ(r) = Φfar0 + Φ
far
2 e
−2α(r) + Φfar2+νe
−(2+ν)α(r) + . . .
φ(r) = φAe−να(r)(1 + aνe−να(r) + a2νe−2να(r) + . . .)
+ φBe−∆φα(r) + . . .
where
α(r) ≡ Afar−1
r
L
+ Afar0 (3.41)
and
ν ≡ 4−∆φ . (3.42)
The zero-energy constraint 3.32 implies
Afar−1 =
1√
hfar0
. (3.43)
Given 3.40, it is straightforward to show that the conserved charges in terms of the far-region
quantities evaluate to
QG = − 2
L
Afar−1Φ
far
2 (3.44)
QN =
2
L
Afar−1(−2hfar4 + Φfar0 Φfar2 ) .
Thus Afar−1, hfar4 , and Φfar2 can be determined in terms of hfar0 and Φfar0 once QG and QN are known.
It is notable that in the absence of a scalar (or if for some reason φ → 0 at the boundary faster
than e−2α(r)) then the next correction to h(r) after hfar4 e−4α(r) is hfar6 e−6α(r), and the equation of
motion for h can be used to show that
hfar6 =
1
3
(Φfar2 )
2 . (3.45)
However, for the solutions we will study numerically, the scalar doesn’t vanish fast enough for the
hfar6 e
−6α(r) term to be interesting.
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Evidently, the expansions 3.40 are qualitatively more intricate than the Taylor expansions
3.35 around the horizon because the powers of e−α(r) are not (for practical purposes) commensurate,
owing to ν ≈ 0.07 not being the ratio of small integers. The fact that ν , 1 also leads to some
difficulties in finding robust numerical solutions to the equations of motion. We will discuss these
issues at greater length in subsection 3.4.4.
The expansion of φ(r) in 3.40 is split into the part dual to a deformation (proportional to
φA) and the part dual to an expectation value (proportional to φB). Each solution carries a series
of corrections, which we have shown only for the solution proportional to φA. The correction term
aνe−να(r) is present only when V ′′′(0) .= 0, so for even potentials like 3.4 the leading correction is
a2νe−2να(r). For small enough ν, this correction, and even higher corrections proportional to φA,
dominate over the φBe−∆φα(r) term. Thus the terms not shown explicitly in the expansion for φ(r)
are subleading either to φAe−να(r) or to φBe−∆φα(r)—or to both. In all the other expansions in
3.40, the omitted terms are all subleading to the terms shown explicitly.
3.4.3 Thermodynamic quantities
The solutions we are interested in have φA .= 0, because they are to be understood as
renormalization group flows triggered by deformation of a very slightly relevant operator. This is
not exactly how QCD works, but it is sufficiently close to be an interesting approximation. In order
to compare solutions meaningfully, one should ideally arrange for φA always to be the same. This
can be accomplished through a coordinate transformation, provided φ(r) always has the same sign
at the boundary.5 More specifically: suppose we obtain a solution numerically which has some
positive value of φA. Then we wish to perform a coordinate transformation on this solution to
bring it into the form
ds˜2 = e2A˜(r˜)(−h˜(r˜)dt˜2 + d)˜x2) + dr˜
2
h˜(r˜)
(3.46)
A˜µdx˜
µ = Φ˜(r˜)dt˜ φ˜ = φ˜(r˜) (3.47)
5 If φ(r) becomes negative at the boundary, the following expressions for far-zone coefficients and thermodynamic
quantities can still be used if |φA| is substituted for φA.
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where
A˜(r˜) =
r˜
L
+O(e−2νr˜/L) (3.48)
h˜(r˜) = 1 + h˜far4 e
−4r˜/L +O(e−(4+2ν)r˜/L)
Φ˜(r˜) = Φ˜far0 + Φ˜
far
2 e
−2r˜/L +O(e−(2+ν)r˜/L)
φ˜(r˜) = e−νr˜/L +O(e−2νr˜/L)
Setting ds2 = ds˜2, Aµdxµ = A˜µdx˜µ, and φ(r) = φ˜(r˜), one finds immediately that
t˜ = φ1/νA
√
hfar0 t (3.49)
)˜x = φ1/νA )x
r˜
L
= α(r)− log(φ1/νA ) = Afar−1
r
L
+ Afar0 − log(φ1/νA )
and
A˜(r˜) = A(r)− log(φ1/νA ) (3.50)
h˜(r˜) =
1
hfar0
h(r)
Φ˜(r˜) =
1
φ1/νA
√
hfar0
Φ(r) ,
which implies
Φ˜far0 =
Φfar0
φ
1/ν
A
√
hfar0
(3.51)
Φ˜far2 =
Φfar2
φ
3/ν
A
√
hfar0
h˜far4 =
hfar4
φ
4/ν
A h
far
0
.
Intensive thermodynamic quantities can now be readily extracted using these relations along with
standard expressions in the (t˜, )˜x, r˜) coordinate system and the assumptions stated following 3.35:
T = e
A˜(r˜H )
4pi
(
dh˜
dr˜
)
r˜=r˜H
= 14pi
1
Lφ
1/ν
A
√
hfar0
(3.52)
µ = Φ˜
far
0
L =
Φfar0
Lφ
1/ν
A
√
hfar0
.
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Densities of extensive thermodynamic quantities can likewise be computed:
s = 2piκ2 e
3A˜(r˜H) = 2piκ2
1
φ
3/ν
A
(3.53)
ρ = − Φ˜far2κ2 = −
Φfar2
κ2φ
3/ν
A
√
hfar0
.
Thus knowledge of the four asymptotic scaling parameters φA, hfar0 , Φfar0 and Φfar2 determines the
standard thermodynamic variables T, µ, s and ρ. Subleading parameters in the field expansions will
depend on these in general. For example, using the constancy of the Noether charge 3.34 and its
asymptotic expressions 3.36 and 3.44, for hfar4 one can show
hfar4
φ4/νA h
far
0
= h˜far4 = −
κ2L
2
(sT + µρ) = −κ
2L
2
(.+ p) , (3.54)
where in the last step we used the thermodynamic relation (3.10) to express the result in terms
of the sum of the pressure and energy density. Note that this is the only combination of . and p
we have access to from these calculations. The pressure by itself is equivalent to the free energy
density (3.14), which to calculate we would need to evaluate the full renormalized action including
counterterms to cancel divergences. It is possible to get the results we’re interested in — in
particular the position of the critical point and the values of its critical exponents — with just T ,
µ, s, and ρ.
We can also use the Gauss charge to relate a certain combination of the near-horizon pa-
rameters (φ0,Φ1) to the asymptotic parameters, and thus the thermodynamics. One finds that the
Gauss charge is proportional to the inverse of the entropy per baryon:
QG = f(φ0)Φ1 =
4pi
L
ρ
s
. (3.55)
This is the only analytic relation between the initial conditions at the horizon and the thermody-
namic parameters.
3.4.4 Numerical strategy
It is straightforward in principle to obtain a numerical black hole solution by integrating
the second-order equations of motion 3.27 starting at some point slightly outside the horizon with
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the functions and their derivatives initialized from the horizon series expansions described in sec-
tion 3.4.1, with initial conditions (φ0,Φ1). Then a fit can be performed of the numerically known
functions A(r), h(r), Φ(r), and φ(r) to the asymptotic forms 3.40 to extract the quantities hfar0 ,
Φfar0 , Φfar2 , and φA in terms of which T , µ, s, and ρ can be determined. Thus for each input value
of (φ0,Φ1), we obtain a black hole characterized by thermodynamic quantities (T, µ, s, ρ). Certain
values of (φ0,Φ1) may lead to a solution that does not converge to an asymptotically-AdS5 solution.
Typically, these spacetimes are singular. They are not of the class we are interested in, so they are
discarded.
Numerical integrations can be made vastly more efficient by noting that h(r) and Φ(r) con-
verge much faster to their asymptotic values than φ(r) and A′(r). A good strategy, then, is to figure
out the value r = r∗ beyond which the non-constant corrections to h(r) and Φ(r) have no more
influence on the equations of motion for A and φ than round-off errors do; then join a solution
of the full equations of motion from a point just outside the horizon to r = r∗ to a solution to
simplified equations of motion, obtained by replacing h by hfar0 and Φ by Φfar0 , from r = r∗ to a
value of r large enough to reliably compute φA. As discussed following 3.44, Φfar2 can be determined
once hfar0 and Φfar0 are known. Thus in order to extract T , µ, s, and ρ using 3.52-3.53, the only
quantities one needs from numerics are hfar0 , Φfar0 , and φA. We implemented the strategy described
here in Mathematica, where the basic ODE’s 3.27 are solved using NDSolve.
3.5 Quark susceptibility at zero chemical potential
Because lattice calculations at finite chemical potential are problematic, it has been difficult
to make precise predictions for the behavior of QCD off the T -axis. However, at µ = 0, lattice
studies have been carried out extensively. The potential V (φ) from [45, 46] was engineered to
reproduce the equation of state s(T ) known from lattice simulations.
We would like to also constrain the gauge kinetic function f(φ) using known lattice results
at µ = 0. The extrapolation to finite µ is then completely determined by known physics at µ = 0,
and represents the unique prediction for the phase diagram of the large-N gauge theory defined to
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emulate the thermodynamics of QCD on the T -axis.
The gravity calculation of s(T ) at µ = 0 is completely insensitive to f(φ), since the gauge
field is zero in these solutions. Instead we may examine the quark susceptibility 3.18 at vanishing
µ as a function of temperature, as this has also been calculated extensively on the lattice and as
we will see, depends on the choice of f(φ). In section 3.5.1 we find a gravity formula for the quark
susceptibility at zero chemical potential, and in section 3.5.2 we use this to justify our choice of
f(φ).
3.5.1 A formula for quark susceptibility
The black holes with µ = 0 have vanishing gauge field Aµ, and ρ = 0 as well. To calculate
the quark susceptibility 3.18, we make use of the key observation that the gauge field equation
of motion is linear and homogeneous in Φ, while Φ appears only quadratically in the remaining
equations 3.27. We thus proceed by treating Φ as a linear perturbation, solving the gauge field
equation in the fixed background of the µ = 0 black hole, and then determine χ2 by noting that on
the T -axis, its definition 3.18 becomes
χ2(µ=0) = lim
µ→0
ρ(µ)
µ
. (3.56)
Moreover, in the linearized approximation, the overall normalization of Φ is arbitrary as far as the
equations of motion are concerned and will cancel out of 3.56, so we can set it to Φ1 = 1/L.
We can in fact obtain a formula for 3.56 that reduces to quantities only involving the metric
and scalar, which are unchanged in the linearized approximation and thus can be taken from the
solution for the background µ = 0 black hole. Since it is common in the literature to plot χ2
normalized by T 2, which approaches a constant at large T , we will find a formula for χˆ2 ≡ χ2/T 2.
Using equations 3.52-3.53, we have
χˆ2(µ=0) =
ρ
µT 2
= −(4pi)
2L3
κ2
Φfar2 hfar0
Φfar0
, (3.57)
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and making use of the expression 3.44 for the Gauss charge QG, we may simplify 3.57 to
χˆ2(µ=0) =
8pi2L4
κ2
(hfar0 )
3/2 QG
Φfar0
. (3.58)
Now recall that Φ→ 0 at the horizon r = rH . As a result,
Φfar0 =
∫ ∞
rH
drΦ′ = QG
∫ ∞
rH
dr e−2Af(φ)−1 , (3.59)
where in the second step we have employed the definition 3.33 of the Gauss charge. Plugging 3.59
into 3.58 results in
χˆ2(µ=0) =
8pi2L4
κ2
(hfar0 )3/2∫∞
rH
dr e−2Af(φ)−1
. (3.60)
Note at this point that all explicit dependence on the gauge field Φ has dropped out. One can
illuminate this further by noting that
s
T 3
=
128pi4L3
κ2
(hfar0 )
3/2 , (3.61)
so that finally
χˆ2(µ=0) =
L
16pi2
s
T 3
1∫∞
rH
dr e−2Af(φ)−1
. (3.62)
This expression may now be evaluated on µ = 0 black holes directly, without having to solve the
linearized Φ equation explicitly.
Our final expression 3.62 is suggestive because in lattice simulations, s/T 3 and χˆ2 ≡ χ2/T 2
have qualitatively similar behavior as functions of temperature at µ = 0: both start near zero for
low temperatures, then rapidly cross over to a large value in the region of Tc, and asymptote to a
finite value at large T . Hence from (3.62) we come to expect the realistic behavior of χˆ2 will to
some extent be inherited from the analogous behavior of s/T 3.
The effects of the integral in the denominator of 3.62 do play an important role, however.
This integral introduces a dependence of the quark susceptibility on the function f(φ), which s/T 3
alone was insensitive to. Thus differences between the functional forms of χˆ2 and s/T 3 are due
entirely to the effects of f(φ).
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3.5.2 Matching to lattice data at zero chemical potential
We now discuss the matching of lattice data to black hole results at µ = 0 and justify our
choice 3.5 for f(φ). Since the precise field theory dual of our model is unknown, we will not try to
translate the quantities κ, L into field theory language. Instead, we will make the arbitrary choice
κ = L = 1 and parametrize our ignorance by allowing separate overall constant rescalings between
the lattice quantities and the black hole quantities:
[s]lattice = λs[s]BH , [T ]lattice = λT [T ]BH , [ρ]lattice = λρ[ρ]BH , [µ]lattice = λµ[µ]BH . (3.63)
As described previously, to compute the entropy density at µ = 0 one doesn’t need any information
about f(φ) at all. In figure 3.3A we show how the entropy density compares between lattice and
black holes based on the potential 3.4. For lattice data we used the right hand plot in Figure 3 of
[40]6 , with points from asqtad Nτ = 6 simulations from T = 150MeV out to T = 382MeV, and
then points from p4 Nτ = 6 simulations out to T = 720MeV. We determined Tc ≈ 191MeV as the
temperature at which s/T 3 reaches 1/e of its largest value as obtained from the highest temperature
data point.7 For black hole data, we constructed black holes starting with our standard choice 3.4
of scalar potential, and for φ0 ranging from 1.5 to 7.5 in 20 steps, uniform on a log scale.
Our conventions are for all lattice quantities to have units which are powers of MeV, while
with κ = L = 1, all black hole quantities are dimensionless. Thus λs and λT have units which are
also powers of MeV. We found a good fit between lattice data and black holes with
λs = (121 MeV)3 , λT = 252 MeV . (3.64)
Turning to the quark susceptibility, in figure 3.3B we show how susceptibilities computed starting
from the choice 3.5 for f(φ) compare with lattice data. For lattice data we used the same reference
6 We chose [40] to have a definite lattice result to compare to, but there is still disagreement in the literature; for
another determination of the equation of state, see [42]. We expect small changes to our model could accomodate
variations in the lattice results.
7 Tc ≈ 191MeV is somewhat larger than the value Tc ≈ 175MeV mentioned in section 3.1; however it is in line
with estimates of [56]. Lower values for Tc are favored, for example, in [57, 58, 59]. We do not aim here to probe the
apparent discrepancy; instead we are largely opting for the higher values because all the lattice data we use directly
is from [40].
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Figure 3.3: The normalized entropy s/T 3 and quark susceptibility χˆ2 ≡ χ2/T 2 at µ = 0, computed
on the lattice and fit by black holes in the gravity theory defined by our choices of V (φ) and f(φ)
(equations 3.4 and 3.5). Lattice data is taken from [40].
as for the entropy [40], with light quark results from the left hand plot in Figure 5, and strange
quark and total baryon number results from the two sides of Figure 6; we scaled the light quark and
strange quark curves appropriately to asymptote to the same value as that of the baryon number,
χˆ2 = 1/3, at high temperatures. For black hole data we used the same black holes as in the entropy
plot, and we employed 3.62 with L = 1 (and implicitly also κ = 1 as before). We used the value
of λT in 3.64 to rescale the temperature axis, and we adjusted the overall scale of χˆ2 arbitrarily to
optimize the fit to lattice over the range shown in the figure 3.3B. The rescaling of the susceptibility
is thus
[χ2]BH ≡
[
∂ρ
∂µ
]
BH
=
λµ
λρ
[χ2]lattice . (3.65)
Thus, knowing [χ2]BH and [χ2]lattice at the same temperature tells us λµ/λρ. In order to find λµ
and λρ separately, we must recall that the relation for the free energy 3.12 holds equally in lattice
units and in the black hole setup. Thus
λTλs = λµλρ = λ- = λf . (3.66)
Putting 3.65 and 3.66 together, we find
[χˆ2]BH ≡
[
1
T 2
∂ρ
∂µ
]
=
1
λ2T
λ2µ
λρλµ
[χˆ2]lattice =
λTλ2µ
λs
[χˆ2]lattice , (3.67)
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which can be recast as
λµ =
√
λs
λT
[χˆ2]BH
[χˆ2]lattice
. (3.68)
Let us now describe how we arrived at the choice 3.5 for functional form for the gauge kinetic
function. The value of f(φ) near the horizon is particularly important, because the factor e−2A in
the integral 3.62 puts significant weight on the near-horizon region. In particular, if f(φ) is large
at the horizon, the integral will be relatively small compared to when f(φ) is small at the horizon.
Since χˆ2 stays close to its high-temperature value down to a lower temperature than s/T 3 before
plunging rapidly to small values, a reasonable conjecture is that as φ goes from 0 to positive values,
one needs f(φ) first to increase as a function of φ, then to decrease rapidly. The functional form
3.5 was chosen with these desired features in mind, and also with the thought that asymptotically
exponential behavior at large φ is typical of supergravity theories.
Operationally, the way we determined λµ was to use the correct Stefan-Boltzmann value
χˆ2 = 1/3 for baryon number as the value for [χˆ2]lattice, and to evaluate [χˆ2]BH at T = 460MeV.
This is a reasonable approach because the lattice data converges quickly to the Stefan-Boltzmann
value at high temperature. The result is
λµ = 972 MeV , λρ = (77 MeV)3 . (3.69)
Again it should be emphasized that our choice 3.5 of f(φ) is to a degree ad hoc, and it should be
understood as providing a proof of principle that an approximate fit to χ2 can go with a critical
endpoint in the T -µ plane based on AdS/CFT techniques.
3.6 Searching for the critical point
Having settled on a functional form for V (φ) and f(φ) by matching to lattice thermodynamics
at µ = 0, our Lagrangian is now completely determined. We can next turn to numerically solving
for a set of black holes to fill in the phase diagram. An expectation is that the crossover that takes
place on the T -axis is sharpened into a first-order line lying out in the T -µ plane, and that this
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first-order line ends at a critical point somewhere in the vicinity of the crossover. Our first task
therefore is to search for this critical point.
3.6.1 Scanning the thermodynamics of black holes
For a first pass at mapping out the thermodynamic behavior of black holes across the T -µ
plane, we generated approximately 2500 numeric solutions to the equations 3.27 and 3.32, seeded
by initial conditions near the horizon as described in section 3.4.1. Each solution is specified by the
value of (φ0,Φ1) that was used to generate the near-horizon asymptotics. We remind the reader
that φ0 is the value of the scalar field at the horizon, which we took always to be positive, and Φ1
is essentially the electric field at the horizon pointing upward in the fifth dimension. We worked
exclusively in the gauge B = 0.
To choose a suitable range for φ0, we note first of all that the fits discussed in the previous
section involved values of φ0 no larger than 7.5. We went from φ0 = 1 to φ0 = 15 in order to
obtain the best global picture of the thermodynamics that we could, but any features seen at φ0
significantly larger than 7.5 should be regarded with some degree of skepticism, since in principle
one could adjust V (φ) and/or f(φ) for φ > 7.5 to make any desired phenomenon occur in that
region.8 It is notable, however, that both V (φ) and f(φ) are fairly featureless for φ >∼ 4, both
being close to a simple exponential function over that domain.
To choose a suitable range for Φ1, we demonstrate that there is an upper bound on possible
Φ1 values leading to an asymptotically-AdS black hole. To see this, first note that the first equation
of 3.27 with B = 0 shows that A is concave down as a function of r. But it must be increasing at
large r in order for the spacetime to be asymptotically AdS5. Therefore A must be increasing at
the horizon, which is to say A1 > 0. Using the zero-energy constraint 3.32, A1 can be re-expressed
as
A1 = −L6
[
2V (φ0) + f(φ0)Φ21
]
. (3.70)
8 In fact, constraints on f(φ) come from a narrower range of φ, extending only up to φ0 = 5. Thus, baryon-specific
physics is most reliably studied in our model at values of φ0 no greater than 5.
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Figure 3.4: Numerically generated black holes. Each dot represents a numerically generated solu-
tion. If the Jacobian J defined in 3.72 is positive for this solution, then the dot is red. If J < 0, it
is green. The bold black circle is the critical endpoint.
Because V (φ0) < 0 and f(φ0) > 0, this puts an upper bound on Φ1:
|Φ1| < Φ1,max ≡
√
−2V (φ0)
f(φ0)
. (3.71)
In practice we scanned black hole solutions from Φ1 just slightly greater than 0 up to 0.9Φ1,max.
Figure 3.4 shows the results of our numerical scan of the T -µ plane. We examined 61 values
of φ0 between 1 and 15, uniformly spaced on a log scale. For each value of φ0 so obtained, we
examined 41 evenly spaced values of Φ1/Φ1,max. A small fraction of the values so chosen failed to
produce good black hole solutions, generally because A failed to be monotonically increasing, and
are simply omitted from the plots.
3.6.2 Locating the critical point
To locate the critical point, we must think a little about what we expect to find in the
vicinity of the first-order line. When there are competing phases in a thermodynamic system,
only the one minimizing the free energy is the true ground state. However, there is no reason to
think our black hole solution-generating method will discover only the true ground state solutions.
Due to chiral symmetry not being exact and the presence of the crossover, there is no invariant
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Figure 3.5: The baryon density ρ as a function of chemical potential µ for several values of T near
the critical point. For T > Tc, ρ(µ) is single-valued (left), while for T < Tc it is multi-valued (right).
At T = Tc the slope is infinite (middle).
distinction between the two sides of the first-order line that could correspond to a difference in
topology or other invariant distinction between the phases on the gravity side; the distinct phases
will be continuously connected in the space of solutions. Since we are just solving the equations of
motion, we expect to find all extrema of the free energy.
In general, extrema of the free energy include not just locally stable minima, but also any
thermodynamically unstable saddle points or maxima. Far from the first-order line on the T -µ
plane we expect only one solution to the equations of motion; in the vicinity of the first-order line,
however, we expect to find ρ and s to be multivalued. Note that this will be true not only on top
of the first-order line, but also merely near it, as the free-energetically-unfavored phase will persist
for some distance on the phase diagram before ceasing to exist as a solution. The first-order line
ends precisely at the (Tc, µc) where this multivalued behavior ceases; this is the critical point.
Thus if we consider a constant-T slice of the phase diagram with T > Tc and vary µ, this
isotherm will miss the first-order line and the functions ρ(µ) and s(µ) will be single-valued (although
for T close to Tc they will display crossover-type behavior). But for T < Tc, the isotherm will
intersect the first order line and we expect ρ(µ) and s(µ) to be multivalued near µc. The simplest
behavior that still increases at both large and small µ is an “S”-shape, and this is what we observe;
see figure 3.5. For such behavior there are three solutions at a given µ. Since the slope of the curve
is just the quark susceptibility 3.18, we see that two of the solutions have χ2 > 0 and thus may
be thermodynamically stable 3.19; these are the candidate phases. The middle solutions, however,
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have χ2 < 0 and must be thermodynamically unstable.9 Precisely for T = Tc the curve will cease
to be multivalued, as the three solutions coalesce into one; the curve ρ(µ) will have an infinite slope,
indicating a divergence in the quark susceptibility at the critical point.
We will locate the critical point by looking for the thermodynamically unstable solutions
that characterize the vicinity of the first-order line. We can identify the unstable solutions by
calculating the Jacobian of the susceptibility matrix 3.15:
J ≡ detS = ∂(s, ρ)/∂(T, µ) . (3.72)
For a thermodynamically stable black hole, equation 3.19 is satisfied and the Jacobian 3.21 is
manifestly positive. If it flips sign to J < 0, we have necessarily found a thermodynamically
unstable branch. Once we find the thermodynamically unstable black holes, we look to see whether
they map to a narrow line-like region on the T -µ plane; the critical point is then the values (Tc, µc)
where this line ends. We should also be able to see the two stable phases mapping to the same
locus on the phase diagram from elsewhere in (φ0,Φ1).
We can calculate the Jacobian J by finite differences. Since the black holes were scanned on
a rectangular grid, we can label them with indices ij, where i determines the value of φ0 and j
determines the value of Φ1/Φ1,max. In order to compute J for the black hole labeled ij, we first
computed
JTµij ≡ det
 Ti+1,j − Ti,j Ti,j+1 − Ti,j
µi+1,j − µi,j µi,j+1 − µi,j
 (3.73)
Jsρij ≡ det
 si+1,j − si,j si,j+1 − si,j
ρi+1,j − ρi,j ρi,j+1 − ρi,j
 .
Then Jsρij /J
Tµ
ij is the finite difference approximation to the Jacobian J in 3.72. The results are
shown in figure 3.4.
9 According to the correlated stability conjecture (CSC) [120, 121], such black hole solutions will also have
dynamical instabilities, corresponding to the black hole gaining total entropy by locally redistributing charge and
energy subject to global conservation of these quantities. In the black hole literature this is known as the Gregory-
Laflamme instability [62, 63].
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It is clear from figure 3.4A that there is a region of unstable black holes stretching down to
Φ1 ≈ 0.4Φ1,max. It is this region which we are most interested in, because when mapped to the
T -µ plane it becomes a narrow region that ends in a cusp. Moreover, we do indeed find two other
sets of black holes with J > 0 mapped to the same locus, and hence we identify it as the first-order
line. The point of this cusp is then the critical endpoint, which we show as a bold black circle. It
occurs at the values
(Tc, µc) ≈ (143MeV, 783MeV) . (3.74)
We have used the multipliers λT and λµ from 3.64 and 3.69 to express T and µ in units of MeV.
Points at the critical point come from initial conditions in the vicinity of
(φ0,Φ1/Φ1,max) ≈ (4.84, 0.40) . (3.75)
Note that the value for φ0 is within the range probed by the µ = 0 solutions described in sec-
tion 3.5.2—though not by much, if one goes by the values of φ over which f(φ) is meaningfully
constrained by lattice data.
In summary, we have identified a candidate critical point and first-order line. As we study
it in more detail in the next section, examining the behavior of densities and susceptibilities, this
identification will be amply confirmed.
Before moving on, let us consider the other thermodynamically unstable black holes found
in our scan. The unstable black holes described so far are associated with a failure of the map
(φ0,Φ1) → (T, µ) to be invertible, which is to say a sign change in JTµij . Only with such multiple
covering can you jump abruptly from one solution to another at the same (T, µ) but different (s, ρ):
the sine qua non of first-order phase transitions. As one proceeds further to the right in the T -µ
plane, one encounters a broader region of unstable black holes immediately above the multiply-
covered region. This region is unstable due to a change of sign in Jsρij , meaning it is the map of
(φ0,Φ1)→ (s, ρ) that is not invertible. This sign change causes black hole instabilities, presumably
of the Gregory-Laflamme type [62, 63], but no first-order line. Correspondingly, there are no stable
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black holes in this region of the phase diagram.10
The absence of stable black holes in our model at large µ (roughly, larger than µ = 1100MeV)
and T not too big is actually a good thing. It is in approximately this region that one might
reasonably expect color superconductivity and/or related phenomena to set in: see for example
Figure 7 of [64] and Figure 1 of [89]. Black holes based on the lagrangian 3.1 are not likely
to capture such phenomena. However, it is comforting to note that in cases where black hole
superconductivity is understood (where the condensate breaks a U(1) gauge symmetry in the bulk),
the superconducting instability competes against Gregory-Laflamme instabilities, and one generally
must pass beyond minimal supergravity lagrangians to see the superconducting instabilities: see
for example [65, 66]. Thus all our findings are at least qualitatively consistent with consensus
expectations for the QCD phase diagram.
3.7 Analysis of the Critical Point
Having found the critical point, our final task is to determine its critical exponents. To
achieve this, we first construct a large data set which densely populates the critical region. This
collection of about 120,000 black holes is generically described by solutions with φ0 ∈ [4.25, 5.5]
and Φ1/Φ1,max ∈ [0.35, 0.43].
Using these near-critical black holes, we can systematically study the approach of various
thermodynamic quantities to criticality. Since the behavior of these quantities is typically expected
to be power law in the vicinity of the second order point, it is natural to study them on log-log
plots on which critical exponents are trivially related to the slope of the best fit to the data. In
practice, we extract this slope by performing a linear regression via a least squares fit. All reported
critical exponents in this section have been obtained in this way.
10 It is interesting to note that Jsρij tends to change sign close to Φ1/Φ1,max ≈ 0.6 for a fairly wide range of other
choices for f(φ) that we examined numerically.
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3.7.1 First-order line and critical density
Despite knowing the location (Tc, µc) of the critical point, it remains a challenge to identify
the critical density ρc.11 Due to the infinite slope of the curve ρ(µ) on the critical isotherm, a
large number of black holes with very different values of ρ sit very close to the critical point (see
the middle plot in figure 3.5).
We can calculate the critical density in the process of determining the exponent β which
measures the rate that the discontinuity ∆ρ across the first-order line goes to zero as the critical
point is approached:
∆ρ ∼ (Tc − T )β , along first order line . (3.76)
In order to determine the discontinuity in ρ for a given Tf < Tc, we must identify the µf at which
the true ground state of the system jumps from the lower branch to the upper branch; this is the
µf for which the free energy is the same for the two branches. However we have not calculated the
free energy, so we cannot identify µf in this way. Equivalently, one can use Maxwell’s equal-area
construction, which states that µf should be placed such that the closed regions bounded by the
isotherm on either side of the µ = µf line are of equal area.
We chose a computationally easier procedure which is asymptotically equivalent to the equal-
area law as one approaches the critical point. Namely, at a fixed temperature T = Tf , we define
µ< and µ> to be the locations of the local minimum and maximum of the isotherm ρ(µ), and we
define µf to be the midpoint between them. This in turn determines the mixed-phase densities
ρ< and ρ> for the point (Tf , µf ) along the first-order line. This procedure is illustrated in figure
3.6. For points we checked near the critical point, this procedure agrees with the equal-area rule
to within a fraction of a percent.
The critical density ρc is then most easily obtained as the limit that both ρ< and ρ> approach
as we near the critical point. The result is
ρc = 9.9022 . (3.77)
11 Remarks about ρ in this section apply equally well to s.
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Figure 3.6: Cartoon of ρ(µ) for an isotherm with Tf < Tc, showing multivaluedness near the first-
order line. At the location of the line µ = µf the true minimum of the free energy jumps from the
lower to the upper branch and ρ is discontinuous.
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Figure 3.7: The discontinuity in the baryon density as the critical point is approached on a log-log
plot. The slope of a best fit line through the data gives us a value β = 0.482.
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Figure 3.8: The rate at which ρ approaches ρc as µ approaches µc on the critical isotherm on a
log-log plot. The slope gives us a value δ = 3.03476.
Plotting ∆ρ ≡ ρ> − ρ< in a log-log plot with t ≡ (T − Tc)/Tc, we obtain
β ≈ 0.482 . (3.78)
In comparison, the exponent in the mean-field case is βMF = 1/2, and so we have found a result
very close to the mean-field value.
3.7.2 Critical isotherm
As discussed in the previous section, the critical isotherm at T = Tc is the curve marking the
boundary between single-valued and multi-valued behavior, and correspondingly it has a diverging
slope for ρ and s precisely at µ = µc. Using the behavior of ρ on the critical isotherm, we can
determine the critical exponent δ, defined as
ρ− ρc ∼ |µ− µc|1/δ , for T = Tc . (3.79)
Now that we have ρc in hand, we plot a number of black holes on a log-log plot near the critical point
with µ > µc in figure 3.8. The points are fit well by a straight line with slope giving δ = 3.03476.
We note that the mean field value is δ = 3.
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3.7.3 First order axis and susceptibilities
Susceptibilities in general diverge near a critical point. However, it is not required that all
possible susceptibilities are divergent. Indeed we find this is the case for α, which is the power law
exponent for the specific heat Cρ along the axis defined by the first order line:
Cρ ∼ |T − Tc|−α , along first order axis . (3.80)
To avoid the complications of the first-order line itself, we perform this approach from the other
side, with µ < µc. A calculational advantage is that the line of constant ρ comes very close to the
first order axis [67], so we can simply generate a set of black holes filling out that line, and define
Cρ in terms of finite differences of nearest neighbors.
The result is that Cρ does not diverge at all along this line, but instead is smooth at values
near Cρ ≈ 10.5. This corresponds to a vanishing α:
α = 0 . (3.81)
In a sense this is the most robust of all our results, since even a weak divergence looks completely
different from a lack of divergence; it suggests that the result 3.81 is exact. Moreover, this is again
the mean field result; for example in the van der Waals theory of a fluid one has Cρ = 3n/2 with
n the number density.12
Although we find Cρ to have no divergence, other quantities do show the expected divergences.
The final thermodynamic exponent, γ, is defined by the approach of χ2 along the same axis,
χ2 ∼ |T − Tc|−γ , along first order axis . (3.82)
This exponent is the most difficult to calculate. The quantity involves a derivative in the µ-direction,
so to calculate the finite difference we must obtain pairs of points with the same T to within a
very small tolerance ∆T , which are separated by a larger but still small amount ∆µ; we then need
a sequence of pairs of such points moving along the first-order axis, a direction unrelated to the
12 Certain systems contain a discontinuity or logarithmic divergence for Cρ, and are also grouped as α = 0; ours is
truly smooth, as with the van der Waals field.
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Figure 3.9: The specific heat Cρ near the critical point along a line of constant ρ, along the first-
order axis. There is no divergence, giving α = 0.
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Figure 3.10: The susceptibility χ2 near the critical point along a line of constant ρ.
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Figure 3.11: The baryon susceptibility χ2 compared to t ≡ (T − Tc)/Tc as the critical point is
approached on a log-log plot. The slope gives us a value γ = 0.942.
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derivative. To find black holes near the axis, we again imposed constant ρ. We then looked for
pairs of points with ∆µ < 0.001 and kept those with ∆T/∆µ < 0.002.
The result is shown in figure 3.10. The black holes for T − Tc > 0.004 form a smooth, single-
valued curve, but near the critical point numerical errors grow larger and the curve is no longer
single-valued. Fitting just the single-valued region, we produce the log-log plot in figure 3.11. The
resulting exponent is γ = 0.942, while the mean field value of γ is γMF = 1. Once again our result
is consistent with mean field.
3.7.4 Summary and Scaling
In conclusion, we have measured the critical exponents α, β, γ and δ and found them to be
consistent with the mean field values. Since the mean field values are themselves consistent with
scaling 3.26, it is clear that our results pass this self-consistency check as well.
As an idea of the size of the errors in our measurements, we can choose two exponents, use
the scaling laws 3.26 to calculate predictions for the other two, and compare these predictions to
our actual results. It is natural to use α = 0 as an input, since we obtain it as an apparently exact
result. Also inputting δ = 3.035 gives us the results:
Exponent α β γ δ
Calculated value 0 0.482 0.942 3.035
Scaling prediction from α & δ 0 0.496 1.009 3.035
% Diff. — 3% 7% —
Thus our deviations from scaling are in the 3%− 7% range, giving an idea of the size of the errors
in our method.
3.7.5 Other models
We also carried through an analysis of the model with the same potential 3.4 and the gauge
kinetic function
f(φ) = e−φ . (3.83)
75
The phase diagram obtained from this model shares all relevant properties to the one presented
here: a first-order line ending in a critical point, and critical exponents consistent with mean field.
We omit the details since they are virtually identical to those just discussed. This exponential
model has substantially poorer fit to lattice data at µ = 0.
3.8 Discussion
A number of techniques have been employed to predict the location of the QCD critical
point. These include lattice calculations that attempt to circumvent the problems of finite µ by a
number of different means, including taking a Taylor series expansion around µ = 0, reweighting
the contributions to the path integral, or analytically continuing from imaginary chemical potential.
There are also calculations in a variety of Nambu–Jona-Lasinio models, along with a number of
other methods.
In figure 3.12, we show the location of a number of different calculations of the location of
the critical point, along with our result, presented as BH10. A key to the various abbreviations and
references is given in the table; for more information see [64, 68]. The variation in prior results is
considerable, and our result lies within the parameter space defined by the others. Also included
in this plot is an estimate for the chemical freeze-out line [89].
Label Method Reference
HB Hadronic Bootstrap [69]
LTE Lattice Taylor Expansion [70]
LR Lattice Reweighting [90], [72]
RM Random Matrix [73]
NJL Nambu–Jona-Lasinio [93],[94],[95]
CJT Effective Potential [77]
LSM Linear Sigma Model [94]
CO Composite Operator [78], [79]
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Figure 3.12: Our result for the location of the critical point (BH10) compared to other calculations
in the literature, along with the chemical freeze-out curve.
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In general, as heavy ion collisions gain center-of-mass energy, the produced medium is characterized
by higher T and lower µ. This leads to several issues with the possibility of exploring the region
near our prediction, where µ is relatively large. First, assuming the heavy ion collisions attain
thermodynamic equilibrium, the value of T that can be reached may be too small by the time one
has reached sufficiently large µ. Moreover, at some large µ the center-of-mass energy will become
too low to actually thermalize the colliding ions, making a thermodynamic interpretation no longer
appropriate. Collisions at RHIC have a minimum energy of 5-7 GeV [89], too high to reach our
value of µc; LHC is even worse. A more promising possibility is the CBM experiment at the future
accelerator center FAIR at GSI, a fixed-target experiment whose intended region of exploration
includes the location of our critical point [44].
That said, as we have emphasized our result should be regarded primarily as a proof of
principle: it is possible to extract QCD-like phase diagrams from relatively simple holographic
duals. This result has substantial promise, precisely because finite chemical potential calculations
are so difficult on the lattice; in gravity duals, finite chemical potential simply involves introducing a
new field, and possesses no additional qualitative complexity. Of course holographic duals introduce
other complications—large N and the fact that they are not precisely QCD, only QCD-like—that
must in turn be dealt with.
We have discovered a first-order line and a critical endpoint with mean-field critical exponents.
A number of ways to generalize these results are evident. Most obviously, one can study the
fluctuations around our classical backgrounds, thereby learning about spectra, transport and the
true free energy function. An equally obvious, though potentially difficult, further step is to add
1/N corrections to the geometries, hopefully moving the critical point away from mean field. One
can also consider studying a larger theory. In particular, the introduction of chiral symmetry in
addition to baryon number is straightforward in principle, if more intricate in practice. By enlarging
the theory one could also hope to study the color superconducting phases at large µ. We hope to
examine these issues in the future.
Chapter 4
Dynamic critical phenomena at a holographic critical point
4.1 Overview
It is interesting to move beyond static phenomena, and to study dynamics. Time-dependent
critical behavior includes transport properties, relaxation times and the response to time-dependent
perturbations, all necessary for the understanding of a heavy ion collision evolving near the critical
point. There are three relevant transport coefficients: the shear and bulk viscosities associated
to the traceless and trace perturbations of the energy-momentum tensor, η¯ and ζ respectively,1
and the conductivity λ of the U(1) baryon density. The ratio of shear viscosity to entropy density
is known to be universal η¯/s = 1/4pi in all two-derivative gravity models [84, 85], but λ and ζ
are expected to depend nontrivially on the location in the phase diagram. Moreover, the dynamic
critical exponent z controls the phenomenon of critical slowing down, where the equilibration time
τ grows with the correlation length ξ as τ ∼ ξz; this behavior is expected to determine how close
to criticality a heavy ion collision can approach in the limited time available before freeze-out and
hadronization, as ξ < (time)1/z [100, 101].
Static critical phenomena are sorted into universality classes by properties such as their di-
mensionality and symmetry of the order parameter. This concept was extended to dynamic critical
phenomena by Hohenberg and Halperin [102], who classified various universal “models” based on
their conserved quantities, which manifest as hydrodynamic modes, and the Poisson brackets be-
tween them and with the order parameter; dynamic universality classes are then determined by
1 In keeping with the literature, we denote the shear viscosity η¯ to avoid confusion with the critical exponent η.
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these models as well as the static class. Son and Stephanov argued that in QCD, only one com-
bination of the baryon density and the chiral condensate survives as a hydrodynamic mode, and
thus having this single conserved mode as well as conserved energy-momentum, the theory should
fit into dynamic model H [103].
The response of a fluid to charge inhomogeneities is controlled by the diffusion constant
D, associated to the dispersion relation ω = −iDk2. The diffusion constant is related to the
conductivity λ and the charge susceptibility χ by
D =
λ
χ
, (4.1)
and at a critical point, D tends to zero while χ diverges. The behavior of λ near the critical point,
however, depends on the dynamic universality class. Hydrodynamic models neglecting nonlinear
interactions predict that λ remains finite at criticality; this is characteristic of Hohenberg and
Halperin’s model B, where the single hydrodynamic mode is taken to be a conserved density. The
only kind of conduction possible in such a model is via diffusion. Model B predicts the dynamic
critical exponent
z = 4− η , (4.2)
where η is the usual static exponent giving the anomalous dimension of the density two-point
function. In model H, on the other hand, the inclusion of energy and momentum as hydrodynamic
modes makes convective conductivity possible, and this new channel naively dominates. In model
H, the conductivity λ and shear viscosity η¯ diverge at the critical point,
λ ∼ |T − Tc|xλ , η¯ ∼ |T − Tc|xη , (4.3)
with exponents xλ and xη which are related to the static exponent η by
xλ + xη = 4− d− η , (4.4)
where d is the spatial dimensionality. In the 3D Ising model η and xη are close to zero, giving xλ
close to one [103]. The critical exponent z when convection dominates takes the value
z = 4− η − xλ , (4.5)
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and is thus moved from z ≈ 4 in model B to z ≈ 3 in model H. Note that even in models where λ
diverges, χ always diverges faster, so D still goes to zero [102].
The expected behavior of bulk viscosity near the liquid-gas critical point was investigated by
Onuki [104], who predicted a divergence also depending on z,
ζ ∼ |T − Tc|−zν+α (4.6)
where ν > 0 and α are static exponents; for several other predictions for bulk viscosity at a critical
point, see for example [105].
Work has been done applying the AdS/CFT correspondence to dynamic critical phenomena
in various models. Bulk viscosity for the models we consider has been computed at vanishing
chemical potential in [46, 97]. Maeda, Natsuume and Okamura calculated the conductivity in the
“one-charge black hole” model dual toN = 4 Super-Yang Mills with a chemical potential—hereafter
the one-charge N = 4 black hole—and found it to stay finite at the critical point, identifying
the result with model B despite the presence of conserved energy and momentum [106]. The
natural speculation is that the nonlinear interactions responsible for the convective component
in the conductivity in model H are suppressed by the large number of colors Nc, and in [107]
Natsuume and Okamura argued that large-Nc counting indeed enhances the diffusive over the
convective conductivity, reducing model H to an effective model B. Meanwhile, the bulk viscosity
was studied in a mass deformation of the one-charge N = 4 black hole by Buchel [108] and in the
N = 2∗ model by Buchel and Pagnutti [109, 11]. In both cases the bulk viscosity was also found
to be finite at the critical point, in contradiction with expectations from (4.6). It is natural to
speculate that again the large-Nc limit suppresses the divergence in the transport coefficient. The
dynamic critical exponent z has also been studied directly, yielding the mean-field model B value
z = 4 for the deformed one-charge black hole [108] and z = 0 for N = 2∗ [110].
Dynamic universality classes depend not just on the conserved quantities and their Poisson
brackets, but also on the static universality class. The work described in the previous paragraph
shares the list of conserved quantities with QCD, but differs in the static critical exponents. It is
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natural to wish to extend the study of holographic dynamic critical phenomena to a model that
shares the static universality class with QCD as well. In this chapter, we begin the investigation
of the dynamic critical phenomena in the QCD-like holographic critical point of [96], by studying
finite-ω fluctuations around those black hole backgrounds. With these fluctuations, we are able to
calculate the transport coefficients ζ and λ, and the associated diffusion D.
In keeping with the other AdS/CFT cases, we find the transport coefficients remain finite at
the critical point, and the diffusion constant goes to zero. Thus these models share the apparent
suppression of the convective contribution to transport by the large-Nc limit [107], and behave
effectively as model B.
Furthermore, the behavior of λ and ζ as functions of T and µ near the critical point is quite
similar to that of the entropy and baryon densities s and ρ: all are smooth approaching the critical
point in the T -µ plane along the axis defined by the first-order line, but develop infinite slope when
approaching off-axis. Similar behavior arises in the one-charge N = 4 black hole, where the critical
exponent controlling all these divergent slopes is the same,
λ− λc ∼ s− sc ∼ ρ− ρc ∼ |T − Tc|1/δ , (4.7)
with δ = 2; the corresponding exponent in the QCD-like case, δ ≈ 3, is consistent with our results
for λ− λc and ζ − ζc. This suggests that in the vicinity of the critical point, the deviations of the
conductivity and bulk viscosity from their critical values can be thought of as depending smoothly
on the deviations of the densities from theirs.
From these results we can estimate the dynamic critical exponent z assuming a mean-field
value of η; a precise determination of z and η requires finite-k fluctuations, which we leave for
future work. Given the model B behavior and the mean field exponents, using the mean field value
η = 0 in 4.2, we can estimate
z ≈ 4 . (4.8)
Another feature of the behavior of the transport coefficients in the phase diagram is worth point-
ing out. In [96] and [45], the potential and gauge kinetic function in the Lagrangian were only
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constrained to lattice QCD results over certain ranges of temperature, corresponding to certain
values of the scalar field. In principle, one could imagine modifying these functions such that the
matched region is not affected, while results change elsewhere; thus the application of these models
to QCD should only be trusted in a certain band of temperatures. This is not unreasonable, since
the gravity dual picture is only expected to apply in a certain range near the critical temperature
where there is no quasiparticle description.
However, phenomena outside the region designed to match QCD may be interesting in their
own right. We find that as the temperature decreases, both the bulk viscosity and conductivity
begin to rise. In fact, the bulk viscosity has a divergence at a temperature around half the crossover
temperature on the T -axis, outside the region matched to QCD, and this divergence extends out into
the plane. Unlike the phenomena at the critical point, this divergence in the transport coefficient is
not associated with any feature in the thermodynamics of ρ or s. From the gravity point of view, it
can be understood as the place where the fluctuation solutions develop a node, but the field theory
interpretation is unclear. Whether the conductivity also has a pole at a still lower temperature is
outside the range accessible to our numerical solutions. We note that a similar divergence appears
for the conductivity of the thermodynamically unstable branch of the one-charge black hole, as the
“superstar” limit [111] is approached.
The summary of the remainder of the chapter is as follows. In section 4.2 we discuss the
Lagrangian, equations of motion and gauge symmetries of our class of models, and construct the
gauge-invariant fluctuations around the black hole backgrounds. The fluctuation equations and the
Kubo formulae for extracting the transport coefficients are presented in section 4.3. In section 4.4,
we review the one-chargeN = 4 black hole solutions and solve for the conductivity both analytically
and numerically, checking our method and pointing out several features that will have analogs in
the QCD-like black holes; the analytic calculation was previously worked out in [106, 112]. In
section 4.5, we present the calculations of the transport coefficients for the QCD-like black holes.
We conclude in section 4.6. Results for the conductivity and diffusion of another model, the two-
charge N = 4 black hole, are given in the appendix.
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4.2 Black hole backgrounds
In this section we review the five-dimensional gravity ansatz that applies both to the QCD-
like holographic critical models of [96] and the one-charge N = 4 black hole, present the resulting
equations of motion and symmetries, and construct the gauge-invariant fluctuations around these
backgrounds with nonzero frequency.
4.2.1 Lagrangian and ansatz
We consider five-dimensional gravitational theories containing a metric gµν , a vector field Aµ
and a scalar φ, with Lagrangian (3.1). The relevant solutions to these theories are asymptotically
AdS black three-brane solutions with radial profiles for the electric potential and scalar field,
ds2 = e2A(r)(−h(r)dt2 + d)x2) + e
2B(r)
h(r)
dr2 , (4.9)
Aµdx
µ = Φ(r) dt , φ = φ(r) ,
and the equations of motion resulting from this ansatz are presented in (3.27). Asymptotically AdS
solutions may be written in coordinates that as r →∞ approach
ds2 → e2r/L (−dt2 + d)x2)+ dr2 , (4.10)
Φ(r) = Φ(0) + Φ(2)e−2r/L + . . . ,
φ(r) = φ(4−∆)e(∆−4)r/L + . . . + φ(∆)e−∆r/L + . . . .
Black brane backgrounds have a horizon r = rH defined by the largest solution to the vanishing of
the horizon function h(rH) ≡ 0. The temperature T and entropy density s can be calculated as
T =
1
4pi
h′(rH)eA(rH)−B(rH) , s =
2pi
κ2
e3A(rH) , (4.11)
while the chemical potential µ and U(1) density ρ can be read off from the near-boundary expansion
of Φ(r),
µ =
Φ(0)
L
, ρ = −Φ(2)
κ2
. (4.12)
84
4.2.2 Gauge symmetries
The gauge symmetries of the theory are U(1) gauge transformations of the vector field given
by λ(x), and general coordinate transformations given by .µ(x), with the general transformation
of the fields
δAµ = ∂µλ+ .ν∂νAµ + (∂µ.ν)Aν , (4.13)
δgµν = .ρ∂ρgµν + (∂µ.ρ)gρν + (∂ν.ρ)gµρ ,
δφ = .µ∂µφ .
To stay consistent with the ansatz 4.9, one may still make transformations with a general .r(r) as
well as .0(t), .i()x) and λ(t) obeying
∂t.
0(t) = const , ∂i.j()x) + ∂j.i()x) = const× δij , ∂tλ(t) = const . (4.14)
One may use .r(r) to choose the metric function B(r) arbitrarily. In the gauge B(r) = 0, which
we use for the QCD-like holographic critical black holes, the remaining coordinate transformations
4.14 may be used to set any two of the zero point of A(r) and the overall scales of h(r) and Φ(r):
(r, xi, t) =
(
γr˜,βx˜i,
β
γ
t˜
)
→ h˜ = 1
γ2
h , A˜ = A + log β , Φ˜ =
β
γ
Φ , (4.15)
while the gauge transformation λ can fix the zero point of Φ(r). The remaining transformations are
constant shifts of all variables (of which shifts of t and xi are trivial, while shifts of r will change
the form of the various functions), and the manifest SO(3) symmetry acting on xi.
4.2.3 Fluctuations and gauge invariant quantities
We are interested in studying small fluctuations around the background 4.9 of the form
ds2 =
[
g0µν + 0{e2A(r)e−iωthµν(r)}
]
dxµdxν , (4.16)
Aµdx
µ = Φ(r) dt + 0{e−iωtaµ(r)}dxµ , φ = φ(r) + 0{e−iωtφ˜(r)} ,
where g0µν is the background metric, and we have assumed plane-wave dependence in the time
direction. This ansatz preserves the SO(3) rotating the spatial directions together. From here on,
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we will omit the instruction to take the real part and work directly with complexified perturbations,
on the understanding that appropriate superpositions of complexified perturbations will be real.
Certain combinations of the fluctuations will be gauge degrees of freedom. These correspond
to gauge transformations at linear order in the small parameter associated to the fluctuations;
gauge transformations at zeroth order act on the background. Gauge transformations preserving
the ansatz 4.16 for the time dependence of the fluctuations also take a plane wave form,
.µ(t, )x, r) = e−iωtξµ(r) , λ(t, )x, r) = e−iωtη(r) . (4.17)
We can then calculate the transformation of the fluctuations hµν , aµ, φ˜ under the gauge transfor-
mations. Here we record only the results for modes with no index in the r-direction; all independent
fluctuating modes come from this set of fields. For the metric we have,
δhtt = −(h′ + 2A′h)ξr + 2iωhξ0 , (4.18)
δhti = −iωδijξj ,
δhij = 2A′ξrδij ,
for the gauge field,
δat = −iωη + ξrΦ′ − iωΦξ0 , (4.19)
δai = 0 ,
and for the scalar,
δφ˜ = ξrφ′ . (4.20)
We would like to construct gauge-invariant combinations corresponding to the fluctuating modes of
the theory. We expect a total of nine such fluctuations: five modes from the graviton, three from the
gauge field and one from the scalar. We immediately see eight such gauge invariant combinations:
the three ai, and the five traceless components of hij . The trace of the spatial part of the graviton
transforms as
δ
(
1
3
(hxx + hyy + hzz)
)
= 2A′ξr , (4.21)
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and so we can construct the ninth gauge invariant mode involving the scalar fluctuation,
S ≡ φ˜− φ
′
2A′
1
3
(hxx + hyy + hzz) . (4.22)
Thus the nontrivial profile for the background scalar field φ = φ(r) couples the scalar fluctuations
to fluctuations of the graviton trace; in the AdS limit, this reduces to just the scalar fluctuation
S → φ˜ and the graviton trace becomes a pure gauge mode. For a nonzero scalar profile, this is the
AdS/CFT encoding of the running coupling that breaks scale invariance producing a nonzero trace
of the energy-momentum tensor.
While S is a natural definition for the fluctuation since it has a smooth AdS limit and shares
its possible asymptotic behaviors with φ, it will be useful for us to consider the rescaled mode
H ≡ −2A
′
φ′
S (4.23)
=
1
3
(hxx + hyy + hzz)− 2A
′
φ′
φ˜ .
This normalization is the natural one for thinking of the mode as the graviton trace; for φ′ .= 0 one
may pick a gauge where φ˜ = 0, where H is the trace precisely.
We see the fields organize themselves under SO(3) as a singlet (the scalar S or H), a triplet
(the gauge field ai) and a quintuplet (the traceless graviton hij), and since they are in different
representations they cannot mix at the linearized level. Thus we expect each of these modes to
satisfy a decoupled fluctuation equation. Note this would not hold for a nonzero spatial momentum;
instead, a smaller SO(2) symmetry group would organize the perturbations.
4.3 Fluctuation equations and transport coefficients
The fluctuation equations of the nine modes H, ai and hij can be obtained by linearizing the
Einstein, Maxwell and Klein-Gordon equations around the background 4.9. In general, the various
equations that result will also contain the auxiliary quantities ar, hµr. By taking linear combinations
of the Einstein and Maxwell equations, these can be eliminated, giving us nine differential equations
in nine unknowns.
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The coefficients of the fluctuation equations include the background fields A, B, h, Φ and
φ and their derivatives. These fields obey the background equations of motion, which act as con-
straints on these coefficients. To exhaust the constraints, we use the various background equations
3.27 to eliminate the second derivatives A′′, Φ′′, h′′ and φ′′; in addition, the zero-energy constraint
3.32 can be used to eliminate the potential V (φ), although derivatives of the potential will still ap-
pear. In this way we achieve a unique presentation for each coefficient with no hidden constraints.
Each fluctuation equation can be used to calculate a transport coefficient via a Kubo formula.
These are associated to the imaginary part of the corresponding Green’s function, which comes from
the “conserved flux” F for each equation. For a differential equation of the form
y′′(r) + p(r)y′(r) + q(r)y(r) = 0 , (4.24)
Abel’s identity guarantees that for two solutions y1(r), y2(r), the quantity
F ≡ exp
(∫
p(r)dr
)
W (y1, y2) , (4.25)
is independent of r, where W (y1, y2) ≡ y1y′2 − y2y′1 is the Wronskian of the two solutions. As long
as p(r), q(r) are real, for some complex solution y(r) its conjugate y∗(r) is also a solution. Taking
y1 = y and y2 = y∗, our expression for the conserved flux becomes
F ≡ exp
(∫
p(r)dr
)
Im (y∗y′) , (4.26)
up to an overall factor.
4.3.1 Near-horizon behavior and boundary conditions
Noting that h has a zero at the horizon, h = h′(rH)(r− rH)+ . . ., while A and its derivatives
are regular there, all the fluctuation equations considered in this chapter have the same limit near
the horizon,
X ′′ +
1
r − rH X
′ +
ω2e2B(rH)−2A(rH)
h′(rH)2(r − rH)2X = 0 , (4.27)
where X is any of Z, a, S or H (see the following subsections), and we have assumed that the
gauge degree of freedom B is chosen so it and its derivatives do not diverge at the horizon. Near
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the horizon, one may expand
X(r) = (r − rH)α(x0 + x1(r − rH) + . . .) , (4.28)
where we must choose the exponent α to be
α = ±iω e
B(rH)−A(rH)
h′(rH)
. (4.29)
In solving the fluctuation equations we must impose two boundary conditions. The first is the
requirement of infalling boundary conditions at the horizon: this corresponds to solving for retarded
Green’s functions, in accord with the usual prescription for calculating transport coefficients. This
simply involves imposing that only the negative sign solution in 4.29 contributes.
The second boundary condition must be imposed not at the horizon, but at the boundary.
Each mode has two solutions near the boundary, one falling off more quickly and corresponding to
a VEV deformation of the dual field theory, and the other falling off more slowly and corresponding
to turning on a source. Our prescription will be to normalize the coefficient of the “source” mode
to unity.
Assuming we have imposed infalling boundary conditions, a part of the conserved flux 4.26
simplifies,
h Im(X∗X ′) = −ω|x0|2eB(rH)−A(rH) , (4.30)
where we used the fact that α is pure imaginary. One can evaluate the conserved flux at any r, but
since one boundary condition is at the horizon and the other at the boundary, one must in general
solve for the mode everywhere in order to do so. As we shall see, in some cases it is possible to do
this analytically in the ω → 0 limit; in general, we shall solve the fluctuation equations numerically.
4.3.2 Traceless graviton and shear viscosity
This case is well-known, and the outcome, η¯/s = 1/4pi, is guaranteed by the general arguments
of [84, 85]. However, it is useful to go through an explicit calculation as a warmup for the more
difficult conductivity and bulk viscosity cases, to be treated next.
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Letting Z be any of the traceless hij , the corresponding fluctuation equation is the massless
scalar equation,
Z ′′ +
(
4A′ −B′ + h
′
h
)
Z ′ +
e2B−2A
h2
ω2Z = 0 . (4.31)
The behavior of Z near the boundary is
Z = Z(0) + . . . + Z(4)e−4r/L + . . . , (4.32)
and so the proper boundary condition is simply to take Z(0) = 1. The associated conserved flux
from Abel’s identity is
FZ = he4A−B Im (Z∗Z ′) , (4.33)
and the Kubo formula for the corresponding transport coefficient, the shear viscosity, is
η¯ = − 1
2κ2
lim
ω→0
1
ω
FZ . (4.34)
The simplicity of the equation 4.31 in the ω → 0 limit allows one to solve for the shear viscosity
analytically; we take our discussion from [97]. In the ω → 0 limit the term with no derivatives
vanishes, and we are left with
∂r(logZ ′) = −∂r(4A−B + log h) , (4.35)
which has the solution
Z = a0 + b0
∫ ∞
r
dr
e−4A+B
h
. (4.36)
The second term is technically not allowed at strict ω = 0 due to a logarithmic divergence; it may
be kept for very small ω, but for us it is enough to note that matching to the near-horizon expansion
Z(r) ≈ z0(r − rH)α = z0(1 + α log(r − rH) + . . .) , (4.37)
we have z0 = a0; however as r → ∞ we see a0 = Z(0). Thus the boundary condition Z(0) = 1
imposes z0 = 1 near the horizon. Using 4.30 and 4.33, one can then evaluate η¯ at the horizon,
η¯ =
1
2κ2
e3A(rH) , (4.38)
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which using 4.11 implies for the shear viscosity to entropy density ratio the familiar universal result,
η¯
s
=
1
4pi
. (4.39)
The other transport coefficients we consider will not be universal in this way; from a practical
standpoint, imposing the boundary condition at infinity will not impose a universal constraint on
the near-horizon behavior. A similar technique to the one reviewed here will, however, be useful in
calculating the conductivity of the one-charge N = 4 black hole of the next section.
4.3.3 Gauge field, conductivity and diffusion
Because of SO(3) symmetry, we can treat each of the fluctuations ai separately: they cannot
mix at linear order. For notational simplicity, we will drop the index i altogether and use a to
denote one of the components of ai: for example, a = a1 to compute the conductivity in the x1
direction. The fluctuation equation is
a′′ +
(
2A′ −B′ + h
′
h
+
φ′f ′(φ)
f
)
a′ +
e−2A
h
(
e2B
h
ω2 − f(φ)Φ′2
)
a = 0 , (4.40)
and the associated conserved flux is
Fa = hf(φ)e2A−B Im (a∗a′) . (4.41)
Near the boundary the gauge field fluctuation behaves as
a = a(0) + a(2)e−2r/L + . . . , (4.42)
so the appropriate boundary condition is simply a(0) = 1. The Kubo formula for this mode
determines the (zero-frequency) conductivity λ,
λ = − L
2
2κ2
lim
ω→0
1
ω
Fa . (4.43)
This quantity is related to the frequency-dependent complex conductivity, defined as
σ ≡ − i
ω
L
κ2
a(2)
a(0)
. (4.44)
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by
λ = lim
ω→00σ(ω) (4.45)
which follows from 4.41 and 4.44 using the boundary condition. The diffusion constant D is related
to the conductivity by
λ = Dχ , (4.46)
where the susceptibility is
χ ≡
(
∂ρ
∂µ
)
T
, (4.47)
leading to the the Nernst-Einstein relation,
Dχ = lim
ω→00σ(ω) . (4.48)
Unlike the shear viscosity, the conductivity does not take a universal value; notice that the equation
4.40 still has a zero-derivative term at ω = 0. For the example of the next section, however, we will
be able to solve the ω → 0 limit and find an analytic solution for the conductivity.
4.3.4 Scalar fluctuation and bulk viscosity
Finally the scalar equation is
S ′′ +
(
4A′ −B′ + h
′
h
)
S ′ +
(
e2B−2A
h2
ω2 + Σ(r)
)
S = 0 , (4.49)
where Σ(r) is determined by the background:
Σ(r) ≡ e−2A
18fh2A′2
(
− 18hA′2f ′2Φ′2 − e2Afh2φ′4 + 6fhA′φ′
[
− 2e2A+2BV ′ (4.50)
+ e2Ah′φ′ + f ′Φ′2
]
+ 3fA′2
[
8e2Ah2φ′2 + 3hΦ′2f ′′ − 6e2A+2BhV ′′
] )
.
The associated conserved flux is
FS = he4A−B Im (S∗S ′) , (4.51)
and one may in principle calculate the bulk viscosity ζ from this flux using the formula
ζ = − 2
9κ2
lim
ω→0
1
ω
FS , (4.52)
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with S suitably normalized. Since a gauge may be chosen where S = φ˜, it is evident that S has
the same asymptotic behavior as the scalar φ itself,
S(r) = S(4−∆)er(∆−4)/L + . . . + S(∆)e−r∆/L + . . . . (4.53)
Thus to calculate 4.51, one must properly normalize the coefficient S(4−∆) of the dying exponential.
This is not as straightforward numerically as normalizing an asymptotic constant.
Since the bulk viscosity is a quantity extracted from the trace of the energy-momentum tensor,
and the energy-momentum tensor couples to the graviton, it is the mode H that we more naturally
wish to canonically normalize. The scaling of H depends on φ(r) via 4.23. If the background scalar
profile includes the “source” term φ(4−∆), we have A′/φ′ ∼ er(4−∆)/L and we end up with the H
scaling
H(r) = H(0) + . . . +H(4−2∆)er(4−2∆)/L + . . . , (4.54)
and the suitable boundary condition to calculate the bulk viscosity isH(0) = 1, an easier prescription
to implement.2
The fluctuation equation for H simplifies most when we use the background equations of
motion to eliminate V ′ and φ′2 in favor of φ′′ and A′′:
H′′ +
(
4A′ −B′ + h
′
h
+
2φ′′
φ′
− 2A
′′
A′
)
H′ +
(
e2B−2A
h2
ω2 + ΣH(r)
)
H = 0 , (4.55)
with
ΣH =
h′
h
(
A′′
A′
− φ
′′
φ′
)
+
e−2A
hφ′
(
3A′f ′ − fφ′)Φ′2 . (4.56)
One can check that the boundary behavior as described above does indeed result from the asymp-
totic expansion of 4.55, as it must. The coefficient of the first-derivative term is again explicitly
integrable, and it is then easy to use Abel’s identity to show that the conserved flux is
FH = e
4A−Bhφ′2
4A′2
Im (H∗H′) , (4.57)
2 The asymptotic scaling of H is different when the background scalar profile only contains the VEV term φ(∆)
but no source. However, in this case the conformal invariance of the dual field theory is not explicitly broken, and
the bulk viscosity is identically zero.
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where we chose the normalization so that this conserved flux coincides exactly with FS 4.51 when
one substitutes 4.23:
FH = FS
(
S → −φ
′H
2A′
)
. (4.58)
Thus the bulk viscosity may most easily be calculated as
ζ = − 2
9κ2
lim
ω→0
1
ω
FH , (4.59)
with the boundary condition H(0) = 1.
4.3.5 Large-Nc counting
The various Kubo formulae are all proportional to the five-dimensional gravitational constant
1/κ2, since they all come ultimately from evaluating the five-dimensional action. The gravitational
constant can be expressed in terms of the AdS radius L and the underlying string coupling gs and
Regge slope α′ when an explicit string theory construction is specified. For AdS5 × S5, the result
is
1
κ2
=
L5
64pi4g2sα′2
, (4.60)
while the AdS radius is
L4 = 4pigsNcα′
2 , (4.61)
with Nc the number of colors in the dual gauge theory (the five-form flux from the gravity point
of view). Field theory quantities should not involve α′, which drops out of the combination
L3
κ2
=
N2c
4pi2
, (4.62)
and all the Kubo formulae indeed result in this combination on dimensional grounds. As a result,
all three transport coefficients go like N2c in the large-Nc limit defined by the dual gauge theory.
For AdS/CFT models not based on a known string theory construction, the precise coefficient
in 4.62 is not determined. However, the N2c dependence is expected to remain the same for any
gravity dual of a four-dimensional gauge theory. For the QCD-like holographic critical models of
section 4.5, we will use the formula 4.62 with the understanding that the overall normalization is
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not truly determined, but the N2c factor is expected to be robust. Note too that the factor 4.62
cancels out of ζ/s and D, and so will only be relevant for us in λ/T .
4.4 One-charge N = 4 black hole
Before discussing our primary interest, the numerical QCD-like critical black holes, we first
consider a family of black hole backgrounds where the thermodynamics are known analytically,
which we call the one-charge N = 4 black hole [161, 187, 169, 116, 179, 167]. These geometries are
known solutions of string theory, coming most simply from a truncation of the maximally super-
symmetric gauged supergravity in five dimensions, which is in turn a truncation of the dimensional
reduction of type IIB string theory on AdS5 × S5. The dual field theory configurations should be
thought of as states in N = 4 super-Yang-Mills theory with a temperature and a chemical potential
for a U(1) subgroup of the SO(6) R-symmetry. In the appendix, we discuss a second family, the
two-charge N = 4 black hole, which does not display finite-temperature critical phenomena.
Since the temperature and chemical potential are the only massive parameters, dimensionless
quantities can only depend on their ratio; for this reason the phase diagram is not truly two-
dimensional, but is more properly thought of as depending on this single ratio. The phase diagram
has the form of a semi-infinite line, ending on a critical point.
Because the conformal invariance of the theory is not broken explicitly, the bulk viscosity
is identically zero. The conductivity and associated diffusion have been calculated by [106, 112].
We reproduce the calculation for two reasons. First, since it is analytically solvable, it allows us
to check our numerical methods against a known analytic solution; and second, it exhibits several
features that will persist to the QCD-like black holes.
In this section, in keeping with the literature, we use µ to denote a parameter in the solutions,
and thus use Ω for the chemical potential. Also, it is inconvenient to set B(r) = 0 for these solutions,
so for this section (and the appendix) only we employ a radial coordinate where AdS space is related
to that given in 4.10 as exp(rthere/L) = rhere/L.
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4.4.1 Thermodynamics and phase diagram of the one-charge N = 4 black hole
The one-charge N = 4 black hole is a solution to the Lagrangian 3.1 with the potential and
gauge kinetic function,
V (φ) = − 1
L2
(
8e
φ√
6 + 4e−
q
2
3φ
)
, f(φ) = e−2
q
2
3φ . (4.63)
The solution takes the form
A(r) = log
r
L
+
1
6
log
(
1 +
Q2
r2
)
, B(r) = − log r
L
− 1
3
log
(
1 +
Q2
r2
)
, (4.64)
h(r) = 1− µL
2
r2(r2 + Q2)
, φ(r) = −
√
2
3
log
(
1 +
Q2
r2
)
, Φ(r) =
√
µQ
r2 + Q2
−
√
µQ
r2H + Q2
,
and is characterized by the charge parameter Q, mass parameter µ and the asymptotic AdS scale
L. The horizon is at
rH =
√
1
2
(√
Q4 + 4µL2 −Q2
)
, (4.65)
and in what follows we will generally trade the parameter µ for rH . The temperature and chemical
potential can be expressed as
T =
Q2 + 2r2H
2piL2
√
Q2 + r2H
, Ω =
QrH
L2
√
Q2 + r2H
, (4.66)
For fixed Q and L, µ is only required to be nonnegative; the limit µ → 0 corresponds to rH → 0
but the temperature approaches
T (µ→ 0)→ Q
2piL2
. (4.67)
This value is properly thought of as the limiting temperature of a sequence of honest black holes
with nonzero values of µ. The solution with strictly µ = 0 is not a black hole, as the horizon
function is trivial h(r) = 1 and no horizon exists. The µ = 0 solution is supersymmetric and has
been dubbed the “superstar” by Myers and Tafjord [111].
Choosing Q to be positive along with rH , T and Ω are in general multivalued as functions of
these parameters. The transformation
rH → Q2
√
Q2 + 4r2H√
Q2 + r2H
, Q→ rH
√
Q2 + 4r2H√
Q2 + r2H
, (4.68)
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maps pairs (rH , Q) to physically distinct pairs with the same (T,Ω). The transformation takes
Q2
2r2H
→ 2r
2
H
Q2
, (4.69)
which defines a fixed locus,
Q =
√
2rH → piT =
√
2Ω . (4.70)
Since dimensionless quantities like s/T 3 and χ/T 2 will be functions only of the dimensionless ratio
Ω/T , we should properly think of this system as a one-dimensional phase diagram with this locus
interpreted as a fixed point Ω/T = pi/
√
2, rather than a fixed line. The models of the next section
add another massive parameter, with explicitly breaks conformal invariance and leads to a true
two-dimensional phase diagram.
We notice that in general,
pi2T 2 − 2Ω2 = (Q
2 − 2r2H)2
4L4(Q2 + r2H)
≥ 0 , (4.71)
which establishes the minimum value of T for a given Ω lies at the fixed point,
T ≥
√
2Ω
pi
. (4.72)
Thus for piT <
√
2Ω there are no corresponding black holes, at the fixed point piT =
√
2Ω there is
one, and for piT >
√
2Ω there are two. The limit Ω→ 0 produces two configurations dual under the
transformation 4.68: the superstar with rH = 0, Q .= 0, and an uncharged black hole with Q = 0,
rH .= 0.
Black holes on the two branches with the same (T,Ω) will not have the same values of other
thermodynamic quantities, and so are physically distinct. The entropy and charge density in terms
of Q and rH are
s =
2pir2H
κ2L3
√
Q2 + r2H , ρ =
QrH
κ2L3
√
Q2 + r2H , (4.73)
which in terms of T and Ω can be written
s =
N2c T
3
16pi
(3pi ∓ y)2(pi ± y) , ρ = N
2
c T
2Ω
16pi2
(3pi ∓ y)2 , (4.74)
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where the top sign corresponds to the branch with
√
2rH > Q, the bottom sign to the branch with
√
2rH < Q, and where we have defined
y ≡
√
pi2 − 2Ω˜2 , (4.75)
with Ω˜ ≡ Ω/T . Note that the positivity of the quantity inside the square root follows from 4.72.
The quantities s and ρ are the T and Ω derivatives of the pressure,
p =
N2c T
4
16pi2
(
pi4 + 5pi2Ω˜2 − Ω˜
4
2
± piy3
)
, (4.76)
We note that the free energy density is f = −p, so for fixed (T,Ω) the √2rH > Q branch has a
lower free energy and hence is thermodynamically preferred in the canonical ensemble.
The U(1) susceptibility for the two branches is
χ =
N2c T
2
8pi2
(
5pi2 − 3Ω˜2 ∓ 3piy ± 6piΩ˜
2
y
)
, (4.77)
which diverges along the fixed line for y = 0. The heat capacity and off-diagonal susceptibility
diverge as well. Thus the fixed point is a second-order phase transition. The determinant of the
matrix of susceptibilities S is
detS = 3N
4
c T
4
64pi
(
4pi4 − 22pi2Ω˜2 + Ω˜4 ± 4pi3y ± 46pi
3Ω˜2 − 11piΩ˜4
y
)
, (4.78)
and while this is always positive for the thermodynamically preferred branch
√
2rH > Q, it is always
negative for the other; thus the non-preferred branch is thermodynamically unstable as well.
The exponents for this critical point have been calculated. The fundamental relation is the
approach of the density to the critical density, which for fixed T takes the form:
ρ− ρc ∼ |Ω− Ωc|1/2 ≡ |Ω− Ωc|1/δ , (4.79)
defining the critical exponent
δ = 2 . (4.80)
An analogous relation holds for the approach to Tc with fixed Ω, as well as for the entropy. The
divergence of the conductivity χ (as well as the heat capacity CΩ) follows from (4.79),
χ ∼ |Ω− Ωc|−1/2 ≡ |Ω− Ωc|−- , (4.81)
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where the exponent3 . ≡ 1− 1/δ = 1/2.
4.4.2 Conductivity and diffusion of the one-charge N = 4 black hole
We may now turn to solving for the conductivity. First we consider the gauge field fluctuation
equation 4.40. This can be solved exactly at ω = 0, allowing an analytic determination of the
conductivity and the associated diffusion constant using similar techniques to those used for the
shear viscosity. We find the ω = 0 solutions
a(r) = C1
Q2 + 2r2
(Q2 + 2)(Q2 + r2)
+ C2 a2(r) , (4.82)
where a2(r) is a more complicated expression including log(r − rH) whose explicit expression is
unenlightening. In order to determine C1 and C2, one may match the zero-frequency solution 4.82
to the near-horizon solution
a(r) = (r − rH)α , (4.83)
where the exponent α from 4.29 corresponding to infalling boundary conditions is
α = −
iωL2
√
Q2 + r2H
2Q2 + 4r2H
. (4.84)
Then looking at the near-boundary behavior, we can determine the series 4.42 and solve for the
frequency-dependent conductivity 4.44. For small ω we find the result
σ =
iQ2
2ωκ2L
+
L(Q2 + 2r2H)
2
8r2Hκ2
√
Q2 + r2H
+O(ω) , (4.85)
which in terms of T and Ω can be written
σ
T
=
N2c
4pi2
[
i
2ω˜
(
2pi2 − Ω˜2 ∓ 2piy
)
+
pi2
pi ± y +O(ω)
]
. (4.86)
where Ω˜ = Ω/T and ω˜ = ω/T . The 1/ω pole in Imσ indicates by the Kramers-Kronig relations
a delta-function contribution to the real part, Reσ ∝ δ(ω), not visible in our calculation. This
3 In the literature for critical phenomena, the well-known exponent labels α, β and γ are often associated to
behavior approaching the critical point along the axis defined by the first-order line. Since there is no first-order
transition in this model, we avoid these exponent names. ! encodes the approach of χ to the critical point off the
first-order axis.
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infinite contribution is characteristic of a translationally-invariant charged system [119]. Setting
aside the delta-function, we have the zero-frequency conductivity [106]
λ =
N2c T
4(pi ± y) . (4.87)
We also calculated this conductivity using the numerical methods that will be employed in the next
section, and find excellent agreement.
Since y → 0 at the critical point, the conductivity λ approaches the constant
λc ≡ N
2
c Tc
4pi
. (4.88)
The conductivity not diverging is a sign of the large-Nc domination of diffusive conduction (char-
acteristic of model B) over convective conduction (model H) [106, 107]. However, the slope of λ
diverges as the critical point is approached. One has
λ− λc ∼ (T − Tc)1/2 . (4.89)
We note that the exponent is 1/δ; this transport coefficient has the same critical behavior as the
thermodynamic quantities s and ρ. We will find an analogous phenomenon for the QCD-like black
holes.
The diffusion D ≡ λ/χ is given by
D =
4pi2
T
1
(pi ± y)(3pi ∓ y)(3pi ∓ y ± 4Ω˜2/y) . (4.90)
Since the conductivity is constant at the critical point, while the susceptibility diverges, the diffusion
goes to zero. On the stable branch at large temperature, D asymptotes to its AdS value D → 1/2piT .
Because χ on the unstable branch is negative close to the critical point and passes through zero,
the diffusion on the unstable branch is negative and diverges before returning from positive infinity.
Away from the critical point, an entirely distinct phenomenon occurs in the superstar limit.
Since as y(Ω → 0) → pi, the conductivity ratio λ/T approaches zero at the charged black hole
(the far end of the stable branch) and approaches infinity in the superstar limit (the far end of the
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Figure 4.1: The conductivity over temperature and diffusion times temperature for the one-charge
black hole with Ω = 1, for the stable branch only. λ/T approaches a finite value with an infinite
slope at the critical point, while DT goes to zero.
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Figure 4.2: The conductivity over temperature and diffusion times temperature for the one-charge
black hole with Ω = 1, for both branches; the unstable branch is the thick red line. The approach
to infinity at large T is the superstar divergence.
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unstable branch). The rate of approach to infinity in the superstar limit becomes
λ ∼ 1
Ω2
. (4.91)
We will find a similar divergence in the bulk viscosity of the holographic critical black holes of the
next section, away from the critical point and the region expected to be related to QCD.
4.5 QCD-like holographic critical black holes
We now turn to our primary interest, studying the transport coefficients of the class of
solutions designed to emulate the thermodynamic and phase structure of QCD [96]. These black
holes are the solutions to the Lagrangian ansatz 3.1 with the potential 3.4 and the gauge kinetic
function 3.5 familiar from the previous chapter. The black hole solutions are of the form 4.9. In
this calculation too, the gauge B(r) = 0 was chosen, and the residual coordinate transformations
4.15 and the freedom to shift r were used to set
A(rH) = 0 , Φ(rH) = 0 , h′(rH) = 1/L , rH = 0 . (4.92)
The solutions were characterized by two initial conditions at the horizon, φ0 ≡ φ(rH) and Φ1 ≡
Φ′(rH); the ensemble of black holes was generated by numerically integrating the equations 3.27
from the horizon to the boundary for a large set of distinct (φ0,Φ1), and the thermodynamic
quantities of temperature T , entropy density s, chemical potential µ and baryon density ρ were
obtained for each.
Again, the functions 3.4 and 3.5 have been chosen so that the thermodynamics of the µ = 0
black holes reproduce lattice results for the equation of state [45] and the quark susceptibility [96],
building into the model the rapid crossover that connects the hadron phase to the quark-gluon
phase in physical QCD with massive quarks; see figure 3.3. Normalizations for the scales of T and
µ were also derived from matching to the lattice results, allowing the thermodynamic quantities to
be expressed in MeV.
The potential 3.4 leads to the scalar mass,
m2φL
2 ≈ −0.293 , (4.93)
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with implies a dual operator that is barely on the relevant side of marginal,
∆φ ≈ 3.93 , (4.94)
designed to emulate the slow running of the QCD coupling constant somewhat above the confine-
ment scale. The profile of the scalar in the background includes a “source” term that explicitly
breaks conformal invariance.
At nonzero µ for this ensemble of black holes, the crossover sharpens into a line of first-
order phase transitions ending at a critical point, as is expected for QCD. The region of the first-
order line is characterized by the existence of two distinct phases, realized as distinct black hole
solutions at the same point in the phase diagram, as well as a third black hole corresponding to the
thermodynamically unstable state lying in between the stable phases in the Maxwell construction.
The first-order line ends on the critical point. For the static critical exponents defined as
Cρ ≡ T
(
∂s
∂T
)
ρ
∼ |T − Tc|−α , along first order axis (4.95)
∆ρ ∼ (Tc − T )β , along first order line
χ ≡
(
∂ρ
∂µ
)
T
∼ |T − Tc|−γ , along first order axis
ρ− ρc ∼ |µ− µc|1/δ , for T = Tc ,
this critical point was found numerically to have
α = 0 , β ≈ 0.482 , γ ≈ 0.942 , δ ≈ 3.035 , (4.96)
with accuracies consistent with the Ising mean field values (α,β, γ, δ) = (0, 1/2, 1, 3). Matching the
temperature and chemical potential scales to that of the lattice data, the location of the critical
point was found to be
Tc = 143MeV µc = 783MeV . (4.97)
While these results generate a large phase diagram, the applicability to QCD is expected to be
limited to a band surrounding the crossover and extending out into the plane, for two reasons.
First of all, the potential 3.4 and gauge kinetic function 3.5 were only matched to lattice data over
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a finite range. In principle, one can imagine varying the functions so as to keep matching the data
in the range required, while changing the results elsewhere. The potential V (φ) was only matched
up to about φ0 ≈ 7.5, corresponding to Tmin ≈ 135MeV at µ = 0; the crossover is at Tc ≈ 175MeV
on the T -axis. Moreover, AdS/CFT is only expected to provide a good description of QCD in the
region where no quasiparticle description is available; both above and below the crossover such
a description is possible, with hadrons at lower T and quarks and gluons at higher T . Thus we
expect our geometries to be reasonable potential models for QCD only near the crossover; and we
hypothesize that this applicability extends along with the crossover out into the T -µ plane to the
critical point.
4.5.1 Boundary conditions
To calculate the correct transport coefficients (or thermodynamics for that matter) for these
black holes, a technical detail must be taken into account. The numerical integration beginning
at the horizon produces solutions that asymptote to AdS space, but in general in coordinates
that do not match standard AdS coordinates. In the gauge B(r) = 0, one usually uses the AdS
coordinates 4.10, with A(r)→ r/L and h(r)→ 1+O(e−4r/L); however with the coordinate choices
4.92 used for the numerical solution, the horizon function in general approaches a non-unit value
h → hfar0 , and the warp factor goes like A(r) → r/(
√
hfar0 L) + A
far
0 . To calculate thermodynamic
and hydrodynamic quantities using the usual formulae, it is necessary to pass to a new set of
coordinates that takes the usual AdS form, with unit normalization for the horizon function and
A ∼ r/L; this can be done by making a different rescaling 4.15.
Moreover, the scalar field generically approaches φ→ φAe−νA(r), with ν ≡ 4−∆φ ≈ 0.07. It
is useful to rescale the leading perturbation to the scalar to a standard magnitude φA = 1, which
can be achieved by adding a constant to r. Fixing the value of φA is useful because turning on
this perturbation corresponds to deforming the ultraviolet theory with an almost-marginal relevant
operator, playing the role of the running coupling, and hence changing the theory. We want every
point on the phase diagram to correspond to the same theory, not different theories, and hence
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we make φA identical in all of them. Put another way, there are three massive parameters in the
theory, T , µ and Λ, where Λ is the scale associated with the scalar. Normalizing φA = 1 corresponds
to measuring T and µ in units of Λ. The explicit breaking of conformal invariance coming from Λ
permits a non-zero bulk viscosity to be present.
The desired coordinates are achieved by the transformation
t˜ = φ1/νA
√
hfar0 t , )˜x = φ
1/ν
A )x ,
r˜
L
=
r√
hfar0 L
+ Afar0 − log(φ1/νA ) , (4.98)
which is a combination of a scale transformation associated to φ1/νA and a time dilation by
√
hfar0
as well as a shift of r, implying the relation of the functions,
A˜(r˜) = A(r)− log(φ1/νA ) h˜(r˜) =
1
hfar0
h(r) Φ˜(r˜) =
1
φ1/νA
√
hfar0
Φ(r) . (4.99)
Thermodynamic and hydrodynamic quantities are naturally calculated in terms of the tilded co-
ordinates because of their standard near-AdS form. The black hole solutions exist in the untilded
variables, but as we now show it is possible to compute certain ratios directly in the untilded co-
ordinates. One may also use the thermodynamic formulae 4.11, 4.12 in the untilded variables to
calculate “horizon” quantities TH , µH , sH and ρH . The true entropy and temperature are related
to their “horizon” counterparts as
T =
1
φ1/νA
√
hfar0
TH , s =
1
φ3/νA
sH , (4.100)
where the horizon quantities are constants independent of the black hole considered,
TH =
1
4piL
, sH =
2pi
κ2
. (4.101)
Transforming from one set of coordinates to the other, and using ω = φ1/νA
√
hfar0 ω˜, we have
4
η¯ =
1
φ3/νA
η¯H , λ =
1
φ1/νA
λH , ζ =
1
φ3/νA
ζH . (4.102)
4 Although under this rescaling one has a˜ = a/φ1/νA , we assume the gauge field fluctuation is asymptotically
normalized to one in both coordinate systems before being plugged into the Kubo formulae.
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Thus, we can assemble the invariants
η¯H
sH
=
η¯
s
,
λH
s1/3H
=
λ
s1/3
,
ζH
sH
=
ζ
s
, (4.103)
and thus these ratios can be calculated directly in the untilded variables.
With the gauge choices B(r) = 0 and 4.92, the value of the exponent α characterizing the
near-boundary behavior of the fluctuation equations is simply
α = ±iLω . (4.104)
As usual, one should choose the minus sign to impose infalling boundary conditions at the hori-
zon. The boundary conditions at the boundary are that a and H approach unity. As mentioned
previously, if one employed S instead of H, it would be the coefficient of the e−νr term that had
to be properly normalized; this is numerically more difficult. The results outlined in the following
subsections were obtained using the H equation, but the S method was checked as well, and while
the S calculation developed numerical pathologies in certain (low-T) regions of the phase diagram,
the two methods agreed well in the regions where both appeared reliable.
4.5.2 Bulk viscosity for the QCD-like holographic critical black holes
The computation of the bulk viscosity for the QCD-like black hole solutions is a straightfor-
ward application of the Kubo formula 4.59. To construct the mode solutions to the H fluctuation
equation 4.55 we used a near-horizon series expansion to seed a numerical integration routine which
propagates the mode solution out to close to the boundary.
Because the flux 4.57 satisfies Abel’s identity, it must be independent of the radial location at
which it is evaluated; ascertaining that this holds is a check that the fluctuations obtained indeed
satisfy 4.55. After verifying that this remains true in practice, we then evaluated the flux at a
radial location rT where the numerical solutions are particularly robust. The black hole solutions
are defined from r ∼ 10−6 near the horizon out to r ∼ 10, and we used a value around rT ∼ 10−4.
With the fluctuation in hand, we normalized it to one asymptotically and inserted it into 4.59 and
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used 4.100 and 4.103 to calculate the bulk viscosity over entropy density ratio ζ/s.5
The results of this calculation, when carried out for many points on the T -µ plane, are shown
in figure 4.3 up to µ = µc; in all figures in this section we have used the normalization of [96] to
express T and µ in MeV. Two features are immediately apparent. One is the propagation of a
“bump” on the T -axis at the location of the crossover, out into the plane towards the critical point.
As the bump moves into the plane, it becomes increasingly asymmetrical as the slope on the lower-
T side becomes more vertical. Precisely at the critical point, this slope diverges. Constant-µ plots
of ζ/s for both µ = 0 and µ = µc are given in figure 4.4. The result at vanishing µ was obtained
previously in [97]. For µ > µc, the peak “tips over” and the plot of ζ/s becomes multivalued.
The first and more important conclusion from this critical behavior is that the bulk viscosity
remains finite at the critical point; it does not diverge as is predicted in a number of models such
as that of Onuki [104], given in equation 4.6; see also [105].
Moreover, the way in which the quantity stays finite is interesting. Approaching the critical
point along the “crest” of the peak turns out to be equivalent to approaching along the axis defined
by the first-order line (but on the other side of the critical point); along this path, the value of ζ/s
scarcely changes at all. On the other hand, approaching the critical point from a direction other
than the first-order axis, for example constant µ = µc as depicted on the right of figure 4.4, ζ/s
develops a divergent slope; the same is true for constant T or any other direction of approach, save
only the first-order axis, where no such divergent slope is seen.
The bulk viscosity is not the only quantity with this property. It is common for thermo-
dynamic functions to behave differently depending on whether the approach to the critical point
is on the first-order axis or not. In [96] it was found that the thermodynamic densities s and ρ
also behave smoothly approaching the critical point along the first-order axis, but have divergent
slope approaching off-axis. Since the derivatives of these densities are the specific heat and sus-
ceptibilities, these properties are characterized by various static critical exponents: the smooth
approach along the first-order axis corresponds to the vanishing α = 0, while the divergent slope
5 Since η¯/s is a constant, ζ/s is simply proportional to ζ/η¯.
107
Figure 4.3: The bulk viscosity over entropy density over the T -µ plane for the QCD-like black hole
solutions.
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Figure 4.4: The bulk viscosity over entropy density at zero chemical potential and at µ = µc for
the QCD-like black hole solutions; the “bump” at left evolves into the peak with singular slope on
one side as µ is increased.
108
100 150 200 250 3000.0
0.1
0.2
0.3
0.4
T !MeV"
Ζ
s
Figure 4.5: The bulk viscosity over entropy density at zero chemical potential down to lower
temperatures, showing the divergence.
approaching off the axis is encoded in the value of δ ≈ 3, giving an approach of the susceptibility
off the first-order axis as
χ ∼ |µ− µc|−- ∼ |T − Tc|−- , off first order axis , (4.105)
with
. ≡ 1− 1
δ
≈ 2/3 . (4.106)
A natural guess is then that this behavior can be explained by the hypothesis that the bulk viscosity
is a smooth function of the two densities: ζ = ζ(s, ρ). Let us characterize the divergent slope of ζ
by an exponent δζ :
ζ − ζc ∼ |µ− µc|1/δζ ∼ |T − Tc|1/δζ . (4.107)
Then we would expect δζ = δ. We analyzed the results of numerics and found an exponent
consistent with this interpretation, although the strong sensitivity to the precise value of ζc, which
is difficult to determine due to the infinite slope, gave an uncertainty in the exponent in the range of
0.1 < 1/δζ < 0.7. A similar argument can be carried through more precisely for the zero-frequency
conductivity λ of the one-charge N = 4 black hole. In this case, the result 4.89 shows that δλ = 2,
in agreement with δ = 2 for the one-charge model.
The second salient feature of the ζ/s on the phase diagram is the strong rise at colder
temperatures and smaller chemical potential. This behavior is shown for zero chemical potential
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in figure 4.5, which shows the same thing as the left-hand-side of figure 4.4 but including lower
values of T . The bulk viscosity actually diverges at a temperature T∗, which on the T-axis is at
T∗(µ = 0) ≈ 86 MeV, before becoming finite again at smaller temperatures; this divergence extends
from the T -axis out along a curve into the finite chemical potential region of the phase diagram.
The divergence is power law, with
ζ
s
∼ (T − T∗)−2 . (4.108)
Notably, the thermodynamic densities s and ρ and their derivatives do nothing special at this locus.
From the gravity point of view, this divergence can be understood as related to a formation
of a node in the mode solution for H(r). For T > T∗, the fluctuation H(r) never crosses zero as it
asymptotes to a constant value at the boundary. For T < T∗ on the other hand, the solutions have a
single zero before asymptoting to a constant. As T → T∗ from below, this node moves out towards
the boundary, and precisely at T = T∗ the solution goes to zero at infinity; that is, the leading
constant H(0) in the asymptotic expansion of H 4.54 vanishes. Since the AdS/CFT prescription is
to normalize this constant to unity, the scaling required to accomplish this normalization leads to
the divergence.
A reasonable expectation is that for T < T∗, there is a perturbative instability in the black
hole. Because the thermodynamics is perfectly well-defined and stable in the vicinity of T = T∗, such
an instability, if present, would be a decisive counter-example to the correlated stability conjecture
of [120, 121].
On the field theory side, however, it is unclear what this divergence means, and what the
conjectured instability would be for T < T∗. Importantly, this particular feature is not a prediction
for QCD-like systems, since it lies well outside the range that was matched to lattice QCD data;
T∗ ≈ 86 MeV is well below the lower bound of Tmin ≈ 135 MeV where the matching to lattice
QCD ended. (In fact, the value of the temperature where ζ/s begins to rise towards the divergence
is close to Tmin.) Instead one should view this phenomenon as an indication of what features are
generally possible in gauge/gravity transport.
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Interestingly, this divergence is reminiscent of the superstar divergence in the conductivity
for the one-charge N = 4 black hole 4.91. In both cases, the transport coefficient has a double pole
in the thermodynamic variable as the divergence is approached.
4.5.3 Conductivity and diffusion for the QCD-like holographic critical black holes
Utilizing a numerical algorithm identical in spirit to that employed for the computation of
the bulk viscosity, it was also possible to construct solutions to the fluctuation equation for a(r)
4.40 and subsequently evaluate the conductivity Kubo formula 4.43. The results of this calculation
are displayed in figure 4.6, where the dimensionless ratio λ/T is plotted over the T -µ plane. Unlike
the ratio ζ/s, this quantity grows in the larger-T region of the diagram. Note that as mentioned in
section 4.3.5, the overall normalization for this ratio is not known due to the lack of a string theory
embedding, but the N2c dependence should be general, so we plot λ/TN2c using 4.62 as a concrete
choice.
Once again, the most salient attribute is the propagation of the crossover feature out to the
critical point, which is the sudden rise of λ/T . Cuts at µ = 0 and µ = µc are displayed in figure 4.7.
As with the bulk viscosity, the conductivity attains a finite value at the critical point; and also
like the bulk viscosity, the slope of the rise increases as the critical point is approached, until it
diverges, except along the first-order axis. Thus it is again natural to hypothesize that λ = λ(s, ρ),
and that off the first-order axis the conductivity approaches its critical value with exponent 1/δλ
λ− λc ∼ |µ− µc|1/δλ ∼ |T − Tc|1/δλ , (4.109)
with δλ = δ.
As described in the introduction, the finiteness of the critical conductivity is reminiscent of
dynamic critical model B rather than model H [102], matches the result for the one-charge N = 4
models (see equation 4.88 and [106, 112]), and is consistent with the interpretation of a large-Nc
enhancement of diffusive conductivity over convective conductivity [107].
We may also consider the baryon diffusion DB ≡ λ/χ. Since the conductivity diverges at
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Figure 4.6: The conductivity over temperature over the T -µ plane for the QCD-like black hole
solutions.
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Figure 4.7: Conductivity over temperature at zero chemical potential and at µ = µc for the QCD-
like black hole solutions; the smooth rise on the left evolves to the singular jump on the right as µ
is increased.
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Figure 4.8: Baryon diffusion at zero chemical potential for the QCD-like black hole solutions.
the critical point, the finite critical conductivity implies vanishing baryon diffusion. In [96], the
behavior of the baryon susceptibility was studied as the second order point was approached along
the first order line axis, and along directions off this axis. From 4.96 and 4.105, one has that on
and off the axis the susceptibility diverges with critical exponents γ ≈ 1 and . ≈ 2/3, respectively.
Thus, we find the rates of approach to zero for the diffusion
DB ∼ |T − Tc|γ ∼ |T − Tc| , along first order axis , (4.110)
and
DB ∼ |T − Tc|- ∼ |T − Tc|2/3 , off first order axis . (4.111)
In figure 4.8, the conductivity divided by temperature is plotted for vanishing chemical potential.
In this region of the phase diagram, the baryon susceptibility is particularly easy to compute, as it
can be explicitly related to the background metric and scalar [96]. As a result, it is straightforward
to extract the baryon diffusion along the T -axis. The diffusion also experiences a rise at low
temperature, but we are unable to determine whether or not this rise culminates in a divergence
(as is the case for the bulk viscosity) as it manifests in a numerically unreliable region of the phase
diagram.
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4.6 Discussion
The primary lesson so far of the study holographic critical phenomena has been the sup-
pression of fluctuations and convective transport by large Nc. The models considered here have a
thermodynamic crossover designed to emulate QCD, and correspondingly a critical point arises in
the T -µ phase diagram. However, rather than exact 3D Ising static critical exponents, we found
mean field Ising critical exponents; and rather than divergences in the transport coefficients, we
here find finite critical behavior. (In fact, one can view the famous constancy of the shear viscosity
over entropy density, which holds throughout the phase diagram, as being the first example of
this phenomenon, since mode-coupling theories predict a weak divergence.) These results can be
explained by the hypothesis that large-Nc suppresses quantum corrections as well as convective
transport [107].
Physical QCD of course has Nc = 3, but large-Nc counting is still a useful way of looking at
the theory for a number of phenomena. Understanding better the extent to which the suppression
phenomena that emerge from the AdS/CFT duals apply to real QCD is the primary outstanding
question: in other words, could large-Nc-suppression in real QCD significantly push the behavior
of physical quantities toward mean field and model B expectations, except very close to the critical
point? Understanding both the nonzero-momentum fluctuations and the finite-Nc corrections to
these models is essential for making further progress, and we hope to report on these issues in the
future.
Chapter 5
Charged Schro¨dinger Black Holes
5.1 Overview
A series of beautiful experiments on cold atoms at unitarity [122] and other non-relativistic
critical systems has led to intense study of non-relativistic conformal field theories (NRCFTs) [123].
Since these systems are generally strongly non-perturbative, making progress with traditional tools
has proven difficult. In an attempt to provide a strong-coupling expansion, Son [124] and Bala-
subramanian and McGreevy [125] proposed a new application of gauge-gravity duality to NRCFTs
in which the usual AdSd+1 space, whose isometry group is the relativistic conformal group in d
space-time dimensions, is replaced by the Schd+2 geometry,
ds2 = −dt
2
r4
+
2dtdξ + d)x2 + dr2
r2
,
whose isometry group is the non-relativistic conformal group in d space-time dimensions – the so-
called Schro¨dinger group. In this construction, ξ is a compact null circle, with the particle number
of the NRCFT identified with momentum along this Discrete Light Cone Quantization (DLCQ)
direction, N = i∂ξ. Using a simple generalization of the usual AdS/CFT dictionary, one can show
that this gravitational dual does indeed reproduce the correlation functions of a NRCFT at zero
temperature and chemical potential.
Of course, a non-relativistic system at zero temperature and zero density is a somewhat
degenerate system. Meanwhile, the Schd+2 geometry above has a null singularity in the IR region
near r → ∞. To improve the situation, one can turn on a non-zero temperature and chemical
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potential. In the gravity solution, this corresponds to hiding the erstwhile null singularity behind
a warm fuzzy black hole horizon at finite r [126, 127, 128]. Using the previously-conjectured
dictionary, these gravity systems generate boundary correlation functions which transform like
those of an NRCFT at finite temperature and density, which pass some rather non-trivial checks
[129], and which lead to the prediction that the dual NRCFT has a viscosity to entropy ratio which
saturates the KSS bound [130]. The evidence is thus strong that these systems describe some
NRCFT living on the boundary.
Our main interest, however, is not in the symmetric phase of these systems, but rather
in superfluid phases in which the particle-number U(1) is spontaneously broken by the particle
condensate. In the relativistic context, such condensates have been studied in some detail by
Gubser [131] and by Hartnoll, Herzog and Horowitz [132] and others, where charged black holes
were shown to be unstable to the spontaneous emission of charge into a trapped layer above their
horizons – a near-horizon superfluid. Rotation is readily incorporated by studying charged rotating
black holes [133]. Relatedly, in the context of fermions, the study of fermi condensates involves
a very similar structure, with a sharp fermi surface appearing in the zero temperature extremal
limit of a charged black hole [134]. It would be very interesting to extend these construction to the
non-relativistic regime.
We are thus led to search for more general charged rotating asymptotically Schro¨dinger black
holes. In this chapter, we will construct precisely such black hole solutions in IIB supergravity.
As in the original example, we will derive these solutions from charged, rotating AdS solutions by
the application of a solution generating technique, the null Melvin twist. Also as in the original
example, these black holes will inherit many of their properties from AdS space. However, they will
enjoy a number of novel features. First, these solutions will boast extremal limits with AdS2 near-
horizon geometries, a very powerful constraint on the IR physics. Secondly, unlike the AdS case,
the radius of curvature of the near-horizon region will be independent of the radius of curvature of
the asymptotic geometry, but will instead be controlled by the NR density of the boundary CFT.
Third, these solutions will allow us to explicitly break rotation invariance in the boundary solution
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with either rotation or additional fields.
In constructing these solutions explicitly, several bits of technology will be quite useful. First,
we obtain a closed-form expression for a general melvinization, including RR forms, which simpli-
fies our computations. Secondly, we determine the dimensionally reduced five-dimensional action
associated to the Melvinized solutions. The Melvin map on five dimensional solutions is shown to
slightly modify the metric, preserve the initial massless gauge field, and introduce a massive gauge
field corresponding to the Killing vector in the direction of the number operator isometry.
This chapter is organized as follows. In Section 2, we present the closed-form expression
for the null Melvin twist, restrict the general form to solutions of 5d gauged supergravity, and
discuss the 5d effective action after Melvinization. Section 3 addresses general properties of black
holes which arise from Melvinization, including their thermodynamics and near-horizon geometries.
Section 4 works out two examples, the charged RN-Sch5 black hole and the charged-rotating Kerr-
Newman-Sch5 black hole, including a brief discussion of their thermodynamics and near horizon
geometries. We conclude in Section 5.
5.2 The Null Melvin Twist
The Null Melvin Twist [135, 136] is a simple solution generating technique for IIB supergrav-
ity. The idea is to act with a series of symmetry operations which preserve, point by point, the
satisfaction of the equations of motion, but which do not necessarily respect global properties of
the solution. The result is a new and generally inequivalent solution which, however, inherits some
of the structure of the original background. This process of “Melvinization” has been used suc-
cessfully to construct (up to now uncharged, unrotating) black holes with asymptotic Schro¨dinger
symmetry from AdS black holes in type IIB supergravity. With an eye toward extremal solutions
with Schro¨dinger asymptotics, we would like to apply this technique to AdS black holes carrying
charge and rotation.
For this technique to work, the initial solution must admit one timelike and two spacelike
isometries, ∂τ , ∂y and ∂χ. One then performs a boost of rapidity γ in the τ -y plane followed by a
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T-duality along y, and then twists dχ → dχ + αdy; this is followed by another T-duality along y
and a boost of rapidity −γ in the τ -y plane. Finally one takes a double-scaling limit with
α→ 0 , γ →∞ , β ≡ α cosh γ fixed . (5.1)
The “Melvinized” solution is characterized by the new constant β; the original solution is recovered
in the limit β → 0. By construction, the end result is again a solution of 10d IIB supergravity.
While the procedure is completely straightforward in principle, intermediate steps can be
messy. For simplicity, we begin this section with a closed-form expression for the Melvinization of a
broad class of initial solutions, then specialize to 10d solutions corresponding to general AdS5 black
holes. We use the result as an ansatz for a dimensional redution to five dimensions and present the
reduced 5d action. We will use these results to discuss the thermodynamics of Melvinized black
holes in the next section, then discuss some simple examples in the subsequent section.
5.2.1 General Melvin map
We consider a type IIB supergravity background with the requisite three isometries, a self-
dual five form F5, constant dilaton and all other fields vanishing. These assumptions can be relaxed
straightforwardly, but will suffice for our purposes.
Letting a, b run over the isometry directions τ , y, χ, with xi=3...9 the remaining seven coor-
dinates, the initial background may be written as,
ds2 = gab eaeb + Gij dxidxj , (5.2)
F5 = ∗F5 = F 05 , (5.3)
Φ = Φ0 , (5.4)
where the one-forms ea, given by
eτ ≡ dτ+Aτi(x)dxi, ey ≡ dy+Ayi(x)dxi, eχ ≡ dχ+Aχi(x)dxi , (5.5)
are defined so that all cross terms between the three-dimensional part of the metric spanned by τ ,
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y, χ and the other seven directions xi are absorbed into it; however, they do not contain the cross
terms between τ , y and χ themselves, which are realized by off-diagonal elements in gab.
In writing down the Melvinized solution, it is useful to decompose the 5-form F 05 into all
possible tensors relative to eτ , ey and eχ and single out two terms in particular:
F 05 ≡ eτ ∧ ey ∧ eχ ∧ a2 +
1
2
(ey − eτ ) ∧ eχ ∧ b3 + . . . , (5.6)
where a2 and b3 are a 2-form and a 3-form with indices in the xi directions; all other possible terms
consistent with self-duality can be present as well, but these two play a special role in the results.
We now perform the Melvinization as described. A compact and convenient presentation of
the T-duality rules is given in appendix B.2. After some character-building labor, we find the result
ds2
′ =
β2||gab||
K
(eτ+ ey)2 +
1
K
gab eaeb + Gij dxidxj , (5.7)
B2
′ = B′ab e
a∧ eb , (5.8)
F3
′ = β [(eτ + ey) ∧ a2 + b3] , (5.9)
F5
′ = F 05 + B
′
2 ∧ F ′3 , (5.10)
Φ′ = Φ0 − 12 logK , (5.11)
where ||gab|| is the determinant of the initial metric in the τ -y-χ directions, and
K = 1 + β2(gχχ(gττ + gyy − 2gτy)− (gyχ − gτχ)2) , (5.12)
B′τy =
β
K
(gτχ(gyy − gτy) + gyχ(gττ − gτy)) , (5.13)
B′τχ =
β
K
(gτχ(gyχ − gτχ) + gχχ(gττ − gτy)) , (5.14)
B′yχ =
β
K
(gyχ(gyχ − gτχ) + gχχ(gτy − gyy)) . (5.15)
Note that the only change in the metric is the squashing of the (τ, y,χ) part by 1/K and the
addition of a single new term in the (τ + y)-direction. In addition a B-field is generated, as well as
a varying dilaton.
We also see that the RR flux now includes not only a 5-form but also, in general, a 3-form.
The RR 3-form is non-vanishing only if the five-form terms written explicitly in (5.6) are nonzero.
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For all the explicit examples considered in this note, τ and y will be part of a noncompact five-
dimensional geometry, M , and χ will be on a compact Sasaki-Einstein space; when these two
factors of the geometry are orthogonal in the metric and F 05 = (1 + ∗)volM , as is the case for
the uncharged, non-rotating black hole examples of [128, 127, 126], it is easy to see F3 vanishes.
In general, however, F3 is nonzero, as will be the case for the charged examples we study in the
following sections.
5.2.2 Light Cone Coordinates
The form of the solution simplifies considerably if we rotate initial and final solutions to a
light-cone frame defined by,
t = β(τ + y) , ξ =
1
2β
(y − τ) .
In the asymptotically Schro¨dinger examples of interest in the following sections, this is also the
physically useful choice, as ∂t becomes the canonically normalized generator of time translations
in the asymptotic region. Note that this transformation is unimodular, so we don’t have to worry
about Jacobians.
In light cone frame, the new term in the metric becomes diagonal, and the Melvinized solution
takes the simpler form,
ds2
′ =
||gab||
K
etet +
1
K
gab eaeb + Gij dxidxj , (5.16)
B′2 =
√|g|
K
∗get , (5.17)
F ′3 = iχiξF
0
5 , (5.18)
F ′5 = F
0
5 + B
′
2 ∧ F ′3 , (5.19)
Φ′ = Φ0 − 12 logK , (5.20)
where i is the inclusion acting as iX(eX ∧ Y ) ≡ Y , and
K = 1 + (gχχgξξ − g2ξχ) .
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The components of B take a simple form in terms of minors,
Btξ =
1
K
(gξξgtχ − gtξgξχ) , Btχ = 1K (gχξgtχ − gtξgχχ) , Bξχ =
1
K
(g2ξχ − gξξgχχ) .
Note that all factors of β have been absorbed by the change of coordinates.
5.2.3 Melvinizing Solutions of 5d Gauged Supergravity
Melvin maps ten-dimensional solutions to ten-dimensional solutions. In using Melvin to build
Schro¨dinger black holes, we will generally begin with a five-dimensional AdS black hole, lift it to
ten dimensions, Melvinize, and then reduce back to five dimensions. It is therefore convenient
to write down a formula circumventing the side-trip to ten dimensions, and simply mapping one
five-dimensional geometry into another. In this subsection we choose a 10d ansatz corresponding
to 5d gauged supergravity and construct a five to five map.
Suppose our initial metric solution takes the Kaluza-Klein form [137, 138],
ds210 = ds
2
5(M) + ds
2(X) + (η + Aq)2 , (5.21)
where M is a five-dimensional Lorentzian spacetime on which the isometries ∂t and ∂ξ act, X is a
compact Ka¨hler-Einstein 4-manifold, η ≡ dχ+A defines a Sasaki-Einstein fibration Y over X, and
Aq is a 1-form on M . For example if X = P2, η is then the Hopf fiber on S5; see appendix B.1 for
more details. We can always cast the 5d metric in the form,
ds25(M) = Gαβ e
αeβ + Gmndxmdxn , (5.22)
with α,β running over only t, ξ and m,n over the remaining three spatial dimensions, where et ≡
dt+Atmdxm and eξ ≡ dξ+Aξmdxm contain the cross terms between the t, ξ directions and the other
three, but not each other. (One may equally well use the coordinates τ , y, for which analogous
statements hold.) Additionally, the 1-form Aq can be written as
Aq = Aq(α)eα + Aq(m)dxm . (5.23)
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We assume as before a constant dilaton, self-dual five-form F 05 and no other fields. The 5-form that
supports the metric (5.21) has the form [137, 138, 127]
F 05 = −4volM +
1
2
(η + Aq) ∧ dA ∧ dA (5.24)
+
1
2
∗5 Fq ∧ dA− 12Fq ∧ (η + Aq) ∧ dA ,
where each line is self-dual by itself; the top line contains the volume form on M and its Hodge
dual, and the second line contains a factor of Fq ≡ dAq. The Bianchi identity dF 05 = 0 implies
d ∗5 Fq = Fq ∧ Fq , (5.25)
which must be satisfied by any initial solution. Solutions of the form (5.21), (5.24) include the
various charged, rotating AdS5 black holes which we will study. The dimensional reduction of this
ansatz is precisely minimal gauged supergravity in five dimensions,
2κ25 S5 =
∫
volM (R(5) + 12)− 32
∫
Fq ∧ ∗5Fq +
∫
Aq ∧ Fq ∧ Fq , (5.26)
where the canonically normalized gauge field is A ≡ √3Aq, and the pre-Melvinized 5D metric and
gauge field Aq are solutions to the equation of motion coming from this action.
We can now apply the Melvin machine to this 10d solution. Using et and eξ (or eτ and ey)
from (5.22) and defining eχ ≡ η + Aq(m)dxm to be our 1-forms (5.5), we find the resulting 10d
solution,
ds210
′ = ds25(M)
′ + ds2X + e
2V (η + Aq)2 , (5.27)
F ′5 = F
0
5 + B
′
2 ∧ F ′3 , (5.28)
F ′3 = f ∧ dη , (5.29)
B′2 = AM ∧ (η + Aq) , (5.30)
Φ′ = Φ0 − 12 logK , (5.31)
where the new five-dimensional metric takes the form
ds25(M)
′ =
||Gαβ ||
K
etet +
1
K
Gαβ e
αeβ + Gmn dxmdxn , (5.32)
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with ||Gαβ || ≡ GttGξξ −G2tξ = GττGyy −G2τy, and
K = e−2V = 1 + Gξξ , (5.33)
and where we have defined 1-forms AM and f on M :
AM = −e2VGξαeα , f = −12dAq(ξ) . (5.34)
Importantly, the vector Aq does not change.
In the original τ -y coordinates, this takes the equivalently simple form,
ds25(M)
′ =
β2||Gαβ ||
K
(eτ + ey)2 +
1
K
Gαβ e
αeβ + Gmn dxmdxn , (5.35)
K = e−2V = 1 + β2(Gττ + Gyy − 2Gτy) , (5.36)
AM = −βe2V(Gyα −Gτα)eα , f = −β2 d(Aq(y) −Aq(τ)) , (5.37)
where now α,β run over τ and y.
Notice that the Melvinized 5D metric does not involve Aq or any other data, but only com-
ponents of the original 5D metric tensor. In the case where Gtξ = 0, one can see that
G′tt =
1
K
(Gtt + GttGξξ) = Gtt , (Gtξ = 0) , (5.38)
and hence only the G′ξξ = Gξξ/(1 + Gξξ) component changes in this case. The generalization of
this observation to Gtξ .= 0 can be found in appendix B.3.
The metric also determines the new vector field AM , while the gauge field Aq fixes f . The
nature of the vector AM can be understood more easily if we raise its index, with either the pre-
Melvinized or post-Melvinized 5D metric. Either way we find it points purely in the ξ-direction:
G′µν(AM )ν = −δµξ = e−2V Gµν(AM )ν . (5.39)
In particular, this implies that AM is (minus) the ξ-Killing vector with respect to the Melvinized
metric.
We now turn to dimensionally reducing the 10D type IIB supergravity action to five dimen-
sions using (5.27)-(5.31) as an ansatz for the fields; see Appendix C for further details. Since V = Φ
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in our solution, the simplest dimension reduction involves setting them equal and keeping only this
single scalar field.1 We find the (string frame) result,
2κ25 S5 =
∫
volMe−Φ
[
R′(5) + 16− 4e2Φ
]
− 1
2
∫
eΦFq ∧ ∗′5Fq (5.40)
−
∫
e−Φ(Fq − 2f ∧AM ) ∧ ∗′5(Fq − 2f ∧AM ) +
∫
Aq ∧ Fq ∧ Fq − 12
∫
8eΦf ∧ ∗′5f
−1
2
∫ [
e−Φ(AM ∧ Fq) ∧ ∗′5(AM ∧ Fq) + e−3ΦFM ∧ ∗′5FM + 8e−ΦAM ∧ ∗′5AM
]
,
with 2κ25 ≡ 2κ210/vol(S5). Thus upon KK reduction on Y , the five-dimensional effective dynamics
includes the metric ds25
′; a massless vector Aq, which was present in the 10D metric before the
Melvin map acted; a massive vector AM coming from B2 of the type that is by now standard
in Schro¨dinger-type backgrounds; and a scalar Φ. Upon setting Φ = V the kinetic term for the
combined field vanishes, but it will reappear in Einstein frame.
Note that f , the field characterizing F3, is completely fixed by the vectors AM and Aq and
is not an independent mode. The field equation for f involves no derivatives, consistent with what
we obtain from reducing the ten-dimensional F3 equation of motion. Varying (5.40) with respect
to f , we obtain
f = −1
2
e−2Φ ∗′5
(
AM ∧ ∗′5(Fq − 2f ∧AM )
)
, (5.41)
= −1
2
e−2Φ ∗5 (AM ∧ ∗5Fq) , (5.42)
where in the second line we used the results (B.34), (B.30) and (B.29); evaluating the Hodge stars
and using that AM is a Killing vector for ξ (5.39) gives us precisely the expression (5.34) for f .
To pass to five-dimensional Einstein frame, we define
GEµν ≡ e−2Φ/3Gµν . (5.43)
1 We have set Φ0 = 0 for convenience; it can easily be restored if necessary.
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This leads to the 5D Einstein frame action,
2κ25 S5,E =
∫
volEM
[
R′(5)E −
4
3
∂µΦ∂µ
′
EΦ+ 16e2Φ/3 − 4e8Φ/3
]
− 1
2
∫
e4Φ/3Fq ∧ ∗′EFq (5.44)
−
∫
e−2Φ/3(Fq − 2f ∧AM ) ∧ ∗′E(Fq − 2f ∧AM )
+
∫
Aq ∧ Fq ∧ Fq − 12
∫
8e2Φf ∧ ∗′Ef
−1
2
∫ [
e−4Φ/3(AM ∧ Fq) ∧ ∗′E(AM ∧ Fq) + e−8Φ/3FM ∧ ∗′EFM + 8AM ∧ ∗′EAM
]
.
The limit of the action in either frame (5.40) or (5.44) where AM = Φ = f = 0 is simply minimal
gauged supergravity (5.26).
5.3 Properties of Melvinized Black Holes
In this section, we study the general properties of generic Schro¨dinger black holes which arise
by Melvinization, including their thermodynamics, extremal limits and near-horizon geometries.
It was shown in [127, 128, 126] that Melvinizing the Schwarzschild-AdS5 black hole leads
to a special asymptotically Schro¨dinger black hole whose odd thermodynamic properties are a
consequence of its origin.2 As we shall see, a number of features of the charged and rotating
asymptotically Schro¨dinger black holes derived via Melvinization are similarly inherited from their
pre-Melvin progenitors– in particular, their temperature, entropy, chemical potential and properties
of the near-horizon geometry.
Consider a black hole metric of the class in (5.22), with the particular form
ds25(M) = Gττ (e
τ )2 + 2Gyτeyeτ + Gyy(ey)2 + Grrdr2 + Gijdxidxj , (5.45)
where we choose Schwarzschild-like coordinates where Grr → 0 at the horizon r = r+. We use
τ and y, rather than t and ξ, as the more natural coordinates near the horizon. The Melvinized
2 This unusual thermodynamics, which we will recapitulate below, was shown to similarly follow from DLCQ in
the dual field theory in an interesting paper by Barbon and Fuertes[144]; see also [143] for a discussion of the more
lenient constraints of Schro¨dinger symmetry on the thermodynamic potentials.
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solution is obtained from (5.35), and passing to Einstein frame produces an extra factor of K1/3:
ds25(M)
′ =
1
K2/3
(
Gττ (eτ )2 + 2Gyτeyeτ + Gyy(ey)2 + β2(GττGyy −G2yτ )(eτ + ey)2
)
(5.46)
+K1/3Grrdr2 + K1/3Gijdxidxj ,
where as before
K = 1 + β2(Gττ + Gyy − 2Gyτ ) . (5.47)
In general K is finite and nonzero at the horizon; as long as this holds, the horizon still exists at
the same radius G′rr(r = r+) = 0 after the Melvin map is performed. We will now enumerate a
number of thermodynamic properties related to this horizon.
For simplicity, here we will consider the class of black holes where eτ = dτ . This restricts
the only possible rotation of the hole to be along the y-direction, which encompasses our examples.
There is no reason this analysis cannot be generalized.
The divergence of Grr →∞ at the horizon is in general accompanied by a corresponding zero
in the determinant of G, so that the volume element remains finite at the coordinate singularity.
When Gτy = 0, it is Gττ → 0 that provides this zero; when Gτy is nonzero, Gττ vanishes at the
stationary limit surface, which may not coincide with the horizon, and instead the determinant
of the τ -y metric vanishes at the horizon. To emphasize this we can write the metric in the
non-coordinate form
ds25(M) = Gττdτ2 + Gyy
(
ey +
Gτy
Gyy
dτ
)2
+ Grrdr2 + Gijdxidxj , (5.48)
Gττ ≡
GττGyy −G2τy
Gyy
, Gyy ≡ Gyy .
In general at the horizon Gττ → 0, and we shall assume this is the case in what follows.
5.3.1 Entropy
The entropy of the black hole is simply proportional to the area of the horizon, S = A/4G5,
integrated at constant τ and r = r+. For the unMelvinized solution, this reads
S =
1
4G5
∫ √
G3 =
1
4G5
∫ √
Gyy det(Gij) . (5.49)
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In the Melvin case we get
S′ =
1
4G5
∫ √
G′3 =
1
4G
∫ √
K−2/3(Gyy + β2(GττGyy −G2τy)) det(K1/3Gij) , (5.50)
=
1
4G5
∫ √
Gyy det(Gij) = S , (5.51)
where we used GττGyy −G2τy = 0 at the horizon, and found the factors of K to cancel. Thus the
area of the horizon, and consequently its entropy, is unchanged by the Melvin map.
5.3.2 Temperature and Chemical Potential
The temperature is most easily calculated by analytically continuing to imaginary time and
verifying that the region near the horizon in the τ -r plane is free of conical singularities. This is
conveniently done with the metric in the form (5.48), and we find
T = lim
r→r+
1
2pi
√
Grr
d
dr
√
Gττ . (5.52)
Under the Melvin map, the relevant quantities transform like (in Einstein frame),
G′ττ = K1/3
Gττ
1 + β2Gττ , G
′
rr = K
1/3Grr , (5.53)
and using the vanishing Gττ (r → r+)→ 0 at the horizon,
d
dr
√G′ττ = K1/3( ddr√Gττ
)
(1 +O(Gττ )) , (5.54)
where we assumed the regularity of dK/dr at the horizon, implying
T ′ = lim
r→r+
1
2pi
√
G′rr
d
dr
√G′ττ = T , (5.55)
and thus the temperature is unchanged by the Melvin map.
This result assumes the temperature is defined with respect to the same Killing generator
of the event horizon both before and after the Melvin transformation. One does have to take into
account the change from using i∂τ as the asymptotic time coordinate, as is suitable for an AdS
black hole, to using i∂t as the asymptotic time coordinate as suits the Schro¨dinger cases.
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In our class of solutions, the generator of the Killing horizons can take the form
χ = ∂τ + ΩH∂y (5.56)
= β(1 + ΩH)∂t − 12β (1− ΩH)∂ξ , (5.57)
where ΩH parameterizes rotation in the y-direction; χ has unit coefficient with respect to the
τ -coordinate. To switch to a generator suited to the t-coordinate, we define
χt ≡ 1
β(1 + ΩH)
χ = ∂t − 12β2
1− ΩH
1 + ΩH
∂ξ . (5.58)
Since the temperature may be defined as T ≡ κ/(2pi) where the surface gravity κ is
κ2 ≡ −1
2
(∇µχν)(∇µχν) , (5.59)
we see that the shift in coordinates to the Schro¨dinger time t produces a rescaling of the temperature,
Tt =
Tτ
β(1 + ΩH)
. (5.60)
We can also read the chemical potential off the expression (5.58). Since i∂t corresponds to the
Hamiltonian H while i∂ξ is the number operator N , we obtain the chemical potential from the
identification χt ∼ H + µN for the grand canonical ensemble,
µ =
1
2β2
ΩH − 1
ΩH + 1
. (5.61)
5.3.3 Near-horizon limit
One of our main goals in studying charged and rotating asymptotically Schro¨dinger black
holes is to find extremal examples with scale-invariant near-horizon geometries, or throats. Quite
apart from just being unusually simple, such extremal black holes have become important tools in
the application of gauge-gravity duality in a number of contexts, most notably in the holographic
description of (non-)fermi liquids [134].3
3 The reason throats are important is easy to see. When the near-horizon region has a scaling invariance (for
example, the near-horizon AdS2 symmetry of the extremal RN-AdS4 black holes), taking a scaling limit allows one to
consistently decouple the modes near the horizon from the modes near the boundary. Since the horizon and boundary
are holographically related to IR and UV physics, this means that at least some aspects of UV and IR physics may
be studied independently of each other, a powerful statement of universality. This view is elegantly presented in [139]
and by Liu in a talk at the KITP on July 7, 2009.
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A number of extremal black holes are known to have near-horizon AdS2 regions. We now
show that if this is the case for the pre-Melvin extremal metric, the Melvinized result also has
an AdS2 region, albeit with a different radius of curvature. Recall that the AdS portion of the
near-horizon limit of the original AdS5 black hole came from the Gττdτ2 + Grrdr2 portion of the
metric. Under the Melvin map above, this sector becomes,
Gττdτ2 + Grrdr2 → K1/3
(Gττ (1 +O(Gττ ))dτ2 + Grrdr2) . (5.62)
The near-horizon geometry is thus simply rescaled by a factor of K1/3 common to both terms. In
the case of an extremal black hole with a near-horizon AdS2 region, the Melvinized Schro¨dinger
version will have an analogous AdS2 region, with the AdS radius rescaled by the factor K1/6.
Due to the different scalings of the y direction from the x and z directions under Melvin, the
remaining three-dimensional space is in general squashed by a factor of K. In the planar limit, this
is a completely trivial rescaling of the flat spatial section. When the spatial section is S3, however,
the net result is a squashing of the S3.
One interesting consequence of this result is that the radius of curvature of the near-horizon
region is now independent of that of the asymptotic region – explicitly, K depends on β2, which
can be tuned independently. That the radius of curvature of the extremal throat depends explicitly
on the density of non-relativistic excitations in the boundary theory is an interesting result, and
may play in important role in understanding holography in this spacetime.
5.4 Examples: Schro¨dinger black holes with charge
In this section, we apply our Melvin map to a pair of five-dimensional AdS black holes,
and explicitly write down the resulting backgrounds. We also discuss thermodynamic properties,
and find the results consistent with the previous section where we showed they are unchanged by
Melvin, modulo the coordinate transformations needed for asymptotically Schro¨dinger solutions.
First we consider a charged AdS black hole in the Poincare´ patch; this will give us the simplest
charged Schro¨dinger black hole. Then we examine the more complicated case of a charged black
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hole in global coordinates, rotating along the Hopf fiber of the global S3; this includes as a limiting
case the chargeless rotating black hole.
5.4.1 Charged Schro¨dinger black hole
As a first application of our results, we can construct the first charged black hole with
asymptotic Schro¨dinger symmetries, which we call RN-Sch5 for Reissner-Nordstrom-Schro¨dinger in
five dimensions.
Our pre-Melvinized solution is a five-dimensional RN-AdS5 black hole. This solution is
associated to a ten-dimensional solution of D3-branes rotating around the Hopf direction χ of the
S5 [137, 138]. The five-dimensional metric and gauge field are
ds2 =
1
r2
[
− f
H2
dτ2 + H
(
dr2
f
+ d)x2
)]
, Aq =
qr2
Hr2H
dτ , (5.63)
where q is the charge, and
f ≡ H3 − r
4
r4H
, H ≡ 1 + q2r2 . (5.64)
Note that rH is the location of the horizon in the uncharged geometry; it is related to the mass
parameter m by r4H = 1/2m. In what follows we use r+ to denote the true horizon radius. This
background is a solution to the action (5.26) for five-dimensional minimal gauged supergravity, and
lifts to a ten-dimensional solution of type IIB supergravity described by (5.21), (5.24) with X = P2
and η = η(5) the Hopf fiber generating the map S1 → S5 → P2; see appendix B.1 for more details.
We now turn the Melvinization crank as outlined in the section 5.2, with eτ = dτ and ey = dy;
the directions x, y, z are all equivalent and so the choice of Melvin direction is arbitrary. We arrive
at the five dimensional charged Schro¨dinger solution in Einstein frame:
ds2 =
K1/3
r2
[
− f
H2K
dτ2 − fβ
2
r2HK
(dτ + dy)2 +
H
K
dy2 + H
(
dr2
f
+ dx2 + dz2
)]
, (5.65)
with
K = 1 +
β2r2
H2r4H
. (5.66)
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The overall factor of K1/3 is absent in string frame. For the special case q = 0, (5.65) is precisely
the uncharged Schro¨dinger geometry previously studied in [128, 127, 126].
Entropy The entropy S associated with (5.65) is easily computed via the Beckenstein-
Hawking result S = A/4G5 where A is the area of the horizon, and G5 is the gravitational constant
in five dimensions. Performing this calulation, we find for the entropy density,
s ≡ S
Vx,y,z
=
1
4G5 r2Hr+
=
H(r+)3/2
4G5r3+
(5.67)
where Vx,y,z is the (infinite) horizon volume. Again, in the limit q → 0 (r+ → rH), this result agrees
with those obtained in [128, 127, 126]. Furthermore, it is manifestly independent of β, demonstrat-
ing that it was not changed by the Melvin procedure, consistent with our general argument in the
previous section.
Temperature and Chemical Potential The corresponding Hawking temperature is read-
ily calculated from the relation T = κ/2pi where κ is the surface gravity of the horizon (5.59).
As discussed in the previous section, to obtain the temperature associated with the asymptotic
Schro¨dinger Hamiltonian H = i∂t we should take the generator the horizon to be χt = ∂τ/β; we
have ΩH = 0 in this nonrotating case. We then find
T =
∣∣∣f ′(r+)∣∣∣
4piβ
(
rH
r+
)2
=
√
H(r+)
2piβ r+
∣∣∣H(r+)− 3∣∣∣ . (5.68)
Notice that the temperature vanishes when H(r+) = 3, which implies the geometry becomes
extremal when
q =
√
2
r+
. (5.69)
We will use this fact in the following section. The temperature corresponding to the asymptotic
τ -coordinate is βT , which is manifestly β-independent and thus unchanged by Melvin.
Because χt takes the form
χt =
1
β
∂τ = ∂t − 12β2∂ξ , (5.70)
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we can read off the chemical potential for for ξ-translations as
µ = − 1
2β2
, (5.71)
consistent with the previous section.
On Shell Action A straightforward, if tedious, application of familiar techniques from
holographic renormalization allows us to construct a renormalized on-shell action for this solution.
Dispensing with the technicalities, the result is,
S5 = − 116κ5
∫
dx4
H[r+]3(1− 2q2β2)
r4+
. (5.72)
Continuing to periodically identified euclidean time then gives the on-shell Euclidean action,
SE = −piβV8κ5
H[r+]5/2(1− 2q2β2)
r3+ |H(r+)− 3|
. (5.73)
which we would like to identify as the action of a saddle-point approximation to the full grand-
canonical partition function.
The Extremal, Near-Horizon Limit Near the horizon of an extremal Reissner-Nordstrom
black hole, the geometry becomes a direct product space with one factor AdS2. We expect an anal-
ogous limit for the extremal version of (5.65). To obtain this, we define the deviation from the
horizon ζ,
ζ ≡ r
r+
− 1 , (5.74)
and expand the metric (5.65) in the extremal limit (5.69) in powers of ζ. The horizon in the
extremal case is located at
r+ = 271/4 rH =
(
27
2m
)1/4
. (5.75)
Shifting τ to absorb the cross term with y, rescaling the coordinates and inverting ζ = 1/ρ, we find
the near-horizon result
ds2 =
L2
ρ2
(
dτ2 + dρ2
)
+ dx2 + dy2 + dz2 . (5.76)
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Lo and behold, the limiting form is AdS2 × R3, with AdS radius
L2 =
K(r+)1/3
12
=
(
1 + 3β2/r2+
)1/3
12
, (5.77)
which as anticipated, depends on β.
5.4.2 Charged, Hopf-rotating Schro¨dinger black hole
We now turn to a more complicated example, a charged AdS black hole that is also rotating.
In five dimensions there are two independent rotation parameters, in the literature usually termed
a and b; we focus on the case where b = a, corresponding to rotation along the Hopf fiber of the
S3 of global AdS. The uncharged version of this solution was written in [140], while the charged
version, which is a solution to minimal gauged supergravity (5.26) was formulated in [141]. The
solution reads in our conventions
ds2 = −q + σ
2(1 + ρ2/L2)
σ2∆
dτ2 +
f + qσ2∆
σ4∆2
(
dτ − a η(3)
)2
(5.78)
+
σ2
∆ρ
dρ2 +
σ2
∆
[
ds2P1 +
(
1 +
q a2
σ4
)
(η(3))2
]
,
Aq =
q
σ2∆
(
dτ − a η(3)
)
, (5.79)
where η(3) is the vertical 1-form along the Hopf fibre of the S3, as described in appendix B.1, and
∆ = 1− a2/L2 , σ2 = ρ2 + a2 , f = 2mσ2 + 2q a2σ2/L2 − q2 , (5.80)
∆ρ =
q2 + 2qa2 + σ4(1 + ρ2/L2)− 2mρ2
ρ2
.
In the limit a → 0 this solution becomes the RN-AdS5 black hole in global coordinates, while for
q → 0 it reduces to the uncharged AdS-Kerr black hole rotating along the Hopf fiber.
This solution is readily Melvinized. We take eτ = dτ , eψ = 2η(3) = dψ + cos θdφ, where ψ
takes the place of y as the T-duality direction; we are thus choosing the Hopf direction for the
y-isometry. The resulting Melvinized Kerr-Newman-Sch5 metric is then
ds2 = −q + σ
2(1 + ρ2/L2)
Kσ2∆
dτ2 +
f + qσ2∆
Kσ4∆2
(
dτ − a η(3)
)2
+
σ2
K∆
(
1 +
q a2
σ4
)
(η(3))2 (5.81)
− β
2ρ2∆ρ
4∆2σ2K
(dτ + 2η(3))2 +
σ2
∆ρ
dρ2 +
σ2
∆
ds2P1 ,
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where
K = 1 + β2
(
f(2 + a)2
4∆2σ4
+
a(2 + a)q
2∆σ2
+
σ2 − 4(1 + ρ2/L2)
4∆
)
. (5.82)
Entropy, Temperature and Chemical Potential The entropy density associated with
this geometry is found to be
s =
σ4+ + a2q
4G5∆2 ρ+
(5.83)
which, as expected, is independent of β and hence identical to that obtained from the 5D un-
Melvinized metric. As a result, it agrees with [141].
To determine the temperature and chemical potential, it is necessary to compute the null
generator of the horizon for this geometry. Because the metric is stationary but not static, the
generator will be of the form χ ∝ ∂τ +ΩH∂ψ where ΩH is the angular velocity of a test particle at
location ρ+. By considering a photon emitted in the ψ direction at fixed ρ, θ, and φ, it is easy to
show that,
ΩH =
2a
(
σ2+
(
1 + ρ2+
)
+ q
)
σ4+ + a2q
. (5.84)
This too is unchanged by Melvinization. As is by now familiar, to use our null generator for
asymptotically Schro¨dinger thermodynamics, one must normalize it such that the coefficient of ∂t
is one. As in (5.58), this amounts to a scaling by 1/β(1 + ΩH):
χt = ∂t +
1
2β2
(
ΩH − 1
ΩH + 1
)
∂ξ , (5.85)
from which we easily read off the chemical potential
µ =
1
2β2
(
ΩH − 1
ΩH + 1
)
. (5.86)
We note that the rotation of the original AdS black hole has been converted into a rescaling of the
chemical potential for the corresponding Schro¨dinger geometry. In particular, there is no spatial
rotation associated to the (2 + 1)-dimensional field theory dual spacetime. Such a rotation could
be obtained by considering the Melvin map on an AdS black hole with two independent angular
momenta.
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The temperature must also be identical to that of the un-Melvinized 5d geometry [141], up
to a rescaling introduced by the properly normalized null generator, and we find
T =
1
2piβ
ρ4+
(
1 + 2σ2+
)− (a2 + q)2
ρ+ (1 + ΩH) (σ4+ + a2q)
. (5.87)
The Extremal, Near Horizon Limit From (5.87), it is easy to see that the geometry
becomes extremal when
q = −a2 ± ρ2+
√
1 + 2σ2+ . (5.88)
Using this fact, we can again study the near horizon limit of the extremal solution, whose horizon
is located at
ρ+ =
1√
3
[√
1 + 6m + a2(a2 − 2)− 1− 2a2
]1/2
. (5.89)
As before, we scale the radial coordinate like ρ/ρ+ = 1+ ζ and expand about ζ = 0. Although the
details are tedious, we again find all geometries satisfying (5.88) decompose into a direct product
space with one factor AdS2. Computationally, it is easiest to work with the metric written in the
form (5.48), in which case Gττ ∝ r2 and gρρ ∝ r−2 near the horizon, with all other components
O(r0).
5.5 Discussion
In this chapter we have obtained a general expression for the action of the null Melvin twist,
constructed a series of charged and rotating asymptotically Schro¨dinger black hole solutions of
type IIB supergravity, found a 5d truncation of the 10d IIB theory adapted to these solutions, and
examined some of the salient features of their geometry and thermodynamics. Along the way we
discovered that these spacetimes inherit extremal limits from their parent AdS spaces, but that
some of their features – like the radii of curvature of the near-horizon regions – are not inherited,
leading to a potentially interesting class of new solutions. The fact that these systems are explicitly
embedded in IIB string theory allows us to identify the boundary CFT as the βDLCQ of the
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pre-Melvin boundary theory. Such a theory is by construction a non-relativistic conformal field
theory.
Whatever this boundary system is, however, it is decidedly not a good description of fermions
at unitarity. First, the thermodynamics of this system is wrong. For example, while the pressure
is positive, it scales with a negative power of the chemical potential, P ∼ T 4/µ2; positivity of
the number density N = ∂P/∂µ then requires that the chemical potential is negative. Notably,
this scaling is not a consequence of NR conformal symmetry, as the conformal algebra requires
only that P ∼ T d+22 g(µ/T ), as elegantly explained in [143]. Rather, this odd thermodynamics is
a direct consequence of the identification of particle number with a DLCQ momentum, N = i∂ξ,
as powerfully argued in [144], who found that the curious scalings follow from the summation over
the infinite tower of KK modes.
Secondly, and importantly, while the system certainly has a finite density of non-relativistic
excitations, it is not in a superfluid phase, since the U(1) conjugate to the particle number –
here, ξ-translation invariance – is manifestly un-broken. It is certainly possible that this geometry
is secretly a subleading saddle, with a ξ-momentum violating solution dominating entropically;
unfortunately, no such solution is presently known.
Eventually, one would like to find solutions that dispense with the ξ-translation symmetry
entirely, for example by breaking it explicitly even in the asymptotic regime, or by KK-reducing on
a finite-density geometry in which the ξ-circle is spacelike and lifting the KK modes by moving out
along a Coulomb branch, as was done for example in the DLCQ of M-theory. This is an important
direction for future work.4
All that said, even if these systems are not fermions at unitarity, they are NRCFTs and
deserve study in their own right. The solutions presented and explored in this chapter open the
door to a number of physically interesting questions, such as the study of superfluids and fermi
surfaces in field theories which are microscopically non-relativistic. We will return to these questions
in the future.
4 We thank J. McGreevy and D. Son for illuminating discussions on this topic.
Chapter 6
Fermi Surfaces in Maximal Gauged Supergravity
6.1 Overview
Since the first work on obtaining Fermi surfaces [145, 146, 147] in the framework of the
gauge-string duality [1, 148, 149], examples have generally been obtained through the “bottom-up”
approach of writing down an effective Lagrangian in the gravity theory and then determining its
consequences; an investigation of fermion behavior for general dimension, mass and charges was
carried out in [150]. While this method is extremely useful, it is naturally of interest to understand
what analogous phenomena, if any, can be obtained from a known string theory or supergravity
construction. Previous top-down approaches to Fermi surfaces include [151, 152], which studied
fermions realized on probe branes, and [153, 154, 155], which studied the gravitino in the gravity
multiplet of minimal supergravity and found no Fermi surface singularity.
In this chapter, we study spin-1/2 fermions in both four-dimensional and five-dimensional
maximally supersymmetric gauged supergravity and find Fermi surfaces. We proceed through three
steps for each case. First, we recall how one identifies a subset of the fields of the gauged supergravity
into which one can embed an extremal Reissner-Nordstro¨m anti-de Sitter (RNAdS) black hole; this
is nontrivial since turning on a generic gauge field will source unwanted scalars as well. Second, we
isolate particular charged fermions and derive their linearized fluctuation equations. Third, we solve
these equations in the extremal RNAdS background with suitable infalling boundary conditions,
identify a Fermi surface by finding the momentum at which the “source” term vanishes, and obtain
the corresponding scaling exponent at the Fermi momentum.
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In both cases, we find a scaling exponent 0 < νkF < 1/2, which indicates non-Fermi liquid
behavior. A generic exponent in this range leads to excitations whose width Γ is comparable to
their energy ω∗, resulting in no well-defined quasi-particles close to the Fermi surface. In both of
our examples, we find at least some excitations with the width more than ten times smaller than
the energy, for small energies. Thus, though quasi-particles do not become parametrically well
defined at low energies (as is the case in Landau theory), they are fairly well defined.
6.2 Fermi surfaces from four-dimensional supergravity
GaugedN = 8 supergravity in four dimensions [156] has gauge group SO(8), embedded inside
the global symmetry group E7(7); the 70 scalar fields of the theory live in an E7(7)/SU(8) coset.
The maximally supersymmetric vacuum corresponds to the compactification of 11-dimensional
supergravity on AdS4 × S7, and is dual to the strongly coupled d = 3, N = 8 theory living on the
worldvolume of a stack of M2-branes.
To embed a charged black hole in this theory, we restrict to a consistent truncation considered
in [157] which includes the metric, the four Cartan gauge fields Aµij ≡ Aµ[ij] with ij = 12, 34, 56, 78,
and three scalar fields. Within this abelian truncation, a general gauge field configuration acts as
a source for the scalars; however, [157] showed that turning on Aµ12 alone is consistent with the
scalar fields being zero (the constant value attained in the maximally supersymmetric AdS4 vacuum)
everywhere.1 Thus if we take
aµ ≡ Aµ12 , (6.1)
we may build our geometry out of the fields in the effective Lagrangian,
e−1L = −1
2
R− 1
4
fµνf
µν + 6g2 , (6.2)
where fµν ≡ ∂µaν − ∂νaµ and the gauge coupling is related to the AdS4 scale by g = 1/(
√
2L);
note that we use the mostly-minus metric conventions of [156]. The extremal RNAdS solution in
1 For comparison with the D = 5 case, and to understand the dual field theory operators, it is useful to note that
choosing only Aµ12 non-zero is related by an SO(8) triality transformation to a presentation where all four Cartan
gauge fields are turned on equally.
138
D = d + 1 dimensions is
ds2 =
r2
L2
(fdt2 − d)x2)− L
2
r2
dr2
f
, (6.3)
aµdx
µ = µ
(
1−
(r0
r
)d−2)
dt ,
with the horizon function
f = 1 +
d
d− 2
(r0
r
)2d−2 − 2(d− 1)
(d− 2)
(r0
r
)d
, (6.4)
where r0 is the horizon radius f(r0) ≡ 0, and the chemical potential for the d = 3 action (6.2) is
µ =
√
6r0
L
, (6.5)
corresponding in the notation of [150] to gF =
√
2L.
We now consider the spin-1/2 fermions of D = 4, N = 8 gauged supergravity: there are 56
Majorana spinors χijk = χ[ijk] where i, j = 1 . . . 8. The gauging of the supergravity couples the
fermions to the gauge fields via the composite connection, which for vanishing scalars leads to the
gauge covariant derivative2
Dµχijk = ∇µχijk + 3gA mµ [i χjk]m . (6.6)
With our gauge field (6.1) turned on, the 56 fermions divide into three sectors: 6 containing both
the indices 1 and 2, 20 containing neither, and 30 containing just one of them. It is easy to see
that only the last sector is charged under aµ.
The terms in the N = 8 Lagrangian that contribute to the quadratic fermion action are
e−1L1/2 = − 112 χ¯
ijk(γµDµ −←−Dµγµ)χijk (6.7)
−1
2
(
F+µνijS
ij,klO+µνkl + h.c.
)
,
where Sij,kl = δ[ij δ
k]
l when the scalars vanish, and O
+µνij is bilinear in the χijk and the gravitini
ψρi:
O+µνij ≡ −
√
2
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.ijklmnpqχ¯klmσ
µνχnpq (6.8)
−1
2
ψ¯ρkσ
µνγρχijk + (ψ2ρ term) .
2 Usually one must carefully distinguish between SO(8) indices and the indices of the local SU(8) symmetry, but
when the scalars vanish, a description can be found where there is no difference between them.
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Note there are no elementary mass terms for the spin-1/2 fermions. It is easy to see that the
Pauli-type terms in the presence of the gauge field couple the first sector of neutral fermions to
the gravitini and generate an effective mass term for the second neutral sector, but do not affect
the charged spin-1/2 fields. Thus the 15 complex fermions of the form χ ∼ χ1jk + iχ2jk with
j, k = 3, . . . 8 all satisfy the simple Dirac equation,
γµ (∇µ − iqaµ)χ = 0 , (6.9)
with q = g = 1/(
√
2L).; their conjugates have charge −q.
We now consider the solutions to this equation. The near-boundary behavior is controlled
by the (vanishing) mass and is (see for example [158]),
χ+ ∼ Ar−3/2 + Br−5/2 , (6.10)
χ− ∼ Cr−5/2 + Dr−3/2 , (6.11)
where χ± are eigenvectors of γr; A is the source term and D is the response, while B and C are
determined by the other two. The near-horizon behavior is
χ ∼ (r − r0)−1/2±νk , (6.12)
where νk is the scaling exponent [150],
νk =
√
k2L4
6r20
− 1
12
(6.13)
=
1
2
√
3
√
6
(
k
µ q
)2
− 1 ,
which controls the IR behavior of the Green’s function. An “oscillatory region” with imaginary νk
thus exists for |k| < r0/(
√
2L2) = µq/
√
6.
To find a Fermi surface we set ω = 0 and impose regular boundary conditions at the horizon by
choosing the plus in (6.12), and search for values of the spatial momentum k outside the oscillatory
region where the source term A vanishes. This case has in fact been treated by [150], with m = 0
and qgF = 1; the Green’s function is plotted near the Fermi momentum in their figure 4. Also,
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an analytic treatment of this class of fermions was made in [159], in which kF can be determined
through a relation involving hypergeometric functions. Setting L = r0 = 1, we verify that there is
a Fermi surface at kF ≈ 0.9185, or kFµq ≈ 0.5305, at which value the scaling exponent becomes
νkF ≈ 0.2393 . (6.14)
The conjugate fermions with charge −q see the Fermi surface at kF ≈ −0.9185, with the same νkF .
It is argued in [150] that δkF ≡ 12 + νkF is the conformal dimension of the dual operator in
the auxiliary AdS2 theory controlling the IR dynamics, and for νkF < 1/2 this operator represents
a relevant deformation, leading to non-Fermi liquid behavior. For νkF < 1/2 there is no Fermi
velocity; in the notation of [150], the retarded Green’s function near the Fermi surface (that is, for
small ω as well as small k⊥ ≡ k − kF ) takes the form
GR =
h1
k⊥ − h2eiγFω2νkF
. (6.15)
As developed in [150], the real positive constants h1 and h2 encode ultraviolet data, but the phase
eiγF is entirely determined by the behavior of an AdS2 ×R2 Green’s function relating to the near-
horizon behavior of the spinors. Since h2eiγF provides both the leading real and imaginary parts
in the dispersion relation, the width of would-be quasiparticles is generically of the same order as
the excitation energy, making them not well-defined.
It is interesting to note, however, that for some of our excitations the widths are relatively
small. For negative q, we find γF ≈ 0.163. Expressing the fermionic quasinormal frequency lying
closest to the Fermi surface as ωQNM = ω∗ − iΓ, we find for particles (k⊥ > 0):
Γ
ω∗
= tan
γF
2νkF
≈ 1
2.8
, k⊥ > 0 , (6.16)
while for holes (k⊥ < 0),
Γ
ω∗
= tan
γF − pi
2νkF
≈ 1
16.8
, k⊥ < 0 , (6.17)
manifesting a particle-hole asymmetry characteristic of νkF < 1/2 models [150]. We see there are
almost well-defined quasiparticles in the latter case, in the sense that (6.17) indicates a small ratio
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of width to excitation energy. The positive q fermion sees the Fermi surface with particles and
holes exchanged.
The residue Z of the poles goes to zero as
Z ∼ (k⊥)
1
2νkF
−1 ≈ k1.089⊥ , (6.18)
and the dispersion relation goes like
ω∗ ∼ (k⊥)
1
2νkF ≈ k2.089⊥ . (6.19)
6.3 Fermi surfaces from five-dimensional supergravity
We turn now to the case of five dimensions. Five-dimensional N = 8 gauged supergravity
[160] features an SO(6) gauge group and 40 scalars living in the coset E6(6)/USp(8). The max-
imally supersymmetric vacuum corresponds to the compactification of 10-dimensional type IIB
supergravity on AdS5 × S5, and is dual to d = 4, N = 4 super-Yang-Mills theory.
As with the four-dimensional case, we embed an extremal RNAdS black hole by appealing
to a known consistent truncation, in this case the so-called STU model [161], which contains the
three Cartan gauge fields Aµ12, Aµ34 and Aµ56 as well as a pair of scalars. While generic gauge
fields will turn on the scalars, the scalar-free choice is the diagonal
aµ ≡ Aµ12 = Aµ34 = Aµ56 , (6.20)
which provides us with the consistently truncated Lagrangian,
e−1L = −1
4
R− 3
4
fµνf
µν +
3g2
4
, (6.21)
with g = 2/L. The RNAdS solution is again given by (6.3), (6.4) with d = 4 and
µ =
r0√
2L
, (6.22)
matching the notation of [150] with gF = L/
√
3.
We turn now to the Fermi fields. There are 48 spin-1/2 fermions χabc = χ[abc]| where a, b, c =
1 . . . 8 are USp(8) indices and [. . .]| denotes antisymmetrization with the symplectic trace removed.
142
For several reasons, these fields are more involved to deal with than the four-dimensional case. First,
they obey the symplectic Majorana condition, a condition particular to five dimensions relating
one field to the complex conjugate of another via the USp(8) symplectic metric Ωab. Second, the
embedding of SO(6) into USp(8) is less straightforward than the elementary embedding of SO(8)
into SU(8) that occurs in four dimensions, necessitating the introduction of SO(6) gamma matrices
as Clebsch-Gordan coefficients. Third, the fermions have elementary mass terms, as well as Pauli
terms that do not decouple. Evaluating the composite connection and the various tensors living in
the group space, we find the spin-1/2 quadratic action to be
e−1L1/2 = i12 χ¯
abcγµ∇µχabc
+
ig
16
χ¯abcδcdΩdeχabe − ig8 χ¯
abcγµaµΓ˜cdχabd (6.23)
+
i
16
fµν Γ˜ab
(√
2ψ¯cργ
µνγρχabc + χ¯ cda γ
µνχbcd
)
,
where Γ˜ ≡ Γ12 + Γ34 + Γ56 and the ΓIJ ≡ [ΓI ,ΓJ ]/2 are elements of the SO(6) Clifford algebra.
Under the decomposition of USp(8) to SO(6), the 48 fermions organize themselves into
complex symplectic Majorana pairs in the 20 + 4, while the gravitini are in the 4. In terms of
the U(1) ⊂ SO(6) defined by the gauge field aµ (6.20), one can analyze the weight vectors to see
that the 20 contains 3 elements with charge 5/2, 8 elements with charge 3/2 and 9 elements with
charge 1/2, while the 4 contains an element of charge 3/2 and three of charge 1/2. (Here and
below we indicate the charge magnitude, since each symplectic Majorana pair contains excitations
of both signs of the charge.) Thus the three complex fermions with charge 5/2 cannot mix with
the gravitini; it is these that we will study.
We were able to find simultaneous eigenvectors of the kinetic, mass, gauge and Pauli operators
corresponding to these three complex fermions; each obeys the same decoupled Dirac equation,3(
iγµ∇µ ± 5
L
γµaµ ∓ 12L +
i
4
fµνγ
µν
)
χ = 0 , (6.24)
where the lower set of signs is for the conjugate excitation in the symplectic Majorana pair. In
3 One may transform this equation into the mostly-plus metric signature more common in the contemporary
literature with the replacement γµ → −iγµ.
143
solving the conjugate equation one may for convenience switch the sign of the gamma matrices,
effectively flipping the signs of both m and the Pauli term; the conjugate then has the same mass
but opposite signs in both couplings to the gauge field, and is thus equivalent to studying the
original fluctuation in the the background of an oppositely-charged black hole.
Considering solutions to this equation for either sign charge, the near-boundary scaling is
controlled by the mass mL = 1/2 and takes the form,
χ+ ∼ Ar−3/2 + Br−7/2 , (6.25)
χ− ∼ Cr−5/2 log r + Dr−5/2 ,
for spinors χ± that are eigenvectors of γr, where again A is the source and D the response.
Pauli couplings were considered in [162], and generalize the formulas of [150] for the near-
horizon behavior of the solutions by shifting the momentum k → k˜, where in our case
k˜ ≡ k ∓ r0√
2L2
, (6.26)
where the different signs correspond to different eigenvectors of γrγt)k · )γ; each of χ+ and χ−, with
two components each, contains one component with each sign shift.
This leads to near horizon behavior of the form (6.12) with
νk =
1
6
√
3k˜2L4
r20
− 47
4
, (6.27)
=
√
47
12
√√√√150
47
(
k˜
µq
)2
− 1 .
The oscillatory region of imaginary νk thus occurs for |k˜| <
√
47/12(r0/L2) =
√
47/150(µq).
Selecting infalling boundary conditions and again taking L = r0 = 1 for simplicity, we find
Fermi surfaces with
k˜F ≈ ±2.00000 , (6.28)
or k˜F /(µq) ≈ ±0.56569. (Note the values of kF will have opposite signs for different components
due to (6.26).) The precision of this result is suggestive that the k˜F values are ±2 exactly; notice
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that the Fermi surfaces are barely outside the oscillatory region. The corresponding value of νk is
then exactly
νkF =
1
12
. (6.29)
Thus these Fermi surfaces also have νkF < 1/2, meaning again we have a non-Fermi liquid.
Again the retarded Green’s function takes the form (6.15). For negative q we have γF ≈
0.0126, whose small size makes eiγF nearly a real number, and consequently again the fermionic
quasinormal frequency ωQNM = ω∗ − iΓ lying closest to the Fermi surface is nearly real:
Γ
ω∗
= tan 6γF ≈ 113.2 , (6.30)
for both k⊥ > 0 and k⊥ < 0. Again we find there are almost well-defined quasiparticles, in the
sense that (6.30) indicates a small ratio of width to excitation energy. Unlike the four-dimensional
case, we find a symmetry between particles and holes, which can be traced to the rational value of
νkF (6.29). Positive q again sees the same physics with particles and holes exchanged.
Moreover we find an unusual sixth-order dispersion relation,
ω∗ ∝ (k⊥)
1
2νkF = k6⊥ , (6.31)
where the constant of proportionality involves h2, as well as a rapidly vanishing residue,
Z ∼ (k⊥)
1
2νkF
−1
= k5⊥ . (6.32)
6.4 Field theory operators and charge density
All of the calculations so far have been done purely in gauged supergravity, without reference
to the dual gauge theories. Of course, a primary motivation of studying the maximal gauged
supergravities is that they are dual to the best understood field theory duals. In five dimensions,
where the field theory dual is N = 4 super-Yang-Mills theory, the operators dual to the three
charge-5/2 fermion fields are Oj = trλZj for j = 1, 2, 3, where λ is the charge 3/2 gaugino in the
4 of the R-symmetry group SO(6), and Zj = X2j−1 + iX2j where XI are the six adjoint scalars.
Thus the gaugino contributes +3/2 to the total charge of Oj , while the scalars contribute +1.
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A common view (perhaps the prevailing view) in the current literature is that the singularity
in the two-point function of Oj at ω = 0 and k = kF is a signal of a Fermi surface formed by color
singlet bound states of λ and Zj , which we will term mesinos: see for example [163, 164, 165].
An alternative view, suggested in [166], is that the singularity in the two-point function is due to
a Fermi surface formed by adjoint fermions in the field theory—in short, gauginos, or gauginos
dressed in some way by the strong gauge interactions. A Luttinger count of the charge density due
to the charged fermions is
jfermions =
∑
Fermi surfaces
qfgs
∫
|k|<|kF |
d3k
(2pi)3
=
qf
6pi2
(
g+|kF,+|3 + g−|kF,−|3
)
, (6.33)
where qf is the dimensionless charge of the gauge theory fermion involved and gs is a degeneracy
factor indicating the number of distinct fermions participating in the Fermi surface dynamics. In
the second line of (6.33) we have specialized to the case of two Fermi surfaces with degeneracy
factors g+ and g−. In the gaugino interpretation, clearly qf = 3/2, and with L = r0 = 1, the result
(6.28) indicates that |kF,±| = 2 ± 1/
√
2. For the degeneracy factors, the most natural conjecture
is that g+ = g− = N2, which is simply the number of colors at leading order in N . There is no
additional factor of 2 for the spin of the fermions because the gauginos are chiral. Plugging all the
stated values into (6.33), we arrive at
jfermions =
11
2pi2
N2 . (6.34)
This is an interesting result because it is numerically quite close to the total charge of the black
brane. To compute the latter, we refer to [167] and find
jtotal =
9
√
6
4pi2
N2 , (6.35)
with L = r0 = 1 as before. The quantity jtotal in (6.35) is related to the scaled quantities ji of [167]
by jtotal = N2(j1 + j2 + j3). Note also that our r0 is denoted rH in [167]. Comparing (6.34) and
(6.35), we see that
jfermions
jtotal
=
√
242
243
. (6.36)
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See [168, 163, 165] for somewhat different approaches to the Luttinger theorem in holographic
(non-) Fermi liquids.
Taking (6.36) at face value, we should conclude that most of the charge is indeed carried
by the charge +3/2 gauginos. Let us bear in mind, however, that the choice g+ = g− = N2 was
conjectural. More conservatively, we could regard (6.36) as an upper limit on the amount of charge
carried by these gauginos. There are other positively charged particles in the field theory, namely
charge +1/2 gauginos and charge +1 scalars. If (6.36) is correct, one should ask why they carry
such a small fraction of the charge. Possibly the charge +1/2 gauginos do not carry appreciable
charge because there are tree-level interactions that convert pairs of them into charge +1 bosons,
whereas no such interactions exist to convert two charge +3/2 gauginos into charge +3 bosons,
simply because there are no charge +3 bosons.4 But why do the scalars carry so little charge?
This question is particularly sharp in light of the existence of flat directions for the scalars: it seems
like they might naturally suck up all the charge into a Bose condensate.
We venture to suggest the following speculative interpretation. Perhaps the scalars do con-
dense, but only a little; perhaps, as well, they condense in non-flat directions, which after all
outnumber the flat directions by a factor of N . If they condense at all, they must do so in a
manner that preserves the U(1) gauge symmetry, since it is obviously unbroken in the RNAdS5
solution. This is possible in the large N limit, since the N D3-branes can be distributed continu-
ously over a U(1)-invariant configuration—perhaps even an SO(6)-invariant configuration. In fact,
highly symmetric, continuous distributions of D3-branes have been previously derived as limits
of spinning brane solutions [169, 170]. With a scalar condensate present at zero momentum, the
operator Oj = trλZj plausibly has a finite amplitude to create a zero momentum boson Zj and
to put all its momentum into the charge +3/2 gaugino λ. This is just what we need in order to
explain why a Fermi surface for the gauginos would give rise to the singularity we observe in the
two-point function of Oj . Also, the overall O(N2) scaling of the two-point function of Oj is readily
understood in terms of a sum over all possible gaugino colors.
4 We thank D. Huse for suggesting this line of reasoning to us.
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In the AdS4 case, the field theory dual is more complicated than N = 4 super-Yang-Mills
[171, 172, 173, 174], and the overall scaling of Green’s functions is N3/2. In the theory of a single
M2-brane, the operators dual to the charged fermions again have the form Xλ. In the standard
field theory presentation of SO(8), X is a vector and λ is a spinor—let’s say the 8c, where an
odd number of weights are negative. Under the U(1) which is the diagonal sum of all four Cartan
generators, the scalars and the fermions both have charge ±1. With a little care one can see that
15 combinations Xλ have charge +2, another 15 have charge −2, and the rest are neutral. The
15 + 15 charged combinations exactly match the 30 charged components of χijk. While this bit
of group theory indicates that all the fundamental fermions in the M2-brane theory are involved
equally in the Fermi surface revealed by our AdS4 gauged supergravity calculations, we do not
know how to formulate a Luttinger count analogous to (6.33) and (6.34). However, in light of the
recent progress [175, 176] in understanding the partition function of multiple M2-branes, it does
not seem too far-fetched that one could find a field theory account of the same N3/2 scaling in
the Green’s function in which the effective degrees of freedom participating in the Fermi surface
dynamics are colored.
6.5 Discussion
Starting from maximal gauged supergravity, we have found Fermi surfaces for the spin-
1/2 fermionic fluctuations around RNAdS black holes both in four and five dimensions. In four
dimensions, the Fermi momentum is determined by a complicated transcendental equation, while
in five dimensions the Fermi momenta appear to be simple multiples of the chemical potential
leading to simple numbers like the dispersion relation exponent z = 6. Both cases are non-Fermi
liquids but possess almost well-defined quasi-particles, in the sense that the width of low-energy
excitations is more than ten times smaller that the excitation energy. The four-dimensional case
manifests particle-hole asymmetry, while the five-dimensional case is symmetric, again due to the
simple numbers.
In the five-dimensional case, an interpretation of the singularity in the Green’s function as
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due to a Fermi surface of charge +3/2 gauginos in the dual field theory (as opposed to charge
+5/2 color-singlet mesinos) leads to a Luttinger count of the charge carried by fermions that is
surprisingly close to the total charge on the D3-branes. This count, together with the presence of
massless charged scalars and the zero-point entropy of RNAdS black holes, clearly calls for a more
precise field theory understanding. Evidently, the most interesting phenomena are all present in
large N , strongly coupled N = 4 super-Yang-Mills theory at zero temperature; so it may be enough
to study this “simplest” of dual field theories.
Chapter 7
Concluding Comments
The ability to perform calculations in a strongly coupled field theory has been a central theme
in this dissertation. What’s more, the surprising discovery that this can be accomplished by consid-
ering a gravitational theory in a higher dimensional spacetime has encouraged connections between
seemingly disparate physical systems. It is certainly remarkable that important properties of both
interacting electrons at zero temperature and a nebulous partonic goo at very high temperatures
might be revealed by a relatively simple geometric background with a handful of familiar fields
inside.
With the dust now settling on many of the calculations contained in this work, it is interesting
to reflect on the relevance of the results. For example, it is noteworthy if not a bit unfortunate, that
in the years following the exploration of the robustness of sound speed and jet quenching detailed in
chapter 2, the universal quantity η/s still presides as the most useful truly robust result to emerge
from the duality. Evidently, such quantities are few and far between in applied AdS/CFT.
Presently, there is no direct experimental evidence for the location of the second order critical
point addressed at length in chapters 3 and 4. That said, it remains an active area of interest for the
experimental collaborations at the Relativistic Heavy Ion Collider, and accordingly these results
remain relevant. The bulk theory we constructed has shown itself to be a useful proving ground for
explorations of strongly coupled QCD-like gauge theories, as well at methods employed in “real”
QCD. Specifically, numerical challenges associated with studying lattice QCD at finite chemical
potential (the well known “sign problem”) make lattice investigations of the QCD phase diagram
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problematic. In practice, several techniques have been employed to circumvent these issues, one
of which is to Taylor expand thermodynamic quantities such as the pressure about zero chemical
potential. In this approach, the location of the critical point is signaled by the radius of convergence
of the Taylor series. By applying this method to the model developed in this thesis, where the
location of the critical point is exactly known, we have been able to find preliminary evidence that
the Taylor series method of Lattice QCD can predict the location of a critical point fairly well.
More detailed explorations of these lattice techniques, a study of the robustness of the location of
the critical point and its predictions, as well as the role of 1/Nc corrections still await further study.
The condensed matter applications described here have enjoyed mixed success. Computa-
tionally, the geometries dual to rotating non-relativistic conformal field theories were somewhat
unwieldy, and investigating their phenomenology was quite complicated. Nonetheless, some calcu-
lations were performed by subsets of the original author list in [197] and [198]. The embedding of
Fermi surfaces in maximal gauged supergravity, however, has continued to produce interesting sur-
prises. An extension of the results presented in this dissertation to the so-called “two charge” black
hole background of type IIB string theory is currently underway, with preliminary identification
of a Fermi surface complete. This particular black hole is thermodynamically very interesting, as
it allows the dual gauge theory to have the physically desirable trait of vanishing entropy at zero
temperature. Certainly, many interesting questions related to non-Fermi liquidity can now hope to
be answered in a consistent supergravity theory.
Globally, it seems very likely that the computational techniques afforded by gauge/gravity
duality will continue to play an important role in elucidating the surprising secrets of strongly
coupled systems. Despite the fact that the precise duals for QCD or other explicit theories may
never be found, it is nevertheless obvious that the AdS/CFT correspondence is capable of describing
and predicting an incredibly diverse collection of non-trivial phenomena. Whether these predictions
will have the great fortune of coming under experimental scrutiny is an important question that
eagerly awaits an answer.
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Appendix A
Two-charge N = 4 black hole
Along with the one-charge N = 4 black hole solution of section 4.4, another family of black holes
coming from string theory is the so-called two-charge N = 4 solution, which has equal charges for
two U(1) gauge fields inside the SO(6) R-symmetry. Keeping only the diagonal gauge field, this
geometry solves our ansatz with potential and gauge kinetic function,
V (φ) = − 1
L2
(
8e
φ√
6 + 4e−
q
2
3φ
)
, f(φ) = e
q
2
3φ , (A.1)
where the scalar potential matches that for the one-charge case, while the gauge kinetic function
is slightly different. The solution takes the form
A(r) = log
r
L
+
1
3
log
(
1 +
Q2
r2
)
, B(r) = − log r
L
− 2
3
log
(
1 +
Q2
r2
)
, (A.2)
h(r) = 1− µL
2
(r2 + Q2)2
, φ(r) =
√
2
3
log
(
1 +
Q2
r2
)
, Φ(r) =
√
2µQ
r2 + Q2
−
√
2µQ
r2H + Q2
.
This solution again is characterized by a charge Q, a mass parameter µ and the asymptotic AdS
scale L. The solution has a horizon at
rH =
√
L
√
µ−Q2 , (A.3)
For fixed Q and L, the mass parameter µ is bounded below by
µ ≥ µmin ≡ Q
4
L2
, (A.4)
and at µ = µmin we have rH = T = 0; extending µ < µmin results in a naked singularity.
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It is more convenient to trade the parameter µ for rH , which runs over all nonnegative values.
The temperature and chemical potential are
T =
rH
piL2
, Ω =
√
2Q
L2
, (A.5)
giving a one-to-one relationship between the black hole parameters (rH , Q) and the
thermodynamic parameters (T , Ω); a single black hole exists at each point in the phase diagram,
and hence a single phase. The entropy and charge density are
s = 2pirHκ2L3 (Q
2 + r2H) =
N2c T
4 (2pi
2T 2 + Ω2) , (A.6)
ρ =
√
2
κ2L3Q(Q
2 + r2H) =
N2cΩ
8pi2 (2pi
2T 2 + Ω2) ,
which can be obtained as derivatives of the pressure
p =
N2c
32pi2
(2pi2T 2 + Ω2)2 . (A.7)
The U(1) susceptibility is
χ ≡
(
∂ρ
∂Ω
)
T
=
N2c
8pi2
(2pi2T 2 + 3Ω2) , (A.8)
and it along with other derivatives of s and ρ such as as the specific heat are everywhere
well-behaved; this example has no phase transitions.
We can consider the conductivity and related diffusion coefficient for this model. Proceeding
analogously to the one-charge case, we find the ω = 0 solutions
a(r) = C1
r2
Q2 + r2
+ C2 a2(r) , (A.9)
where, as for the one-charge case, a2(r) is a more complicated expression including log(r − rH).
Matching to the near-horizon solution
a(r) = (r − rH)α , (A.10)
with the exponent α imposing infalling boundary conditions given as 4.29
α = − iωL
2
4rH
, (A.11)
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Figure A.1: The conductivity over temperature and diffusion times temperature for the two-charge
black hole with Ω = 1.
we determine C1 and C2 and solve for the conductivity 4.44. For small ω we find the result
σ(ω) =
iQ2
ωκ2L
+
r3HL
2κ2(Q2 + r2H)
+O(ω) . (A.12)
It is straightforward to convert this to dependence on the thermodynamic quantities T , Ω, and
one finds
σ
T
=
N2c
4pi2
(
iΩ˜2
2ω˜
+
pi3
2pi2 + Ω˜2
+O(ω)
)
, (A.13)
where again Ω˜ = Ω/T , ω˜ = ω/T . As in the one-charge case we find a 1/ω pole in the imaginary
part, indicating a delta function in the real part, and the remaining zero-frequency conductivity
λ =
N2c piT
3
4(2pi2T 2 + Ω2)
=
N2c piT
4(2pi2 + Ω˜2)
, (A.14)
which using the susceptibility A.8 gives the diffusion constant
D =
1
2piT
(
1
1 + 2Ω˜2/pi2 + 3Ω˜4/4pi4
)
. (A.15)
We plot λ/TN2c and DT in figure A.1.
Appendix B
Details of NRCFT Duals
B.1 Coordinates on S3 and S5
In our examples, we employ a Hopf parameterization of the coordinates on the compact S5 and,
in the cases built on global AdS, the S3. The metrics may be elegantly expressed in terms of the
left-invariant one-forms of SU(2),
σ1 =
1
2
(cosψdθ + sinψ sin θdφ) , σ2 =
1
2
(sinψdθ − cosψ sin θdφ) , σ3 = 12(dψ + cos θdφ) . (B.1)
The hopf-fibration S1 → S3 → P1 enjoys the round metric,
ds2S3 = σ
2
1 + σ
2
2 + σ
2
3 = ds
2
P1 + (η
(3))2 , (B.2)
where the metric on P1 is
ds2P1 = σ
2
1 + σ
2
2 =
1
4
(
dθ2 + sin2 θdφ2
)
, (B.3)
and the Hopf fiber is
η(3) ≡ σ3 = 12(dψ + cos θdφ) , (B.4)
with Hopf coordinate ψ; thus the metric may be written
ds2S3 =
1
4
[
dθ2 + sin2 θdφ2 + (dψ + cos θdφ)2
]
. (B.5)
Meanwhile the Hopf-fibration S1 → S5 → P2 has the metric
ds2S5 = ds
2
P2 + (η
(5))2 , (B.6)
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where the metric on P2 is
ds2P2 = dµ
2 + sin2µ
(
σ21 + σ
2
2 + cos
2µσ23
)
, (B.7)
and the Hopf fiber η(5) is
η(5) ≡ dχ+A ≡ dχ+ sin2µσ3 , (B.8)
where the Hopf coordinate is χ.
In the literature on five-dimensional black holes in global AdS, the S3 is typically written in
Boyer-Lindquist coordinates θB, ψB, φB rather than the Hopf coordinates θ, ψ, φ given above.
These are related by
θ = 2θB ψ = ψB + φB φ = ψB − φB , (B.9)
which leads to the BL metric on S3,
ds2S3 = dθ
2
B + sin
2 θBdφ
2
B + cos
2 θBdψ
2
B .
B.2 T-duality conventions
We can express the T-duality rules as follows. Let y be the isometry direction along which
T-duality is taken and xα the remaining coordinates. Any 10D string metric, B-field and RR
fields with a y isometry can be written as
ds2 = gyy(dy + g(y))2 + Gαβ dxαdxβ , (B.10)
B2 =
(
dy +
1
2
g(y)
)
∧B(y) + 12Bαβ dx
α ∧ dxβ , (B.11)
Fp = (dy + g(y)) ∧ Fp(y) + Fp( (y) , (B.12)
where the one-forms g(y) and B(y) capture the off-diagonal terms between y and the other
directions:
g(y) ≡ gyαgyy dx
α , B(y) ≡ Byαdxα , (B.13)
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and Fp(y) and Fp( (y) are (p− 1)- and p-forms polarized along the xα directions, respectively.
T-duality along the y-direction gives a result that may also be written in the form of
(B.10)-(B.12),
ds2
′ = g′yy(dy + g
′
(y))
2 + Gαβ dxαdxβ , (B.14)
B′2 =
(
dy +
1
2
g′(y)
)
∧B′(y) +
1
2
Bαβ dxα ∧ dxβ , (B.15)
F ′p = (dy + g
′
(y)) ∧ F ′p(y) + F ′p( (y) , (B.16)
with
g′yy ≡
1
gyy
, g′(y) ≡ −B(y) , B′(y) ≡ −g(y) , e2Φ
′
=
e2Φ
gyy
, (B.17)
F ′p(y) = F(p−1)( (y) , F
′
p( (y) = F(p+1)(y) . (B.18)
Note that Gαβ and Bαβ are invariant.
B.3 Dimensional reduction
B.3.1 Hodge dual conventions
We use conventions for the Hodge dual where, acting on a noncoordinate basis θˆa,
∗(θˆa1 ∧ . . . ∧ θˆap) = 1
(D − p)!.
a1...ap
ap+1...aD θˆ
ap+1 ∧ . . . ∧ θˆaD , (B.19)
which implies
Fp ∧ ∗Fp = 1
p!
Fa1a2...apF
a1a2...ap vol , (B.20)
with vol the D-dimensional volume form.
For a 10D metric of the Kaluza-Klein form (5.21), we can split the 10D Hodge star into Hodge
stars acting on the 5D ds25(M), the 4D ds2(X), and the 1D e2V (η(5) + Aq)2 parts. Conventionally
ordering forms as 5D, then 1D, then 4D parts, we find
∗10 = (−1)δ ∗5 ∗1∗4 , (B.21)
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where δ = 1 if the form being acted on has (even, odd, even) or (odd, even, odd) numbers of
indices in the (5D, 1D, 4D) parts, and δ = 0 otherwise, i.e. δ = n5n4 + n1(1 + n5 + n4).
We then have the useful expressions
∗51 ≡ volM , ∗11 = eV (η(5) + Aq) , ∗41 = 18dA ∧ dA , ∗4dA = dA , (B.22)
where J ≡ dA/2 is the Ka¨hler form on X, implying
∗101 = eV volM ∧ η(5) ∧ 18dA ∧ dA . (B.23)
The volume form on Y is then (∗11)(∗41) with V = Aq = 0:
vol(Y ) =
∫
η(5) ∧ 1
8
dA ∧ dA . (B.24)
B.3.2 Non-coordinate basis
We would like to determine the effective five-dimensional action for which the fields of Section
(2.3) provide solutions. To do so, it is useful to write the pre- and post-Melvinized 5D metrics in
a non-coordinate basis, in which the map simplifies even further. Reexpress the original metric
(5.22) as the t-ξ version of (5.48),
ds25(M) = Gttetet + Gξξ
(
eξ +
Gtξ
Gξξ
et
)2
+ Gmndxmdxn , (B.25)
Gtt ≡
GttGξξ −G2tξ
Gξξ
, Gξξ ≡ Gξξ , (B.26)
so we can define non-coordinate basis 1-forms,
θˆt ≡
√
Gttet , θˆξ ≡
√Gξξ(eξ + GtξGξξ et
)
. (B.27)
One may then show that Gtt is unchanged by Melvinization due to the cancelation of 1/K and the
new term, generalizing (5.38), so that θˆt is fixed. Meanwhile θˆξ changes only by an overall factor
of K−1/2. Thus the entire Melvin map boils down to the transformation
θˆξ → (θˆξ)′ ≡ 1
K1/2
θˆξ =
1√
1 + Gξξ
θˆξ . (B.28)
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One can also see that AM is a 1-form proportional to (θˆξ)′:
AM = −
√
G′ξξ(θˆ
ξ)′ . (B.29)
This presentation allows us to understand the relationship between the 5D Hodge duals ∗5 and
∗′5. When acting on a form that contains θˆξ, they differ by eV :
eV ∗′5 (. . . ∧ θˆξ ∧ . . .) = ∗5(. . . ∧ θˆξ ∧ . . .) , (B.30)
while the converse is true when acting on a form that does not contain θˆξ:
e−V ∗′5 (. . .∧ . θˆξ ∧ . . .) = ∗5(. . .∧ . θˆξ ∧ . . .) . (B.31)
These relations are useful in understanding the presentation of the tensor F 05 (5.24) after
Melvinization. This object is not changed, but it contains the pre-Melvin Hodge star ∗5, and it is
useful for the dimensional reduction we are about to carry out to write it in terms of the
post-Melvin metric. We can easily see
volM ≡ ∗5(1) = e−V ∗′5 (1) = e−V volM ′ , (B.32)
since the Hodge stars act on a 0-form. The ∗5Fq term is not so simple, since in general Fq
contains both terms with and without θˆξ. However, we can use the fact that while F 05 is self-dual
with respect to the unMelvinized 10D metric, only F5 ≡ F 05 + B′2 ∧ F ′3 is self-dual with respect to
the Melvin metric; one can think of the additional B′2 ∧F ′3 term as being what is needed to ensure
the tensor is still self-dual after the metric changes. Given that
B′2 ∧ F ′3 = f ∧AM ∧ (η + Aq) ∧ dA , (B.33)
we must have that ∗5Fq becomes in the new metric,
∗5Fq = e−V ∗′5 (Fq − 2f ∧AM ) , (B.34)
and the five-forms can be written,
F 05 = −4e−V volM ′ +
1
2
(η + Aq) ∧ dA ∧ dA (B.35)
+
1
2
e−V ∗′5 (Fq − 2f ∧AM ) ∧ dA−
1
2
Fq ∧ (η + Aq) ∧ dA ,
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and
F ′5 = −4e−V volM ′ +
1
2
(η + Aq) ∧ dA ∧ dA (B.36)
+
1
2
∗′5 (Fq − 2f ∧AM ) ∧ dA−
1
2
(Fq − 2f ∧AM ) ∧ (η + Aq) ∧ dA .
The Bianchi identity dF ′5 = H ′3 ∧ F ′3 implies
de−V ∗′5 (Fq − 2f ∧AM ) = Fq ∧ Fq , (B.37)
consistent with (5.25) and (B.34).
B.3.3 Reduction of IIB action
The IIB action in string frame with C0 = 0 is
2κ210S =
∫ [
(∗1)e−2Φ
(
R + 4(∂Φ)2
)
− 1
2
e−2ΦH3 ∧ ∗H3 − 12F3 ∧ ∗F3 (B.38)
−1
4
F5 ∧ ∗F5 − 12C4 ∧H3 ∧ F3
]
.
Here F5 ≡ dC4 − C2 ∧H3 is the gauge-invariant field strength. As usual the IIB action gives the
correct equations of motion, but F5 = ∗F5 must be imposed only after deriving the equations.
Using the expressions (5.29) and (5.30) for F3 and H3 and dropping primes for convenience, we
find
∗F3 = eV ∗5 df ∧ (η(5) + Aq) ∧ dA+ eV ∗5 df2 ∧ (η(5) + Aq) ∧ 18dA ∧ dA , (B.39)
∗H3 = −e−V ∗5 FM ∧ 18dA ∧ dA− e
V ∗5 AM ∧ (η(5) + Aq) ∧ dA (B.40)
−eV ∗5 (AM ∧ Fq) ∧ (η(5) + Aq) ∧ 18dA ∧ dA ,
The Ricci scalar is
R = R(5) − 2∂µV ∂µV − 2∇2V + 24− 4e2V − 14e
2V (Fq)µν(Fq)µν . (B.41)
Using integration by parts and the fact that d(B2 ∧ C2) ∧B2 ∧ F3 = 12d(B2 ∧B2 ∧ C2 ∧ F3) is a
total derivative, the Chern-Simons term can be reexpressed as,
−1
2
∫
C4 ∧H3 ∧ F3 → 12
∫
F 05 ∧B2 ∧ F3 , (B.42)
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Using the above relations, and the ansatz (5.27)-(5.31) and (B.35) and (B.36) for the RR 5-form,
we perform the dimensional reduction leading to (5.40). Because of the subtlety arising from the
self-duality of the RR 5-form, the coefficients were checked using the mode decomposition of the
F3 and H3 equations of motion.
