In this paper we consider the asymptotic behaviour of randomly perturbed discrete dynamical systems. We treat this problem by examining the evolution of the corresponding sequences of distributions. We show that an average contractive property is sufficient to ensure the weak convergence of the sequence of distributions to a unique stationary measure. 0 1989 Academic press, hc.
INTRODUCTION
The study of stable, periodic, and chaotic dynamical systems has seen an explosive growth over the past 2 decades. Further, as a consequence of the recognition that all systems are subject to noise, there have been recent attempts to understand the role of noise in altering the behaviour of the unperturbed system. Many discrete and continuous time systems with stochastic perturbations have been examined both analytically and numerically. As these systems may often be viewed as special cases of Markov processes, there is extensive applied literature concerning their stability properties [12] . Some of these stability results are couched in the language of classical Liapunov-type stability arguments [ 111.
The effects of continuously distributed stochastic perturbations clearly depend on the properties of the unperturbed system. Thus, the results of [8, 93 indicate that addition of noise to dynamical systems with highly irregular trajectories (Axiom A systems) will not result in an alteration of the statistical behaviour of the system since the invariant measure changes continuously with the noise level. However, in other cases [4, 51 the addition of noise results in evident changes in the dynamical behaviour of trajectories and may make the dynamics more regular by creating absolutely continuous invariant measures. Finally, the addition of noise to discrete time systems without statistical properties in the unperturbed state may lead either to a type of statistical periodicity or to statistical stability [13, 141. A general answer to the question of how trajectories behave in the presence of perturbation appears to be quite diflicult and involves the use of sophisticated topological methods in the definition of attracting sets r151.
This paper considers the effect of very general types of random perturbations of discrete time dynamical systems. For example, both the additive and parametric perturbations considered in [6, 7] are covered by the situation we treat. We make a mild assumption concerning an average contractive property for the system, and it is not necessary that the random perturbation have a density. Due to the possible lack of continuity of the values of the perturbation, the problem is most appropriately framed within the context of the evolution of measures or distributions. The problem is formulated precisely in Section 2.
The main difficulty in examining the stability properties of this system is related to the fact that the stationary distribution is not known a priori. Hence, the delicate monotonicity-type arguments employed in [3, lo] are not helpful. In Section 3, using a statistical-type contraction argument close to the methods of weak boundedness [ll] , it is proved that with perturbation the sequence of distributions is weakly convergent to a unique distribution independent of the initial distribution. Thus, we find that stochastic perturbations can induce interesting statictical properties in systems whose unperturbed dynamics have no statistical qualities.
Since these perturbed systems have a contracting property on the average they could, for example, result from the perturbation of a globally asymptotically stable system. However, they may equally well arise from the seemingly unrelated situation in which, at each time step, one randomly applies one of a set of transformations, some of which are not necessarily stable. Thus, the results of this paper are immediate generalizations of work on the reconstruction of fractal sets using iterated function systems [ 1, 21. We explore this connection in Section 4, showing that the unique limiting fractal set to which iterated function systems converge is identical to the support of the unique limiting distribution considered in Section 3.
FORMULATION OF THE PROBLEM
Consider a stochastically perturbed discrete time dynamical system of the form X n + 1= S(xm 5,)
for n = 0, 1, . . . .
where S is a given deterministic transformation defined on a subset A x V of Rd x R' with values in A, and the 5, are independent i-dimensional random vectors with values in V. The initial value x0 is a d-dimensional random vector. In our study of the behaviour of (1) we make the following assumptions :
(i) For every fixed y E V the function S(x, y) is continuous in x and for every fixed x E A it is measurable in y. The set A c Rd is closed and Vc R' is Bore1 measurable.
(ii) The random vectors co, <,, . . . are independent and have the same distribution;
i.e. for X,ZEA, xZ.2 (2) and HIW, 4n)12)w42+P~
for xEA,
where E denotes the mathematical expectation and a and /I are nonnegative constants with c1 c 1. The symbol 1.1 denotes an arbitrary norm in Rd which is not necessarily Euclidean.
We always assume that the initial random vector x,, is independent of the sequence { <,}. Remark 1. Observe that in the case of A bounded, inequality (3) is automatically satisfied with CI = 0 and & = sup{ 1x1: x E A}. Moreover from (ii) it follows that if (2) and/or (3) hold for some integer n then they are also true for every n. Prob( <, = 0) = p, Prob(<,=l)=l-p, (6) or that the l, are Poisson random variables 5, = (0, 1, 2, . . . } where
However, we need not be restricted to a situation where the 5, have only discrete values and we could equally well, for example, assume that the t,! have a gamma distribution.
EXAMPLE 2. A two-dimensional analog of (4) is easily constructed, viz.,
x:+,=x:/(1 +x;+x;,+r;
where A is now the first quadrant of the plane R*.
Our goal is the study of the asymptotic behaviour of the sequence ix"). Since the [. are random, the behaviour of x, is uncertain even with a specified x0. Thus, we adopt the strategy of studying the sequence of distributions P,(B) = probtx, E B), where B is a Bore1 subset of A. The first step in this process is to find a recurrence relation that will give P n+l in terms of p,,. The operator P maps the space M(A) of all probabilistic measures (distributions) on A into itself. Thus, for a given initial measure pco, the sequence {P"p,,} describes the evolution of measures corresponding to the dynamical system (1). Alternately, using the terminology of Foias, we could say that { P",u,} is the statistical solution of (1) corresponding to the initial distribution ,u,,. In Section 3 we prove that, under the conditions stated, the sequence of distributions (9) is weakly convergent to a unique distribution that is the fixed point of the operator P defined by (10).
The utility of examining the evolution of the distributions is immediately apparent when one wishes to calculate averages of some particular quantity. For example, let C(A) be the space of all continuous functions, and let SE C(A) and an initial measure /.L,, be given. Further, define m,(f) by m,(S) = s, f(x) P"(dX).
(11)
By our previous comments, where U: C(A) --t C(A) is the operator adjoint to P. Thus, in order to calculate m,(S) we need an expression for U. From (lo), and thus
is the kth-order moment after n iterations.
THE UNIQUE CONVERGENCE OF MEASURES
We now turn to our main results, first noting that by use of the expression for the adjoint operator U given in (13) we may rewrite Eq. (10) in the form &(f) = ,u( U(J)), or for genera1 n, n4.f) = k4Wf)). we may write an explicit expression for Eq. (14) namely
or, introducing Y = (y,, . . . . y, -,) and @,, = cp x .'l. x cp, we have
V"
Now denote by 6, the measure supported at the point x, that is for XEB for x$B.
If the initial point X~E A in (1) is fixed (nonrandom), then the sequence of random vectors {x,} corresponding to (1) is given by x, = She, to, . ..1 r, I) (16) and P" 6, is the distribution of the x,. Our first observation concerning the behaviour of the system described by Eq. (1) is the following: Thus, for every X, 2 E A the sequence of functions u,(X, 2) is convergent. Our goal is to prove that the limiting function to which the u, converge is identically equal to zero.
Suppose that the limiting function is not zero, and assume that for some fixed X, TEA C= lim 24,(X, Z)>O.
"-32
Now, in order to use (2) and (20) Fixing q and r such that (6q/L) -I-r < (a/2) and using (22) we conclude that
Since we have IS,(X, Y)-S,(Z, Y)l <2q in the set V&, from the last inequality it follows that Qi,( V:,) > o/4q. From this and (23) we finally obtain u, + ,(X, R) d U"(X, 2) -s for large n, where 6 = ra(1 -w,,)/4q is a strictly positive number independent of n. This implies the convergence of u,(X, k) + --00 as n -+ cc which is impossible. Thus we must have (r = 0 and the proof is completed.
Remark 2. Applying the classical Dini theorem to the decreasing sequence {u,,] we conclude that the convergence in (17) is uniform on compact subsets of AZ. Further, using inequality (3) it is easy to prove that (17) holds for every two initial random vectors X, ,G independent of {r, } and having finite second order moments. However, we will not use this fact in what follows.
To describe the behaviour of P"p precisely we require two definitions. 
Proof
The existence of a stationary measure p* may be proved in a standard fashion. Choose a measure S,,E M(A) and define p,(f) = Lim P" S,(f) = Lim 6,( Ulf) for fc C,(A), (24) where Lim denotes a Banach limit. Clearly p,(f) is a linear functional on C,(A) and thus, by the Riesz representation theorem, represents a nonnegative measure. We are going to show that p* is normalized. In fact, from (18) and the Chebyshev inequality it follows that the measures fl, = P" 6, satisfy Using the continuity of U"f we can find points X = x(n) and k = 2(n) in A0 such that
Now, using (15) and denoting the Lipschitz constant for f by L we obtain
where the u, are defined by formula (19). Since {u,} converges to zero uniformly on Ai, from (25), (26), and (27) it follows that {Z'"p,,(f)} converges to p*(f) for every Lipschitzean f E C,(A). Finally, since the set of Lipschitzean functions is dense in C,(A) this implies that {P"~,,} converges weakly to P*, and the proof is completed.
In the proof of Theorem 2, the use of inequality (2) is evident. However, we would like to stress the role of inequality (3) in our considerations. First, observe that the existence of a stationary density depends solely on (3), since we have not used inequality (2) in the existence part of the proof. Moreover, the following example shows that (2) without (3) does not imply the convergence of CL, = P"pO to a stationary density. 
where the <, are equally distributed independent random variables such that 5, d 0 with probability one, and S: R + R is a C' function satisfying
(for example, S(x)= (3x/4)+(,/=)/4). It is clear that the condition IS'(x)l < 1 implies (2). On the other hand, from (29) it follows that S-"(c) converges to + cc for every c E R. Thus we have P,,((c, co)) = prob(x, > c) < prob(S"(x,) > c)
for every c E R which demonstrates that there is no limiting distribution for the sequence {u,,}. Finally, we simply note that from the proof of Theorem 2 it is easy to show that inequality (3) may be replaced by a weaker requirement, namely
where p> 1, Odrx< 1, /3>0 are constants.
RELATION TO ITERATED FUNCTION SYSTEMS
In this section we consider the relation between the results of Section 4 and those of Barnsley and his co-workers [ 1, 2] on the limiting properties of iterated function systems. In the situations considered in [ 1, 21, all results were obtained for systems on an arbitrary compact metric space. To compare our results with those from iterated function systems, we assume that the Barnsley system is defined on a subset A of Rd but we do not find it necessary to assume that A is compact. The problem that has been examined in the behaviour of iterated function systems is related to the asymptotic behaviour of w"(B). As shown in [2] , this asymptotic behaviour is closely related to a stochastic process which can be roughly described as follows. Fix a probability vector PI, ...I pN with pi> 0 and C pi= 1. Choose x,,EA and successively define the sequence {x,,} by choosing xn + 16 {w1(xA ...? w.<x,,> for n = 0, 1, . . .
in such a way that x, + 1 = wi(x,) with probability pi. We can easily reformulate the iterated function system of [ 1, 2] within the framework of this paper. Assume that V is the set of all sequences (0, . ..) 1, ***, 0) where 1 is in the ith place, i= 1, . . . . IV. Further, consider a sequence of independent random vectors { <,} with values in V such that 
gives the required sequence of random variables. Given a measure p E M(A) we will denote its support by supp p. . It is obvious that in this particular example the set (0) is the most appropriate limiting set. In fact, all but one of the sequences {x"} described by (33) and (34) have the form with corresponding probabilities 2 -'. The unique sequence x, = x0 appears with probability zero.
The critical fact in this example leading to the lack of correspondence between the limiting set B, and the support of the measure ~1~ is the dependence of B, = (0) u B on the choice of the initial set B. The contrary situation is covered by the following. PROPOSITION 
with a constant A < 1, where A is a compact set. Thus, in a situation where the contractive property (40) holds then the assumptions of Proposition 1 are always satisfied. That this is the case may be easily seen by noting that, first, the inequality (40) implies, according to [l, 21, that the limit of B, of (38), always exists and is independent of the initial B. Secondly, for the transformation S defined by (35) we always have which is a much stronger condition than (2) which is assumed in the statement and proof of Theorem 2. Finally, one must simply recall that, by Remark 1, (3) is automatically satisfied for compact sets. Iterated function systems have many potential applications, and many examples may be found in [ 1, 23 . In closing we would like to add one further example which is quite unexpected. 
