We present a novel system for vision based anomaly detection in real-time environments. Our system uses an event-based vision sensor consisting of asynchronously operating pixels that is inspired by the human retina. Each pixel reports events of illumination changes, are processed in a purely event-based tracker that pursues edges of events in the input stream. The tracker estimates are used to determine whether the input events originate from anomalous or regular data. We distinguish between the two cases with a Growing Neural Gas (GNG), which is modified to suite our event-based processing pipeline. While learning of the GNG is supervised and performed offline, the detection is carried out online. We evaluate our system by inspection of fast-spinning cogwheels. Our system achieves faster than real-time speed on commodity hardware and generalizes well to other cases. The results of this paper can be applied both to technical implementations where high speed but little processing power is required, and for further investigations into event-based algorithms.
Introduction
Detecting anomalies in visual data is a common task in computer vision. For instance, detecting malformed objects in a production line is usually automated using a dedicated inspection setup. However, most of the scenarios involve static images at a low frame rate or only slowly moving targets. This leaves enough time to process the visual input data before the next frame arrives.
Solving anomaly detection tasks in real-time environments with quickly moving objects is more intricate, though. Usually, huge amounts of data need to be acquired by expensive high-speed equipment and subsequently processed by significant amounts of processing hardware. This is not only expensive in terms of the equipment which needs to be acquired, but also with respect to maintenance, running, and power consumption costs. In addition, the size of the required cameras and especially of the processing pipeline usually constrains such systems to a permanent location. These restrictions prohibit the use of anomaly detection systems in small environments or when mobility is required.
We present a new approach to visual anomaly detection for real-time environments using a neurobiologically inspired event-based vision sensor. Such a sensor emits small packets of information (events) on a per pixel basis. Each event carries only little information about the perceived environment but allows for a more efficient design of algorithms [7] . In addition, the small size of the sensor and limited amount of processing power which is required allows the utilization in constrained environments.
The remainder of this paper is outlined as follows: first we will give a coarse description of the whole system. Then we will detail each of the different modules and the computations which are performed. Finally we evaluate our system, given the task to detect malformed cog-wheels, e.g. cog-wheels with completely missing or broken cogs, while the wheel is spinning at a very high speed.
Event-Based Anomaly Detection
We propose a novel system which uses an event-based Dynamic Vision Sensor (eDVS, [4] ) for real-time visual anomaly detection. The system is made of different building blocks which are depicted in Figure 1 . Input data from the eDVS will be presented to a tracking unit which identifies unique edges in the input data. The tracker unit will give rise to a feature vector which is forwarded to a Growing Neural Gas (GNG, [5, 6] ). Using the GNG which was previously trained on normal data, we are able able to discern whether the feature vector presents an anomaly or not. Each of these blocks will be described separately in the following sections.
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Event-Based Vision
The eDVS provides single pixel events e m , e m+1 , · · · ∈ P for an array of 128×128 asynchronously operating pixels. P = [0, 127] 2 denotes the range of possible pixel locations. Each pixel measures illumination changes and emits an event as soon as an individual threshold is reached. Thus, the sensor transmits a stream of events which forms a sparse representation of changes in the environment. High transfer rates allow event rates of multiple 100K events to be transmitted per second. Due to a per-pixel bias, the sensor reaches a dynamic range of over 120dB. Besides its location, each event discloses polarity information and a time stamp. Figure 2 shows a picture of an eDVS as well as a visualization of event data of a waving hand.
