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IntroduiónAs euaións difereniais representan un dos máis fortes elementos de onexión entre amatemátia e a vida real. O emprego desta ferramenta matemátia á hora de modelar múltiplesproesos da mediina, enxeñería, físia ou bioloxía é un feito lásio e ada vez máis estendidonas últimas déadas. Por este motivo, paree máis que xustiado que os matemátios adiquenesforzos ao estudo das euaións difereniais, tanto desde o punto de vista ualitativo (dinámi-a), omo estratexias de resoluión, así omo resultados máis abstratos referentes á existenia eloalizaión de soluións. É neste último punto onde engarza a memoria que presentamos a on-tinuaión. Máis onretamente, o noso obxetivo prinipal neste traballo será presentar novosresultados de existenia e loalizaión de soluións para ertos tipos de euaións difereniaisfunionais on argumentos desviados.Unha euaión diferenial on argumento desviado é aquela na que a derivada da soluióndepende non só do estado presente da funión inógnita, senón tamén de estados pasados oufuturos. O exemplo máis oñeido deste tipo de dependenias é o das euaións on atraso, daforma
x′(t) = f(t, x(t), x(t− τ)), t ∈ I = [t0, t0 + L], (1)onde τ > 0 é un valor xado. Obsérvese que para ter un problema ben plantexado debemosengadir á euaión (1) non só unha ondiión iniial puntual, senón que debemos indiar al é ovalor da soluión en todo o intervalo [t0 − τ, t0]. Isto é o que se denomina funión de arranque.Permitir este tipo de dependenias é de gran utilidade á hora de mellorar modelos matemátiosda vida real, tal e omo nos leva demostrado a experienia prátia. Se por exemplo onsideramosun modelo de reemento poboaional e substituímos a ondiión lásia a taxa de reementodepende do número de individuos no instante atual por a taxa de reemento depende donúmero de individuos en idade de prorear, isto é, dos nados hai τ unidades de tempo estamosinluíndo unha ondiión de atraso que, de feito, é moito máis dedigna o omportamento real.Ao igual que falamos de dependenia da soluión dos valores pasados, podemos falar taménde dependenia dos valores futuros, isto é, onsiderar euaións da forma
x′(t) = f(t, x(t), x(t+ τ)), t ∈ [t0, t0 + L], (2)on τ > 0 xado. Euaións do tipo (2) reiben o nome de euaións on adianto e, maliaque a súa apliabilidade non é tan lara oma no aso das euaións on atraso, é erto que
iv Introduiónas euaións on adianto teñen utilidade prátia. Por poñer algún exemplo, en [16℄ os autoresestudan unha euaión que modela a onduión de impulsos nerviosos entre neuronas e queombina adiantos e atrasos; en problemas de ontrol óptimo on atraso, a euaión de Eulerque determina a soluión óptima involura a miúdo sistemas de euaións on adianto [71℄;tamén, en ertos problemas de estatístia apareen euaións on adianto e on atraso [59℄. Dexeito análogo ao que oorría no aso anterior, para ter un problema ben plantexado debemosproporionar omo dato o omportamento da soluión no intervalo [t0 + L, t0 + L+ τ ].Euaións máis xerais que as anteriores son aquelas que inlúen desvíos que, no anto deser onstantes, son funións dependentes do tempo τ(t) ou, inluso, dependentes da inógnita
τ(t, x), o al se oñee omo desvíos dependentes do estado.As euaións difereniais on argumentos desviados están sendo intensamente estudadasatualmente, e podemos itar artigos moi reentes omo [24, 33, 55, 59, 75℄. Neste traballodarémoslle atenión espeial á situaión xeral na al os desvíos dependen da inógnita, o al éinteresante desde o punto de vista da teoría e das apliaións. Este tipo de problemas taménleva reibido moita atenión nos últimos anos, e podemos itar artigos omo [22, 43, 79, 80, 85℄.Tamén suxerimos o survey de Hartung et al. [39℄ e as referenias que alí se itan para aquelesletores interesados en modelos matemátios que usan desvíos dependentes da inógnita, asíomo para o estudo da teoría ualitativa básia deste tipo de problemas. Un exemplo de modeloque se desribe alí é o seguinte.Exemplo. Consideremos un móbil que se despraza sobre unha liña horizontal na al hai unobstáulo. O móbil regula a súa posiión respeto do obstáulo emitindo un sinal que será re-etido por este último. Denotamos por x(t) a posiión do móbil no instante t (t ∈ R), −ω < 0é a posiión na que se loaliza o obstáulo e 0 onsidérase a posiión límite que pode aadaro móbil (isto é, permaneer a unha distania maior que ω do obstáulo). A diultade para oontrol radia en que o sinal toma un determinado tempo en regresar do obstáulo, e duranteeste tempo o móbil permanee en movemento. Co n de modelar este feito, onsideramos que osinal se despraza a unha veloidade c > 0 e que pasan s(t) unidades de tempo entre que o móbilemite o sinal no instante t e reibe o seu reexo:




s.Agora, en funión da distania omputada d − ω, o móbil axusta a súa veloidade en móduloe sentido, un tempo de reaión r > 0 que asumimos onstante. Este meanismo desríbeseentón mediante a euaión diferenial
x′(t) = v(d(t− r) − ω),




s(t− r) − ω
)
,on
cs(t) = |x(t− s(t)) + ω| + |x(t) + ω|,onde c, ω, r > 0 e v satisfae a ondiión de feedbak negativo menionada anteriormente.A presente memoria está organizada do seguinte xeito: no primeiro apítulo inluímos di-versas ferramentas e ténias matemátias previas que preisaremos para o desenvolvementodo noso traballo orixinal. No segundo apítulo proporiónase un novo resultado de existeniade soluións extremais entre sub e sobresoluións para problemas de valor iniial de primeiraorde, e faise unha estensión deste resultado a diversos problemas funionais. O tereiro e uartoapítulos onstitúen a parte máis importante desta memoria, na que se estudan en profundi-dade diversos problemas difereniais on argumentos desviados: no apítulo 3 traballarase onproblemas de primeira orde e no apítulo 4, problemas de segunda orde.
vi Introduión
Capítulo 1PreliminaresComezamos a nosa memoria, tal e omo adiantabamos na súa introduión, inluíndo al-gunhas ferramentas matemátias que preisaremos no desenvolvemento dos apítulos seguintes.Estes preliminares inlúen noións básias sobre análise de funións reais (propiedades dasfunións absolutamente ontinuas e medibilidade superposiional), resultados de punto xo ealgunhas noións sobre análise multivaluada, inlusións difereniais e teoría da viabilidade.1.1. Análise de funións reais de variable real1.1.1. Variaión limitada e ontinuidade absolutaNesta epígrafe faremos unha reompilaión breve de resultados básios relativos a funiónsde variaión limitada e funións absolutamente ontinuas, uxas probas poden atoparse en [45℄ e[62℄. A motivaión prinipal para inluír estes resultados nesta memoria está en que as soluiónsdos problemas difereniais que nos plantexaremos serán, en esenia, funións absolutamente on-tinuas para problemas de primeira orde e funións on derivada absolutamente ontinua paraproblemas de segunda orde.Comezamos introduindo a deniión estendida de derivada, debida a Dini.Deniión 1.1.1. Sexan f : Dom(f) ⊂ R −→ R e t0 ∈ Dom(f). Defínense as derivadas deDini de f en t0 do seguinte xeito (e en anto os límites orrespondentes teñan sentido):1. Derivada inferior pola dereita de f en t0:
D+f(t0) = ĺım inf
h→0+
f(t0 + h) − f(t0)
h
;2. Derivada superior pola dereita de f en t0:
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D+f(t0) = ĺım sup
h→0+
f(t0 + h) − f(t0)
h
;3. Derivada inferior pola esquerda de f en t0:
D−f(t0) = ĺım inf
h→0−
f(t0 + h) − f(t0)
h
;4. Derivada superior pola esquerda de f en t0:
D−f(t0) = ĺım sup
h→0−
f(t0 + h) − f(t0)
h
.É laro a partir da deniión anterior que as derivadas de Dini de f en t0 existen sempre se,por exemplo, t0 é un punto interior ao dominio de f , podendo ser os seus valores ±∞. Ademais,úmprense as desigualdades
D+f(t0) ≤ D+f(t0) e D−f(t0) ≤ D−f(t0).Se
D+f(t0) = D
+f(t0) ∈ R,entón este valor omún é a derivada lateral dereita de f no punto t0, que se denota por f ′+(t0)e oinide oa deniión usual. Analogamente, se
D−f(t0) = D
−f(t0) ∈ R,entón este valor omún é a derivada lateral esquerda de f no punto t0, denotada por f ′−(t0). Seas dúas derivadas laterais existen e o seu valor oinide entón diimos que f é derivable en t0 eesribimos f ′(t0) = f ′−(t0) = f ′+(t0).Presentamos a ontinuaión algunhas noións relativas a funións de variaión limitada efunións absolutamente ontinuas.Deniión 1.1.2. Sexan a, b ∈ R, a < b, f : I = [a, b] −→ R e P = {t0, t1, ..., tn} unhapartiión do intervalo I. Denimos a variaión de f relativa a P omo
V (P, f) =
n∑
k=1
|f(tk) − f(tk−1)| ∈ [0,+∞),e a variaión total de f en I omo
V ba (f) = sup{V (P, f) : P partiión de I} ∈ [0,+∞].Se V ba (f) <∞ dise que f é unha funión de variaión limitada en I, e denótase f ∈ BV (I).
1.1 Análise de funións reais de variable real 3Por exemplo, toda funión monótona é de variaión limitada, pois se tomamos unha partiiónarbitraria P = {t0, t1, ..., tn} de I e f é monótona en I, entón
V (P, f) = máx{f(b) − f(a), f(a) − f(b)} <∞.Sexa I = [a, b] un intervalo ompato. As propiedades máis salientables das funións devariaión limitada son as seguintes:Proposiión 1.1.3. Se f ∈ BV (I), entón f é derivable en ase todo punto (.t.p.) de I eademais f ′ ∈ L1(I).Proposiión 1.1.4. Se f é derivable en I e f ′ está limitada, entón f ∈ BV (I).Proposiión 1.1.5. Se f ∈ L1(I) entón a funión
t ∈ I 7−→
∫ t
a
f(s) ds (1.1)é de variaión limitada en I e, en onseuenia, é derivable en ase todo punto.Deniión 1.1.6. Unha funión f : I = [a, b] −→ R dise que é absolutamente ontinua en Ise para ada ε > 0 existe δ > 0 de tal xeito que se {(ak, bk)}nk=1 é unha familia de subintervalosde I que son disxuntos dous a dous e tal que
n∑
k=1
(bk − ak) < δ,entón
n∑
k=1
|f(bk) − f(ak)| < ε.Denotaremos por AC(I) o onxunto de funións absolutamente ontinuas en I.As propiedades máis salientables das funións absolutamente ontinuas en I = [a, b] son asseguintes.Proposiión 1.1.7. Se f ∈ AC(I) entón f é uniformemente ontinua en I.Proposiión 1.1.8. Se f ∈ AC(I) entón f ∈ BV (I). En onseuenia, existe f ′ en .t.p. de Ie ademais f ′ ∈ L1(I).Sen embargo, a importania das funións absolutamente ontinuas no estudo das euaiónsdifereniais radia en que satisfaen a seguinte araterizaión.Teorema 1.1.9. (Teorema fundamental do álulo) Unha funión f : I = [a, b] −→ Ré absolutamente ontinua en I se e só se existe f ′(t) en ase todo punto t ∈ I, f ′ ∈ L1(I) eademais
f(t) = f(a) +
∫ t
a
f ′(s)ds para todo t ∈ I. (1.2)




máx{0, tn − 1}
2n
para t ∈ [0, 1), f(1) = 1,onde t = 0, t1 t2 ... tn ... é a representaión en base 3 de t, isto é, tn ∈ {0, 1, 2} para todo n ∈ N,sen que exista ningún N ∈ N de tal xeito que tn = 2 para n ≥ N . Esta funión é de variaiónlimitada e ontinua en I e satisfae que f ′(t) = 0 en ase todo punto de I, polo que
f(1) = 1 6= f(0) +
∫ 1
0
f ′(t) dt.Observaión 1.1.10. O Teorema 1.1.9 permítenos debilitar a noión de soluión dunha euaióndiferenial e dá pé á apariión dos métodos variaionais. Así por exemplo, dado o problema devalor iniial
x′(t) = f(t, x(t)), t ∈ I = [0, 1], x(0) = x0, (1.3)no anto de busar unha funión x ∈ C1(I) que umpla (1.3) podemos busar unha funión
x ∈ AC(I) que satisfaga a euaión integral equivalente
x′(t) = x0 +
∫ t
0











.Deniión 1.1.12. Diremos que f : I = [a, b] −→ Rn é de variaión limitada en I, e de-notaremos f ∈ BV (I,Rn), se ada funión ompoñente é de variaión limitada en I, isto é,
fi ∈ BV (I) para i = 1, ... , n.Deniión 1.1.13. Diremos que f : I = [a, b] −→ Rn é absolutamente ontinua en I, eesribiremos f ∈ AC(I,Rn), se ada funión ompoñente é absolutamente ontinua en I, istoé, fi ∈ AC(I) para i = 1, ... , n.Teorema 1.1.14. (Teorema fundamental do álulo) Unha funión f : I = [a, b] −→ Rn éabsolutamente ontinua en I se e só se existe f ′(t) = (f ′1(t), ... , f ′n(t)) en ase todo punto t ∈ I,
f ′ ∈ L1(I,Rn) e ademais se satisfae a igualdade
f(t) = f(a) +
∫ t
a
f ′(s)ds para todo t ∈ I = [a, b].







, se t > x ou t = x ∈ S,
0, se t < x ou t = x 6∈ S.Obsérvese agora que para γ(t) = t, t ∈ [0, 1], temos f(t, γ(t)) = 1
2
se t ∈ S e f(t, γ(t)) = 0 se
t 6∈ S, polo que f(·, γ(·)) non é medible.Aínda que todos os resultados desta seión están enuniados para o aso unidimensional,estes seguen sendo válidos en alquera dimensión nita. Para un estudo máis profundo do ope-rador de superposiión F reomendamos a monografía [2℄.No que segue, I será un intervalo ompato de R.Deniión 1.1.16. Unha funión f : I × R −→ R dise que é superposiionalmente medible sea omposiión
t ∈ I 7−→ f(t, γ(t))é medible para toda funión medible γ : I −→ R.Deniión 1.1.17. Unha funión f : I ×R −→ R dise que é unha funión de Carathéodory se
f(·, x) é medible para todo x ∈ R e f(t, ·) é ontinua para ase todo t ∈ I.Lema 1.1.18. (Teorema de omposiión medible [12℄) Se f : I×R −→ R é unha funiónde Carathéodory entón f é superposiionalmente medible.Á vista do resultado anterior, o letor podería preguntarse se as funións de Carathéodoryresponden totalmente á uestión da omposiión medible. É doado ver que a resposta, desafor-tunadamente, é negativa. En efeto, se {fn}∞n=1 : I × R −→ R é unha suesión de funións
6 Preliminaressuperposiionalmente medibles que onverxe a f para ase todo t ∈ I e todo x ∈ R, entón[2, Lema 1.4℄ f é superposiionalmente medible; sen embargo, o límite puntual de funións deCarathéodory pode non ser unha funión de Carathéodory, xa que, en xeral, o límite puntualde funións ontinuas non é ontinuo.Outra lase importante de funións que satisfaen a propiedade de medibilidade superposi-ional son as funións estándar ou, tamén, de Shragin.Deniión 1.1.19. Unha funión f : I×R −→ R dise que é unha funión de Shragin se existeun subonxunto D0 ⊂ I de medida nula e de tal xeito que para todo boreliano B o onxunto
f−1(B)\(D0×R) é (L⊗B)−medible, onde L é a σ−álxebra de Lebesgue en I e B é a σ−álxebrade Borel en R.Unha propiedade interesante é que o límite puntual de funións de Shragin pertene a estamesma lase, o al implia que non toda Shragin é Carathéodory, aínda que o ontido reíproosi que é erto [2, Teorema 1.1.1℄. A diultade de traballar oas funións de Shragin radia enque a súa deniión non é moi manexable na prátia, polo que ómpre dispor de riterios demedibilidade superposiional alternativos. Por este motivo, nalizamos esta seión presentandoalgúns resultados que poden ser de utilidade á hora de apliar os resultados desta memoria, eque non preisan que a funión sexa Carathéodory.Proposiión 1.1.20. [20, Proposiión 3.2℄ Sexa f : I ×R −→ R unha funión que satisfaeas seguintes ondiións:
(1) f(·, q) é medible para todo q ∈ Q;









≤ f(t, x),ou ben para ase todo t ∈ I e todo x ∈ R tense









(3) Existen apliaións jn : In ⊂ I −→ R, n ∈ N, de tal xeito que para ase todo t ∈ I oonxunto de puntos de disontinuidade de f(t, ·) é exatamente
⋃
n : t∈In
{jn(t)}.Ademais, as apliaións jn e f(·, jn(·)) son medibles para todo n ∈ N.
1.1 Análise de funións reais de variable real 7Entón a funión t ∈ I 7−→ f(t, x(t)) é medible para toda x ∈ C(I).O resultado anterior só garante a medibilidade de omposiións on funións ontinuas, poloque non é propiamente un resultado de omposiión medible. Se queremos probar un resultadode medibilidade de omposiións on funións medibles debemos reforzar as ondiións sobreontinuidade lateral.Proposiión 1.1.21. Sexan f : I × R −→ R e γ : I −→ R funións tales que
(1) γ é medible e para ada q ∈ Q a apliaión t ∈ I 7−→ f(t, q) é medible;
(2) O onxunto {t ∈ I : f(t, ·) é ontinua pola esquerda en γ(t)} é medible;











, k = 1, 2, ... , 2n,
En,2n+1 = γ




αnkχEn,k ,onde αn0 = −n e αnk = −n + 2−n+1n(k − 1) para k = 1, 2, ... , 2n + 1. Obsérvese que Sn(t) ∈ Qpara todo t ∈ I e todo n ∈ N.Para ada t ∈ I existe nt ∈ N tal que −n < γ(t) < n para todo n ∈ N, n ≥ nt; así pois,para ada n ∈ N, n ≥ nt, existe k ∈ {1, 2, ... , 2n} tal que t ∈ En,k e, polo tanto,
0 ≤ γ(t) − Sn(t) < 2−n+1n.En onseuenia, {Sn}∞n=1 onverxe puntualmente a γ en I pola esquerda. De xeito análogoonstruímos outra suesión {Rn}∞n=1 de funións simples medibles e on valores raionais queonverxe a γ en I pola dereita.Denimos agora os onxuntos
A = {t ∈ I : f(t, ·) é ontinua pola esquerda en γ(t)}, B = I\A,
8 Preliminarese onstruímos a suesión {Tn}∞n=1, onde para ada n ∈ N é Tn = SnχA +RnχB .Posto que Tn é simple, medible e toma soamente valores raionais, a hipótese (1) garanteque a omposiión t ∈ I 7−→ f(t, Tn(t)) é medible para todo n ∈ N. Agora, se t ∈ A entón tenseque
f(t, γ(t)) = ĺım
n→∞
f(t, Sn(t)) = ĺım
n→∞
f(t, Tn(t)),e para ase todo t ∈ B tense
f(t, γ(t)) = ĺım
n→∞
f(t, Rn(t)) = ĺım
n→∞
f(t, Tn(t)).En onseuenia, en ase todo punto t ∈ I a apliaión t ∈ I 7−→ f(t, γ(t)) é límite de funiónsmedibles e, polo tanto, medible.Observaión 1.1.22. O resultado anterior é válido tamén para funións medibles γ : I −→ R,on R = [−∞,+∞], que sexan nitas en ase todo punto.1.2. Teoría de puntos xosA teoría de puntos xos xoga un papel moi importante no estudo das euaións difereniaisordinarias. Un dos métodos máis empregados á hora de probar resultados de existenia e/ouuniidade de soluión para problemas on euaións difereniais onsiste en transformar o prob-lema orixinal nun problema de punto xo, isto é, atopar nun determinado espazo funional unelemento x satifaendo x = Tx para un operador axeitado T . Así por exemplo, a búsqueda desoluión para o problema de valor iniial
x′(t) = f(t, x(t)), t ∈ I = [t0, t0 + L], x(t0) = x0,pode transformarse na búsqueda dun punto xo para o operador T : C(I) −→ C(I) que levaada funión ontinua x na funión Tx denida omo
Tx(t) = x0 +
∫ t
t0
f(s, x(s)) ds para todo t ∈ I.Posto que os resultados de existenia e uniidade de soluión que se presentan neste traballoestán baseados en teoremas de punto xo, ómpre reompilar algunha informaión oñeida so-bre este tema, tanto por ompletitude do traballo omo por onvenienias ténias posteriores.Tamén se inlúe algunha ontribuión orixinal, omo é o Teorema 1.2.23 de existenia de puntosxos aoplados extremais para operadores multivaluados.1.2.1. Resultados de puntos xos para operadores ontinuosComezaremos esta seión inluíndo dous resultados fundamentais de existenia e uniidadede puntos xos para operadores denidos en espazos de Banah. O primeiro deles é o oñeidoTeorema de Shauder, que é moi utilizado á hora de demostrar resultados de existenia paraeuaións difereniais ontinuas.
1.2 Teoría de puntos xos 9Deniión 1.2.1. Sexan X un espazo de Banah e M un subonxunto non baleiro de X.Un operador T : M −→ X dise que é ompletamente ontinuo se satisfae as seguintes dúasondiións:
(i) T é ontinuo.
(ii) Se D ⊂M é limitado entón T (D) é relativamente ompato en X.Teorema 1.2.2. [84, Teorema 2.A℄ (Teorema de Shauder) Sexa M un subonxuntopehado, limitado, onvexo e non baleiro dun espazo de Banah. Se T : M −→M é un operadorompletamente ontinuo entón o onxunto de puntos xos de T é ompato e non baleiro.Un enuniado equivalente para este resultado é o seguinte.Teorema 1.2.3. Sexa M un subonxunto ompato, onvexo e non baleiro dun espazo de Ba-nah. Se T : M −→ M é un operador ontinuo entón o onxunto de puntos xos de T éompato e non baleiro.Unha ontribuión interesante que permite deduir a existenia de puntos xos extremaispara operadores nas ondiións do Teorema 1.2.2 foi feita por Cid en [17℄, e será tamén útilpara nós nesta memoria. Está baseada na idea dos onxuntos dirixidos.Deniión 1.2.4. Un subonxunto Y dun onxunto parialmente ordenado X dise que é dirixidosuperiormente se para ada par de elementos y1, y2 ∈ Y existe y3 ∈ Y de tal xeito que y1 ≤ y3e y2 ≤ y3. Do mesmo xeito, dise que Y é dirixido inferiormente se para ada par y1, y2 ∈ Yexiste y3 ∈ Y de tal que y3 ≤ y1 e y3 ≤ y2.Teorema 1.2.5. [17, Teorema 2.1℄ Sexan M un subonxunto limitado, pehado, onvexo enon baleiro dun espazo normado ordenado X e T : M −→ M un operador ompletamenteontinuo. Entón o onxunto de puntos xos de T ,
P = {x ∈M : Tx = x},é ompato e non baleiro. Ademais, T ten un punto xo máximo (respetivamente, mínimo) en
M se e só se P é dirixido superiormente (respetivamente, inferiormente).Outro resultado lásio que inluímos nesta epígrafe é o Teorema da Apliaión Contrativade Banah, que garante a existenia e uniidade de puntos xos para un operador ontrativo.Este resultado é amplamente utilizado na literatura á hora de probar resultados de uniidadede soluión para euaións difereniais ordinarias baixo hipóteses de tipo lipshitziano.Deniión 1.2.6. Sexa X un espazo de Banah eM ⊂ X un subonxunto pehado. Un operador
T : M −→ X dise ontrativo se existe λ ∈ [0, 1) de tal xeito que
‖Tx− Ty‖ ≤ λ‖x− y‖para todo x, y ∈M .Teorema 1.2.7. (Teorema do punto xo de Banah) Sexan X un espazo de Banah e
M ⊂ X un subonxunto pehado. Se T : M −→ M é un operador ontrativo entón T ten unúnio punto xo en M .
10 Preliminares1.2.2. Resultados de puntos xos para operadores monótonosNesta epígrafe reollemos algúns resultados de punto xo para operadores denidos en es-pazos parialmente ordenados. A meirande parte deles están extraídos da monografía [42℄.Dados un onxunto parialmente ordenado X e dous elementos a, b ∈ X, defínense osintervalos
[a) = {x ∈ X : a ≤ x},
(a] = {x ∈ X : x ≤ a},
[a, b] = {x ∈ X : a ≤ x ≤ b}.Deniión 1.2.8. Dados un onxunto parialmente ordenado X e un subonxunto Y ⊂ X,denimos o supremo de Y en X omo
supY = mı́n{x ∈ X : x ≥ y para todo y ∈ Y },sempre que o mínimo anterior exista. De xeito análogo, defínese o ínmo de Y omo
ı́nf Y = máx{x ∈ X : x ≤ y para todo y ∈ Y },sempre que o máximo anterior exista.Deniión 1.2.9. Un onxunto parialmente ordenado X dise que é un retíulo se para adadous elementos x1, x2 ∈ X existen sup{x1, x2} e ı́nf{x1, x2} en X. Un retíulo X dise ompletose ada subonxunto non baleiro de X posúe supremo e ínmo.Deniión 1.2.10. Sexa X un onxunto parialmente ordenado. Dise que G : X −→ X é unoperador reente se x, y ∈ X, x ≤ y, implia Gx ≤ Gy. Pola ontra, G dise dereente se arelaión x ≤ y implia Gx ≥ Gy.O resultado máis oñeido de puntos xos para operadores monótonos é o Teorema de Tarski,que reollemos a ontinuaión.Teorema 1.2.11. [78, Teorema 1℄ Sexa G : X −→ X un operador reente nun retíuloompleto X. Entón G ten un punto xo mínimo, x∗, e outro máximo, x∗, que ademais satisfaen
x∗ = mı́n{x ∈ X : Gx ≤ x}, x∗ = máx{x ∈ X : x ≤ Gx}.Os puntos xos máximo e mínimo que proporiona o teorema anterior reiben o nome xenéri-o de puntos xos extremais de G.Ao longo desta memoria traballaremos ase que sempre sobre espazos de funións dotadosdunha erta métria. Se denimos unha relaión de orde parial nestes espazos onvén pediralgunha ompatibilidade entre esta relaión e a métria. Con este n introduimos a seguintedeniión.
1.2 Teoría de puntos xos 11Deniión 1.2.12. Un espazo métrio X dise que é un espazo métrio ordenado se posúe unharelaión de orde parial ≤ de tal xeito que para todo a ∈ X os onxuntos [a) e (a] son pehados.Os seguintes resultados xogan un papel esenial á hora de probar a existenia de soluiónsextremais para euaións difereniais ordinarias.Lema 1.2.13. [42, Proposiión 1.2.2℄ Sexa P = [a, b] un intervalo nun espazo topolóxioordenado X. Unha apliaión G : P −→ P ten puntos xos extremais en P se G é reente ese satisfae algunha das seguintes hipóteses:a) G(P ) é relativamente ompato en P .b) {Gxn}∞n=0 onverxe en P para toda suesión reente {xn}∞n=0 ⊂ P , onde G(P ) é metri-zable ou as súas adeas son separables.Lema 1.2.14. [42, Teorema 1.2.2℄ Sexa Y un subonxunto dun espazo métrio ordenado X,
[a, b] un intervalo non baleiro en Y e G : [a, b] −→ [a, b] un operador reente. Se {Gxn}∞n=1onverxe en Y sempre que {xn}∞n=1 é unha suesión monótona en [a, b], entón o operador G tenun punto xo máximo, x∗, e outro mínimo, x∗, que ademais satisfaen as araterizaións
x∗ = mı́n{x : Gx ≤ x}, x∗ = máx{x : x ≤ Gx}. (1.5)Se no lema anterior o espazo Y é o espazo das funións absolutamente ontinuas entónpodemos enuniar un resultado máis espeío para este aso partiular.Lema 1.2.15. [42, Teorema 1.4.7℄ Sexan I ⊂ R un intervalo pehado non baleiro e [α, β] unintervalo funional non baleiro en AC(I). Supoñamos que G : [α, β] −→ [α, β] é un operadorreente e que existe v ∈ AC(I) de tal xeito que
|Gx(s) −Gx(t)| ≤ |v(s) − v(t)| para x ∈ [α, β], s, t ∈ I.En tal aso, o operador G ten puntos xos máximo, x∗, e mínimo, x∗, que ademais satisfaen(1.5).Unha onseuenia inmediata do lema anterior é o seguinte.Lema 1.2.16. [42, Proposiión 1.4.4℄ Sexan I ⊂ R un intervalo pehado non baleiro e [α, β]un intervalo funional non baleiro en AC(I). Supoñamos que G : [α, β] −→ [α, β] é un operadorreente e que existe γ ∈ L1(I, [0,+∞)) de tal xeito que
|(Gx)′(t)| ≤ γ(t) para todo x ∈ [α, β] e ase todo t ∈ I.En tal aso, G ten puntos xos máximo, x∗, e mínimo, x∗, que ademais satisfaen (1.5).
12 Preliminares1.2.3. Resultados de puntos xos aopladosA ontinuaión inluímos algúns oneptos e resultados referentes a puntos xos aopladospara operadores denidos nun espazo produto. Polo que nós sabemos, a noión de puntos xosaoplados retroede ata Jane Moore [63℄ e o estado atual da teoría de puntos xos aopla-dos para operadores monótonos mixtos débelle moitos resultados a Guo e Laksmikantham,omezando por [36℄ e [37℄. Á hora de traballar on euaións difereniais, estes oneptos es-tarán intimamente relaionados oas uasisoluións aopladas.No que segue, P será sempre un subonxunto dun espazo métrio ordenado.Deniión 1.2.17. Dado un operador A : P × P −→ P , dise que v,w ∈ P son puntos xosaoplados de A se
v = A(v,w) e w = A(w, v).Dous puntos xos aoplados v∗, w∗ ∈ P dise que son os extremais se v∗ ≤ v e w ≤ w∗ para todopar de puntos xos aoplados v,w ∈ P .Deniión 1.2.18. Un operador A : P × P −→ P dise limitado se existen v,w ∈ P tales que
v ≤ A(v,w) ≤ w para todo (v,w) ∈ P × P .Deniión 1.2.19. Un operador A : P × P −→ P dise monótono mixto se para ada x ∈ P ooperador A(·, x) é reente e o operador A(x, ·) é dereente.Deniión 1.2.20. Diremos que A : P × P −→ P satisfae a propiedade de onverxeniamonótona mixta se {A(vj , wj)}∞j=1 onverxe ando {vj}∞j=1 e {wj}∞j=1 son suesións en P , unhareente e a outra dereente.Proposiión 1.2.21. [42, Teorema 1.2.4℄ Sexa A : P × P −→ P un operador limitado emonótono mixto que satisfae a propiedade de onverxenia monótona mixta. En tal aso, ooperador A ten puntos xos aoplados extremais.Presentamos a ontinuaión unha ontribuión orixinal á teoría de puntos xos aopladospara operadores multivaluados que, omo veremos no Capítulo 3, ten apliaións interesantesno ámbito das euaións difereniais.O que segue está publiado en [30℄.Deniión 1.2.22. Sexa A : P ×P −→ 2P \∅ un operador multivaluado. Diremos que v,w ∈ Pson puntos xos aoplados de A se
v ∈ A(v,w) e w ∈ A(w, v). (1.6)Diremos que v∗, w∗ ∈ P son puntos xos aoplados extremais de A se v∗, w∗ satisfaen (1.6) eademais
[v,w ∈ P satisfaen (1.6)] ⇒ [v∗ ≤ v e w ≤ w∗]. (1.7)
1.2 Teoría de puntos xos 13Obsérvese que se v∗, w∗ ∈ P son puntos xos aoplados extremais de A, entón a ondiión(1.7) implia en partiular que v∗ ≤ w∗.Teorema 1.2.23. [30, Teorema 2.1℄ Sexan X un espazo métrio ordenado, Y un subon-xunto non baleiro de X, [α, β] un intervalo pehado non dexenerado de Y e onsideremos unhaapliaión multivaluada A : [α, β] × [α, β] −→ 2[α,β]\∅. Supoñamos que para ada v,w ∈ [α, β]están ben denidos os operadores univaluados
A−(v,w) = mı́nA(v,w) e A+(v,w) = máxA(v,w) (1.8)e que estes operadores A± son monótonos mixtos e satisfaen a propiedade de onverxeniamonótona mixta. En tal aso, o operador multivaluado A ten puntos xos aoplados extremaisen [α, β].Proba. No espazo métrio produto X × X onsideramos a relaión de orde  denida doseguinte xeito: dados dous pares (v,w), (v,w) ∈ X ×X, esribiremos (v,w)  (v,w) se v ≤ v e
w ≥ w.Sexan a = (α, β), b = (β, α) e onsideremos o intervalo
[a, b] = {(v,w) ∈ Y × Y : a  (v,w)  b}.Contruímos o operador G : [a, b] −→ [a, b] que asoia ada par (v,w) on
G(v,w) = (A−(v,w), A+(w, v)),e veremos que así denido o operador G satisfae as ondiións do Lema 1.2.14.En efeto, sexan (γ1, γ2), (γ1, γ2) ∈ [a, b] on (γ1, γ2)  (γ1, γ2). En virtude da monotoníamixta dos operadores univaluados A± tense que
A−(γ1, γ2) ≤ A−(γ1, γ2)e
A+(γ2, γ1) ≥ A+(γ2, γ1),polo que G(γ1, γ2)  G(γ1, γ2) e, en onseuenia, o operador G é reente en [a, b].Por outra banda, sexa {(vj , wj)}∞j=1 unha suesión monótona en [a, b], o al signia queou ben vj ≤ vj+1 e wj ≥ wj+1 para ada j ∈ N, ou ben vj ≥ vj+1 e wj ≤ wj+1 paraada j ∈ N. Polo tanto, en virtude da monotonía mixta dos operadores A±, obtemos queas suesións {A−(vj , wj)}∞j=1 e {A+(wj , vj)}∞j=1 son monótonas e, ademais, unha delas é re-ente e a outra dereente. Polo tanto, {G(vj , wj)}∞j=1 é unha suesión monótona en [a, b].Por último, a propiedade de onverxenia monótona mixta garante que ámbalas dúas sue-sións {A−(vj , wj)}∞j=1 e {A+(wj , vj)}∞j=1 teñen límite en [α, β] e, en onseuenia, tamén o ten
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{(v,w) : G(v,w)  (v,w)}. (1.9)Agora, pola deniión de G e por ser (v∗, w∗) punto xo deste operador temos que
(v∗, w
∗) = (A−(v∗, w
∗), A+(w
∗, v∗)),e, en partiular, v∗ ∈ A(v∗, w∗) e w∗ ∈ A(w∗, v∗), polo que v∗ e w∗ son puntos xos aopladosde A en [α, β].Sexan agora v,w ∈ [α, β] tales que v,w son puntos xos aoplados de A. En partiular tenseque A−(v,w) ≤ v e A+(w, v) ≥ w, polo que G(v,w)  (v,w) e en virtude de (1.9) obtenseque (v∗, w∗)  (v,w), isto é, v∗ ≤ v e w ≥ w∗, polo que v∗, w∗ son os puntos xos aopladosextremais de A en [α, β].1.3. Inlusións difereniais e teoría da viabilidadeNesta seión reollemos algunhas noións aera de análise multivaluada e inlusións di-fereniais que serán empregadas na Seión 2.1 para probar novos resultados de existenia desoluións extremais para problemas de valor iniial de primeira orde.Unha inlusión diferenial de primeira orde é un problema da forma
x′(t) ∈ F (t, x(t)), t ∈ I = [t0, t0 + L], (1.10)onde F : I ×Rn −→ 2Rn\∅ é unha apliaión multivaluada. Diremos que x ∈ AC(I,Rn) é unhasoluión da inlusión (1.10) se x satisfae (1.10), onde a ondiión sobre a derivada enténdeseen ase todo punto, e AC(I,Rn) é o onxunto das funións absolutamente ontinuas de I en
Rn.Obsérvese que unha euaión diferenial do tipo
x′(t) = f(t, x(t)), t ∈ I, (1.11)pode ser onsiderado omo un aso partiular de (1.10), onde para ada t ∈ I tomamos
F (t, x(t)) = {f(t, x(t))}. Por outra banda, se {f(t, x(t))} ⊂ F (t, x(t)), entón unha soluiónde (1.11) é tamén unha soluión de (1.10).Estas onsideraións suxiren un proeso de `ir da euaión á inlusión e regresar', de xeitoque busquemos ondiións que garantan que unha soluión da inlusión diferenial (1.10) étamén unha soluión da euaión diferenial (1.11). Para onseguir este propósito preisaremosunhas pequenas noións de teoría da viabilidade.
1.3 Inlusións difereniais e teoría da viabilidade 151.3.1. Caso autónomoAínda que o noso prinipal interés está no estudo de problemas on dependenia espaiale temporal, omezaremos onsiderando o problema autónomo, o n de expliar paso a pasoómo se obteñen os resultados para os asos máis xerais.Deniión 1.3.1. Sexa K un subonxunto pehado non baleiro de Rn. Diremos que unha tra-xetoria (asoiada a algún problema diferenial) t ∈ [t0, t0 + L) 7−→ x(t) ∈ Rn é viable para Kse x(t) ∈ K para todo t ∈ I.Observaión 1.3.2. Se K é omo na deniión previa e un erto problema diferenial estádenido sobre K, entón fálase simplemente de traxetorias viables, sobreentendendo que sonviables para K.Deniión 1.3.3. Sexa K un subonxunto pehado de Rn. Denimos unha semidistania dKen Rn por medio da fórmula
dK(x) = ı́nf{d(x, y) : y ∈ K},onde d é a distania eulidiana usual.O seguinte resultado, debido a Nagumo, supuxo un dos grandes alieres sobre os ales seasenta toda a teoría da viabilidade.Teorema 1.3.4. (Nagumo, 1942) Sexan K un subonxunto pehado non baleiro de Rn e





= 0 para todo x ∈ K. (1.12)Á vista do resultado preedente, paree natural denir o seguinte obxeto.Deniión 1.3.5. Sexa K un subonxunto pehado non baleiro de Rn. Para ada x ∈ K, oonxunto
TK(x) :=
{





}reibe o nome de ono ontinxente de Bouligand de K no punto x.Observaión 1.3.6. Á vista da deniión anterior é laro que para alquera subonxunto peha-do K de Rn e alquera x ∈ K resulta TK(x) 6= ∅, pois −→0 ∈ TK(x). Ademais, tamén é laro quese v ∈ TK(x) entón λv ∈ TK(x) para alquera λ ≥ 0, de aí o nome de ono.
16 PreliminaresA deniión do ono ontinxente de Bouligand é ertamente difíil de manexar. Por tal mo-tivo, imos deternos un pouo en intentar omprender en qué onsiste exatamente este obxetoe obtelo nalgún aso partiular. Se observamos a Deniión 1.3.5, o que se dene omo onoontinxente de Bouligand é un onxunto de direións nas ales existe, en erto sentido, unhaderivada direional, pois substituímos a distania eulidiana pola orrespondente dK . En ertomodo, o ono de Bouligand xeneraliza o onepto de espazo tanxente, pois se K é unha varie-dade mergullada en Rn, entón TK(x) é o espazo tanxente a K en x. Neste aso, a ondiión(1.12) dinos que f debe ser un ampo de vetores (tanxentes) sobre K.Proposiión 1.3.7. [4, Proposiión 4.1.2℄ Sexan K un subonxunto non baleiro de Rn e
x ∈ Rn. Entón v ∈ TK(x) se e só se existen dúas suesións, {hk}∞k=1 ⊂ R e {uk}∞k=1 ⊂ Rn, detal xeito quei) ĺım
k→∞
uk = v, ii) ĺım
k→∞
hk = 0, e iii) x+ hkuk ∈ K para todo k ∈ N.Obsérvese que se x ∈ K é un punto illado, entón TK(x) = {−→0 }.Na seguinte proposiión dáse unha ondiión neesaria e suiente para que un determinadoonxunto de direións pertenza ao ono ontinxente de Bouligand. Nela onrétase a relaiónintuitiva que dabamos antes entre ono ontinxente e espazo tanxente.Proposiión 1.3.8. Sexan K un subonxunto pehado de Rn, x ∈ K e v ∈ Rn. As seguintesondiións son equivalentes:
(i) v ∈ TK(x).
(ii) Existen J ⊂ [0, 1), on 0 ∈ J ∩ J ′, e unha urva γ : J −→ Rn difereniable en 0 de talxeito que γ(J) ⊂ K, γ(0) = x e γ′(0) = v.Proba.
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= γ′(0) = v.En virtude da Proposiión 1.3.7, v ∈ TK(x).Vexamos agora un exemplo de obtenión do ono ontinxente de Bouligand.Exemplo 1.3.9. Consideremos en R2 o grafo da funión valor absoluto, isto é,
K = {(x, |x|) : x ∈ R}.Vexamos que o ono ontinxente de Bouligand de K no punto x = (0, 0) é
TK(0, 0) = K.En primeiro lugar, a Proposiión 1.3.8 permítenos garantir que os vetores da forma (−λ, λ),
λ ≥ 0, e (µ, µ), µ ≥ 0, pertenen ao ono busado, pois todos eles son vetores tanxentes deurvas ontidas en K on orixe en (0, 0). Por outra banda, esta mesma proposiión garante queestes vetores son os únios que poden pertener ao ono ontixente, pois se γ é unha urva quesatisfae a ondiión (ii) entón neesariamente o vetor γ′(0) debe ser da forma (−λk, λk) ou
(µk, µk) para non negativos λk, µk. En onseuenia, TK(0, 0) = K.
Figura 1.1: Cono ontinxente de Bouligand de K no punto (0, 0).
18 PreliminaresImos agora ver ómo se estende o Teorema 1.3.4 a inlusións difereniais, isto é, ando F éunha apliaión multivaluada. Antes de poder faer isto preisamos unha deniión previa.Deniión 1.3.10. Unha apliaión multivaluada F : K ⊂ Rn −→ 2Rn\∅ é semiontinuasuperiormente (u.s..) en x0 ∈ K se para ada aberto N que onteña a F (x0) existe unhaveiñanza M de x0 tal que F (M) ⊂ N . Diremos que F é u.s.. en K se F é u.s.. en adapunto x0 ∈ K.O seguinte resultado é esenial e ombina a ondiión de semiontinuidade superior oTeorema de Nagumo. É unha adaptaión da Proposiión 4.2.1 e o Teorema 4.2.1 de [4℄.Teorema 1.3.11. Sexan K un subonxunto loalmente ompato de Rn e F : K −→ 2Rn\∅unha funión u.s.. on imaxes ompatas e onvexas. As seguintes ondiións son equivalentes:1. Para ada ondiión iniial x0 ∈ K existe L > 0 de tal xeito que a inlusión diferenial
x′ ∈ F (x), x(t0) = x0, ten unha traxetoria viable denida en [t0, t0 + L);2. A ondiión tanxenial
F (x)
⋂
TK(x) 6= ∅satisfáese para todo x ∈ K.1.3.2. Caso non autónomoNesta seión mostraremos ómo estender os resultados previos a inlusións difereniais nonautónomas, da forma x′ ∈ F (t, x). Neste aso, paree natural busar traxetorias viables nonautónomas, isto é, ondiións da forma x(t) ∈ K(t) para todo t ∈ [t0, t0 + L). Para onseguireste obxetivo debemos omezar adaptando a idea intuitiva da derivada dunha funión ao asomultivaluado.Deniión 1.3.12. O grafo dunha funión multivaluada K : Ω ⊂ Rn −→ 2Rn\∅ defínese omoo onxunto graf(K) = {(t, x) ∈ Ω × Rn : x ∈ K(t)}.Deniión 1.3.13. Nas ondiións da Deniión 1.3.12, denotamos por DK(t0, x0) a apli-aión multivaluada que ten por grafo o ono ontinxente ao grafo de K no punto (t0, x0), istoé,
v ∈ DK(t0, x0)(u) ⇔ (u, v) ∈ Tgraf(K)(t0, x0).Diremos que DK(t0, x0) é a derivada ontinxente de K en t0 ∈ Ω e x0 ∈ K(t0). No aso noque K sexa univaluada esribiremos simplemente DK(t0).O seguinte resultado mostra que a Deniión 1.3.13 estende a noión lásia de apliaióndiferenial.





{JK(t0) · u}, se u ∈ TΩ(t0),






K(t0 + hu) − x0
h
)
= 0.Exemplo 1.3.16. Consideremos a apliaión K : t ∈ [0,+∞) 7−→ [0, t] ∈ 2R e alulemos ovalor de DK(t, x)(u) para alquera (t, x) ∈ graf(K) e u ∈ R.En primeiro lugar, observamos que graf(K) é o triángulo





R2, se 0 < t < x,
{(u, v) ∈ R2 : v ≥ 0}, se 0 = x < t,
{(u, v) ∈ R2 : v ≤ u}, se 0 < x = t,





(0, 0)Figura 1.2: Representaión do ono ontinxente de Boulingand nalgúns puntos de graf(K).Agora, tendo en onta a relaión





R, se 0 < t < x,
[0,+∞) , se 0 = x < t,
(−∞, u], se 0 < x = t,
[0, u] , se t = x = 0.Coa axuda desta nova ferramenta, o Teorema 1.3.11 pode ser agora estendido ao aso nonautónomo.Teorema 1.3.17. [4, Teorema 4.4.1℄ Sexa K : [0,+∞) −→ 2Rn\∅ unha apliaión multiva-luada on grafo pehado e F unha funión limitada e superiormente semiontinua de graf(K)en Rn on imaxes ompatas e onvexas. As seguintes ondiións son equivalentes:1. Para todo t0 ≥ 0 e x0 ∈ K(t0) existe L > 0 e unha traxetoria viable en [t0, t0 + L) paraa inlusión diferenial x′ ∈ F (t, x), x(t0) = x0.2. Para todo t0 ≥ 0 e todo x ∈ K(t) tense
F (t, x)
⋂
DK(t, x)(1) 6= ∅.
1.3 Inlusións difereniais e teoría da viabilidade 21Con este resultado xa temos toda a bagaxe previa neesaria relativa a teoría da viabilidade;no seguinte apítulo veremos ómo poden ser apliados estes oneptos á teoría das euaiónse sistemas difereniais ordinarios de primeira orde.
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Capítulo 2Problemas de primeira orde senargumentos desviadosAntes de afrontar a parte prinipal desta memoria, a que está adiada ás euaións diferen-iais on argumentos desviados, imos estudar neste apítulo algunhas ondiións de existeniade soluións extremais para problemas de valor iniial. Estes resultados teñen moito interésmatemátio en si mesmos, pero ademais serán útiles para nós no desenvolvemento da Seión3.3 omo ferramenta para o tratamento de ertos problemas auxiliares que alí se plantexarán.Este estudo dos problemas de valor iniial ompletarase despois proporionando novos resulta-dos para diversos problemas funionais e para sistemas.Os resultados orixinais inluídos neste apítulo están publiados en [27℄ e [28℄.2.1. Problemas de valor iniial2.1.1. IntroduiónDesde que no séulo XIX se publiou o oñeido resultado de Peano [68℄ que garantía aexistenia de soluión para problemas de valor inial da forma
x′(t) = f(t, x(t)), x(t0) = x0, (2.1)sempre que o segundo membro da euaión fose ontinuo, numerosos autores publiaron novosresultados de existenia de soluión para este problema e para outros máis omplexos. O obxe-tivo omún de todos eles era debilitar as ondiións de Peano o n de mellorar moitos modelosmatemátios nos ales interviñan problemas deste tipo. Por exemplo, é oñeido desde hai tem-po tamén que se f é unha funión de Carathéodory que ademais ten unha estimaión uniformeen L1(I) entón tamén podemos garantir que (2.1) ten soluión. Sen embargo, a ondiión deCarathéodory segue sendo demasiado forte para moitas lases de problemas.
24 Problemas de primeira orde sen argumentos desviadosNos resultados obtidos nos últimos anos para (2.1) interveñen ondiións omo uasimono-tonía [6℄ ou subfunións e sobrefunións [34℄, [74℄. No presente apítulo estudaremos ómo osoneptos vistos anteriormente aera das inlusións difereniais e a teoría da viabilidade nospermitirán visualizar o problema (2.1) desde un punto de vista novedoso e á súa vez permitir aexistenia de onxuntos de disontinuidade realmente ompliados.2.1.2. Resultados oñeidos que empregan teoría da viabilidadeConsideremos un problema de valor iniial da forma
x′(t) = f(t, x(t)) en .t.p. t ∈ I = [t0, t0 + L], x(t0) = x0, (2.2)onde a funión f : I × Rn −→ Rn pode ser disontinua en alquera dos seus argumentos.Asoiado ao problema (2.2) denimos a inlusión diferenial x′(t) ∈ F (t, x), on
F : (t, x) ∈ I × Rn 7−→ F (t, x) :=
⋂
ε>0
cof(t, x+ εB), (2.3)onde B representa a bóla unidade entrada na orixe e co denota a envoltura onvexa pehada.Non é difíil omprobar que F (t, x) oinide exatamente o onxunto {f(t, x)} se f(t, ·) éontinua en x. No aso esalar (n = 1) temos que














.Deniión 2.1.1. Diimos que x ∈ AC(I,Rn) é unha soluión de Krasovskij de (2.2) se xsatisfae
x′(t) ∈ F (t, x(t)) en .t.p. t ∈ I, x(t0) = x0, (2.4)onde F é a funión multivaluada denida en (2.3).Se C denota o onxunto de todas as soluións de Carathéodory de (2.2) e K denota o on-xunto das súas soluións de Krasovskij, resulta laro que C ⊂ K por ser {f(t, x)} ∈ F (t, x).Agora busaremos ondiións suientes que garantan que K ⊂ C e así o noso traballo de `irda euaión á inlusión e voltar' estará rematado. Polo que nós sabemos, o primeiro autor queempregou este método no aso autónomo foi S. Hu en [47℄. Este labor foi ontinuado despoisno aso non autónomo por Cid e Pouso en [19℄, e os seus resultados baséanse na idea de pediraos onxuntos de disontinuidade de f que sexan, ou ben inviables, ou ben resolventes paraa euaión, nun sentido que espeiaremos máis adiante. O resultado prinipal deste últimoartigo, que nos servirá a nós omo punto de partida, é o que segue.Teorema 2.1.2. [19, Lema 2.3℄ Supoñamos que a funión f : I × Rn −→ Rn satisfae asseguintes hipóteses:
(i) Para todo x ∈ Rn a apliaión f(·, x) é medible.
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(ii) Existe ψ ∈ L1(I) tal que para ase todo t ∈ I e todo x ∈ Rn tense que
||f(t, x)|| ≤ ψ(t)(1 + ||x||),onde || · || é unha norma en Rn.





DKm(t, x)(1) ⊂ {f(t, x)} (2.5)para todo m ∈ N e todo x ∈ Km(t).Nestas ondiións, K ⊂ C.Imos deternos un pouo a analizar as hipóteses do Teorema 2.1.2. Nótese que se f é unhafunión de Carathéodory, entón a hipótese (i) é redundante e a hipótese (ii) é suiente paragarantir a existenia de soluión. Polo tanto, a hipótese (iii) xoga un papel esenial no aso deque f sexa disontinua na variable espaial. Disutamos brevemente sobre ela:Reordemos os oneptos do apítulo anterior e onsideremos o onxunto de disontinuidades
K omo unha unión de grafos de apliaións multivaluadas Km(t), m = 1, 2, ... Entón, a ondi-ión (2.5) só permite dúas posibilidades:1. A interseión en (2.5) é o onxunto {f(t, x)}. Entón, en partiular, estamos nas hipótesesdo Teorema 1.3.17, polo que o onxunto de disontinuidade Km é agora viable para ainlusión diferenial. Ademais, o feito de que esa interseión sexa exatamente o onxunto





1, se x < 0,
−1, se x ≥ 0.O problema x′(t) = f(t, x(t)) unha ondiión iniial da forma (t0, 0) non ten soluión para
t ≥ t0 (véxase por exemplo [5℄ ou [40℄). Obsérvese que neste aso sería
⋂
ε>0
cof(t, 0 + εB) = [−1, 1]
26 Problemas de primeira orde sen argumentos desviadose
K(t) = {(t, 0) : t ∈ I},on
DK(t, 0)(1) = {0} para todo t ∈ I,polo que a ondiión (iii) do Teorema 2.1.2 fallaría.
Figura 2.1: Non existe soluión do problema oa ondiión iniial (0, 0).Redenamos agora a funión f sobre o onxunto S = {(t, x) : x ≥ 0} e vexamos qué oorre:1. Supoñamos que f toma o valor 1
2
en S. É laro que agora alquera problema de valoriniial on ondiión sobre o eixo de absisas ten unha soluión de Carathéodory. Nóteseque agora tense que
⋂
ε>0






,e a interseión (2.5) é o onxunto baleiro, polo que a reta de disontinuidade é inviablepara a inlusión (2.3) e se satisfaen as hipóteses do Teorema 2.1.2.
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Figura 2.2: A disontinuidade é inviable para a inlusión.2. Supoñamos agora que f toma o valor 0 en S. Novamente, o problema (2.2) ten unhasoluión de Cathéodory para alquera ondiión iniial sobre o eixo, aínda que neste asoa soluión solápase oa reta de disontinuidade. Obsérvese que agora temos
⋂
ε>0
cof(t, 0 + εB) = [0, 1],polo que a interseión en (2.5) é exatamente o onxunto {f(t, 0)}, e estamos no aso enque o onxunto de disontinuidade é resolvente.
Figura 2.3: A disontinuidade é resolvente para a euaión.
28 Problemas de primeira orde sen argumentos desviadosNo aso esalar pode darse máis informaión sobre as soluións do problema (2.2). O seguinteresultado refírese á existenia de soluións extremais.Teorema 2.1.4. [19, Teorema 2.4℄ Nas ondiións do Teorema 2.1.2, C é un subonxuntonon baleiro, ompato e onexo de C(I,Rn). Ademais, no aso esalar (n=1) C ten máximo, x∗,e mínimo, x∗, que se orresponden oas soluións extremais de (2.2). Para ada t ∈ I, estassoluións extremais poden esribirse omo
x∗(t) = máx{v(t) : v ∈ AC(I), v′(s) ≤ f(s, v(s)) .p.d., v(t0) ≤ x0},
x∗(t) = mı́n{v(t) : v ∈ AC(I), v′(s) ≥ f(s, v(s)) .p.d., v(t0) ≥ x0}.Agora o noso propósito máis inmediato será dar un novo resultado para o problema (2.2)no aso esalar, ombinando os Teoremas 2.1.2 e 2.1.4 oa existenia de sub e sobresoluións.2.1.3. Novo resultado de existenia de soluións extremaisA utilizaión de sub e sobresoluións para probar a existenia de soluión para o problema(2.2) retrotráese ata Peano. De feito, en [68℄ a proba do seu resultado de existenia para aeuaión on segundo membro ontinuo baséase en substituír a igualdade x′(t) = f(t, x(t)) poladesigualdade x′(t) < f(t, x(t)) e demostrar a ontinuaión que a funión
x∗ = sup{x ∈ C1(I) : x′(t) < f(t, x(t)) en I, x(t0) = x0}é unha soluión do problema. Os elementos do onxunto anterior foron denominados subfunións.Goodman [34℄ estendeu o onepto de subfunións aos elementos do onxunto
{x ∈ AC(I) : x′(t) ≤ f(t, x(t)) en I, x(t0) = x0}(obsérvense as diferenzas o onxunto empregado por Peano), e estendeu o resultado orixinala funións satisfaendo a ondiión de Carathéodory, probando ademais que o supremo doonxunto anterior dene a soluión máxima do problema en I. O seu mesmo argumento servepara onstruír a soluión mínima do problema omo ínmo do onxunto de superfunións
{x ∈ AC(I) : x′(t) ≥ f(t, x(t)) en I, x(t0) = x0}.Posteriormente, numerosos autores estudaron ata onde se podían debilitar as ondiións deGoodman, véxase por exemplo [40℄ ou [74℄. Cómpre advertir que a denominaión de subfun-ións e sobrefunións non é estándar e moitas vees tróase pola de subsoluións e sobresoluións,que será a que nós empregaremos ao longo desta memoria.Os resultados de Peano e Goodman preisan impliitamente que o onxunto de sub e so-bresoluións do problema sexa non baleiro nas ondiións plantexadas, omo así proban nos
2.1 Problemas de valor iniial 29seus respetivos traballos. O mesmo oorre o Teorema 2.1.4 da seión anterior. Cabe pregun-tarse agora se esixir a priori que tales funións existan pode permitirnos debilitar algunhas dasondiións destes resultados. A resposta é armativa, tal e omo mostraremos no seu momento.No que segue traballaremos en dimensión n = 1.Deniión 2.1.5. Diimos que unha funión α ∈ AC(I) é unha subsoluión do problema (2.2)se a omposiión t ∈ I 7−→ f(t, α(t)) é medible e se satisfaen as desigualdades seguintes:
α′(t) ≤ f(t, α(t)) para .t.p. t ∈ I, α(t0) ≤ x0.Analogamente, diimos que β ∈ AC(I) é unha sobresoluión de (2.2) se a omposiión
t ∈ I 7−→ f(t, β(t)) é medible e se satisfaen as desigualdades:
β′(t) ≥ f(t, β(t)) para .t.p. t ∈ I, β(t0) ≥ x0.O noso novo resultado relativo a problemas de valor iniial en presenza de sub e sobresolu-ións é o seguinte.Teorema 2.1.6. [27, Teorema 3.1℄ Supoñamos que para f : I × R → R se satisfaen asseguintes ondiións:
(H1) Existen α, β ∈ AC(I) que son, respetivamente, subsoluión e sobresoluión de (2.2), on
α ≤ β en I;
(H2) Existe ψ ∈ L1(I) tal que para .t.p. t ∈ I e para todo x ∈ [α(t), β(t)] tense |f(t, x)| ≤ ψ(t);
(H3) Para todo x ∈ [mı́nt∈I α(t),máxt∈I β(t)], a apliaión f(·, x) é medible;









DKn(t, x)(1) ⊂ {f(t, x)}.Nestas ondiións, o onxunto de soluións de Carathéodory entre α e β en I do problema (2.2)é un subonxunto non baleiro, ompato e onexo de C(I). Ademais, este onxunto ten máximo,
x∗, e mínimo, x∗, que son as soluións extremais entre α e β de (2.2), e satisfaen
x∗ = máx{v ∈ AC(I) : v′(s) ≤ f(s, v(s)) .p.d., v(t0) ≤ x0, α ≤ v ≤ β en I}, (2.6)
x∗ = mı́n{v ∈ AC(I) : v′(s) ≥ f(s, v(s)) .p.d., v(t0) ≥ x0, α ≤ v ≤ β en I}. (2.7)
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f(t, α(t)), se x < α(t),
f(t, x), se α(t) ≤ x ≤ β(t),
f(t, β(t)), se x > β(t).Probemos que f̃ satisfae as ondiións do Teorema 2.1.2.As ondiións (i) e (ii) dese teorema úmprense en virtude das hipóteses (H1), (H2) e (H3).Vexamos agora que a ondiión (iii) do Teorema 2.1.2 se satisfae ando f é substituída por f̃ .Sexa t ∈ I xo e onsideremos estes tres asos:(a) Se x > β(t) entón f̃ satisfae trivialmente (iii) no Teorema 2.1.2, pois
⋂
ε>0
co f̃(t, x+ εB) = {f(t, β(t))} = {f̃(t, x)}.De xeito similar oorre se x < α(t).(b) Se x = β(t) > α(t), temos
⋂
ε>0




f̃(t, x), ĺım inf
y→x−







f̃(t, x), ĺım sup
y→x−


















⊂ {f(t, x)} = {f̃(t, x)}.O resultado análogo é valido ando x = α(t) < β(t).
2.1 Problemas de valor iniial 31() Se x = α(t) = β(t), temos
⋂
ε>0
co f̃(t, x+ εB) = {f(t, x)} ⊂
⋂
ε>0
co f(t, x+ εB).Agora (a), (b), (), e a hipótese (H4) implian que a ondiión (iii) do Teorema 2.1.2 se satisfaeando f é substituída por f̃ , e en onseuenia o menionado teorema garante que o onxuntode soluións de Carathéodory do problema (2.8), C̃, é un subonxunto non baleiro, ompato eonexo de C(I,R).Sexa agora C o onxunto de soluións de (2.2) que pertenen ao intervalo funional
[α, β] = {γ ∈ AC(I) : α(t) ≤ γ(t) ≤ β(t) para todo t ∈ I},isto é,
C = {x ∈ [α, β] : x′(t) = f(t, x(t)) en .t.p. de I, x(t0) = x0},e vexamos que C = C̃. En realidade, sería suiente probar que toda soluión de (2.8) pertenea [α, β], pero por un interés ténio posterior, probaremos a seguinte armaión máis xeral:Armaión: Toda subsoluión de (2.8) é menor que ou igual a β en I, e toda sobresoluión de(2.8) é maior que ou igual a α en I. Para probar isto, tomemos v ∈ AC(I) de tal xeito que
v′(t) ≤ f̃(t, v(t)) para ase todo t ∈ I e v(t0) ≤ x0, e vexamos que v ≤ β en I. Supoñamoso ontrario, isto é, que existe t ∈ I tal que v(t) > β(t); posto que v e β son ontinuas e
v(t0) ≤ x0 ≤ β(t0), existen t ∈ I e ε > 0 de tal xeito que v(t) = β(t) e v(t) > β(t) para
t ∈ (t, t+ ε) ⊂ I. Polo tanto,
v′(t) ≤ f̃(t, v(t)) = f(t, β(t)) ≤ β′(t) en .t.p. t ∈ (t, t+ ε),e, posto que v(t) = β(t), temos v(t) ≤ β(t) en (t, t+ ε), o al é unha ontradiión.De xeito similar se probaría un resultado análogo para sobresoluións. Obviamente, estaarmaión implia que C = C̃.Por outra banda, o Teorema 2.1.4 garante que C̃ (= C) ten máximo, x∗, e mínimo, x∗, queson, respetivamente, a maior e menor soluión de (2.8), e que satisfaen
x∗ = máx{v ∈ AC(I) : v′(s) ≤ f̃(s, v(s)) .p.d., v(t0) ≤ x0},
x∗ = mı́n{v ∈ AC(I) : v′(s) ≥ f̃(s, v(s)) .p.d., v(t0) ≥ x0}.A armaión previa proporiona
x∗ = máx{v ∈ AC(I) : v′(s) ≤ f̃(s, v(s)) .p.d., v(t0) ≤ x0, v ≤ β en I}.
32 Problemas de primeira orde sen argumentos desviadosAdemais, α′(s) ≤ f̃(s, α(s)) .p.d. en I, α(t0) ≤ x0 e α ≤ β en I, polo que x∗ ≥ α en I e, enonseuenia,
x∗ = máx{v ∈ AC(I) : v′(s) ≤ f(s, v(s)) .p.d., v(t0) ≤ x0, α ≤ v ≤ β}.Analogamente pódese probar que
x∗ = mı́n{v ∈ AC(I) : v′(s) ≥ f(s, v(s)) .p.d., v(t0) ≥ x0, α ≤ v ≤ β}.Observaión 2.1.7. As hipóteses (H2), (H3) e (H4) empréganse para garantir que a funión
f̃ satisfaga as hipóteses do Teorema 2.1.2. Por este motivo, estas tres hipóteses poden ser subs-tituídas por
(H2)














λ(tx)2 cos(tx), se x /∈ K(t),
1, noutro aso,on 0 < λ ≤ 1.Vexamos que o problema de valor iniial x′(t) = g(t, x(t)), x(0) = 0, está nas hipóteses doTeorema 2.1.6.En primeiro lugar, é doado omprobar que as funións
α(t) = −t e β(t) = t, t ∈ [0, 1],
2.1 Problemas de valor iniial 33son, respetivamente, unha subsoluión e unha sobresoluión do noso problema. Por unha parte,para 0 ≤ t ≤ 1 e x /∈ K(t) temos
λ(t(−t))2 cos(t(−t)) ≥ 0 > −1 = α′(t),e
λt2 cos(t2) ≤ λ ≤ 1 = β′(t),mentres que para x ∈ K(t) é α′(t) < g(t, α(t)) = 1 = β′(t). Ademais, úmprese α(0) = β(0) = 0,polo que, en efeto, α e β son unha subsoluión e unha sobresoluión do problema.Por outra banda, o onxunto de disontinuidades da funión g está onstituído por unhaunión numerable de retas de pendente ±2 que aumulan en dúas retas límite. Sen embargo,pese á omplexidade deste onxunto, a Proposiión 1.3.14 dinos que se (t, x) ∈ Kn(t) para algún
n, entón
DKn(t, x)(1) = {−2, 2},polo que se |g| < 2, a hipótese (H4) do Teorema (2.1.6) satisfáese (a disontinuidade seríaneste aso inviable para a euaión). Pero isto é erto, pois para t ∈ [0, 1] e x ∈ [α(t), β(t)] é
|g(t, x)| = λ(tx)2| cos(tx)| ≤ λ ≤ 1 se x /∈ K(t) e |g(t, x)| = 1 se x ∈ K(t),e, en onseuenia, úmprese (H4).Finalmente, as hipóteses (H2) e (H3) úmprense trivialmente: no primeiro aso, bastatomar por exemplo ψ(t) = t, t ∈ [0, 1], e no segundo aso basta ter en onta que xado
x ∈ [mı́nt∈[0,1] α(t),máxt∈[0,1] β(t)] a funión g(·, x) é ontinua salvo nun onxunto de medi-da nula.En onseuenia, o problema de valor iniial x′(t) = g(t, x(t)), x(0) = 0, ten soluiónsextremais en [α, β]. Nótese tamén que a funión g non satisfae a ondiión (ii) do Teorema2.1.2.
Figura 2.4: Conxunto de disontinuidades e g(t,−1) (en vermello), on λ = 0,4.
34 Problemas de primeira orde sen argumentos desviados2.2. Problemas on ondiións funionais2.2.1. IntroduiónNo problema estudado na seión anterior, a taxa de ambio da funión soluión en adainstante dependía uniamente do valor da propia soluión nese mesmo intre. Isto é, falandogrosamente, o que se quere diir a través da expresión
x′(t) = f(t, x(t)). (2.9)Ao longo das últimas déadas, moitos autores estudaron outro tipo de euaións, máis xerais,nas ales se permitía que a taxa de ambio da soluión dependera dos valores que esta tomabanoutros instantes, tanto pasados (euaións on atraso), omo futuros (euaións on adianto)ou, inluso, que dependera do omportamento global da soluión en todo o intervalo. A esteúltimo respeto, abe itar a autores omo Lakshmikantham [58℄, Nieto e RodríguezLópez [66℄ou Cabada e Heikkilä [10℄. Por outra parte, outros autores estudaron tamén problemas oneuaións do tipo (2.9) pero on ondiións iniiais que dependían do omportamento global dasoluión. Así por exemplo, Heikkïla estuda en [41℄ un problema on ondiión iniial da forma
L(x(0), x) = 0,onde L : R × C(I) −→ R.Ademais do seu interés intrinseamente matemátio, as euaións difereniais on depen-denia funional (tanto na propia euaión omo nas ondiións iniiais ou de ontorno) son degrande utilidade á hora de modelar proesos da vida real. Por exemplo, podemos estudar o re-emento dunha poboaión prexando o valor medio de individuos que debe haber no intervalotemporal de estudo, mediante a ondiión
∫ t0+L
t0














x(s) ds ≥ K,on ondiión iniial x(0) = x0 e k1, k2,K > 0 xos.
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on ondiións funionais 35Nesta seión estudaremos brevemente a existenia de soluións extremais para algúns pro-blemas on ondiións funionais, on resultados que están baseados no obtido anteriormentepara o problema de valor iniial (2.2). Conretamente, estudiaremos un problema on argu-mento funional reente, un problema on impulsos en instantes prexados e remataremos unproblema multidimensional.2.2.2. Problema on dependenia funional reenteO método iterativo monótono, oñeido tamén omo método das aproximaións suesivas,aparee por primeira vez nun artíulo de Piard [70℄ do ano 1893 no al o autor busa soluiónspara o problema de segunda orde
u′′(t) + f(t, u(t)) = 0, t ∈ [a, b], u(a) = u(b) = 0baixo dúas hipóteses: que u ≡ 0 é soluión e que a funión f(t, ·) é reente. Con estas ondi-ións, Piard proba a existenia dunha primeira aproximaión, o que hoxe en día hamamossubsoluión, isto é, unha funión α0 tal que
α′′0(t) + f(t, α(t)) > 0 en (a, b), α(a) = α(b) = 0.A partir desta primeira aproximaión α0 o autor onstrúe unha suesión monótona reente defunións (suesión de aproximaións suesivas)




x′(t) = f(t, x(t), x) en .t.p. t ∈ I = [t0, t0 + L],
B(x(t0), x) = 0,









) en .t.p. t ∈ I,
x(t0) = x(t0 + L).








cn x(tn), onde cn ≥ 0 e tn ∈ [t0, t0 + L] para todo n ∈ N.Por outra parte, permitir a existenia de disontinuidades vai oasionar que o método deiteraións suesivas, tal e omo o desribimos máis arriba, falle nun momento ruial: paragarantir que a suesión de iterantes onverxe a unha soluión do problema preisamos a on-tinuidade da funión f nas variables espaiais, pois en aso ontrario o límite pode non sersoluión. Por este motivo, teremos que usar unha modiaión do método, e usaremos o quese oñee omo método monótono xeneralizado, no al se substitúe a suesión de iterantes poradeas de iterantes dun operador monótono axeitado.Antes de presentar o noso novo resultado para o problema (2.10) preisamos un lema que éunha xeneralizaión do Teorema de Bolzano e uxa proba pode verse en [32℄.Lema 2.2.1. [32, Lema 2.3℄ Sexan a, b ∈ R, a ≤ b, e h : R −→ R unha funión de tal xeitoque h(a) ≤ 0 ≤ h(b) e
ĺım inf
z→x−
h(z) ≥ h(x) ≥ ĺım sup
z→x+
h(z) para todo x ∈ [a, b]. (2.11)Existen entón c1, c2 ∈ [a, b] de tal xeito que h(c1) = 0 = h(c2) e se h(c) = 0 para algún c ∈ [a, b]entón c1 ≤ c ≤ c2, isto é, c1 e c2 son, respetivamente, o menor e o maior dos eros de h en
[a, b].Obsérvese que a ondiión (2.11) úmprese no aso partiular no que h pode ser expresadaomo a suma dunha funión ontinua e unha funión monótona dereente, omo a que se ilustrana Figura 2.5.
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Figura 2.5: Lema 2.2.1: xeneralizaión do Teorema de Bolzano.Como último paso previo antes de presentar o resultado prinipal deste apítulo introduire-mos os oneptos de sub e sobresoluión do problema (2.10).Deniión 2.2.2. Diremos que α ∈ AC(I) é unha subsoluión do problema (2.10) se a om-posiión t ∈ I 7−→ f(t, α(t), α) é unha funión medible e se satisfaen as seguintes desigualdades:
α′(t) ≤ f(t, α(t), α) en .t.p. t ∈ I, B(α(t0), α) ≤ 0.Á súa vez, diremos que β ∈ AC(I) é unha sobresoluión do problema (2.10) se a omposiión
t ∈ I 7−→ f(t, β(t), β) é unha funión medible e se satisfaen as desigualdades:
β′(t) ≥ f(t, β(t), β) en .t.p. t ∈ I, B(β(t0), β) ≥ 0.Estamos xa en ondiións de enuniar e probar o noso novo resultado para o problemafunional.Teorema 2.2.3. [27, Teorema 4.2℄ Supoñamos que existen α, β ∈ AC(I) que son, respe-tivamente, subsoluión e sobresoluión do problema (2.10) e asumamos que se satisfaen asseguintes ondiións:
(H1) (Medibilidade e onxuntos de disontinuidade) As omposiións f(·, α(·), γ) e f(·, β(·), γ)son medibles para ada γ ∈ [α, β] := {ξ ∈ AC(I) : α ≤ ξ ≤ β en I}, e a apliaión
(t, x) ∈ I × R 7−→ fγ(t, x) := f(t, x, γ)satisfae as hipóteses (H3) e (H4) do Teorema 2.1.6;
(H2) (Estimaión en L1) Existe ψ ∈ L1(I) tal que para ase todo t ∈ I, todo x ∈ [α(t), β(t)] etoda γ ∈ [α, β] tense |f(t, x, γ)| ≤ ψ(t);
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(H3) (Dependenia funional) Para ase todo t ∈ I e todo x ∈ R a apliaión f(t, x, ·) é reenteen [α, β];
(H4) (Condiións de fronteira) Para ada γ ∈ [α, β] e todo x ∈ R tense que
ĺım inf
y→x−
B(y, γ) ≥ B(x, γ) ≥ ĺım sup
y→x+
B(y, γ),e B(x, ·) é dereente en [α, β].Entón o problema (2.10) ten soluións extremais entre α e β.Proba. Fixemos γ ∈ [α, β] e denamos Gγ omo a maior soluión entre α e β do problema devalor iniial
x′(t) = f(t, x(t), γ) en .t.p. t ∈ I, x(t0) = xγ , (2.12)onde xγ é a maior soluión da euaión alxebraia B(x, γ) = 0 no intervalo [α(t0), β(t0)].(i) A hipótese (H4), relativa ás ondiións de fronteira, garante, vía apliaión do Lema2.2.1, que para ada γ ∈ [α, β] o número xγ está ben denido en [α(t0), β(t0)]. Basta ter enonta que por deniión de sub e sobresoluión é
B(α(t0), α) ≤ 0 ≤ B(β(t0), β),e polo dereemento na segunda variable da funión B tense
B(α(t0), γ) ≤ B(α(t0), α) ≤ 0 ≤ B(α(t0), β) ≤ B(α(t0), γ).(ii) As hipóteses (H1) e (H2) garanten, vía apliaión do Teorema 2.1.6, que para ada





′(t) = fγ1(t,Gγ1(t)) .p.d. en I,
Gγ1(t0) = xγ1 .O Teorema 2.1.6 dinos que
Gγ2(t) = máx{v(t) : v ∈ AC(I), v′(s) ≤ fγ2(s, v(s)) .t.p. , v(t0) ≤ xγ2 , α ≤ v ≤ β}.Polo tanto, se probamos que fγ1 ≤ fγ2 e que xγ1 ≤ xγ2 obteremos que Gγ1 ≤ Gγ2.
2.2 Problemas on 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ións funionais 39O feito de que fγ1 ≤ fγ2 é onseuenia inmediata do aráter reente da apliaión f(t, x, ·)en [α, β]. Por outra banda, o aráter dereente da funión B(x, ·) en [α, β], xunto o feito deser β unha sobresoluión de (2.10) proporionan
0 = B(xγ1 , γ1) ≥ B(xγ1 , γ2) e
B(β(t0), γ2) ≥ B(β(t0), β) ≥ 0,polo que apliando novamente o Lema 2.2.1 obtense que B(·, γ2) ten polo menos un ero en
[xγ1 , β], de onde xγ1 ≤ xγ2 . En onseuenia, G é un operador reente.(iv) O operador G ten puntos xos extremais. En efeto, o razoamento anterior, xuntooa hipótese (H2), garanten que a apliaión G satisfae as hipóteses do Lema 1.2.14 e, enonseuenia, ten puntos xos extremais x∗ e x∗, que ademais satisfaen




x′(t) = f(t, x(t), x),




x′(t) = f(t, x(t), x),
x(t0) = xx,onde xx é a maior soluión da euaión B(x, x) = 0.En onseuenia, x ≤ Gx e, polo tanto, x ≤ x∗ por ser x∗ = máx{x : x ≤ Gx}.(vi) A proba de que o problema (2.10) ten unha soluión mínima en [α, β] faríase de xeitoanálogo, redenindo o operador G onvenientemente.Amosaremos agora un exemplo de apliaión do Teorema 2.2.3.Exemplo 2.2.4. Sexan K e g oma no Exemplo 2.1.8 e onsideremos un operador
h : [0, 1] ×AC([0, 1]) → Rtal que h(·, γ) é medible para toda γ ∈ AC([0, 1]), h(t, ·) é reente para ase todo t ∈ [0, 1] eexisten c1, c2, c3 ∈ (0,+∞) tales que para ase todo t ∈ [0, 1] e todo γ ∈ AC([0, 1]) temos







40 Problemas de primeira orde sen argumentos desviados(Un aso partiular e moi interesante é h(t, γ) = ∫ 1
0




x′(t) = f(t, x(t), x) = g(t, x(t)) + h(t, x) en .t.p. t ∈ [0, 1],







+ µ (x(0) − [x(0)]) = 0, µ ∈ R.
(2.13)Mostraremos que o Teorema 2.2.3 pode ser apliado a este problema ando as onstantes λ(λ é a onstante que aparee na deniión de g no Exemplo 2.1.8), c1 e c3 son suientementepequenas, o al impliará a existenia de soluións extremais entre sub e sobresoluións dadas.É moi salientable que este resultado non depende nin da eleión de φ nin dos valores de c2 > 0e µ ∈ R. Obsérvese tamén que as partes non lineares do problema non están limitadas, ambiande signo e (dependendo de h) poden ser disontinuas en alquera dos seus argumentos.Denamos α(t) = −1 − t = −β(t) para t ∈ [0, 1]. Nótese que
∫ 1
0
α(s) ds = −3/2 = −
∫ 1
0
β(s)ds,polo que B(α(0), α) = B(β(0), β) = 0.Para ada γ ∈ [α, β] e para ase todo t ∈ [0, 1], temos
−c12c2 − c3 ≤ h(t, α) ≤ h(t, γ) ≤ h(t, β) ≤ c12c2 + c3,polo que álulos sinxelos proporionan que α e β son, respetivamente, sub e sobresoluión de(2.13) para valores de λ, c1 e c3 suientemente pequenos (máis onretamente, a estimaión
4λ+ c12
c2 + c3 ≤ 1 é suiente).Por outra banda, para todo (t, x) ∈ [0, 1] × [−2, 2] temos |g(t, x)| ≤ máx{4λ, 1}, polo quepara ase todo t ∈ [0, 1], toda γ ∈ [α, β], e para x ∈ Kn(t), n ∈ Z, n 6= 0, temos
⋂
ε>0
cof(t, x+ εB, γ) ⊂ [−(máx{4λ, 1} + c12c2 + c3),máx{4λ, 1} + c12c2 + c3],e DKn(t, x)(1) = {2n/|n|}, isto é,
⋂
ε>0
cof(t, x+ εB, γ)
⋂
DKn(t, x)(1) = ∅se λ, c1 e c3 son suientemente pequenos.
2.2 Problemas on ondiións funionais 41Obsérvese que as disontinuidades respeto de x(t) poden oorrer tamén sobre os grafos de
K±∞(t) = {±2t}, t ∈ [0, 1], e un argumento similar mostra que para ase todo t ∈ [0, 1] e todo
x ∈ K±∞(t) temos ⋂
ε>0
cof(t, x+ εB, γ)
⋂
DK±∞(t, x)(1) = ∅se λ, c1 e c3 son suientemente pequenos.Posto que o resto de ondiións do Teorema 2.2.4 se umplen trivialmente, podemos onluírque o problema (2.2.4) ten soluións extremais no intervalo funional [α, β].2.2.3. Problemas on impulsosNesta seión faremos unha breve inursión no que se oñee omo euaións difereniaison impulsos. Como o seu nome india, e falando grosamente, este tipo de ondiións introduepulos na euaión, provoando ambios abruptos no omportamento da soluión. Estes am-bios poden produirse en instantes xos ou variables, o al dará lugar tamén a diferentes tiposde plantexamentos matemátios. Quizais un dos modelos da vida real máis representativo destetipo de problemas é o omportamento da onentraión en sangue dun erto mediamento quese vai administrando (ou inxetando) en intervalos regulares de tempo ata que os valores dadroga se estabilizan entre un máximo e un mínimo desexado. Este é un exemplo de modelo onimpulsos en instantes prexados; véxase a Figura 2.6.
Figura 2.6: Exemplo de modelo on impulsos: evoluión da onentraión en sangue dun media-mento que se administra a intervalos regulares de tempo.O noso obxetivo será tomar omo base o resultado obtido na seión anterior, engadir unhaantidade nita de impulsos en instantes prexados e obter ondiións de existenia de soluións




x′(t) = f(t, x(t), x) en .t.p. t ∈ J = [t0, t0 + L],
Ik(x(t
+
k ), x) = 0, k = 1, 2, ... , p,
B(x(t0), x) = 0,




x′(t) = f(t, x(t), x) en .t.p. t ∈ J = [t0, t0 + L],
Ik(x(t
+
k ), x) = 0, k = 0, 1, ... , p,
(2.15)isto é, onsideramos as ondiións impulsivas e as de fronteira do mesmo xeito.O proedemento estándar para estudar este tipo de problemas onsiste en troear o inter-valo polos puntos de impulso e resolver en ada subintervalo obtido un problema do tipo (2.10).Por este motivo preisamos onsiderar o espazo
PC(J) ={x : J −→ R : x é ontinua en J\{t1, ... , tp}, ontinua pola esquerda en
{t1, ... , tp} e para todo k os límites x(t+k ) existen},que é un espazo de Banah se o dotamos da norma usual do supremo
||x|| = sup
t∈J
|x(t)|.Poñamos J0 = [t0, t1] e para ada k = 1, ... , p sexa Jk o intervalo (tk, tk+1]. Denimos o seguintesubespazo de PC(J):
Ω = {x ∈ PC(J) : x|Jk ∈ AC(Jk), k = 0, 1, ... , p}.A ontinuaión redeniremos onvenientemente os oneptos de sub e sobresoluión de xeitoque nos permitan obter un resultado para o problema (2.15) na liña do obtido para o problema(2.10).
2.2 Problemas on ondiións funionais 43Deniión 2.2.5. Diremos que α ∈ Ω é unha subsoluión de (2.15) se a omposiión
t ∈ J 7−→ f(t, α(t), α) é medible e se satisfaen as desigualdades
α′(t) ≤ f(t, α(t), α) para ase todo t ∈ J,
Ik(α(t
+
k ), α) ≤ 0, k = 0, 1, ... , p.De xeito análogo, diremos que β ∈ Ω é unha sobresoluión do problema (2.15) se a omposiión
t ∈ J 7−→ f(t, β(t), β) é medible e se satisfaen as desigualdades
β′(t) ≥ f(t, β(t), β) para ase todo t ∈ J,
Ik(β(t
+
k ), β) ≥ 0, k = 0, 1, ... , p.Como é habitual, na proba do noso novo resultado preisaremos un resultado de punto xo.Neste aso empregaremos unha modiaión do Lema 1.2.15 adaptada ao espazo Ω e uxa probapode atoparse en [32℄.Lema 2.2.6. [32, Lema 2.5℄ Sexan α, β ∈ Ω tales que α ≤ β e G : [α, β] −→ [α, β] unhaapliaión reente. Supoñamos ademais que existe v ∈ Ω de tal xeito que para todo x ∈ [α, β]se ten
|Gx(s) −Gx(t)| ≤ |v(s) − v(t)|, s, t ∈ Jk, k = 0, 1, ... , p.En tal aso, G ten un menor punto xo en [α, β], x∗, e un maior, x∗. Estes puntos xos satisfaenademais as seguintes araterizaións:
x∗ = mı́n{x ∈ [α, β] : Gx ≤ x}, x∗ = máx{x ∈ [α, β] : Gx ≥ x}.O noso novo resultado para o problema on impulsos (2.15) é o seguinte.Teorema 2.2.7. Supoñamos que existen α, β ∈ AC(I) subsoluión e sobresoluión de (2.15)on α ≤ β en I e asumamos que se satisfaen as seguintes ondiións:
(H1) (Medibilidade e disontinuidades) Para ada γ ∈ [α, β] = {ξ ∈ Ω : α ≤ ξ ≤ β} asomposiións f(·, α(·), γ) e f(·, β(·), γ) son medibles e a funión
(t, x) ∈ J × R 7−→ fγ(t, x) := f(t, x, γ)satisfae as ondiións (H3) e (H4) do Teorema 2.1.6.
(H2) (Estimaión en L1) Existe ψ ∈ L1(J) de tal xeito que que para ase todo t ∈ J , todo
x ∈ [α(t), β(t)] e toda γ ∈ [α, β] tense |f(t, x, γ)| ≤ ψ(t).
(H3) (Dependenia funional monótona) Para ase todo t ∈ J e todo x ∈ [α(t), β(t)], a funión
f(t, x, ·) é monótona reente en [α, β].
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(H4) (Condiión sobre os impulsos) Para ada k ∈ {0, ... , p} e toda γ ∈ [α, β] tense
ĺım inf
y→x−
Ik(y, γ) ≥ Ik(x, γ) ≥ ĺım sup
y→x+





x′(t) = fγ(t, x(t)) en .t.p. t ∈ J
x(t+k ) = τγ,k, k = 0, 2, ... , p,onde para ada k = 0, 1, ... , p, τγ,k é a menor soluión en [α(t+k ), β(t+k )] da euaión alxebraiaimplíita
Ik(τ, γ) = 0.Usando novamente a versión do Teorema de Bolzano que nos proporiona o Lema 2.2.1 pode-mos onluír que o número τγ,k existe. Agora, posto que en ada subintervalo Jk, k = 0, 1, ... , p,temos un problema de valor iniial que satisfae as ondiións do Teorema 2.1.6, podemos apliareste resultado para onluír que G é un operador ben denido.Por outra banda, usando un argumento similar ao empregado na proba do Teorema 2.2.3 ea hipótese (H3) obtemos que G é un operador reente que leva o intervalo funional [α, β] ensi mesmo. Por último, en virtude da hipótese (H2) sabemos que existe ψ ∈ L1(J) de tal xeitoque
|(Gγ)′(t)| = |f(t,Gγ(t), γ)| ≤ ψ(t) para ase todo t ∈ J e todo γ ∈ [α, β].En onseuenia, apliando o Lema 2.2.6 tomando v(t) = ∫ t
0
ψ(s) ds, t ∈ J , podemos onluírque G ten un menor punto xo x∗ ∈ [α, β] que ademais satisfae
x∗ = mı́n{x ∈ [α, β], : Gx ≤ x}.Seguindo razoamentos análogos aos realizados na proba do Teorema 2.2.3 obtemos que x∗ or-respóndese oa menor soluión en [α, β] do problema (2.15).Para deduir a existenia dunha maior soluión para o problema (2.15) en [α, β] basta onredenir o operador G do xeito onveniente.Amosaremos agora un resultado de apliaión do resultado preedente.















































































ν ≥ 0.Por outra banda, as ondiións (H2), (H3) e (H4) do Teorema 2.2.7 satisfáense, pois sonas mesmas que para o problema funional. En onseuenia, resta omprobar se se satisfaea hipótese (H5), o al resulta obvio en virtude da ontinuidade da funión I(·, γ) para toda
γ ∈ [α, β] e do aráter dereente de I(x, ·) para todo x ∈ R.En onseuenia, o problema (2.16) ten soluións extremais no intervalo funional [α, β].2.2.4. Estensión ao aso multidimensionalRemataremos esta epígrafe dediada a problemas funionais mostrando ómo se pode es-tender o Teorema 2.2.3 ao aso multidimensional.Sexa, pois, M un onxunto de índies on máis dun elemento e onsideremos un intervaloompato I = [t0, t0 + L] ⊂ R e dúas funións
f = (fν)ν∈M : I × R × C(I,RM ) −→ RMe
B = (Bν)ν∈M : R × C(I,RM ) −→ RM .




x′ν(t) = fν(t, xν(t), x) .p.d. en I,
Bν(xν(t0), x) = 0 para todo ν ∈M. (2.17)Coma sempre, neesitamos adaptar os oneptos de sub e sobresoluión ao problema queestamos onsiderando.Deniión 2.2.9. Diimos que α = (αν)ν∈M ∈ AC(I,RM ) é unha subsoluión de (2.17)se para ada ν ∈ M a omposiión t ∈ I 7−→ fν(t, αν(t), α) é medible e se satisfaen asdesigualdades 


α′ν(t) ≤ fν(t, αν(t), α) para ase todo t ∈ I,
Bν(αν(t0), α) ≤ 0.




β′ν(t) ≥ fν(t, βν(t), β) para ase todo t ∈ I,
Bν(βν(t0), β) ≥ 0.
(2.19)O noso novo resultado para o aso multidimensional é o que segue.Teorema 2.2.10. Supoñamos que existen α, β ∈ AC(I,RM ), on αν ≤ βν en I para todo ν,que son, respetivamente, subsoluión e sobresoluión para o problema (2.17) e asumamos quese satisfaen as seguintes ondiións:
(H1) Para ada ξ ∈ [α, β] = {ξ = (ξν) ∈ AC(I,RM ) : αν ≤ ξν ≤ βν en I para todo ν ∈ M}e todo ν ∈ M as omposiións fν(·, αν(·), ξ) e fν(·, βν(·), ξ) son medibles e a apliaión
(t, x) ∈ I × R 7−→ fν(t, x, ξ) satisfae as ondiións (H3) e (H4) do Teorema 2.1.6;
(H2) Para ada ν ∈ M e ada ξ ∈ [α, β] existe unha funión integrable ψν de tal xeito que
|fν(t, ξν(t), ξ)| ≤ ψν(t) para ase todo t ∈ I;
(H3) Para ada ν ∈ M , ase todo t ∈ I e todo x ∈ RM a apliaión fν(t, xν , ·) é monótonareente en [α, β], isto é, se y, y ∈ [α, β] son tales que yν(t) ≤ yν(t) para todo ν ∈ M etodo t ∈ I, entón fν(t, xν , y) ≤ fν(t, xν , y).
(H4) Para ada ν ∈M a apliaión Bν satisfae a hipótese (H4) do Teorema 2.2.3.En tal aso, o problema (2.17) ten soluións extremais no intervalo [α, β].








(2.20)onde zξν é a maior soluión en [αν(t0), βν(t0)] da euaión alxebraia Bν(z, ξ) = 0.De xeito análogo a omo se xo na proba do Teorema 2.2.3 próbase que o operador G estáben denido, é reente e leva o intervalo [α, β] en si mesmo. Logo, G satisfae a primeirahipótese do Lema 1.2.13, onde neste aso X é o espazo topolóxio C(I,RM ) dotado da ordeparial
x ≤ y ⇔ xν(t) ≤ yν(t) para todo t ∈ I e todo ν ∈M,e P é o intervalo [α, β].Por último, para apliar o Lema 1.2.13 resta ver que G([α, β]) é un subonxunto ompatode [α, β]. En efeto, posto que os espazos C(I,RM ) e C(I)M son isomorfos, basta ver, en virtudedo Teorema de Tyhonov, que para ada ν ∈M o subonxunto Gν([α, β]) é relativamente om-pato en C(I). Pero isto é onseuenia direta da hipótese (H2), por apliaión do Teorema deÁsoliArzelà.Logo, G ten un punto xo máximo x∗ en [α, β]. A omprobaión de que x∗ é a maior soluiónde (2.17) é a mesma que a feita na proba do Teorema 2.2.3.A existenia dunha soluión mínima do problema (2.17) en [α, β] próbase de xeito análogo,redenindo o operador G axeitadamente.Exemplo 2.2.11. Unha apliaión teória interesante do resultado anterior é a reduión deorde dun sistema de euaións sen neesidade de aumentar a dimensión do problema. É benoñeido que unha euaión diferenial ordinaria de orde n pode transformarse mediante am-bios de variable nun sistema de n euaións difereniais de primeira orde e, dun xeito máis xeral,un sistema de m euaións difereniais de ordes n1, ... , nm respetivamente pode ser transfor-mado nun sistema de m∑mi=1 ni euaións de orde 1.No que segue preténdese amosar ómo o feito de admitir dependenias funionais nos vaipermitir reduir a orde das euaións que onforman un sistema sen ter que aumentar a súadimensión.Consideremos por exemplo un sistema de segunda orde da forma



































onde φi : C(I)2 −→ R é reente en ámbalas dúas variables e Bi satisfae a ondiión (H4) doTeorema 2.2.3 (i = 1, 2).Seguindo a ténia usual, faemos un ambio de variable xi = u′i, i = 1, 2. Agora, tendo enonta que para i = 1, 2 se ten
ui(t) = ui(0) +
∫ t
0
u′i(s) ds = φi(x1, x2) +
∫ t
0






t, φ1(x1, x2) +
∫ t
0
x1(s) ds, φ2(x1, x2) +
∫ t
0
x2(s) ds, x1, x2
)
, t ∈ I,
B1(x1(0), x1) = 0;
x′2(t) = f2
(
t, φ1(x1, x2) +
∫ t
0
x1(s) ds, φ2(x1, x2) +
∫ t
0
x2(s) ds, x1, x2
)
, t ∈ I,
B2(x2(0), x2) = 0.
(2.22)
En onseuenia, onseguimos un novo sistema de orde 1 sen neesidade de aumentar adimensión do problema orixinal. Por outra banda, o problema (2.22) pode ser estudado o Teo-rema 2.2.10 sempre que atopemos unha sub e unha sobresoluión do problema ben ordenadas eas funións f1 e f2 satisfagan as seguintes ondiións:
(F1) Para ase todo t ∈ I a funión f1 é reente respeto das 2, 3 e 5 variables;
(F2) Para ase todo t ∈ I a funión f2 é reente respeto das 2, 3 e 4 variables.
2.2 Problemas on ondiións funionais 49Obsérvese que a monotonía esixida ás funións fi, i = 1, 2, permítenos onsiderar todas asdependenias funionais omo unha soa, é diir, podemos esribir o problema (2.22) na forma
x′i(t) = f̃i(t, xi(t), x), t ∈ I; Bi(xi(0), xi) = 0, i = 1, 2, (2.23)onde f̃i(t, xi(t), x) = fi(t, φ1(x1, x2) + ∫ t
0
x1(s) ds, φ2(x1, x2) +
∫ t
0
x2(s) ds, x1, x2
).Deste xeito, se para ada i = 1, 2 a funión f̃i satisfae as ondiións (H1) e (H2) do Teo-rema 2.2.10 entón temos garantida a existenia de soluións extremais no intervalo [α, β] doproblema (2.22) (e, polo tanto, tamén do problema (2.17)).Obsérvese que en partiular as funións f1 e f2 poden non ser ontinuas en ningunha dassúas variables.
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, p > 0, (3.1)que modela o omportamento dunha poboaión uxa taxa de natalidade depende linealmentedo seu tamaño e que inlúe, ademais, un valor de saturaión K, de xeito que a poboaión nonpode reer máis alá desa onstante. O ambio de variable x = p/K transforma a euaión (3.1)en
x′(t) = rx(t)(1 − x(t)), x > 0. (3.2)As soluións de (3.2) son todas monótonas e onverxen asintótiamente ao equilibrio x = 1
52 Problemas de primeira orde on argumentos desviadosou a x = 0, dependendo das ondiións iniiais e de se r > 0 ou r < 0, tal e omo se pode verna Figura 3.1.
Figura 3.1: Representaión dalgunhas soluións da euaión loxístia, para r = −1 (en vermello)e r = 0,5 (en azul).Sen embargo, existen exemplos reais nos que non se observa este omportamento monótono,senón que se dán outro tipo de fenómenos, omo que a poboaión reza en ertos momentos porenriba do valor K para despois volver baixar, ou inluso que evoluione periódiamente. Co nde expliar matematiamente estes fenómenos, Huthinson [48℄ propuxo en 1948 a introduióndun atraso na euaión loxístia:
p′(t) = rp(t)
(
1 − p(t− τ)
K
)
, (3.3)onde τ ≥ 0 representa a idade de maior apaidade reprodutiva da espeie. Así, por exemplo,o entomólogo A. J. Niholson publiou un estudo [64℄ da evoluión da mosa Luilia uprinana que se omprobaba que o reemento desta poboaión seguía o modelo (3.3), e máis onre-tamente, on rτ ≈ 2,1, segundo amosou May en [61℄. Deste libro de May está extraída a Figura3.2, na que se observa o omportamento das soluións da euaión (3.3) para diversos valoresde rτ .
Figura 3.2: Soluións de (3.3) para τ1 = 1,6; τ2 = 1,75; τ3 = 2 e τ4 = 2,5, onde ada τi representaun valor de rτ . A liña horizontal é o equilibrio x = 1.




x′(t) = f(t, x(t), x(τ(t, x))) en ase todo punto t ∈ I0 = [t0, t0 + L],
x(t) = Λ(x) + k(t) para todo t ∈ I− = [t0 − r, t0], (3.4)onde r ≥ 0 e as funións que interveñen no plantexamento anterior satisfaen, grosso modo, oseguinte: (denotamos I = I− ∪ I0)
(i) f : I × R2 −→ R e τ : I0 × C(I) −→ I son funións de Carathéodory;
(ii) Λ : C(I) −→ R é un operador;
(iii) k : I− −→ R é unha funión de arranque ontinua.O noso resultado prinipal nesta seión proporionará ondiións suientes para garantira existenia de soluións minimais e maximais para o problema (3.4) entre sub e sobresoluións.Veremos ademais que, on algunha hipótese adiional, poderemos garantir tamén a existeniade soluións extremais. Como prinipais novidades on respeto a traballos xa existentes naliteratura e que estudan problemas deste tipo podemos destaar o seguinte:
(1) O argumento desviante τ depende en ada instante t do omportamento global da soluión,e non só dos valores que esta toma no instante t.
(2) Os problemas on atraso lásios, onstituídos por unha euaión da forma
x′(t) = f(t, x(t), x(t− r))
54 Problemas de primeira orde on argumentos desviadosxunto unha funión de arranque, están inluídas dentro do plantexamento xeral do pro-blema (3.4). Isto non se permitía, por exemplo, en [24℄, [25℄, [51℄ ou [52℄.
(3) Non se esixirá ningunha ondiión de monotonía sobre as funións f e τ . Ademais, tam-pouo se lles esixirá ontinuidade na primeira variable.Os resultados desta seión están enviados para publiaión, atopándose atualmente enproeso de revisión [31℄.3.1.2. Existenia de soluións minimais e maximaisComezaremos introduindo a deniión de soluión para o problema (3.4) e o que entendemospor soluións maximais e minimais nun determinado subonxunto.Deniión 3.1.1. Diremos que x ∈ C(I) é unha soluión do problema (3.4) se x|I0 ∈ AC(I0)e x satisfae (3.4). Dado un subonxunto Y ⊂ C(I), diremos que x é unha soluión maximal(respetivamente, minimal) de (3.4) en Y se para alquera soluión x̂ ∈ Y a relaión x ≤ x̂implia x = x̂ (respetivamente, a relaión x ≥ x̂ implia x = x̂).O noso método para probar a existenia de soluións para o problema (3.4) baséase naexistenia de subsoluións e sobresoluións. Cómpre sinalar que a deniión usual non funionaben neste aso, tal e omo onretaremos máis adiante, polo que debemos empregar unhaonstruión un pouo máis sutil, que é a que introduiremos a ontinuaión. Nela emprégaseimpliitamente o feito de que, por ser limitado o perorrido da funión τ(t, ·), están ben denidasas funións
t ∈ I0 7−→ τ∗(t) = ı́nf
γ∈C(I)
τ(t, γ)e
t ∈ I0 7−→ τ∗(t) = sup
γ∈C(I)
τ(t, γ).Deniión 3.1.2. Diremos que α, β ∈ C(I), on α ≤ β en I, son, respetivamente, unhasubsoluión e unha sobresoluión do problema (3.4) se α|I0, β|I0 ∈ AC(I0) e se satisfaen asseguintes desigualdades:
α′(t) ≤ mı́n
ξ∈E(t)
f(t, α(t), ξ) en .t.p. t ∈ I0, α ≤ ı́nf
γ∈[α,β]
Λ(γ) + k en I−, (3.5)
β′(t) ≥ máx
ξ∈E(t)
f(t, β(t), ξ) en .t.p. t ∈ I0, β ≥ sup
γ∈[α,β]









, t ∈ I0, (3.7)e [α, β] = {γ ∈ C(I) : α ≤ γ ≤ β en I}.
3.1 Problema xeral on ondiións Carathéodory 55Obsérvese que a Deniión 3.1.2 require impliitamente que o operador Λ estea limitado en
[α, β]. Por outra banda, os valores
mı́n
ξ∈E(t)
f(t, α(t), ξ) e máx
ξ∈E(t)
f(t, β(t), ξ),alánzanse realmente para ase todo t ∈ I0 xado, en virtude da ontinuidade das funións
f(t, α(t), ·) e f(t, β(t), ·) no subonxunto ompato E(t). Cómpre sinalar tamén que a subsolu-ión e a sobresoluión apareen aopladas na Deniión 3.1.2.Podemos presentar xa o noso resultado prinipal para o problema (3.4).Teorema 3.1.3. Supoñamos que existen α, β ∈ C(I) que son, respetivamente, unha subsoluióne unha sobresoluión do problema (3.4), e asumamos as seguintes ondiións:
(H1) (Condiións de Carathéodory)
(H1)− (a) Para todo x, y ∈ [mı́nt∈I α(t),máxt∈I β(t)] a funión f(·, x, y) é medible, epara ase todo t ∈ I0, todo x ∈ [α(t), β(t)] e todo y ∈ E(t) (sendo E(t) omo en (3.7)) asfunións f(t, ·, y) e f(t, x, ·) son ontinuas.
(H1) − (b) Para toda γ ∈ [α, β] a funión τ(·, γ) é medible, e para ase todo t ∈ I0o operador τ(t, ·) é ontinuo en C(I) (equipado oa topoloxía usual da onverxenia uni-forme).
(H1) − (c) O operador Λ : C(I) −→ R é ontinuo.
(H2) (Estimaións en L1) Existe ψ ∈ L1(I0) de tal xeito que para ase todo t ∈ I0, todo
x ∈ [α(t), β(t)] e todo y ∈ E(t) tense





α(t), se x < α(t),
x, se α(t) ≤ x ≤ β(t),
β(t), se x > β(t),




x′(t) = f(t, p(t, x(t)), p(τ(t, x), x(τ(t, x)))) en .t.p. t ∈ I0,
x(t) = Λ(p(·, x(·))) + k(t) para todo t ∈ I−. (3.8)Armaión 1: O problema (3.8) posúe ando menos unha soluión. Consideremos o opera-dor
T : C(I) −→ C(I)que asoia ada γ ∈ C(I) oa funión ontinua Tγ denida para ada t ∈ I− omo
Tγ(t) = Λ(p(·, γ(·))) + k(t),e para ada t ∈ I0 omo
Tγ(t) = Λ(p(·, γ(·))) + k(t0) +
∫ t
t0
f(s, p(s, γ(s)), p(τ(s, γ), γ(τ(s, γ))))ds.É unha omprobaión estándar que, en virtude das hipóteses (H1) e (H2), T dene unoperador ompletamente ontinuo. En onseuenia, o Teorema 1.2.2 garante que T posúe unonxunto ompato non baleiro de puntos xos, que se orresponden trivialmente oas soluiónsdo problema (3.8).Armaión 2: Toda soluión x de (3.8) satisfae α ≤ x ≤ β en I e, en onseuenia, é unhasoluión do problema (3.4) en [α, β]. En primeiro lugar, obsérvese que se x é unha soluión de(3.8) entón p(·, x(·)) ∈ [α, β]. Polo tanto, a deniión de subsoluión do problema (3.4) impliaque para ada t ∈ I− se ten
α(t) ≤ Λ(p(·, x(·))) + k(t) = x(t).Vexamos agora que α(t) ≤ x(t) para todo t ∈ I0. Para iso, supoñamos, razoando por reduiónao absurdo, que x  α en I0. En tal aso, podemos atopar t̂0 ∈ [t0, t0 + L] e ε > 0 de tal xeitoque α(t̂0) = x(t̂0) e
α(t) > x(t) para todo t ∈ (t̂0, t̂0 + ε]. (3.9)Así, para todo t ∈ [t̂0, t̂0 + ε] tense que p(t, x(t)) = α(t) e
p(τ(t, x), x(τ(t, x))) ∈ [α(τ(t, x)), β(τ(t, x))] ⊂ E(t),sendo E(t) o onxunto denido en (3.7). Polo tanto, para ase todo s ∈ [t̂0, t̂0 + ε] temos
α′(s) ≤ f(s, p(s, x(s)), p(τ(s, x), x(τ(s, x)))).En onseuenia, para t ∈ [t̂0, t̂0 + ε] tense






f(s, p(s, x(s)), p(τ(s, x), x(τ(s, x)))) ds ≤ 0,
3.1 Problema xeral 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ións Carathéodory 57o al ontradí (3.9).Un argumento similar permite probar que x ≤ β en I.Armaión 3: O onxunto de soluións do problema (3.4) en [α, β] posúe elementos maximaise minimais. Consideremos o onxunto
S = {x ∈ C(I) : x é unha soluión de (3.4) , x ∈ [α, β]},que é un subonxunto ompato e non baleiro de C(I) por orresponderse o onxunto de puntosxos do operador T . Entón, a funión real ontinua
x ∈ S 7−→ I(x) =
∫ t0+L
t0
x(s) dsalanza o seu máximo e o seu mínimo, isto é, existen x∗, x∗ ∈ S de tal xeito que
I(x∗) = máx{I(x) : x ∈ S}, I(x∗) = mı́n{I(x) : x ∈ S}. (3.10)Agora, se x ∈ S é tal que x ≥ x∗ en I, entón tense que I(x) ≥ I(x∗) e, en virtude de(3.10), I(x) ≤ I(x∗). Polo tanto, podemos onluír que I(x) = I(x∗) o al, xunto o feito deque x ≥ x∗, implia que x = x∗ en I. En onseuenia, x∗ é un elemento maximal de S.De xeito análogo probariamos que x∗ é un elemento minimal.Ao omezo desta epígrafe insinuabamos o feito de que a deniión usual de sub e sobre-soluión non funionaba ben para o problema (3.4), e será isto o que tentaremos onretar aontinuaión. En efeto, a deniión natural que a un se lle oorrería empregar nun primeiromomento esixiría as desigualdades
α′(t) ≤ f(t, α(t), α(τ(t, α))) en .t.p. t ∈ I0, α(t) ≤ Λ(α) + k(t) en I− (3.11)e
β′(t) ≥ f(t, β(t), β(τ(t, β))) en .t.p. t ∈ I0, β(t) ≥ Λ(β) + k(t) en I−, (3.12)no anto de (3.5)(3.6). Sen embargo, amosaremos no seguinte exemplo que estas deniiónsnon serían axeitadas para asegurar a existenia de soluións para o problema (3.4).Exemplo 3.1.4. Consideremos o seguinte problema on atraso
x′(t) = −x(t− 1) en .t.p. t ∈ [0, 1], x(t) = k(t) = −t para t ∈ [−1, 0]. (3.13)En primeiro lugar, as funións α(t) = 0 e β(t) = 1, t ∈ [−1, 1], son, respetivamente,subsoluión e sobresoluión do problema (3.13) no sentido (3.11)(3.12). En efeto, para ada
t ∈ [−1, 0] tense 0 = α(t) ≤ −t ≤ β(t) = 1, e para t ∈ [0, 1] tense
α′(t) = 0 = −α(t− 1), β′(t) = 0 ≥ −β(t− 1) = −1.
58 Problemas de primeira orde on argumentos desviadosSen embargo, se x é unha soluión de (3.13) entón para ase todo t ∈ [0, 1] tense
x′(t) = −x(t− 1) = −k(t− 1) = t− 1,polo que para t ∈ [0, 1] podemos integrar diretamente para obter
x(t) = x(0) +
∫ t
0
(s− 1) ds = t
2
2
− t,de onde se dedue que x(t) < α(t) para todo t ∈ [0, 1]. En onseuenia, o problema (3.13) nonten ningunha soluión entre α e β.Obsérvese que as desigualdades (3.5)(3.6) implian (3.11)(3.12), polo que sub e sobreso-luións no sentido da Deniión 3.1.2 son tamén sub e sobresoluións non sentido usual; senembargo, a impliaión reíproa é falsa en xeral. A Deniión 3.1.2 é probablemente a me-llor posible para o problema (3.4), pois redúese a algunhas deniións habituais que un podeatopar na literatura en onexión on asos partiulares de (3.4). Máis aínda, ando a funión
τ non depende da segunda variable entón para t ∈ I0 tense que E(t) = [α(τ(t)), β(τ(t))] naDeniión 3.1.2, polo que se f é monótona reente on respeto á tereira variable entón aDeniión 3.1.2 e a deniión usual oiniden sobre o intervalo I0 (feito que será posteriormenteempregado na proba do Teorema 3.1.6). Se, pola ontra, a funión f é monótona dereenterespeto da tereira variable, entón sobre o intervalo I0 a Deniión 3.1.2 orrespóndese oadeniión usual de subsoluión e sobresoluión aopladas (véxase por exemplo [51℄).Outra reexión interesante é que, en xeral, nas ondiións do Teorema 3.1.3 non podemosagardar que o problema (3.4) teña soluión extremais en [α, β], no sentido de que atopemos unhasoluión maior que todas as demais ou outra menor. Amosamos este feito on outro exemplo.Exemplo 3.1.5. Consideremos o problema














1, se y < −1,
−y, se − 1 ≤ y ≤ 1,
−1, se y > 1,e τ(t) = π2 − t.En primeiro lugar omprobaremos que as funións α(t) = −t − π2 = −β(t), t ∈ I0, son,respetivamente, subsoluión e sobresoluión do problema (3.14). En efeto, a deniión de fimplia que para todo (t, x, y) ∈ I0 × R2 é |f(t, x, y)| ≤ 1, polo que para todo t ∈ I0 tense
mı́n
ξ∈E(t)
f(t, α(t), ξ) ≥ −1 = α′(t) e máx
ξ∈E(t)
f(t, β(t), ξ) ≤ 1 = β′(t),













= [t− π, π − t] .Ademais, α(−π2 ) = β(−π2 ) = 0, polo que α e β son, respetivamente, unha subsoluión eunha sobresoluión de (3.14).As ondiións (H1) e (H2) do Teorema 3.1.3 úmprense trivialmente (basta tomar por exem-plo ψ ≡ 1 para (H2)), polo que o problema (3.14) ten soluións maximais e minimais en [α, β].Sen embargo, amosaremos agora que este problema non ten soluións extremais entre α e β.A familia xλ(t) = λ cos t, t ∈ I0, on λ ∈ [−1, 1], dene un onxunto de soluións do proble-ma (3.14) tales que α ≤ xλ ≤ β para ada λ ∈ [−1, 1]. Obsérvese que a soluión idéntiamenteero pertene á familia anterior e non é nin máxima nin mínima en [α, β].Sexa agora x̂ ∈ [α, β] unha soluión arbitraria do problema (3.14) e vexamos que x̂ nonpode ser tampouo unha soluión máxima nin unha soluión mínima de (3.14) en [α, β]. Enprimeiro lugar, se x̂ ambia signo en I0 entón x̂ non pode ser unha soluión extremal de (3.14),pois non podería ser omparada oa soluión x ≡ 0. Se, por outra banda, fose x̂ ≥ 0 en I0,entón a euaión diferenial proporiona que x̂′ ≤ 0 .p.d. en I0, o al implia, tendo en ontaa ondiión iniial x̂(−π2 ) = 0, que x̂(t) = 0 para todo t ∈ I0. Razoando do mesmo xeitoprobariamos que x̂ ≤ 0 en I0 tamén impliaría x̂ ≡ 0. En onseuenia, o problema (3.14) nonpode ter soluións extremais en [α, β].
Figura 3.3: Familia de soluións {xλ} entre α e β.O noso próximo obxetivo será probar que, a pesar do exposto anteriormente, en ertasondiións partiulares si que é posible garantir a existenia de soluións extremais para o
60 Problemas de primeira orde on argumentos desviadosproblema (3.4) entre α e β. Estas ondiións partiulares redúense, grosso modo, a eliminar adependenia do estado no argumento desviante τ e a esixir ertas monotonías ás funións f e




x′(t) = f(t, x(t), x(τ(t))) en .t.p. t ∈ I0,
x(t) = Λ(x) + k(t) para todo t ∈ I−. (3.15)Asumamos que para (3.15) se satisfaen as ondiións do Teorema 3.1.3 e supoñamos a maioresque se umpren as seguintes hipóteses de monotonía:
(M1) Para ase todo t ∈ I0 e todo x ∈ [α(t), β(t)] a funión f(t, x, ·) é monótona reente nointervalo [α(τ(t)), β(τ(t))];
(M2) O operador Λ é monótono reente en [α, β].En tal aso, o problema (3.15) ten soluións extremais entre α e β.Proba. En primeiro lugar, o Teorema 3.1.3 garántenos que o problema (3.15) posúe un onxuntonon baleiro de soluións entre α e β. Deduiremos a existenia de elementos extremais a partirde probar que este onxunto é dirixido e apliar o Teorema 1.2.5. Con este n, xogará agoraun papel relevante o feito de que grazas ás ondiións de monotonía e a que τ non depende dainógnita a deniión de subsoluión e sobresoluión que estamos manexando, isto é, segundoas desigualdades (3.5)(3.6), é equivalente á deniión usual, isto é, segundo as desigualdades(3.11)(3.12).Sexan, pois, x1, x2 ∈ [α, β] dúas soluións do problema (3.15) e vexamos que existe outrasoluión x3 ∈ [α, β] de tal xeito que x1 ≤ x3 e x2 ≤ x3, o que nos amosará que o onxunto desoluións entre α e β é dirixido superiormente. Para iso, onsideremos a funión
x̂(t) = máx{x1(t), x2(t)}, t ∈ I,uxa restriión x̂|I0 é absolutamente ontinua en I0. Así denida, para ase todo t ∈ I0 tense,ou ben
x̂′(t) = f(t, x̂(t), x1(τ(t))),ou ben
x̂′(t) = f(t, x̂(t), x2(τ(t))),e posto que f é reente na súa tereira variable obtense, en alquera aso, que
x̂′(t) ≤ f(t, x̂(t), x̂(τ(t))).Por outra banda, da monotonía do operador Λ dedúese que x̂(t) ≤ Λ(x̂)+k(t), polo que x̂ éunha subsoluión do problema (3.15). En onseuenia, podemos apliar novamente o Teorema
3.1 Problema xeral on ondiións Carathéodory 613.1.3 para asegurar que existe ando menos unha soluión de (3.15) x3 ∈ [x̂, β], soluión que,de xeito obvio, satisfae x1 ≤ x3 e x2 ≤ x3. Queda probado entón que o onxunto de soluiónsde (3.15) é dirixido superiormente, polo que en virtude do Teorema 1.2.5 posúe un elementomáximo.De xeito análogo probariamos que este onxunto é dirixido inferiormente e, polo tanto, posúeun elemento mínimo.Amosaremos un exemplo a apliabilidade do resultado anterior.Exemplo 3.1.7. Fixemos L > 0 e onsideremos a seguinte euaión diferenial on argumentode reexión e singularidade en x = 0:
x′(t) =
−t





−2t, se t < 0,
−1
2





−4t, se t < 0,
0, se 0 ≤ t ≤ L,denen, respetivamente, unha subsoluión e unha sobresoluión do problema (3.16). En efeto,para t ∈ [−L, 0] tense
α(t) = −2t ≤ k(t) ≤ −4t = β(t),e para ase todo t ∈ I0 úmprese
f(t, α(−t)) = −1
2
= α′(t), f(t, β(−t)) = −1
4
< β′(t).Por outra banda, para ase todo t ∈ I0 e todo y ∈ [α(−t), β(−t)] = [2t, 4t] tense










,polo que o problema (3.16) posúe soluións extremais entre α e β. Obsérvese que para todo
t ∈ (0, L] a funión f(t, ·) é monótona reente no intervalo [α(−t), β(−t)], polo que pode serapliado o Teorema 3.1.6.
62 Problemas de primeira orde on argumentos desviadosDe feito, podemos resolver expliitamente o problema (3.16), pois a euaión diferenialxunto oa funión de arranque onduen ao problema de valor iniial
x′(t) =
1





cos r − 3 , t ∈ [0, L].




x′(t) = f(x(τ(t, x))) en .t.p. t ∈ I0 = [t0, t0 + L],
x(t) = k(t) para todo t ∈ I− = [t0 − r, t0], (3.17)on f ∈ C(R) e k ∈ C(I−). Por abreviar, denotamos
ϕ∗ = mı́n
t∈I−
k(t), ϕ∗ = máx
t∈I−
k(t). (3.18)
3.1 Problema xeral on ondiións Carathéodory 63Proposiión 3.1.8. Supoñamos que f é unha funión ontinua que ademais satisfae as seguintesondiións:
ĺım
y→+∞
f(y) = +∞; (3.19)
ĺım
y→−∞













ϕ∗, se t < t0,





ϕ∗, se t < t0,





> L,polo que existe y1 < mı́n{0, ϕ∗} de tal xeito que
0 > f(y) >
y − ϕ∗
L
se y ≤ y1. (3.24)Por outra banda, a ondiión (3.19) implia que existe y2 > 0 tal que
f(y) > 0 se y ≥ y2. (3.25)Sexa λ = mı́n{f(y) : y1 ≤ y ≤ y2}. En virtude de (3.20) e da ontinuidade da funión f ,existe y3 ≤ y1 de tal xeito que
f(y3) = λ e f(y) ≥ λ para todo y ∈ [y3, y1], (3.26)e esta eleión de y3 tamén proporiona que
f(y3) ≤ f(y) para todo y ≥ y3, (3.27)




. (3.28)Agora, denamos α omo en (3.22), on m = ϕ∗−y3L . Así denida, tense que α(t) ≤ k(t)para todo t ∈ I−, α′(t) = y3−ϕ∗L para todo t ∈ I0 e
mı́n
t∈I
α(t) = α(t0 + L) = −mL+ ϕ∗ = y3,polo que deduimos das desigualdades (3.27) e (3.28) que para todo t ∈ I0 úmprese
α′(t) = −m < f(y3) = mı́n
y≥mı́nI α(t)
f(y). (3.29)Do mesmo xeito, podemos atopar y3 ≥ máx{0, ϕ∗} de tal xeito que a funión β denida en(3.23), on m = ϕ∗−y3L , satisfae β(t) ≥ k(t) para todo t ∈ I− e
β′(t) = m ≥ máx
y≤máxI β(t)





sgn(y) log |y|, se y ∈ (−∞,−1) ∪ (1,∞),
sen(πy), se y ∈ [−1, 1],satisfae todas as ondiións da Proposiión 3.1.8. En onseuenia, o problema (3.17) asoiadoá funión f ten ando menos unha soluión para alquera eleión de k ∈ C(I−) e τ ∈ C(I, I)(e dos intervalos I− e I0).
Figura 3.5: Grafo da funión f no intervalo [−10, 10].
3.1 Problema xeral on ondiións Carathéodory 65Agora usaremos as ideas da Proposiión 3.1.8 para onstruír sub e sobresoluións para oproblema xeral (3.4).Proposiión 3.1.10. Sexa k ∈ C(I0) e sexa f : I0 × R2 −→ R unha funión de Carathéodory.Supoñamos que existen Fα, Fβ ∈ C(R) de tal xeito que para ase todo t ∈ I0 e todo y ∈ Rúmprese
f(t, x, y) ≥ Fα(y) para todo x ≤ ϕ∗ (3.31)e
f(t, x, y) ≤ Fβ(y) para todo x ≥ ϕ∗, (3.32)on ϕ∗ e ϕ∗ omo en (3.18).Ademais, asumamos que se satisfae o seguinte grupo de ondiións relativas a Fα e Fβ:
ĺım
y→−∞
Fα(y) = −∞, (3.33)











Fβ(y) = +∞, (3.36)








. (3.38)Entón existen m,m ≥ 0 de tal xeito que α e β onstruídas omo en (3.22)(3.23) denen,respetivamente, unha subsoluión e unha sobresoluión para o problema (3.4), e isto non de-pende da eleión de τ .Proba. Razoando do mesmo xeito que omo se xo na proba da Proposiión 3.1.8 obtemos queexiste m ≥ 0 de tal xeito que α(t) ≤ ϕ∗ para todo t ∈ I− e
α′(t) = −m ≤ mı́n
y≥mı́nI α
Fα(y) para ase todo t ∈ I0.Posto que α(t) ≤ ϕ∗ para todo t ∈ I, obtemos a partir da desigualdade (3.31) que
α′(t) ≤ mı́n
y≥mı́nI α
f(t, α(t), y) en .t.p. t ∈ I0.De xeito análogo, existe m ≥ 0 tal que β(t) ≥ ϕ∗ para todo t ∈ I− e
β′(t) = m ≥ máx
y≤máxI β
f(t, β(t), y) en .t.p. t ∈ I0.En onseuenia, α e β son, respetivamente, unha subsoluión e unha sobresoluión doproblema (3.4).




x′(t) = −(x+ π)|x+ π|γg(t, x) + f(τ(t, x)) en .t.p. t ∈ [0, L],
x(t) = −t cos t para todo t ∈ [−π, 0], (3.39)onde γ ≥ 0, L > 0 e g é unha funión de Carathéodory non negativa.É doado omprobar que neste aso tense ϕ∗ = −π e ϕ∗ ≈ 0,5611, e que a funión F (t, x, y)que dene a euaión diferenial en (3.39) satisfae
F (t, x, y) ≥ f(y) se x ≤ −π e F (t, x, y) ≤ f(y) se x ≥ −π,polo que en partiular úmprense as ondiións (3.31) e (3.32).Por outra banda, as ondiións (3.33)(3.38) úmprense en virtude das omprobaións feitasno Exemplo 3.1.9, polo que existen m,m > 0 de tal xeito que α e β onstruídas omo en (3.22)(3.23) denen unha subsoluión e unha sobresoluión do problema (3.39) para alquera eleiónde τ . En partiular, se existe ψ ∈ L1(I0) tal que para ase todo t ∈ I0 e todo x ∈ [α(t), β(t)]tense g(t, x) ≤ ψ(t), entón o problema (3.39) posúe soluións maximais e minimais entre α e




x′(t) = f(t, x(t), x(τ(t))) en .t.p. t ∈ I = [t0, t0 + L],
B(x(c), x) = 0,
(3.40)onde c ∈ {t0, t0 + L} e o argumento desviante τ é unha funión medible tal que τ(I) ⊂ I esatisfae unha das dúas ondiións seguintes: ou ben τ(t) ≤ t en .t.p. t ∈ I, isto é, τ é unargumento de atraso, ou ben t ≤ τ(t) en .t.p. t ∈ I, en uxo aso τ sería un argumento de
3.2 Problemas on adianto ou on atraso 67adianto. Ademais, as funións f : I ×R2 −→ R e B : R×C(I) −→ R poden ser disontinuas enalquera dos seus argumentos. No que se rere á ondiión de ontorno, tomaremos c = t0 noaso de euaións on atraso e c = t0 + L para euaións on adianto.O problema (3.40) foi estudado por Jankowski en [49℄ e [50℄, e neses artigos proporiónanseresultados de existenia de soluións extremais para o problema anterior (en [49℄ para euaiónson adianto e en [50℄ para euaións on atraso) on f e τ funións de Carathéodory e ondiiónsde ontorno da forma B(x(t0), x(t0 +L)) = 0, on B unha funión ontinua nas dúas variables.Polo tanto, os nosos resultados xeneralizan os que se obteñen nos itados traballos.3.2.2. Existenia de soluión úniaNa proba do noso resultado prinipal de existenia de soluións para o problema (3.40)preisaremos poder garantir que ertos problemas auxiliares teñan soluión únia. A este npresentamos un resultado para o problema
x′(t) = g(t, x(t), x(τ(t))) en .t.p. t ∈ I, x(t0) = x0. (3.41)Teorema 3.2.1. Sexa τ : I −→ I unha funión medible tal que τ(t) ≤ t en .t.p. t ∈ I esupoñamos que se satisfae o seguinte grupo de ondiións:
(H1) (Medibilidade) Para todo x, y ∈ R a funión g(·, x, y) é medible;
(H2) (Estimaión en L1) Para ada subonxunto ompato R ⊂ R2, existe ψR ∈ L1(I) de talxeito que para ase todo t ∈ I e todo (x, y) ∈ R tense |g(t, x, y)| ≤ ψR(t).
(H3) (Condiión de Lipshitz forte) Existen funións L1, L2 ∈ L1(I, [0,+∞)) de tal xeito quepara ase todo t ∈ I temos que
|g(t, x, y) − g(t, x, y)| ≤ L1(t)|x− x| + L2(t)|y − y|para todos x, y, x, y ∈ R.En tal aso, o problema (3.41) ten unha únia soluión en AC(I).Proba. As soluións do problema (3.41) orrespóndense os puntos xos do operador
A : C(I) −→ C(I)denido mediante a expresión
Ax(t) = x0 +
∫ t
t0
g(s, x(s), x(τ(s))) ds, t ∈ I, x ∈ C(I).Obsérvese que a ondiión (H3) implia en partiular que a funión g é ontinua nas va-riables espaiais, polo que g é unha funión de Carathédory. Por outra parte, para alquera
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x ∈ C(I) a omposiión x ◦ τ é medible e, polo tanto, g(·, x(·), x(τ(·))) é tamén medible. Poroutra banda, a ondiión (H2) garante que para ada x ∈ C(I) a integral anterior existe e, enonseuenia, o operador A está ben denido.O que faremos a ontinuaión será probar que A ten un únio punto xo, omo apliaióndo Teorema 1.2.7 (Teorema do punto xo de Banah).No espazo C(I) onsideramos a norma de tipo Bieleki
||x||∗ = máx
t∈I
e−λ(t)|x(t)|, onde λ(t) = ∫ t
t0











[L1(s)|u(s) − v(s)| + L2(s)|u(τ(s)) − v(τ(s))|] ds
}




eλ(s)(L1(s) + L2(s)) ds}
≤ ||u− v||∗ máx
t∈I
{e−λ(t) (eλ(t) − 1)}
= ||u− v||∗ máx
t∈I
(
1 − e−λ(t)) = q||u− v||∗,onde q = 1 − e−||L1+L2||L1(I) < 1.En onseuenia, o operador A satisfae as ondiións do Teorema 1.2.7 e, polo tanto, posúeun únio punto xo que se orresponde oa únia soluión do problema (3.41).Observaión 3.2.2. O resultado anterior segue sendo válido se substituímos o argumento deatraso por un argumento de adianto e onsideramos o problema nal no anto do problema devalor iniial. En efeto, sexa τ : I −→ I de tal xeito que τ(t) ≥ t en .t.p. t ∈ I e onsideremoso problema
x′(t) = g(t, x(t), x(τ(t))) en .t.p. t ∈ I, x(t0 + L) = xL. (3.42)Entón x ∈ AC(I) é unha soluión do problema (3.42) se e só se a funión y(t) = x(−t) é unhasoluión do problema
y′(t) = h(t, y(t), y(τ̂ (t))) en .t.p. t ∈ [−t0 − L,−t0], y(−t0 − L) = xL,




p′(t) ≤ −K(t)p(t) − L(t)p(τ(t)) en .t.p. t ∈ I,
p(t0) ≤ 0.










p′(t) ≥ K(t)p(t) + L(t)p(τ(t)) en .t.p. t ∈ I,
p(t0 + L) ≤ 0.





K(s)dsdt ≤ 1, (3.46)entón p ≤ 0 en I.Nos artigos orixinais, os lemas anteriores están enuniados oa hipótese de que as funións
τ e K son ontinuas; sen embargo, a mesma proba que alí se fai segue sendo válida pedindouniamente a medibilidade de τ e o aráter integrable de K, tal e omo estableimos nos nososenuniados.Antes de presentar os resultados prinipais desta seión introduiremos a deniión desubsoluión e sobresoluión para o problema (3.40) que, omo era de esperar, é a translaiónnatural da deniión que se emprega no Teorema 3.1.6.
70 Problemas de primeira orde on argumentos desviadosDeniión 3.2.5. Diremos que α, β ∈ AC(I) son, respetivamente, unha subsoluión e unhasobresoluión do problema (3.40) se as omposiións f(·, α(·), α(τ(·))) e f(·, β(·), β(τ(·))) sonmedibles e se satisfaen as seguintes desigualdades:
α′(t) ≤ f(t, α(t), α(τ(t))) en .t.p. t ∈ I, B(α(c), α) ≤ 0; (3.47)
β′(t) ≥ f(t, β(t), β(τ(t))) en .t.p. t ∈ I, B(β(c), β) ≥ 0. (3.48)Os nosos resultados de existenia de soluión para o problema (3.40) son os que seguen.Teorema 3.2.6. Poñamos c = t0. Sexa τ : I −→ I unha funión medible e tal que τ(t) ≤ t .p.d.en I. Supoñamos que existen α, β ∈ AC(I) que son, respetivamente, subsoluión e sobresoluióndo problema (3.40), on α ≤ β en I, e denotemos
[α, β] = {ξ ∈ AC(I) : α(t) ≤ ξ(t) ≤ β(t) en I}.Asumamos ademais que se satisfae o seguinte grupo de ondiións:
(H1) (Medibilidade) Para toda ξ ∈ [α, β], é medible a omposiión
t ∈ I 7−→ f(t, ξ(t), ξ(τ(t)));
(H2) (Estimaión en L1) Existe ψ ∈ L1(I) tal que para ase todo t ∈ I, todo x ∈ [α(t), β(t)] etodo y ∈ [α(τ(t)), β(τ(t))] tense
|f(t, x, y)| ≤ ψ(t);
(H3) (Condiión de Lipshitz lateral) Existen funións integrables K,L, on L ≥ 0 .p.d. en I,que satisfaen a desigualdade (3.44) e de tal xeito que
f(t, x, y) − f(t, x, y) ≤ K(t)(x− x) + L(t)(y − y)se α(t) ≤ x ≤ x ≤ β(t) e α(τ(t)) ≤ y ≤ y ≤ β(τ(t));
(H4) (Condiións de ontorno)
(H4) − (a) (Disontinuidades admisibles) Para todo ξ ∈ [α, β] e todo x ∈ R tense que
ĺım inf
y→x−
B(y, ξ) ≥ B(x, ξ) ≥ ĺım sup
y→x+
B(y, ξ);
(H4) − (b) (Monotonía) Para todo x ∈ R a funión B(x, ·) é monótona dereente en
[α, β].En tal aso, o problema (3.40) ten soluións extremais no intervalo funional [α, β].
3.2 Problemas on adianto ou on atraso 71Proba. Consideremos o operador G : [α, β] −→ AC(I) denido do seguinte xeito: para ada




x′(t) = f(t, ξ(t), ξ(τ(t))) −K(t)[x(t) − ξ(t)] − L(t)[x(τ(t)) − ξ(τ(t))],
x(t0) = xξ,
(3.49)sendo xξ a maior soluión no intervalo [mı́nt∈I α(t),máxt∈I β(t)] da euaión B(x, ξ) = 0.Armaión 1: O operador G está ben denido. En primeiro lugar, para ada ξ ∈ [α, β] onúmero xξ está ben denido en virtude da hipótese (H4)−(a) e en apliaión do Lema 2.2.1. Poroutra banda, as hipóteses (H1), (H2) e (H3) garanten que o problema (3.49) está nas hipótesesdo Teorema 3.2.1 e, en onseuenia, posúe unha únia soluión en AC(I).Armaión 2: G é un operador reente que leva o intervalo [α, β] en si mesmo. Sexan
ξ1, ξ2 ∈ [α, β] tales que ξ1 ≤ ξ2. En primeiro lugar, (H4) implia que Gξ1(t0) ≤ Gξ2(t0). Enefeto, por deniión tense que Gξ1(t0) = xξ1 e Gξ2(t0) = xξ2 , e a monotonía da funión B nasúa segunda variable implia que
0 = B(xξ1, ξ1) ≥ B(xξ1 , ξ2) e
B(β(a), ξ2) ≥ B(β(a), β) ≥ 0,polo que por apliaión do Lema 2.2.1 obtense que a funión B(·, ξ2) ten ando menos un erono intervalo [xξ1 , β], polo que xξ1 ≤ xξ2 .Por outra banda, a hipótese (H3) implia que para ase todo t ∈ I se satisfae a desigualdade
(Gξ1 −Gξ2)′(t) ≤ −K(t)[Gξ1(t) −Gξ2(t)] − L(t)[Gξ1(τ(t)) −Gξ2(τ(t))].En onseuenia, podemos apliar o Lema 3.2.3 para garantir que Gξ1 ≤ Gξ2 e, polo tanto, ooperador G é reente.Un argumento análogo amosa que Gα ≥ α e Gβ ≤ β por seren α e β, respetivamente, sube sobresoluión do problema (3.40). En onseuenia G([α, β]) ⊂ [α, β].Armaión 3: O operador G posúe puntos xos extremais, que se orresponden oas soluiónsextremais do problema (3.40) en [α, β]. Xa vimos no apartado anterior que G é reente.Ademais, para ξ ∈ [α, β] tense que




α(t)),onde a funión que aparee no lado dereito da desigualdade anterior é integrable en I. Polo tanto,por apliaión do Lema 1.2.16, podemos garantir que G ten puntos xos extremais máximo, x∗,e mínimo, x∗, araterizados mediante as expresións
x∗ = máx{x ∈ [α, β] : x ≤ Gx}, x∗ = mı́n{x ∈ [α, β] : Gx ≤ x}. (3.50)
72 Problemas de primeira orde on argumentos desviadosPor unha parte, é laro en virtude da deniión de G que todo punto xo de G se orrespon-de unha soluión do problema (3.40). Reiproamente, se ζ ∈ [α, β] é unha soluión de (3.40)entón ζ ≤ Gζ e, en virtude de (3.50), tense que ζ ≤ x∗. En onseuenia, x∗ é a maior soluiónde (3.40) en [α, β].A proba de que (3.40) ten unha menor soluión en [α, β] faríase de xeito similar, redenindoo operador G onvenientemente.Observaión 3.2.7. A ondiión (H3) do Teorema 3.2.6 úmprese, en partiular, se a funión
f é monotona reente nas variables espaiais, xa que entón abonda tomar K = L = 0.O seguinte resultado é a versión análoga ao Teorema 3.2.6 para o aso de problemas onadianto.Teorema 3.2.8. Poñamos c = t0 + L. Sexa τ : I −→ I unha funión medible e tal que
τ(t) ≥ t .p.d. en I. Supoñamos que existen α, β ∈ AC(I) que son, respetivamente, subsoluióne sobresoluión do problema (3.40), on α ≤ β en I. Asumamos ademais que se satisfae oseguinte grupo de ondiións:
(H1) (Medibilidade) Para toda ξ ∈ [α, β], é medible a omposiión
t ∈ I 7−→ f(t, ξ(t), ξ(τ(t)));
(H2) (Estimaión en L1) Existe ψ ∈ L1(I) tal que para ase todo t ∈ I, todo x ∈ [α(t), β(t)] etodo y ∈ [α(τ(t)), β(τ(t))] tense
|f(t, x, y)| ≤ ψ(t);
(H3) (Condiión de Lipshitz lateral) Existen funións integrables K,L, on L ≥ 0 .p.d. en I,que satisfaen a desigualdade (3.46) e de tal xeito que
f(t, x, y) − f(t, x, y) ≥ −K(t)(x− x) − L(t)(y − y)se α(t) ≤ x ≤ x ≤ β(t) e α(τ(t)) ≤ y ≤ y ≤ β(τ(t));
(H4) (Condiións de ontorno)
(H4) − (a) (Disontinuidades admisibles) Para todo ξ ∈ [α, β] e todo x ∈ R tense que
ĺım inf
y→x−
B(y, ξ) ≥ B(x, ξ) ≥ ĺım sup
y→x+
B(y, ξ);
(H4) − (b) (Monotonía) Para todo x ∈ R a funión B(x, ·) é monótona dereente en
[α, β].




x′(t) = f(t, ξ(t), ξ(τ(t))) +K(t)[x(t) − ξ(t)] + L(t)[x(τ(t)) − ξ(τ(t))],




x′(t) = φ(x(t)) + x(
√
t) sen t ≡ f(t, x(t), x(
√
t)) en .t.p. t ∈ I = [0, 1],
x(1) − x(0) = λ,












, se x ∈ [1 − 1
n
, 1 − 1
n+ 1
)
, n = 1, 2, ...
1, noutro aso .Obsérvese que a ondiión de ontorno pode reesribirse na forma
B(x(1), x) = x(1) − x(0) − λ = 0.As funións α(t) = 0, β(t) = t, t ∈ I, denen, respetivamente, unha subsoluión e unhasobresoluión do problema (3.51). En efeto, úmprese que
f(t, α(t), α(
√





+ sen(1) < 1 = β′(t) .p.d. en I; B(β(1), β) = 1 − λ > 0,polo que α e β son sub e sobresoluión para o problema (3.51), on α ≤ β en I.Por outra banda, a ondiión (H2) do Teorema 3.2.8 úmprese on ψ ≡ 1 e a hipótese (H3)satisfáese on K ≡ 1
10






K(s) dsdt ≈ 0,466 ≤ 1.
74 Problemas de primeira orde on argumentos desviadosPor último, a funión B que dene as ondiións de ontorno é ontinua respeto da vari-able real e dereente respeto da variable funional, polo que a ondiión (H4) do Teorema 3.2.8tamén se satisfae.En onseuenia, o problema (3.51) ten soluións extremais entre α e β.3.2.4. Construión de sub e sobresoluiónsO noso propósito nesta seión será proporionar un método para a obtenión explíita desub e sobresoluións para (3.40) baixo ertas hipóteses sobre as funións que denen o problema.Proposiión 3.2.11. No plantexamento do problema (3.40) supoñamos que:
(C1) τ é un argumento de atraso, isto é, τ(t) ≤ t para .t.p. t ∈ I;
(C2) Para ase todo t ∈ I e todo x ∈ R a funión f(t, x, ·) é monótona reente;
(C3) Existe un funional linear reente φ : C(I) −→ R de tal xeito que
B(x(t0), x) = x(t0) − φ(x) para toda x ∈ C(I);
(C4) Para ase todo t ∈ I e todos x, y ∈ R tense




= ∞.Unha ondiión suiente para garantir a existenia de subsoluións e sobresoluións parao problema (3.40) é que existan onstantes non negativas m,nα, nβ, on ni ≤ m, i = α, β, detal xeito que
m− φ(w) ≥ ni(1 − φ(1)), i = α, β, (3.52)onde w é a únia soluión do problema de valor iniial
w′(t) = p(t)h(w(t), w(t)), t ∈ I, w(t0) = m. (3.53)En tal aso, as funións
α(t) = −w(t) + nα,
β(t) = w(t) − nβdenen, respetivamente, unha subsoluión e unha sobresoluión para o problema (3.40), queademais satisfaen α ≤ β en I.
3.2 Problemas on adianto ou on atraso 75Proba. Amosaremos que α é unha subsoluión para (3.40).Para ase todo t ∈ I tense
α′(t) = −w′(t) = −p(t)h(w(t), w(t)) ≤ −p(t)h(w(t) − nα, w(t) − nα)
= −p(t)h(−α(t),−α(t)) ≤ f(t, α(t), α(t)) ≤ f(t, α(t), α(τ(t))). (3.54)Obsérvese que a última desigualdade é erta por ser α dereente e t ≥ τ(t) para ase todo t ∈ I.Por outra banda, por ser φ linear temos que
B(α(t0), α) = −w(t0) + nα + φ(w − nα) = −w(t0) + nα + φ(w) − nαφ(1),polo que a ondiión B(α(t0), α) ≤ 0 equivale a (3.52) on i = α.En onseuenia, α é unha subsoluión do problema (3.40).De xeito análogo probaríase que β é unha sobresoluión. O feito de que ni ≤ m, i = α, β,garantiza que α ≤ β en I.Observaión 3.2.12. A Proposiión 3.2.11 é válida para problemas on adianto, substituíndoa ondiión iniial en (3.53) pola ondiión nal w(t0 + L) = m e a ondiión (C2) por
(C2)




x′(t) = x(τ(t)) +
tanh[x(t)] + 1
2






k(t, s)x(s) ds dt,





k(t, s) ds dt = K =
1
8e, omo é habitual, [·] denota a funión parte enteira.Neste aso, a funión que dene a euaión diferenial satisfae as desigualdades
y − 1 ≤ f(t, x, y) ≤ y + 1,










k(t, s)[(m + 1)es − 1] ≤ [(m+ 1)e − 1]Ke K = 1
8
, a desigualdade (3.56) úmprese se







.En partiular, podemos tomar m = 3 e ni = 1, i = α, β, polo que
α(t) = 2 − 4et e β(t) = 4et − 2, t ∈ I,denen, respetivamente, unha subsoluión e unha sobresoluión do problema (3.55).Finalmente, as hipóteses (H2) e (H3) do Teorema 3.2.6 úmprense on ψ(t) = 4et − 1 e
L ≡ 0 e para omprobar (H4) basta ver que a ondiión de ontorno ten a forma









x′(t) = f(t, x(t), x(τ(t, x(t), x)), x) en .t.p. t ∈ I0 = [t0, t0 + L],
x(t) = Λ(x) + k(t) para todo t ∈ I− = [t0 − r, t0], (3.57)
3.3 Problema xeral on argumentos disontinuos 77onde t0 ∈ R, L > 0, r ≥ 0 e k é unha funión de arranque ontinua (ou unha onstante se
r = 0). Denotaremos I = I− ∪ I0. No plantexamento deste problema, ademais do arranque k,interveñen tres funións:
f : Dom(f) ⊂ I0 × R2 × C(I) −→ R,
τ : Dom(f) ⊂ I0 × R × C(I) −→ I,
Λ : Dom(Λ) ⊂ C(I) −→ R,e ningunha delas preisará ser, en prinipio, ontinua on respeto a ningún dos seus argumen-tos. Como ontrapartida será preiso esixir ertas ondiións de monotonía e, omo veremosmáis adiante, nalgún resultado de uniidade de soluión esixiranse ondiións fortes que, enpartiular, impliarán a ontinuidade nalgunha das variables espaiais. Obsérvese que a funióndesvío τ pode asumir en alquera instante valores pasados ou futuros.O noso punto de partida para o estudo do problema (3.57) é o traballo de Jankowski [51℄,onde se estuda un problema da forma
x′(t) = f(t, x(τ(t, x(t)))) en .t.p. t ∈ I0, x(t0) = λx(t0 + L) + k (λ, k ∈ R), (3.58)onde as funión f e τ son ontinuas nas dúas variables e monótonas nas variables espaiais. Neseartigo, o autor emprega un método monótono en presenza de sub e sobresoluións aopladas on de obter a existenia de uasisoluións extremais para o problema (3.58). A ontinuaión,úsase un prinipio do máximo para garantir que, baixo ertas hipóteses de tipo lipshitziano,as dúas uasisoluións extremais son a mesma funión, denindo deste xeito unha soluión doproblema.O noso obxetivo nesta epígrafe será estender os resultados de Jankowski ao problema máisxeral (3.57). As prinipais novedades do noso traballo on respeto a [51℄ son as seguintes:1. En [51℄ engádese a ondiión f ≥ 0 entre a sub e a sobresoluión. Mostraremos que para oproblema (3.58) esta ondiión pode omitirse, así omo a monotonía da funión f respetode x(τ);2. As euaións difereniais on atraso están inluídas no maro do problema (3.57). En [51℄estes problemas non se onsideran, pois non se permite que a funión τ tome valores fórado intervalo I0;3. Nin a funión f nin τ preisan de ser ontinuas en ningún dos seus argumentos paragarantir a existenia de uasisoluións. Ademais, estas funións poden ser disontinuasrespeto das variables t e x(t) e garantirse a existenia de soluións;4. Para garantir a existenia de soluión para o problema ompleto (3.57) pediremos que afunión f sexa dereente na tereira variable. A parte non lineal da euaión diferenialen (3.57) inlúe unha dependenia funional reente na uarta variable, o al fará que




v′(t) = f(t, v(t), w(τt,v(t),v), v) .p.d. en I0, v(t) = Λ(v) + k(t) en I−,




α′(t) ≤ f(t, α(t), β(τt,α(t),α), α) .p.d. en I0, α(t) ≤ Λ(α) + k(t) en I−,
β′(t) ≥ f(t, β(t), α(τt,β(t),β), β) .p.d. en I0, β(t) ≥ Λ(β) + k(t) en I−.
3.3 Problema xeral on argumentos disontinuos 79A ontinuaión enuniamos e probamos o noso resultado prinipal sobre existenia de ua-sisoluións extremais para o problema (3.57) no aso no que τ é dereente na tereira variable.Teorema 3.3.3. Supoñamos que, ou ben r = 0 e k é un número real xado, ou ben r > 0 e
k : I− −→ R é ontinua en I− e reente en [t0 − r̂, t0] para algún r̂ ∈ [0, r].Asumamos:
(H1) (Sub e sobresoluións) Existen α, β ∈ C(I) sub e sobresoluión do problema (3.57) talesque α ≤ β en I e α, β son reentes en [t0 − r̂, t0 + L];
(H2) (Estimaión en L1) Existen ψm, ψM ∈ L1(I0) de tal xeito que para ase todo t ∈ I0, todo
x ∈ [α(t), β(t)] e todas γi ∈ [α, β], i = 1, 2, tense que
0 ≤ ψm(t) ≤ f(t, x, γ2(τ(t, x, γ1)), γ1) ≤ ψM (t).Consideremos o onxunto
[α, β]+ = {γ ∈ [α, β] : γ|I0 ∈ AC(I0), ψm ≤ γ′ ≤ ψM .p.d. en I0e γ é reente en [t0 − r̂, t0 + L]} ,e supoñamos que se satisfaen:
(H3) (Dependenias non monótonas respeto de t e x(t))
(a) (Medibilidade respeto de t) Para todo x ∈ [α(t0), β(t0 + L)] e todas γi ∈ [α, β]+,
i = 1, 2, son medibles as omposiións
t ∈ {s ∈ I0 : α(s) ≤ x ≤ β(s)} 7−→ f(t, x, γ2(τ(t, x, γ1)), γ1),
t ∈ I0 7−→ f(t, α(t), γ2(τ(t, α(t), γ1)), γ1), e
t ∈ I0 7−→ f(t, β(t), γ2(τ(t, β(t), γ1)), γ1);
(b) (Disontinuidades admisibles respeto de x(t)) Para ase todo t ∈ I0 e todas
γi ∈ [α, β]+, i = 1, 2, a funión f(t, ·, γ2(τ(t, ·, γ1)), γ1) é ontinua en [α(t), β(t)]\K(t),onde K(t) = ⋃∞n=1Kn(t) pode depender da eleión de γi, i = 1, 2, e para ada n ∈ Ne ada x ∈ Kn(t) tense
⋂
ε>0
cof(t, x+εB, γ2(τ(t, x+εB, γ1)), γ1)
⋂
DKn(t, x)(1) ⊂ {f(t, x, γ2(τ(t, x, γ1)), γ1)}.
(H4) (Dependenias funionais monótonas)
(a) Para ase todo t ∈ I0, todo x ∈ [α(t), β(t)] e toda γ ∈ [α, β]+ a funión f(t, x, ·, γ)é dereente en [α(t0 − r̂), β(t0 + L)]; e para ase todo t ∈ I0, todo x ∈ [α(t), β(t)]e todo y ∈ [α(t0 − r̂), β(t0 + L)] o operador f(t, x, y, ·) é reente en [α, β]+, isto é,para γ1, γ2 ∈ [α, β]+ a relaión γ1 ≤ γ2 en I implia f(t, x, y, γ1) ≤ f(t, x, y, γ2);
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(b) A funión τ(t, x, ·) : [α, β]+ −→ [t0 − r̂, t0 + L] é dereente para ase todo t ∈ I0 etodo x ∈ [α(t), β(t)], isto é, para γ1, γ2 ∈ [α, β]+ a relaión γ1 ≤ γ2 en I implia
t0 − r̂ ≤ τ(t, x, γ2) ≤ τ(t, x, γ1) ≤ t0 + L;




{(v,w) : w, v son, respetivamente, sub e sobresoluión en [α, β]+ para (3.57)},(3.59)onde  é a orde parial denida na proba do Teorema 1.2.23, on X = C(I).Proba. A idea da proba onsiste en reduir o noso problema á obtenión de puntos xos aopla-dos extremais para un operador multivaluado axeitado. Así, e oa idea de apliar posteriormenteo Teorema 1.2.23, onsideramos o espazo X = C(I) equipado oa súa metria e ordenamentohabituais. No subonxunto
Y = {γ ∈ X : γ|I0 ∈ AC(I0), ψm ≤ γ′ ≤ ψM .p.d. en I0,e γ é reente [t0 − r̂, t0 + L]}onsideramos o intervalo ordenado [α, β]+ introduido no enuniado.Denimos o operador multivaluado A : [α, β]+ × [α, β]+ −→ 2[α,β]+\∅ do seguinte xeito:para ada par (γ1, γ2) ∈ [α, β]+ × [α, β]+ denimos A(γ1, γ2) omo o onxunto de soluións en





z′(t) = f(t, z(t), γ2(τt,z(t),γ1), γ1) .p.d. en I0,
z(t) = Λ(γ1) + k(t) en I−. (3.60)As hipóteses (H1), (H2) e (H3) garanten, por apliaión do Teorema 2.1.6, que o problema
P(γ1,γ2) ten soluións extremais en [α, β]+, o al en partiular implia que A(γ1, γ2) 6= ∅ paraada (γ1, γ2) ∈ [α, β]+ × [α, β]+ e que están ben denidos os operadores A+(·, ·) = máxA(·, ·)e A− = mı́nA(·, ·).Armaión 1: Os operadores A± son monótonos mixtos. Sexan γ1, γ1, γ2 ∈ [α, β]+ de talxeito que γ1 ≤ γ1, e poñamos ξ = A+(γ1, γ2), ξ = A+(γ1, γ2). A ondiión (H4) − (c) aseguraque ξ(t) ≤ Λ(γ1|I0) + k(t) para todo t ∈ I−. Por outra banda, as ondiións (H4) − (a) e
(H4) − (b) xunto oa monotonía de γ2 no intervalo [t0 − r̂, t0 + L] implian que
ξ′(t) = f(t, ξ(t), γ2(τt,ξ(t),γ1), γ1) ≤ f(t, ξ(t), γ2(τt,ξ(t),γ1), γ1) .p.d. en I0. (3.61)
3.3 Problema xeral on argumentos disontinuos 81En onseuenia, ξ é unha subsoluión en [α, β]+ para o problema P(γ1,γ2). Posto que ξ éa maior soluión deste problema en [α, β]+ obtemos en virtude da araterizaión (2.6) que
ξ ≤ ξ en I. Deste xeito obtemos que o operador A+(·, γ2) é reente. Con argumentos similarespróbase que A−(·, γ2) é reente e que A±(γ1, ·) son dereentes. En onseuenia, os operadores
A± son monótonos mixtos.Armaión 2: Os operadores A± satisfaen a propiedade de onverxenia monótona mixta.Sexan {vj}∞j=1 e {wj}∞j=1 suesións en [α, β]+, de xeito que unha delas é reente e a outra,dereente. A monotonía mixta dos operadores A± garante que {zj}∞j=1 = {A±(vj , wj)}∞j=1 éunha suesión monótona. Posto que {zj} está limitada (superiormente por β e inferiormentepor α), existe o límite puntual, z.Debemos probar agora que z ∈ [α, β]+ (para o al basta ver que z ∈ Y por ser [α, β]+ unpehado de Y ) e que {zj}∞j=1 onverxe uniformemente en I: para s, t ∈ I0, s < t e j ∈ N aondiión (H2) proporiona
∫ t
s
ψm(r) dr ≤ zj(t) − zj(s) =
∫ t
s
f(r, zj(r), wj(τr,zj(r),vj ), vj) dr ≤
∫ t
s
ψM (r) dr,e tomando límites ando j tende a innito obtemos
∫ t
s
ψm(r) dr ≤ z(t) − z(s) ≤
∫ t
s





Λ(vj) + k(t),polo que z|I− é ontinua en I− e reente en [t0 − r̂, t0]. En onseuenia, z ∈ Y . Finalmente, aonverxenia monótona da suesión {zj}∞j=1 á funión ontinua z implia que esta onverxeniaé uniforme en Y , por apliaión do Teorema de Dini.Armaión 3: O problema (3.57) ten uasisoluións extremais en [α, β]+. O Teorema 1.2.23garante agora que o operador multivaluado A ten puntos xos aoplados extremais, v∗, w∗. Polaonstruión de A é laro que v∗, w∗ son tamén uasisoluións do problema (3.57) no intervalo




{(v,w) ∈ [α, β]+ × [α, β]+ : A−(v,w) ≤ v, w ≤ A+(w, v)}, (3.62)
82 Problemas de primeira orde on argumentos desviadospolo que o noso último propósito será omprobar que as expresións (3.59) e (3.62) son equiva-lentes.Poñamos
S = {(v,w) : w, v son, respetivamente sub e sobresoluión en [α, β]+ do problema (3.57)},
Ŝ = {(v,w) ∈ [α, β]+ × [α, β]+ : A−(v,w) ≤ v, w ≤ A+(w, v)}.Sexa (v,w) ∈ S e denotemos x = A−(v,w), que é a menor soluión en [α, β]+ do problema
x′(t) = f(t, x(t), w(τt,x(t),v), v) .p.d. en I0, x(t) = Λ(v) + k(t) en I−, (3.63)polo que (2.7) implia que x ≤ v por ser v unha sobresoluión de (3.63). De xeito análogo,
w ≤ A+(w, v) e, polo tanto, S ⊂ Ŝ. En onseuenia, mı́n Ŝ  mı́n S.Por outra banda, dado (v,w) ∈ Ŝ, as funións v = A−(v,w) e w = A+(w, v) satisfaenque (v,w)  (v,w), e pola ondiión (H4) son, respetivamente, sobresoluión e subsoluión en
[α, β]+ do problema (3.57). En onseuenia, dado un elemento (v,w) ∈ Ŝ, existe (v,w) ∈ S detal xeito que (v,w)  (v,w) e, en onseuenia, mı́n S  mı́n Ŝ.Agora que temos ondiións suientes para garantir a existenia de uasisoluións extremaispara o problema (3.57), o noso seguinte obxetivo será mostrar que, baixo ertas hipóteses adi-ionais, estas uasisoluións denen a mesma funión, que será polo tanto unha soluión de(3.57) únia no intervalo [α, β]+.Para levar isto a abo omezaremos probando un prinipio do máximo, que é unha xenera-lizaión de [51, Lema 1℄.Lema 3.3.4. Sexan p ∈ C(I), ψ ∈ L1(I0, [0,∞)) e λ ∈ [0, 1). Supoñamos que p|I0 ∈ AC(I0) eque se satisfaen as desigualdades
p′(t) ≤ ψ(t) máx
s∈I
p(s) .p.d. en I0; (3.64)
p(t) ≤ λ máx
s∈I








3.3 Problema xeral on argumentos disontinuos 83e asumamos, razoando por reduión ao absurdo, que p(t1) > 0.Por unha parte, se t1 ≤ t0 entón a ondiión (3.65) proporiona
p(t1) ≤ λ p(t1) < p(t1),unha ontradiión.Por outra banda, se t1 > t0 entón integrando a expresión (3.64) entre t0 e t1 e usando (3.65)para t = t0 obtemos










,o al é outra ontradiión omo onseuenia de (3.66).Axudándonos do resultado que aabamos de probar, podemos agora dar ondiións su-ientes para garantir a existenia de soluión para o problema (3.57).Teorema 3.3.5. Supoñamos que se satisfaen as hipóteses (H1)− (H4) do Teorema 3.3.3 e queexiste ψ̂ ∈ L1(t0 − r̂, t0) de tal xeito que para s, t ∈ [t0 − r̂, t0], s ≤ t, temos
k(t) − k(s) ≤
∫ t
s
ψ̂(r)dr. (3.67)Ademais, asumamos que se satifae o seguinte grupo de ondiións:(H5) (Condiión de Lipshitz lateral na variable funional)(a) Existen L1, L2 ∈ L1(I0, [0,∞)) de tal xeito que para ase todo t ∈ I0, todo
x ∈ [α(t), β(t)], e todas γi ∈ [α, β]+, i = 1, 2, as relaións
α(τt,x,β) ≤ u ≤ v ≤ β(τt,x,α) e γ1 ≤ γ2implian
f(t, x, u, γ2) − f(t, x, v, γ1) ≤ L1(t)(v − u) + L2(t)máx
s∈I
(γ2(s) − γ1(s)); (3.68)(b) Existe L3 ∈ L1(I0, [0,∞)) de tal xeito que L1L3 ∈ L1(I0, [0,∞)) e para ase todo





(γ2(s) − γ1(s)), (3.69)onde ψ̃ = ψ̂ .p.d. en [t0 − r̂, t0] (ψ̂ omo en (3.67)) e ψ̃ = ψM .p.d. en I0 (ψMomo en (H2));
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on argumentos desviados() Existe λ ∈ [0, 1) tal que para γi ∈ [α, β]+, i = 1, 2, on γ1 ≤ γ2, temos
Λ(γ2) − Λ(γ1) ≤ λmáx
s∈I
(γ2(s) − γ1(s)).
(H6) (Condiión de Lipshitz lateral on respeto a x(t))Existe L4 ∈ L1(I0, [0,∞)) tal que para ase todo t ∈ I0 e toda γi ∈ [α, β]+ on γi = ci + ken I− para algunhas onstantes ci ∈ R, i = 1, 2, a relaión α(t) ≤ x ≤ y ≤ β(t) implia













L4(s)ds < 1. (3.71)Proba. Por apliaión do Teorema 3.3.3 sabemos que o problema (3.57) ten uasisoluiónsextremais v∗, w∗ en [α, β]+, on v∗ ≤ w∗ en I0. Probaremos agora que oas ondiións adiionais
(H5) e (H6) temos que w∗ ≤ v∗ en I0. Para faelo, denimos p = w∗ − v∗ e usamos as nosashipóteses sobre f e τ para estableer as seguintes desigualdades para ase todo t ∈ I0:
p′(t) = f(t, w∗(t), v∗(τt,w∗(t),w∗), w
∗) − f(t, v∗(t), v∗(τt,v∗(t),w∗), w∗)
+ f(t, v∗(t), v∗(τt,v∗(t),w∗), w
∗) − f(t, v∗(t), w∗(τt,v∗(t),v∗), v∗)
≤ L4(t)(w∗(t) − v∗(t)) + L1(t)(w∗(τt,v∗(t),v∗) − v∗(τt,v∗(t),w∗)) + L2(t)máx
s∈I
p(s)
≤ (L2(t) + L4(t))máx
s∈I
p(s) + L1(t)p(τt,v∗(t),v∗)
+ L1(t)(v∗(τt,v∗(t),v∗) − v∗(τt,v∗(t),w∗))






≤ (L1(t) + L2(t) + L1(t)L3(t) + L4(t))máx
s∈I
p(s).Por outra parte, para todo t ∈ I− tense
p(t) = Λ(w∗) − Λ(v∗) ≤ λ máx
s∈I
p(s),polo que o Lema 3.3.4 e a ondiión (3.71) implian que p ≤ 0 en I. En onseuenia, v∗ = w∗en I e polo tanto v∗ é unha soluión de (3.57) en [α, β]+.Finalmente, supoñamos que y ∈ [α, β]+ é outra soluión de (3.57). En tal aso, y, y son ua-sisoluións do problema, e por ser v∗, w∗ uasisoluións extremais temos que v∗ ≤ y ≤ w∗ = v∗,polo que y = v∗.Vexamos agora un exemplo de apliaión dos resultados anteriores.
3.3 Problema xeral on argumentos disontinuos 85Un exemplo de apliaiónEn primeiro lugar, sexa {qm}∞m=1 unha enumeraión dos números raionais no intervalo
[0,∞), tomada de tal xeito que q1 = 6, e onsideremos a funión
x ∈ [0,+∞) 7−→ φ1(x) = 1 −
∑
{m : qm<x}
2−m,que é dereente, ontinua exatamente no onxunto dos números irraionais en [0,∞), e satifae
























x′(t) = σ1(t)φ1(x(t)) + σ2(t)φ2(t, x(t)) − ε(t)x
(
1−x(0) | sen x(t)| t
2
)




ω(s)x(s) ds+ cos t, t ∈ I− = [−1, 0].
(3.72)O problema (3.72) transfórmase nun aso partiular de (3.57) tomando
τt,x,γ =
1 − γ(0) | sen x| t
2
para todo (t, x, γ) ∈ I0 × R × C(I),




ω(s)γ(s) ds para todo γ ∈ C(I), e k(t) = cos t para t ∈ I−.Asumamos que:
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(1) ε, σi ∈ L∞(I0, [0,+∞)), i = 1, 2,
(2) ω é unha funión integrable e .p.d. non negativa,















+ ε(t)(5 − δ2)
)
, (3.74)e
‖ω‖1 ≤ (5 − δ2)−1. (3.75)Consideremos agora dúas funións α, β : I −→ R denidas omo
α(t) = 0 e β(t) = 2 + χ[0,1](t)(3 − δ2)t, t ∈ I,e vexamos que baixo ertas hipóteses, α e β son, respetivamente, subsoluión e sobresoluiónpara o problema (3.72). En efeto, para t ∈ I0 temos






,polo que por (3.73) obtemos que α′(t) ≤ f(t, α(t), β(τt,α(t),α)) para t ∈ I0. Ademais, para t ∈ I−temos 0 = α(t) ≤ cos t.Por outra banda, para ase todo t ∈ I0 tense φ1(β(t)) ≤ 1 e φ2(t, β(t)) ≤ 1, e entón
f(t, β(t), α(τt,β(t),β)) ≤ σ1(t) + σ2(t) ≤ 3 − δ2 = β′(t).Finalmente, para t ∈ I−, e en virtude de (3.75), temos
∫
I
ω(s)β(s) ds + cos t ≤ (5 − δ2)‖ω‖1 + cos t ≤ 2 = β(t).Veremos agora que este problema ten uasisoluións extremais entre α e β.Nótese que para ase todo t ∈ I0 e todo x ≤ β(t) temos x ≤ 5, polo que φ1(x) ≥ φ1(5) ≥ 1/2,e





,de onde para ase todo t ∈ I0 e x, y tales que 0 ≤ x ≤ β(t) e 0 ≤ y ≤ 5−δ2 temos f(t, x, y) ≥ δ1en virtude de (3.74). En onseuenia, a ondiión (H2) do Teorema 3.3.3 úmprese (tómesepor exemplo ψm = δ1 e ψM = σ1 + σ2). As ondiións de monotonía (H4) úmprense tamén,
3.3 Problema xeral on argumentos disontinuos 87polo que só preisamos omprobar as hipóteses (H3) − (a) e (H3) − (b).Para omprobar as ondiións de medibilidade faremos uso, entre outras propiedades, daProposiión 1.1.20. A este n, tomemos ξi, i = 1, 2, 3, funións absolutamente ontinuas en I0,on ξ1 ≥ 0. A apliaión
t ∈ {s ∈ I0 : α(s) ≤ ξ1(s) ≤ β(s)} 7−→ f(t, ξ1(t), ξ2(τ(t, ξ1(t), ξ3)))pode ser esrita omo
f(·, ξ1(·), ξ2(τ(·, ξ1(·), ξ3))) = σ1(·)φ̃1(·) + σ2(·)φ̃2(·) − ε(·)φ̃3(·),onde σ1, σ2 e ε son medibles por hipótese e:1. φ̃1 = φ1 ◦ ξ1 é monótona, e polo tanto medible;2. φ2 satisfae as ondiións da Proposiión 1.1.20, polo que φ̃2(·) = φ2(·, ξ1(·)) é medible;3. φ̃3(·) = ξ2(τ(·, ξ1(·), ξ3)) é ontinua, polo tanto medible.En onseuenia, úmprense as ondiións de medibilidade requeridas en (H3) − (a).En último lugar, estudemos as ondiións de ontinuidade: as disontinuidades respeto de
x(t) son debidas ás funións φ1 e φ2. No primeiro aso, o onxunto de disontiuidade pode seresrito omo unión numerable de liñas horizontais, e no segundo aso este onxunto pode seresrito omo unión numerable de retas de pendente ±3. En onseuenia, a ondiión (H3)−(b)no Teorema 3.3.3 satisfáese, xa que entre α e β úmprese que 0 < δ1 ≤ f ≤ 3 − δ2 < 3.En onlusión, por apliaión do Teorema 3.3.3, obtemos que o problema (3.72) ten ua-sisoluións extremais entre α e β.Desafortunadamente, así plantexado non podemos apliar o Teorema 3.3.5 para garantir aexistenia dunha soluión do problema (3.72) entre α e β porque a funión φ2 non satisfae asondiións de Lipshitz que require a hipótese (H6). Sen embargo, imos mostrar que se elimi-namos este termo, isto é, se faemos σ2 ≡ 0, entón podemos apliar o Teorema 3.3.5.En primeiro lugar, para ase todo t ∈ I0 e todo x ∈ [α(t), β(t)] temos
f(t, x, u) − f(t, x, v) = ε(t)(v − u)sempre que α(τt,x,β) ≤ u ≤ v ≤ β(τt,x,α), polo que a ondiión (H5)− (a) úmprese on L1 = εe L2 = 0.
88 Problemas de primeira orde on argumentos desviadosEn segundo lugar, para ase todo t ∈ I0, todo x ∈ [α(t), β(t)], e todas γ1, γ2 ∈ [α, β]+ on
γ1 ≤ γ2 temos ∫ τt,x,γ1
τt,x,γ2
ψ̃(s) ds ≤ t máx{1, ‖σ1‖∞}
2




.En tereiro lugar, para γ1, γ2 ∈ [α, β]+ on γ1 ≤ γ2 temos
Λ(γ2) − Λ(γ1) ≤ ‖ω‖1 máx
s∈I
(γ2(s) − γ1(s)),polo que a ondiión (H5) − (c) satisfáese on λ = ‖ω‖1.Finalmente, para ase todo t ∈ I0, todas γi ∈ [α, β]+, i = 1, 2, e x, y on α(t) ≤ x ≤ y ≤ β(t)tense que
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v′(t) = f(t, v(t), w(τt,v(t),w), v) .p.d. en I0, v(t) = Λ(v) + k(t) en I−,
w′(t) = f(t, w(t), v(τt,w(t),v), w) .p.d. en I0, w(t) = Λ(w) + k(t) en I−.Diremos que dúas funións v∗, w∗ ∈ Y ⊂ C(I) son uasisoluións extremais de (3.57) no sub-onxunto Y se son uasisoluións e se satisfae que v∗ ≤ v e w ≤ w∗ para alquera par deuasisoluións v,w ∈ Y .




α′(t) ≤ f(t, α(t), β(τt,α(t),β), α) .p.d. en I0, α(t) ≤ Λ(α) + k(t) en I−,
β′(t) ≥ f(t, β(t), α(τt,β(t),α), β) .p.d. en I0, β(t) ≥ Λ(β) + k(t) en I−.O seguinte resultado é o análogo do Teorema 3.3.3 para o aso no que τ é reente na tereiravariable.Teorema 3.3.8. Supoñamos que, ou ben r = 0 e k é un número real xado, ou ben r > 0 e
k : I− −→ R é ontinua en I− e reente en [t0 − r̂, t0] para algún r̂ ∈ [0, r].Asumamos:
(H1) (Sub e sobresoluións) Existen α, β ∈ C(I) sub e sobresoluión do problema (3.57) (segundoa Deniión 3.3.7) tales que α ≤ β en I e α, β son reentes en [t0 − r̂, t0 + L];
(H2) (Estimaión en L1) Existen ψm, ψM ∈ L1(I0) de tal xeito que para ase todo t ∈ I0, todo
x ∈ [α(t), β(t)] e todas γi ∈ [α, β], i = 1, 2, tense que
0 ≤ ψm(t) ≤ f(t, x, γ2(τ(t, x, γ2)), γ1) ≤ ψM (t).Consideremos o onxunto [α, β]+ denido omo no Teorema 3.3.3 e supoñamos que se satisfaen:
(H3) (Dependenias non monótonas respeto de t e x(t))
(a) (Medibilidade respeto de t) Para todo x ∈ [α(t0), β(t0 + L)] e todas γi ∈ [α, β]+,
i = 1, 2, son medibles as omposiións
t ∈ {s ∈ I0 : α(s) ≤ x ≤ β(s)} 7−→ f(t, x, γ2(τ(t, x, γ2)), γ1),
t ∈ I0 7−→ f(t, α(t), γ2(τ(t, α(t), γ2)), γ1), e
t ∈ I0 7−→ f(t, β(t), γ2(τ(t, β(t), γ2)), γ1);
(b) (Disontinuidades admisibles respeto de x(t)) Para ase todo t ∈ I0 e todas
γi ∈ [α, β]+, i = 1, 2, a funión f(t, ·, γ2(τ(t, ·, γ2)), γ1) é ontinua en [α(t), β(t)]\K(t),onde K(t) = ⋃∞n=1Kn(t) pode depender da eleión de γi, i = 1, 2, e para ada n ∈ Ne ada x ∈ Kn(t) tense
⋂
ε>0
cof(t, x+εB, γ2(τ(t, x+εB, γ2)), γ1)
⋂
DKn(t, x)(1) ⊂ {f(t, x, γ2(τ(t, x, γ2)), γ1)}.
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(H4) (Dependenias funionais monótonas)
(a) Para ase todo t ∈ I0, todo x ∈ [α(t), β(t)] e toda γ ∈ [α, β]+ a funión f(t, x, ·, γ)é dereente en [α(t0 − r̂), β(t0 + L)]; e para ase todo t ∈ I0, todo x ∈ [α(t), β(t)] etodo y ∈ [α(t0 − r̂), β(t0 + L)] o operador f(t, x, y, ·) é reente en [α, β]+;
(b) Para ase todo t ∈ I0 e todo x ∈ [α(t), β(t)], a funión
τ(t, x, ·) : [α, β]+ −→ [t0 − r̂, t0 + L]é reente, isto é, para γi ∈ [α, β]+, i = 1, 2, a relaión γ1 ≤ γ2 implia
t0 − r̂ ≤ τ(t, x, γ1) ≤ τ(t, x, γ2) ≤ t0 + L.
(c) Λ é reente en [α, β]+.En tal aso, o problema (3.57) ten uasisoluións extremais v∗, w∗ ∈ [α, β]+ (segundo aDeniión 3.3.6), que ademais satisfaen a araterizaión (3.59).Proba. Basta repetir paso por paso a proba do Teorema 3.3.3, substituíndo o operador multi-valuado A que alí se empregaba por





z′(t) = f(t, z(t), γ2(τt,z(t),γ2), γ1) .p.d. en I0,
z(t) = Λ(γ1) + k(t) en I−. (3.76)Como onseuenia do Teorema 3.3.8 e do Lema 3.3.4 obtemos o seguinte resultado deuniidade de soluión en [α, β]+.Teorema 3.3.9. Supoñamos que se satisfaen as hipóteses (H1)− (H4) do Teorema 3.3.8 e queexiste ψ̂ ∈ L1(t0 − r̂, t0) de tal xeito que para s, t ∈ [t0 − r̂, t0], s ≤ t, temos (3.67). Ademais,asumamos que se satifae o seguinte grupo de ondiións:(H5) (Condiión de Lipshitz lateral na variable funional)(a) Existen L1, L2 ∈ L1(I0, [0,∞)) de tal xeito que para ase todo t ∈ I0, todo
x ∈ [α(t), β(t)], e todas γi ∈ [α, β]+, i = 1, 2, as relaións
α(τt,x,α) ≤ u ≤ v ≤ β(τt,x,β) e γ1 ≤ γ2implian
f(t, x, u, γ2) − f(t, x, v, γ1) ≤ L1(t)(v − u) + L2(t)máx
s∈I
(γ2(s) − γ1(s)); (3.77)
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ase todo





(γ2(s) − γ1(s)). (3.78)onde ψ̃ = ψ̂ .p.d. en [t0 − r̂, t0] (ψ̂ omo en (3.67)) e ψ̃ = ψM .p.d. en I0 (ψMomo en (H2));() Existe λ ∈ [0, 1) tal que para γi ∈ [α, β]+, i = 1, 2, on γ1 ≤ γ2, temos
Λ(γ2) − Λ(γ1) ≤ λmáx
s∈I
(γ2(s) − γ1(s)).
(H6) (Condiión de Lipshitz lateral on respeto a x(t))Existe L4 ∈ L1(I0, [0,∞)) tal que para ase todo t ∈ I0 e toda γi ∈ [α, β]+ on γi = ci + ken I− para algunhas onstantes ci ∈ R, i = 1, 2, a relaión α(t) ≤ x ≤ y ≤ β(t) implia













L4(s)ds < 1. (3.80)Proba. Basta repetir paso por paso a proba do Teorema 3.3.5, sendo agora v∗, w∗ as uasisolu-ións extremais que nos proporiona o Teorema 3.3.8.3.3.4. Reexión sobre as hipótesesO noso obxetivo nesta epígrafe será faer uns breves omentarios aera de ada unha dashipóteses que interveñen nos resultados prinipais das seións anteriores, o n de lariar oseu signiado e analizar ómo poden ser omprobadas ada unha delas na prátia.Hipótese (H1)  A existenia de sub e sobresoluións é probablemente a hipótese máis difíilde omprobar na prátia. Por este motivo inluímos na Seión 3.3.5 algúns resultados sobreonstruión de sub e sobresoluións en asos partiulares.Hipótese (H2)  Pedir este tipo de estimaións integrables é unha ondiión habitual nestetipo de resultados de existenia de soluión, e retrotráese ata o propio Carathéodory [12℄. Ob-sérvese que (H2) úmprese trivialmente se a parte non lineal é ontinua e non negativa, envirtude da limitaión en subonxuntos ompatos.Por outra banda, se se toman as funións ψm e ψM suientemente próximas entón o onxun-to [α, β]∗ é máis pequeno, o al pode ser de axuda á hora de omprobar as restantes hipóteses.
92 Problemas de primeira orde on argumentos desviadosEste é o únio motivo polo que introduimos a funión ψm no enuniado da hipótese (H2),pois para garantir a existenia de soluión dos problemas auxiliares (3.60) e (3.76) bastaría onpedir, respetivamente,
0 ≤ f(t, x, γ2(τ(t, x, γ1)), γ1) ≤ ψM (t)e
0 ≤ f(t, x, γ2(τ(t, x, γ2)), γ1) ≤ ψM (t).É aínda un problema aberto para nós estudar se os resultados previos permaneen válidossubstituíndo a estimaión global en L1 por estimaións loalmente integrables, tal e omo sefai en [7℄, así omo estudar o aso no que a parte non lineal ten signo non onstante. Esteúltimo problema resólvese parialmente na Seión 3.3.6, onde se dá un resultado de existeniade soluión no aso no que a funión τ só depende de (t, x(t)) e que permite que a funión fambie signo.Hipótese (H3) − (a)  A medibilidade das omposiións é unha hipótese moi feble; sen em-bargo non sempre é doada de omprobar, e remitimos ao letor á Seión 1.1.2 para un estudomáis profundo deste problema. De todos xeitos, onstruír exemplos de funións f e τ que nonsatisfagan (H3) − (a) preisa neesariamente faer uso do axioma de eleión, e semella, polotanto, quedar fóra do eido das apliaións.Hipótese (H3) − (b)  Esta ondiión permite moitos tipos de disontinuidades respetode x(t), polo menos en subonxuntos do plano (t, x) on omportamento suientemente bo.Unha onseuenia interesante da hipótese (H3) − (b) é que permite disontinuidades de saltoara abaixo on respeto de x(t), feito que era expliitamente evitado ata hai pouos anosna literatura referente a existenia de soluións de Carathéodory para euaións difereniaisdisontinuas de primeira orde, véxase [6, 8, 40, 42℄. É interesante salientar tamén que (H3)− (b)non implia ontinuidade respeto de x(t) ando se ombina oa hipótese (H6), polo que tanto
f omo τ poden ser disontinuas respeto de t e x(t) nos Teoremas 3.3.5 e 3.3.9, de existeniade soluión únia en [α, β]+.As ondiións (H3) empréganse uniamente para garantir que os problemas auxiliares (3.60)e (3.76) aen dentro das hipóteses do Teorema 2.1.6, garantindo así a existenia de soluiónsextremais para estes problemas, e que ademais satisfaen as araterizaións (2.6) e (2.7). Poreste motivo, as nosas argumentaións seguirían sendo válidas se suprimimos (H3) e asumimosdiretamente que os problemas auxiliares (2.6) e (2.7) teñen soluións extremais que satisfaen(2.6) e (2.7), na liña do que se fai en [17℄. Noutros termos, os nosos resultados seguen sendoválidos se no anto do Teorema 2.1.6 empregamos outro resultado de existenia para problemasde valor iniial e modiamos (H3) do xeito onveniente. Algúns exemplos doutros resultados deexistenia de soluión para problemas de valor inial que tamén permiten disontinuidades desalto ara abaixo son [7, Teorema 3.1℄, [13, Teorema 2.1.4℄, [19, Teorema 3.1℄ ou [20, Teorema3.6℄.
3.3 Problema xeral on argumentos disontinuos 93Hipótese (H4)  As ondiións de monotonía xogan un papel esenial nas nosas argu-mentaións, toda vez que estas baséanse en resultados abstratos para operadores monótonos.Este, dalgún xeito, é o prezo que pagamos por eliminar a ontinuidade da listaxe de hipóteses.Sen embargo, o feito de onsiderar un termo funional reente na uarta variable en (3.57) vaipermitir que os nosos resultados non estean tan limitados pola monotonía omo podería pareernun primeiro momento. En efeto, onsideremos unha euaión do tipo
x′(t) = g(t, x(t), x(τt,x(t))) para ase todo t ∈ I0, (3.81)onde a funión g : I0×R2 −→ R é tal que para ase todo t ∈ I0 e todo x ∈ R a apliaión g(t, x, ·)ten variaión limitada en subonxuntos ompatos (por exemplo, se g(t, x, ·) é loalmente lips-hitziana). Entón existen dúas funións g1, g2 : I0 × R2 −→ R de tal xeito que g1(t, x, ·) éreente, g2(t, x, ·) é dereente e g(t, x, ·) = g1(t, x, ·)+ g2(t, x, ·). Deste xeito, a euaión (3.81)pode ser reesrita omo
x′(t) = f(t, x(t), x(τt,x(t)), x) para ase todo t ∈ I0, (3.82)onde f(t, x, y, γ) = g1(t, x, γ(τt,x)) + g2(t, x, y) satisfae as ondiións de monotonía requeridasen (H4)− (a). Deste xeito, a euaión (3.81) entra no maro dos nosos resultados, alomenos noque ás ondiións de monotonía se rere. Obsérvese tamén que as noións de sub e sobresoluiónsdependen da desomposiión g = g1 + g2; máis onretamente, α e β serán sub e sobresoluiónssempre que para ase todo t ∈ I0 se teña
α′(t) ≤ g1(t, α(t), α(τt,α(t))) + g2(t, α(t), β(τt,α(t)))e
β′(t) ≥ g1(t, β(t), β(τt,β(t))) + g2(t, β(t), α(τt,β(t))).Reformulaións omo a que aabamos de realizar son tamén útiles on outros propósitos.Agora amosaremos ómo se pode evitar omprobar a ondiión (H3)− (b) para algúns tipos dedisontinuidades, nominalmente, para aquelas debidas a termos reentes.Consideremos novamente a euaión (3.81) e supoñamos que para ase todo t ∈ I0 e to-do y ∈ R a apliaión g(t, ·, y) é de variaión limitada en subonxuntos ompatos. Entón,
g(t, ·, y) = g1(t, ·, y) + g2(t, ·, y), onde g1(t, ·, y) é reente e g2(t, ·, y) é dereente. Deste xeito,a euaión (3.81) pode ser reesrita omo (3.82), on f(t, x, y, γ) = g1(t, γ(t), y) + g2(t, x, y),e agora as disontinuidades debidas a g1(t, ·, y) poden oorrer en subonxuntos arbitrarios, nosentido de que non é preiso omprobar (H3) − (b) nesas disontinuidades á hora de apliar osTeoremas 3.3.3 ou 3.3.8.Obsérvese tamén que f é dereente on respeto a x, inluso ando g non o é, o al, en ertosentido, podería simpliar a obtenión de sub e sobresoluións tendo en onta os resultadosque se amosarán na Seión 3.3.5, así omo faer máis simple de omprobar a ondiión (H6),tal e omo amosaremos no orrespondente parágrafo.Condiión (3.67) O Lema 4.2 en [73℄ garante que a ondiión (3.67) é equivalente a supoñer:
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ión k é de variaión limitada en [t0 − r̂, t0],2. k = ka + ks, on ka é absolutamente ontinua en [t0 − r̂, t0], ks é dereente en [t0 − r̂, t0]e k′s = 0 en ase todo punto,3. k′a(t) ≤ ψ̂(t) para ase todo t ∈ [t0 − r̂, t0].Obviamente, se k é absolutamente ontinua en [t0 − r̂, t0] entón a ondiión (3.67) úmpreseon ≤ substituído por = e ψ̂ substituído por k′.Hipótese (H5)  A ondiión de Lipshitz lateral que se require en (H5) onvértese enondiión de Lipshitz usual ando se ombina on (H4). En onseuenia, e falando grossomodo, nas ondiións dos Teorema 3.3.5, Λ é unha ontraión e para ase todo t ∈ I+, todo
x ∈ [α(t), β(t)] e toda γ ∈ [α, β]+ as funións
y ∈ [α(τt,x,β), β(τt,x,α)] 7−→ f(t, x, y, γ),
γ ∈ [α, β]+ 7−→ f(t, x, y, γ),e
γ ∈ [α, β]+ 7−→
∫ τ(t,x,γ)
t0
ψM (s) dsson lipshitzianas. O mesmo oorre nas ondiións do Teorema 3.3.9, substituíndo a primeiradas funións anteriores por
y ∈ [α(τt,x,α), β(τt,x,β)] 7−→ f(t, x, y, γ).Obsérvese tamén que as ondiións (3.69)(3.78) úmprense se ψM é esenialmente limitadae τ(t, x, ·) é lipshitziana en [α, β]+.Hipótese (H6)  A ondiión (H6) no Teorema 3.3.5 úmprese, en partiular, se a apliaión
x ∈ [α(t), β(t)] 7−→ f(t, x, γ2(τ(t, x, γ1)), γ1)é dereente. Pola súa parte, isto úmprese se (e só se se eliminamos a dependenia en x(t)na funión f) f(t, x(t), y, γ) é dereente en y (o al xa é requerido en (H4) − (a)) e en x(t) e
τ(t, x(t), x) é reente en x(t). Deste xeito, a ondiión (H6) pode umprirse aínda que f ou τsexan disontinuas respeto de x(t). O mesmo oorre no aso do Teorema 3.3.9, onsiderando aapliaión
x ∈ [α(t), β(t)] 7−→ f(t, x, γ2(τ(t, x, γ2)), γ1).Por outra banda, a ondiión (H6) do Teorema 3.3.5 vén impliada pola orrespondente
(H5) − (a) se engadimos estas dúas ondiións:
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(1) para ase todo t ∈ I0 e toda γi ∈ [α, β]+ que satisfaga ψm ≤ γ′ ≤ ψM en ase todo puntode I0 (ψm e ψM son as funións que proporiona (H3)) e γi = ci + k en I− para algunhasonstantes ci ∈ R, i = 1, 2, a omposiión
x ∈ [α(t), β(t)] 7−→ γ2(τ(t, x, γ1)) (3.83)é lipshitziana. Isto oorre, en partiular, se ψM é onstante, k é lipshitziana en I− e
τ(t, ·, γ2) é lipshitziana en [α(t), β(t)];
(2) existe L ∈ L1(I0) tal que para todo u ∈ [mı́nt∈I± α(t),máxt∈I± β(t)], ase todo t ∈ I0, etoda γ ∈ [α, β]+ tense
f(t, x, u, γ) − f(t, y, u, γ) ≤ L(t)(y − x) sempre que α(t) ≤ x ≤ y ≤ β(t).O mesmo oorre oa hipótese (H6) do Teorema 3.3.9, substituíndo a omposiión (3.83) por
x ∈ [α(t), β(t)] 7−→ γ2(τ(t, x, γ2)). (3.84)Isto mostra que nin f nin τ teñen que ser monótonas respeto de x(t) para que se umpra
(H6).3.3.5. Construión de sub e sobresoluiónsTal e omo sinalabamos na seión anterior, probar a existenia de sub e sobresoluiónspara o problema (3.57) e, máis aínda, obter a súa expresión explíita, é probablemente a partemáis omplexa á hora de apliar os teoremas de existenia probados nas Seións 3.3.2 e 3.3.3.Por este motivo, inluímos a ontinuaión unha serie de resultados que proporionan ondiiónssuientes sobre as funións dato para garantir a existenia de sub e sobresoluións, así omo assúas expresións explíitas. Consideraremos separadamente dous asos: o primeiro deles, o asono que a parte non lineal está limitada; a ontinuaión, o aso no que permitimos segundosmembros non limitados.Sub e sobresoluións para problemas limitadosComezaremos on un resultado de onstruión de sub e sobresoluións para o aso no que aparte non lineal está limitada en subonxuntos axeitados.Proposiión 3.3.10. Supoñamos que f : I0×R2×C(I) −→ R é dereente na tereira variablee reente na uarta. Supoñamos ademais que
(1) existen λ1, λ2 ∈ R de tal xeito que λ1 ≤ Λ(γ) ≤ λ2 para toda γ ∈ C(I), e poñamos
c1 = λ1 + mı́n
s∈I−
k(s),e
c2 = λ2 + máx
s∈I−
k(s),
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(2) existe ψ ∈ L1(I0) tal que para ase todo t ∈ I0, todo x ≥ c2 e toda γ ∈ C(I) on γ ≥ c2 en
I se ten
f(t, x, c1, γ) ≤ ψ(t), (3.85)e para ase todo t ∈ I+ temos
0 ≤ f(t, c1, c2 + ‖ψ‖1, c1). (3.86)Entón as funións









ψ(s) ds, t ∈ I0,son, respetivamente, subsoluión e sobresoluión para o problema (3.57) segundo as dúas deni-ións 3.3.2 e 3.3.7, e ademais α ≤ β en I.Proba. Por unha parte, para t ∈ I− temos que
Λ(α) + k(t) ≥ λ1 + mı́n
s∈I−
k(s) = c1 = α(t)e
Λ(β) + k(t) ≤ λ2 + máx
s∈I−
k(s) = c2 = β(t).Por outra banda, para ase todo t ∈ I0 e ω ∈ {α, β} tense que






ψ(s) ds, c1, β
)
≤ ψ(t) = β′(t), en virtude de (3.86).En onseuenia, α e β son sub e sobresoluión para o problema (3.57), independientementeda eleión da funión τ . Ademais, α ≤ β en I.Sub e sobresoluións lineares para o aso non limitadoNesta epígrafe pretendemos salientar os seguintes feitos:1. Aínda que atopar sub e sobresoluións aopladas non é, en xeral, unha tarefa fáil emoitas vees preisa de gran antidade de experienia matemátia, tamén é erto, omoamosaremos, que unha gran antidade de problemas interesantes poden ser estudadossimplemente on sub e sobresoluións lineares.
3.3 Problema xeral on argumentos disontinuos 972. Os resultados das Seións 3.3.2 e 3.3.3 son válidos para problemas on singularidades,isto é, euaións nas que o segundo membro en (3.57) pode explotar para ertos valores de
x. Esta é unha onseuenia interesante de que as nosas hipóteses só teñen que satisfaersenos intervalos determinados polas sub e sobresoluións.Así pois, onsideremos o problema (3.57) e supoñamos que se satisfae o seguinte onxuntode hipóteses:
(A1) 0 < r ≤ L e k : I− → R é ontinua e reente.
(A2) Para a funión τ : I0 × [k(t0),∞) × C(I) → I existe r ∈ (0, r] de tal xeito que para todo
x ∈ [k(t0),∞), toda γ ∈ C(I), e ase todo t ∈ I0 temos
δ(t) = mı́n{t0 − r, t− r} ≤ τt,x,γ ≤ t0 + L. (3.87)
(A3) Sexa Ω = {γ ∈ C(I) : γ ≥ k(t0 − r) en I}, e supoñamos que
f : Dom(f) ⊂ I0 × [k(t0),∞) × (k(t0 − r),∞) × Ω −→ [0,∞)é dereente respeto da segunda e a tereira variables e reente respeto da uarta.Ademais, supoñamos que, ou ben
Dom(f) = I0 × [k(t0),∞) × (k(t0 − r),∞) × Ωou
Dom(f) = I0 × (k(t0),∞) × (k(t0 − r),∞) × Ω.





t− r, para t ∈ [t0, t0 + r − r̄],
t0 − r̄, para t ∈ [t0 + r − r̄, t0 + L],e δ(t) ∈ I− para todo t ∈ I0.





k(t), para t ∈ I−,





k(t) + nβ, para t ∈ I−,
mβ(t− t0) + k(t0) + nβ, para t ∈ I0. (3.89)Proposiión 3.3.11. Supoñamos que se satisfaen as ondiións (A1)− (A4), e asumamos queexisten mα,mβ, nβ ∈ [0,∞) de tal xeito que mα ≤ mβ e se umplen as seguintes ondiións:
Λ(mβL+ k(t0) + nβ) ≤ nβ; (3.90)
f(t, k(t0) + nβ, k(δ(t)),mβL+ k(t0) + nβ) ≤ mβ para .t.p. t ∈ I0 ; (3.91)
mα ≤ f(t,mαL+ k(t0),mβL+ k(t0) + nβ, k(t0 − r)) para .t.p. t ∈ I0. (3.92)En tal aso as funións α e β denidas en (3.88) e (3.89) son, respetivamente, subsoluióne sobresoluión do problema (3.57), segundo as dúas deniións 3.3.2 e 3.3.7.En partiular, se se umpren as ondiións (H2), (H3), e (H4) no Teorema 3.3.3 entón (3.57)ten uasisoluións extremais en [α, β]+, e se se umpren as restantes ondiións no Teorema3.3.5, entón (3.57) ten unha únia soluión en [α, β]+ (e o mesmo é erto se se satisfaen asondiións dos teorema 3.3.8 e 3.3.9).Proba. Consideraremos só a Deniión de sub e sobresoluión 3.3.2, pois a proba é análogapara a Deniión 3.3.7. Mostraremos que β é unha sobresoluión (ando se aopla on α).En primeiro lugar, para todo t ∈ I0 temos
α(τt,β(t),β) ≥ α(δ(t)) = k(δ(t)),polo que para ase todo t ∈ I0 tense que
f(t, β(t), α(τt,β(t),β), β) ≤ f(t, k(t0) + nβ, k(δ(t)),mβL+ k(t0) + nβ) ≤ mβ = β′(t),en virtude de (3.91).En segundo lugar, a desigualdade (3.90) garante para todo s ∈ I− que
Λ(β) + k(s) ≤ Λ(mβL+ k(t0) + nβ) + k(s) ≤ nβ + k(s) = β(s).Argumentos similares empregando (3.92) mostran que α é unha subsoluión (aoplada on
β). As seguintes proposiións proporiónannos un xeito sinxelo de omprobar que existen sub esobresoluións lineares. A súa proba é sinxela, e polo tanto omitímola.
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on argumentos disontinuos 99Proposiión 3.3.12. (Sobresoluións) Supoñamos que se umplen (A1) − (A4). Se
ĺım
z→+∞
f(t, k(t0) + z, k(δ(t)), z L+ k(t0) + z)
z
< 1 ase uniformemente en t ∈ I0 (3.93)e
ĺım
z→+∞
Λ(zL+ k(t0) + z)
z
< 1, (3.94)entón (3.90) e (3.91) úmprense para algún mβ > 0 e nβ = mβ.Proposiión 3.3.13. (Subsoluións) Supoñamos que se umplen (A1) − (A4) e que (3.90) e(3.91) se satisfaen para algún mβ > 0 e nβ ≥ 0.Entón (3.92) úmprese on mα = 0 se Dom(f) = I0 × [k(t0),∞) × (k(t0) − r,∞), ou onalgún mα ∈ (0,mβ) se
ĺım
z→0+
f(t, zL+ k(t0),mβL+ k(t0) + nβ, k(t0 − r))
z
> 1 ase uniformemente en I0. (3.95)Un exemploSexa {qn}n∈N unha enumeraión dos números raionais en [0,∞) e onsideremos a funión
φ(x) = 1 −
∑
{n∈N : qn≤x}
2−n, x ∈ [0,∞),que, omo oorría oa funión φ1 do exemplo da Seión 3.3.2, é dereente, ontinua exata-mente en ada número irraional do intervalo [0,∞), e satisfae que 0 < φ ≤ 1 en [0,+∞).Consideramos o seguinte problema xeral on argumentos desviados dependentes funional-mente da inógnita, singularidades posibles en x = 0 e x = 1/2, e disontinuidades respeto detodos os seus argumentos (os orhetes [·] signian parte enteira):







xν (t+ σ1(x(t)) + σ2 (x(0) + x(t) + x(1)))
(3.96)






+ t+ 1/2 para todo t ∈ I− = [−1/2, 0]. (3.97)Mostramos na seguinte proposiión algunhas ondiións que implian a existenia de sub esobresoluións lineares para o problema (3.96)(3.97).Proposiión 3.3.14. O problema (3.96)(3.97) ten sub e sobresoluións aopladas dadas polasexpresións (3.88) e (3.89) on mβ = nβ se se umplen as seguintes ondiións:
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(B1) ε, µ, ν ∈ (0,∞);
(B2) fi ∈ L∞(I0, [0,∞)), i = 1, ... , 5;
(B3) σi : [0,∞) → [−1/4, 0], i = 1, 2;
(B4) g : [0,∞) → [0,∞) é dereente;
(B5) ω é non negativa e integrable en I;









. (3.98)Proba. O problema (3.96)(3.97) é un aso partiular de (3.57). Para ver isto, onsideramos
r = 1/2 e k(t) = t + 1/2 para todo t ∈ I−, e denimos τ , f e Λ omo segue: para todo
(t, x, γ) ∈ I0 × [0,∞) × C(I) poñemos
τ(t, x, γ) = t+ σ1(x) + σ2 (γ(0) + γ(t) + γ(1)) , (3.99)para (t, x, y) ∈ I0 × (1/2,∞) × (0,∞) denimos








+ f5(t)g (y) ,e, nalmente, Λ(γ) = ϕ(∫
I
ω(s)γ(s)ds
) para todo γ ∈ C(I).Obsérvese que τ(t, x, γ) ∈ [t− 1/2, t] para todo (t, x, γ) ∈ I0 × [0,∞) × C(I), f(t, x, y) ≥ εpara todo (t, x, y) ∈ I0 × (1/2,∞) × (0,∞), e Λ(γ) ≥ 0 para todo γ ∈ C(I).As ondiións sobre σi (i = 1, 2) garanten que (3.87) satisfáese, por exemplo, para r̄ = 1/4, eentón k(δ(t)) = mı́n{t, 1/4} para t ∈ I0. As restantes ondiións en (A1)−(A4) son onseueniasinmediatas das hipóteses (B1) − (B6).Agora mostraremos que as ondiións da Proposiión 3.3.12 se umplen. Primeiro, nóteseque existe c > 0 tal que para ase todo t ∈ I0 e todo z > 0 tense que

















,polo que existe d > 0 tal que para ase todo t ∈ I0 e todo z > 0 tense que
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ontinuos 101o al implia (3.93). Á súa vez, se z > 1/2 e ω > 0 nun onxunto de medida positiva de I temos














ω,polo que (3.94) séguese de (3.98). En onseuenia, a Proposiión 3.3.12 garante que existe
mβ > 0 tal que (3.90) e (3.91) úmplense on nβ = mβ. Agora é suiente on xar mα ∈ (0, ε)para que (3.92) se satisfaga, e entón podemos apliar a Proposiión 4.26. (Obsérvese que aíndanon se xo ningunha suposiión sobre a ontinuidade ou a monotonía das funións σi.)Agora imos apliar o Teorema 3.3.3 para probar a existenia de uasisoluións extremaispara o noso problema, uasisoluións que estarán loalizadas entre a sub e a sobresoluión uxaexistenia aabamos de probar. Para faelo, esollemos r̂ = 1/2 para denir [α, β]+ e impoñemosas seguintes hipóteses adiionais:Proposiión 3.3.15. Asumamos (B1) − (B6) e
(B7) A funión






(x− 1/2)µ ≤ m
−µ
α t
−µ, (3.100)e para todas γi ∈ [α, β]+, i = 1, 2, temos
γ1(τ(t, x, γ2)) ≥ γ1(t− 1/2) ≥ α(t− 1/2) ≥ mı́n{t, 1/2},polo que
(γ1(τ(t, x, γ2)))
−ν ≤ máx{t−ν , 2ν}. (3.101)Deduimos de (3.100), (3.101), e das propiedades das funións φ e g, que para ase todo
t ∈ I0, todo x ∈ [α(t), β(t)], e todas γi ∈ [α, β]+, i = 1, 2, temos
0 ≤ ε ≤ f(t, x, γ1(τ(t, x, γ2)) ≤ ψ(t),onde para ase todo t ∈ I0
ψ(t) = ε+ f1(t) + f2(t) +m
−µ
α t
−µf3(t) + máx{t−ν , 2ν}f4(t) + g(0)f5(t). (3.102)Resumindo, a ondiión (H2) úmprese omo onseuenia de (B7).
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rmaión 2  Cúmprese (H3)− (a). Temos que probar que para todo x ∈ [α(0), β(1)] e todas
γi ∈ [α, β]+, i = 1, 2, a omposiión
t ∈ {t ∈ I0 : α(t) ≤ x ≤ β(t)} 7−→ f(t, x, γ1(τ(t, x, γ2))),é medible. É trivial para x = α(0) ou x = β(1), xa que os orrespondentes dominios sononxuntos de medida nula, polo que nos ouparemos do aso x ∈ (α(0), β(1)). Lembramos queas funións monótonas son Borelmedibles, e que a suma ou omposiión de funións Borelmedibles é Borelmedible. Para t ∈ (0, 1] temos
γ1(τ(t, x, γ2)) ≥ γ1(t− 1/2) > 0,e en onseuenia as apliaións
t 7−→ 1
γ1ν (t+ σ1(x) + σ2 (γ2(0) + γ2(t) + γ2(1)))e
t 7−→ g (γ1 (t+ σ1(x) + σ2 (γ2(0) + γ2(t) + γ2(1))))son Borelmedibles, o al garante que








+ f5(t)g (γ1 (τt,x,γ2)) ,é medible no dominio {t ∈ I0 : α(t) ≤ x ≤ β(t)}.Armaión 3  Cúmprese (H3) − (b). Para ase todo t ∈ I0 e todas γi ∈ [α, β]+, i = 1, 2, aapliaión
x ∈ [α(t), β(t)] 7−→ f(t, x, γ1(τ(t, x, γ2))),é ontinua en [α(t), β(t)] exepto, ao sumo, en1. x = qn − t para algún n ∈ N;2. x = n−1/µ + 1/2 para algún n ∈ N; ou3. x = vn para algún n ∈ N, onde {vn}n∈N é a suesión de todos os puntos de disontinuidadede σ1; ou4. x = wn para algún n ∈ N, onde {wn}n∈N é a suesión de todos os puntos de disontinuidadeda funión dereente
x ∈ [0,∞) 7−→ g(γ1(t+ σ1(x) + σ2(γ2(0) + γ2(t) + γ2(1)))).
3.3 Problema xeral on argumentos disontinuos 103En onseuenia, todos os posibles puntos de disontinuidade de f(t, ·, γ1(τ(t, ·, γ2))) aen sobreunha unión numerable de retas do plano (t, x) on pendente non positiva. Por outra bandasabemos que f ≥ ε > 0 no seu dominio, e polo tanto a ondiión (H3) − (b) satisfáese.Obsérvese que (H4) tamén se umpre en virtude de (B4), (B6) e (B7), polo que podemosapliar o Teorema 3.3.3 para asegurar que o noso problema ten uasisoluións extremais en
[α, β]+.Finalmente, imos dar ondiións adiionais para que o noso problema umpla as hipótesesdo Teorema 3.3.8, asegurando así a existenia dunha soluión únia no intervalo [α, β]+.Proposiión 3.3.16. Asumimos (B1) − (B7) e
(B8) A funión
t ∈ I0 7−→ t−ν−1f4(t)é integrable en I0;
(B9) Existe Lg ≥ 0 tal que para 0 ≤ u ≤ v temos
g(u) − g(v) ≤ Lg(v − u);
(B10) A funión ψ dada en (3.102) é esenialmente aotada;
(B11) Existe Lσ2 ≥ 0 tal que para 0 ≤ x ≤ y temos
σ2(x) − σ2(y) ≤ Lσ2(y − x);
(B12) Existe Lϕ ≥ 0 tal que para 0 ≤ x ≤ y temos










ds < 1, (3.103)onde ψ̃ = 1 en I− e ψ̃ = ψ en I0, on ψ dada en (3.102).Proba. Armaión 1  Cúmprese (H5) − (a). Obsérvese que para todo t ∈ (0, 1] e todo
x ∈ [α(t), β(t)] temos 0 < α(t − 1/2) ≤ α(τ(t, x, β)) , así que apliando o Teorema do ValorMedio para u, v tales que α(τ(t, x, β)) ≤ u ≤ v ≤ β(τ(t, x, α)) temos que existe z ∈ [u, v] de talxeito que
u−ν − v−ν = νz−1−ν(v − u) ≤ να−1−ν(t− 1/2).Ademais, para todo t ∈ (0, 1/2] temos α(t− 1/2) = t, e para todo t ∈ [1/2, 1] temos
α(t− 1/2) = mα(t− 1/2) + 1/2 ≥ 1/2,
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α−1−ν(t− 1/2) ≤ máx{t−1−ν , 21+ν}.En onseuenia, para todo t ∈ (0, 1], todo x ∈ [α(t), β(t)] e
α(τ(t, x, β)) ≤ u ≤ v ≤ β(τ(t, x, α)),temos
f(t, x, u) − f(t, x, v) ≤ (νmáx{t−1−ν21+ν}f4(t) + Lgf5(t))(v − u),e polo tanto (H5) − (a) úmprese omo onseuenia de (B8) − (B12) e esollendo
L1(t) = νmáx{t−1−ν21+ν}f4(t) + Lgf5(t) para ase todo t ∈ I0.Armaión 2  Cúmprese (H5) − (b). Seguindo o enuniado do Teorema 3.3.8 podemos denir
ψ̃ = 1 en I−, e ψ̃ = ψ en I0, onde ψ é a dada en (3.102). As ondiións (B8) − (B12) garantenque ψ̃ ∈ L∞(I). Agora, para ase todo t ∈ I0, todo x ∈ [α(t), β(t)] e todas γi ∈ [α, β]+, i = 1, 2,on γ1 ≤ γ2 en I temos
∫ τt,x,γ1
τt,x,γ2
ψ̃(s)ds ≤ ‖ψ̃‖∞(σ2(γ1(0) + γ1(t) + γ1(1)) − σ2(γ2(0) + γ2(t) + γ2(1)))
≤ 3‖ψ̃‖∞Lσ2 máx
s∈I
(γ2(s) − γ1(s)),polo que (H5) − (b) úmprese on L3(t) = 3‖ψ̃‖∞Lσ2 en I0.
(H5) − (c) satisfáese on λ substituído por Lϕ ∫I ω, e as propiedades de monotonía dasfunións que interveñen implian que (H6) úmprese on L4 = 0.O Teorema 3.3.8 asegura agora que o problema (3.96)(3.97) ten unha únia soluión en
[α, β]+ sempre que se satisfaga (3.103).Remaramos o feito de que σi, i = 1, 2, poden ser disontinuas en subonxuntos densos de
[0,∞), e que a forma espeía das dependenias funionais no noso problema, isto é,
x(0) + x(t) + x(1) e ∫ 1
−1/2
ω(s)x(s)ds,non é esenial, pois a únia araterístia importante é o feito de que sexan reentes onrespeto de x(·).Os resultados desta seión son moi xerais, polo que imos rematar mostrando un exemplode aso partiular do problema (3.96)(3.97) que satisfae as ondiións da Proposiión 3.3.16.Exemplo 3.3.17. Para i = 1, ... , 5 sexan Ci ⊂ [0, 1] onxuntos de tipo Cantor on medidas deLebesgue Mi > 0, e denotemos por χi as respetivas funións araterístias destes onxuntos.
3.3 Problema xeral on argumentos disontinuos 105Por simpliidade de álulo, supoñemos que C4 ⊂ [0, 1/2].Se σ : [0,∞) −→ [−1
2
, 0
] é reente e M4 + M5 < 1, entón o seguinte problema on dis-ontinuidades, singularidades e argumentos desviados dependentes da inógnita ten unha úniasoluión entre ertas sub e sobresoluións lineares:











x (t+ σ(x(t))) + 1
, t ∈ I0 = [0, 1], (3.104)
x(t) = t+ 1/2 para todo t ∈ I− = [−1/2, 0]. (3.105)Obsérvese que a euaión diferenial é singular en x = 1/2 (debido ao uarto termo nosegundo membro de (3.104)), e tamén é singular en x = 0 sempre que σ(1/2) = −1/2 (debidoao quinto termo). A ondiión iniial (3.105) forza á soluión únia a tomar o valor singular




x′(t) = f(t, x(t), x(τt,x(t)), x) en .t.p. t ∈ I0 = [t0, t0 + L],
x(t) = Λ(x) + k(t) para todo t ∈ I− = [t0 − r, t0]. (3.106)É importante sinalar que as deniións previas de uasisoluións dadas en 3.3.1 e 3.3.6 oin-iden ando se adaptan ao aso partiular do problema (3.106), e o mesmo oorre oas dúasnoións de sub e sobresoluións introduidas nas deniións 3.3.2 e 3.3.7.En primeiro lugar mostraremos o noso novo resultado de existenia de uasisoluións ex-tremais para o problema (3.106).Teorema 3.3.18. Supoñamos que, ou ben r = 0 e k é un número real xo, ou ben r > 0 e
k : I− −→ R é ontinua en I−.Asumimos as seguintes hipóteses:
106 Problemas de primeira orde on argumentos desviados(Ĥ1) (Sub e sobresoluións) Existen α e β que son, respetivamente, subsoluión e sobresoluióndo problema (3.106), on α ≤ β en I.
(Ĥ2) (Estimaión en L1) Existe ψ ∈ L1(I0) de tal xeito que para ase todo t ∈ I0, todo
x ∈ [α(t), β(t)], e toda γ : I −→ R on α ≤ γ ≤ β en I, tense
|f(t, x, γ(τ(t, x)), γ)| ≤ ψ(t),e poñamos
[α, β] = {γ ∈ C(I) : α ≤ γ ≤ β en I, γ|I0 ∈ AC(I0), e |γ′| ≤ ψ .p.d. en I0}.(Ĥ3) (Dependenias respeto de t e x(t))(a) (Medibilidade respeto de t) Para todo x ∈ [mı́nt∈I0 α(t),máxt∈I0 β(t)] e todas
γi ∈ [α, β], i = 1, 2, son medibles as omposiións
t ∈ {s ∈ I0 : α(s) ≤ x ≤ β(s)} 7−→ f(t, x, γ1(τ(t, x)), γ2)e
t ∈ I0 7−→ f(t, γ2(t), γ1(τ(t, γ2(t))), γ2);(b) (Disontinuidades admisibles respeto de x(t)) Para ase todo punto t ∈ I0 e todas
γi ∈ [α, β], i = 1, 2, a funión f(t, ·, γ2(τ(t, ·)), γ1) é ontinua en [α(t), β(t)]\K(t),onde K(t) = ⋃∞n=1Kn(t) e pode depender da eleión de γi, e para ada n ∈ N eada x ∈ Kn(t) tense
⋂
ε>0
cof(t, x+ εB, γ2(τt,x+εB), γ1)
⋂




{(v,w) : (w, v) son sub e sobresoluións en [α, β] para (3.106)}.
3.3 Problema xeral on argumentos disontinuos 107Proba. Basta on repetir paso por paso a proba do Teorema 3.3.3, onsiderando o espazo
X = C(I) equipado oa súa orde parial usual, o subonxunto
Ŷ = {γ ∈ X : γ|I+ ∈ AC(I+), |γ′| ≤ ψ .p.d.},e o intervalo [α, β] introduido no enuniado. Agora, onsideramos o operador multivaluado
A : [α, β]× [α, β] −→ 2[α,β] \∅ denido do seguinte xeito: para ada par (γ1, γ2) ∈ [α, β]× [α, β],
A(γ1, γ2) será o onxunto de soluións en [α, β] do problema de valor iniial
z′(t) = f(t, z(t), γ2(τt,z(t)), γ1) .p.d. en I0, z(t) = Λ(γ1) + k(t) en I−. (3.107)A diferenza máis salientable on respeto á proba do Teorema 3.3.3 é que agora para probara monotonía mixta dos operadores A± non preisamos da monotonía das funións de [α, β].En efeto, se γ1, γ1, γ2 ∈ [α, β]+ son de tal xeito que γ1 ≤ γ1, poñemos ξ = A+(γ1, γ2),
ξ = A+(γ1, γ2) e reesribimos agora (3.61), obtemos
ξ′(t) = f(t, ξ(t), γ2(τt,ξ(t)), γ1) ≤ f(t, ξ(t), γ2(τt,ξ(t), γ2) .p.d. en I0. (3.108)É diir, obtemos a misma onlusión que en (3.61), oa salvedade de que agora só empregamosa monotonía da funión f e non preisamos ningunha monotonía na funión γ2.A ontinuaión daremos un resultado de uniidade de soluión en [α, β] para o problema(3.106).Teorema 3.3.19. Asumamos que se umplen as hipóteses do Teorema 3.3.18, e supoñamos quese satisfae o seguinte grupo de ondiións:(Ĥ5) (Condiións de Lipshitz laterais para as dependenias funionais)(a) Existen L1, L2 ∈ L1(I0, [0,∞)) tales que para ase todo t ∈ I0, todo x ∈ [α(t), β(t)]e todas γi ∈ [α, β], i = 1, 2, as relaións α(τt,x) ≤ u ≤ v ≤ β(τt,x) e γ1 ≤ γ2 en Iimplian
f(t, x, u, γ2) − f(t, x, v, γ1) ≤ L1(t)(v − u) + L2(t)máx
s∈I
(γ2(s) − γ1(s)); (3.109)(b) Existe λ ∈ [0, 1) tal que para γi ∈ [α, β], i = 1, 2, on γ1 ≤ γ2 en I, tense
Λ(γ2) − Λ(γ1) ≤ λmáx
s∈I
(γ2(s) − γ1(s)).
(Ĥ6) (Condiión de Lipshitz lateral on respeto de x(t))Existe L3 ∈ L1(I0, [0,∞)) tal que para ase todo t ∈ I0 e todas γi ∈ [α, β], i = 1, 2, on
γi = ci + k en I− para algunhas onstantes ci ∈ R, a relaión α(t) ≤ x ≤ y ≤ β(t) impliaque
f(t, y, γ2(τ(t, y)), γ1) − f(t, x, γ2(τ(t, x)), γ1) ≤ L3(t)(y − x). (3.110)










L3(s)ds < 1. (3.111)Proba. Basta on repetir paso por paso a proba do Teorema 3.3.5 e observar que os álulosfeitos alí resultan máis sinxelos neste aso e non dependen da monotonía de v∗ ou w∗. En efeto,para ase todo t ∈ I0 temos
p′(t) = f(t, w∗(t), v∗(τt,w∗(t)), w
∗) − f(t, v∗(t), v∗(τt,v∗(t)), w∗)
+ f(t, v∗(t), v∗(τt,v∗(t)), w
∗) − f(t, v∗(t), w∗(τt,v∗(t)), v∗)
≤ L3(t)(w∗(t) − v∗(t)) + L1(t)(w∗(τt,v∗(t)) − v∗(τt,v∗(t))) + L2(t)máx
s∈I
p(s)
≤ (L1(t) + L2(t) + L3(t))máx
s∈I




x′(t) = −f1(t)xn(sen(t−1 + f2(t)x)) para .t.p. t ∈ I0 = [0, 1],










, se − 1 ≤ t < 0,
0, se t = 0.Finalmente, asumimos que a apliaión




)né lipshitziana.Obsérvese que neste exemplo tanto a funión de arranque omo a funión que dene aeuaión ambian signo.Caso 1 n impar. É sinxelo omprobar que as ondiións (Ĥ1) − (Ĥ6) úmprense on
3.3 Problema xeral on argumentos disontinuos 1091. α(t) = −∫ t
0
f1(s) ds = −β(t), para t ∈ [0, 1], e α = β = k en [−1, 0];2. ψ = f1;3. L1 = nf1, L2 = 0, L3 = ‖(βn)′‖∞f1|f2| e λ = 0.Así, o Teorema 3.3.19 garante que o problema (3.112) ten unha únia soluión no intervalo
[α, β] sempre que
n‖f1‖1 + ‖(βn)′‖∞‖f1f2‖1 < 1.Por onvenienia do letor omprobaremos a hipótese (Ĥ6): para ase todo t ∈ I0, toda
γ ∈ [α, β] on γ = k en I−, e x, y tales que α(t) ≤ x ≤ y ≤ β(t) temos
f1(t)[γ
n(sen(t−1 + f2(t)x)) − γn(sen(t−1 + f2(t)y))] = f1(t)
∫ sen(t−1+f2(t)x)
sen(t−1+f2(t)y)
(γn)′(s) ds,onde (γn)′ = (kn)′ = (βn)′ .p.d. en [−1, 0] e para ase todo s ∈ [0, 1] temos
(γn)′(s) = n(γn−1)′(s)γ′(s) ≤ (βn)′(s).En onseuenia, para ase todo t ∈ I, toda γ ∈ [α, β] on γ = k en I−, e x, y tales que
α(t) ≤ x ≤ y ≤ β(t) temos
f1(t)[γ
n(sen(t−1 + f2(t)x)) − γn(sen(t−1 + f2(t)y))] ≤ ‖(βn)′‖∞f1(t)|f2(t)|(y − x),probando así que (Ĥ6) úmprese on L3 = ‖(βn)′‖∞f1|f2|.Caso 2  n par. Neste aso a euaión diferenial non é monótona on respeto ao argumentofunional, polo que temos que reesribila dun xeito onveniente para poder apliar os nososresultados. Para iso seguimos algunhas das ideas desritas na Seión 3.3.4 e esribimos
z ∈ R 7−→ zn = g1(z) + g2(z),onde g1(z) = znχ(−∞,0)(z) é dereente e g2(z) = znχ[0,∞)(z) é reente.Agora para (t, x, y, γ) ∈ (0, 1] × R2 × C[−1, 1] denimos
τ(t, x) = sen(t−1 + f2(t)x),e
f(t, x, y, γ) = −f1(t) (g1(γ(τt,x)) + g2(y)) ,polo que a euaión diferenial de (3.112) onvértese en
x′(t) = f(t, x(t), x(τt,x), x) para .t.p. t ∈ I0.
110 Problemas de primeira orde on argumentos desviadosProbemos agora que as funións α(t) = −∫ t
0
f1(s) ds = −β(t), para t ∈ [0, 1], e α = β = ken [−1, 0], denen, respetivamente, unha subsoluión e unha sobresoluión para o problemasempre que ‖f1‖1 ≤ 2−1/n. En efeto, para ase todo t ∈ [0, 1] tal que τt,α(t) > 0 tense
g1(α(τt,α(t))) + g2(β(τt,α(t))) = α
n(τt,α(t)) + β
n(τt,α(t)) ≤ 2‖f1‖n1 ≤ 1,e se τt,α(t) ≤ 0 entón g1(α(τt,α(t)))+g2(β(τt,α(t))) = kn(τt,α(t)) ≤ 1. Así, para ase todo t ∈ [0, 1]temos
α′(t) = −f1(t) ≤ f(t, α(t), β(τt,α(t)), α).Dun xeito análogo pódese probar que β′(t) ≥ f(t, β(t), α(τt,β(t)), β) en .t.p. t ∈ [0, 1]. Polotanto, úmprense as hipóteses (Ĥ1) − (Ĥ6) do Teorema 3.3.19, on1. ψ = f1;2. L1 = L2 = nf1, L3 = 2‖(βn)′‖∞f1|f2| e λ = 0.En onseuenia, o problema (3.112) ten unha únia soluión en [α, β] sempre que




Capítulo 4Problemas de segunda orde onargumentos desviadosO obxetivo do presente apítulo será estudar a existenia e loalizaión de soluións paraproblemas difereniais de segunda orde on argumentos desviados. É un feito ben oñeido queos problemas de segunda orde son probablemente os que máis teñen sido estudados na litera-tura matemátia relativa a euaións difereniais, e isto é debido prinipalmente á idoneidadedas euaións de orde dúas para a modelaxe de proesos da vida real. Un exemplo disto podeser o seguinte, no que amosamos tamén a onvenienia de introduir argumentos desviados naformulaión iniial.Lembremos que unha modelaxe sinxela da distribuión estaionaria de temperaturas sobreun aramio retilíneo de lonxitude L > 0 vén dado pola euaión diferenial ordinaria de segundaorde
u′′(x) = f(x, u(x)), x ∈ (0, L), (4.1)xunto on ondiións de ontorno axeitadas. Agora imaxinemos que retoremos o aramio dexeito que en ertos puntos se produzan solapamentos. Paree razoable entón supoñer que nospuntos de solapamento as temperaturas respetivas inúan entre si. Isto suxírenos unha revisiónda euaión (4.1) da forma
u′′(x) = f(x, u(x)) + |x− ξ(x)| g(ξ(x), u(ξ(x))), x ∈ (0, L), (4.2)onde ξ(x) representa o punto que solapa ao punto x, no aso de que un tal solapamento exista,ou ξ(x) = x en aso ontrario.




x 6= ξ(x)Obsérvese que ξ non é, de xeito xeral, unha funión ontinua (o al implia que o segundomembro en (4.2) non ten porqué ser ontinuo respeto da variable independente x) e que tere-mos ξ(x) < x nalgúns puntos e ξ(x) > x noutros, polo que o argumento desviante non é, enxeral, nin un atraso nin un adianto, senón que terá unha forma máis xeral.Este apítulo está dividido en dúas seións ben difereniadas. Na primeira delas estúdiaseunha euaión diferenial que vén denida por unha funión de Carathéodory e que inlúe argu-mentos desviantes tanto no estado omo na derivada; o resultado prinipal para este problemaproporionará a existenia de soluións maximais e minimais en presenia de sub e sobreso-luións, usando para este n ténias habituais que inlúen a reformulaión do problema entermos dun operador ompletamente ontinuo e a apliaión posterior do Teorema 1.2.2. Nasegunda parte do apítulo permitirase que a funión que dene a euaión non sexa ontinuaon respeto aos argumentos nos ales interveñen os desvíos, impoñendo omo ompensaióndiversas ondiións de monotonía. Os resultados prinipais para este problema proporionarána existenia de uasisoluions e soluións extremais en presenia de sub e sobresoluións, em-pregando omo ténia a apliaión dun método monótono xeneralizado.Os resultados orixinais da seión 4.1 están publiados en [29℄, e os da seión 4.2, en [26℄.4.1. Caso Carathéodory4.1.1. IntroduiónSexan a, b, r−, r+ ∈ R on a < b, r∓ ≥ 0 e onsideremos os intervalos




u′′(t) = f(t, u(t), u′(t), u(τ(t, u(t), u′(t))), u′(σ(t, u(t), u′(t)))) en .t.p. t ∈ I0,
u(t) = φ−(t) para todo t ∈ I−, u(t) = φ+(t) para todo t ∈ I+, (4.3)onde f : I0×R4 −→ R e τ, σ : I0×R2 −→ I son funións Carathédodory e φ− e φ+ son funiónsque representan, respetivamente, o estado iniial e o estado nal do sistema. Obsérvese que se
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r∓ = 0, entón φ∓ son onstantes e as ondiións de ontorno do problema (4.3) onvértense enondiións Dirihlet usuais, do tipo u(a) = A, u(b) = B.Co n de simpliar a notaión, ao longo desta seión empregaremos moitas vees as no-taións τt,u,u′ e σt,u,u′ no anto de τ(t, u(t), u′(t)) e σ(t, u(t), u′(t)), respetivamente.O plantexamento do problema (4.3) é bastante xeral, o que nos permitirá tratar de formaonxunta diversos problemas que teñen sido estudados de xeito separado na literatura e queveñen reibindo gran atenión nos últimos anos. Algúns destes son os seguintes:
(1) As euaións on atraso (isto é, da forma τt,u,u′ = t − r para algún r > 0) son probable-mente o exemplo máis paradigmátio dos problemas que poden ser expresados dentro daformulaión (4.3). A súa xeneralizaión a euaións on atraso dependente do estado (daforma τt,u,u′ = t − r(u)) está sendo amplamente estudada nos últimos anos, e podemositar artigos omo [14, 22, 35, 43, 44℄, así omo o xa itado survey [39℄.
(2) As euaións on adianto (da forma τt,u,u′ = t + r ou, máis xeral, τt,u,u′ = t + r(u))tamén se inlúen dentro de (4.3). Algúns artigos reentes nos que se estudan este tipo deproblemas son [53, 56, 83℄.
(3) O feito de inluír no noso plantexamento unha funión de arranque, φ−, e outra nal, φ+,permítenos onsiderar onxuntamente o aso de euaións on atraso e on adianto. Estetipo de formulaións pode atoparse en [33℄ ou [54℄.
(4) As euaións on reexión, isto é, aquelas nas que I0 é un intervalo entrado na orixe e
τ(t) = −t, foron onsideradas reentemente en [67℄ e tamén poden ser estudadas dentrodo maro do problema (4.3). Outras referenias máis antigas que tratan esta uestión son[1℄ e [38℄.O noso resultado prinipal para o problema (4.3) será un teorema de existenia de soluiónsmaximais e minimais en presenza de sub e sobresoluións, impoñendo adiionalmente unhaondiión de Nagumo que regulará o reemento da parte non lineal da euaión on respetoda derivada da soluión. Este método é ben oñeido e bastante estándar para este tipo deproblemas, pode atoparse por exemplo nos surveys [9℄, [21℄; sen embargo, no noso aso partiularapareen ertas diultades ténias que iremos resolvendo ao longo desta seión, así omoalgunhas diferenias teórias on respeto a problemas sen argumentos desviados. Entre asprinipais novidades que presenta o noso resultado on respeto a anteriores podemos salientaras seguintes:
(1) Polo que nós sabemos, este é o primeiro resultado que onsidera argumentos desviadosdependentes da derivada da soluión ou partes non lineares dependentes da derivadaevaluada en argumentos desviados.
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(2) A xeneralizaión obvia da deniión de subsoluión omo unha funión α que satisfae adesigualdade
α′′(t) ≥ f(t, α(t), α′(t), α(τt,α,α′), α′(σt,α,α′)),non é válida, omo oorría para o problema (3.57), para garantir a a existenia de soluiónentre sub e sobresoluións, tal e omo amosaremos mediante un exemplo. Como onseuen-ia, introduiremos novas deniións de sub e sobresoluións, que neesariamente deberánser máis esixentes.
(3) Se eliminamos os argumentos desviantes en (4.3) obtemos un problema Dirihlet ordinario,que posúe soluións extremais entre sub e sobresoluións dadas sempre que asumamosunha ondiión de Nagumo (véxase por exemplo [11, 15, 21℄). Amosaremos que esta on-lusión non é erta en xeral ando onsideramos o problema (4.3) na súa versión ompleta.
(4) Probaremos, sen embargo, que o problema (4.3) ten soluións maximais e minimais onrespeto á relaión de orde parial punto a punto, e farémolo sen empregar o Lema deZorn.
(5) Os resultados que obteremos a ontinuaión permaneen válidos se introduimos en (4.3)máis argumentos desviados, ou se substituímos u′′(t) por outro operador, por exemplo un
p−Laplaiano. Restrinxiremos a nosa atenión a (4.3) por simpliidade e para salientaras nosas prinipais ontribuións e as diferenzas on respeto ao aso non desviado.4.1.2. Existenia de soluións minimais e maximaisDeniión 4.1.1. Diremos que u ∈ C(I) é unha soluión do problema (4.3) se u|I0 ∈W 2,1(I0)e u satisfae (4.3).Deniión 4.1.2. Dado un subonxunto Y ⊂ C(I), diremos que unha soluión u∗ ∈ Y de (4.3)é minimal en Y se a relaión u ≤ u∗ implia u = u∗ para toda soluión u ∈ Y de (4.3). Diremosque unha soluión u∗ ∈ Y de (4.3) é maximal en Y se a relaión u∗ ≤ u implia u = u∗ paratoda soluión u ∈ Y de (4.3).Antes de presentar os nosos novos resultados para (4.3), introduiremos a deniión de sube sobresoluión para este problema, deniión que omo adiantabamos na introduión requireser máis esixente que a habitual.Deniión 4.1.3. Diremos que α, β ∈ C(I), α ≤ β en I, son, respetivamente, unha subsoluióne unha sobresoluión do problema (4.3) se
α ≤ φ∓ ≤ β en I∓,e α (respetivamente, β) é tal que para ada t0 ∈ (a, b) se satisfae unha das seguintes ondiións:
(a) D−α(t0) < D
+α(t0) (respetivamente, D−β(t0) > D+β(t0)), onde D−α(t0) representaa derivada inferior de Dini pola esquerda de α en t0 e D+α(t0) representa a derivadasuperior pola dereita.
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(b) Existe un intervalo aberto J0 ⊂ (a, b) de tal xeito que t0 ∈ J0, α ∈ W 2,1(J0) (respetiva-mente, β ∈W 2,1(J0)) e para ase todo t ∈ J0 tense
α′′(t) ≥ sup
(ξ,ν)∈E
f(t, α(t), α′(t), ξ, ν) (4.4)
(respetivamente, β′′(t) ≤ ı́nf
(ξ,ν)∈E











× R. (4.6)O noso novo resultado de existenia de soluión para o problema (4.3) é o que segue. Nasúa proba seguimos as ideas e notaións de [21℄.Teorema 4.1.4. Supoñamos que existen α, β ∈ C(I) que son, respetivamente, subsoluión esobresoluión do problema (4.3). Denamos A ⊂ I0 (respetivamente, B ⊂ I0) omo o onxuntodos puntos nos ales α (respetivamente, β) é derivable, poñamos E omo en (4.6) e asumamosque se satisfaen as seguintes ondiións:
(H1) (Condiións de Carathéodory)
(H1) − (a) para todo x, y ∈ R e (ξ, ν) ∈ E as apliaións t ∈ I0 7−→ f(t, x, y, ξ, ν),
t ∈ I0 7−→ τ(t, x, y) e t ∈ I0 7−→ σ(t, x, y) son medibles;
(H1)−(b) para ase todo t ∈ I0 as apliaións f(t, ·, ·, ·, ·), τ(t, ·, ·) e σ(t, ·, ·) son ontinuasnos seus respetivos dominios.
(H2) Existe N ∈ L1(I0, (0,+∞)) de tal xeito que para ase todo t ∈ A (respetivamente, paraase todo t ∈ B) e todo (ξ, ν) ∈ E tense
f(t, α(t), α′(t), ξ, ν) ≥ −N(t) (respetivamente, f(t, β(t), β′(t), ξ, ν) ≤ N(t)).
(H3) (Condiión de Nagumo) Existen ψ ∈ L1(I0, [0,+∞)) e ϕ ∈ C([0,+∞), (0,+∞)) de talxeito que
(H3) − (a) para ase todo t ∈ I0, todo x ∈ [α(t), β(t)], todo y ∈ R e todo (ξ, ν) ∈ Esatisfáese a desigualdade
|f(t, x, y, ξ, ν)| ≤ ψ(t)ϕ(|y|);
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(H4) (Restriión sobre o onxunto σ−1({a, b})) Para ada u ∈ C1(I0) o onxunto
{t ∈ I0 : σ(t, u(t), u′(t)) ∈ {a, b}}ten medida de Lebesgue ero.En tal aso, o problema (4.3) ten ando menos unha soluión u satisfaendo α ≤ u ≤ β en
I. Ademais, existe R > 0 de tal xeito que toda soluión de (4.3) entre α e β satisfae |u′(t)| < Rpara todo t ∈ [a, b].Proba. Etapa 1: O problema modiado. En virtude da ondiión (H3)− (b), podemos esoller





> ‖ψ‖L1(I0).Do mesmo xeito, a ontinuidade de f nas súas variables espaiais permítenos asumir que afunión N que proporiona a hipótese (H2) é suientemente grande, de xeito que





α(t), se x < α(t),
x, se α(t) ≤ x ≤ β(t),
β(t), se β(t) < x,e denimos as funións auxiliares
f̄(t, x, y, ξ, ν) = máx{mı́n{f(t, p(t, x), y, p(τt,x,y, ξ), ν), N(t)},−N(t)},




f̄(t, α(t), α′(t) + v, ξ, ν) − f̄(t, α(t), α′(t), ξ, ν)
)
,
ω2(t, δ, ξ, ν) = χB(t)
(
f̄(t, β(t), β′(t), ξ, ν) − mı́n
|v|≤δ
f̄(t, β(t), β′(t) + v, ξ, ν)
)
,e




ω1(t, α(t) − x, ξ, ν), se x < α(t),
0, se α(t) ≤ x ≤ β(t),
ω2(t, x− β(t), ξ, ν), se β(t) < x.
4.1 Caso Carathéodory 117Obsérvese que as funións ωi son Carathéodory, pois o é a funión f̄ e os onxuntos A e B sonLebesgue medibles. Para probar esta última armaión basta ter en onta que as derivadas deDini dunha funión ontinua son funións Lebesgue medibles [46, Teorema 401℄ e que se podeexpresar o onxunto omplementario de A (respetivamente, de B) omo
I0\A = (D−α−D+α)−1(−∞, 0)




u′′(t) = f̄(t, u(t), u′(t), u(τt,u,u′), u
′(σt,u,u′)) − ω(t, u(t), u(τt,u,u′), u′(σt,u,u′)).p.d. en I0,
u|I∓ = Φ∓ en I∓. (4.8)Etapa 2: O problema modiado ten ando menos unha soluión. Consideremos o onxunto
X = {u ∈ C(I) : u|I∓ ∈ C1(I∓), u|I0 ∈ C1(I0)},que é un espazo de Banah ando se equipa oa norma





Φ−(t), se t ∈ I−,
∫ b
a
G(t, s)Fu(s) ds + λ(t), se t ∈ I0,
Φ+(t), se t ∈ I+,onde para ase todo t ∈ I0 denotamos
Fu(t) = f̄(t, u(t), u
′(t), u(τt,u,u′), u
′(σt,u,u′)) − ω(t, u(t), u(τt,u,u′), u′(σt,u,u′)), (4.9)o núleo integral G(t, s) é a funión de Green asoiada ao problema de Dirihlet




b φ−(a) − aφ+(b)
b− a para todo t ∈ I0.
118 Problemas de segunda orde on argumentos desviadosÉ doado omprobar que as soluións do problema modiado (4.8) orrespóndense os pun-tos xos do operador T , polo que probaremos que T ten ando menos un punto xo. Paraisto faremos uso do Teorema 1.2.2, así que debemos ver que T é un operador ompletamenteontinuo de X en si mesmo.A omprobaión de que o operador T é ompletamente ontinuo é un proeso bastante es-tándar, polo que aquí omitiremos algúns pasos, entrándonos uniamente, por onvenienia doletor, nas partes que son máis novedosas no problema que nos oupa, isto é, aquelas nas queos argumentos desviados xogan un papel espeial.Sexa, pois, {un}∞n=1 unha suesión en X que onverxe a u en X . Comezamos oa seguintearmaión.Armaión: A suesión {Fun}∞n=1 tende a Fu .p.d. en I0.Sexa Γ∞ o subonxunto daqueles t ∈ I0 tales que
σt,u,u′ = σ(t, u(t), u
′(t)) ∈ {a, b},e sexa Γn o subonxunto daqueles t ∈ I0 tales que
σt,un,u′n ∈ {a, b}.O onxunto Γ = Γ∞ ∪ (∪∞n=1Γn) ten medida de Lebesgue ero, omo onseuenia de (H4).Agora, para ase todo t ∈ (a, b)\Γ tense
|u′n(σt,un,u′n) − u′(σt,u,u′)| ≤|u′n(σt,un,u′n) − u′(σt,un,u′n)| + |u′(σt,un,u′n) − u′(σt,u,u′)|
≤‖un − u‖ + |u′(σt,un,u′n) − u′(σt,u,u′)|,polo que {u′n(σt,un,u′n)}n∈N tende a u′(σt,u,u′) para ase todo t ∈ I0.Argumentos similares, pero máis simples, proban que {un(τt,un,u′n)}n∈N tende a u(τt,u,u′)para ase todo t ∈ I0, polo que a ontinuidade de f̄ e ω nas variables espaiais garantiza que aarmaión é erta.Agora, o Teorema de Converxenia Dominada permítenos probar que {Tun}∞n=1 onverxe a
Tu en X . Finalmente, para todo u ∈ X tense que |(Tu)′′| ≤ 3N(t) para ase todo t ∈ I0, o quenos permite probar que TX é relativamente ompato e, en onseuenia, T é ompletamenteontinuo. O Teorema 1.2.2 garante entón que o onxunto de puntos xos de T e, polo tanto, oonxunto de soluións de (4.8), é ompato e non baleiro.Etapa 3: Se u é unha soluión de (4.8), entón α ≤ u ≤ β en I. Nos subintervalos I∓ nonhai nada que probar en virtude de ser α e β sub e sobresoluión de (4.3). Razoemos, pois, por
4.1 Caso Carathéodory 119reduión ao absurdo: supoñamos que α  u en I0 e xemos
t0 = sup
{




.Esta eleión de t0 implia que t0 ∈ ◦I0, u(t0)−α(t0) < 0 e D−α(t0) ≥ D+α(t0), polo que existeun intervalo aberto J0 ⊂ ◦I0 que ontén a t0 e de tal xeito que α ∈ W 2,1(J0) e para ase todo
t ∈ J0 é
α′′(t) ≥ sup
E
f(t, α(t), α′(t), ξ, ν).A ondiión (H2) proporiona, para ase todo t ∈ J0, que
α′′(t) ≥ sup
E
f̄(t, α(t), α′(t), ξ, ν),e polo tanto tense, para ase todo t ∈ J0, que
u′′(t) − α′′(t) ≤ f̄(t, α(t), u′(t), p(τt,u,u′ , u(τt,u,u′)), u′(σt,u,u′))
− ω1(t, α(t) − u(t), p(τt,u,u′ , u(τt,u,u′)), u′(σt,u,u′))
− f̄(t, α(t), α′(t), p(τt,u,u′ , u(τt,u,u′)), u′(σt,u,u′))




f̄(t, α(t), α′(t) + v, p(τt,u,u′ , u(τt,u,u′)), u
′(σt,u,u′)).Posto que u′(t0) − α′(t0) = 0 e α(t0) − u(t0) > 0, deduimos pola ontinuidade de u′ − α′ e
α− u en t0 que para todo s ∈ J0 suientemente próximo a t0 tense que
|u′(s) − α′(s)| ≤ α(s) − u(s). (4.10)A deniión de t0 asegura que podemos atopar t1 > t0 de tal xeito que u′(t1) − α′(t1) > 0,on t1 tan próximo a t0 omo queiramos. Fixemos agora un deses t1 ∈ J0 tales que para todo
s ∈ [t0, t1] se satisfae (4.10). Agora, para todo s ∈ [t0, t1] tense u′(s) = α′(s) ± vs para algún
vs ∈ [0, α(s) − u(s)], e entón obtemos a ontradiión
0 < u′(t1) − α′(t1) =
∫ t1
t0
(u′′(s) − α′′(s)) ds ≤ 0.De xeito similar probariamos que u ≤ β en I0.Etapa 4: se u é unha soluión de (4.8) entón |u′(t)| < R para todo t ∈ I0. A proba é estándar,e segue o razoamento que se fai en [21, Proposiión I-4.7℄. En primeiro lugar, debemos ter enonta que para ase todo t ∈ I0, todo x ∈ [α(t), β(t)], todo y ∈ R e todo (ξ, ν) ∈ E tense que
|f̄(t, x, y, ξ, ν) − ω(t, x, ξ, ν)| = |f̄(t, x, y, ξ, ν)| ≤ f(t, x, y, ξ, ν) ≤ ψ(t)ϕ(|y|),
120 Problemas de segunda orde on argumentos desviadosé diir, a parte non linear da euaión diferenial do problema modiado (4.8) tamén satisfaea ondiión de Nagumo. Agora, razoemos por reduión ao absurdo e supoñamos que u é unhasoluión de (4.8) e t̂ ∈ I0 é tal que |u′(t̂)| ≥ R. En virtude do Teorema do Valor Medio doálulo diferenial, existe t0 ∈ I0 tal que u′(t0) = r; e por ontinuidade de u′ podemos esoller
t1 ∈ I0 de tal xeito que u′(t1) = R e r ≤ u′(t) ≤ R para todo t ∈ [t0, t1]. Integrando entre r e




















∣∣∣∣ ≤ ||ψ||L1(I0),o al ontradí a hipótese (H3) − (b).En onseuenia, a informaión obtida nas etapas anteriores proporiona que toda soluión
u do problema modiado (4.8) é unha soluión do problema orixinal (4.3) que ademais satisfae
α ≤ u ≤ β e |u′| ≤ R. Posto que o onxunto de soluións de (4.8) é non baleiro, queda probadoo teorema.Observaión 4.1.5. Obsérvese que se α|I0 , β|I0 ∈ W 1,∞(I0) entón a ondiión (H3) − (a)implia (H2).Nas ondiións do Teorema 4.1.4 non podemos agardar que o problema (4.3) teña solu-ións extremais, isto é, unha meirande e unha máis pequena, entre α e β. Para xustiar estaarmaión presentamos o seguinte exemplo.Exemplo 4.1.6. Consideremos o problema on reexión





−1, se u < −1,
u, se − 1 ≤ u ≤ 1,
1, se 1 < u.Todas as ondiións do Teorema 4.1.4 se umpren on sub e sobresoluións dadas por
α(t) = t2 − π2 = −β(t), t ∈ [−π, π],polo que o problema (4.11) ten ando menos unha soluión entre α e β. Obsérvese que as fun-ións ±v(t) = ± sen t son dúas desas soluións.Agora amosaremos que (4.11) non ten soluións extremais entre α e β. En primeiro lugar,obsérvese que se w é unha soluión de (4.11) entón w non pode ser positiva en (−π, π), poisnese aso teríase w′′(t) = f(w(−t)) > 0 en (−π, π) e w(−π) = w(π) = 0, polo que w ≤ 0 en
[−π, π], unha ontradiión. En onlusión, dedúese que toda soluión é menor que v ou menorque −v nalgúns puntos e, en onseuenia, non existe unha soluión meirande entre α e β. Dexeito similar probariamos que non existe unha soluión máis pequena.
4.1 Caso Carathéodory 121Malia o dito nas disquisiións anteriores, as ondiións do Teorema 4.1.4 permítennos garan-tir a existenia de elementos maximais e minimais no onxunto de soluións do problema (4.3)que están entre α e β. É o que probamos no seguinte resultado.Teorema 4.1.7. Supoñamos que se satisfaen todas as hipóteses do Teorema 4.1.4, e denotemospor S o onxunto de soluións de (4.3) entre α e β. Entón o onxunto S ten elementos maximaise minimais, isto é, existe ando menos unha soluión u∗ ∈ S de tal xeito que para toda soluión
v ∈ S a relaión u∗ ≤ v en I implia u∗ = v; e existe ando menos outra soluión u∗ ∈ S de talxeito que para toda soluión v ∈ S a relaión u∗ ≥ v en I implia u∗ = v.Proba. Tal e omo deduimos na proba do Teorema 4.1.4, o onxunto S é ompato en C(I).Posto que a apliaión
u ∈ S 7−→ I(u) =
∫ b
a
u(t) dté ontinua, existen entón u∗, u∗ ∈ S de tal xeito que
I(u∗) = máx{I(u) : u ∈ S} e I(u∗) = mı́n{I(u) : u ∈ S}.Agora, se v ∈ S é tal que u∗ ≤ v en I entón tense que I(u∗) ≤ I(v) ≤ I(u∗), polo que
u∗ = v en I e, en onseuenia, u∗ é un elemento maximal en S.De xeito similar probariamos que u∗ é un elemento minimal en S.Observaión 4.1.8. Obsérvese que nas ondiións do Teorema 4.1.7 pode oorrer que u∗ = u∗,o al ademais non implia que u∗ = u∗ sexa a únia soluión do problema entre α e β. De feitohai problemas que teñen innitas soluións, todas elas maximais e minimais ao tempo, omopor exemplo o problema de Dirihlet
u′′(t) = −u(t), u(0) = u(2π) = 0,que ten por soluións exatamente as funións u(t) = λ sen t, λ ∈ R.4.1.3. Comentarios sobre sub e sobresoluiónsNesta epígrafe faremos algúns omentarios interesantes referentes aos oneptos de sub esobresoluións introduidos na Deniión 4.1.3.
(I) Os resultados obtidos na epígrafe 4.2.2 non son ertos se substituímos as desigualdades(4.4)(4.5) por
α′′(t) ≥ f(t, α(t), α′(t), α(τt,α,α′ ), α′(σt,α,α)), (4.12)
β′′(t) ≤ f(t, β(t), β′(t), β(τt,β,β′), β′(σt,β,β)). (4.13)
122 Problemas de segunda orde on argumentos desviadosEn efeto, α(t) = −1 = −β(t), t ∈ [−π, π], son sub e sobresoluións no sentido (4.12)(4.13) para o problema de Dirihlet
u′′(t) = u(−t) + sen t, t ∈ [−π, π], u(−π) = 0 = u(π). (4.14)Sen embargo, o problema (4.14) non ten ningunha soluión. En efeto, supoñamos que
u = u(t) é unha soluión de (4.14) e multipliquemos a euaión por sen t. Integrando dúasvees por partes no primeiro membro obteriamos
∫ π
−π
u′′(t) sen t dt = −
∫ π
−π
u(t) sen t dt,e faendo o ambio de variable s = −t no segundo membro obteriamos
∫ π
−π
u(−t) sen t dt +
∫ π
−π
sen2 t dt = −
∫ π
−π
u(s) sen s ds+
∫ π
−π





(II) As desigualdades esixidas na Deniión 4.1.3 poden ser simpliadas nalgúns asos im-portantes.
(i) Se f(t, x, y, ξ, ν) = g(t, x, y, ξ) entón (4.4)(4.5) redúense a
α′′(t) ≥ máx
mı́nI α≤ξ≤máxI β
g(t, α(t), α′(t), ξ), (4.15)
β′′(t) ≤ mı́n
mı́nI α≤ξ≤máxI β
g(t, β(t), β′(t), ξ). (4.16)Se ademais g(t, x, y, ·) é monótona no intervalo [mı́nI α,máxI β] entón (4.15)(4.16)simplifíanse aínda máis, e resultan:
α′′(t) ≥ g(t, α(t), α′(t),máx
t∈I
β(t)), β′′(t) ≤ g(t, β(t), β′(t),mı́n
t∈I
α(t)), (4.17)no aso de que g(t, α(t), α′(t), ·) e g(t, β(t), β′(t), ·) sexan reentes;
α′′(t) ≥ g(t, α(t), α′(t),mı́n
t∈I
α(t)), β′′(t) ≤ g(t, β(t), β′(t),máx
t∈I
β(t)), (4.18)no aso de que g(t, α(t), α′(t), ·) e g(t, β(t), β′(t), ·) sexan dereentes.Obsérvese que neste último aso no que g(t, x, y, ·) é dereente a subsoluión e asobresoluión apareen desaopladas.
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(ii) Se f(t, x, y, ξ, ν) = g(t, x, y, ξ) e τ(t, x, y) = τ̃(t), entón na Etapa 3 da proba doTeorema 4.1.4 podemos substituír (4.4) por
α′′(t) ≥ máx
α(τ̃ (t))≤ξ≤β(τ̃ (t))
g(t, α(t), α′(t), ξ), (4.19)e analogamente para β. En partiular, se g(t, α(t), α′(t), ·) é dereente no intervalo
[α(τ̃ (t)), β(τ̃ (t))] entón (4.19) onvértese en
α′′(t) ≥ g(t, α(t), α′(t), α(τ̃ (t))), (4.20)e as deniións de sub e sobresoluión apareen así desaopladas e oiniden oasdeniións habituais (ompárese o Exemplo 4.1.6, onde estas deniións non servendebido a que a orrespondente funión é reente respeto de u(τ̃(t))).4.1.4. Construión de sub e sobresoluións: exemplosNesta seión daremos algúns resultados que proporionan ondiións suientes de existen-ia de sub e sobresoluións para o problema (4.3), así omo exemplos da súa onstruión e deapliaión dos Teoremas 4.1.4 e 4.1.7.Proposiión 4.1.9. Sexan Φ± ∈ C1(I±) e F ∈ C(R) e supoñamos que
ĺım
ξ→−∞
F (ξ) = +∞, (4.21)
ĺım
ξ→+∞











(t− a+ r−)(t− a+ r− − L), t ∈ I, (4.24)
β(t) = B +
µ
2
(t− a+ r−)(t− a+ r− − L), t ∈ I, (4.25)son sub e sobresoluión para o problema
u′′(t) = F (u(τt,u,u′)) en .t.p. t ∈ I0, (4.26)
u|I± = Φ± en I±, (4.27)independientemente da funión de Carathéodory τ : I0 × R2 −→ I.En partiular, o problema (4.26)(4.27) ten soluións minimais e maximais entre α e β, eisto non depende da eleión de τ .
















. (4.28)Agora, (4.22) asegura que podemos atopar ξ1 > 0 tal que




(A− ξ) para todo ξ ≤ ξ2. (4.29)Poñamos C = máx{F (ξ) : ξ2 ≤ ξ ≤ ξ1}. En virtude da ondiión (4.21) e da ontinuidadede F , existe ξ3 ≤ ξ2 tal que
F (ξ3) = C e F (ξ) ≤ C para todo ξ ∈ [ξ3, ξ2].Esta eleión de ξ3 garante que




(A− ξ3). (4.31)Sexa agora α denida omo en (4.24) para λ = 8(A− ξ3)
L2
. Obsérvese que α′′(t) = λ > 0 en











= ξ3,e deduimos entón de (4.31) e (4.30) que para todo t ∈ I0 temos
α′′(t) = λ > F (ξ3) = máx
ξ≥mı́nI α
F (ξ). (4.32)Argumentos similares proban que para ada B ≥ máx{máxI− Φ−,máxI+ Φ+} existe µ < 0de tal xeito que (4.25) dene unha funión tal que β ≥ Φ± en I± e
β′′(t) = µ < mı́n
ξ≤máxI β
F (ξ). (4.33)






F (ξ),polo que α e β son sub e sobresoluión para o problema (4.26)(4.27).Exemplo 4.1.10. A funión F (ξ) = − 3√ξ cos(1/ξ) para ξ 6= 0, e F (0) = 0, satisfae asondiións da Proposiión 4.1.9. En onseuenia, o problema orrespondente (4.26)(4.27) tenando menos unha soluión para alquera eleión de Φ± e τ .A ontinuaión empregaremos as ideas da Proposiión 4.1.9 para onstruír exemplos máisxerais.Proposiión 4.1.11. Consideremos funións Φ± ∈ C1(I±) e sexa f : I0 × R3 −→ R unhafunión de Carathéodory.Supoñamos que existen c ≥ 0 e Fα, Fβ ∈ C(R) de tal xeito que para ase todo t ∈ I0 e todos
ξ, ν ∈ R tense
f(t, x, ξ, ν) ≤ Fα(ξ) para todo x ≤ −c, (4.34)e
Fβ(ξ) ≤ f(t, x, ξ, ν) para todo x ≥ c. (4.35)Ademais, supoñamos que se satisfaen as seguintes ondiións:
ĺım
ξ→−∞
Fα(ξ) = +∞, (4.36)







, onde L = b− a+ r+ + r−, (4.38)
Fβ está limitada inferiormente en (−∞, 0], (4.39)
ĺım
ξ→+∞







. (4.41)En tal aso o problema
u′′(t) = f(t, u(t), u(τt,u,u′), u
′(σt,u,u′)) en .t.p. t ∈ I0, (4.42)
u|I± = Φ± en I±, (4.43)ten soluións minimais e maximais entre ertas sub e sobresoluións, e este resultado non de-pende da eleión das funións de Carathéodory τ, σ : I0 × R2 −→ I, sempre que σ satisfaga aondiión (H4) do Teorema 4.1.4.
126 Problemas de segunda orde on argumentos desviadosProba. Un argumento similar ao empregado na proba da Proposiión 4.1.9 amosa que (4.36),(4.37), e (4.38) garanten que para ada A ≤ −c tal que A ≤ mı́n{mı́nI− Φ−,mı́nI+ Φ+} podemosatopar λ > 0 de tal xeito que a funión denida en (4.24) satisfae
α′′(t) = λ > máx
ξ≥mı́nI α
Fα(ξ) para todo t ∈ I0.Ademais tamén se ten que α(t) ≤ −c para todo t ∈ I, polo que deduimos de (4.34) que
α′′(t) > sup
ν∈R, ξ≥mı́nI α
f(t, α(t), ξ, ν) en .t.p. t ∈ I0.De xeito análogo, para B ≥ c tal que B ≥ máx{máxI− Φ−,máxI+ Φ+} existe µ < 0 de talxeito que a funión denida en (4.25) satisfae
β′′(t) < ı́nf
ν∈R, ξ≤máxI β
f(t, β(t), ξ, ν) en .t.p. t ∈ I0,e, en onseuenia, α e β son sub e sobresoluións para o problema (4.42)(4.43).Exemplo 4.1.12. Sexa F a funión do Exemplo 4.1.10. Sexan a ∈ L∞(I0), a1, a2, γ > 0, e
g : R −→ R unha funión ontinua e limitada.A apliaión f(t, x, ξ, ν) = a(t)+a1 x|x|γ +a2F (ξ)+g(ν) satisfae as ondiións da Proposi-ión 4.1.11 para c = 0.4.2. Caso monótono4.2.1. IntroduiónDespois de estudar o aso Carathéodory na seión anterior, o noso obxetivo agora serásubstituír a ontinuidade nas variables nas que interviñan os argumentos desviados por diversasondiións de monotonía, na liña do que se faía na Seión 3.3 os problemas de primeira orde.Así pois, sexan I∓, I0 e I os intervalos onsiderados na seión anterior e onstruamos oespazo




u′′(t) = f(t, u(t), u′(t), u|I0 , u, u) en .t.p. t ∈ I0,
B−(t, u(t), u|I0 , u, u) = 0 para todo t ∈ I−,
B+(t, u(t), u|I0 , u, u) = 0 para todo t ∈ I+, (4.44)
4.2 Caso monótono 127onde f : I0 × R2 × C(I0) × X 2 −→ R será, grosso modo, unha funión de Carathéodoryon respeto das variables reais e monótona on respeto das variables funionais, e B∓ :
I0×R×C(I0)×X 2 −→ R umprirán ertas ondiións de monotonía respeto das súas variablesfunionais.A formulaión (4.44) é bastante xeral, polo que dentro do seu maro poden ser onsideradosproblemas de moi diversos tipos. Algúns deles son os seguintes:
(1) Problemas on argumentos desviados da forma τ : I0 −→ I0, inluíndo atrasos (τ(t) ≤ t),adiantos (τ(t) ≥ t) ou unha ombinaión de ámbolos dous asos; problemas todos elesque foron moi estudados na literatura. Artigos reentes omo [53, 54, 56, 57℄ son un boexemplo.
(2) Cando r2− + r2+ > 0 a soluión ten un dominio de deniión máis grande que aquelno que está denida a euaión diferenial. Ademais, dúas das dependenias funionaisen (4.44) onsideran o omportamento da soluión neste intervalo ampliado. A apliaiónmáis natural deste tipo de problemas son as euaións on atraso e on adiantos no sentidolásio, que tamén estaban inluídas no maro do problema (4.3) da seión anterior. Nesteaso, omo é habitual, debemos proporionar informaión adiional sobre os estados iniiale nal da soluión. Este tipo de problemas foron estudados, por exemplo, en [81℄ ou [82℄.
(3) Problemas on dependenias funionais máis xerais, do tipo
u′′(t) = f(t, u(t), u′(t), p[u](t)), (4.45)onde p é unha apliaión entre ertos espazos funionais, poden ser estudados os nososresultados para o problema (4.44) ando f é unha funión de variaión limitada na súauarta variable. A euaión (4.45) foi previamente estudada por Nieto e Rodríguez Lópezen [66℄.O resultado prinipal desta seión proporiona ondiións suientes para a garantir aexistenia de uasisoluións extremais para o problema (4.44), nun sentido que deniremosmáis adiante, e que omo tamén veremos serán soluións extremais se eliminamos unha dasvariables da euaión. Para probar este resultado usaremos o Teorema 1.2.23, na liña de omose xo nas Seións 3.3.2 e 3.3.3 para euaións de primeira orde.4.2.2. Existenia de uasisoluións e soluións úniasAntes de estableer os nosos resultados prinipais para o problema (4.44) preisamos intro-duir as deniións de uasisoluións e sub e sobresoluións para este problema.Deniión 4.2.1. Diremos que v,w ∈ X son uasisoluións (aopladas) do problema (4.44) se
v|I0, w|I0 ∈W 2,1(I0) e 


v′′(t) = f(t, v(t), v′(t), v|I0, v, w) .p.d. en I0,
B∓(t, v(t), v|I0 , v, w) = 0 en I∓;




w′′(t) = f(t, w(t), w′(t), w|I0 , w, v) .p.d. en I0,
B∓(t, w(t), w|I0 , w, v) = 0 en I∓.Diremos que dúas uasisoluións v∗ e w∗ son extremais nun subonxunto Y ⊂ X se v∗ ≤ v e
w ≤ w∗ para todo par v,w de uasisoluións en Y .Deniión 4.2.2. Diremos que α, β ∈ X son, respetivamente, unha subsoluión e unha so-bresoluión (que estarán, ademais, aopladas entre si) do problema (4.44) se para todo t ∈ I∓tense
B∓(t, α(t), α|I0 , α, β) ≤ 0, B∓(t, β(t), β|I0 , β, α) ≥ 0,e para ada t0 ∈ (a, b) úmprese unha das seguintes ondiións:
(a) D−α(t0) < D
+α(t0) (respetivamente, D−β(t0) > D+β(t0)).
(b) Existe un intervalo aberto J0 ⊂ (a, b) de tal xeito que t0 ∈ J0, α|J0 ∈ W 2,1(J0) (respeti-vamente, β|J0 ∈W 2,1(J0)) e para ase todo t ∈ J0 tense
α′′(t) ≥ f(t, α(t), α′(t), α|I0 , α, β)(respetivamente,
β′′(t) ≤ f(t, β(t), β′(t), β|I0 , β, α)).O noso resultado de existenia para o problema (4.44) é o que segue.Teorema 4.2.3. Supoñamos que existen α, β ∈ X subsoluión e sobresoluión do problema(4.44) on α ≤ β en I, poñamos
[α, β] = {ξ ∈ X : α(t) ≤ ξ(t) ≤ β(t) para todo t ∈ I},sexa J = [mı́nt∈I0 α(t),máxt∈I0 β(t)], e asumamos que se umpren as seguintes ondiións:
(H1) (Condiións de Carathéodory)
(H1) − (a) (Medibilidade) Para todo u ∈ J , todo v ∈ R e todas γi ∈ [α, β], i = 1, 2, afunión f(·, u, v, γ1|I0 , γ1, γ2) é medible.
(H1) − (b) (Continuidade) Para ase todo t ∈ I0, todo u ∈ [α(t), β(t)], todo v ∈ Re todas γi ∈ [α, β], i = 1, 2, as funións f(t, ·, v, γ1|I0 , γ1, γ2) e f(t, u, ·, γ1|I0 , γ1, γ2) sonontinuas.
(H2) (Estimaión en L1 e ondiión de Nagumo) Existen dúas funións, ψ : I0 −→ [0,+∞) e
ϕ : [0,+∞) −→ (0,+∞), on ψ ∈ L1(I0) e ϕ ontinua, de tal xeito que para ase todo
t ∈ I0, todo u ∈ [α(t), β(t)], todo v ∈ R e todas γi ∈ [α, β], i = 1, 2, tense que
|f(t, u, v, γ1|I0 , γ1, γ2)| ≤ ψ(t)ϕ(|v|),










(H3) (Monotonía) Para ase todo t ∈ I0, todo u ∈ [α(t), β(t)], todo v ∈ R e todas γi ∈ [α, β],
i = 1, 2, as funións f(t, u, v, ·, γ1, γ2) e f(t, u, v, γ1|I0 , ·, γ2) son dereentes e a funión
f(t, u, v, γ1|I0 , γ1, ·) é reente.
(H4) (Condiións de ontorno)
(H4) − (a) (Medibilidade respeto da variable independente) Para todo u ∈ J e todas
γi ∈ [α, β], i = 1, 2, as funións B∓(·, u, γ1|I0 , γ1, γ2) son medibles.
(H4)−(b) (Disontinuidades admisibles respeto de u(t)) Para ase todo t ∈ I∓ e todas
γi ∈ [α, β], i = 1, 2, tense
ĺım inf
w→u−
B∓(t, w, γ1|I0 , γ1, γ2) ≥ B∓(t, u, γ1|I0 , γ1, γ2)
≥ ĺım sup
w→u+
B∓(t, w, γ1|I0 , γ1, γ2).
(H4) − (c) (Monotonía) Para ase todo t ∈ I∓, todo u ∈ J e todas γi ∈ [α, β],
i = 1, 2, as funións B∓(t, u, ·, γ1, γ2) e B∓(t, u, γ1|I0 , ·, γ2) son dereentes e as funións
B∓(t, u, γ1|I0 , γ1, ·) son reentes.En tales ondiións, o problema (4.44) ten uasisoluións extremais en [α, β].Proba. Co n de poder apliar o Teorema 1.2.23, poñamos X = Y = X e onsideremos ooperador multivaluado





u′′(t) = f(t, u(t), u′(t), γ1|I0 , γ1, γ2) en .t.p. t ∈ I0,
u(t) = φ−(t) para todo t ∈ I−,
u(t) = φ+(t) para todo t ∈ I+, (4.46)onde para ada t ∈ I∓, o número φ∓(t) defínese omo a menor soluión x ∈ [α(t), β(t)] daeuaión alxebraia
B∓(t, x, γ1|I0 , γ1, γ2) = 0.
130 Problemas de segunda orde on argumentos desviadosArmaión 1: O operador A está ben denido e existen A− e A+, na notaión do Teorema1.2.23. En primeiro lugar, a ondiión (H4)− (b), proporiona, por apliaión do Lema 2.2.1,que para ada t ∈ I∓ o número φ∓(t) está ben denido. Agora, as ondiións (H1) e (H2)garanten que o problema auxiliar (Pγ1,γ2) ten soluións extremais en [α, β]. Este é un resultadoben oñeido, e pode atoparse por exemplo en [21, Teorema II.2.6℄. Estas soluións extremaisorrespóndense on A−(γ1, γ2) e A+(γ1, γ2). Ademais, o resultado itado garante que toda solu-ión u de (Pγ1,γ2) entre α e β satisfae ‖u′‖∞ < R, feito que será usado posteriormente nasnosas argumentaións.Armaión 2: Os operadores A− e A+ son monótonos mixtos. Tomemos γ1, γ1, γ2 ∈ [α, β]on γ1 ≤ γ1, e poñamos u = A−(γ1, γ2) e u = A−(γ1, γ2). As ondiións de monotonía (H3) e
(H4) − (c) proporionan, respetivamente,
u′′(t) = f(t, u(t), u′(t), γ1|I0, γ1, γ2) ≤ f(t, u(t), u′(t), γ1|I0 , γ1, γ2) .p.d. en I0, (4.47)e
0 = B∓(t, u(t), γ1|I0, γ1, γ2) ≤ B∓(t, u(t), γ1|I0 , γ1, γ2) para todo t ∈ I∓. (4.48)Por outra banda, posto que
0 ≥ B∓(t, α(t), α|I0 , α, β) ≥ B∓(t, α(t), γ1|I0 , γ1, γ2) para todo t ∈ I∓, (4.49)podemos empregar o Lema 2.2.1 xunto on (4.48) e (4.49) para garantir que a euaión alxebraia
B∓(t, x, γ1|I0 , γ1, γ2) = 0ten unha soluión no intervalo [α(t), u(t)], de onde se dedue que u(t) ≤ u(t) en I∓. Isto, xuntooa desigualdade (4.47), proporiona que u é unha sobresoluión para o problema (Pγ1,γ2), uxamenor soluión en [α, β] é u. En onseuenia, u ≤ u, pois en aso ontrario existiría outrasoluión do problema (Pγ1,γ2) en [α, u]. Queda así probado que o operador A−(·, γ2) é reente.De xeito análogo probariamos que para ada γ ∈ [α, β] o operador A+(·, γ) é reente e que
A−(γ, ·) e A+(γ, ·) son dereentes. Polo tanto, os operadores A− e A+ son monótonos mixtos.Armaión 3: Os operadores A− e A+ satisfaen a propiedade de onverxenia monótonamixta. Sexan {vn}∞n=1 e {wn}∞n=1 dúas suesións en [α, β], unha delas reente e a outradereente. En virtude da monotonía mixta de A− e A+ tense que
{z∗n}∞n=1 = {A−(vn, wn)}∞n=1e
{z∗n}∞n=1 = {A+(vn, wn)}∞n=1son suesións monótonas en [α, β] e que, polo tanto, teñen adanseu límite puntual, poñamos
z∗ e z∗, respetivamente.
4.2 Caso monótono 131Por unha parte, posto que z∗ e z∗ están entre α e β obtemos trivialmente que z∗|I∓ e z∗|I∓están limitadas. Por outra banda, dados s, t ∈ I0, s < t, tense que
|z∗n(t) − z∗n(s)| ≤
∫ t
s
|f(r, z∗n(r), z∗n′(r), vn|I0, vn, wn)| dr ≤ K
∫ t
s
ψ(r) dr, (4.50)sendo K = máx{ϕ(v) : 0 ≤ v ≤ R}. Así, tomando límite ando n → ∞ obtemos que
z∗ ∈ AC(I0) e, en partiular, z∗ ∈ Y . Do mesmo xeito, z∗ ∈ Y . Obsérvese que o feito deoñeer unha estimaión a priori sobre a derivada das soluións dos problemas auxiliares xogaun papel esenial na segunda desigualdade en (4.50).Armaión 4: O operador A ten puntos xos aoplados extremais, que se orresponden oasuasisoluións extremais do problema (4.44) en [α, β]. As armaións probadas anteriormentepermítennos apliar o Teorema 1.2.23 para garantir que A posúe puntos xos aoplados ex-tremais v∗, w∗. En virtude da onstruión do operador A, é laro que v∗, w∗ son uasisoluiónsdo problema (4.44). Para omprobar que estas uasisoluións son extremais en [α, β], tomemosoutro par de uasisoluións v,w ∈ [α, β]. Entón, pola deniión de A, tense que v ∈ A(v,w)e w ∈ A(w, v), polo que v e w satisfaen (1.6). Posto que v∗ e w∗ satisfaen (1.7) deduimosque v∗ ≤ v e w ≤ w∗, de onde se obtén que v∗ e w∗ son uasisoluións extremais de (4.44) en
[α, β].É importante sinalar que as ondiións do Teorema 4.2.3 permiten que as uasisoluiónsdo problema (4.44) sexan disontinuas nos intervalos I∓. Se queremos garantir que estas ua-sisoluións sexan ontinuas en todo o intervalo I, debemos impoñer hipóteses máis esixentesnas ondiións de ontorno. Isto é o que se onreta no seguinte resultado.Teorema 4.2.4. Nas ondiións do Teorema 4.2.3, substituamos (H4) − (a) e (H4) − (b) por
(H4) − (a)′ Para ase todo t ∈ I∓, todo u ∈ [α(t), β(t)] e todas γi ∈ [α, β], i = 1, 2, asfunións B∓(t, ·, γ1|I0 , γ1, γ2) e B∓(·, u, γ1|I0 , γ1, γ2) son ontinuas.Asumamos ademais que se satisfae
(H4)− (d) Para todo t ∈ I∓ e todas γi ∈ [α, β], i = 1, 2, as funións B∓(t, ·, γ1|I0 , γ1, γ2)son estritamente monótonas (reentes ou dereentes).En tal aso, o problema (4.44) ten uasisoluións extremais en [α, β] ∩ C(I).Proba. Posto que se satisfaen as hipóteses do Teorema 4.2.3, só temos que probar que asuasisoluións extremais que proporiona ese resultado son ontinuas en I∓. Polo tanto, xemos
γi ∈ [α, β], i = 1, 2, e onsideremos a apliaión
t ∈ I∓ 7−→ φ∓(t) ∈ [α(t), β(t)],
132 Problemas de segunda orde on argumentos desviadosonde para ada t ∈ I∓, φ∓(t) é a menor soluión en [α(t), β(t)] da euaión alxebraia
B∓(t, x, γ1|I0 , γ1, γ2) = 0.Obsérvese que, en virtude da ondiión (H4) − (d) esta soluión menor é, de feito, a úniasoluión.Para estudar a ontinuidade das funións φ∓, tomemos unha suesión {tn}∞n=1 en I∓ queonverxe a un elemento t ∈ I∓. Supoñamos en primeiro lugar que existe o límite ĺımn→∞ φ∓(tn).En tal aso, a ondiión (H4) − (a)′ proporiona
B∓(tn, φ∓(tn), γ1|I0 , γ1, γ2) −→ B∓(t, ĺımn→∞φ∓(tn), γ1|I0 , γ1, γ2),e posto que todos os elementos desta suesión son 0, o mesmo oorre o seu límite. Polo tanto,obtivemos que se a suesión {φ∓(tn)}∞n=1 onverxe entón
ĺım
n→∞
φ∓(tn) = φ∓(t).Finalmente, para omprobar que {φ∓(tn)}∞n=1 realmente onverxe, observemos que estasuesión está limitada, polo que posúe ando menos unha subsuesión onverxente, poñamos
{φ∓(tnk)}. Razoando omo xemos antes obtemos que
ĺım
k→∞
φ∓(tnk) = φ∓(t).En onseuenia, todas as subsuesións onverxentes de {φ∓(tn)}∞n=1 teñen o mesmo límite, epolo tanto onluímos que esta suesión onverxe.4.2.3. Existenia de soluións extremaisUnha onseuenia direta importante dos resultados obtidos anteriormente é que se elimi-namos no plantexamento do problema (4.44) as dependenias respeto da variable funionalreente, entón os Teoremas 4.2.3 e 4.2.4 proporionan a existenia de soluións extremais parao problema 


u′′(t) = f(t, u(t), u′(t), u|I0 , u) en .t.p. t ∈ I0,
B∓(t, u(t), u|I0 , u) = 0 para todo t ∈ I∓. (4.51)Nesta epígrafe onretaremos esta idea en dous resultados uxas probas, por seren onse-uenia direta dos Teoremas 4.2.3 e 4.2.4, xa non inluímos.Deniión 4.2.5. Diremos que α, β ∈ X son, respetivamente, unha subsoluión e unha so-bresoluión do problema (4.51) se para todo t ∈ I∓ tense
B∓(t, α(t), α|I0 , α) ≤ 0, B∓(t, β(t), β|I0 , β) ≥ 0,e para ada t0 ∈ (a, b) úmprese unha das seguintes ondiións:
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(a) D−α(t0) < D
+α(t0) (respetivamente, D−β(t0) > D+β(t0)).
(b) Existe un intervalo aberto J0 ⊂ (a, b) de tal xeito que t0 ∈ J0, α|J0 ∈ W 2,1(J0) (respeti-vamente, β|J0 ∈W 2,1(J0)) e para ase todo t ∈ J0 tense
α′′(t) ≥ f(t, α(t), α′(t), α|I0 , α)(respetivamente,
β′′(t) ≤ f(t, β(t), β′(t), β|I0 , β)).Observaión 4.2.6. Obsérvese que a subsoluión e a sobresoluión xa non apareen aopladasna Deniión 4.2.5.Teorema 4.2.7. Supoñamos que existen α, β ∈ X que son, respetivamente, unha subsoluión eunha sobresoluión do problema (4.51) on α ≤ β en I, poñamos J = [mı́nt∈I0 α(t),máxt∈I0 β(t)]e asumamos que se satisfaen as seguintes hipóteses:
(H1) (Condiións de Carathéodory)
(H1) − (a) (Medibilidade) Para todo u ∈ J , todo v ∈ R e toda γ ∈ [α, β], a funión
f(·, u, v, γ|I0 , γ) é medible.
(H1) − (b) (Continuidade) Para ase todo t ∈ I0, todo u ∈ [α(t), β(t)], todo v ∈ R etoda γ ∈ [α, β], as funións f(t, ·, v, γ|I0 , γ) e f(t, u, ·, γ|I0 , γ) son ontinuas.
(H2) (Estimaión en L1 e ondiión de Nagumo) Existen dúas funións, ψ : I0 −→ [0,+∞) e
ϕ : [0,+∞) −→ (0,+∞), on ψ ∈ L1(I0) e ϕ ontinua, de tal xeito que para ase todo
t ∈ I0, todo u ∈ [α(t), β(t)], todo v ∈ R e toda γ ∈ [α, β], tense que










(H3) (Monotonía) Para ase todo t ∈ I0, todo u ∈ [α(t), β(t)], todo v ∈ R e toda γ ∈ [α, β], asfunións f(t, u, v, ·, γ) e f(t, u, v, γ|I0 , ·) son dereentes.
(H4) (Condiións de ontorno)
(H4) − (a) (Medibilidade respeto da variable independente) Para todo u ∈ J e toda
γ ∈ [α, β], as funións B∓(·, u, γ|I0 , γ) son medibles.
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(H4)− (b) (Disontinuidades admisibles respeto de u(t)) Para ase todo t ∈ I∓ e toda
γ ∈ [α, β], tense
ĺım inf
w→u−
B∓(t, w, γ|I0 , γ) ≥ B∓(t, u, γ|I0 , γ)
≥ ĺım sup
w→u+
B∓(t, w, γ|I0 , γ).
(H4)−(c) (Monotonía) Para ase todo t ∈ I∓, todo u ∈ J e toda γ ∈ [α, β], as funións
B∓(t, u, ·, γ) e B∓(t, u, γ|I0 , ·) son dereentes.En tal aso, o problema (4.51) ten soluións extremais no intervalo funional [α, β].Teorema 4.2.8. Nas ondiións do Teorema 4.2.7, substituamos (H4) − (a) e (H4) − (b) por
(H4) − (a)′ Para ase todo t ∈ I∓, todo u ∈ [α(t), β(t)] e toda γ ∈ [α, β], as funións
B∓(t, ·, γ|I0 , γ) e B∓(·, , u, γ|I0 , γ) son ontinuas.Asumamos ademais que se satisfae




u′′(t) = f(u(τ(t)), u(t − r−), u(t+ r+)) en .t.p. t ∈ I0 = [0, 1],
u(t) = Φ−(t) + Λ−(u) para todo t ∈ I− = [−r−, 0],
u(t) = Φ+(t) + Λ+(u) para todo t ∈ I+ = [1, 1 + r+], (4.52)onde r∓ ≥ 0, τ : I0 −→ I0 é unha funión medible, Φ∓ : I∓ −→ R son funións ontinuas e
Λ∓ : C(I) −→ R son funionais lineares monótonos.Obsérvese que o problema (4.52) inlúe un argumento de atraso, un argumento de adiantoe informaión sobre os estados pasados e futuros da soluión. Considérase o intervalo [0, 1] sópor simpliidade nos álulos, pero pode ser substituído por un intervalo [a, b] arbitrario.
4.2 Caso monótono 135Proposiión 4.2.9. Supoñamos que f : R3 −→ R é unha funión dereente respeto daprimeira e segunda variables e reente respeto da tereira. Ademais, supoñamos que se satis-faen as seguintes ondiións:

















−c, se t ∈ I∓,
λ
2





c, se t ∈ I∓,
c− λ
2
t (t− 1), se t ∈ I0, (4.54)son, respetivamente, unha subsoluión e unha sobresoluión do problema (4.52). En onseuen-ia, este problema ten uasisoluións extremais no intervalo funional [α, β]⋂ C(I).Proba. Tomemos
c ≥ −mı́nt∈I∓ φ∓(t)
1 − Λ(1) , (4.55)onde Λ(1) = mı́n{Λ−(1),Λ+(1)}.En virtude da ondiión (i) podemos esoller µ > 0 suientemente grande, µ ≥ 8
7
c, dexeito que se umpra a desigualdade










+ c, (4.57)e ademais
λ
8
+ c ≤ λ (4.58)
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7
c.Amosaremos agora que a funión α denida en (4.53) é unha subsoluión para o problema(4.52).En primeiro lugar, para t ∈ I∓ tense que
Φ∓(t) + Λ∓(α) ≥ mı́n
t∈I∓
Φ∓(t) − cΛ(1), (4.59)polo que a ondiión (4.55) implia α(t) ≤ φ∓(t)+Λ∓(α) en I∓. Por outra banda, a monotoníade f e as desigualdades (4.57)(4.58) implian que







≤ λ = α′′(t)para ase todo t ∈ I0, polo que queda probado que α é unha subsoluión para o problema (4.52).A onstruión dunha sobresoluión β faise de xeito similar, tomando
c ≥ máxt∈I∓ φ∓(t)











, λ ≥ 8
7
c. (4.61)Obsérvese que o número λ satisfaendo (4.61) pode ser esollido en virtude da ondiión (ii) eda monotonía de f respeto das súas primeira e segunda variables.En onseuenia, por apliaión do Teorema 4.2.4, podemos onluír que o problema (4.52)ten uasisoluións extremais ontinuas entre α e β.Observaión 4.2.10. No problema (4.52) pode ser permutado o papel das variables segundae tereira na funión f , isto é, a parte non lineal podería ser reente respeto da variable onatraso e reente respeto da variable on adianto. Os razoamentos feitos seguirían sendo válidosmutatis mutandis.Exemplo 4.2.11. Sexa {qn}∞n=1 unha enumeraión dos números raionais do intervalo (−∞, 0]e denamos a funión
ϕ(x) = 1 −
∑
x≥qn
2−n,que é dereente e disontinua en ada número raional de (−∞, 0].










)) en .t.p. t ∈ [0, 1],
u(t) = sen(4πt) +
∫ 1
−1/2














ϕ(y), se y ≤ 0,
−√y, se y > 0,e k é integrable e non negativa, satisfae as ondiións da Proposiión 4.2.9 sempre que seumpra a desigualdade
‖k‖L1(− 1
2










, se t ∈ [−1/2, 0],
1
2


























, se t ∈ [0, 1].(Para obter os valores de λ e λ satisfaendo (4.57) e (4.61) tívose en onta, respetivamente,que f(y) ≤ 1 para todo y ∈ R e −f(y) ≤ y para y ≥ 1.)Ademais, posto que a variable reente non aparee no plantexamento do problema (4.62),as uasisoluións extremais son, de feito, soluións extremais.
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