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ABSTRACT
Aljubran, Hanan A. Ph.D., Purdue University, December 2020. On Random Polynomials
Spanned by OPUC. Major Professor: Maxim L.Yattselev.
We consider the behavior of zeros of random polynomials of the from
Pn,m(z) := η0ϕ(m)m (z) + η1ϕ
(m)
m+1(z) + · · ·+ ηnϕ
(m)
n+m(z)
as n→∞, where m is a non-negative integer (most of the work deal with the case m = 0 ),
{ηn}∞n=0 is a sequence of i.i.d. Gaussian random variables, and {ϕn(z)}∞n=0 is a sequence of
orthonormal polynomials on the unit circle T for some Borel measure µ on T with infinitely
many points in its support. Most of the work is done by manipulating the density function for
the expected number of zeros of a random polynomial, which we call the intensity function.
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1. INTRODUCTION
Random polynomials is a relatively old subject with initial contributions by Bloch and Pólya,
Littlewood and Offord, Erdös and Offord, Arnold, Kac, and many other authors and that
have applications in several fields of physics, engineering and economics. An interested
reader can find a well referenced early history of the subject in the books by Bharucha-Reid
and Sambandham [ 1 ], and by Farahmand [  2 ]. In this document, we are concerned with
the behavior of zeros of random orthogonal polynmoials on the unit circle. We proceed by
introducing some basic property of orthogonal polynomials on the unit circle, OPUC. After
that, a brief literature review of directly related studies is given.
1.1 Basic Facts about OPUC
Definition 1.1.1. The sequence {ϕn(z)}∞n=0 is called a sequence of orthonormal polynomials
on the unit circle T if it satisfies
∫
T
ϕn(z)ϕk(z)dµ(z) = δnk (1.1)
for some Borel measure µ on T with infinitely many points in its support, δnk here is the
usual Kronecker symbol that is defined as follows δnk = 1 when n = k and δnk = 0 otherwise.
The polynomial ϕn(z) can be written as ϕn(z) = κnΦn(z), where Φn(z) is the monic
orthogonal polynomial. Therefore, κn = ‖Φn(z)‖−1.
1.1.1 Szegő Recurrence
A widely used property of OPUC is the recurrence relations. This property is stated in
[ 3 , Theorem 1.5.2] and we will restate here for reference. Define the reversed polynomial
Φ∗n(z) to be the polynomial of degree n given by,
Φ∗n(z) = znΦn(1/z)
9
Notice that this operation only reverses the order of coefficients and takes complex conju-
gates. It turns out that monic orthogonal polynomials satisfy recurrence relations, known
as Szegő recurrence, of the form

Φn+1(z) = zΦn(z)− αnΦ∗n(z),
Φ∗n+1(z) = Φ∗n(z)− αnzΦn(z),
(1.2)
where the recurrence coefficients {αn} belong to the unit disk D and are uniquely determined









Introducing the notation ρi := (1− |αi|2)1/2, it holds that










Another widely used result about OPUC which can be derived using the recurrence











for any n ≥ 0 and z, w ∈ C with zw 6= 1. See [ 3 , Theorem 2.2.7] for derivation.
1.2 Brief Literature Review of the Studies of Expected Number of Zeros of
Random Polynomials
The expected number of zeros of random polynomials is a widely studied subject. In this
section, we will try to cover some of the result that provides an insight into our works.
In [  4 ], Kac considered random polynomials of the form
Pn(z) = η0 + η1z + · · ·+ ηnzn, (1.5)
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where ηi are i.i.d. standard real Gaussian random variables. He has shown that En(Ω), the








|1− x2| dx, hn+1(x) =
(n+ 1)xn(1− x2)
1− x2n+2 , (1.6)




log(n+ 1) as n→∞. (1.7)




log(n+ 1) + 14
π
, n ≥ 1.
This result has been improved by several authors. For example, Wilkins [  5 ] improved the




log(n+ 1) + 1.116.
Later, it was shown by Wilkins [ 6 ], after some intermediate results cited in [ 6 ], that there
































Many subsequent results on random polynomials were concerned with relaxing the con-
ditions on random coefficients, see, for example, [ 7 – 9 ], or the behavior of the counting mea-
sures of zeros of random polynomials spanned by various deterministic bases with random
coefficients that are not necessarily Gaussian nor i.i.d. as in [ 10 – 27 ]. In the case of Kac
polynomials these normalized counting measures almost surely converge to the arclength
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distribution on the unit circle (log n real zeros are clearly negligible when normalized by
1/n). Our primary interest lies in studying the expected number of real zeros when the basis
is a family of orthogonal polynomials in the spirit of [ 28 – 31 ]. More precisely, Edelman and
Kostlan [ 32 ] considered random functions of the form
Pn(z) = η0f0(z) + η1f1(z) + · · ·+ ηnfn(z), (1.10)
where ηi are certain real random variables and fi(z) are arbitrary functions on the complex
plane that are real on the real line. Using beautiful and simple geometrical argument they
have shown 1  that if η0, . . . , ηn are elements of a multivariate real normal distribution with


















f0(x), . . . , fn(x)
)T
. If random variables ηi in ( 1.10 ) are again i.i.d. standard





























In [ 34 , Theorem 1.1] a particular subfamily of random functions ( 1.10 ) was studied which
is random polynomials of the form
Pn(z) = η0ϕ0(z) + η1ϕ1(z) + · · ·+ ηnϕn(z), (1.12)
1In fact, Edelman and Kostlan derive an expression for the real intensity function for any random vector
(η0, . . . , ηn) in terms of its joint probability density function and of v(x).
12
where ηi are i.i.d. standard real Gaussian random variables and ϕi(z) are orthonormal
polynomials on the unit circle with real coefficients. In this case it can be easily shown using













where, as before ϕ∗n+1(x) := xn+1ϕn+1(1/x) is the reciprocal polynomial (there is no need
for conjugation as all the coefficients are real). When µ is the normalized arclength measure
on the unit circle, it is elementary to see that ϕm(z) = zm and therefore ( 1.13 ) recovers
( 1.6 ). Then the paper proceeds with several interesting results some of which we provide
here. It was shown that when mp|αm| is a bounded sequence for some p > 3/2, estimate
















√√√√1− ∣∣∣∣∣1− |z|21− z2
∣∣∣∣∣
2













If we take ηn’s in ( 1.10 ) to be i.i.d. complex Gaussian random variables, then it was

















In this case, it was shown in [ 36 , Corollary 1.2] that when fi = ϕi, where {ϕi} are OPUC





















locally uniformly in C \ T.
Inspired by all the above result, we write this dissertation with focus on the behavior
of zeros of random polynomials spanned by OPUC. We study the behavior of the intensity
function of the derivatives of random polynomials spanned by OPUC and obtain asymptotic
expansion of the expected number of zeros in special cases of real random polynomials
spanned by OPUC.
The layout of the document is as follows. In Chapter  2 we study zero distribution of
random polynomials spanned by the derivatives of orthonormal polynomials in the unit
circle with i.i.d Gaussian random variables. In Chapter  3 we study asymptotic behavior of
the expected number of real zeros of random polynomials that are spanned by orthonormal
polynomials in the unit circle with independent identically distributed standard Gaussian
random variables. Finally, in Chapter  4 we study asymptotic behavior of the expected
number of real zeros of random polynomials that are spanned by orthonormal Geronimus
polynomials with i.i.d. standard Gaussian random variables.
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2. ON THE INTENSITY FUNCTIONS OF THE DERIVATIVES
OF RANDOM POLYNOMIALS SPANNED BY OPUC
Let {ϕi}∞i=0 be a sequence of orthonormal polynomials on the unit circle with respect to a
probability measure µ. We study zero distribution of random polynomials of the from
Pn,m(z) := η0ϕ(m)m (z) + η1ϕ
(m)
m+1(z) + · · ·+ ηnϕ
(m)
n+m(z)
where m is a non-negative integer, {ηn}∞n=0 is a sequence of i.i.d. Gaussian random variables.
We deduce the limiting value of the density functions in D. We also provide results that
estimate the expected number of zeros of Pn,m in shrinking neighborhoods of compact subsets
of T.
2.1 Introduction
In this chapter we study zero distribution of random polynomials of the from
Pn,m(z) := η0ϕ(m)m (z) + η1ϕ
(m)
m+1(z) + · · ·+ ηnϕ
(m)
n+m(z) (2.1)
as n → ∞, where m is a non-negative integer, {ηn}∞n=0 is a sequence of i.i.d. Gaussian
random variables, and {ϕn(z)}∞n=0 is a sequence of orthonormal polynomials on the unit
circle T.
2.2 Main Results
In this chapter we are interested in Nn(Ω), the random variable counting the number of
zeros of Pn(z) in a Jordan region Ω ⊂ C. More precisely, we will be interested in the limiting
behavior of the intensity functions in Ω as well as the expectation E[Nn(Ω)]. We consider
two cases:
(i) ηn’s are i.i.d. complex Gaussian random variables;
(ii) ηn’s are i.i.d. real Gaussian random variables and αn’s in ( 1.2 ) are real.
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Clearly, in the second case polynomials Pn,m(z) are real-valued on the real line and therefore
one can expect some number of zeros to accumulate there.
We shall consider measures of orthogonality µ from the following three classes:
• UST-regular class (Ullman-Stahl-Totik) is defined by the condition lim
n→∞
κ1/nn = 1, see
( 1.3 );
• Nevai’s class is defined by the condition lim
n→∞
αn = 0;
• Szegő’s class is defined by the condition ∑∞n=0 |αn|2 <∞.
Notice that each subsequent class is a subset of the previous one. Nevai’s class can be
characterized by the condition
lim
n→∞
bn(z) = 0, bn(z) := ϕn(z)/ϕ∗n(z), (2.2)
locally uniformly in D, see [  3 , Theorem 1.7.4]. The Szegő class is characterized by the fact
that ∫
log µ′(z)|dz| > −∞, dµ(z) = µ′(z)|dz|+ dµs(z),
where µ′(z) is the Radon-Nikodym derivative of µ with respect to arclength measure |dz|












locally uniformly in D, where Dµ(z) is now known as the Szegő function of µ.
2.2.1 Case (i): Complex Roots
In this subsection we assume that ηn are i.i.d. complex Gaussian random variables. It





















where K(j,k)n+1 (z, w) := ∂jz∂
k
wKn+1(z, w).
To describe the asymptotic behavior of the zeros of Pn,m(z), define
Ω(S, τ1, τ2) :=
{
rz : z ∈ S, r ∈
(












where p0(τ) ≡ 1 and pk(τ) := (τ − k)pk−1(τ) + τp′k−1(τ) is a monic polynomial of degree k.




H(k)(τ) = 1 and limτ→−∞
H(k+1)(τ)
H(k)(τ) = 0
for any k ≥ 0. Then the following theorem takes place.
Theorem 2.2.1. Let Pn,m(z) be given by ( 2.1 ) with UST-regular µ and ηn’s being i.i.d.
complex Gaussian random variables. Let S be a compact subset of T. Assume, in addition,
that µ is absolutely continuous with respect to the arclength measure on an open set containing

















As far as the scaling limits away from the unit circle are concerned, it was shown in [  36 ,









locally uniformly in C \ T. Hence, the expected number of zeros of Pn,0(z) in this case
approaches a finite non-zero limit for any Ω ⊂ C \ T of non-zero area. To discuss what
happens when m > 0, we further assume that polynomials ϕn(z) belong to Szegő’s class.







(ξ − z)2 dξ, z 6∈ T, (2.7)
which is simply the derivative of the Cauchy integral of − log µ′(ξ) or the logarithmic deriva-
tive of the reciprocal of the Szegő function of µ, see ( 2.3 ). Then the following theorem
holds.
Theorem 2.2.2. Let Pn,m(z) be given by ( 2.1 ) with µ in Szegő’s class and ηn’s being i.i.d.
complex Gaussian random variables. Then
lim
n→∞




locally uniformly in D, where Sµ,0(z) = S(z) := (1− |z|2)−1 and











where A1(z) := z + S−1(z)Fµ(z) and A2(z) := S−2(z)
(
F 2µ(z) + F ′µ(z)
)
/2.
Notice that when µ is a constant multiple of a Lebesgue measure on T, it holds that









2.2.2 Case (ii): Complex Roots
In this subsection we assume that ηn are i.i.d. real Gaussian random variables and
{αn}∞n=0 ⊂ (−1, 1) (that is, measure µ is conjugate-symmetric, and therefore the polynomials













































































Then the following theorem takes place.
Theorem 2.2.3. Let Pn,m(z) be given by ( 2.1 ) with a conjugate-symmetric measure µ in
Nevai’s class and ηn’s being i.i.d. real Gaussian random variables. Let S ⊂ T \ {±1} be




Below, we keep the assumptions of the previous subsection and consider the behavior of
the polynomials Pn,m(z) on the real line. Given a measurable set Ω ⊂ R, it follows from









where ρ(1,0)n,m (x) is given by ( 2.12 ). We start by considering what happens around ±1.
Theorem 2.2.4. Let Pn,m(z) be given by ( 2.1 ) with conjugate-symmetric UST-regular mea-
sure µ and ηn’s being i.i.d. real Gaussian random variables. Assume, in addition, that µ is
absolutely continuous with respect to the arclength measure on an arc containing 1 and its
















An analogous result can be stated around −1.










locally uniformly on (−∞,−1) ∪ (−1, 1) ∪ (1,∞). When m > 0, the following result takes
place.
Theorem 2.2.5. Let Pn,m(z) be given by ( 2.1 ) with a conjugate-symmetric measure µ in






locally uniformly on (−1, 1), where Rµ,m(x) are the same functions as in Theorem  2.2.2 .
Observe that for a conjugate-symmetric measure µ, the function Fµ(z) satisfies Fµ(z) =
Fµ(z).
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2.3 Proof of the Main Results
Proof of Theorems  2.2.1 ,  2.2.3 , and  2.2.4 









































uniformly for z ∈ S and τ on compact subsets of the real line. It follows from [ 38 , Theo-







= H(k+j)(u+ v) (2.16)
uniformly for z ∈ S and u, v on compact subsets of C, where zn,a := z (1 + a/n). By using
the above limits with u = v = τ/2 and plugging them in ( 2.5 ), we get ( 2.15 ) (recall that τ
real and so is H(τ) in this case).
Proof of Theorem  2.2.4 






















It also can be clearly seen from ( 2.5 ) and ( 2.12 ) that ρ(1,0)n,m (x) =
√
ρn,m(x)/π. The claim of
the theorem now follows from ( 2.15 ).
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Proof of Theorem  2.2.3 
Observe that in this case (  2.14 ) remains valid with ρn,m(z) replaced by ρ(0,1)n,m (z). Thus,
we again need to prove that the integrand in ( 2.14 ) has limit (  2.15 ). As mentioned before,
measures in Nevai’s class are UST-regular and therefore ( 2.16 ) remains valid.
Recall that µ is absolutely continuous with respect to |dz| in some neighborhood of S.
Let µ′(z) be its Radon-Nikodym derivative. According to the conditions of the theorem,
µ′(z) is positive and continuous on S. Hence, there exists an open cover of S by finitely
many subarcs, which we denote by I, such that c−1 ≤ |µ′(z)| ≤ c for z ∈ I and some c > 1.
Let µ− and µ+ be measures that coincide with µ on T \ I and that are defined by c−1|dz|
and c|dz|, respectively, on I. These measures are UST-regular by [ 39 , Theorem 5.3.3]. Let J
be a cover of S constructed similarly to I and such that J ⊂ I and ±1 6∈ J . Then it follows
from [  38 , Theorem 3.1] that
C−1n ≤ |Kµ+n (z, z)| ≤ |Kµn(z, z)| ≤ |Kµ−n (z, z)| ≤ Cn, z ∈ J, (2.17)
for all n large enough and some constant C > 1 independent of z and n (the inequality for
the kernels is well known and follows from the identity K−1n (z, z) = infpn−1(z)=1
∫
|pn−1|2dµ,
where the infimum is taken over all polynomials of degree at most n−1). Thus, given ( 2.13 ),
( 2.16 ), and ( 2.17 ), it is enough to show that
lim
n→∞
n−(k+j+1)|K(k,j)n (zn,a, zn,a)| = 0 (2.18)
uniformly for z ∈ S and a on compact subsets of C.
Using holomorphy of K(k,j)n (z, w) in z and w, we get from Cauchy’s integral formula that

















where Cn(u), Cn(v) are Jordan curves encircling u, v and |Cn(u)|, |Cn(v)| are their arclength.
Let u = zn,a, v = zn,a and Cn(u) = Cn(v) = Cn = {|z − ξ| = 2R/n}, where |a| < R. Then it
holds that
n−(k+j+1)
∣∣∣K(k,j)n (zn,a, zn,a)∣∣∣ ≤ maxζ,ξ∈Cn |Kn(ξ, ζ)|nRk+j . (2.19)
Recall that in the considered case the polynomials ϕn(z) have real coefficients. Therefore, it
follows from Christoffel-Darboux formula ( 1.4 ) that
max
ζ,ξ∈Cn








for all n large enough. By observing that |ϕ∗n(z)| = |ϕn(z)| for z ∈ T and applying Bernstein-









for some constant C̃ independent of n (it does depend on J and R in the definition of Cn).
Plugging the last two estimates into (  2.19 ) and using ( 2.17 ) gives us
n−(k+j+1)












for some constant Ĉ. Since the measure µ is in Nevai’s class, it follows from [ 40 , Theorem 4]
that maxz∈T |ϕn(z)|2K−1n (z, z)→ 0 as n→∞, which finishes the proof of ( 2.18 ).
Proof of Theorems  2.2.2 and  2.2.5 
Proof of Theorem  2.2.2 
Recall that Kn(z, w) =
∑n−1




→ Sm(z, w) (2.20)
23
locally uniformly for (z, w) ∈ D2. Notice that
Sm(z, w) = Sm(w, z) and therefore Sm(z, z) ≥ 0. (2.21)
Since uniform convergence of analytic functions implies uniform convergence of their deriva-
tives, it follows from ( 2.3 ) and the definition of Fµ(z) in ( 2.7 ) that
K(m+1,m)n (z, w)
ϕ∗n(z)ϕ∗n(w)
→ S(1,0)m (z, w) + Sm(z, w)Fµ(z)
locally uniformly for (z, w) ∈ D2. Furthermore, we similarly can deduce that ( 2.20 ) holds
with m replaced by m+ 1, where
Sm+1(z, w) := S(1,1)m (z, w) + S(1,0)m (z, w)Fµ(w) + S(0,1)m (z, w)Fµ(z) + Sm(z, w)Fµ(z)Fµ(w).
(2.22)
In fact, since Szegő’s measures are in Nevai’s class, it follows from ( 2.2 ) and (??) that
Kn(z, w)
ϕ∗n(z)ϕ∗n(w)
= 1− bn+1(z)bn+1(w)1− zw →
1
1− zw =: S0(z, w) (2.23)
locally uniformly for (z, w) ∈ D2. Therefore, ( 2.20 ) does indeed hold for all m ≥ 0 with
Sm(z, w) defined inductively via ( 2.22 ).
Set Sµ,m(z) := Sm(z, z). Then ∂zSµ,m = S(0,1)m , ∂zSµ,m = S(1,0)m , and ∂z∂zSµ,m = S(1,1)m .
Hence, one can readily see from ( 2.22 ) and ( 2.23 ) that Sµ,m(z) satisfy ( 2.9 ). It also follows
from ( 2.21 ) that
∂zSµ,m(z) = ∂zSm(z, z) = ∂zSm(z, z) = ∂zSm(z, z) = ∂zSµ,m(z). (2.24)









locally uniformly in D, which proves (  2.8 ).
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, A(z) := A1(z) = z + (1− |z|2)Fµ(z).


















+ ĀB, B := ∂zA+ 2zSA. (2.26)
We further have that
S−3∂z∂zSµ,1 = S2(12|z|2 + 4zA) + S(3 + ∂zA) + 3zSĀB + (∂zA)B + Ā(∂zB).
Notice that
∂zA = S − zSA and (∂zA)B = |B|2 − 2zSĀB.
Therefore,
S−3∂z∂zSµ,1 = S2(12|z|2 + 3zA) + S(3 + S) + |B|2 + zSĀB + Ā(∂zB)
= S2(4 + 9|z|2 + 3zA) + |B|2 + zSĀB + Ā(∂zB)
= 4S2 + S2|3z + A|2 + |B|2 − S2(3zĀ+ |A|2) + zSĀB + Ā(∂zB).
Moreover,
∂zB = ∂z∂zA+ 2SA+ 2|z|2S2A+ 2zS∂zA = ∂z∂zA+ 2SA+ 2zS2.
Next, one can verify that
∂z∂zA = −zS∂zA+S2(z−A) = −zSB+ 2|z|2S2A+S2(z−A) = −zSB− 2SA+S2(z+A)
That is,
∂zB = −zSB + S2(3z + A),
25
which, in turn, leads to
S−3∂z∂zSµ,1 = 4S2 + S2|3z + A|2 + |B|2 (2.27)
Finally, by combining ( 2.25 ) with ( 2.26 ) and ( 2.27 ), and recalling ( 2.24 ) we get that πρn,1(z)
converges locally uniformly in D to
(4S2 + S2|3z + A|2 + |B|2)(1 + |A|2)−
∣∣∣S(3z + A)+ ĀB∣∣∣2
(1 + |A|2)2 =
4S2
1 + |A|2 +
∣∣∣SA(3z + A)−B∣∣∣2
(1 + |A|2)2 .
Finally, observe that
A(3z + A)−BS−1 = A(z + A)− S−1∂zA = A2 + 2zA− z2 − S−2F ′µ
= 2A2 − (A− z)2 − S−2F ′µ = 2A2 − S−2(F 2µ + F ′µ)
which yields (  2.10 ).
Proof of Theorem  2.2.5 
Since ρ(1,0)n,m (x) =
√
ρn,m(x)/π by ( 2.5 ) and ( 2.12 ), the claim follows immediately from
Theorem  2.2.2 .
26
3. AN ASYMPTOTIC EXPANSION FOR THE EXPECTED
NUMBER OF REAL ZEROS OF REAL RANDOM
POLYNOMIALS SPANNED BY OPUC
A version of this chapter is published in [  41 ].
Let {ϕi}∞i=0 be a sequence of orthonormal polynomials on the unit circle with respect
to a positive Borel measure µ that is symmetric with respect to conjugation. We study
asymptotic behavior of the expected number of real zeros, say En(µ), of random polynomials
( 1.12 ). In this chapter we generalize ( 1.8 ) to the case where µ is absolutely continuous with
respect to arclength measure and its Radon-Nikodym derivative extends to a holomorphic
non-vanishing function in some neighborhood of the unit circle. In this case we show that
En(µ) admits an expansion similar to ( 1.8 ), where the coefficients Ap do depend on the
measure µ for p ≥ 1 while A0 is still given by ( 1.9 ).
3.1 Introduction and Main Results
In this chapter we investigate the asymptotic behavior of the expected number of real
zeros of random polynomials ( 1.12 ) for a special class of measures µ. Our approach follows
the one of Wilkins [  6 ] and is based on asymptotic analysis of quantities in ( 1.13 ).
Theorem 3.1.1 (Main result). Let Pn(z) be given by ( 1.1 )–( 1.12 ), for a conjugate-symmetric
measure µ that is absolutely continuous with respect to the arclength measure and is such
that µ′(ξ), the respective Radon-Nikodym derivative, extends to a holomorphic non-vanishing
function in some neighborhood of the unit circle. Then En(µ), the expected number of real











for any integer N and all n large, where ON(·) depends on N , but is independent of n, A0
is given by ( 1.9 ), and Aµp , p ≥ 1, are some constants that do depend on µ.
Clearly, the above result generalizes ( 1.8 ), where dµ(ξ) = |dξ|/(2π).
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In the next section, we introduce some auxiliary estimates that are helpful in proving the
mean results.
3.2 Auxiliary Estimates
In this section we gather some auxiliary estimates of quantities involving orthonormal
polynomials ϕm(z). First of all, recall ( 1.2 ), where, in our case, the recurrence coefficients
{αm} belong to the interval (−1, 1) due to conjugate symmetry of the measure µ. In what
follows we denote by ρ < 1 the smallest number such that µ′(ξ) is non-vanishing and holo-
morphic in the annulus {ρ < |z| < 1/ρ}.
With a slight abuse of notation we shall denote various constant that depend on µ and
possibly additional parameters r, s by the same symbol Cµ,r,s understanding that the actual
value of Cµ,r,s might be different for different occurrences, but it never depends on z or n.
Lemma 3.2.1. It holds that
|hn+1(x)| ≤ Cµ(n+ 1)e−
√
n+1, |x| ≤ 1− (n+ 1)−1/2.
Proof. Using the recurrence relations for polynomials Φm(z), one can readily verify that









|, |x| ≤ 1− (n+ 1)−1/2.












, |z| ≤ r < 1.
It is further known, see [ 42 , Corollary 2], that the recurrence coefficients αi satisfy






1− ρ , ρ < s < 1,
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where Cµ,s−ρ also depends on how close s is to ρ. Given a value of the parameter s, take m
to be the integer part of −
√
n+ 1/ log s and r = 1 − 1/
√
n+ 1. By combining the above
three estimates, we deduce the desired inequality with a constant that depends on µ, s− ρ,
and s. Optimizing the constant over s finishes the proof of the lemma.











, |z| 6= 1.
This function is piecewise analytic and non-vanishing. Denote by Dint(z) the restriction of
D(z) to |z| < 1 and by Dext(z) the restriction to |z| > 1. It is known that both Dint(z) and
Dext(z) extend continuously to the unit circle and satisfy there
Dint(ξ)/Dext(ξ) = µ′(ξ), |ξ| = 1.
Moreover, since µ′(ξ) extends to a holomorphic and non-vanishing function in the annulus
ρ < |z| < 1/ρ, Dint(z) and Dext(z) extend to holomorphic and non-vanishing functions in
|z| < 1/ρ and |z| > ρ, respectively. Hence, the scattering function
S(z) := Dint(z)Dext(z), ρ < |z| < 1/ρ,
is well defined and non-vanishing in this annulus. Since the measure µ is conjugate symmet-
ric, it holds that D(z̄) = D(z) and Dext(1/z) = 1/Dint(z). Thus, |S(ξ)| = 1 for |ξ| = 1 and
S(1) = 1. For future use let us record the following straightforward facts.
Lemma 3.2.2. There exist real numbers sp, p ≥ 1, such that
S(z) = 1 +∑M−1p=1 sp(1− z)p + EM(S; z)
S ′(z) = −∑M−1p=0 (p+ 1)sp+1(1− z)p + EM(S ′; z)
logS(z) = ∑M−1p=1 cp(1− z)p + EM(logS; z)
29
for |z − 1| < T < 1− ρ and any integer M ≥ 1, where the error terms satisfy











j1+···+jk=p sj1 · · · sjk . Moreover, s2 = s1(s1 + 1)/2. In particular,
c1 = s1 and c2 = s1/2.
Proof. Since c1 = s1 and c2 = s2 − s21/2, we only need to show that s2 = s1(s1 + 1)/2. It
holds that s1 = −S ′(1) and s2 = S ′′(1)/2. Using the symmetry 1 ≡ S(z)S(1/z), one can
check that S ′′(1) = S ′(1)2 − S ′(1), from which the desired claim easily follows.




, ρ < |z| < 1/ρ, (3.1)
for some recursively defined functions Em(z), Im(z) holomorphic in the annulus ρ < |z| < 1/ρ
that satisfy
∣∣∣Em(z)− 1∣∣∣ ≤ Cµ,ss2m1/s− |z| and
∣∣∣Im(z)∣∣∣ ≤ Cµ,ssm|z| − s , ρ < s < |z| < 1/s, (3.2)
for some explicitly defined constant Cµ,s, see [ 42 , Equations (34)-(35)]. In particular, it
follows from ( 3.1 ) that




for ρ < |z| < 1/ρ. It can be checked that the conjugate symmetry of µ yields real-valuedness
of Hn(z) on the real line. Bounds ( 3.2 ) also imply that Hn(x) is close to 1 near x = 1. More
precisely, the following lemma holds.
Lemma 3.2.3. It holds for any ρ < ρ∗ < 1 that
|Hn(x)− 1|, | logHn(x)| ≤ (1− x)Cµ,ρ∗e−
√
n+1, ρ∗ ≤ x ≤ 1.
Moreover, it also holds that |H ′n(x)| ≤ Cµ,ρ∗e−
√
n+1 on the same interval.
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Proof. Define Wn(z) := En+1(z)− 1− τ 2z−(n+1)S−1(z)In+1(z) and choose ρ < s < s∗ < ρ∗ <
1. Since S(z) is a fixed non-vanishing holomorphic function in the annulus ρ < |z| < 1/ρ, it





, s∗ ≤ |z| ≤ 1/s∗.
It further follows from the maximum modulus principle that




, s∗ ≤ |z| ≤ 1/s∗,
where, as agreed before, the actual constants in the last two inequalities are not necessarily
the same. Since | log(1 + ζ)| ≤ 2|ζ| for |ζ| ≤ 1/2, there exists a constant Aµ,s,s∗ such that




, s∗ ≤ |z| ≤ 1/s∗.






are uniformly bounded above. Then the first
claim of the lemma follows by minimizing these constants over all parameters s < s∗ between












for ρ∗ ≤ |z| ≤ 1/ρ∗ and therefore it holds in this annulus that





The last claim of the lemma is now deduced in the same manner as the first one.
This conclude the auxiliary estimates section. Now we are prepared to introduce the
proof of the main result.
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3.3 Proof of Main Result









Furthermore, if we define dσ(ξ) := µ′(−ξ)|dξ|, then σ′(ξ) = µ′(−ξ) is still holomorphic and
positive on the unit circle. Moreover, bn(z;σ) = bn(−z;µ). Therefore,







1− x2 dx, (3.4)
for ν ∈ {µ, σ}. Thus, it is enough to investigate the asymptotic behavior of Ên(µ). To this
end, let
a := (n+ 1)1/2 and x =: 1− t/(n+ 1), 0 ≤ t ≤ a. (3.5)
We shall also write
1− h2n+1(x) =: f 2(t)(1 + En(t)), (3.6)
for 1− (n+ 1)−1/2 ≤ x ≤ 1, where f(t) was defined in ( 1.9 ).







































tp−1dt for p ≥ 1.




























































where oN(·) is independent of n, but does depend on N . Substituting x = 1− t/(n+ 1) into



























2(n+ 1)− t dt+Gn.
































































where as usual oN(·) is independent of n, but does depend on N , the claim of the lemma
follows.
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We continue by deriving a different representation for the functions En(t). To this end,
















is continuous and non-vanishing at zero. Once again, we use notation from (  3.5 ).
Lemma 3.3.2. Set b2n+1(x) =: e−µn(t)−2t and b′n+1(x) =: (n+ 1)ewn(t)−t. Then it holds that
En(t) = t−2χ(t)




 , Dn(t) := 1− e−µn(t)
e2t − 1 .
Moreover, limt→0+ En(t) exists and is finite.












1− x − 1.
Since hn+1(z) is a holomorphic function around 1, the latter limit is finite if and only if
h′n+1(1) = 0. As Blaschke products bn+1(z) satisfy bn+1(x)bn+1(1/x) ≡ 1, it holds that
hn+1(x) = hn+1(1/x), which immediately yields the desired equality.
To derive the claimed representation of En(t), recall ( 1.13 ) and substitute x = 1−t/(n+1)
into ( 3.6 ) to get that






















from which the first claim of the lemma easily follows.
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for some θ ∈ (0, 1) that dependents on both y and M .







αp(t)(n+ 1)−p + αn,N(t)(n+ 1)−N ,
where the functions αp(t) are independent of n and N and are polynomials of degree p in
ω with coefficients that are polynomials in t of degree at most 2p − 1, and the functions
αn,N(t) are bounded in absolute value for 0 ≤ t ≤ a by a polynomial of degree 2N − 1 whose
coefficients are independent of n. Moreover,





Proof. We start by deriving an asymptotic expansion of µn(t). It follows from Lemma  3.2.3 
that logHn(x) = tO(a−2e−a) = toN(1)(n + 1)−N uniformly for 0 ≤ t ≤ a. Fix T in
Lemma  3.2.2 and let nT be such that 1 <
√





p(n+ 1)−p + tĉN(t)(n+ 1)−N ,
where |ĉN(t)| ≤ Cµ,T,N tN−1 + oN(1) uniformly for 0 ≤ t ≤ a and Cµ,T,N ≤ Cµ,TT−N . Hence,
it follows from ( 3.3 ) and [ 6 , Lemma 2] that











and mn,N(t) := 2m̂n,N(t)tN/(N + 1)− 2ĉN(t)
with 1 ≤ m̂n,N(t) ≤ (3/2)N+1. Assuming that T < 2/3, we have that
|mn,N(t)| ≤ Cµ,T,N tN−1(t+ 1) + oN(1) (3.10)
uniformly for 0 ≤ t ≤ a and Cµ,T,N ≤ Cµ,TT−N . Using ( 3.9 ) with N = 1, we get that
|µn(t)| =
∣∣∣∣∣tmn,1(t)n+ 1
∣∣∣∣∣ ≤ |mn,1(t)|√n+ 1 ≤ Cµ,T , 0 ≤ t ≤ a. (3.11)



























tp−1dp(t)(n+ 1)−p + ω(t)dn,N(t)(n+ 1)−N , (3.12)








mj1(t) · · ·mjk(t),


















with mn,j,N(t) := tjmj(t) when j < N and mn,N,N(t) := tmn,N(t). Recall that t2/(n+ 1) ≤ 1
on 0 ≤ t ≤ a since a =
√
n+ 1. Hence, the first summand above is bounded in absolute
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value for 0 ≤ t ≤ a by a polynomial of degree 2N − 1 whose coefficients depend on N but
are independent of n. We also get from ( 3.11 ) and ( 3.10 ) that
∣∣∣e−θ1µn(t)(n+ 1)NµNn (t)/t∣∣∣ ≤ eCµ,T tN−1|mn,1(t)|N ≤ C∗µ,T tN−1(t+ 2)N










, 0 ≤ t ≤ a. (3.13)
Notice also that since c1 = s1 and c2 = s1/2 by Lemma  3.2.2 , we have that
d1(t) = t− 2s1 and d2(t) = −(1/2)t2 + t(2s1 + 2/3)− s1(2s1 + 1).
It follows from ( 3.13 ) that for any −1 < D < 0, there exists an integer nD ≥ nT such







(−1)k(k + 1)Dkn(t) +
(−1)N(N + 1)DNn (t)
(1 + θ2Dn(t))N+2
for all n ≥ nD and some θ2 ∈ (0, 1) that depends on N and Dn(t). Then the statement of







dj1(t) · · · djk(t)







dn,j1,N(t) · · · dn,jk,N(t)
(n+ 1)j1+···+jk−N +(n+1)
N (−1)N(N + 1)DNn (t)
(1 + θ2Dn(t))N+2
with dn,j,N(t) := tj−1dj(t) when j < N and dn,N,N(t) := dn,N(t). Reasoning as before lets
us conclude that the first summand in the definition of αn,N(t) is bounded in absolute value
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for 0 ≤ t ≤ a by a polynomial of degree 2N − 1 whose coefficients depend on N but are
independent of n. Moreover, since
∣∣∣∣∣ (n+ 1)NDNn (t)(1 + θ2Dn(t))N+2




2N(1−D)N+2 , 0 ≤ t ≤ a,



















as t→ 0, the last claim of the lemma follows after a
straightforward computation.
Lemma 3.3.4. Given N ≥ 1, it holds for all n large that
e2wn(t) = 1 +
N−1∑
p=1
βp(t)(n+ 1)−p + βn,N(t)(n+ 1)−N ,
where βp(t) is a polynomial of degree 2p whose coefficients are independent of n and N and
the functions βn,N(t) are bounded in absolute value when 0 ≤ t ≤ a by a polynomial of degree
2N whose coefficients are independent of n. Moreover, as t→ 0, it holds that

β1(t) = −2s1 + 2(s1 + 1)t− t2,














, p ≥ 4.
Proof. We start by deriving an asymptotic expansion for wn(t). It follows from the very
definition of wn(t) in Lemma  3.3.2 , (  3.3 ), and [ 6 , Lemma 2] that
wn(t) = t+ log
bn+1(x)




















p(p+ 1) and φn,N(t) :=
(
N−1 − nm̂n,N(t)t(N + 1)(n+ 1)
)
tN (3.14)
with some 1 ≤ m̂n,N(t) ≤ (3/2)N . Further, notice that
(S(i)Hn)(x) = S(i)(x) + oN(1)(n+ 1)−N and (SH ′n)(x) = oN(1)(n+ 1)−N
uniformly for 0 ≤ t ≤ a, i ∈ {0, 1}, by Lemma  3.2.3 and since S(z) is a fixed holomorphic
function in a neighborhood of 1. Fix T in Lemma  3.2.2 . Then it holds for all n ≥ nT that













(n+ 1)j−1 − f̂N(t)(n+ 1)
−N ,
where |ŝN(t)|, |f̂N(t)| ≤ Cµ(t/T )N + oN(1) uniformly for 0 ≤ t ≤ a. Therefore,









sj(t− j) + (j − 1)sj−1
)
and







In particular, it holds that







, 0 ≤ t ≤ a. (3.17)
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Hence, given −1 < L < 0, there exists an integer nL ≥ nT such that L ≤ Ln(t) for 0 ≤ t ≤ a
and n ≥ nL. Thus, we get from ( 3.8 ) that


















ψp(t)(n+ 1)−p + ψn,N(t)(n+ 1)−N ,








tp−klj1(t) · · · ljk(t), (3.18)








ln,j1,N(t) · · · ln,jk,N(t)
(n+ 1)j1+···+jk−N + (n+ 1)
N (−1)N−1LNn (t)
N(1 + θ3Ln(t))N
with ln,j,N(t) := tj−1lj(t) when j < N and ln,N,N(t) := ln,N(t). As in the previous lemma,
since t2/(n+ 1) ≤ 1 when 0 ≤ t ≤ a, the first summand above is bounded in absolute value
by a polynomial of degree N whose coefficients are independent of n. It also follows from
( 3.17 ) and ( 3.16 ) that




(1− L)N ≤ Cµ,T
(t+ 1)N
(1− L)N , 0 ≤ t ≤ a,













with φp, ψp and φn,N , ψn,N as described above. We also can deduce from ( 3.14 ) and ( 3.18 )
that tφ1(t) + ψ1(t) = −s1 + t(s1 + 1)− t2/2 and
tpφp(t) + ψp(t) =
(−1)p−1
p













for p ≥ 2, where we used that 2s2 = s21 + s1, see Lemma  3.2.2 . Since
∣∣∣ψn,1(t)∣∣∣ ≤ (n+ 1) |Ln(t)|1− L ≤ √n+ 1 Cµ,T1− L, 0 ≤ t ≤ a,
by ( 3.17 ) for n ≥ nL, we get from ( 3.19 ), applied with N = 1, and ( 3.14 ) that
|wn(t)| =
∣∣∣∣∣φn,1(t) + ψn,1(t)n+ 1
∣∣∣∣∣ ≤ Cµ,T,L, 0 ≤ t ≤ a, n ≥ nL. (3.21)
Now, using ( 3.8 ) once more, we get











for some θ4 ∈ (0, 1) that depends on N and wn(t). Plugging ( 3.19 ) into the above formula





























(n+ 1)j1+···+jk−N + e
2θ4wn(t) 2
N
N ! (n+ 1)
NwNn (t)
with φn,j,N(t) := tjφj(t), ψn,j,N(t) := ψj(t) when j < N and φn,N,N(t) := φn,N(t), ψn,N,N(t) :=
ψn,N(t), which is bounded in absolute value when 0 ≤ t ≤ a by a polynomial of degree 2N
whose coefficients are independent of n due to ( 3.21 ) and the same reasons as in the similar
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previous computations. Thus, it only remains to compute the linear approximation to βp(t)









j1 · · · jk
−






n(j1, . . . , jk)
j1 · · · jk
 t+O(t2)
where n(j1, . . . , jk) is the number of 1’s in the partition {j1, . . . , jk} of p. To simplify this
expression observe that




























j1 · · · jk
xp,
(3.23)








j1 · · · jk
=

−2 if p = 1,
1 if p = 2,
0 if p ≥ 3.







n(j1, . . . , jk)
j1 · · · jk
=

−2 if p = 1,
4 if p = 2,
−2 if p = 3,
0 if p ≥ 4,
which clearly finishes the proof of the last claim of the lemma.
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− 1 = χ(t)
N−1∑
p=1
up(t)(n+ 1)−p + χ(t)un,N(t)(n+ 1)−N ,
where up(t) is bounded in absolute value 1  on 0 ≤ t <∞ by a polynomial of degree 2p−2 whose
coefficients are independent of n and N and the functions un,N(t) are bounded in absolute










Lemmas  3.3.3 and  3.3.4 yield that Rn(t) has the following asymptotic expansion:
Rn(t) = 1 +
N−1∑
p=1




























with αn,j,N(t) := αj(t), βn,j,N(t) := βj(t) when j < N , αn,N,N(t) := αn,N(t), βn,N,N(t) :=
βn,N(t), and αn,j,N(t) = βn,j,N(t) :≡ 0 when j > N . It also follows from Lemmas  3.3.3 
and  3.3.4 that the functions rp(t) are independent of n and N and are polynomials in ω of
degree p with coefficients that are polynomials in t of degree at most 2p, while the functions
rn,N(t) are bounded in absolute value for 0 ≤ t ≤ a by a polynomial of degree 2N whose














1In fact, up(t) is a multivariate polynomial in ω, χ, and t.
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as t→ 0 for all p ≥ 1.
It follows from Lemma  3.3.2 that En(t) = t−2χ(t)[1−Rn(t)]. Hence, plugging the expan-




ep(t)(n+ 1)−p + en,N(t)(n+ 1)−N
 ,
where ep(t) := −t−2rp(t) for any p and en,N(t) := −t−2rn,N(t) for any n,N . It follows from
the properties of rp(t) that each ep(t) is a continuous function and is bounded in absolute
value on 0 ≤ t < ∞ by a polynomial of degree 2p − 2. Also, since χ(t) is a continuous
function as well and limt→0+ En(t) exists and is finite according to Lemma  3.3.2 , so must
limt→0+ en,N(t) for all n,N . Then it follows from properties of rn,N(t) that en,N(t) is bounded
in absolute value when 0 ≤ t ≤ a by a polynomial of degree 2N − 2 whose coefficients are
independent of n.





n+ 1 , 0 ≤ t ≤ a.
Hence, for any −1 < E < 0 there exists an integer nE such that E ≤ En(t) for all 0 ≤ t ≤ a
and n ≥ nE. Thus, by applying ( 3.8 ) one more time, we get that


























ej1(t) · · · ejk(t),
which is bounded in absolute value on 0 ≤ t < ∞ by a polynomial of degree 2p − 2 whose




















where en,j,N(t) := ej(t) when j < N and en,N,N(t) := en,N(t), which is bounded in absolute
value on 0 ≤ t ≤ a by a polynomial of degree 2N − 2 whose coefficients are independent of
n due to the same reasoning as in two previous lemmas.
Lemma 3.3.6. Given N ≥ 1, it holds that
(1 + En(t))1/2 − 1
2(n+ 1)− t = χ(t)
N−1∑
p=2
vp(t)(n+ 1)−p + χ(t)vn,N(t)(n+ 1)−N ,
where vp(t) is bounded in absolute value on 0 ≤ t <∞ by a polynomial of degree 2p−4 whose
coefficients are independent of n and N and the functions vn,N(t) is bounded in absolute value
when 0 ≤ t ≤ a by a polynomial of degree 2N − 4 whose coefficients are independent of n.
Proof. Since 0 ≤ t ≤ a =
√
n+ 1, we get from ( 3.8 ) that
1
2(n+ 1)− t =
N−1∑
p=1
zp(t)(n+ 1)−p + zn,N(t)(n+ 1)−N ,
where
zp(t) := 2−ptp−1 and zn,N(t) :=
2−N tN−1
(1− θ6t/2(n+ 1))N+1
for some θ6 ∈ (0, 1) that depends on N and t. Therefore, the claim of the lemma follows











where j1, j2 ∈ {1, . . . , N}, zn,j,N(t) := zj(t), un,j,N(t) := uj(t) for j < N , and zn,n,N(t) :=
zn,N(t), un,N,N(t) := un,N(t).
With the notation introduced in Lemmas  3.3.1 ,  3.3.5 , and  3.3.6 , the following lemma
holds.
Lemma 3.3.7. Given N ≥ 1, it holds that























(observe that t−1f(t) is a continuous and bounded function on 0 ≤ t < ∞, χ(t) decreases
exponentially at infinity, and the functions up(t), vp(t) are bounded by polynomials).



















2(n+ 1)− t dt.



























































Moreover, since un,N(t) is bounded by a polynomial of degree 2N − 2 for 0 ≤ t ≤ a, we have









































for large n, which finishes the proof of the lemma.
Lemma 3.3.8. The claim of Theorem  3.1.1 holds.















where we set Jµ1 := 0. The claim of Theorem  3.1.1 now follows from ( 3.4 ) by taking Aµp :=
Iµp + Iσp + Jµp + Jσp −Hp.
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4. AN ASYMPTOTIC EXPANSION FOR THE EXPECTED
NUMBER OF REAL ZEROS OF KAC-GERONIMUS
POLYNOMIALS
Let {ϕi(z;α)}∞i=0, corresponding to α ∈ (−1, 1), be orthonormal Geronimus polynomials.






where η0, . . . , ηn are i.i.d. standard Gaussian random variables. When α = 0, ϕi(z; 0) = zi
and Pn(z) are called Kac polynomials. In this case it was shown by Wilkins that En(0) admits
an asymptotic expansion ( 1.8 ) Below, we obtain a similar expansion of E(α) for α 6= 0.
4.1 Introduction and Main Results
In this chapter we continue investigating the asymptotic behavior of the expected number
of real zeros of random polynomials (  1.12 ). The previous results suggest that the constant
π/2 in front of log(n + 1) in ( 1.7 ) and ( 1.8 ) might change if the recurrence coefficients
decay slowly or do not decay at all. Below, we support this guess by considering random
polynomials of the form
Pn(z) = η0ϕ0(z;α) + η1ϕ1(z;α) + · · ·+ ηnϕn(z;α), (4.1)
that we call Kac-Geronimus polynomials, where ηi are i.i.d. standard real Gaussian random
variables and
ϕm(z;α) = ρ−mΦm(z;α), ρ :=
√
1− α2, (4.2)
are real Geronimus polynomials, that is, polynomials Φm(z;α) satisfy ( 1.2 ) with αm = α ∈
(−1, 1) for all m ≥ 0. The measure of orthogonality for general Geronimus polynomials, i.e.,
αm = α ∈ D, is explicitly known, see [  3 , Section 1.6], and is supported by
∆α :=
{
eiθ : 2 arcsin(|α|) ≤ θ ≤ 2π − 2 arcsin(|α|)
}
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with a possible pure mass point, which is present if and only if |α+1/2| > 1/2. When α = 0,
one can clearly see from ( 1.2 ) that Φm(z; 0) = zm and therefore Kac-Geronimus polynomials
( 4.1 ) specialize to Kac polynomials ( 1.5 ). Recall ( 1.13 ).




(z − 1)2 + 4α2z (4.3)





r(z) + 1− z (4.4)












for −1 + (n + 1)−1/2 ≤ x ≤ 1 − δn+1α , where O(·) does not depend on n and δα := 0 when
α < 0 while δα := ((1− α)/(1 + α))1/3 when α > 0.
Observe that bn+1(1) = hn+1(1) = 1 for all n and these equalities remain true in the limit
when α < 0. However, b(1) = h(1) = −1 when α > 0 . This change is due to a single zero
of ϕm(z;α) that approaches 1 as m → ∞ for every fixed α > 0, see Figure  4.1 , and is the
reason we need to introduce δα in ( 4.5 ).
((a)) b4(x) and b(x) ((b)) h4(x) and h(x)
Figure 4.1. The graphs of b4(x) and b(x) (panel (a)) and h4(x) and h(x) (panel




Let En(α) be the expected number of real zeros of random polynomials ( 4.1 )–( 4.2 ). It is
easy to see that bm(1/x) = 1/bm(x) and therefore b′m(1/x) = x2b′m(x)/b2m(x). Thus, we get








1− x2 dx. (4.6)
Using this formula we can prove the following theorem that constitutes the main result of
this chapter.
Theorem 4.1.2 (Main result). Let Pn(z) be random polynomials given by ( 4.1 )–( 4.2 ) with
α ∈ (−1, 0)∪ (0, 1). Then there exist constants Aα,(−1)np , p ≥ 1, that do depend on the parity













for any integer N , all n large, where ON(·) depends on N , but is independent of n, and
Aα0 =






with A0 given by ( 1.9 ) and sgn(α) := α/|α|.
Notice that A|α|0 = A
−|α|
0 + 1. This is due to the fact that polynomials ϕm(x; |α|) have a
zero exponentially close to 1 while polynomials ϕm(x;−|α|) do not have such a zero.
4.2 Proof of the Auxiliary Estimates
Lemma 4.2.1. It holds that
bn+1(z) =
φ(z)− 2(1 + α)− εn+1(z)(ψ(z)− 2(1 + α))
φ(z)− 2(1 + α)z − εn+1(z)(ψ(z)− 2(1 + α)z) (4.7)
where φ(z) := z + 1 + r(z), ψ(z) := z + 1− r(z), ε(z) := ψ(z)/φ(z), and r(z) was defined in
( 4.3 ). In particular, ( 4.4 ) takes place.
50

















where for definiteness we take the branch
√
y2 − 1 = y+O(1) as y →∞ with the cut along













































where U−1(y) ≡ 0 and we take the branch
√
z that is positive for positive reals (of course,
in our case α = α). Observe that the map
y(z) = (z + 1)/(2ρ
√
z)
takes D into {Re(z) > 0}\[0, 1/ρ], the right half-plane with the real segment [0, 1/ρ] removed,
and its boundary values on ∆α cover the real interval [0, 1] twice. Therefore,
√
y(z)2 − 1 = r(z)/(2ρ
√
z), z ∈ D.









∣∣∣∣y +√y2 − 1∣∣∣∣−2 < 1 (4.9)
for |z| < 1. Hence, bn+1(z) converges pointwise and therefore locally uniformly (|bn+1(z)| < 1
for z ∈ D) to
z − (1 + 2α) + r(z)
1− (1 + 2α)z + r(z) =
z − (1 + 2α) + r(z)
1− (1 + 2α)z + r(z)
z − (1 + 2α)− r(z)
z − (1 + 2α)− r(z) =
−2α
r(z) + 1− z .
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Lemma 4.2.2. Let h(x) := −α(x+ 1)/r(x). It holds that
hn+1(x) = h(x)
1− εn+1(x) n+1α (1−x)2x r(x) + 2R(x)(1− εn+1(x))(1− εn+1(x))(S(x) +R(x)εn+1(x))
 , (4.10)
where R(x) := r(x) + α(1 + x) and S(x) := r(x)− α(1 + x).
Proof. It follows from ( 4.7 ) that
bn+1(x) = 1− λ
(1− x)(1− εn+1(x))
D(x) ,
where λ := 2(1 +α) and D(x) := φ(x)− λx− εn+1(x)(ψ(x)− λx). It can be readily checked
that
1− b2n+1(x) = 2λ
(1− x)(1− εn+1(x))(S(x) +R(x)εn+1(x))
D2(x) .
Observe that
D′(x) = φ′(x)− λ− (n+ 1)εn(x)ε′(x)(ψ(x)− λx)− εn+1(x)(ψ′(x)− λ).
It further holds that
b′n+1(x) = λ
D(x)(1− εn+1(x) + (n+ 1)(1− x)εn(x)ε′(x)) +D′(x)(1− x)(1− εn+1(x))
D2(x)
=: λN1(x) + (n+ 1)(1− x)ε
n(x)ε′(x)N2(x) +N3(x)εn+1(x) +N4(x)ε2(n+1)(x)
D2(x) ,
where N3(x), N4(x) do not contain terms with ε′(x). We have that
N1(x) = φ(x)− λx+ (1− x)(φ′(x)− λ) = −2α + r(x) + r′(x)(1− x)




Furthermore, we have that
N2(x) = D(x)− (ψ(x)− λx)(1− εn+1(x)) = 2r(x) = R(x) + S(x).
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It also holds that
N3(x) = −(φ(x)− λx)− (ψ(x)− λx)− (1− x)(ψ′(x)− λ+ φ′(x)− λ) = 4α.
Finally, similarly to N1(x), we have that





















from which the desired claim easily follows.
Lemma 4.2.3. Formula ( 4.5 ) takes place.
Proof. It can be readily checked that the function |y +
√
y2 − 1| is an increasing function of















for some absolute constant C1 > 0.
Assume that α < 0. Then |S(x)| ≥ r(x) ≥ 2|α|ρ for x ∈ [−1, 1]. Also, since |h(x)| is an
increasing function on [−1, 1], we have that |h(x)| ≤ 1 for x ∈ [−1, 1]. Thus, we get from
( 4.10 ) and ( 4.12 ) that




(1− x)2 + |R(x)|
)




for some absolute constants C2, C3, where one needs to observe that ε(0) = 0 and
S(x)R(x) = ρ2(1− x)2. (4.14)
This proves the lemma in the case α < 0.
Suppose that α > 0. It is quite easy to see that estimate ( 4.13 ) remains valid on [−1 +
(n + 1)−1/2, 0]. Observe also that ε(x) > 0 and is increasing for x ∈ (0, 1], see ( 4.11 ), and
0 < R(x) < 4 on [−1, 1]. Then by using ( 4.14 ) again, we get that
(1− εn+1(x))(S(x) +R(x)εn+1(x)) ≥ S(x)−R(x)ε2(n+1)(x)
≥ (ρ2/4)(1− x)2 − 4ε2(n+1)(1)
for x ∈ [0, 1]. Notice δα = ε1/3(1). Then





and n sufficiently large. Therefore, similarly to ( 4.13 ), it again follows
from ( 4.14 ) that there exist a constant C4 such that









. Since ε(1) < 1, the desired estimates follows.
4.3 Proof of the Main Result
To prove Theorem  4.1.2 we shall use the following straightforward facts. If F (y) is














∣∣∣F̃N(t)∣∣∣ ≤ CN+1F , (4.15)
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and all n ≥ nF , where Fp = F (p)(0)/p!, the last estimate follows
from the extended Cauchy integral formula, and CF is independent of n,N . Further, if







(n+ 1)N , (4.16)




Bk(u; t)Bp−k(v; t) (4.17)








BN,k(u; t)BN,m(v; t) (4.18)
with BN,k(g; t) = Bk(g; t) for k < N and BN,N(t) = B̃N(g; t). Finally, let F (y) be as in
( 4.15 ) and g(t) be as in ( 4.16 ) with B0(g; t) = 0. Assume that the values of g(t) lie the
domain of holomorphy of F (y) for all n ≥ ng. Then
F (g(t)) = F (0) +
N−1∑
p=1
Bp(F ◦ g; t)
(n+ 1)p +
B̃N(F ◦ g; t)
(n+ 1)N , (4.19)
with
Bp(F ◦ g; t) =
∑ F (m)(0)
m1! · · ·mN−1!
N−1∏
k=1
Bmkk (g; t), (4.20)
where m = m1 + · · ·+mN−1 and the sum is taken over all partitions p =
∑N−1
i=1 imi, mi ≥ 0,
and










where m = m1 + · · · + mN , the inner sum is taken over all partitions l + N =
∑N
i=1 imi,
mi ≥ 0, and BN,k(g; t) has the same meaning as in ( 4.18 ).
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for some constants rp and functions r̃N(t) that obey estimate in ( 4.15 ). In particular, r0 = 1,














where ep(t) is a polynomial of degree p−1 independent of n,N , in particular, e1(t) ≡ −1/(2ρ),
and |ẽN(t)| is bounded above on In by a polynomial of degree N −1 whose coefficients depend
only on N .
Proof. Observe that for y > 0 it follows from ( 4.3 ) and the choice of the branch of r(z) that
r(−1 + y) = 2ρ
√
1− y + y2/(4ρ2),
where the root in right-hand side of the above equality is principal. Since the right-hand
side above is analytic around the origin, expansion ( 4.22 ) follows from ( 4.15 ). An absolutely















(n+ 1)N+1 , ε1 = −
1
ρ
, ε2 = −
1
2ρ,


























it follows from ( 4.19 )–( 4.21 ) that ( 4.23 ) holds, where ep(t) is a polynomial of degree p − 1
independent of n,N (notice that always m ≤ p in ( 4.20 )) and |ẽN(t)| is bounded above on
In by a polynomial of degree N − 1 whose coefficients depend only on N (again, we use that
m ≤ l +N in ( 4.21 ) and that t2l ≤ (n+ 1)l on In).
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Lemma 4.3.2. Set γ(s) := 2s/(es − e−s) and let x = −1 + t/(n+ 1), t ∈ In. It holds that
hn+1(x) = h(x)− (−1)n+1
(1− x)2
4 γ(t/ρ)(1 + Γn+1(t)) (4.24)







(n+ 1)N , (4.25)
for any N ≥ 2, where H1(t) = t − (−1)n+1(α/2ρ)t + O(t2), Hp(t) = O(t2), p ≥ 2, and
H̃N(t) = O(t2) as t→ 0, |Hp(t)| is bounded above by a polynomial of degree 2p independent
of n,N , while |H̃N(t)| is bounded above on In by a polynomial of degree 2N whose coefficients
depend on N but not on n.






= S(x) + 2α(x+ 1)εn+1(x)−R(x)ε2(n+1)(x). (4.26)
It follows from ( 4.22 ) that S(x) and R(x) have expansions as in ( 4.16 ) with
Bp(S; t) = Bp(R; t) = 2ρrptp, p 6= 1, B1(S; t) = −(α + ρ)t, B1(R; t) = (α− ρ)t,
and B̃N(S; t) = B̃N(R; t) = 2ρr̃N(t) for any N ≥ 2. Therefore, we get from (  4.17 )–( 4.18 )









for any N ≥ 2, where C1(t) = (α−ρ−2t)/(2ρ), Cp(t) = rp+ tqp(t) for some polynomial qp(t)
of degree p− 1 when p ≥ 2, and |C̃N(t)| is bounded above on In by a polynomial of degree


































with |D1(t)| bounded above by a linear function independent of n,N , and





for all p ≥ 2, with |Dp(t)| being bounded above on [0,∞), and |D̃N(t)| that is bounded on









∣∣∣∣∣D1(t)n+ 1 + D̃2(t)t
2
(n+ 1)2
∣∣∣∣∣ < cN√n+ 1 < 1
for t ∈ In and all n ≥ nN , where cN , nN are constants dependent only on N . Thus, it follows












for all N ≥ 2, where E1(t) = −D1(t) and more generally











as t→ 0 with |Ep(t)| bounded above by a polynomial of degree p independent of n,N , while
|ẼN(t)| is bounded above on In by a polynomial of degree N whose coefficients depend on

























It follows from an argument similar to the one given in the first part of the lemma that the





























as t→ 0, |Gp(t)| is bounded above by a polynomial of degree p+1 independent of n,N , while
|G̃N(t)| is bounded above on In by a polynomial of degree N + 1 whose coefficients depend
on N but not on n. We now get from ( 4.10 ), ( 4.27 ), and ( 4.29 ), that ( 4.24 ) and ( 4.25 ) do
hold for N ≥ 3 and functions Hp(t) and H̃N(t) that can be computed via ( 4.17 )–( 4.18 ) and
whose moduli satisfy the described bounds. The vanishing of Hp(t) as t→ 0 can be verified
by using ( 4.17 ), (  4.28 ), (  4.30 ), and ( 4.31 ). To see that H̃N(t) = O(t2), observe that




by what precedes. Thus, we need to show that hn+1(x) + (−1)n+1 is divisible by (1 + x)2 (of
course, if this were not true, formula ( 4.6 ) would not have made sense). Since hn+1(−1) =
−(−1)n+1, it must hold that h′n+1(−1) = 0. As was mentioned before ( 4.6 ), hn+1(x) =
hn+1(1/x) and therefore x2h′n+1(x) = −h′n+1(1/x), which yields the desired claim. Finally,
since H̃2(t) = H2(t) + H̃3(t)(n+ 1)−1, we can take N = 2 in ( 4.25 ) as well.














for any N ≥ 2, where |Kp(t)| is bounded above by a polynomial of degree 2p independent of
n,N while |K̃N(t)| is bounded above on In by a polynomial of degree 2N whose coefficients
depend on N but not on n.
Proof. Observe that 1− h2(x) = ρ2(1− x)2r−2(x). Then it follows from ( 4.24 ) that
1− h2n+1(x)





























for any N ≥ 2, where H∗1 (t) = −(−1)n+1(α/ρ)t, H∗p (t) = O(t2), p ≥ 2, and H̃∗N(t) = O(t2) as
t → 0, while |H∗p (t)| and |H̃∗N(t)| have similar bounds to |Hp(t)| and |H̃N(t)|. Furthermore,






























for any N ≥ 2, where H∗∗1 (t) = −(−1)n+1(α/ρ)t + O(t2), H∗∗p (t) = O(t2), p ≥ 2, and
H̃∗∗N (t) = O(t2) as t → 0 while |H∗∗p (t)| and |H̃∗∗N (t)| have similar bounds to |Hp(t)| and
|H̃N(t)|. Altogether, it holds that
1− h2n+1(x)













and a similar formula holds for J̃N(t). Observe
that f 2(s) is a positive function for s > 0 that tends to 1 as s → ∞ and such that f 2(s) =
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s2/3 + O(s4) as s → 0. Therefore, it follows from the corresponding properties of H∗p (t),
H∗∗p (t), H̃∗N(t), and H̃∗∗N (t) that Jp(t) and J̃N(t) have finite value at the origin and have
moduli that satisfy similar bounds to |Hp(t)| and |H̃N(t)|. Observe also that there exist nN









for all n ≥ nN . Therefore, the claim of the lemma now follows from ( 4.19 )–( 4.21 ) applied
with F (y) =
√
1 + y.

































ρ(1− x) + r(x)
)
.
Proof. Similarly to ( 4.22 ), there exist constants r∗p such that
2ρ







(n+ 1)N , (4.33)
























where Lp := (r∗pρp/π)
∫ 1














(1 + x)r(x) . (4.34)
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It can be easily verified by differentiation that an antiderivative of 2ρ/((1+x)r(x)) is log(1+









for any N ≥ 1, where |l̃N(t)| is bounded above on In by a constant that depends only on N .



















































for any N ≥ 1. Notice that
0 < 1− f(t) < t2csch2(t) < 8t2e−2t, t ≥ 1. (4.35)












for any p ≥ 0 and N ≥ 1 and some constant Cp that depends only on p, where oN(·) does
not depend on n. Moreover, since |r̃∗N(t)| is bounded above on In by a constant that depends








(1− f(t))tN−1dt = C∗∗N .
62

















where Mp := (r∗pρp/π)
∫∞
1 (f(t)−1)tp−1dt and ON(·) does not depend on n. Since the integral
in the statement of the lemma is equal to I1 + I2 + I3, the desired claim now follows from
the definition of A0 in ( 1.9 ), where Op = Lp − lpρp/π +Mp.







1− x2 dx =
1






















for any N ≥ 1, where ON(·) does not depend on n.















for any N ≥ 2, where |Sp(t)| is bounded above by a polynomial of degree 2p independent of
n,N while |S̃N(t)| is bounded above on In by a polynomial of degree 2N whose coefficients
depend on N but not on n. Similarly to ( 4.35 ), it holds that γ(s) < 3se−s for s ≥ log 2.











for any p ≥ 1 and N ≥ 1 and some constant Cp that depends only on p, where oN(·) does
not depend on n. Moreover, a similar estimate takes place if Sp(t) is replaced by S̃N(t). The


















and then using Lemmas  4.3.3 and  4.3.4 , where Tp = Op + (ρ/π)
∫∞
0 f(t)γ(t)Sp(ρt)dt (since
T1/(n+ 1) = ON((n+ 1)−1), the claim indeed holds for all N ≥ 1).






























for any integer N ≥ 1, where oN(·) is independent of n, but does depend on N .
































∣∣∣∣∣∣ ≤ C(n+ 1)3/2e−
√
n+1/ρ
for −1 + 1/
√















for any N ≥ 1, where oN(·) is independent of n, but does depend on N . Furthermore, since





















for any N ≥ 1 by the very definition of δα, where, again, oN(·) is independent of n, but does








(1 + x)r(x) =
1
















which finishes the proof of the lemma.











for any N ≥ 1, where oN(·) is independent of n, but does depend on N .
Proof. It follows from ( 4.10 ) and ( 4.14 ) that
hn+1(x) = h(x)− h(x)
εn+1(x)Xn+1(x)






















Therefore, we can write





((1− x)2 + εn+1(x)Yn+1(x))2
×(










































(1− x)2 + εn+1(x)Yn+1(x)
2ε(n+1)/2(x)h(x)r(x)R(x)
)2















for 1− δn+1α ≤ x ≤ 1. Since






















































































(1− x)2 + εn+1(x)Yn+1(x)
dx





where we used positivity of the integrand for the last estimate.
Proof of Theorem  4.1.2 . The claim follows from formula (  4.6 ) and Lemmas  4.3.5 – 4.3.7 .
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