I. Introduction
A majority of fluid dynamics problems in engineering applications are inherently unsteady. These flow phenomena include e.g. transition, turbulent unsteady flow separation, unsteady boundary layers and shear-flows. To accurately predict these phenomena, accurate and efficient time integration is required. For realistic applications the time integrator has to be implicit since the restriction on the time step from an explicit approach on highly stretched grids is typically several orders of magnitude smaller than the temporal resolution required to resolve the time dependent flow physics.
The development of efficient time integration strategies for unsteady flows have so far mostly been restricted to one-step schemes, where an equation system must be solved at each time level. Such schemes include linear multistep methods as well as diagonally implicit Runge-Kutta methods, and are straightforward to implement efficiently using a standard multigrid or Newton iteration scheme. Fully global implicit methods, on the other hand, have generally not been considered, despite their excellent accuracy and stability properties.
In this work we explore an essentially global time integration approach, based on summation-by-parts (SBP) operators together with weak simultaneous-approximation-term (SAT) initial conditions. This method was developed in 1, 2 and forms a natural extension to the SBP-SAT technique in space [3] [4] [5] [6] [7] , known for its optimal discrete energy properties. An initial efficiency study of SBP-SAT schemes in time was done in 8 for a simple boundary layer model problem, employing a standard multigrid iteration technique with dual time stepping to solve the implicit equation systems.
The semi-global approach taken here, however, means that we solve the system for a large number of time levels simultaneously. To ensure fast convergence in this setting, we develop an extension of the dual time multigrid iteration technique. We implement this new method in a flow solver for unstructured grids. The efficiency of the semi-global schemes are investigated on an inherently unsteady flow case and the results are compared to the efficiency of other more conventional time integrators.
In the following sections the summation by parts technique in time is introduced and applied to the NavierStokes equations. Then follows a description of the steady state problem in dual time, the flow solver Edge for unstructured grids and a short description of the implementation of the approach. Next, numerical results are presented for a model problem and the flow over a cylinder followed by a discussion of the results.
II. Integration by summation-by-parts
The time dependent equations considered are the semi-discretized Navier-Stokes equations where a finitevolume discretization is applied to the space derivatives. This results in a massive set of ordinary differential equations (ODE's),
which will be integrated in time. In Eq. (1) q is the unknown state vector, consisting of conservative discrete flow variables, the vector ) (q R results from the semi-discretization of the Navier-Stokes equations involving convection, diffusion and source terms for the turbulence equations. Let the optimal choice in terms of accuracy, and additionally leads to sharp fully discrete energy estimates. 1, 2, 8 As the first derivative D in Eq. (2) we use diagonal norm finite difference operators on summation-by-parts form. This form is characterized by the factorization
P is a diagonal, positive definite quadrature matrix, and Q is an almost skew-symmetric matrix defined by
, that is based on a repeated central difference stencil in the interior. One example is the classical second order central difference approximation,
with first order one-sided differences at the boundaries of the operator (first and last time levels), and where P represents the second order trapezoidal rule. Higher order operators of the same type can be constructed, with order 2s in the interior, order s at the boundaries, and order 2s for the diagonal quadrature norms, for s=1,2,...,10. When used in an SBP-SAT approximation of initial value problems, these operators lead to time 3 integration schemes of high order (2s), moderate stage order (s), and optimal stability properties also for non-linear problems (A-, L-and B-stability, with sharp fully discrete energy estimates). 7 We denote these schemes SBP(2s,s). Here we explore four SBP schemes, s=1-4, and denote the schemes SBP(2,1), SBP(4,2), SBP(6,3), SBP (8, 4) 
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 N for the four SBP schemes, respectively. Furthermore, given the optimal value of the penalty coefficient 1    used, the order of accuracy in the last time level in each block will be 2s, i.e. the same order as for the schemes in the interior, and hence higher than at other time levels in the boundaries of the blocks being of order s+1. 2, 8, 13 It should also be noted that many other types of SBP operators exist, see 9 for a comprehensive review which also includes a generalized approach. It has also been shown that the resulting time integration schemes form a subset of implicit Runge-Kutta schemes. [10] [11] [12] In this work we focus on the large classical finite difference based operators described above. The total size of the fully discrete system becomes
. For long calculations in time, it may still be necessary to divide the time interval into a smaller number of subintervals, or time blocks, in order to reduce N and thus the size of the implicit equation system. This poses no problem, since all the relevant properties of the SBP-SAT technique are also valid in a multi-stage approach. 8 In that case we have the sequence of problems ) ( ) ( ) (
where the superscript l indicates the solution on time interval number l given by ) ,
, where each interval denotes a time block,
. Note that the solution to impose the physical initial condition. In this way, the size of the implicit systems to solve Eq.
(4) remains constant (but still potentially large) for arbitrary simulation times.
III. The steady-state problem

A. Dual time stepping
The SBP-SAT implicit scheme in Eq. (2) can, in general, not be solved directly since R is a non-linear function of the solution variables q  in space and time. Hence an iterative procedure is required. We introduce an artificial time derivative in dual time  and rewrite Eq. (2) as
where Table 1 for the three considered operators here given in appendix. The largest real eigenvalues are reduced as the size of N increase whereas the largest imaginary eigenvalues increase with increasing size of N and accuracy of Q P1  .
B. Artificial dissipation in time
The SBP operators are of central differences with one sided differences at the boundaries. The choice of the penalty coefficient 1    ensures that some numerical dissipation in time is introduced to the system. The steady state problem in Eq. (5) converges fast to a steady state for small block sizes. For larger blocks, however, we encounter convergence problems indicating that the amount of dissipation introduced by the initial condition is not sufficient. Our remedy is to introduce artificial dissipation in time, similar to what one typically does in space when central differences are used. To achieve this, we add an additional term to
where D is an undivided difference operator, B a positive diagonal matrix and  a non-negative parameter that controls the amount of dissipation. This approach can be shown to be stable and the accuracy depends on the choice of the matrices , 9 th order accurate, respectively. We employ a numerical dissipation operator that is higher than that of the SBP operator in the interior to avoid any influence from it on the overall accuracy. E.g., for the calculations with the SBP(6,3) scheme we employ a numerical dissipation based on 4 th difference operators 4 D leading to a 7 th order accurate formulation and hence higher than that of the SBP scheme.
Some of the employed operators and matrices are given in Appendix. All calculations use a moderate amount of dissipation, the amount is of the same size as the one typically employed for artificial dissipation in space.
IV. Implementation
The CFD solver employed in the calculations is the Edge code, which is an edge-and node-based Navier-Stokes flow solver applicable for both structured and unstructured grids. [15] [16] [17] Edge is based on a finite volume formulation where a median dual grid forms the control volumes with the unknowns allocated in the centres. Edge is formally second order accurate in space and has an efficient steady state solver where the explicit time integration is 
V. Numerical Results
We apply the new time integrators initially on a model problem and later to the time dependent flow over a cylinder.
C. Model problem
The first problem we apply the time integrators to is an ordinary differential equation in time,
with the exact solution In the computations, the time step is successively reduced with a factor of 2, the number of blocks is increased with a factor of 2 and the block size is kept constant. The results with the four SBP operators are compared to results using BDF2 and ESDIRK64. Due to ESDIRK64 being a multistage scheme, the errors obtained with this scheme is displayed with a time step divided with 5 being the number of implicit stages. Calculations are carried out with a program using 32 digits representation to avoid the influence from round-off errors.
The decay of the errors for all involved time integrators are displayed in Fig. 1 . To the left the errors, computed in L2-norm, involve all time levels whereas the right figure displays the L2 errors computed in the last time step of the SBP blocks. The results with BDF2 and ESDIRK64 are computed similarly. We notice that the 2 nd and 4 th order accurate BDF2 and ESDIRK64 schemes follow their design orders. As expected, the errors from the SBP schemes decay with one order higher (s+1) than the errors on the boundaries when the error is measured in all time levels. When only the last time levels in the time blocks are accounted for, the decay rates follow the schemes order in the interior (2s) which is also expected with a penalty coefficient of 1    . 13 Then the two most accurate SBP schemes (SBP(6,3), SBP(8,4)) are substantially more accurate than the ESDIRK64 scheme.
D. Flow over a cylinder
Next we apply the novel time integration approach on a test case from a recent work 20 where we compared the efficiency of the second order backward difference method and various diagonal implicit Runge-Kutta schemes, up to fourth order accurate in time. We compare the SBP operators with various time block sizes in terms of accuracy and efficiency.
The test case considered involves (assumed) laminar flow over a cylinder at Re=1200 with periodic vortex shedding behind it. The Mach number is 0.3 and the same test case has been studied in the past by several authors using higher order accurate time integrators [20] [21] [22] with comparisons to the 2 nd order backward difference (BDF2) scheme. The more accurate time integrators proved to be somewhat more efficient provided that the time steps were small enough.
A fine mesh of 401401 mesh points was used for the study with a normal height of the first cell outside the wall of 510 -4 diameters. This distance gives a cell Reynolds number of ReC=0.6 with a cell aspect ratio of about 10 at the surface and a moderate normal stretching of the grid. The outer boundary is located far away from the cylinder at a distance of 250 diameters to reduce its influence on the flow and integrated forces. For the calculations we use a central discretization in space with a small amount of artificial 4 th difference numerical dissipation. Three levels of multigrid with W-cycles are used to speed up of the rate of convergence in dual time.
The flow develops a periodic solution in time with vortex shedding. The Strouhal number approaches th order accurate diagonally implicit Runge-Kutta scheme 20 and converged to machine accuracy in dual time within each stage.
We employ different block sizes in time, Table 2 summarizes the block sizes used for the calculations. The smallest block sizes are limited by the operators, we require at least one interior time level using central differences. the accuracy as well as the efficiency of the SBP schemes to those of the 2 nd order accurate BDF2 and 4 th order accurate ESDIRK64 schemes. To have a fair comparison, the size of the displayed time step using ESDIRK64 is divided with 5 since this scheme is a multi-stage scheme and involves 5 implicit stages. The investigations focus on comparisons with the integrated drag, similar results are obtained for the lift.
To monitor the decay of errors we define the error as the L2-norm of the difference between the current and "exact" solutions at each computed time step over the 1.5 periods of computing, i.e. the errors should correspond to the global errors. Figure 3 displays the decay of errors in drag for all schemes as the time steps are refined and using a constant block size, 17  N . The decay rates of the errors with BDF2 and ESDIRK64 follow the expected 2 nd and 4 th order slopes. 20 The asymptotic decay rate is reached somewhere around a time step size corresponding to 80  n . The asymptotic decay rates of the errors using SBP, however, becomes higher than the expected order of accuracy. The expected orders of accuracy would be one order higher (s+1) than the accuracy at the boundaries since the errors are global and monitored at all time levels. The obtained overall asymptotic accuracy, however, is that of the interior (2s) which is up to 8 th order with the SBP(8,4) scheme. This is surprising and different from the results obtained for the model problem above for which an accuracy of 2s was obtained for the errors in the last time levels of the blocks only. Figure 4 shows the decay rates for each of the SBP operators with various SBP block sizes. The overall asymptotic accuracy is the same for all block sizes and follows the accuracy of the schemes in the interior. The influence of the block size 
Time block size N=17 for all SBP operators. Errors computed from all computed time levels.
8 on the accuracy is small for all operators. There is a small but still noticeable decrease in error levels using larger blocks, the influence is largest for the more accurate SBP operators.
The non-linear iterations in dual time are converged below a specified level of the maximum density residual, the same criterion is used for all time levels, and the iterations in dual time are interrupted when the residuals of all time levels satisfy the convergence criterion. Figure 5 shows the convergence of the density residual for the four SBP operators at two time levels
considered in the first time block; the convergence of the residuals behaves similarly for all time blocks.
First of all we notice that the convergence is very similar for all SBP operator, the small differences observed may be due to different operators and coefficients for the artificial dissipation in time. An early time level in a block converges faster than a late time level that experience an initial residual increase before it starts to converge. Eventually though, both time levels decay with about the same slope. The initial increase of the residuals for the later time levels indicate that their initial solutions are further away from its converged solutions. This is due to the initialization of the solutions being the same for all time levels in a block. The solutions in the initial time block are initiated with the initial solution, all solutions in other time blocks are initiated with the solution from the last time level in the earlier time block as given in Eq. (4).
Another observation from (4, 2) . Lower left: SBP (6, 3) . Lower right: SBP (8, 4) . block size but the mid figure advances the solution about 4 times as far in time. This also implies that smaller blocks are computationally more efficient.
As Fig. 5 indicates, the solution on the last time level in a block is typically the solution that converges the slowest and hence determines when to interrupt the iterations in dual time. To estimate the efficiency, we make calculations with various levels of density residual reduction to get an estimate on the required number of iterations and work. We define a solution as converged when the errors in drag have converged to within 10% of its final value. Based on this criterion, the number of iterations in dual time are estimated. We define one work unit as one multigrid cycle for a single time level.
The required average numbers of iterations per solution and time step are displayed in Fig. 6 . Although the convergence curves are similar for the SBP operators, a somewhat increased level of convergence is required with more accurate operators leading to more iterations and larger required work. Smaller blocks require less iterations and are hence more efficient. A general reflection of Fig. 6 is that a fairly large number of iterations are required and that, in terms of efficiency, this can only be justified if the computed results are more accurate.
We estimate the efficiency by a comparison to error levels obtained with BDF2 and ESDIRK64. The BDF2 computations required about 50 iterations per time step with a very small influence from the time step size, the (4, 2) , SBP (6, 3) , SBP (8, 4) operators.
calculations with ESDIRK64 require 500 iterations or more per time step due to the 5 implicit stages. Figure 7 displays the efficiency of the SBP schemes versus those of BDF2 and ESDIRK64. The efficiency is investigated by comparing the total work (multigrid cycles) required to obtain a certain level of the error in drag, i.e. for a given error the most efficient scheme is the scheme requiring minimum work. ESDIRK64 is comparable to BDF2 for larger time steps and higher errors in drag. Reducing the time steps and errors, ESDIRK64 becomes more efficient with a higher slope.
For each time step computed and given in Table 2 , the errors for all block sizes of the SBP schemes are displayed where the smallest blocks correspond to the leftmost symbols being more efficient than larger blocks. The SBP(2,1) scheme is not competitive compared to BDF2 since the required work is substantially higher for all time steps. As the accuracy of the SBP scheme is increased its relative efficiency increases. With the smallest time step and block size, SBP (4, 2) shows to have about the same efficiency as BDF2 (extrapolated to smaller time steps). ESDIRK64 is still more efficient though. The efficiency for the smallest time step and block sizes with SBP (8,4) is approximately the same to that of ESDIRK64. 
VI. Discussion
We present a novel time integration method for unsteady CFD calculations. The time dependent solutions are blocked in time and one solves for all flow solutions within a block simultaneously. The time discretization in a block is based on the summation-by-parts (SBP) technique in time combined with the simultaneous-approximationterm (SAT) technique for imposing the initial conditions. The time integration schemes are implicit, unconditionally stable and can be made high order accurate in time. The solutions within a time block are solved by introducing dual time stepping. To enhance convergence in dual time, artificial dissipation in time is introduced. The SBP schemes are of order 2s in the interior and s on the time boundaries, the schemes evaluated and tested here use s=1,…,4, the schemes are denoted SBP(2,1), SBP(4,2), SBP(6,3), SBP (8, 4) . The expected global accuracy is s+1 making the schemes 2 nd , 3 rd , 4 th and 5 th order accurate. The approach is first demonstrated on a model problem and compared to a conventional 2 nd order backward difference (BDF2) method and to a 4 th order accurate diagonally implicit Runge-Kutta scheme (ESDIRK64). The global accuracy (s+1) of the schemes is verified and it is also demonstrated that the solutions in the last time levels of the blocks are as accurate (2s) as the schemes in the interior.
The approach has been implemented in a flow solver for unstructured grids and applied to a two-dimensional unsteady flow problem. Various time block sizes and time steps have been evaluated and compared to the BDF2 and ESDIRK64 schemes in terms of accuracy and efficiency. The asymptotic accuracy of the schemes are verified and higher than expected, the accuracy follows the accuracy in the interior, up to 8 th order accuracy for the schemes considered here. The size of the blocks have a rather small influence on the overall accuracy. The different SBP schemes are most efficient for smaller blocks and the schemes become more efficient with increased accuracy of the SBP operator and small time steps. The ESDIRK64 is more efficient than BDF2 for smaller time steps and error levels. Given the current solution approach, the SBP(8,4) scheme with the smallest time step and block size is approximately as efficient as the ESDIRK64 scheme.
The global time integration method is based on ideas from space. There are many potential ways to further improve the efficiency of this approach, some of them may also be borrowed from approaches applied spatially like convergence acceleration techniques. One example is multigrid which is an efficient accelerator in space but could also be applied in time, and in combination, offering a more unified solution approach in space and time. Another potential improvement could be the initialization of the solutions in a new time block based on extrapolation techniques as opposed to the present approach where all flow solutions within a time block are initiated with the last solution from previous time block. Since smaller time blocks were found to be more efficient, a third approach could be to further reduce the size of the blocks with maintained accuracy by introducing a variation in the size of the time step within a block which is offered by other types of SBP operators. 
