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Abstract
We show how appropriately chosen functions f which we call distinguishing can be used to
make deterministic "nite automata backward deterministic. This idea can be exploited to design
regular language classes called f-distinguishable which are identi"able in the limit from positive
samples. Special cases of this approach are the k-reversible and terminal distinguishable lan-
guages, as discussed in Angluin (J. Assoc. Comput. Mach. 29 (3) (1982) 741), Fernau (Technical
Report WSI-99-23, Universit7at T7ubingen (Germany), Wilhelm-Schickard-Institut f7ur Informatik,
1999, Short version published in the proceedings of AMAI 2000, see http://rutcor.rutgers.
edu/∼amai/aimath00/AcceptedCont.htm, Proc. 15th Internat. Conf. on Pattern Recognition
(ICPR 2000), Vol. 2, IEEE Press, New York, 2000, pp. 125–128), Radhakrishnan (Ph.D. The-
sis, Department of Computer Science and Engineering, Indian Institute of Technology, Bombay,
India, 1987), Radhakrishnan and Nagaraja (IEEE Trans. Systems, Man Cybernet. 17 (6) (1987)
982). Moreover, we show that all regular languages may be approximated in the setting in-
troduced by Kobayashi and Yokomori (in: K. P. Jantke, T. Shinohara, Th. Zeugmann (Eds.),
Proc. Sixth Internat. Conf. Algorithmic Learning Theory (ALT’95), Lecture Notes in Computer
Science=Lecture Notes in Arti"cial Intelligence, Vol. 997, Springer, Berlin, 1995, pp. 298–312),
(Theoret. Comput. Sci. 174 (1997) 251–257) by any class of f-distinguishable languages. Ob-
serve that the class of all function-distinguishable languages is equal to the class of regular
languages. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The learning model we use is identi1cation in the limit from positive samples as
proposed by Gold [24], sometimes also called (exact) learning from text. In this well-
established model, a language class L (de"ned via a class of language describing
devices D as, e.g., grammars or automata) is said to be identi1able (in the limit from
positive samples) if there is a so-called inference machine I to which as input an
arbitrary language L∈L may be enumerated (possibly with repetitions) in an arbi-
trary order. This means that I receives an in"nite input stream of words E(1), E(2),
. . . , where E : N→L is an enumeration of L, i.e., a surjection, 1 and I reacts with
a converging output device stream Di ∈D. Convergence formally means that there is
an N (E) so that, for all n¿N (E), we have Dn=DN (E) and, moreover, the language
de"ned by DN (E) equals L.
Recently, Rossmanith [40] de"ned a probabilistic variant of Gold’s model which he
called learning from random text. In fact, the only languages that are learnable in this
variant are those that are also learnable in Gold’s model. In this way, our results can
also be transferred to a stochastic setting.
The main drawback of the model of learning from text is the fact that it is rather
weak (when considering the descriptive capacity of the device classes which can be
learnt in this way). Gold already has shown [24] that any language class which contains
all "nite languages and one in"nite language is not identi"able. On the other hand, the
model is very natural, since in most applications, negative samples are not available.
There are several ways to deal with this sort of weakness:
(1) One could allow certain imprecision in the inference process; this has been done in
models proposed in [5,41,50] or within the PAC model proposed by Valiant [47].
In a sense, the idea of approximate learning exhibited by Kobayashi and Yokomori
[29,30] can be classi"ed here. In a broader sense, also several heuristic approaches
to the learning problem (including genetic algorithms or neural networks) fall into
this category.
(2) One could change the model completely, e.g., by providing negative information
or helping the learner by a teacher, see [4].
(3) One could investigate whether it is really necessary to be able to learn all regular
languages in the concrete application in mind. Then, it is of course important
to know of many identi"able language classes in order to make an appropriate
choice. The aim of such investigations is to provide a large family of regular
language classes which is (eNciently) learnable from text.
The present paper makes some steps in the third (and also in the "rst) direction.
The main point of this paper is to give a uni"ed view on several identi"able language
families through what we call f-distinguishing functions. In particular, this provides,
to our knowledge, the "rst complete correctness proof of the identi"ability of some
language classes proposed to be learnable, as, e.g., in the case of terminal distin-
guishable languages. Among the language families which turn out to be special cases
of our approach are the k-reversible languages [3] and (reversals of) the terminal-
1 Here and in the following, N denotes the set of natural numbers 1; 2; : : : :
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distinguishable languages [38,39], which belong, according to Gregor [25], to the most
popular identi"able regular language classes. Moreover, we show how to transfer the
ideas underlying the well-known identi"able language classes of k-testable languages,
k-piecewise testable languages and threshold testable languages to our setting.
The paper is organized as follows: In Section 2, we provide both the necessary
background from formal language theory and introduce the central concepts of the
paper, the so-called distinguishing functions and function distinguishable grammars,
automata and languages. Furthermore, we introduce function canonical automata which
will become the backbone of several proofs later on. In Section 3, we give concrete
examples of function distinguishable languages, derive a number of formal language
properties of the corresponding language classes and exhibit several interesting special
cases of the general setting, relating to k-testable languages, k-piecewise testable lan-
guages and threshold testable languages. In Section 4, several characteristic properties
for function distinguishable languages are established. Section 5 shows the inferrability
of the class of f-distinguishable languages (for each distinguishing function f), while
Section 6 presents a concrete inference algorithm which is quite similar to the one
given by Angluin [3] in the case of 0-reversible languages. In Section 7, we discuss an
alternative de"nition of the function canonical automata which we used as a compact
presentation in other papers [14,16,18]. In Section 8, we show how to approximate
arbitrary regular languages by using function-distinguishable languages, based on the
notion of upper-best approximation in the limit introduced by Kobayashi and Yoko-
mori in [29,30]. Section 9 concludes the paper, indicating practical applications of our
method and extensions to nonregular language families.
Parts of this paper have been presented in preliminary form at some conferences, see
[15,17,20]. In [18], we showed how to apply the learning algorithms exhibited in this
paper to the automatic generation of document type de"nitions for XML documents.
2. Denitions and rst observations
2.1. Formal language prerequisites
∗ is the set of words over the alphabet . k (¡k) collects the words whose
lengths are equal to (less than) k.  denotes the empty word. Pref (L) is the set of
pre"xes of L and u−1L= {v∈∗ | uv∈L} is the quotient of L⊆∗ by u. For words
w, wR denotes the reversal (or mirror image) of w de"ned recursively by R=  and
(va)R= avR for symbols a and words v.
We assume that the reader knows that regular languages can be characterized either
(1) by left-linear grammars G=(N; T; P; S), where N is the set of nonterminal symbols,
T is the set of terminal symbols, P⊂N × (N ∪{})T ∗ is the rule set and S ∈N is the
start symbol, or (2) by (deterministic) "nite automata A=(Q; T; ; q0; QF), where Q is
the state set, ⊆Q×T ×Q is the transition relation, q0 ∈Q is the initial state 2 and
QF ⊆Q is the set of "nal states. As usual, ∗ denotes the extension of the transition
2 or, sometimes, Q0⊆Q is the set of initial states.
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relation to arbitrarily long input words. The language de"ned by a grammar G (or an
automaton A) is written L(G) (or L(A), respectively). An automaton is called stripped
iP all states are accessible from the initial state and all states lead to some "nal state.
Observe that the transition function of a stripped deterministic "nite automaton is not
total in general.
Let A=(Q; T; ; q0; QF) be a "nite automaton. We call an automaton A′=(Q′; T; ′;
q0; Q′F) a general subautomaton of A if Q
′⊆Q, ′⊆  and Q′F ⊆QF . The largest
general subautomaton of A which is stripped is called the stripped subautomaton of A.
We denote the minimal deterministic automaton of the regular language L⊆T ∗ by
A(L). Recall that A(L)= (Q; T; ; q0; QF) can be described as follows: Q= {u−1L | u∈
Pref (L)}, q0 = −1L=L; QF = {u−1L | u∈L}; and (u−1L; a)= (ua)−1L with u; ua∈
Pref (L), a∈T . According to our de"nition, any minimal deterministic automaton is
stripped.
Remark 1. Observe that, in the literature, the minimal deterministic automaton some-
times has the state set {u−1L | u∈T ∗}. In general, such a minimal deterministic au-
tomaton is not stripped, but its stripped subautomaton coincides with our de"nition.
More precisely, the state ∅ is possibly missing in our de"nition. On the other hand,
there is a well-known one-to-one correspondence between the states {u−1L | u∈T ∗}
and the so-called Nerode equivalence classes of L; this correspondence is lost due to
the possibly missing state ∅. For our learning purposes, our de"nition of the minimal
deterministic automaton seems to be more appropriate.
Furthermore, we need two automata constructions:
The product automaton A=A1×A2 of two automata
Ai = (Qi; T; i; q0;i ; QF;i) i = 1; 2;
is de"ned as A=(Q; T; ; q0; QF) with Q=Q1×Q2, q0 = (q0;1; q0;2), QF =QF;1×QF;2,
and ((q1; q2); a; (q′1; q
′
2))∈  iP (q1; a; q′1)∈ 1 and (q2; a; q′2)∈ 2.
A partition of a set S is a collection of pairwise disjoint nonempty subsets of S
whose union is S. If  is a partition of S, then, for any element s∈ S, there is a
unique element of  containing s, which we denote B(s; ) and call the block of 
containing s. A partition  is said to re1ne another partition ′ iP every block of ′
is a union of blocks of . If  is any partition of the state set Q of the automaton
A=(Q; T; ; q0; QF), then the quotient automaton −1A=(−1Q; T; ′; B(q0; ); −1QF)
is given by −1Qˆ= {B(q; ) | q∈ Qˆ} (for Qˆ⊆Q) and (B1; a; B2)∈ ′ iP ∃q1 ∈B1∃q2 ∈
B2 : (q1; a; q2)∈ .
2.2. Distinguishing functions
Let us "rstly provide some intuition about the notions introduced in this section,
since they are central to the whole paper. Distinguishing functions are a means of
resolving backward nondeterminism in "nite automata, which hence helps carry over
the identi"ability results for reversible automata to function distinguishable automata.
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In order to avoid cumbersome case discussions, let us now "x T as the terminal
alphabet of the left-linear grammars and as the input alphabet of the "nite automata
we are going to discuss.
Denition 2. Let F be a "nite set. A mapping f : T ∗→F is called a distinguishing
function if f(w)=f(z) implies f(wu)=f(zu) for all u; w; z ∈T ∗.
The following distinguishing functions were previously discussed in the literature.
• Angluin [3] used the suNx function
"k(x) =
{
x if x ∈ T¡k;
u if u ∈ Tk ∧ ∃v ∈ T ∗ : x = vu:
• Radhakrishnan and Nagaraja introduced the terminal function [38,39]
Ter(x) = {a ∈ T | ∃u; v ∈ T ∗ : uav = x}:
Hence, Ter(x) is the set of all terminal symbols contained in the string x.
• Inspired by the k-gram approach ubiquitous in pattern recognition, we considered as
a generalization of the terminal function the k-terminal function [15]:
Terk(x) = (k(x); $k(x); "k(x));
where




x if x ∈ T¡k;
u if u ∈ Tk ∧ ∃v ∈ T ∗ : x = uv:
In other words, k(x)= ("k(xR))R. 3
• Other examples of distinguishing functions in the context of even linear languages
can be found in [14].
We will discuss these and other distinguishing functions in Section 3.3.
Observe that every regular language R induces, via its Nerode equivalence classes,
a distinguishing function fR, where fR(w) maps w to the equivalence class contain-
ing w. In particular, T ∗ leads to the trivial distinguishing function fT∗ : T ∗→{q}, and
the class of fT∗ -distinguishable languages coincides with the class of 0-reversible lan-
guages [3] over the alphabet T . Therefore, we will term these languages "0-distinguish-
able according to our de"nitions. In fact, many assertions, as well as their proofs, which
we state in the following for f-distinguishable automata and languages, correspond to
similar assertions for 0-reversible language as exhibited by Angluin. More generally,
3 We defer showing that Terk is indeed a distinguishing function to Lemma 21. Observe that a construct
similar to Terk (called pro"le) was employed in [7] for inferring context-free languages.
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every total transition function of a deterministic "nite automaton is a distinguishing
function.
In some sense, these are the only distinguishing functions, since one can associate
to every distinguishing function f a "nite automaton
Af = (F; T; f; f(); F)
by setting f(q; a)=f(wa), where w∈f−1(q) can be chosen arbitrarily, since f is
a distinguishing function. The special choice of the initial and "nal states is here
somewhat arbitrary but will turn out to be useful later on.
2.3. Distinguishable grammars and automata
Distinguishing functions were introduced in order to de"ne restricted forms of left-
linear grammars and automata which will be used as the basis for presenting new
identi"able language classes.
Denition 3. Let G=(N; T; P; S) be a left-linear grammar with
P ⊆ (N\{S})× ((N\{S})T ∪ {}) ∪ {S} × (N\{S}):
This means that rules in G are of the forms S→A, A→Ba, or A→  for A; B∈N\{S}
and a∈T . Let f : T ∗→F be a distinguishing function with F being some "nite set.
We will say that G is f-distinguishable if:
(1) G is backward deterministic, i.e., for all A; B∈N and for all w∈ ({}∪N )T ∗,
A→w and B→w imply A=B.
(2) For all A∈N\{S} and for all x; y∈L(G; A), 4 we have f(x)=f(y). (In other
words, for A∈N\{S}, f(A) :=f(x) for some x∈L(G; A) is well-de"ned.)
(3) For all A; B; C ∈N\{S} with B =C and for all a∈T , if (a) S→B and S→C are
in P or if (b) A→Ba and A→Ca are in P, then f(B) =f(C).
A language is called f-distinguishable iP it can be generated by an f-distinguishable
left-linear grammar.
The family of f-distinguishable languages is denoted by f-DL.
Observe that the class f-DL formally "xes the alphabet of the languages by the
domain of f. As we have already seen in the examples for distinguishing functions
listed above, f can often be de"ned for all alphabets. Taking this generic point of
view, for example, Ter-DL is just the class of (reversals of) terminal distinguishable
languages [14,39], where the alphabet is left unspeci"ed. Let us call distinguishing
functions which can be de"ned for all alphabets uniformly de1nable.
Our notation is adapted from the so-called terminal distinguishable languages in-
troduced by Radhakrishnan and Nagaraja in [39]. We use left-linear grammars, while
they use right-linear grammars in their de"nitions. This means that, e.g., the class
Ter-DL coincides with the reversals of the class of terminal distinguishable languages,
as exhibited in [14].
4 We will denote by L(G; A) the language obtained by the grammar GA = (N; T; P; A).
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Note that their de"nition of terminal distinguishable right-linear grammar does not
completely coincide with ours, but in order to maintain their results, their de"nition
should be changed accordingly. More precisely, for de"ning terminal distinguishable
languages, they used (a symmetric version of) the second condition of the Characteri-
zation Theorem 27, but their claimed automaton characterization is Sawed.
Remark 4. The usual powerset construction shows that backward deterministic left-
linear grammars (as de"ned above) can simulate (backward nondeterministic) left-linear
grammars, so that they characterize the regular languages. Indeed, they are in one-to-
one-correspondence with deterministic "nite automata, see Proposition 7. Observe that
this equivalence essentially relies on the sort of normal form we took for the left-linear
grammars. By way of contrast, M7akinen [32] considered backward deterministic right-
linear grammars (the right-linearity does not matter in this context) with rules of the
forms A→ aB and A→ a. These grammars yield a proper subclass B of the regular
languages, as seen by the example {a}∪ {a}{b}+{a}. 5 In fact, B is characterized as
the set of reversals of the languages accepted by deterministic "nite automata having
a unique "nal state. Hence, B is a superset of "0-DL.
We will show in this paper that each class f-DL is identi"able in the limit from
positive data. Here, the distinguishing function f somehow formalizes the bias or pre-
knowledge of the identi"cation algorithm, since Af serves as a conSict-solving guide
to the inference algorithm.
Denition 5. Let A=(Q; T; ; q0; QF) be a "nite automaton. Let f : T ∗→F be a dis-
tinguishing function. A is called f-distinguishable if:
(1) A is deterministic.
(2) For all states q∈Q and all x; y∈T ∗ with ∗(q0; x)= ∗(q0; y)= q, we have f(x)
=f(y).
(In other words, for q∈Q, f(q) :=f(x) for some x with ∗(q0; x)= q is
well-de"ned.)
(3) For all q1; q2 ∈Q, q1 = q2, with either (a) q1; q2 ∈QF or (b) there exist q3 ∈Q
and a∈T with (q1; a)= (q2; a)= q3, we have f(q1) =f(q2).
From the de"nition, we can observe:
Lemma 6. Let f be a distinguishing function. Any general subautomaton of an
f-distinguishable automaton is f-distinguishable.
Proposition 7. Let f : T ∗→F be a distinguishing function. Consider L⊆T ∗. Then,
L is f-distinguishable i7 L is accepted by an f-distinguishing automaton.
Proof. This easily follows via the standard proof showing the equivalence of left-linear
grammars and "nite automata. In particular, by de"nition of a backward deterministic
5 Personal communication of M7akinen.
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grammar, there exists only one nonterminal A with a rule A→ , so that the corre-
sponding "nite automaton has a unique initial state.
More precisely, the ith (i=1; 2; 3a; 3b) condition for f-distinguishable left-linear
grammars “corresponds” to the ith condition for f-distinguishable "nite automata. In
particular, this means that backward deterministic left-linear grammars correspond to
deterministic "nite automata. Since it is well-known that the state-transition function
 of a "nite automaton can be extended to a (partial) function mapping a state and a
word over T into some state, this observation immediately yields the following:
Remark 8. Let G be a backward deterministic left-linear grammar. Then, for all non-
terminals A and B, A⇒∗ w and B⇒∗ w imply A=B. 6
For example, for each distinguishing function f, the associated automaton Af is
trivially f-distinguishable. This observation immediately entails:
Remark 9. A language is function-distinguishable iP it is regular.
On the other hand,
{f-DL |f is a distinguishing function}
gives a "ner subdivision of all regular languages. This "ner subdivision is necessary
from the viewpoint of grammatical inference, since the class of all regular languages is
not identi"able in the limit from positive data, see [24]. The previous remark indicates
a way out of the weakness problem of the identi"cation model in the sense discussed in
point (3) in the Introduction. The practical problem is then to determine the adequate
language class f-DL, i.e., the adequate distinguishing function f, for one’s purposes.
Remark 10. Our aim is to show the identi"ability of each language class f-DL,
where f is a distinguishing function. To this end, the notion of distinguishing function
was tailored, and we do not see how to provide a simpler notion to ensure iden-
ti"ability of the corresponding language classes. For example, it is easily seen that,
for each distinguishing function f : T ∗→F , any f-distinguishing automaton has at
most |F | accepting states. This conceptual simple property is not useful in de"ning an
identi"able language class, since the class of regular languages having a single accept-
ing state is already not identi"able in the limit, as this class contains all languages
Lm= {anb | n¡m} for m=1; 2; : : : ;∞, see [24]. Intuitively, an assumed identi"cation
machine for this language class can never give as hypothesis L∞ if L∞ is enumerated
to it, since it would otherwise loose the ability to learn some of the "nite sets Lm with
m¡∞. In particular, this remark applies to the class B discussed in Remark 4.
We need a suitable notion of a canonical automaton in the following.
6 This condition has been called strongly backward deterministic in [44].
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Denition 11. Let f : T ∗→F be a distinguishing function and let L⊆T ∗ be a regular
set. Let A(L; f) be the stripped subautomaton of the product automaton A(L)×Af, i.e.,
delete all states that are not accessible from the initial state or do not lead into a "nal
state of A(L)×Af. A(L; f) is called the f-canonical automaton of L.
Remark 12. (1) Observe that an f-canonical automaton trivially obeys the "rst two
restrictions of an f-distinguishing automaton.
(2) Clearly, L(A(L; f))=L.
3. Examples and simple properties
3.1. An extended example
Radhakrishnan showed [38, Example 3.4] that the language L described by
ba∗c + d(aa)∗c
lies in Ter-DL but its reversal does not. Let us take this example to better understand
Ter-DL.
Consider the deterministic (minimal) automaton A whose transition function  is
de"ned by the following table:
a b c d
→ 0 − 1 − 2
1 1 − 3 −
2 4 − 3 −
3→ − − − −
4 2 − − −
Is this automaton Ter-distinguishable? We have still to check whether it is possi-
ble to resolve the backward nondeterminism conSicts (the state 3 occurs two times
in the column labelled c). This resolution possibility is formalized in the second
and third condition in De"nition 5. As regards the second condition, the question
is whether it is possible to assign Ter-values to states of A in a well-de"ned manner:
Ter(0)= ∅, Ter(1)= {b} (since ∗(0; b)= 1) or Ter(1)= {a; b} (since ∗(0; ba)= 1)?,
similarly Ter(2)= {d} or Ter(2)= {a; d}, Ter(3)= {a; b; c} or Ter(3)= {b; c; d} or
Ter(3)= {b; c} or Ter(3)= {c; d}?, and Ter(4)= {a; d}. So, we have conSicts in three
states. Let us therefore try another automaton accepting L, whose transition function
Ter is given by the Table 1; we indicate the Ter-values of the states in the "rst column
of the table.
As the reader may verify, Ter basically is the transition table of the stripped sub-
automaton of the product automaton A×ATer.
One source of backward nondeterminism may arise from multiple "nal states, see
condition 3(a) of the de"nition of distinguishable automata. Since the Ter-values of
all four "nite states are diPerent, this sort of nondeterminism can be resolved. Let
us consider possible violations of condition 3(b) of the de"nition of distinguishable
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Table 1
The transition function Ter
Ter a b c d
∅ → 0 — 1 — 2
{b} 1 1′ — 3 —
{a; b} 1′ 1′ — 3′ —
{d} 2 4 — 3′′ —
{a; d} 2′ 4 — 3′′′ —
{b; c} 3→ — — — —
{a; b; c} 3′→ — — — —
{c; d} 3′′→ — — — —
{a; c; d} 3′′′→ — — — —
{a; d} 4 2′ — — —
automata. Hence, we have to look for columns in the transition table containing the
same state entries. This happens twice in the column labelled a:
• Ter(1; a)= Ter(1′; a)= 1′: since Ter(1)= {b} =Ter(1′)= {a; b}, this conSict is re-
solvable.
• Ter(2; a)= Ter(2′; a)= 4: since Ter(2)= {d} =Ter(2′)= {a; d}, this conSict is re-
solvable.
Observe that the distinguishing function f can be also used to design eNcient back-
ward parsing algorithms for languages in f-DL. The only thing one has to know are
the f-values of all pre"xes of the word w to be parsed.
Let us try to check that daac belongs to the language L in a backward fash-
ion. For the pre"xes, we compute: Ter(d)= {d}, Ter(da)=Ter(daa)= {a; d}, and
Ter(daac)= {a; c; d}.
Since Ter(w1)= {a; c; d}, we have to start our backward parse in state 3′′′. The
column labelled c reveals that after reading the last letter c, we are in state 2′. After
reading the penultimate letter a, we are therefore in state 4. Reading the second letter a
brings us into state 2, since the Ter-value of the pre"x left to be read is {d}=Ter(2).
Finally, reading d brings us to the initial state 0; hence, daac is accepted by the
automaton.
Let us discuss why LR described by
ca∗b+ c(aa)∗d
is not in Ter-DL, as already Radhakrishnan claimed (without proof) [38, Example 3.4].
Let us assume that there exists a Ter-distinguishable left-linear grammar G generating
LR. The only terminating production in G has the form C→ c with Ter(C)= {c}.
Due to backward determinism, there is a unique nonterminal A1 being the left-hand
side of a rule A1→Ca, where Ter(A1)= {a; c}. Then, there might be a sequence of
rules An+1→Ana with Ter(An+1)= {a; c}. Due to the structure of the language, such
a sequence might be arbitrarily long, but since we are aiming at "nite grammars,
there must be a loop in this nonterminal sequence, i.e., there are some i¡j such that
Ai =Aj. Assume that i is the smallest index with this property. Hence, Ai+1→Aia
and Aj+1→Aia. By backward determinism, this entails that Ai+1 =Aj+1. Similarly,
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Ai+2 =Aj+2; : : : ; Ai+(j−i) =Aj =A2j−i. This means that there is only one loop within
this nonterminal sequence, since i was chosen to be the "rst nonterminal index within
some loop. Since this nonterminal loop has to describe the "rst part of the language
(given by the expression ca∗b), we must actually have a loop of length one, i.e.,
i= j−1. This way, the second part of the language (given by the expression c(aa)∗d)
cannot be properly described by G; in fact, this argument leads to the fact that any Ter-
distinguishable left-linear grammar which describes all words of LR will also generate
all words of the regular language L′ described by ca∗(b+d). As the reader may verify,
L′ is indeed Ter-distinguishable. In the terminology of Section 8, we have hence proved
that L′ is the upper-best approximation of LR with respect to Ter-DL.
3.2. Formal language properties
In this section, we list some simple language-theoretic properties of function-distin-
guishable language classes. More precisely, we discuss the usually studied closure
properties. We will see that in most cases we can state nonclosure results. Similar
properties were derived in the case of k-reversible languages by Angluin [1, Theorem
18].
Property 13. For each distinguishing function f, f-DL is closed under intersection.
Proof. The standard construction for showing intersection closure for regular languages
is applicable.
Property 14. There are distinguishing functions f1 and f2 such that f1-DL is closed
under reversals but f2-DL is not closed under reversals.
Proof. For each k¿0, "k -DL was shown to be closed under reversals by Angluin [3].
On the other hand, Ter-DL is not closed under reversal, see Section 3.1.
Lemma 15. Let w∈T ∗ and let f : T ∗→F be a distinguishing function. Then, {w}
and {w}∗ are in f-DL.
Proof. It is easy to see that any "nite automaton A, whose automaton graph (disre-
garding the labels of the arcs by the input symbols) is a simple (open or closed) path,
is f-distinguishable for any distinguishing function f whose domain is (a superset of)
the set of all words over the input alphabet of A.
Lemma 16. Let f : T ∗→F be a distinguishing function and let a∈T be some letter.
For any k¿0, de1ne
Lk = {a; aa; : : : ; ak}:
Then, there is some n¿0 such that Ln ∈f-DL and Ln+1 =∈f-DL.
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Proof. By Lemma 15, both {a} and {a}∗ are in f-DL. As we will show in this
paper, 7 for each distinguishing function f, the class f-DL is learnable from text. Due
to the result of Gold [24] stating that no super"nite language class is identi"able, we
would arrive at a contradiction assuming that the claim of this lemma is not true.
Property 17. For any distinguishing function f, f-DL is not closed under union.
Proof. Let f : T ∗→F be an arbitrary distinguishing function. Consider some a∈T .
According to Lemma 16, Ln ∈f-DL and Ln+1 =∈f-DL for some n¿0. According to
Lemma 15, {an+1}∈f-DL. If f-DL were closed under union, then Ln+1 =Ln ∪{an+1}
would be in f-DL, too, which is an obvious contradiction.
According to Pin [37], the union closure of the 0-reversible languages is character-
ized by another similar class of regular languages which he calls reversible. He calls
a language L reversible iP there is a "nite automaton A accepting L such that A is
deterministic and backward deterministic but has possibly several initial and several ac-
cepting states. 8 Note that reversible languages play an important role in the emerging
theory of quantum automata, as well, cf. the introduction of [2]. It would be inter-
esting to see whether there are any deeper links between identi"ability and quantum
computing.
De Morgan’s law together with Properties 13 and 17 implies:
Property 18. For any distinguishing function f, f-DL is not closed under comple-
ment.
Somewhat in contrast with Property 13, we can state:
Property 19. For any distinguishing function f, f-DL is not closed under intersection
with 1nite languages and, hence, f-DL is not closed under intersection with regular
languages.
Proof. Let f : T ∗→F be an arbitrary distinguishing function. Consider some a∈T .
According to Lemma 15, {a}∗ ∈f-DL. According to Lemma 16, Ln+1 =∈f-DL for some
n¿0. If f-DL were closed under intersection with "nite languages, then Ln+1 = {a}∗
∩Ln+1 would belong to f-DL, an obvious contradiction.
Property 20. For any uniformly de1nable distinguishing function f, f-DL is not
closed under nonerasing homomorphisms.
Proof. Since, for all natural numbers k, {a1; a22; : : : ; akk} is contained in all language
classes f-DL for uniformly de"nable distinguishing functions f (here considered to
7 We will not use the results of this subsection in order to derive the mentioned learnability results, so
that there is no circularity in the argument.
8 Pin gave several interesting characterizations of reversible languages, and some of them turned out to
be very useful also in the contexts of grammatical inference, see [31].
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be de"ned over the alphabet {a1; : : : ; ak}), none of the corresponding classes f-DL is
closed under nonerasing homomorphisms due to Lemma 16.
As regards catenation and Kleene star, we are convinced that none of the classes
f-DL is closed under these operations, although we did not "nd a unifying argument
for showing this claim. In the case of k-reversible languages, we refer to [3, Theorem
18]. In the case of terminal distinguishable languages, the corresponding claims in
[38, Section 3.2.1.1] is Sawed, as the example of the terminal distinguishable languages
(a + b)∗ and (a + bb)∗ shows whose concatenation L is not terminal distinguishable,
since {ba; bba; bab}⊂L and Ter(b)=Ter(bb), but bbab =∈L, confer the last point of
the characterization theorem (Theorem 27) proved below.
3.3. Special distinguishing functions
Already in Section 2.2, we gave several examples of distinguishing functions which,
due to the results in the preceding sections, lead to identi"able language classes. We
will discuss these and other distinguishing functions and the corresponding classes here.
In [15], we claimed the inferrability of the k-terminal distinguishable languages with-
out proof. This fact follows from our general results together with the following lemma.
Lemma 21. For all k ∈N, Terk is a distinguishing function.
Proof. Consider three strings u; w; z ∈T ∗ with Terk(w)=Terk(z). It is clear that k(w)
= k(z) implies k(wu)= k(zu) and that "k(w)= "k(z) implies "k(wu)= "k(zu). Now,
if $k(w)= $k(z) and "k(w)= "k(z), then consider some word x∈ $k(wu). If x∈ $k(w),
then clearly x∈ $k(z)⊆ $k(zu). If x∈ $k(u), then trivially x∈ $k(zu). The only remain-
ing case is x= x1x2, x1 =  and x2 = , where x1 is a suNx of w and x2 is a pre"x
of u. Hence, x1 is also a suNx of "k(w), i.e., x1 is also a suNx of z. Therefore,
x∈ $k(zu). This yields $k(wu)⊆ $k(zu). Interchanging the roles of w and of z, we
obtain $k(wu)= $k(zu), as desired.
Here, we can also supply a proof of the following theorem stated in [15]:
Theorem 22 (Hierarchy theorem). ∀k¿0 : Terk -DL⊂Terk+1-DL.
Proof. As indicated in [15], {ak ; ak+1} is in Terk+1-DL but not in Terk -DL. We need
to apply Proposition 30 in order to prove the inclusion. 9 To this end, we have to
show how to map states of ATerk+1 , which are of the form (x; Y; z) with x; z ∈T¡k+2
and Y ⊆ 2Tk+2 , into states of ATerk . This can be done by





∪ $k(x) ∪ $k(z); "k(z)):
The reader may verify that this mapping is indeed a homomorphism.
9 Again, there is no circularity in the argument.
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Since every k-testable language (in the strict sense) [23] is easily seen to be generat-
able by a general subautomaton of the Terk -distinguishable automaton ATerk , it follows
that every k-testable language is in Terk -DL due to Lemma 6.
Ruiz and GarcXYa discussed another family of language classes which they called
k-piecewise testable languages [42] and showed that each member of this family is
identi"able. In the following, we show how these ideas can be adapted in order to
create identi"able language classes within our setting.
Given x; y∈T ∗, we say that x= a1a2 : : : an, with ai ∈T , i=1; : : : ; n, is a sparse
subword of y iP y∈T ∗{a1}T ∗{a2}T ∗ : : : T ∗{an}T ∗. We will write x|y in this case.
·|· is also called division (ordering). Let .k(w)= {x∈T¡k | x |w}. Without proof, we
state:
Lemma 23. For all k ∈N, .k is a distinguishing function.
Here, observe that w → {x∈Tk | x |w} is not a distinguishing function in general.
Completely analogous to the hierarchy theorem shown for Terk -DL, one can prove:
Theorem 24 (Hierarchy theorem). ∀k¿0 : .k -DL⊂.k+1-DL.
Another related distinguishing function is
w → (k(w); {x ∈ T¡k | x |w}; "k(w)):
Finally, Ruiz et al. [43] discussed a generalization of k-testable languages, where they
allowed one to count the multiplicities of (forbidden) subwords, de"ning the so-called
threshold testable languages. This counting feature can be incorporated both in Terk ,
as well as in .k , in order to obtain other possibly interesting classes of distinguishing
functions. For brevity, we only discuss how to generalize .k and leave all the details
to the reader. Let #(x; y) be the number of positions at which x occurs as a sparse
subword of y. Then de"ne, for every k; ‘∈N:
.k;‘(w) = {(x; #(x; w)) | x ∈ T¡k; #(x; w) ¡ ‘}:
Again, we state without proof:
Lemma 25. For all k; ‘∈N, .k;‘ is a distinguishing function.
4. Characteristic properties
We start this section with a rather straightforward observation which turns out
to be useful not only in the proof of the main theorem of this section (Theorem
27). There, we derive "ve equivalent characterizations for regular languages to be
f-distinguishable. In particular, the characterization by f-canonical automata will be
needed in Section 5 in order to prove the inferrability of f-distinguishable languages, as
well as in Section 6 for proving the correctness of the inference algorithm stated there.
Moreover, this characterization is useful when deriving decidability results. The "fth
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characterization oPers the basis of the de"nition of pseudo-f-distinguishable languages
introduced in the context of approximation in Section 8.
In order to simplify the discussions below, we will always consider only the case
of nonempty languages.
Lemma 26. Let f : T ∗→F be a distinguishing function. Let A=(Q; T; ; q0; QF) be
an f-distinguishing automaton accepting L. Then, we 1nd:
If u1v; u2v∈L⊆T ∗ and f(u1)=f(u2), then ∗(q0; u1)= ∗(q0; u2).
Proof. Consider the "nal states qi = ∗(q0; uiv) of A for i=1; 2. Since f(qi)=f(uiv)
and since f(u1)=f(u2) implies that f(u1v)=f(u2v), condition 3(a) in the de"nition
of f-distinguishing automata yields q1 = q2.
By induction, and using condition 3(b). in the induction step argument, one can
show that ∗(q0; u1v′)= ∗(q0; u2v′) for every pre"x v′ of v. This yields the desired
claim.
We are now presenting the main result of this section, which is a characterization
theorem for f-distinguishable languages. As pointed out in a recent survey by de la
Higuera [26], "nding characterizable identi"able language families is considered to
be one of the major challenges in grammatical inference. Moreover, since everyone
has his=her own preferences regarding the presentation of language families (de"ned
by grammars, automata, or by algebraic properties), we collected here "ve diPerent
characterizations.
Observe that the characterization theorem yields new characterizations for
the special cases of both k-reversible and terminal distinguishable languages. More
precisely, the "rst two characterizing conditions are new in the case of k-reversible
languages, and the last three conditions are new in the case of terminal distin-
guishable languages. So, our characterization theorem links two previously
published, seemingly diPerent approaches of de"ning identi"able language
classes.
Theorem 27 (Characterization theorem). The following conditions are equivalent for
a regular language L⊆T ∗ and a distinguishing function f : T ∗→F :
(1) L is f-distinguishable.
(2) For all u; v; w; z ∈T ∗ with f(w)=f(z), we have zu∈L⇔ zv∈L whenever
{wu; wv}⊆L.
(3) The f-canonical automaton of L is f-distinguishable.
(4) L is accepted by an f-distinguishable automaton.
(5) For all u1; u2; v∈T ∗ with f(u1)=f(u2), we have u−11 L= u−12 L whenever
{u1v; u2v}⊆L.
Proof. (1)→ (2): Assume "rstly that L is generated by an f-distinguishable left-linear
grammar G=(N; T; P; S). Suppose {wu; wv}⊆L. Due to Remark 8, there will be a
unique nonterminal A that will generate w and both S⇒∗ Au and S⇒∗ Av. More
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speci"cally, let u= ar : : : a1 and let
S ⇒ X0 ⇒ X1a1 ⇒ X2a2a1 ⇒ · · · ⇒ Xr−1ar−1 : : : a1 ⇒ Xrar : : : a1 = Au: (1)
Consider now a word z ∈T ∗ with f(z)=f(w). By de"nition of distinguishing func-
tions, we have f(zu)=f(wu). This means that any derivation of zu via G must start
with S⇒X0, since otherwise the third condition (part (a)) of f-distinguishable gram-
mars would be violated. By repeating this argument, taking now part (b) of the third
part of the de"nition, we can conclude that any derivation of zu via G must start as
depicted in (1). Similarly, any derivation of zv must start as any derivation of wv for
the common suNx v. This means that any possible derivation of zu via G leads to the
nonterminal A after processing the suNx u, and any possible derivation of zv via G
leads to A after processing the suNx v, as well. Hence, zu∈L iP A⇒∗ z, and zv∈L
iP A⇒∗ z. Therefore, zu∈L iP zv∈L.
(2)→ (3): Due to Remark 12, we have only to consider cases 3(a) and 3(b) of the
de"nition of f-distinguishable automaton. We will prove that the f-canonical automa-
ton A=A(L; f)= (Q; T; ; q0; QF) of L is indeed f-distinguishable by using two similar
contradiction arguments.
Assume "rstly that there exist two diPerent "nal states q1; q2 of A, i.e., qi =(w−1i L; Xi)
with w−11 L =w−12 L, {w1; w2}⊆L, and X =X1 =X2. We may assume that X =f(w1)
=f(w2). Consider two strings u; v∈w−11 L. Since we may assume property 3 we
know that either u; v∈w−12 L or u; v =∈w−12 L. Since q1 and q2 are "nal states, for
the special case of u= , clearly u∈w−11 L∩w−12 L. This means that v∈w−11 L im-
plies v∈w−12 L. Interchanging the roles of w1 and w2, we obtain w−11 L=w−12 L, a
contradiction.
Secondly, consider two diPerent states q1; q2 of A such that there is a state q3 with
(q1; a)= (q2; a)= q3. We treat the case that qi =(w−1i L; Xi) (where i=1; 2) with
w−11 L =w−12 L and X =X1 =X2. We may assume that X =f(w1)=f(w2). Since A is
stripped by de"nition, there is a suNx s such that w1as; w2as∈L. Hence, as∈w−11 L∩
w−12 L. This means that v∈w−11 L implies v∈w−12 L. Interchanging the roles of w1 and
w2, we obtain w−11 L=w
−1
2 L, a contradiction.
(3)→ (4): is trivial.
(4)↔ (1): see Proposition 7.
(3)→ (5): follows immediately by Lemma 26.
(5)→ (3): Let the regular language L⊆T ∗ satisfy condition 6. Consider A=A(L; f)
= (Q; T; ; q0; QF). Due to Remark 12, we have to verify only condition 3 in
De"nition 11 for A. If u1; u2 ∈L with f(u1)=f(u2), then u−11 L= u−12 L. Hence, ∗(q0;
u1)= ∗(q0; u2), i.e., A satis"es condition 3a.
Consider two states u−11 L and u
−1
2 L of A(L) with f(u1)=f(u2). Assume that (u1a)
−1
L=(u2a)−1L = ∅ for some a∈T . Since A(L; f) is stripped by de"nition, there is
some v′ ∈T ∗ such that {u1av′; u2av′}⊆L. Hence, ∗(q0; u1)= ∗(q0; u2), i.e., A satis"es
condition 3b.
We end this section by providing three useful consequences of the characterization
theorem.
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Lemma 28. Let f be a distinguishing function. The stripped subautomaton of an
f-distinguishable automaton is isomorphic to the f-canonical automaton.
Proof. Denote by A′=(Q′; T; ′; q0; Q′F) the stripped subautomaton of some f-distin-
guishable automaton A=(Q; T; ; q0; QF). According to Lemma 6, A′ is f-distinguish-
able. We have to show that, for all q1; q2 ∈Q′ with f(q1)=f(q2),
{v ∈ T ∗ | ∗(q1; v) ∈ Q′F} = {v ∈ T ∗ | ∗(q2; v) ∈ Q′F} ⇒ q1 = q2;
since then the mapping q → (w−1L(A); f(q)) for some w∈T ∗ with ′∗(q0; w)= q in
A′ will supply the required isomorphism.
Since A′ is stripped, there exist strings u1; u2; v∈T ∗ with q1 = ′∗(q0; u1), q2 = ′∗
(q0; u2) and {u1v; u2v}⊆L(A). Since f(q1)=f(q2) implies f(u1)=f(u2), we can
apply Lemma 26 in order to conclude that q1 equals q2.
The next results supplement the list of formal language results contained in
Section 3.2.
Corollary 29. There is an algorithm which, given some 1nite automaton A (accepting
some L⊆T ∗) and some distinguishing function f : T ∗→F , decides whether L∈f-DL
or not.
Proof. Given A and f, it is easy to construct A(L; f). According to Theorem 27, L is
f-distinguishable iP A(L; f) is an f-distinguishable automaton, a property which can
be checked algorithmically.
Proposition 30. Let f and g be distinguishing functions. If Af is a homomorphic
image of Ag, then f-DL⊆ g-DL.
Proof. In order to show the inclusion, we can restrict our argument to the f-(g-)
canonical automata. Let L∈f-DL. Consider A(L; f). Recall that A(L; f) is the
stripped version of the product automaton A(L)×Af, where also L(A(L)×Af)=L.
Now, it is easy to extend the assumed automata homomorphism mapping Af onto
Ag to a homomorphism mapping A(L)×Af onto A(L)×Ag, i.e., L=L(A(L)×Ag)∈
g-DL.
In other words, the lattice structure of the class of all function distinguishable lan-
guage families is in a certain sense reSected in the structural relations of the automata
representations of the corresponding distinguishing functions. This may give an idea
of how to choose a distinguishing function for one’s purposes: if it is for sure that the
languages L1, . . . , Lk should be members of the prospective identi"able language class,
then choosing as distinguishing function the transition function of A(L1)× · · · ×A(Lk)
could be a "rst try. Some of the computational problems faced when trying to "nd
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a smaller distinguishing function (measured in the size of the range) are discussed in
[19, pp. 12–14].
5. Inferrability
According to a theorem due to Angluin [28, Theorem 3.26], a language class L
is inferrable if any language L∈L has a characteristic sample, i.e., a "nite subset
3(L)⊆L such that L is a minimal language from L containing 3(L).
For the language class f-DL and some language L∈f-DL, consider the correspond-
ing f-canonical automaton A(L; f)= (Q; T; ; q0; QF) and de"ne
3(L; f) = {u(q)v(q) | q ∈ Q}
∪ {u(q)av((q; a)) | q ∈ Q; a ∈ T};
where u(q) and v(q) are words of minimal length with ∗(q0; u(q))= q and ∗(q; v(q))
∈QF . Naturally, a "nite automaton for 3(L; f) may be computed by some Turing
machine which is given A(L) and Af as input.
Theorem 31. For each distinguishing function f and each L∈f-DL, 3(L; f) is a
characteristic sample of L.
Proof. Consider arbitrary languages L; L′ ∈f-DL with 3(L; f)⊆L′. Set A=A(L; f)=
(Q; T; ; q0; QF) and A′=A(L′; f)= (Q′; T; ′; q′0; Q
′
F), cf. Theorem 27. We have to show
L⊆L′. Therefore, we will prove:
Claim. For all w∈Pref (L),
q = ∗(q0; w) = (w−1L′; f(w)) = ((u(q))−1L′; f(u(q))):
The claim implies: If w∈L, i.e., qf = ∗(q0; w) is "nal state of A, then, since
u(qf)∈ 3(L; f)⊆L′, (u(qf))−1L′ is an accepting state of the minimal automaton A(L′)
of L′. This means that (u(qf)−1L′; f(u(qf))) is an accepting state of A′, i.e., w∈L′,
since f(w)=f(u(q)). Hence, L is a minimal f-distinguishable language containing
3(L; f).
We prove the claim by induction over the length of the pre"x w.
If |w|=0, then w= u(q0)= . Hence, the claim is trivially veri"ed.
We assume that the claim holds for all w∈T¡n+1, n¿0. We discuss the case where
w∈Tn, a∈T and wa∈Pref (L). Since w∈Pref (L), the induction hypothesis yields
(w−1L′; f(q))= ((u(q))−1L′; f(q)), where q= ∗(q0; w) and f(w)=f(q)=f(u(q)).
Therefore, (wa)−1L′=(u(q)a)−1L′ and f(wa)=f(u(q)a), since f is a distinguishing
function. Consider q′= (q; a)= ∗(q0; wa). Since {u(q)av(q′); u(q′)v(q′)}⊆ 3(L; f)
⊆L′ and f(u(q)a)=f(u(q′))=f(wa), ′∗(q′0; u(q)a)= ′∗(q′0; u(q′)) due to
Lemma 26 and, hence, we can conclude that (u(q′))−1L′=(u(q)a)−1L′. The induction
is "nished.
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6. Inference algorithm
We sketch an algorithm which receives an input sample set I+ = {w1; : : : ; wM} (a
"nite subset of the language L∈f-DL to be identi"ed) and "nds a minimal language
L′ ∈f-DL which contains I+. In order to specify that algorithm more precisely, we
need the following notions.
The pre1x tree acceptor PTA(I+)= (Q; T; ; q0; QF) of a "nite sample set I+ = {w1;
: : : ; wM}⊂T ∗ is a deterministic "nite automaton which is de"ned as follows: Q=
Pref (I+), q0 = , QF = I+ and (v; a)= va for va∈Pref (I+).
A simple merging state inference algorithm f-Ident for f-DL now starts with the
automaton A0 =PTA(I+) and merges two arbitrarily chosen states q and q′ which cause
a conSict in the "rst or the third of the requirements for f-distinguishing automata.
(One can show that the second requirement will not ever be violated when starting the
merging process with A0 which trivially satis"es that condition.) This yields an automa-
ton A1. Again, choose two conSicting states p;p′ and merge them to obtain an automa-
ton A2 and so forth, until one comes to an automaton At which is f-distinguishable.
In this way, we get a chain of automata A0; A1; : : : ; At . Speaking more formally, each
automaton Ai in this chain can be interpreted as a quotient automaton of A0 by the par-
tition of the state set of A0 induced by the corresponding merging operation. Observe
that each Ai is stripped, since A0 is stripped.
Completely analogous to [3, Lemma 1], one can prove:
Lemma 32. Consider a distinguishing function f and some L∈f-DL. Let I+⊆L⊆T ∗
be a 1nite sample. Let  be the partition of states of A0 =PTA(I+) given by: (q1;
f(q1)), (q2; f(q2)) belong to the same block i7 q−11 L= q
−1
2 L and f(q1)=f(q2).
10
Then, the quotient automaton −1A0 is isomorphic to a subautomaton of A(L; f).
In a fashion analogous to the algorithm ZR designed by Angluin for inferring
0-reversible languages, a somewhat more formal description of the algorithm f-Ident,
where f : T ∗→F , can be given as follows:
Algorithm 1 (f-Ident).
Input: a nonempty positive sample I+⊆T ∗.
Output: A(L; f), where L is the smallest f-distinguishable language containing I+.
∗∗ Initialization
Let A0 = (Q0; T; 0; q0;0; QF;0)=PTA(I+).
For each q∈Q0, compute f(q).
Let 0 be the trivial partition of Q0.
Initialize the successor function s by de1ning s({q}; a) := 0(q; a) for each q∈Q0
and a∈T . 11
10 Note that states of PTA(I+) are words over T .
11 According to the initialization, both s and p may be unde"ned for some arguments.
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Initialize the predecessor function p by p({q}; a) := (q′; f(q′)), with 0(q′; a) := q. 12
Let LIST contain all unordered pairs {q; q′} of states of Q0 such that q = q′,
q; q′ ∈QF;0 and f(q)=f(q′).
Let i := 0.
∗∗ Merging
While LIST = ∅ do begin
Remove some element {q1; q2} from LIST.
Consider the blocks B1 =B(q1; i) and B2 =B(q2; i).
If B1 =B2, then begin
Let i+1 be i with B1 and B2 merged.
For each a∈T , do begin
If both s(B1; a) and s(B2; a) are de1ned and not equal,
then place {s(B1; a); s(B2; a)} on LIST.
If s(B1; a) is de1ned, then set s(B1 ∪B2; a) := s(B1; a);
otherwise, set s(B1 ∪B2; a) := s(B2; a).
For each z ∈F , do begin
If there are (pi; z)∈p(Bi; a), i=1; 2, then:
If B(p1; i) =B(p2; i), then place {p1; p2} on LIST.
Set p(B1 ∪B2; a) :=p(B1; a).
If (p2; z)∈p(B2; a) then:
If there is no p1 with (p1; z)∈p(B1; a),
then add (p2; z) to p(B1 ∪B2; a).
end ∗∗∗ for z
end ∗∗∗ for a
Increment i by one.
If i= |Q0| − 1, then LIST = ∅.
end ∗∗∗ if
end ∗∗∗ while
It can be shown by induction that any pair {q; q′} ever placed on LIST obeys
f(q)=f(q′).
Example 33. Let us illustrate the work of f-Ident by means of an example (with
f=Ter): Consider I+ = {bc; bac; baac}. Since Ter(bac)=Ter(baac), initially (only)
the state pair {bac; baac} of the PTA is placed onto LIST. In the "rst pass through the
while-loop, these two states are merged. Since both s({bac}; u) and s({baac}; u) are
unde"ned for any letter u, s({bac; baac}; u) will be also unde"ned. Since Ter(ba)=Ter
(baa), the pair {ba; baa} is placed on LIST when investigating the predecessors. In
the next pass through the while-loop, {ba} and {baa} are merged, but no further
mergeable pairs are created, since in particular, the predecessors b and ba of ba and
baa, respectively, have diPerent Ter-values. Hence, the following transition function is
12 Note that this state q′ is uniquely de"ned in PTA(I+).
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inferred; for clarity, we indicate the Ter-values of the states in the "rst column of the
table.
Ter a b c
∅ → 0 − 1 −
{b} 1 1′ − 3
{a; b} 1′ 1′ − 3′
{b; c} 3→ − − −
{a; b; c} 3′ → − − −
The somewhat peculiar names of the states were chosen in order to make the com-
parison with the Ter-distinguishable automaton presented in Section 3.1 easier for the
reader. In terms of the block notion used in the inference algorithm, we have 0= {},
1= {b}, 1′= {ba; baa}, 3= {bc}, and 3′= {bac; baac}. Observe that the resulting au-
tomaton is not the minimal automaton of the obtained language ba∗c, which is obtain-
able by merging state 1 with 1′ and state 3 with 3′.
For a proof of the following lemma which lists some properties of f-Ident, we
refer to [3, Lemma 25]; see also [11, PropriXetXe 1.1].
Lemma 34. Let f be a distinguishing function. Consider a chain of automata A0; A1;
: : : ; At obtained by applying algorithm f-Ident on input sample I+, where A0 =PTA
(I+). Then, we have:
(1) L(A0)⊆L(A1)⊆ · · · ⊆L(At).
(2) At is f-distinguishable and stripped.
(3) The partition t of the state set of A0 corresponding to At is the 1nest par-
tition  of the state set of A0 such that the quotient automaton −1A0 is f-
distinguishable.
Theorem 35. In the notations of Lemma 34, L(At) is the smallest f-distinguishable
language containing I+.
Proof. Lemma 34 states that L(At)∈f-DL and I+ =L(A0)⊆L(At). Consider now an
arbitrary language L containing I+. We consider the quotient automaton −1A0 de"ned
in Lemma 32. This lemma entails
L(−1A0) ⊆ L = L(A(L; f)):
By Lemma 6, −1A0 is f-distinguishable, because A(L; f) is f-distinguishable due to
Theorem 27. Lemma 34 yields that t re"nes , so that
L(At) = L(−1t A0) ⊆ L(−1A0) ⊆ L:
Since f-DL is closed under intersection according to Property 13, L(At) is in fact the
smallest f-distinguishable language containing I+.
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By combining Theorems 31 and 35, we can deduce:
Corollary 36. If L∈f-DL is enumerated as input to the algorithm f-Ident, it con-
verges to the f-canonical automaton A(L; f).
The following proposition follows from the fact that f-Ident can be implemented
similarly to the algorithm ZR for 0-reversible languages exhibited by Angluin [3] by
using the operations UNION (of two disjoint subsets, i.e., classes, of a given n-element
universe) and FIND (the class to which a given element belongs). 13
Proposition 37 (Time complexity). By using a standard union-1nd algorithm, the al-
gorithm f-Ident can be implemented to run in time
O(7(2(|F |+ 1)(|T |+ 1)n; n)(|F |+ 1)(|T |+ 1)n);
where 7 is the inverse Ackermann function 14 and n is the total length of all words
in I+ from language L, when L is the language presented to the learner for f-DL.
Proof. Angluin’s time analysis for ZR carries over to our situation. More precisely,
the following amortized analysis is valid: in any case, PTA(I+) has basically n states;
these states comprise the universe of the union-"nd algorithm. UNION will be applied
no more than n− 1 times, since then the inferred automaton will be trivial,
How many FIND operation will be triggered? Two FIND operations will be needed
to compute the blocks B1 and B2 to which a pair (q1; q2) taken from LIST belongs.
Apart from the initialization, a certain number of new elements is put onto LIST each
time a UNION operation is performed. More precisely, each letter a∈T may cause
{s(B1; a); s(B2; a)}, as well as |F | “predecessor pairs” {p1; p2}, to be put onto LIST.
In the initialization phase, no more than min{|F |2; n2} elements are put onto LIST. So,
no more than
(|F |+ 1)|T |(n− 1) + min{|F |2; n2}6 (|F |+ 1)(|T |+ 1)n
elements are ever put onto LIST. The result follows with [33, p. 325].
Note that the performance of f-Ident depends on the size of Af (since the char-
acteristic sample 3(L; f) we de"ned above depends on this size) and is in this sense
“scalable”, since “larger” Af permit larger language families to be identi"ed, as for-
malized in Proposition 30.
Observe that this basically leads to an O(7(|T |2k+1n; n)|T |2k+1n) algorithm for k-
reversible languages; but note that we output a diPerent type of canonical automata
compared with Angluin. When k is small compared to n (as it would be in realistic
applications, where k could be considered even as a "xed parameter), our algorithm
for k-reversible language inference would run in nearly linear time, since the inverse
13 For a rather recent account on union-"nd algorithms and their analysis, we refer to [33]. A thorough
analysis of various algorithms is contained in [46]. A simpli"ed analysis can be found in [6].
14 For the exact de"nition of 7, we refer to [33,46].
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Ackermann function is an extremely slowly growing function. Recall that this feature
is prominent in so-called "xed-parameter algorithms, see [1,8,9].
If we would like to output the deterministic minimal automaton as the canonical
object (instead of A(L; f), as would be done by our algorithm), note that A(L) can be
obtained by A(L; f) in time O(N logN ), where N is the number of states of A(L; f),
see [27]. 15 Since the number of states of A(L; f) is not larger than the number of states
of PTA(I+) which, in turn, is upperbounded by O(n), our algorithm "k -ident would
outperform Angluin’s O(kn3) algorithm for the inference of k-reversible languages [3,
Theorem 33] for small k and |T |.
f-Ident can be easily converted into an incremental algorithm, as sketched in the
case of 0-reversible languages in [3, Section 5.5].
7. An alternative presentation
In their works, Radhakrishnan and Nagaraja do not start with the PTA of the given
input data set I+ but rather with a so-called “skeletal grammar”, which corresponds to
the “maximal canonical automaton” MCA(I+) in the framework of Dupont and Miclet
[11]. Here, we show how that approach corresponds to ours (following the approach
of Angluin) as detailed above. To simplify our discussions, let Af(I+) (Lf(I+), re-
spectively) denote the output automaton (language, respectively) of the merging state
inference algorithm sketched above when given I+. Recall that we have shown (disre-
garding automaton isomorphism) that
A(Lf(I+); f) = Af(I+):
Consider an input sample set I+ = {w1; : : : ; wM}⊆T+. 16 Let wi = ai1 : : : aini , where
aij ∈T , 16i6M , 16j6ni. The skeletal automaton for the sample set is de"ned
as
AS(I+) = (QS; T; S ; Q0; QF);
where
QS = {qij | 16 i 6 M; 16 j 6 ni + 1};
S = {(qij; aij; qi;j+1) | 16 i 6 M; 16 j 6 ni};
Q0 = {qi1 | 16 i 6 M} and
QF = {qi;ni+1 | 16 i 6 M}:
Observe that we allow a set of initial states. The frontier string of qij is de"ned by
FS(qij)= aij : : : aini . The head string of qij is de"ned by the equation HS(qij)FS(qij)
=wi, i.e., HS(qij)= ai1 : : : ai; j−1. In other words, HS(qij) is the unique string leading
from an initial state into qij, and FS(qij) is the unique string leading from qij into a
15 cf. the discussion in [48] regarding the practical performance of diPerent minimization algorithms.
16 The inclusion of the empty word would cause some unnecessary technicalities.
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"nal state. 17 Therefore, the skeletal automaton of a sample set simply spells all words
of the sample set in a trivial fashion. Two things can be easily observed.
Remark 38. (1) The state partition  of QS induced by q≡ q′ iP HS(q)=HS(q′)
yields the pre"x tree acceptor, i.e., PTA(I+)= −1AS(I+).
(2) Since there is only one word leading to any q, namely HS(q), f(q)=f(HS(q))
can be uniquely de"ned.
Now, for qij; qk‘ ∈QS , de"ne qijf qk‘ iP (1) HS(qij)=HS(qk‘) or (2) FS(qij)
=FS(qk‘), as well as f(qij)=f(qk‘).
The following assertion is easily veri"ed:
Lemma 39. For each distinguishing function f and each sample set I+, f is a
re>exive symmetric relation on the set QS of states of AS(I+).
In general, f is not an equivalence relation on the state set of AS , as the following
example shows: 18
Example 40. Consider the trivial distinguishing function "0 (which de"nes the
0-reversible languages) and I+ = {a; aa}. The skeletal automaton has state transitions
(q11; a; q12), (q21; a; q22) and (q22; a; q23). Since HS(q11)=HS(q21)=  and HS(q12)
=HS(q22)= a, as well as FS(q12)=FS(q23)= , FS(q11)=FS(q22)= a and FS(q21)
= aa, all states in QS are "0-equivalent, but q11"0 q12.
Therefore, we de"ne ≡f := (f)+, denoting in this way the transitive closure of
the original relation. The following lemma is again easy to show.
Lemma 41. For each distinguishing function f and each sample set I+, ≡f is an
equivalence relation on the state set of AS(I+).
We now consider the automaton −1f AS(I+), where f is the partition induced by the
equivalence relation ≡f. We need to show that Af(I+)= −1f AS(I+). As a preparatory
stage, we prove:
Lemma 42. For each distinguishing function f and each sample set I+, −1f AS(I+) is
an f-distinguishable automaton.
Proof. We have to verify the three conditions posed upon f-distinguishable automata
for −1f AS(I+), see De"nition 11. Let  denote the transition relation of 
−1
f AS(I+)
17 In order to overcome unnecessary technical complications, we stress here that we are dealing with a
sample set, i.e., we do not consider repetitions of sample words which are allowed in Gold’s model in
general.
18 This corrects the corresponding false statements following De"nition 3.4 in [38], as well as a remark in
[15].
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and [q0, its initial state. (We use barred state notations for states of 
−1
f AS(I+) and
nonbarred notations for states of AS(I+).)
Ad 1 (determinism): Consider an input word w with q1; q2 ∈ ∗( [q0; w). Then, there
are some qij ∈ [q1 and qk‘ ∈ [q2 (recall that [q1; [q2 are both sets of states of AS(I+)) with
HS(qij)=w and HS(qk‘)=w. Hence, qijf qk‘, which means that [q1 = [q2, since [q1
and [q2 are equivalence classes of states of AS(I+).
Ad 2 (f well-de1ned for states): Observe that f(q) is well-de"ned for every state
q of AS(I+). It is easy to check that if qf q′, then f(q)=f(q′). Since q; q′ ∈ [q iP
q≡ fq′ iP q+f q′, f(q)=f(q′) immediately follows by the transitivity of equality.
Ad 3 (backward determinism with the help of f): This point can be shown similar
to point 1 (formally by induction).
Theorem 43. For each distinguishing function f and each sample set I+, Af(I+)=
−1f AS(I+) (up to isomorphism).
Proof. According to [11], we can consider −1f AS(I+) as being obtained by a se-
quence of merging state steps, merging only two states at a time. Without loss of
generality, such a sequence of mergings might start with “repairing” violations of the
determinism requirement, so that we obtain PTA(I+) as an intermediate automaton, see
Remark 38(1). Similar to the reasoning in the previous lemma, the reader may verify
that each of these merging steps can be justi"ed also by the existence of conSicts in the
merged states according to the inference algorithm sketched in the preceding section.
Therefore, the proven correctness of this inference algorithm shows this theorem, as
well.
This argument justi"es the presentation of certain subcases of function distinguishable
languages, as done in [14,17].
Moreover, the alternative presentation gives an alternative identi"cation algorithm
similar to the one presented by Radhakrishnan in [38] in the case of terminal distin-
guishable languages, see also [15]. In some sense, the preprocessing of this algorithm as
done in step 2 is comparable to the way Angluin’s algorithm for k-reversible language
inference proceeds.
Algorithm 2 (An alternative to f-ident).
(1) Construct AS(I+).
(2) Compute, for each state q of AS(I+), (HS(q);FS(q); f(q)).
(3) Construct a graph G whose vertices are the states of AS(I+) and where there is
an edge between q and q′ i7 qf q′.
(4) Compute the transitive closure G∗ of G.
(5) Merge f-equivalent states and construct −1f AS(I+).
As the reader may verify, a naive implementation of the above algorithm would
result in an O(n3) learning algorithm due to the complexity of computing the transitive
closure. Taking into account that there is no need to actually construct G, since any G′
with (G′)∗=G∗ would suNce, it is rather straightforward to see that constructing such a
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G′ with O(n) edges can be done by using the already mentioned union-"nd algorithm.
Computing G′ would take time O(7(n2; n)n2). Now, it can be readily observed that
the explicit computation of the transitive closure is not needed anymore, since the
classes built during successive applications of the union-"nd algorithm already are the
equivalence classes. This way, we get an O(7(n2; n)n2) learning algorithm which is
very similar to f-ident, indeed, but with a more intuitively appealing justi"cation.
8. Approximation
One possible idea to overcome the weakness of the model of exact learning from
text (as discussed in the Introduction) is to use the idea of approximate learning. In
this area, various approaches have been considered, e.g., metric space approaches [49],
allowing absolute or relative errors [5,41], or lattice-theoretic approaches [29,30] (based
on [51,34,35,36]). We will focus on the last approach in the following. Kobayashi and
Yokomori introduced in [29,30] the notion of upper-best approximation in the limit
of a target language with respect to the hypothesis space. They showed that regular
languages can be upper-best approximated by k-reversible languages for any "xed k.
Here, we shall prove that similar results are true for any class f-DL. In particular, this
implies that, given any enumeration of an arbitrary regular language to some identi-
"cation algorithm for f-DL, this algorithm will converge, yielding some well-de"ned
result. In particular, the terminal distinguishable languages can be used to approxi-
mate all regular languages in a precise sense. This is interesting, since Radhakrishnan
and Nagaraja already empirically observed in [39] that their algorithm converges for
regular languages, but not for context-free languages in general. 19 The approximation
notion developed by Kobayashi and Yokomori gives a mathematical explanation of this
empirical observation.
Firstly, we give the necessary de"nitions due to Kobayashi and Yokomori.
Let L be a language class and L be a language, possibly outside L. An upper-
best approximation [LL of L with respect to L is de"ned to be a language L∗ ∈L
containing L such that for any L′ ∈L with L⊆L′, L∗⊆L′ holds. If such an L∗ does
not exist, [LL is unde"ned.
Remark 44. If L is closed under intersection, then [LL is uniquely de"ned.
We say that I identi1es an upper-best approximation of L in the limit (from positive
data) by L if I reacts on an enumeration E of L with an output device stream Di ∈D
such that there is an N (E) so that, for all n¿N (E), we have Dn=DN (E) and, moreover,
the language de"ned by DN (E) equals [LL∈L.
Let L1 and L2 be two language classes. We say that L1 has the upper-best ap-
proximation property (u.b.a.p.) with respect to L2 iP, for every L∈L2, [L1L is
19 They even claimed [39, Theorem 5] that, under some trivially satis"able conditions, any nonregular
context-free language fed into an inference machine for terminal distinguishable languages makes the iden-
ti"cation process nonconverging. This statement is wrong, as we will see later by means of an example.
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de"ned. A language class L2 is called upper-best approximately identi1able in the
limit (from positive data) by L1 iP there exists an inference machine I which iden-
ti"es an upper-best approximation of each L∈L2 in the limit (from positive data) by
L1. This notion of identi"ability coincides with Gold’s classical notion of learning in
the limit in the case when L1 =L2.
Consider a language class L and a language L from it. A "nite subset F ⊆L is called
a characteristic sample of L with respect to L iP, for any L′ ∈L, F ⊆L′ implies that
L⊆L′.
Now, "x some distinguishing function f. We call a language L⊆T ∗ pseudo-f-
distinguishable iP, for all u1; u2; v∈T ∗ with f(u1)=f(u2), we have u−11 L= u−12 L
whenever {u1v; u2v}⊆L. By our characterization theorem, L∈f-DL iP L is pseudo-
f-distinguishable and regular. Immediately from the de"nition, we may conclude:
Proposition 45. Let L1⊆L2⊆ · · · be any ascending (possibly in1nite) sequence of
pseudo-f-distinguishable languages. Then,
⋃
i¿1 Li is pseudo-f-distinguishable.
For brevity, we write u1≡ L;fu2 iP u−11 L= u−12 L and f(u1)=f(u2).
Remark 46. Let L⊆T ∗ be a regular language and let f : T ∗→F be a distinguishing
function. Then, the number of equivalence classes of ≡L;f equals the number of states
of AL (plus one) times |F |, and this is just the number of states of A(L; f) (plus |F |).
Let L⊆T ∗ be some language. For any integer i, de"ne Rf(i; L) by
(1) Rf(0; L)=L and




By de"nition, a language is pseudo-k-reversible [30] iP it is pseudo-"k -distinguish-
able. Since Rf turns out to be a hull operator, the following statement is obvious.
Proposition 47. For any language L and any distinguishing function f, Rf(L) is the
smallest pseudo-f-distinguishable language containing L.
Lemma 48. Let L⊆T ∗ be any language. If u1 and u2 are pre1xes of L, then u1≡ L;fu2
implies that u−11 Rf(L)= u
−1
2 Rf(L).
Proof. Let u1 and u2 be pre"xes of L with u1≡ L;fu2. By de"nition of ≡L;f, u−11 L=
u−12 L = ∅. Hence, there is a string v so that {u1v; u2v}⊆L⊆Rf(L). Furthermore, by
de"nition of ≡L;f, f(u1)=f(u2). Since Rf(L) is pseudo-f-distinguishable due to
Proposition 47, u−11 Rf(L)= u
−1
2 Rf(L).
Lemma 49. Let L⊆T ∗ be any language and let f be any distinguishing function.
Then, for any pre1x w1 of Rf(L), there exists a pre1x w2 of L with w−11 Rf(L)=
w−12 Rf(L).
1706 H. Fernau / Theoretical Computer Science 290 (2003) 1679–1711
Proof. Since w1 is a pre"x of Rf(L) iP w1 is a pre"x of Rf(i; L) for some i¿0, it
suNces to show the following claim by induction:




Trivially, the claim is true when i=0, since Rf(0; L)=L.
As an induction hypothesis, assume that the claim is shown for i= ‘. Hence, we
have to consider w1 ∈Pref (Rf(‘+1; L))\Pref (Rf(‘; L)) in the induction step. Consider
some w1z ∈Rf(‘ + 1; L)\Rf(‘; L). This means that there are strings u1; v; w∈T ∗ with
{u1v; u2v; u1w}⊆Rf(‘; L), f(u1)=f(u2) and u2w=w1z. If |u2|¿|w1|, w1 is a pre"x of
u2v∈Rf(‘; L), contradicting to our assumption. Therefore, we have w1 = u2v′ for some
v′ ∈T+. Since Rf(L) is pseudo-f-distinguishable and {u1v; u2v}⊆Rf(L) as well as
f(u1)=f(u2), u−11 Rf(L)= u
−1




(u1v′)−1Rf(L). Since v′ is a pre"x of w, u1v′ is a pre"x of u1w∈Rf(‘; L). By our
induction hypothesis, there is a pre"x w2 of L such that w−12 Rf(L)= (u1v
′)−1Rf(L)=
w−11 Rf(L).
By a reasoning completely analogous to [30], we may conclude:
Theorem 50. For any distinguishing function f : T ∗→F , the class f-DL has the
u.b.a.p. with respect to the class of regular languages over the alphabet T .
Observe that the number of states of ARf(L) is closely related to the number of states
of A(L; f), see Remark 46.
Theorem 51. For any distinguishing function f : T ∗→F , the class of regular lan-
guages over the alphabet T is upper-best approximately identi1able in the limit from
positive data by f-DL.
The reader may verify that, for the example discussed in Section 3.1 and contin-
ued in Example 33, we have Ter-DL(ca∗b + c(aa)∗d)= ca∗(b + d). In fact, giving
cab; caab; cad as input to Ter-Ident already yields the language ca∗(b + d). Since
ca∗(b+d) is a superset of the input language, this hypothesis will not be changed any-
more. In this way, we can also deduce that ca∗b+c(aa)∗d is not a Ter-distinguishable
language, a fact derived in Section 3.1 in a more complicated but direct way. In
general, from a point of view of formal languages, it is interesting to observe that
proving nonmembership of a language L within a certain identi"able language class
is usually an easy task: one simply has to study the behaviour of the correspond-
ing inference machine when L is spelled to it. In contrast, showing nonmembership
of a language in some language class is a rather diNcult task in formal language
theory.
Let us now discuss what happens if we input an enumeration of an arbitrary language
L⊆T ∗ into an inference machine I for f-DL, where f : T ∗→F is some distinguishing
function. In general, this learning process will not converge. Nevertheless, if S1; S2; : : :
is a sequence of "nite languages with
⋃
i¿1 Si =L, we could think of
⋃
i¿1 Rf(Si) as
being the language which is identi"ed by this in"nite learning process. The following
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proposition shows that, in this sense, I still infers the smallest pseudo-f-distinguishable
language.
Proposition 52. Let f : T ∗→F be a distinguishing function. Let S1; S2; : : : be a se-
quence of 1nite languages with
⋃










Proof. Rf(L)⊆ Rˆf(L) is immediate by Propositions 45 and 47. Consider some w∈
Rˆf(L). This means that there is an i¿1 such that w∈Rf(Si). By monotonicity, w∈
Rf(L).
Let us consider two further examples: If Sm= {aibi | 16i6m} is input to Ter-Ident,










RTer(Si) = {anbn | n¿ 1} =: L:
In particular, this means that the inference process does not converge, as also claimed
by Radhakrishnan and Nagaraja for this case [39, Example 7]. For example, S2 would
yield the following transition function on the partition of the state set of PTA(S2):
a b
→ {} {a} −
{a} {aa} {ab; aabb}
{aa} − {aab}
{aab} − {ab; aabb}
{ab; aabb} → − −
If now, as a third input sample, aab would enter (e.g., when spelling L∪{aab}),
then Ter-Ident would "rst merge {aab} and {ab; aabb} and then {a} with {aa} due
to a backward nondeterminism conSict. Hence, the regular language aa∗bb∗ will be
inferred, and the inference algorithm will converge, although L∪{aab} is a nonregular
context-free language satisfying the assumptions of Theorem 5 in [39]. Therefore, this
example provides a counterexample to the quoted theorem.
In the spirit of [31, Corollary 2], it is possible to obtain other, new identi"able
classes of regular languages as homomorphic images of an arbitrary class f-DL (for
each "xed distinguishing function f).
9. Discussion
We have proposed a large collection of families of languages, each of which is iden-
ti"able in the limit from positive samples, hence, extending previous works. As the
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main technical contribution of the paper, we see the introduction of new canonical ob-
jects, namely the automata A(L; f). This also simpli"es correctness proofs of inference
algorithms for k-reversible languages, k¿0, to some extent. It seems to be interesting
to study these canonical automata also in the search-space framework of Dupont and
Miclet [10,11,12].
We feel that deterministic methods (such as the one proposed in this paper) are quite
important for practical applications, since they could be understood more precisely than
mere heuristics, so that one can prove certain properties about the algorithms. Moreover,
the approach of this paper allows one to make the bias (which each identi"cation
algorithm necessarily has) explicit and transparent to the user: the bias consists of (1)
the restriction to regular languages and (2) the choice of a particular distinguishing
function f.
We have provided a publicly accessible implementation of a learning algorithm for
(each of the families) f-DL see www-fs.informatik.uni-tuebingen.de/∼fernau/GL.htm.
Its description will appear in the proceedings of SSPR’02 in the series LNCS of
Springer. A user can then "rstly look for an appropriate f by making learning ex-
periments with typical languages he expects to be representative for the languages in
his particular application. After this “bias training phase”, the user may then use the
such-chosen learning algorithm (or, better, an improved implementation for the speci"c
choice of f) for his actual application. Several (computational) problems arising in this
context are discussed in [19, pp. 12–14].
If the application suggests that the languages which are to be inferred are nonregular,
methods such as those suggested in [38] can be transferred. This is done most easily
by using the concept of control languages as undertaken in [13,14] or [45, Section 4],
or by using the related concept of permutations, see [22]. Recently, we transferred the
results presented in this paper to the case of learning tree languages, where analogous
results are obtainable [21].
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