Abstract
Introduction

27
The ability to organize our past experiences is a defining aspect of memory. A crucial component of our 28 ability to organize memory is distinguishing between separate experiences that may share contextual features, 29 such as those experiences that occurred in the same environment. For example, imagine that you have been 30 asked to recommend things to do in a city you have visited frequently-the question elicits your memories of 31 experiences from locations in that city, but also does not cause you to combine and confuse the memories for 32 all those different experiences. While lesion studies have demonstrated that declarative memory processes 33 depend on intact medial temporal lobe (MTL) structures, such as the hippocampus and entorhinal cortex 34 (Scoville and Milner, 1957, Squire et al., 1993) , it is not clear how the activity of neurons in these regions 35 enables the brain to organize memories so we can differentiate experiences to prevent interference while 36 also associating each memory with the common context in which they all occurred. To examine the neural 37 basis of these issues, we studied this organization of memory through the lens of spatial navigation, because 38 a common set of neural circuits and computations directly support both spatial navigation and memory 39 processes (O' Keefe and Nadel, 1978) .
40
The discovery of place cells in the hippocampus (O'Keefe and Dostrovsky, 1971 ) and grid cells in the 41 entorhinal cortex (Hafting et al., 2005) , demonstrated spatial tuning for cells in regions that are essential to 42 memory function (Squire et al., 1993) . Spatially modulated neuronal activity has also provided evidence for a 43 mechanism that might support memory representation and differentiation. Place fields "remap"-changing 44 the location of their firing spatial firing fields in an environment in response to changes in sensory input for 45 local cues or environmental structure (Leutgeb et al., 2005 , Muller et al., 1987 -which demonstrates that 46 place cells can differentiate between different spatial contexts by representing each context with a specific 47 pattern of neural activity. Critically, researchers have proposed that remapping acts as a general mechanism 48 for representing and differentiating non-spatial memories (Colgin et al., 2008) . Recent work has supported 49 this idea by showing that changes to an animal's behavioral state, attention, or goal can induce also remapping 50 (Dupret et al., 2010 , Gauthier and Tank, 2018 , Komorowski et al., 2009 , Markus et al., 1995 , Miller et al., 51 2013 , Wood et al., 2000 . This suggests remapping serves as a mechanism linking spatially responsive 52 neurons to memory, such that cells remap in responses to changes in memory states.
53
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59
To test this hypothesis, we recorded and analyzed the activity of single neurons from the MTL of human 60 epilepsy patients as they performed a cued spatial-memory task in which they recalled the locations of 61 cued objects while moving through a virtual environment. We observed a unique population of cells in 62 the entorhinal cortex and cingulate, which we refer to as trace cells. Specifically, trace cells remap their 63 activity to locations near the cued object-location memory, indicating that their neural activity related to the 64 specific location relevant for the memory cued on each trial. Furthermore, as subjects moved through the 65 cued object's remembered location, the firing rate of entorhinal trace cell could decode the cued object for 66 that trial, and this memory-specific neuronal activity was also present even when subjects were not moving 67 through the environment. Trace cell activity in the entorhinal cortex thus illustrates a potential neural basis for 68 the representation and differentiation of experiences that occur in a single environment for memory retrieval.
69
Results
70
We recorded from 295 neurons in the entorhinal cortex, hippocampus, amygdala, and cingulate cortex of 19 71 neurosurgical patients performing an object-location memory task in a virtual, linear track environment (Fig. 72 1A). In this task, subjects were instructed to learn the locations of different objects along the track and then 73 to recall the locations when the objects were removed. The task consisted of separate encoding trials and 74 retrieval trials. Encoding and retrieval trials follow the same general structure and task instruction, except 75 that objects are visible on the track during encoding trials, and are absent during retrieval trials. Each trial 76 begins with an "cue period," in which subjects view text instructions indicating the cued object for that trial.
77
Following this is the "hold period," during which subjects remain stationary at the entrance to the track for 78 4 seconds. Then, the "movement period" begins and the subject is moved automatically down the track.
79
During encoding trials, the object remains visible on the track, allowing the subject to easily press a button as 80 they approach the object's location (Fig. 1B) . During retrieval trials, the object is absent and subjects press a 81 button at the location where they remember the cued object being present. Figure 1C shows that subjects 82 performed this task accurately because they pressed the button within 2.8 virtual units of the correct location 
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84
We examined the activity of each neuron in the task during retrieval trials by computing its firing rate 85 as a function of the subject's virtual location along the track. To assess the modulation of neuronal activity,
86
we used a two-way repeated-measure ANOVA to identify neurons whose activity varied as a function of the 87 subject's location during retrieval trials, the retrieval cue, and their interaction. This analysis revealed two 88 groups of neurons with distinct firing patterns. We found neurons with firing rates that varied as function 89 of subject location alone ( Fig. 2A) , similar to conventional place cells (Ekstrom et al., 2003, O'Keefe and 90 Dostrovsky, 1971) . We also found a distinct cell type, which we call "trace cells," that exhibited spatial firing 91 fields that remapped to different locations along the track according to the retrieval cue on each trial (Fig. 2B, 
92
S2).
93
Place cells activate in fixed locations, independent of memory retrieval demands. While subjects 94 moved down the track, place cells activated in fixed locations of the environment ( Fig. 2A, 3A) . We defined 95 place cells as those that showed a significant main effect of subject location on firing rate, and had at least one 96 place field. We defined place fields by characterizing contiguous locations in which firing rate significantly 97 exceeded a threshold measured with a permutation procedure (see Methods). A total of 16.9% of cells 98 analyzed (50/295, p < 0.05, binomial test) showed this consistent spatial modulation of firing rate, and we 99 classified them as place cells. A majority of spatial fields were smaller than 10% of the track length and none 100 covered more than 40% of the track (Fig. 3C) . We found significant numbers of place cells in the entorhinal 101 cortex, hippocampus, and cingulate ( Fig. 3D ; binomial test, p < 0.05).
102
Because 90% of the place cells continued to show this spatial coding even after accounting for potential 103 effects time (MacDonald et al., 2011 ) or speed (Kropff et al., 2015 , it indicates that a significant subset of 104 responsive cells in the hippocampus, entorhinal cortex, and cingulate were modulated primarily by space 105 rather than the memory demands of a trial.
106
Trace cells remap according to cued memory retrieval In addition to place cells, we also observed trace 107 cells whose firing fields remapped depending on the memory retrieval cue for each trial (Figs. 2B, S2 ). Figure   108 2B depicts two example cells recorded in the entorhinal cortex that showed spatially modulated activity.
109
However, the particular location preference of each cell changed depending on the retrieval cue, or the 110 specific object location that the subjects had been instructed to recall on each trial. Specifically, these cells 
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112
We defined trace cells as those that showed a significant interaction effect of the subject's location and the 113 retrieval cue on firing rate, and had at least one trace field. We characterized trace fields as the place field that 114 a trace cell exhibited during the retrieval trials for a particular object location. We found significant numbers 115 of trace cells (43/295; binomial test, p < 10 −11 ), primarily in the entorhinal and cingulate cortices (Fig. 4A ).
116
We observed at least one trace cell in 15 of 19 subjects (Supp. 
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The copyright holder for this preprint . http://dx.doi.org/10.1101/433862 doi: bioRxiv preprint first posted online Oct. 3, 2018;  demonstrate a possible mechanism whereby a single cell's activity could maintain distinct representations 120 of different memories. To test whether the particular nature of this remapping related to the specific object 121 location that was recalled, we assessed where trace fields were most prominently located with respect to 122 cued object locations during retrieval trials (when the object is no longer on the track). We found that 123 trace fields were predominantly located preceding the cued object's location (χ 2 (1) = 10.4, p < 10 −3 ; Fig.   124 4B), which indicated to us that the activity of these cells could be driven by the memory for the object's 125 location. Critically, trace cells did not represent multiple remembered object locations simultaneously, instead 126 switching between trace fields depending on the specific cued object (see Fig. 2B, S2 ). Trace cells did not 127 always remap to the location of every cued object, with trace cells exhibiting anywhere from 1-4 trace fields 128 throughout the session (Fig. 4C ). These observations suggest that human trace cells remapped according 129 to the retrieval cue-evidence that top-down memory retrieval demands influence remapping of trace-cell 130 activity.
131
The findings described above left open the possibility that the activity of trace cells was driven by 132 non-memory processes. Specifically, the activity of these cells might be explained by representations of 133 object or goal locations (Deshmukh and Knierim, 2011 , Gauthier and Tank, 2018 , Hoydal et al., 2018 , Sarel 134 et al., 2017 or increases in visual attention related to object-scene associations (Moores et al., 2003) . Each of 135 these alternatives suggest that trace-cell activity would be conserved during encoding trials, which feature the 136 same motor action, object, and goal location, but additionally provides visual cues in the form of the visible 137 object on the track. We thus compared neural responses between retrieval and encoding trials because it 138 allowed us to control for effects unrelated to memory retrieval. We examined trace cell firing rates as subjects 139 passed through the center of each trace field during encoding versus retrieval trials and found that trace-cell 140 firing activity was significantly greater during retrieval than encoding (t(125) = 15.5, p < 10 −30 ; Fig. 4D ).
141
This significant increase in activity during retrieval suggests that trace cell activity reflected memory for 142 object locations rather than visual responses to the object or it's location.
143
These observations suggested that trace cells remap to cued object locations during memory retrieval, but 144 did not directly link trace-cell activity to subjects' memories for object locations. In order to assess whether 145 trace-cell activity supports memory retrieval directly, we next assessed trace-cell activity relative to subjects' 146 response locations. Aligning trace-cell activity to subjects's responses on retrieval trials, we found that trace 
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151
demonstrating that top-down memory demands drive the remapping of trace fields to cued object locations as 152 shown in Figure. 4B.
153
An alternate explanation for these findings is that trace cells were activating in anticipation of subjects' 154 motor response (i.e., the button press). As before, we tested this possiblity by examining encoding trials when 155 the motor demands identical to retrieval. During encoding trials we found significantly smaller changes in 156 firing rates around the response location (ANOVA F(1) = 5.79, p = 0.016; Fig. 4G ). This diminished effect 157 in encoding trials indicates that trace-cell activity does not reflect anticipatory motor responses (see Supp.
158
Analyses for additional controls).
159
The firing rates of entorhinal trace cells distinguish between separate memories from the same en-160 vironment. In everyday life we often remotely recall events from outside of the environment in which 161 they occurred. While our observation of trace cells above demonstrate that trace cell activity may scaffold 162 distinct memories in their encoding environment, these findings do not show how they could be a useful 163 mechanism for more generally dissociating memories without depending on movement through the encoding 164 environment. We therefore asked if the same neuronal patterns associated with a particular memory emerge 165 if subjects are cued for retrieval but do not move through the environment. To this end, we examined the 166 activity of trace cells during the stationary hold period (Fig. 1A) , when subjects are held at the beginning 167 of the environment, which immediately followed cue presentation. Trace-cell firing rates during retrieval 168 trials were significantly elevated during the hold period as opposed to all other periods of the task ( Fig. 5A; 
169
ANOVA F(4) = 2.88, p = 0.02; FDR-corrected post-hoc t-tests p < 0.05), indicating that trace cells were 170 possibly engaged by memory retrieval or maintenance related to the cued object during this period, even 171 though subjects were not moving in the environment.
172
If trace cells activate after cue presentation during the hold period, we hypothesized that this activity was 173 related to the neural patterns associated with retrieval of cued object locations? If so, this would support the 174 idea that trace-cell activity organizes memories in space but also generalizes beyond navigation to distinguish 175 memories for retrieval. We therefore assessed if the trace-cell activity during the hold period correlated with 176 the activity during the "response period" on the same trial, which is the period during movement when subjects 177 responded to indicate the remembered object location. If trace cells were exhibiting a memory-specific rate 178
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The copyright holder for this preprint . http://dx.doi.org/10.1101/433862 doi: bioRxiv preprint first posted online Oct. 3, 2018;  code in response to the different retrieval cues, we reasoned that this level of neuronal activity should remain 179 intact over both these periods. Consistent with our predictions, we found that trace-cell activity was positively 180 correlated between these two periods within individual trials (Fig. 5B,C ). This indicated that trace cells 181 exhibited similar patterns of neural activity both during movement through the original encoding location and 182 when subjects are held stationary at the entrance to the environment (e.g., Fig. 5D & S4 ).
183
To more directly demonstrate that the same patterns of neuronal activity in both the hold and response 184 period consistently carried information about the memories being retrieved on each trial, we next used a cross- 
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287
Next, the "movement period" begins automatically, in which subjects are moved forward along the track.
288
Subjects are moved passively for 56 of 64 trials and on other randomly selected trials control movements 289 with a handheld controller (Supp. Fig. 1A )-we did not analyze the manual movement trials here. Individual 290 trials consisted of either encoding or retrieval trials (see 1A). The first two times that subjects encounter 291 a particular object are encoding trials, in which the object is visible during movement so the subjects can 292 learn its location. On the subsequent retrieval trials, the object is invisible during movement and subjects 293 are instructed to recall its location by pressing the controller button when they believe they are at the correct 294 location. Subjects encode and retrieve a total of 4 unique object-location associations (16 trials of each) over 295 the course of a session, with each object located at a different randomly selected location ( Figure 1B ). In 296 addition to pressing a button to indicate their memory for the object location, subjects are told to press a 297 button as they enter the "stopping zone" at the end of the track, which is visually delineated by a new floor 298 coloring at the end of the track. Pressing the button in this region ends the movement period, and subjects are 299 then shown a fixation cross for 5 seconds ("fixation period"). Finally, during the "feedback" period at the 300 end of each trial, subjects receive points corresponding to how close they pressed the button to the correct 301 location during movement. Only one object was ever present on the track at any given time. The task was 302 split such that the retrieval cue for the first half of each session could correspond to objects 1 or 2, while 303 retrieval cue for the second half could correspond to objects 3 or 4.
304
A distinctive feature of our task is that during movement periods subjects are moved subjects passively 305 while their speed is automatically changed in a seemingly random fashion. These uncontrolled speed changes 306 encourage subjects to attend continuously to their current location because they cannot accurately predict 
17
The copyright holder for this preprint . http://dx.doi.org/10.1101/433862 doi: bioRxiv preprint first posted online Oct. 3, 2018;  To measure task performance, we compute subject's distance error (DE) on each trial, which is defined as 312 the distance between the subject's response location and the actual location of the object. We used a median 313 split of each subject's DE distribution to segment individual trials where performance was good versus bad. We excluded neurons that had a mean firing rate below 0.2 Hz or above 15 Hz (potential interneurons). 
327
We determined the anatomic location of each implanted microwire electrode bundle using a combination 328 of pre-implantation MRI and post-implantation CT scans. First, we performed automated whole brain and Identifying place cells and trace cells. To examine how neuronal activity varied with location in the 335 virtual environment, we binned the virtual track into 40 bins, referred to as "VR-bins" (each VR-bin is 336 equivalent to approximately 1.7 VR-units) enabling us to measure neuronal firing rates in this binned space.
337
For each cell, we counted the spikes in each spatial bin and divided this quantity by the time spent in that bin 338 to yield a firing rate estimate. We smoothed this firing rate estimate on the single-trial level using a Gaussian 
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344
We used a 2-way repeated-measure ANOVA to examine the effects of subject location (1-40 VR-bins), 345 object cue (1, 2, 3, 4), and their interaction, on the binned firing rate of each cell. We defined place cells 346 as those that showed a consistent and significant main effect of location on firing rate via the ANOVA, and 347 that also had a place field greater than 5% the size of the track. Additionally, we performed an ANCOVA 348 to confirm the main effect of position in the ANOVA, with position serving as a main factor while speed 349 and time were covariates (Robitsek et al., 2013) . We only considered a neuron to be a place cell if its firing 350 was significantly modulated by place even after factoring time and speed in as covariates in the ANCOVA.
351
We defined place fields as regions at least 5% the size of the track where the firing rate was significantly estimates 500 times and re-analyzing the data. Six cells showed a main effect of object cue on firing rate.
356
These cells were excluded from analyses.
357
We defined trace cells as those cells whose firing rate showed an interaction between subject location and 358 object cue in the ANOVA. Trace fields in trace cells were determined via the same method as for place cells, 359 using a post-hoc test to identify firing fields that were specific to individual object-location associations. A 360 trace field for a particular object cue was considered unique if the peak location did not overlap with that of 361 any other trace field for that cell (Fig. 1D) .
362
Decoding analysis. We used a multivariate decoding framework to test whether trace-cell activity reflected 363 information about the content of each object-location memory across different retrieval contexts. This 
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369
The purpose of this decoding analysis was to ascertain whether a group of neurons provided a representa-370 tion of the contents of memory that was similar in form across across separate contexts. For this decoding,
371
we used a k-nearest neighbors (kNN) algorithm using a one-vs.-all paradigm for multi-class decoding of the 372 identity of the remembered item from the recorded neuronal activity. Firing rates were binned by task period 373 and normalized. On each trial we computed the "response period" firing rate by normalizing the activity 374 in the 10 VR-bins preceding the response by the 10 VR-bins following the response (Supp Fig. 5 ). This 375 normalization procedure captured both the pre-response increase and post-response decrease in firing rate 376 described in the results. We used a similar method to compute a matched "control period" utilized in Figure   377 6C, using the 20 VR-bins immediately following the end of the response period. This ensured that the control 378 period was of equal length to the response period, and that the neural activity during this control period did 379 not overlap with the neural activity during the response period.
380
We trained all the different task period decoders on the firing rate during a particular period of the task 381 and tested on the response period neural activity. Additionally, we trained and tested one decoder with 382 the response period firing rate -this decoder was trained using leave-one-out cross validation to assess 383 performance (Supp Fig. 5 ). We assessed significant decoding accuracy using a binomial test. Chance-level 384 decoding accuracy was at 25%, given the equal presentation of the 4 different objects. 
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The copyright holder for this preprint . http://dx.doi.org/10.1101/433862 doi: bioRxiv preprint first posted online Oct. 3, 2018;  Supplementary Analyses Control: Binning firing rate by space. In order to assess the spatial binning on our results, we calculated the results of our main analyses using 30 and 50 equal sized spatial bins, rather than 40 bins as in our main analyses. The number of place cells and trace cells identified by the ANOVA did not vary significantly as a function of the number of bins (results remained within 95 % confidence interval of binomial test determining significant proportion of place and trace cells). This indicates that our primary results are not determined by the spatial scales of the bins used for data analysis.
Control: Electrodes in epileptic regions. The subject cohort examined in this study has drug-resistent epilepsy. Prior research has supported past work in epileptic cohorts through use of scalp EEG or fMRI (Lachaux et al., 2003) . Still, it is important to consider whether electrophysiology research in the epileptic brain is reflective of healthy brain. Approximately 31% of the single-units we analyzed were recorded on microwires localized to clinically determined ictal onset zones. To more rigorously control for any confounding effect of epileptic activity, we re-ran all analyses excluding all neurons recorded from these clinically defined ictal onset zones. Our main findings remained unchanged with respect to the proportion of place cells and trace cells, and their properties. Further, this data exclusion did not change any results with respect to trace-cell activity or decoding.
Control: Independence of multiple sessions by a single patient. Several patients contributed multiple sessions of the task, with each session analyzed independently. However, in order to ensure that patients contributing multiple sessions to this study were not confounding our results (Supp. Table 1), we ran control analyses utilizing only the first session recorded from each patient. This controlled for any confounding effect of multiple sessions. Our main findings remained unchanged with respect to the proportion of place cells and trace cells, and their properties. The results presented here thus utilize all the data.
Trace cell activity follows subjective memory judgment. We sought to understand whether trace-cell activity followed the participants' subjective memory of the object-location regardless of whether that memory was correct or incorrect. We tested this by splitting the retrieval task data into "good" and "bad" memory trials utilizing a median split within each subject. Both good and bad retrieval trials showed the same pattern of trace-cell activity with respect to response locations (pre, post paired t-test t(978) = −0.43, p = 0.66 t(978) = 1.12, p = 0.26; Supplemental Fig. 3C ) -firing elevated before subjects' response and decreased after, regardless of whether the trial was from the best half or worst half of the subjects' performance. Given that we determined trace-cell activity was not an effect of the button press action itself, this suggested that the trace cells track a person's subjective memory of the object-location, whereas if these cells were involved in context reinstatement we likely would have observed less activity during bad memory trials.
Control Analysis: Trace cells do not encode time to button press. One alternative explanation of tracecell activity is that it reflects a fixed anticipatory signal for the subjects' motor action, the button press. Given that every trial featured random speed changes, our task controlled for consistent effects of time. This inherently meant that trace cells activating at consistent locations relative to subjects' response were not responding at consistent times relative to that response, as time and location were dissociated across trials. To illustrate this, we assessed trace cell firing as a function of time relative to subjects' response. We analyzed the activity of the trace cells time-locked to button press, rather than aligning trace cell activity by spatial bin/distance to button press as in Figure 2F . Anticipatory motor responses are thought to occur within 1-second preceding the relevant event (Mauritz and Wise, 1986 ), so we analyzed trace-cell firing in a 3-second window surrounding the response. Supplementary Figures 3D,E shows that trace cells did not show any consistent effect of time, as opposed to Figure 2D , in which trace cells exhibit clear preference for particular spatial positions that preceded retrieval. These results provided further evidence that the activity 2 . CC-BY 4.0 International license It is made available under a (which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity.
The copyright holder for this preprint . http://dx.doi.org/10.1101/433862 doi: bioRxiv preprint first posted online Oct. 3, 2018;  of trace cells reflected spatial activations at or near the remembered positions of cued objects, rather than simply firing at a fixed time preceding button press. Control: Trace cell hold-response period correlation does not result from temporal auto-correlation.
Given that the response period activity was calculated by normalizing the pre-response firing rates by the post-response firing rates, the results in Fig. 4B ,C already control for the effects of temporal autocorrelation (i.e., the hold period firing rate predicts the firing rate for the rest of the trial). To further ensure that the correlation we observed between the hold period firing rate and the response period firing (see Fig. 4B,C) was not the result of such a confound, we computed the correlation between the hold period firing rate and a "control period". Control period activity was computed using the length of the track following the response period, thus ensuring it used the neural activity in the regions of the track that did not overlap with the response period. This control period firing rate was computed identically to the response period-the mean firing rate of the first 10 VR-bins of the control period were normalized by the mean firing rate of the last 10 VR-bins. We then computed the correlation between the hold and control period firing. The null distribution of correlation coefficients assessed in this way is depicted by the dotted line in Fig. 5C .
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