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Summary
The EU has by means of new policy restricted the discarding of fish at sea, including bycatch and slipping. As a result, the fishing industry now requires improved methods to identify fish species and size before the catch process begins. With the introduction of robust broadband echosounder (i.e. downward looking sonar) on the market, active acoustic data now have the potential for improved target discrimination for both type and size (i.e. determine fish species and size).
The aim of this project is to develop methods for fish classification and size estimation using data from broadband echosounder and further implement them into a software for near-real time viewing. Such a software would help skippers to take better informed decisions while fishing.
This project is running over three years (June 2016 to June 2019) in collaboration between
Wageningen Marine Research (WMR), Redersvereniging voor de Zeevisserij (RVZ) and TNO. This document reports on the improvement of the methods used for fish species classification.
Introduction
The EU has by means of new policy restricted the discarding of fish at sea, including bycatch and slipping. As a result, the fishing industry now requires improved methods to identify fish species and size before the catch process begins. With the introduction of robust broadband echosounder (i.e.
downward looking sonar) on the market, active acoustic data now have the potential for improved target discrimination for both type and size (i.e. determine fish species and size).
This project is running over three years ( , algorithm development is carried out by WMR and TNO. Here, a short introduction to these algorithms will be given and substantial improvements and new features relative to the previous project will be described. In term of pre-processing of the acoustic data, it consists of an echogram enhancement followed by a fish school detection, similarly to the previous project For species classification, three approaches are employed:
• statistical classification aimed at identifying species based on statistical features contained in the acoustic data and resulting images; e.g. related to school size, shape, echo intensity distribution, school density, time signals etc • frequency response classification based on the enhanced frequency spectrum available from the broadband data, which should theoretically differ between different types and shapes of fish species
The statistical classification follows a similar approach to the one from the previous project while the frequency response classification has undergone more developments. The frequency response classification was based on a trend analysis and is now using a machine learning (Neural Network) approach.
Also, there is general improvements benefiting the species classification algorithm: (1) access to more data (2) improved data organisation (3) development of a specific data format for algorithm training.
The development of improved data organisation and specific data format allows one to reduce each data sets to fish schools ( Figure 2 ) and therefore to update the algorithm with new data more easily.
In term of data, only 3 data sets were available from only one vessel in the last project 1 . Here, this has been expanded to 8 data sets (with the same species, Horse Mackerel, Herring, Mackerel) from four different vessels (3 commercial vessels, 1 research vessel, see Berges et al. 2 for more details).
The aim is to develop the algorithm so it can be trained based on data from all vessels and have a classifier applicable to the three commercial vessels, without vessel specific corrections. 
Statistical classification 2.1.1 Method description
A number of simple as well as more complex features are derived from the pre-processed data ( Figure   1 ). These features are related to statistical properties of a given fish school and are different among different fish species. The differences between fish species are the basis for species identification. In addition, in order to make the classification more robust against environmental and electronic interferences, some of the features are also computed for the background data, i.e. data at various locations in the water column.
For the statistical classification, the training data set is made of statistical features that are computed for numerous fish schools of the different fish species of interest. This training data set is used for: (1) testing the ability of each feature to discriminate each species; (2) assess classification efficiency of each feature. Base on this dataset, the classifier uses features of all species to derive equations that takes the form of decision boundaries between classes (e.g. Figure 3 ). The decision boundary is the end results of the algorithm training process. Further, using the trained classifier on unknown test samples, the same feature or combination of features are computed and provided as an input to the classifier. Using the "trained" decision boundaries, the classifier is then able to determine on which side of the decision boundary the sample lays, providing the classification decision. The type of classifier determines how the boundaries are derived. Several common classifiers derive their boundary using the following approaches:
• K-nearest neighbours: for each test sample it determines the distance to the K closest training samples of each class. The class with the shortest distance is the classification output.
• NMC: Nearest Mean Classifier. For each test sample it computes the distance to the average of all training samples of a class. This is done for every class; the class with the shortest distance is the classification output.
• SVC: Support Vector Classifier. A support vector classifier is a discriminative classifier defined by a separating hyperplane or maximum margin separator: a linear decision boundary with the largest possible distance from the decision boundary to the training samples it separates. 
Improvement of the software
The improvements for the statistical classification are twofold:
• It has been changed from a school classifier to a school part classifier.
•
The amount of data available for training is larger, thus providing more robust classification.
Frequency response classification 2.2.1 Method description
The frequency response classification is using machine learning approach, more specifically a Neural Network method 3,4 (NN). This consists of interconnected processing elements that after appropriate training are able to solve a specific problem. Here, the problem consists on determining the fish species given frequency response measurements.
A NN is typically constituted of several layers of neurons: input layers, hidden layers where undergoes the classification process (through application of weights, biases and operators) and output layers, yielding the final scores for the classification.
Here, the input to the NN is the thresholded and normalized spectrum (see Figure 4 ) measured by the wideband echosounder for the following WBT channels: 70 kHz WBT, 120 kHz WBT, 200 kHz WBT. The normalization process consists of bounding the maximum and minimum of each spectrum between -1 and 1 based on two threshold boundaries. The frequency response is expected to vary significantly between fish species and to a lessened extent with depth and area 1, 5, 6 . More specifically, the number of inputs to the NN is the number of frequency bins the spectrum is divided into. This is further fed into the various layers of the NN. Here, an architecture optimized for pattern recognition is used (Figure 4 ). It consists of 1 hidden layer and 1 output layer.
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The Figure 4 ) and biases ( and in Figure 4 ) for each neuron in each layer.
Figure 4: Spectrum levels (as backscattering volume strengths, i.e. Sv

) example for: Herring (blue line), Horse Mackerel (red line) and Mackerel (yellow line). Before being inputted to the NN, these spectrum are normalized between -1 and 1 using a threshold as boundaries (e.g. -120 dB to -30 dB).
Figure 5: Schematic of NN architecture used here. This is composed of 2 layer, hidden and output layers.
The adjustment of the weights and biases is performed prior to the use of the NN in a real situation, during a process a training, validating and testing the NN. This is done using a data set that consists of echosounder records of various fish schools of all three species. It is also associated with robust ground truth in the form of catch samples. This data set is divided into three components:
• Training: these data are used to compute weights and biases through various iterations.
• Validation: these data are used to validate the NN and make sure it does not become too specialised with respect to the training data.
• Testing: these data are used to assess the performance of the NN after the training it completed.
A NN training performed for fish school classification is shown in Figure 5 . A training data set is made of several inputs samples (frequency response) together with associated outputs (fish species). The weight and biases are adjusted for each sample using a backpropagation algorithm 3 . This is repeated several times over the training data set and each iteration is called an "epoch" (x-axis in Figure 5 ). At the end of each epoch, an error index is calculated (y-axis in Figure 5 , cross-entropy 3 in this instance)
for the training data set and the validation data set. After 10 epochs, one can observe that the error index for the training data set drops rapidly while remaining constant for the validation data set. The set of weights and biases are becoming increasingly optimised for the training data set but not the validation data set. This is because the weights and biases are only updated using the training data set. Though, the validation data is here to ensure that the NN does not loose generality (i.e. is not too specialised to the training data set). Therefore, the optimal training is where the performance of the validation data set is maximized (i.e. minimized error). First, the acoustic data are pre-processed and a fish school detection algorithm is applied. Using catch composition for each trawl, different species (i.e. HER, HOM, MAC) are allocated to relevant detected fish schools (i.e. fish schools with matching time and depth). This constitutes the ground-thruthed data. From these, 750 spectra are selected at random for each species. This makes a data set of 2250 spectra in total. With equal number of samples for each species, the test data set is made of 750 samples and the training and validation data set is made of 1500 samples.
Using the training shown in Figure 6 (using backpropagation), the test data is processed using the trained NN. The results are shown in Figure 7 , displayed in a confusion matrix. Such a plot allows one to observe the performances of the NN for different classes. For each classes, the amount of correct and incorrect classifications are displayed. In this example, it can be observed that over 750 samples, 14 cases are miss-classified: 10 cases were classified as HOM while being HER and 4 instances where classified as HOM while being HER. These results shown here are only trial results and the performance of the NN will be improved as further analysis are being carried out and more data are available through the project. 
Improvement of the software
In the previous project 1 , the frequency response classification was performed using a dynamic factor On the basis of this accreditation, the quality characteristic Q is awarded to the results of those components which are incorporated in the scope, provided they comply with all quality requirements.
The quality characteristic Q is stated in the tables with the results. If, the quality characteristic Q is not mentioned, the reason why is explained.
The quality of the test methods is ensured in various ways. The accuracy of the analysis is regularly assessed by participation in inter-laboratory performance studies including those organized by QUASIMEME. If no inter-laboratory study is available, a second-level control is performed. In addition, a first-level control is performed for each series of measurements.
In addition to the line controls the following general quality controls are carried out:  Blank research. 
