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Introduction
This paper extends the spatial econometric methods for modeling origindestination matrices containing interregional flows introduced in LeSage and Pace (2005) . These are general data structures used in a variety of economic, geography and regional science research contexts. Our focus is on interregional flows where a network structure exists to connect the regions.
The network literature often makes a distinction between networks that are "open-access" versus "closed-access". Our approach would accommodate either type of network, focusing only on the presence or absence of a network route in the regions under study. Following LeSage and Pace (2005) , our methodology allows for three types of spatial/network connectivity between origin and destination regions. We overlay information regarding the network structure and regions, providing an extension of the LeSage and Pace (2005) methodology.
We use truck and train commodity flows (measured in tons per kilometer) in our empirical example, and as a concrete example for discussion purposes. We note that numerous other flows such as telecommunication, airline passengers, train travel and shipping, and automobile and truck traffic are also heavily dependent on the transport network infrastructure used. LeSage and Pace (2005) make the intuitively plausible argument that: 1) large commodity flows from region A (origin) to region Z (destination) might be accompanied by similarly large flows from neighbors to region A to region Z; 2) large commodity flows from region A to region Z might be accompanied by similarly large flows from region A to neighbors to region Z; and 3) large commodity flows from region A to region Z might be accompanied by large flows from neighbors to region A to neighbors of region Z.
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Based on this, they devise formal spatial weight matrices that reflect these three types of spatial connectivity between origin and destination regions. These spatial weights can be used in the family of spatial econometric models popularized by Anselin (1988) to estimate the relative strength of these three types of spatial connectivity relations between origin regions such as A and destination regions Z. They label 1) above as origin-based dependence, 2) as destination-based dependence and 3) as origin-destination dependence.
In the context of our commodity flows, origin dependence of type 1) would be particularly convincing if the transportation network connecting the origin region A to the destination region Z included highway/railway routes from regions neighboring the origin A to the destination region Z.
Similar arguments could be made regarding destination dependence of type
2) as well as origin-destination dependence of type 3) above. That is, highway/railway routes would seem an essential aspect of the argument in favor of spatial clustering of flow magnitudes (the dependent variable) that represent the hallmark of the spatial autoregressive/lag econometric models under consideration here.
The focus of this study is on a formal method for adjusting the spatial weights introduced by LeSage and Pace (2005) to reflect a general dependence structure between origin and destination regions that incorporates the nature of the transport network infrastructure. We are also interested in whether this type of adjustment will improve the estimates, inferences and predictions of the model. by 1 origin-destination distances and γ a scalar parameter. Typically, these regression models assume ε ∼ N (0, σ 2 I n 2 ).
The term 'spatial interaction models' has been used in the literature to label models of the type in (1), Sen and Smith (1995) . With a few exceptions, use of spatial lags typically found in spatial econometric methods have not been used in these models. The notion that use of distance functions in conventional spatial interaction models effectively capture spatial dependence in the interregional flows being analyzed has been challenged in recent work by Porojan (2001) for the case of international trade flows, Lee and Pace (2004) for retail sales.
There has been widespread recognition of the need for such models in disciplines such as population migration, Cushing and Poot (2003, p. 317) .
There is considerably less recognition of issues related to spatial dependence in the transportation flow modeling literature. LeSage and Pace (2005) provide a parsimonious way to structure the connectivity of origindestination regions in a fashion consistent with conventional spatial autoregressive models where each observation represents a region rather than an origin-destination pair. This seems to have been the stumbling block to extending conventional spatial econometric methods to origin-destination flow situations.
The family of models introduced by LeSage and Pace (2005) rely on a spatial autoregression filtering shown in (2). 
produce the regression model from (1). Other restrictions would result in models that allow for only origin-based dependence (ρ 2 = ρ 3 = 0), only destination-based dependence (ρ 1 = ρ 3 = 0), and so on. Of course, estimates of the parameters ρ 1 , ρ 2 and ρ 3 would provide an inference regarding the relative importance of the three different types of spatial dependence between the origin and destination regions.
Our example of flows from origin A to destination Z is depicted in Figure 1, where Queen-type contiguity has been used to define neighbors to the origin region A and destination region Z. These neighbors to origin region A are labelled b, c, d, e, f, g, h, i and neighbors to destination region Z are r, s, t, u, v, w, x, y , s, t, u, v, w, x , y in the figure. The parameter ρ 2 for this spatial lag would measure the impact and significance on flows from all origins to all destinations from this type of neighboring observation. Finally, the third spatial lag in the model W w y is constructed using an average over all neighbors to both the origin and destination regions A and Z, that is: b, c, d, e, f, g, h, i, r, s, t, u, v, w, x, y. Here, the associated parameter ρ 3 represents the overall impact of this particular type of interaction effect. , d, e, f, g, i or r, t, u, v, w, At this point, we are abstracting from issues related to the number of entry and exit points on the highway in each region, and we are assuming that 7 access to the highway is limited to those regions through which it passes.
We have assumed for simplicity that the matrix W is a binary Queen-type contiguity matrix that is row-normalized, where contiguous neighboring regions have a value of 1 and others 0 before normalization. The modified matrices we suggest represent a subset of the Queen-type contiguous regions, only those through which the highway passes. However, one could rely on more sophisticated approaches to forming an initial row-normalized matrix W that would take into account the number of entry and exit points on the highway in each region, the relative accessibility to the highway from each region that neighbors the origin and destination regions, etc. All of the modelling and estimation methods we set forth and illustrate here would work for these more informative weight structures, provided they were rownormalized. We provide specific illustrations and further discussion of extensions along these lines in Sections 3.3 and 3.4.
One issue that could be of great importance is that of accessibility. This The map in Figure 3 shows the total flows to all regions as destinations.
(Darker blue colors reflect lower levels of flows while lighter blue and orange colors indicate higher flow levels.) Examining this map in conjunction with that of the road/rail network in Figure 2 , it is clear that the level of flows to destination regions that are on the road/rail network is higher than for regions not on the network. The algorithms used to produce the estimates were those described in LeSage and Pace (2005) , which involve maximizing the log-likelihood function concentrated with respect to the parameters β and σ in the model. This results in a three-parameter optimization problem involving the parameters ρ 1 , ρ 2 , ρ 3 . Having found optimal values for the ρ i , i = 1, . . . , 3 parameters, estimates for β can be recovered using:
Similarly, the estimate forσ 2 is constructed using (e e)/(n 2 − k), where the vector e denotes the residuals from the model in (2). Estimates of neighbor also represents a region through which the road/rail routes pass, there would be a + symbol as well. In comparison to the average of 5.2 contiguous neighbors, the average number of neighbors with road/rail routes was 3, and the standard deviation was 1.11.
We note that use of some number say m of nearest neighbors in place of first-order contiguity can allow for more regions along a road/rail route to enter the subset of regions used to produce the averages that become the spatial lag variables. As an example, consider the simple case of regions organized along a line which also contains the road/rail route. Use of firstorder contiguity would allow one neighbor to the left and another to the right to enter into creation of the spatial lag variable. In contrast, use of the six nearest neighbors relation would allow for the 3 nearest neighbors to the left and 3 nearest neighbors to the right to enter when creating the spatial lag variable. One way to view this is that one can construct spatially lagged variables that trace out longer segments along the transportation routes by increasing the number of neighbors used to produce the initial matrix W in the model. In conjunction with the restriction that only neighbors on the road/rail routes will be included in formation of the spatial lags, this will result in a direct relationship between increased numbers of nearest neighbors and the length of the road/rail segments that enter into formation of the spatial lag variables. We will illustrate this aspect of model specification using our sample data for the 35 Austrian regions in the next section.
As explanatory variables used to form the matrices X o and X d we used:
population density of the region; the log of area in each region; and the change in employment, population and GDP per capita over the previous year. Note that we produced parameter estimates for three years 1999, We would expect that changes in employment, population, and per capita GDP would exhibit positive signs, leading to higher levels of commodity flows at both the origin and destination regions. The coefficient estimate on distance should be negative indicating a decay of flows with distance, whereas the impact of population density when controlling for growth in employment, population and per capita GDP is less clear.
Estimation results
One focus of estimation is comparison of the model based on spatial weights constructed from simple contiguity relationships versus the model based on road/rail network considerations. A second question that arises regards the nature of the estimates and inferences from the two types of models. Table 2 presents the parameter estimates for the contiguity-based spatial weight model and Table 3 shows estimates from the modified model.
Comparing the estimates for the spatial dependence parameters ρ 1 , ρ 2 , ρ 3 (
This leads to a model that includes the interaction term
the sequence of spatial lags with a coefficient equal to −ρ 1 ρ 2 , as shown in (4).
This might provide a partial motivation for the negative sign on the coefficient ρ 3 from the contiguity-based spatial model. It appears clear that the estimated parameters ρ 3 do not obey the implied restriction that
However, another motivation is that when one is attempting to model flows in the presence of a network structure, the relationship between neighbors to origin and neighbors to destination regions is simply not important. For the case of household migration decisions, it might be intuitively plausible that the costs and benefits of moving from region A to Z are similar to the costs and benefits of moving from regions that neighbor A to regions that neighbor Z. The presence of an interaction effect such as this is likely to be enhanced if the variables that come into play in determining household costs and benefits are positively spatially correlated. For example, employment and income opportunities in neighboring counties or states may be similar because of regional economic conditions. In contrast,
for the situation where network routes come into play, there is far less motivation for the importance of neighbors to the origin and neighbors to the destination regions if they do not have access to the network.
The corridor neighborhood model
Turning attention to the corridor (or road/rail modified) model we see a pattern of estimates for ρ 1 , ρ 2 , ρ 3 where all three parameters are positive. This should not be surprising since the spatial lags for the origin and destination (associated with parameters ρ 1 and ρ 2 ) average over neighboring regions on the corridor network which should be positively associated with the level of commodity flows. In addition, the spatial lag for the interaction term averages over neighbors to the origin and neighbors to the destination that are also on the corridor, suggesting that flows between an origin and destination region that are both on the network corridor should be greater than flows between regions where only one of the two is located on the corridor.
Given this type of interpretation for the three parameters ρ 1 , ρ 2 , ρ 3 in this model, it should come as no surprise that the magnitude of ρ 3 is the largest, reflecting the positive impact on levels of commodity flows that arise from both origin and destination regions being located on the network corridor.
There is also a consistent pattern of larger values for the parameter ρ 1 than ρ 2 in all three years, suggesting that neighbors to the origin region on the corridor represent the second most important determinant of high levels of commodity flows between O-D pairs.
The estimates and inferences for the explanatory variables in the two models suggest that distance is negative and significantly related to the level of flows for all three years in both models, as we would expect. The area of the origin and destination regions is positively related to the level of flows in all three years for both models, but differing somewhat in terms of the level of significance. With one exception, changes in employment, population and GDP per capita over the previous year are positively related to the level of flows at both the origin and destination regions for both models and all three years. The exception being population change in 1999 for the corridor model which is negative, but not significantly different from zero. Although the signs of these coefficients are positive, the levels of significance vary across the two models and the time periods. Finally, population density is negative and significant at the 0.95 level or above for both origin and destination regions in both models for the years 1999 and 2000. For the year 2001 sample, we find positive but weakly significant estimates for origin and destination regions in both models. Before turning to the empirical results from this experiment we make some observations on the nature of a model based on our road/rail network corridor modification scheme in the context of nearest neighbor weight matrices. As already indicated, an increase in the number of nearest neighbors used to form the initial weight matrix W will result in spatial lags that place relatively more emphasis on regions located along the road/rail routes. We can interpret the extent to which increasing the number of nearest neighbors extends the spatial lags along the road/rail corridor by calculating the number of first-order contiguous neighbors, number of second order contiguous neighbors (these are neighbors to the first-order contiguous neighbors), and so on for higher order contiguity relationships. That is, our spatial lags now extend out to the two neighboring regions that lie in the direction of the entry and two regions that lie in the direction of exit along the road/rail corridor through the regions in the sample.
Similarly, the spatial lag based on the interaction term W w y will reflect an average over these 8 regions.
A point to note is that for reasonably small samples as we increase the number of nearest neighbors, the spatial lag based on the interaction term may become a source of redundant information. As the spatial lags based on W o y and W d y are extended to include all regions on the road/rail corridor, there is less need to incorporate an average of these two sets of regions. To see this, consider that as we extend out along the transport corridor there will come a point at which the spatial lag W o y and the spatial lag W d y are constructed based on many of the same regions. As these two variable vectors begin to look more similar due to the overlap of regions used to construct the spatial lags at the origin and destinations, there will be less of a role for the spatial lag based on the interaction term W w y, which is constructed using observations from neighbors based on both origins and destinations. In fact, the spatial lags W o y and W d y will come to look more and more like the spatial lag W w y based on the interaction term.
These ideas are important for interpreting estimates and inferences from model specifications based on a weight matrix W constructed using an increasing number of nearest neighbors. One implication is that we should change our interpretation of the parameters ρ 1 , ρ 2 , ρ 3 as we increase the number of neighbors used in the model specification. At some point, the redundancy of information in the spatial lag vectors will produce a classic collinear relationship between these three variable vectors. As in the collinear variables situation, we might expect to see all of the importance placed on a single spatial lag variable (a large and significant coefficient)
with the other two variables becoming small and insignificantly different from zero. As a limit to the process of increasing the number of nearest neighbors used to produce W , we will have a single spatial weight matrix that produces a spatial lag vector that reflects an average of flows from all regions on the road/rail corridor. In this situation it should be clear that there is only a role for a single spatial lag vector.
Another implication of these ideas is that simple optimization of the likelihood function over models specified based on varying numbers of near- An empirical investigation of these issues was carried out for our sample of 35 regions using an origin matrix W constructed using nearest neighbors that varied from 5 to 30. As already noted, the average number of firstorder contiguous neighbors for our sample is 5.2, the average number of second-order neighbors 13.5, with a standard deviation of 3.45, and the average number of third-order contiguous neighbors is 24.1 with a standard deviation of 3.86. This suggests that use of 30 nearest neighbors would allow the spatial lags to extend outward beyond the three nearest regions on the road/rail routes. We note that with a sample of 35 regions, use of the 30 nearest neighbors results in spatial lags constructed on the basis of nearly the entire sample of 35 observations. Adding our modifying restriction that only neighbors lying on the road/rail corridor are included, this should result in a spatial lag that is constructed from almost all regions on the road/rail corridor. Table 4 presents results based on the 1999 sample information in the form of a log-likelihood function value, the standardized sum of squared errors and the three estimates for the parameters ρ 1 , ρ 2 , ρ 3 for models based on the varying number of nearest neighbors. Table 5 Another cause for concern is the monotonically increasing relationship between the number of neighbors and estimates for the parameters ρ 1 , ρ 2 , ρ 3 .
We see that an increase in the number of neighbors places more weight on the parameters ρ 1 and ρ 2 and less on ρ 3 . We note that after 18 neighbors for the 1999 year sample the estimate for ρ 3 became insignificantly different from zero, and this occurred for the year 2000 sample at 14 neighbors.
It should also be noted that a stability restriction requires that the sum: One way to further investigate this potential problem would be to impose a restriction that ρ 3 = 0, or that ρ 3 = −ρ 1 ρ 2 . This might be useful for problems involving use of a large number of neighbors in a small sample environment. In conjunction with the restriction that ρ 1 + ρ 2 must be less than one for stability, this might provide enough prior information to overcome any weak data problems. Other solutions that generally work well in the face of weak sample data problems are Bayesian priors placed on the parameters involved.
We tested imposition of a zero restriction on the parameter ρ 3 and found 
Other extensions and areas for further research
Extensions to the modification procedure suggested here could include weight matrices based on distances from the centroids of each regions to the road/rail network, where the weight decays with distance. This would allow nearby regions that are not on the road/rail corridor to enter into determination of the spatial lags, with the weight assigned decaying inversely with distance from the network. An additional parameter could be introduced to determine the rate of decay with distance.
Other characteristics of the regions and transport network could be used when modifying the matrix W that forms the basis for the model of LeSage and Pace (2005) . For example, the number of entry and exit access points along the road or rail network, or the length of the route contained in each region could be used to produce a more tailored set of weights. Similarly, a combination of regional characteristics could be used to create an accessibility index or variable that might be the basis for assigning spatial weights.
In this vein, anisotropic neighbors could be used to construct the weight matrices, allowing for directionality in the model. For example, separate weight matrices reflecting neighbors to the north, south, east and west could be constructed. In this case, an increase in the number of neighbors could be used to move along the transportation corridor in separate directions, or different spatial dependence parameters could be introduced to capture directional aspects of dependence.
For customized weight structures of the type mentioned above, the problems found here in distinguishing between alternative weight structures based on likelihood function values may be aggravated. LeSage and Pace (2004) provide an illustration of these types of problems in a Bayesian model comparison setting. They find that: 1) the strength of spatial dependence exerts an influence on the quality of model comparison inferences; and 2) the sample size plays an important role. Intuitively, in the face of weak spatial dependence it will be difficult to distinguish between alternative weight structures because the role they play in explaining variation in the dependent variable is small. It is also intuitively plausible that, making fine distinctions between alternative weight structures will require a large sample with many regions that exhibit a potentially rich connectivity structure.
LeSage and Pace (2005) point out that the conventional assumption of a normal distribution for the disturbances in the data generating process (and the implied normal distribution of the origin-destination flow magnitudes)
may not be a valid one. They suggest and illustrate implementation of a Bayesian Markov Chain Monte Carlo (MCMC) estimation procedure that allows for a fat-tailed error distribution (Gelfand and Smith, 1990, Geweke, 1993) . This robust estimation approach should be useful for the case of commodity flows of the type considered here. Outliers or aberrant observations are downweighted during estimation to preclude these observations from exerting an undue influence on the resulting estimates and inferences.
They also discuss tobit variants of the model that can be estimated with the same MCMC procedures, which would be useful for data samples containing missing values for some of the origin-destination pairs. In fact, the sample data used in this study contained some missing values which were set to zero values.
A final point is that models based on spatial dependence in the error structure or models exhibiting both dependence in the dependent variable and the error structure can be treated in a similar fashion to those illustrated here. For example, LeSage and Pace (2005) point to models of the type 31 shown in (5) and (6).
Without loss of generality, the same modification scheme suggested here could be used to form the matrices W o , W d and W w in these models.
Conclusions
Drawing upon work by LeSage and Pace (2005) for spatial autoregressive modeling of interregional flows, we propose an extension that seems suitable for a number of applications where a transport network exists between the regions. This would be the case for commodities flowing over rail and road networks, commuters travelling to work along major roads and highways, as well as international trade flows that must pass through specific ports of entry and exit. We provide a simple method for incorporating prior information regarding the path of the network into the spatial connectivity structure proposed by LeSage and Pace (2005) for modeling origin-destination flows.
Our modification involves forming spatial lags for the spatial autoregressive structure used in the model based only on neighboring regions that are located on the network. In addition to the intuitive appeal of this type of modification, we show that an improvement in the likelihood function value and fit of the model arises from the modification.
More sophisticated extensions of our approach to modification were discussed and illustrated, as well as unresolved issues that should be considered in future research.
