Abstract. Heap ordered trees are planted plane trees, labelled in such a way that the labels always increase from the root to a leaf. We study two parameters, assuming that p of the n nodes are selected at random: the size of the ancestor tree of these nodes and the smallest subtree generated by these nodes. We compute expectation, variance, and also the Gaussian limit distribution, the latter as an application of Hwang's quasi power theorem.
Introduction
A heap ordered tree with n nodes ("size n") can be described as a planted plane tree together with a bijection from the nodes to the set {1, . . . , n} which is monotonically increasing when going from the root to the leaves. Some recent research papers [9, 10] deal with statistics of the height of the nodes in heap ordered trees. Now, the height of a given node is defined as the number of nodes lying on the unique path from the root to this node. In this paper we consider a simple generalization of Date: November 6, 2002 . Part of this work was done during the second author's visit to the John Knopfmacher Centre for Applicable Analysis and Number Theory at the University of the Witwatersrand, Johannesburg, South Africa. the height: for p given nodes in a heap ordered tree T we consider the size of the ancestor tree of these selected nodes. To be more precise, the ancestor tree is the subtree of T which is spanned by the root and the p chosen nodes and hence it is defined as the tree containing all ascendants of the p given nodes.
Spanning tree size and the Wiener index for binary search trees have been computed in [6] and [8] . The Wiener index of a graph is the sum of all distances between pairs of nodes in the graph. A related parameter of interest is the Steiner distance. The Steiner distance of a graph is the expected distance of two random nodes in the graph. So, the Steiner distance is a scaled down version of the Wiener index; in a sense they behave roughly like path length versus (insertion) depth. For expectations, the concepts are equivalent, but not for higher moments and the limiting distribution. We consider a natural generalization: instead of selecting two random nodes and looking at the distance, we consider p randomly chosen nodes and look at the size of the subtree spanned by these nodes. A different generalization of the Steiner distance can, for example, be found in [3] .
In this paper we aim to compute the expectation and variance for the size of the ancestor trees and the Steiner distance in heap ordered trees. Also, we will consider the limiting distributions involved. For the parameters we discuss the distributions turn out to be Gaussian and we will use Hwang's quasi power theorem, see [5] , to determine them. For the convenience of the reader we include this important theorem here. 
, with u(s) and v(s) analytic for |s| ≤ τ and independent of n;
Under these assumptions the distribution of Ω n is asymptotically Gaussian:
uniformly with respect to x, x ∈ R. Here Φ(x) denotes the distribution function of the standard normal distribution N (0, 1). Moreover, the mean and variance of Ω n satisfy
(We will use the letters u and v also in a different context in the paper, but there is no chance of confusion.)
For fixed p and n → ∞, the expected value of both, the ancestor tree, and the Steiner distance, are asymptotic to p 2 log n, the difference being in the smaller order terms. To apply the quasi power theorem, an inductive process (w. r. t. p) is used. Part of the difficulty is that a certain trivariate generating function is only implicitly given, and sufficient information must be "pumped out" of this implicit equation.
Size of the ancestor tree
For a given tree family let X n,p denote the random variable that counts the size of the ancestor tree of p randomly chosen nodes in a tree of size n and T n the number of trees of size n. A simple family of increasing trees (which includes heap ordered trees) is defined by labelled rooted trees in which labels along any branch from the root go in increasing order, see [2] . For this type of problem, it is natural to consider exponential generating functions. In this case one gets, by introducing the generating functions
with initial values T (0) = 0 and G(0, u, v) = 0. The first term in (1) takes care of the instance where the root is labelled and the second term accounts for a non-labelled root. Here the degree generating function ϕ(t) = n≥0 ϕ n t n satisfies ϕ i ≥ 0 for i ≥ 1 and ϕ 0 > 0. This function is responsible for the recursive generation of these trees. However, here, we are only concerned with the case where each degree can occur with weight one, i. e., with heap ordered trees. We plan to treat the general case in a future publication. Thus, we have ϕ(t) = 1 1−t , and we obtain the differential equation
, T (0) = 0, which gives the well-known formula
for the exponential generating function T (z). By extracting coefficients we obtain the number of heap ordered trees,
The differential equation of interest for G(z, u, v) in the case of heap ordered trees is thus
It turns out that it is advantageous to make the substitution
Then the differential equation becomes
Using separation of variables we get the implicit solution
and by integration we obtain
Now we replace H(z, u, v) with
in (2) and differentiate with respect to v. In the resulting equation we let v = 1 and solve for
From (3) we can as well find
which will be used in Section 3 to compute the expectation for the Steiner distance, see (16). We differentiate equation (2) to get
Next we consider the (formal) expansions
where our aim is to describe the limiting behaviour of [z n ]G p (z, v) uniformly in a neighbourhood of v = 1 and then apply a central limit theorem (Hwang's quasi power theorem) to find the Gaussian limiting distribution of X n,p for fixed p ≥ 1.
Obviously we have
. Since P {X n,0 = m} = δ m,n , we get immediately
The required expansion for p ≥ 1 is stated as the following lemma.
2 uniformly for |v − 1| ≤ ε and ε > 0 the expansion
and it holds for
Proof. To obtain H 1 (z, v) and thus G 1 (z, v) we consider (2) and compare coefficients at u 0 . We get
and further
which gives
Therefore the asymptotic expansion given above holds for p = 1 (although the bound for the remainder term is not tight here) with h 1 (v) = − v 1+v and thus the stated formula for h p (1) is also valid for p = 1. Now we assume that the lemma for H l (z, v) resp. G l (z, v) is true for all 1 ≤ l ≤ p and we will show that it then also holds for p + 1. To prove the result for H p+1 (z, v), we will consider the coefficients of u p in the equation (2) .
For the first term in (2), we use the expansion
We get then
where
Under the assumptions of the lemma we now obtain, for 1 ≤ l ≤ p−1, around the dominant singularity z = 1 2 in a neighbourhood of v = 1, the uniform expansion
With the abbreviations
we get for the coefficients of the second term in (2) the expansion
Under the assumptions of the lemma we obtain, for 1 ≤ l ≤ p, the uniform expansion
Finally for the third term in (2) we use the expansion
Further we use the abbreviations
We get the expansion
Now, under the assumptions of the lemma, we obtain, for 1 ≤ l ≤ p − 1, the uniform expansion
Comparing coefficients leads to the following equation for H p+1 (z, v):
The asymptotic expansion
follows by inspection, where
and this part of the lemma is proven. The expansion of G p (z, v) given in (4) follows immediately. It should be remarked, that this detailed description of H p+1 (z, v) shown inductively shows as well that the assumptions necessary for the application of singularity analysis are satisfied. The logarithmic remainder term appears for p = 2 due to log 1 − 
We easily obtain from (7) the equation
This completes the proof of the lemma.
Using singularity analysis, we get immediately from the above lemma the following expansion, which is uniform for |v − 1| ≤ ε and ε > 0,
where we used the asymptotic expansion for the number T n of heap ordered trees
With the notations of the quasi power theorem, we get
To apply the quasi power theorem, we need v(s) to be analytic around s = 0, which is true, since
We have further
Therefore we get the following theorem: 
and the expectation E n,p = E(X n,p ) and the variance V n,p = V(X n,p ) satisfy
Remark. By inspection we can get the following expansions
However, the way (9) is expressed is ungainly and the substitution x = 4t (1+t) 2 is useful for the following computations In this paper we only look at ϕ(t) = 1 1−t which is the special case of heap ordered trees. Therefore the Steiner distance requires the study of the differential equation
This is a first order differential equation. We solve for F (z, u, v) and get
For the expectation we differentiate F (z, u, v) with respect to v and let v = 1 to obtain To obtain limiting theorems for the distribution of Y n,p , we want to apply the quasi power theorem again and will therefore require for |v − 1| ≤ ε a uniform expansion of 
