Key Points:
Introduction
Atmospheric aerosols remain a large source of uncertainty in prediction of changes and variability in the climate system [Myhre et al., 2001; Kaufman et al., 2002; Carslaw et al., 2013; Stocker et al., 2013] . Particle characteristics relevant for climate, such as optical cross sections and the critical supersaturation at which particles serve as cloud condensation nuclei (CCN), depend on particle size, shape, and chemical composition [e.g. Jacobson, 2001; Chung et al., 2011; Cubison et al., 2008; Ervens et al., 2010] . Observations show tremendous variability in particle physical and chemical properties [e.g. Krieger et al., 2012; Zhang et al., 2014] , but complex distributions of multicomponent particles are not easily represented in large-scale models. In this study, we seek a sparse representation of aerosol populations that resolves enough information about particle size and composition distributions to adequately represent climate-relevant properties, while resolving as little information as is necessary in order to minimize computational costs.
Many numerical models have been developed to simulate the aerosol evolution [e.g. Wexler et al., 1994; McGraw, 1997; Jacobson, 1997; Penner et al., 1998; Binkowski and Roselle, 2003; Stier et al., 2005; Bauer et al., 2008; Riemer et al., 2009] . The simplest models track particle mass only, without any resolution of particle size or composition [e.g. Haywood et al., 1997; Myhre et al., 1998; Penner et al., 1998; Cooke et al., 1999; Lesins et al., 2002] . At the other extreme, the Particle Monte Carlo Model (PartMC) [Riemer et al., 2009] coupled to the Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) [Zaveri et al., 2008] tracks the evolution of thousands of individual particles, but is computationally expensive. Many largescale models now include aerosol microphysical schemes that simulate the evolution of the particle size distribution, but resolve limited information about particle composition. Sectional models track the evolution of particles in different size bins, typically assuming that particles of the same size have identical composition [e.g. Wexler et al., 1994; Jacobson, 1997] . Sectional models have also been extended to resolve multivariate distributions with respect to particle composition, such as particle hygroscopicity parameter or BC mass fraction, in addition to particle size [Oshima et al., 2009; Matsui et al., 2013; Zhu et al., 2015] , or to track separate aerosol populations [Kleeman and Cass, 2001; Jacobson, 2002] . Because sectional schemes simulate the evolution of a discretized representation of the full particle size distribution or, in the multivariate case, the particle size-composition distribution, they require tracking a large number of bins to resolve aerosol populations.
Moment-based models are a class of methods for simulating the evolution of probability density functions in which integral quantities over the distribution, such as radial moments, are tracked, rather than evolving the distribution itself [Hulburt and Katz, 1964; McGraw, 1997] . In this way, moment-based models represent the aerosol using an intermediate level of detail between the simple mass-based aerosol schemes and the more detailed particle-resolved and sectional representations. To date, momentbased aerosol representations have been implemented in global models as modal or monodisperse schemes that track only two low-order radial moments for each population [e.g. Stier et al., 2005; Bauer et al., 2008] , typically aerosol number and volume or mass. Monodisperse aerosol models follow a similar approach [Pirjola et al., 2003 ]. Modal models begin by assuming a specific distribution shape, typically lognormal, track two moments per mode, and assume a prescribed geometric standard deviation. Particles within a mode are further assumed to contain identical mass fractions of the constituent aerosol species. However, comparison between modal and sectional aerosol schemes show that modal models can yield inaccurate representation of the particle size distribution [Mann et al., 2012] . Further, inadequate resolution of variability in composition within each mode leads to errors in prediction of climate-relevant properties [Fierce et al., 2016a,b] .
The present study introduces a new framework for constructing aerosol representations in moment-based models, including modal models. Focusing on particle CCN activation properties, traditionally a difficult case for moment-based representations [Wright et al., 2001 [Wright et al., , 2002 , we show how efficient quadrature representations can be constructed from moments of aerosol distributions bivariate with respect to dry diameter and hygroscopicity parameter. By applying a transformation of variables we construct sparse quadrature point distributions of the aerosol in terms of the critical saturation for cloud droplet activation. Continuous distributions are obtained off line using the maximum entropy spectral representation constrained by the same moment/quadrature parameters that defined the sparse distribution. We show that this approach yields accurate prediction of CCN activity using only a limited number of moments.
Constructing sparse and continuous representations from distribution moments
Here we describe a new method for utilizing moments and moment-based, multivariate quadrature approximation to obtain sparse representations of benchmark PartMC-generated aerosol populations. Full size distributions, derived in terms of the sparse quadrature representation, are obtained using the principle of maximum entropy. Putting these two steps together we demonstrate that multivariate quadratures can be used to accurately compute CCN activities for the benchmark population.
Computing CCN activity for benchmark populations
The particle-resolved model PartMC-MOSAIC was used to generate realistically complex particle populations (see Appendix A), which were used to benchmark the new method. PartMC-MOSAIC tracks the masses of 20 aerosol components, including water, in thousands of computational particles, corresponding to a stochastic representation of the 20-dimensional distribution that describes aerosol mixing state. The procedure for computing CCN activity from a particle-resolved population is shown in Figure 1a -1c. The particle-resolved simulations reveal complex variation in particle size and composition, as illustrated by the number density distribution with respect to two coordinates: dry diameter D dry , which is the volume-equivalent diameter for all species except water, and effective hygroscopicity parameter κ, which is the volume-weighted hygroscopicity parameter for each constituent aerosol species [Petters and Kreidenweis, 2007] . The bivariate distribution n(D dry , κ) is the reduced form of the 20-dimensional distribution with respect to aerosol components that is most relevant for CCN activation, but the procedure described in this study can be extended to different projections of the particle size-composition distribution for aerosol dynamics simulations and calculation of aerosol optical properties. The bivariate number distribution n(D dry , κ) for the benchmark population is shown in Figure 1a , where n(D dry , κ) is normalized by the total particle number concentration. Because the particle-resolved model resolves composition at the particle level, it is uniquely suited for benchmarking approximate aerosol representations, including the quadrature-based approach discussed here.
For the particle-resolved population, the normalized number distribution with respect to critical supersaturation, n(s c ), is shown in Figure 1b . The critical supersaturation at which each simulated particle becomes CCN-active, s c , is computed as a function of D dry and κ (see Appendix B). The overall number fraction of particles able to serve as CCN at each supersaturation threshold N CCN (s)/N , where N is the total particle number concentration, is then computed as the cumulative distribution of n(s c ), shown for this benchmark population in Figure 1c. 2.2 Constructing quadratures from moments of n(D dry , κ) Figure 1d shows the location of quadrature abscissas for a specific quadrature approximation for the bivariate distribution shown in Figure 1a , derived from a specific set of moment constraints µ k . A generalized moment µ k of the distribution n(D dry , κ) is an integral over n(D dry , κ) with respect to some kernel function of the coordinates, φ k (D dry , κ):
(1)
dry , µ k is the m th power moment with respect to diameter and, therefore, independent of κ. Here, we computed constraints in terms of modified moments [Press et al., 1990] , which are linear combinations of the power moments (see Appendix C). Continuity equations, expressed in terms of moments, can be solved exactly in closed form only in very special cases, but approximate closure can be achieved by representing integrals over the number distribution using numerical quadrature. Remarkably, to be accurate, quadrature-based models require tracking only a small number of quadrature abscissas and weights; the distribution itself is not required. The quadrature approximation of n(D dry , κ) takes the form:
such that µ k , expressed in terms of the bivariate abscissa coordinates, D dry,i and κ i , and weights, w i , is identical to the result of Equation 1 for k = 1, ..., N q . In this way, for each µ k , the summation over Nuadrature points in Equation 2 is exact. Algorithms have been developed to construct quadrature approximations that satisfy power moments and modified moments of univariate distributions [Gordon, 1968; Press et al., 1990] , and these approximations yield on the order of N q /2 quadrature points for N q moment constraints. This paper introduces a new technique for generating a quadrature representation from sets of generalized constraints, which provides a distributed set of Nuadrature points for N q generalized moments and is also suitable for constructing quadrature for multivariate distributions.
We seek a quadrature approximation that can be derived from a set of known constraints µ k . Ideally, the quadrature abscissas x i will be distributed across the variable space in order to resolve key features of the probability distribution. We found that a distributed set of abscissas, {D dry,i , κ i }, and weights, w i , can be constructed through a linear program that maximizes an entropy-inspired cost function (see Appendices D and E).
Reconstructing n(s c ) from quadrature
For aerosol representations that track only quadrature points (Figure 1b ), a procedure is required if one seeks a corresponding continuous distribution, and often this can be offline. We propose to transform each quadrature point from the bivariate abscissas, {D dry,i , κ i }, into univariate abscissas, s c,i , for each quadrature point i = 1, ..., N q and preserving the weights, as shown in Figure 1 .c. The moments of n(s c ), µ l can then be estimated using the transformed quadrature:
The number of moments in s c space, N s , need not be the same as the number of moments in D dry -κ space, N q .
The desired continuous distribution n(s c ), shown in Figure 1 .f, is constructed by finding the distribution having maximum entropy, given the approximated moments in s c space,μ l for l = 1, ..., N s (see Appendix D). We useμ l to indicate the moments in s c space approximated from the quadrature and µ l to indicate exact moments computed from the benchmark population, which would not be known in a quadrature-based simulation. Similarly, we denote the reconstructed distribution asn(s c ) to differentiate between the benchmark distribution n(s c ). If only the moments of a distribution are known, the distribution that best represents the state of knowledge afforded by the moment constraints is the distribution having maximal entropy [Jaynes, 1957a,b] . Distributions of maximum entropy can be constructed for any set of moment constraints and are not limited to univariate aerosol distributions, but here we confine ourselves to the univariate case. In Section 3, we show that the accuracy of the reconstructed distribution depends strongly on the set of moments µ l chosen to reconstruct the distribution and the accuracy with which the moments approximated from the quadratureμ l represent the moments taken directly from the particle-resolved distribution µ l .
Evaluating error in N CCN (s)/N
The aim of this study is to find a moment-based representation that accurately reproduces CCN activation properties of benchmark aerosol populations from the particle-resolved model PartMC-MOSAIC. To this end, we apply a genetic algorithm (see Appendix F) to find optimal sets of bivariate moments to be constrained in constructing the bivariate quadrature. We define N CCN (s) andN CCN (s) as the number concentration of CCN from the particle-resolved model and from a quadrature representation, respectively, and N is the overall number concentration of particles, which is constrained to be identical in both cases. The error ε is quantified as the mean squared error:
The following sections describe methods for identifying optimized sets of moment constraints for constructing the quadrature in D dry -κ space µ k and optimized sets of moments for reconstructing continuous distributions in s c space. We define optimized moment sets as those yielding the best representation of the CCN activation spectrum, indicated by small mean squared error ε.
Moment constraints for aerosol simulations
Although the proposed maximum-entropy approaches for constructing quadrature approximations and continuous distributions can yield accurate representations of the benchmark populations, here we show that this accuracy depends strongly on the selection of moment constraints. The moments with respect to s c computed from the bivariate quadrature,μ l are used to construct the continuous distributionn(s c ) (see Section 2.3); Section 3.1 introduces the necessary and sufficient set of constraints µ l to accurately reconstruct n(s c ). The accuracy of the continuous distributionn(s c ) depends on the degree to which the projected quadrature points, which are originally constructed in D dry -κ space (see Section 2.2), approximate the true moments of n(s c ) for the benchmark distribution; Section 3.2 describes a procedure for selecting moment constraints of n(D dry , κ) required to construct accurate quadrature approximations of n(D dry , κ) andn(s c ).
Moments of n(s c ) for reconstructing distributions
In this section, we identify the set of moments, µ l for l = 1, .., N s , that yield highest accuracy for the reconstructed distributionn(s c ). We show that the accuracy of the reconstruction depends on the degree to which the quadrature is able to reproduce the moments taken directly from the particle-resolved distribution n(s c ). Figure 2a shows distributions constructed from the quadrature using selected combinations of moments µ l . We found that n(s c ) can be estimated with high accuracy using the six modified moments µ l , corresponding to Legendre polynomials of power l = 0, 1, 3, 4, 7, 8, computed with respect to ln s c (see Appendix C). Provided these six moments can be computed with high accuracy from projections of the quadrature approximation of n(D dry , κ), the moment-based representation reproduces the CCN spectrum N CCN (s)/N of the benchmark populations with high accuracy, as shown through comparison between green and black lines in Figure 2b . 
Moments of n(D dry , κ) for constructing bivariate quadrature
A good bivariate quadrature representation of the aerosol must reproduce key moments of n(s c ) on projection, which are used to construct the CCN activation spectrum N CCN (s)/N . Selecting the optimal six moments from ten possible combinations, as was done for selecting key moments of n(s c ), requires testing a total of 210 combinations. On the other hand, selecting optimal combinations of bivariate moments requires testing unfeasibly large sets of combinations. For example, here we identify combinations of bivariate Legendre moments of power n = −3, .., 8 (Equation 8) for each of the two variables, D dry and κ, yielding 144 possible bivariate moments. Selecting the eight optimal moments from the 144 candidates would require performing the full procedure for 3.8 × 10 11 combinations. Instead, we applied a genetic algorithm to find suitable sets of bivariate moments µ k , k = 1, .., N q , defined by Equations 1 and 2, that should be tracked in moment-based models for accurate representation of CCN properties.
For a single population, the CCN spectra computed from the quadrature,N CCN (s)/N , is compared with the particleresolved CCN spectrum, N CCN (s)/N in Figure 3 , using 20 randomly selected combinations (blue lines) of N q = 8 moments and for 20 combinations that were selected using the genetic algorithm (orange lines). Although the proposed procedure yields high accuracy in approximated CCN spectraN CCN (s)/N for those moments selected by the genetic algorithm, the large errors inN CCN (s)/N for randomly chosen moments illustrate that the accuracy of the procedure depends strongly on the choice of moment constraints used in assignment of the bivariate quadrature points.
Sparse approximation for efficient and accurate aerosol representation
For the selected moments of n(D dry , κ), µ k , and the selected univariate moments for estimating n(s c ), µ l , the quadraturebased representation accurately reproduces CCN activation for the three bivariate benchmark populations shown in Figure 4 . The location of quadrature abscissas associated with a set of N q = 8 moments (white dots) are superimposed on benchmark dis- Figure 4 . Bivariate distributions from particle-resolved model (surface plots) and location of abscissas from the quadrature (white dots) for the three populations, which were sampled at (a) 7:00 am, after 1 hour of simulation, (b) 12:00 pm, after 6 hours of simulation, and (c) 6:00 am the following day, after 24 hours of simulation. The corresponding weights are not shown here but are shown by the white dots in the one-dimensional projection plots of Figure 5 . In all cases, the maximum-entropy-inspired technique yields a distributed set of abscissas.
tributions (surface plots). The quadrature was constructed using the approach outlined in Section 2.2 for moments of n(D dry , κ), where the specific combinations of moment constraints µ k for k = 1, ..., N q were identified using the genetic algorithm (Section 3.2 and Appendix F). Optimized bivariate moments identified with the genetic algorithm are listed in Table 1 of Appendix F. The quadrature represents key features of each benchmark distribution using only moments.
The critical supersaturation s c,i is computed for each quadrature abscissa {D dry,i , κ i }, shown along with corresponding weights by the stems in Figures 5a-5c . These quadrature points are used to compute the projected moments in s c space (Section 3.1), and the full distributionn c ) is then reconstructed from the estimated moments (Section 2.3). The reconstructed distributions (blue lines in Figures 5a-5c ) represent key features of the benchmark distributions (black lines). Although the distributionsn(s c ) are not reconstructed exactly, the CCN activation spectra,N CCN /N , that is computed by integrating overn(s c ) reproduces the benchmark spectrum N CCN (s)/N with high accuracy (Figures 5d-5f ).
The shaded region of Figures 5d-5f show the bounds on possible solutions for each CCN spectrum, given the modified moments µ k that were used to construct the quadrature approximations in Figure 4 ; all possible distributions that satisfy the moment constraints µ k lie within these extreme bounds. The large bounds in the shaded region indicate that constraints on n(D dry , κ) do not, on their own, sufficiently constrain CCN activation properties. On the other hand, adding the maximum-entropy-inspired approach described here accurately represents CCN activation spectra across various particle-resolved distributions.
Discussion and Conclusions
This manuscript introduces a new procedure for inverting between moments, quadratures, and full distributions, which can be used to advance quadrature-based simulations of aerosol dynamics. By applying a linear program, with a maximumentropy-inspired cost function, we generated sets of distributed quadrature points that are an ideal model representation of atmospheric aerosols, where a genetic algorithm was used to identify optimal combinations of modified bivariate moments to be used as constraints in the linear program. We found that CCN activation spectra can be computed with high accuracy by reconstructing univariate distributions with respect to s c , where moment constraints of n(s c ) were determined using a variable transform from bivariate quadrature points {D dry,i , κ i } to univariate points s c,i . The combined procedure yields high accuracy in CCN spectra in comparison with particle-resolved benchmark populations. Although the present manuscript illustrates the efficacy of the proposed procedure for estimating the CCN activation spectra, which is notoriously difficult for moment-based aerosol representations [Wright et al., 2001 [Wright et al., , 2002 , the approach is not limited to the variable spaces that we have chosen to analyze here. In a future study, we will demonstrate how the procedure can be applied to advance quadrature-based aerosol simulations and for computing other quantities of interest, such as aerosol optical properties.
In this study, the traditional quadrature method of moments has been augmented with a maximum-entropy-inspired linear program for quadrature generation and with maximum-entropy spectral analysis to obtain continuous representations of consistent with specified moment constrains. We show that the full particle-resolved data set of over 10,000 particles can be reduced to a sparse set of just eight weighted particles to achieve accurate recovery of CCN activation properties. We show that the quadrature method of moments, combined with maximum entropy methods, can be used to overcome the limitations of traditional moment methods.
Appendices A Benchmark Populations from Particle-Resolved Model
PartMC-MOSAIC simulates the evolution of trace gases and aerosol particles in a well-mixed air parcel. The model tracks the mass of j = 1, ..., A constituent aerosol species in each particle i = 1, ..., N p , where A is the total number of aerosol species, including water, and N p is the total number of particles in the population. In the present implementation A = 20 and N p is on the order of 10 5 particles. The mass of each component in each particle is given by m j,i , and the mass composition of each particle is represented by the vectorm i = [m 1,i , ...m j,i , ..., m A,i ]. The model simulates the aerosol evolution due to condensation and evaporation of semi-volatile gases, coagulation between particles, dilution of background air, and particle emissions. A full description of the model is described in [Riemer et al., 2009] , and the bivariate distributions with respect to D dry and κ are introduced in Fierce et al. [2013] .
B Critical supersaturation for CCN activation
The critical supersaturation (s c,i ) was computed for each particle i using the κ-Köhler model, which depends on a particle's overall dry volume, its effective hygroscopicity parameter κ i , and environmental properties. The equilibrium saturation ratio (S i ) over an aqueous droplet is computed through the κ-Köhler model [Petters and Kreidenweis, 2007] as:
where the wet particle volume D i is the particle wet diameter, T is the ambient temperature, R is the universal gas constant, M w is the molecular weight of water, and σ w is the surface tension of the air-water interface. The effective hygroscopicity parameter κ i is the volume-weighted average of the hygroscopicity parameter κ of the particle's constituent aerosol species:
Values for κ for each species are given in [Fierce et al., 2013] .
The critical wet diameter is the diameter at which S i (D i ) is maximal, and the critical saturation ratio (S c,i ) is the saturation ratio corresponding to this critical wet diameter. The critical supersaturation s c,i is then given by s c,i = (S c,i − 1) × 100. The number concentration of CCN at each environmental supersaturation s is computed as the number concentration of particles that will activate into at that s, that is the total number concentration of particles per volume having a critical supersaturation s c,i ≤ s.
C Modified Moments from Legendre Polynomials
This study uses modified moments based on Legendre polynomials, which are better conditioned than traditional geometric moments. The l th modified moment over the univariate critical supersaturation distribution n(s c ) is defined as the integral over the l th Legendre polynomial φ l of ln s c :
Legendre polynomials are defined for l ≥ 0. We define modified moments of n(s c ) for l < 0 as integrals over the l th Legendre polynomials for ln s For the bivariate distributions n(D dry , κ), each modified moment µ k , is computed as the integral over the kernel function φ k (D dry , κ). We define the modified kernel function φ k as the product of the m th Legendre polynomial of ln D dry and the n th Legendre polynomial of ln κ:
D Distributional Entropy
The entropy H s of the reconstructed univariate distributionn(s c ), which is normalized by total particle number concentration, is given by:
Jaynes [1957a,b] showed that if n(s c ) is the density distribution having maximum entropy, given a set of constraints µ l for l = 1, ..., N s , n(s c ) will take the form:n
where λ l is the Lagrange multiplier of the entropy function H s for µ l .
Similarly, the entropy H q for the bivariate number density distribution n(D dry , κ) is given by:
E Linear Program to Compute Quadrature Approximation and CCN bounds
A linear program was used to construct the optimized quadrature, with abscissa locations shown in Figure 4 , and to bound N CCN (s)/N , shown by shading in Figure 5 . The linear program maximizes some cost function c(D dry,i , κ i ) subject to specified constraints µ k (Equation 1) and the requirement that w i ≥ 0:
The application of linear programming to construct numerical quadrature was introduced in McGraw [2013] , but we now extend this approach to find optimized sets of quadrature points by maximizing an entropy-inspired cost function:
The bounds on N CCN (s)/N are computed using two linear programs at each supersaturation threshold s, one for the upper bound and one for the lower bound. The maximum value for N CCN (s)/N for some specified s is computed by maximizing the number of particles with s c,i ≤ s, which is computed from the linear program with the following cost function:
Similarly, the minimum N CCN /N is computed using a cost function that maximizes the number of particles with s c,i ≥ s:
The linear program is applied on a grid x i for i = 1, ..., N , where N is much larger than the number of moment constraints. Using the dual simplex algorithm [Lemke, 1954] , the linear program yields only a subset of non-zero weights w i , where the number of non-zero values for w i is equal to the number of moment constraints. It is these non-zero weights w i and associated abscissas x i that comprise the sparse set of quadrature points.
F Genetic Algorithm to Optimize Constraints
We applied a genetic algorithm to find optimal sets of moments for constructing the bivariate quadrature. Genetic algorithms are a class of optimization methods inspired by natural selection, first introduced by Holland [1975] . Implementation of a genetic algorithm requires a genetic encoding of possible solutions, in this case as a series of 0's and 1's, and fitness function to be optimized, in this case minimization of error in N CCN (s)/N across distinct populations. The algorithm is initiated with a population of candidate solutions. In this study, the initial set of candidate populations was chosen using Latin hypercube sampling. The optimal order of Legendre polynomials for computing the modified moments with respect to ln D dry and ln κ (Equation 8) identified with the genetic algorithm are outlined in Table 1 . 
