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Abstract
System identication has played an increasingly dominant role in a wide range
of engineering applications. While linear systems theory is mature, nonlinear
system identication remains an open research area in recent years.
This thesis develops a new, e¢ cient and systematic approach to the iden-
tication of nonlinear dynamic systems using wavelet based State Dependent
Parameter (SDP) models, from structure determination to parameter estima-
tion. In this approach, the systems nonlinearities are analysed and e¤ectively
represented by a SDP model structure in the form of wavelets. This provides
a computationally e¢ cient tool to open up the black-box, o¤ering valuable
insights into the systems dynamics.
In this thesis, 1-dimensional (1-D) approach is rst developed based on a
conventional SDP model structure which relies on a single state variable depen-
dency. It is then extended into a multi-dimensional approach in order to solve
the identication problem of systems with signicant multi-variable dependence
nonlinear dynamics. Here, parametrically e¢ cient nonlinear model is obtained
by the application of an e¤ective model structure selection algorithm based on
the Predicted Residual Sums of Squares (PRESS) criterion in conjunction with
Orthogonal Decomposition (OD) to avoid any ill-conditioning problems associ-
ated with the parameter estimation.
This thesis also investigates the aspects of noise, stability and other engi-
neering application of the proposed approaches. More specically, this includes:
(1) nonlinear identication in the presence of noise, (2) development of bounded
characteristics of the estimated models and (3) application studies where the
developed approaches have been used in various engineering applications. Par-
ticularly, the modelling and forecast of daily peak power demand in the state of
Victoria, Australia have been e¤ectively studied using the proposed approaches.
This strongly motivates a great deal of potential future research to be carried
out in the area of power system modelling.
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Chapter 1
Introduction
System identication is critical to the analysis and control of engineering systems.
The theory of linear systems is well established and in a mature stage with the
availability of a number of well developed techniques (i.e. [36], [40], [81], [108],
[109], [110], [111], [114], etc.). Even though identication of nonlinear systems
has received increasing research attentions for the past 2 decades, it still remains
an open research area.
The research covered in this thesis contributes theoretical results, and pro-
vides e¢ cient tools for the identication of nonlinear dynamic systems using
a wavelet based SDP (State Dependent Parameter) approach. The thesis also
presents various applications of the results obtained.
This chapter, in the rst instance, provides the motivation and background of
the research, underlines its main contributions, and is concluded by the outline
of the thesis.
1.1 Motivation and Background
A wide range of practical systems are nonlinear or exhibit nonlinear properties
when considered over a wide operating range. While it is possible to use a
linear or piece-wise linear model to describe the system around an operating
point, there are many situations where the nonlinearities can not be neglected.
Phenomena such as saturation, hysteresis, dead zone, dry friction and so on are
some common examples of nonlinearities which are often encountered in practice.
For example, in an automotive braking system, the relationship between the
brake pressure and the wheel slip is governed by a friction function which is non-
1
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linear in nature. In many industrial processes, actuators (i.e. control valves, etc.)
are used to manipulate energy ows, mass ows or forces as a response to low
energy input signals like electrical voltages or currents, pneumatic and hydraulic
pressures or ows. Due to their continuous motion and power amplication, ac-
tuators usually undergo wear and aging, particularly when these components are
installed in harsh environments (i.e. with high temperature, chemical solvents,
etc.). This gradually changes their properties with time, and their performance
may diminish. As a result, their dynamics are slow with direction-dependent
dynamics, and limited in their action. This leads to a number of nonlinearities
which arise in the actuators dynamics, such as saturation, dead-zone, hysteresis,
etc. In the cases where the nonlinearities are dominant, nonlinear models are
crucial to the characterization of such nonlinear systemsdynamics.
1.1.1 Physical Modelling
Sometimes, it is possible to model nonlinear processes from physical laws and
principles. This approach is normally called physical modelling. It involves the
derivation of the models based on the physics rules and laws (such as Newton,
Kirchho¤ or conversation of mass and energy laws, etc.) which are assumed to
govern the systems dynamical behaviours. This leads to the representation of
the system model in the form of nonlinear di¤erential equations.
To make this concept more concrete, consider a simple example as below.
Example 1.1
Consider a two-tank system as shown in Figure 1.1, in which h1; h2 denote the
water levels of Tank T1 and T2 respectively; Q regards the inlet ow into T1;
R1; R2 correspond to the outlet ows out of T1 and T2 respectively. In this
system, the inlet ow Q is the input, while the water levels h1 and h2 are the
outputs which can be measured by the use of level sensors (i.e. di¤erential
pressure sensors).
In this example, we can develop a physical model of the system by using mass
balance. This leads to the following nonlinear model:(
dV1
dt
= Q R1
dV2
dt
= R1  R2
)
(1.1)
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Figure 1.1: A two-tank system.
in which, V1 and V2 denote the volumes of liquid in T1 and T2 respectively.
Since,
V1 = h1A1 (1.2)
V2 = h2A2 (1.3)
and
R1 = c1
p
h1 (1.4)
R2 = c2
p
h2 (1.5)
where, A1 and A2 are the cross-surfaces of T1 and T2; c1; c2 are related to the
discharge coe¢ cients of the piping and valves in T1 and T2 respectively.
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As a result, (1.1) is equivalent to the following model:(
dh1
dt
= 1
A1

Q  c1
p
h1

dh2
dt
= 1
A2

c1
p
h1   c2
p
h2
) (1.6)
Models of this type reect the physical insight about the process under study,
where all the relevant parameters have direct physical interpretations (i.e. heat
transfer coe¢ cients, reaction constants, etc.). Nevertheless, there are many other
cases, in which this modelling route is not possible since it faces a number of
limitations.
On one hand, it is because the assumption made in the derivation of the model
is often too restrictive or not very realistic. Additionally, some parameters and
constants used in the models such as heat transfer coe¢ cients, reaction constant,
etc. may not be accurate. As a result, the model obtained in this manner might
not be able to capture the essentials of the behaviours of the process since there
might be signicant uncertainties associated with some of the relevant system
dynamics which are not covered by the models derivation.
On the other hand, for most practical processes, this approach is rather
too time consuming as most of the time, the derivation is very complicated.
Models derived in this manner can be very large since they can be made up of
many di¤erential equations which are very computationally expensive, and very
di¢ cult to use for control system design purposes, or deriving analytical insights
of processes under study.
As a result, a commonly used approach in practice is to build the nonlinear
model from observed behaviours of the process itself. This approach is regarded
as nonlinear system identication.
1.1.2 Nonlinear System Identication
The recent literature on system identication and estimation includes a wide
variety of e¤ective techniques for nonlinear system identication (i.e. [4], [11],
[15], [16], [19], [20], [25], [37], [38], [68], [69],etc.). A survey of existing techniques
for nonlinear system identication prior 1980s is given in [65]. A more recent
survey on nonlinear black-box modeling for nonlinear systems is given in [66].
Traditional black-box models for nonlinear systems were based on the Volterra
series (i.e.[72]). This approach uses relevant integral kernels to describe the
causal relationship between the systems input u(t) and output y(t), i.e.
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y(t) =
1X
m=1
Z 1
 1
:::
Z 1
 1
hm(1; :::; m)
mY
i=1
u(t  i)di (1.7)
Since the behaviour of the model (1.7) depends upon the Volterra kernels hm(:)
of the integral functionals, the system identication problem now is to determine
these kernels.
Wiener later used a Gram-Schmidt orthogonalization to develop another se-
ries expansion called Wiener series expansion (i.e.[72]), which expresses the sys-
tems output as a series of Wiener G-functional elements, i.e.
y(t) =
1X
m=0
[Gm(km; u)] (t) (1.8)
in which km(1; :::; m) denotes the mth order Wiener kernel.
In this realization, since the Wiener G-functional elements Gm(:) are orthog-
onal when the input signal is white Gaussian noise, under this case, the Wiener
kernels km(:) can be separated. This greatly facilitates the identication proce-
dures.
Nevertheless, it should be mentioned that these approaches often require an
excessive number of kernels (leading to a large number of unknown parameters to
be estimated) to represent even simple nonlinear systems [65]. As a result, their
applications are limited to nonlinear systems which can be well approximated
by a very small number of kernels. This is a major drawback of these models.
Another way to interpret the Wiener model is in a block-structured manner
which consists of a cascade connection between a linear dynamic system and
a static nonlinearity (Figure 1.2). Figure 1.2(b) describes the structure of a
Hammerstein model in which the cascade connection order between the linear
and nonlinear blocks is reversed.
In a block-structured manner as shown in Figure 1.2 (a), Wiener model of a
nonlinear system can be represented in the following form:
x(k) =
B(q 1)
A(q 1)
u(k)
y(k) = f [x(k)] = f

B(q 1)
A(q 1)
u(k)

(1.9)
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in which,
A(q 1) = 1 + a1q 1 + :::+ anaq na
B(q 1) = b0 + b1q 1 + :::+ bnbq nb
where, q 1 denotes the backward shift operator, y(k) and u(k) respectively de-
note the output and input signals
Similarly, Hammerstein model of a nonlinear system takes the following form:
x(k) = f [u(k)]
y(k) =
B(q 1)
A(q 1)
x(k) =
B(q 1)
A(q 1)
f [u(k)] (1.10)
These models nd quite a number of practical applications with variety of de-
veloped techniques, especially in the area of chemical process modelling (i.e.
[56],[57], [73], etc.).
Figure 1.2: Typical block-structured nonlinear models: (a) Wiener model and
(b) Hammerstein model.
Another general approach to black-box nonlinear system modeling is based
on the so called NARMAX structure (Nonlinear Auto Regressive Moving Aver-
age with eXogenous inputs) which is the nonlinear generalization of the linear
ARMAX model counter-part [74]. It takes the following form:
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y(k) = ff(k)g = ffy(k   1); :::; y(k   ny);
u(k); :::; u(k   nu); e(k); :::; e(k   ne)g (1.11)
in which, y(k)and u(k) respectively denote the output and input signals;
e(k) denotes the noise variable which accounts for possible noise, uncertainties
or unmodelled dynamics, etc. ny; nu and ne refer to the corresponding maximum
lags ; and nally ff:g is some unknown nonlinear mapping.
A subset of NARMAX is NARX (Nonlinear Auto Regressive with eXogenous
inputs) model in which the noise variable is assumed to be uncorrelated with the
input terms. This model represents a nonlinear system in the following form:
y(k) = ff(k)g = ffy(k   1); :::; y(k   ny);
u(k); :::; u(k   nu)g+ e(k) (1.12)
These model structures provide general descriptions of nonlinear systems.
Unless the type of nonlinearity of the system is known, it can be very di¢ cult
to determine a suitable functional form for ff:g. As a result, it is necessary to
approximate ff:g by a set of known basis functions (for example, polynomials
[75], etc.) with unknown parameters (which can be then estimated in a number
of ways, for example using Least Squares techniques if the model is linear-in-
the-parameter, etc.). For example,
ff(k)g =
M 1X
i=0
ii f(k)g (1.13)
In which, if:g refers to a known basis function, and i is an unknown parameter
to be estimated. In the case where polynomials are used to approximate ff:g,
(1.13) can take the following form:
ff(k)g =
M 1X
i=0
i [(k)]
i (1.14)
For the past decades, considerable research attention has been paid on using
Articial Neural Networks (ANN) for the estimation of such nonlinear mapping
ff:g (i.e. [15], [16], [20], [25], etc.). This approach has been well established
1. Introduction 8
as a universal approximation tool for nonlinear system tting from input-output
data, which is in the realization of an interconnected network. The network
consists of several layers which operate in parallel (i.e. input layer, output layer
and several hidden layers) and nodes (neurons where each node is connected to
all nodes in the adjacent layers but not to the nodes in the same layer) to realize
the nonlinear relationship between the input and output signals.
The generality of such networks makes ANN very useful in the cases where
little or no information about the systems dynamics is available. Neverthe-
less, as the number of nodes increases, it leads to the signicant growth in the
number of parameters to be estimated. As a result, this requires a very large
data set to obtain reliable results; and the identied model often consists of ex-
cessive number of parameters, leading to the danger of over-parameterization.
Additionally, the di¢ culty in determining optimum network topology as well as
training parameters (i.e. number and size of the hidden layers, type of neuron
transfer functions for various layers, training rate, etc.) is as well another major
drawback of this approach.
In recent years, wavelet has had an increasingly dominant impact on many
scientic and engineering research areas, especially in the eld of signal process-
ing ([9], [21], [22]). It provides us with the construction of bases for signals
expansion/approximation. Due to its excellent localization properties in both
time and frequency domains, in association with the wavelet decomposition, it
provides a useful basis for localized approximation of functions with any degree
of regularity at di¤erent scales and with a desired accuracy. As a result, it has
emerged to be a new e¤ective tool to represent functions.
Inspired from that, recently, wavelet networks have been introduced. It is
formulated based on the combination of wavelet decomposition and feedforward
neural networks. The basic idea of a wavelet network is to use wavelet decom-
position to expand the signal into a series of functions by dilating (scaling) and
translating (shifting) a mother wavelet. These functions are then fed to a for-
ward regression type neural network. This type of models has been extensively
studied and received a large amount of research attentions in the past decades for
the identication of both static nonlinear systems (i.e.[37], [38] ) and dynamic
nonlinear systems (i.e. [4], [11], [19], etc.).
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1.1.3 SDP Models
Most often, methods encountered in the open literature on system identication
and estimation of nonlinear systems (as in the literature review on nonlinear
system identication in Section 1.1.2) are black-boxin nature. These models
realize the systems input-output relationships by the use of various techniques,
including regression and/or correlation analysis. Here, the system modelling
problem is equivalent to the problem of determining the associated nonlinear re-
gression/correlation coe¢ cients, which can be accomplished, quite conveniently,
by a variety of optimization methods, of which the simplest is linear least squares.
Nevertheless, these models rather reect kind of symptoms of the systems,
not the insight appreciation about the systems dynamics as the estimated model
coe¢ cients are not normally parameters that are associated with the physical
nature of the systems under study. Rather they relate the measured input to
the output signals, often without any obvious physical signicance. Addition-
ally, these models could lack information on the structural characteristics of the
system, since they often consist of quite a large number of nonlinear regression
terms. This makes it di¢ cult to interpret the nature and location of the systems
nonlinearities.
To overcome such di¢ culties within a Data-based Mechanistic (DBM) model
setting, Young (i.e. [27], [28], [29], [30], etc.) proposed approaches to non-
stationary and nonlinear signal processing based on the identication and es-
timation of stochastic State Dependent Parameter (SDP) models. This model
structure expresses the nonlinear system as a set of the linear regressive out-
put/input terms (states) multiplied by associated State Dependent Parameters to
characterize the nonlinearities. These parameters (which are non-parametrically
estimated in a stochastic manner) locate and dene the nature of the most signif-
icant nonlinearities within the dynamic SDP model (i.e. the shape of the SDP
relationship, as dened by a plot of the parameter against the state variable
on which it has been identied to depend). This provides a natural and useful
prelude to interpret the systemss nonlinear dynamics.
The current development of the SDP modelling and estimation technique,
however, still remains non-parametric and relies on a single state dependency.
This requires further development to be done for the establishment of a system-
atic approach to e¤ectively parameterize this model structure, and extend it to
multi-variable state dependencies in order to see its application in a wide range
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of simulation studies as well as control system design.
1.1.4 Wavelet and SDP models
For the past decade or so, wavelet theory has been an active subject in many
scientic and engineering research areas, especially in the eld of signal process-
ing ([9], [10], [21], [22]). It provides us with the construction of bases for signals
expansion/approximation. Using wavelet decomposition, an arbitrary function
can be approximated at any level of regularity and a desired accuracy by a lim-
ited set of scaled and translated wavelet basis functions. Its excellent time and
frequency localization properties in association with wavelet multi-resolution de-
composition make it outperform many other approximation schemes such as
splines, polynomials, kernel and other basis functions (i.e. [75],[76],[77],[78],
etc.), especially in approximating complex functions, or functions with sharp
discontinuities [10]. Thus, it has become an e¤ective new tool for functional
approximation.
Even though, the application of wavelet in nonlinear system identication
has received considerable interest during the past decades ( i.e. [4], [8], [11],
[19], [26], [37], [38]), conventional wavelet-based approaches su¤er notable lim-
itations, as they often involve a large number of terms, resulting in signicant
disadvantages associated with computational and statistical e¢ ciency. This is
because their term selection and estimation algorithms need to deal with all the
possible input-output terms and interactions. By contrast, within a dynamic
SDP model structure, the initial non-parametric SDP estimation identies only
the most signicant nonlinearities, thus considerably simplifying the subsequent
parameterization problem. Also, optimized structure selection is easily accom-
plished by the use of model selection procedures.
The principle of a model structure determination algorithm lies on the se-
lection of a nal model structure which is simple but adequate to explain the
essentials of the underlying systems dynamics. Unlike the estimation of a linear
time-invariant model which has a limited range of candidate model structures,
model structure determination in nonlinear system identication is a challenging
task by its own right. That is due to innite number of possible combinations
of nonlinear regressor terms. Therefore, the set of candidate model structures is
required to be determined before the estimation. The key here is to justify the
signicance of each terms within this over-parameterized set based on a criterion,
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and determine which term is necessary to be included into the nal model.
In the case of linear-in-the-parameter model selection, signicant terms in the
model can be selected based on the so called Error Reduction Ratio (ERR), and
estimates of the associated parameters can be obtained with theOrthogonal Least
Squares (OLS) algorithm (i.e. [5], [6], [17]). Alternatively, however, the Predicted
Residual Sums of Squares (PRESS) statistic and forward regression can be used
for this objective. The PRESS statistic belongs to a class called delete-one (or
leave-one-out) cross validation. It measures the models predictive capability,
thus accessing the models structure selection problem.
The use of PRESS in linear system identication has been well known for
some time (i.e. [23],[24],[40], etc.). Nevertheless, its application in nonlinear sys-
tem identication has received little attention due to the computational expenses
involved in calculating PRESS residuals that represent the true prediction er-
rors. However, it has been shown that, by using the Orthogonal Decomposition
algorithm, the computation of PRESS residuals is greatly simplied, since the
computation can be viewed as a by-product of the algorithm (i.e. [23],[24],[40],
etc.). In the present SDP context, it becomes even more simplied because the
SDP-based representation of a nonlinear system allows the PRESS term selec-
tion algorithm to be implemented sequentially in order to select the respective
parameterization functional structure. Additionally, by incorporation of Orthog-
onal Decomposition (OD) into the model structure selection algorithm, it helps
to avoid any ill-conditioning problems associated with the parameter estimation.
Inspired from these, in this thesis, we investigate and develop e¢ cient non-
linear system identication approaches using SDP model structure and wavelets.
This combination enables the developed approaches to have the following two
major attractive features.
Firstly, by exploiting the SDP model structure and non-parametric estima-
tion technique, the identied model e¤ectively represents nonlinear systems in a
more interpretable way compared to conventional black-boxnonlinear system
identication approaches. Via the shape of the SDP relationship, it provides
excellent indication for the nal parameterization, thus helps to avoid over-
parameterization, with all its associated di¢ culties.
Secondly, via wavelet functional approximation and the associated model
structure selection algorithm using the PRESS criterion in conjunction with
Orthogonal Decomposition, this identied model structure can be compactly pa-
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rameterized, yielding parsimony in the models representation. This, in turn,
provides an excellent basis for the identied model to be used in various engi-
neering applications, particularly for simulation and control system design.
1.2 Contributions
One of the main contributions of this thesis lies on the development of a new, e¢ -
cient and systematic approach to the identication of nonlinear dynamic systems
using wavelet based SDP models (WSDP). This combination enables the devel-
oped approach to e¤ectively represent nonlinear systems in a more interpretable
way compared to conventional black-box nonlinear system identication ap-
proaches cited above. Additionally, in this approach, the SDPs non-parametric
estimate is used as a special variable for the selection of wavelet basis functions
as well as the associated scaling parameters, leading to e¢ ciency and a number
of computational advantages in nonlinear system identication. It as well covers
the development of an e¢ cient nonlinear model structure selection procedure
based on the PRESS criterion and Orthogonal Decomposition. This involves
both the theoretical development and the application aspects of the proposed
approaches.
The existing SDP models concept is, however, based on a single state de-
pendency. It means that the State Dependent Parameter is only dependent on
a single state variable. Nevertheless, in the presence of signicant interactions
between the systems various input/output terms, model of this type has limited
applications since it can not represent the multivariable dependence nature of
the systems nonlinear dynamics. This thesis contributes to extend the existing
SDP models to multi-dimensional dependencies in the realization of the systems
multi-variable nonlinear dynamics. This leads to the introduction of a new class
of SDP models called 2-dimensional wavelet based SDP models (2-DWSDP), en-
abling the proposed approach to be used in much wider range of engineering
applications.
One of the most important issues in system identication, especially nonlin-
ear system identication is how to deal with the existing measurement noise.
In the presence of noise, the models parameter estimates will be biased away
from their true values to a degree which is dependent on the signal to noise
ratio (SNR). In linear system context, this issue has been well addressed with
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the availability of variety of e¤ective techniques such as Instrumental Variable,
bias-compensated Least Squares, etc. (i.e. [36], [58], [59], [61], etc.). Neverthe-
less, in nonlinear system identication, due to the fact that the formulation of
regressor matrix consists of terms constructed from nonlinear functions of the
measured output and its past sampled values, the nature of the noise variable is
altered into a complicated manner. As a result, in the area of nonlinear system
identication, it still remains an open research topic. The research covered in
this thesis contributes to the investigation and proposal of an e¤ective solution
to the identication of nonlinear systems in a noisy environment using aModied
Instrumental Variable (MIV) approach.
It has been a well-known fact that identication of dynamical nonlinear sys-
tem can be unstable, even though the system to be identied is a stable process.
In the linear system context, there are clear relationships between the models
coe¢ cients and the stability of the model. The questions here are: (1) whether
or not there exist similar relationships in nonlinear system case, particularly in
a wavelet based SDP model setting under the present study, and (2) if there are,
under what conditions of the models parameters, the identied model is guar-
anteed to be stable. Being able to explore that, the relationship of the models
parameters and the boundedness of the model can be established. This thesis
contributes to the establishment of results on the bounded characteristics of the
developed models. This looks into the development of sets of constraint con-
ditions on the models parameters to ensure the models boundedness, leading
to the formulation of a class of stability guaranteed nonlinear model which is
signicant to this research area.
Further more, in this thesis, we have validated the developed results on sev-
eral practical engineering applications, i.e. an experimental magnetic bearing
test-stand, a real world heat exchanger, etc. Especially in the area of power
system modelling, the developed approaches have been applied to the modelling
and short-term forecasting of the peak power demand in the state of Victoria,
Australia. This promises further research to be carried out in this area.
1.2.1 List of Publication
The material presented in this thesis covers all the results from the following
journal papers. They are listed as below.
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1. N.V. Truong, L. Wang and P.C. Young,  Nonlinear system modeling
based on non-parametric identication and linear wavelet estimation of
SDP models, International Journal of Control, Vol. 80, No. 5, pp. 774-
788, 2007.
2. N.V. Truong and L. Wang,Nonlinear system identication using two- di-
mensional wavelet based State Dependent Parameter models, Interna-
tional Journal of Control, rst revision submitted, March 2008.
3. N.V. Truong, L. Wang and K.C. Wong, "Modelling and Short-term Fore-
casting of Daily Peak Power Demand in Victoria using 2-Dimensional
Wavelet based SDP models", International Journal of Electrical Power
and Energy Systems, in press.
In addition, a number of conference papers follow the results presented in
this thesis.
1. N.V. Truong and L. Wang, Dual tree complex wavelet transform and ap-
plication in system identication, presented at EMAC 2005, Melbourne,
Australia, Sept. 2005.
2. N.V. Truong , L. Wang and P.C. Young,  Nonlinear system modeling
based on non-parametric identication and linear wavelet estimation of
SDP models, in Proc. 45th IEEE Conf. on Decision and Control (CDC),
San Diego, CA, USA, pp. 2518-2522, 2006.
3. N.V. Truong and L. Wang,  Data compression using dual tree complex
wavelet transform for system identication, in Proc. 45th IEEE Conf. on
Decision and Control (CDC), San Diego, CA, USA, pp. 1345-1350, 2006.
4. N.V. Truong, L. Wang and J. Huang, "Nonlinear modeling of a magnetic
bearing using SDP model and linear wavelet parameterization", in Proc.
2007 American Control Conference, New York, USA, pp. 2254-2259, 2007.
5. N.V. Truong and L. Wang, "Nonlinear System Identication in a Noisy En-
vironment using Wavelet based SDP Models", in Proc. 17th IFAC World
Congress 2008, Seoul, Korea, 2008.
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1.3 Outline of the Thesis
In this section, we present the thesiss outline, summarize the contribution of each
chapter, and nally discuss a ow chart which illustrates the logical dependence
between the thesiss chapters.
Chapter 2: Preliminaries
This chapter provides technical preliminaries which are used throughout the the-
sis. In this chapter, general concepts on system and model, wavelet transform
as well as orthogonal decomposition and PRESS statistics are presented and
discussed. Particularly, in this chapter, we propose a new functional approxima-
tion scheme called linear wavelet functional approximation which is particularly
advantageous to compactly approximate functions with slow variation features.
Chapter 3: Nonlinear System Identication via Wavelet based SDP
Models
This chapter is dedicated to the proposal of a new nonlinear system identica-
tion technique using the so called wavelet based SDP model (WSDP). In this ap-
proach, the nonlinear systems output is represented by a set of linear regressive
input and output terms (states) multiplied by the respective State Dependent
Parameters that carry the nonlinearities. These state dependencies, in the rst
step, are non-parametrically estimated using a SDP algorithm based on recur-
sive xed interval smoothing. The shapes of the SDP relationships indicate and
visualize the nature of the most signicant nonlinearities within the dynamic
SDP model. They are then, in the second step, parameterized in a compact
manner via wavelet series expansion by employing appropriate types of wavelet
basis functions, which are selected corresponding to the features of the SDP re-
lationships. Here, the Predicted Residual Sums of Squares (PRESS) statistics
and forward regression in conjunction with Orthogonal Decomposition are in use
for the model structure selection, leading to a more parsimonious nonlinear sys-
tem representation. In this chapter, to demonstrate the merits of the proposed
approach, 3 simulation examples are provided.
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Chapter 4: 2-Dimensional Wavelet based SDP Models
This chapter extends the existing SDP model structure which is based on a
single state dependency to a 2-dimensional (2-D) approach. In this approach,
the State Dependent Parameter is a function of 2 di¤erent state variables, thus
converts the SDP relationship into a surface instead of being a curve as in the
1-D state dependence case. The realization of these 2-D SDP relationships is
accomplished by the use of the 2-D wavelet based functional approximation pro-
cedure in association with the PRESS statistics based model structure selection
algorithm. Doing so, it formulates a new class of SDP models called 2-D wavelet
based SDP model (2-DWSDP) which is able to e¤ectively provide very compact
representation for nonlinear systems in the presence of signicant interactions
between the systems various input and output terms. In this chapter, 3 simu-
lation examples are used to demonstrate the proposed approach. Additionally,
through these examples, the advantages of the proposed approach in comparison
to a polynomial approach are discussed and illustrated.
Chapter 5: Nonlinear System Identication in a Noisy Environment
In the presence of noise, the parameter estimates obtained by a standard least
squares algorithm are biased. In this chapter, we study a modied Instrumen-
tal Variable (MIV) approach and apply this to solve the inconsistency problem
of the parameter estimates for both WSDP and 2-DWSDP models when being
identied in a noisy environment. The approach uses: (1) the predicted value as
an instrument to substitute the noise disturbed process output inside the regres-
sor matrix and (2) a standard least squares technique to estimate the auxiliary
nonlinear models parameters, using the predicted regressor matrix. This proce-
dure is implemented iteratively to gradually remove the noise from the predicted
output, thus the bias in the parameter estimate. To illustrate the proposed ap-
proach, two simulation examples are provided. The rst example concerns the
estimation of a WSDP models parameters, while the second demonstrates the
use of this approach on a 2-DWSDP model.
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Chapter 6: Some Bounded Characteristics of Wavelet based SDP
Models
The developedWSDPmodel has some unique properties which are very useful for
the investigation of its bounded characteristics. This chapter presents results on
the bounded characteristics of wavelet based SDP models. The results presented
in this chapter reveal the clear relationship between the models parameters and
the boundedness of a WSDP model, providing important insight to the analysis
of the BIBO stability of this class of nonlinear model. To validate and illustrate
the developed theoretical results for both 1-DWSDP and 2-DWSDP models, two
extensive simulation examples are studied in this chapter. As well, the feasibility
of an attractive future research direction using the developed results to construct
a stability guaranteed nonlinear system identication approach is discussed, and
demonstrated through another simulation example.
Chapter 7: Applications
In this chapter, the developed approaches presented in the previous chapters
are applied to model a number of practical engineering systems which serve
as validation platforms. The rst application example studies the nonlinear
identication of an experimental magnetic bearing test-stand. The identication
of a real world liquid-saturated steam heat exchanger is studied in the second
application example.
Chapter 8: Power Demand Forecasting
In this chapter, various theoretical results developed in the previous chapters are
applied to a critical engineering problem: Modelling and Forecasting of Power
demand. This is very crucial in power system operation since it serves as an input
to the management and planning of such systems, such as power production,
transmission and distribution, dispatch and pricing process as well as system
security analysis, etc. This study concerns the modelling and forecasting of
daily peak power demand in the state of Victoria, Australia. In the systems
point of view, this is a complex nonlinear dynamic system, in which the peak
power demand of a certain day is a highly nonlinear function of the historical
data (i.e. the peak demand in the last 2 days, and in the same day of previous
week) and other external variables as well (i.e. weather related variables, for
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example, temperature, etc.).
By using a mixture of 1-DWSDP and 2-DWSDP models, the essentials of
the systems dynamics can be e¤ectively captured by a compact mathematical
formulation. The parsimonious structure of the identied model enhances the
models generalization capability, and provides very descriptive views and inter-
pretations about the interactions and relationships between various components
which a¤ect the systems behaviours.
In this study, the data in the time period from 1st January 2007 to 8th August
2007 is used for the model building, while the data in the time period from
9th August 2007 to 24th August 2007 is used to test the models forecasting
capability. The Mean Absolute Prediction Error (MAPE) of 1.9% obtained in
this case study demonstrates the merits and e¤ectiveness of the identied model,
and promises further applications of the developed algorithms in the area of
power system modelling.
Chapter 9: Conclusions and Future Research
In this chapter, summary of the developed results and the conclusions are pre-
sented. We, as well, propose some future research directions in which the results
presented in the thesis can be further extended and improved.
The logical dependence of the chapters are shown in Figure 1.3 (Note that,
Ch. stands for Chapter). Nonetheless, each chapter is mostly self contained to
facilitate the reading and understanding of the results.
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Figure 1.3: Logical dependence of the chapters
Chapter 2
Preliminaries
This chapter provides technical preliminaries that help to explain the results and
support the presentation of the thesis. First, a brief introduction on two impor-
tant notions in the area of system identication: description of system and model
is provided. The concept of wavelet transform is then revealed in Section 2.2. In
Section 2.3, we introduce a new functional approximation scheme called linear
wavelet functional approximation which is particularly advantageous to com-
pactly approximate functions with slow variation features. And nally, Section
2.4 introduces the PRESS statistics and its application in system identication.
2.1 System and Model
Two important notions in the area of system identication are: (1) system and
(2) model. In a general sense, a system refers to any kind of physically or concep-
tually dened objects, for example: human brain cells, electronic circuits, DC
motors and etc. Usually, these systems are inuenced by external factors/signals.
For example, human cells are a¤ected by surrounding cells and the bloods com-
position; an electronic circuits behaviour is a¤ected by the characteristics of its
current and voltage components; a DC motor is a¤ected by the current/voltage
across its windings, etc. Generally, these external signals are categorized by their
respective e¤ects to the system:
 Signals with desired e¤ects are regarded as inputs.
 Undesired signals with e¤ects to the system are regarded as disturbances
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which can be measured/unmeasured 1.
Measured signals which describe the systems behaviours are called outputs.
In the scope of the research presented in this thesis, we study dynamic systems2
from measured inputs and outputs.
Figure 2.1: A systems schematic diagram
A model refers to the mathematical description of a system; and the process
to obtain a model is regarded as a modelling process. The model has to be
relatively simple, yet accurate enough to capture the systems essentials. It serves
as means to achieve an in-depth understanding about the systems dynamics, and
as an engineering tool such as for simulation 3 or for controller design purposes.
In ideal cases such as in constructed simulation examples, it is possible to obtain
a model which delivers exact description about the system under study. However,
in most practical cases, a model can not exactly describe the system, thus model
error is existed, and regarded as the systems unmodelled dynamics.
2.2 Wavelet Transform
In this section, the continuous wavelet transform (which is as well known as
integral wavelet transform) is initially presented. It is then followed by the
introduction of the wavelet series expansion.
1Note that the distinction between inputs and measured disturbances is, however, less
important in the modelling process.
2Systems with memory.
3In many situations, because of safety or nancial issues, it might be very di¢ cult to perform
experiments on a real process. In these cases, experimental activities can be carried out by
using a proper model instead.
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2.2.1 Continuous Wavelet Transform
A function f(x) can be represented in the following form using continuous wavelet
transform with respect to a mother wavelet 	(x):
f(x) = C 1	
Z +1
 1
Z +1
 1
Wf (a; b) jaj 1=2	(x  b
a
)
da db
a2
(2.1)
where, a; b 2 R are, respectively, the scaling and translation (shift) parame-
ters; C	 =
R +1
 1
j	(!)j2
j!j d! <1 regards the admissibility condition for the wavelet
function 	(x); and nally,Wf (a; b) denotes the continuous wavelet transform co-
e¢ cient of f(x) with respect to 	(x).
Wf (a; b) is a function of the scaling parameter a and the translation parame-
ter b. It is calculated as below:
Wf (a; b) = jaj 1=2
Z +1
 1
f(x)	(
x  b
a
)dx (2.2)
in which, 	(x b
a
) is the complex conjugate of 	(x b
a
). In the case of real
valued wavelet function as considered in this thesis,
	(
x  b
a
) = 	(
x  b
a
) (2.3)
Now let,
	a;b(x) = jaj 1=2	(x  b
a
) (2.4)
Equation (2.2) can be rewritten in the following form:
Wf (a; b) =
Z +1
 1
f(x)	a;b(x)dx
=
Z +1
 1
f(x)	a;b(x)dx (2.5)
which is an inner product between f(x) and	a;b(x), denoted as< f(x);	a;b(x) >.
As a result,
Wf (a; b) =< f(x);	a;b(x) > (2.6)
The wavelet transform as dened in (2.2) is regarded as a decomposition or
analysis process, since it breaks the signal into inter-related pieces to be examined
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or operated on instead of the original function. In this process, the wavelet
coe¢ cient Wf (a; b) is obtained by projecting the function f(x) on each element
of the wavelet set which consists of scaled and translated mother wavelets.
In contrast, (2.1) is regarded as a reconstruction/synthesis process, since it
puts all the pieces decomposed by the analysis process back together to recon-
struct the original function/signal. In this process, each weighted, scaled and
translated version of the mother wavelet acts as a building block, and the original
function f(x) is integrally reconstructed by summing appropriately these blocks
together.
By varying a, the center frequency and the bandwidth of the wavelet func-
tion 	a;b(x) are inuenced. Therefore, the time and frequency resolution of the
wavelet transform are dependent on the scaling parameter a. For high analysis
frequencies (small a), the mother wavelet is compressed, leading to small time
support. In this case, we can have good time localization but poor frequency
localization. And vice versa for low analysis frequencies (large a), the time sup-
port is large, leading to poor time localization but good frequency localization
(Figure 2.2).
Figure 2.2: A mother wavelet and its scaled versions
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Some Well-known Mother Wavelet Functions
Listed below are some well-known mother wavelet functions:
 Morlet wavelet (Figure 2.3)
	(x) = cos(!0x)e
 x2=2 (2.7)
in which
2  !0 (2.8)
to make the wavelet satisfy the admissibility condition.
 Shannon wavelet (Figure 2.4)
	(x) =
sin 
2
x

2
x
cos
3
2
x (2.9)
 Mexican hat wavelet (Figure 2.5)
	(x) = (1  x2)e 0:5x2 (2.10)
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Figure 2.3: Morlet wavelet cos(x)e 0:5x
2=2
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Figure 2.4: Shanon wavelet sin(x=2)
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Figure 2.5: Mexican hat wavelet (1  x2)e 0:5x2
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2.2.2 Wavelet Series Expansion
As the scaling and translation parameters cover the entire R plane, it makes the
continuous wavelet based approach computationally ine¢ cient. Therefore, the
discrete wavelet-based approach, which consists of limited dyadically sampled
scaling and translation parameters, is commonly employed in practice.
Consider the reconstruction of f(x) from discrete values of the wavelet trans-
form. By dyadically sampling both scaling and translation parameters: a =
2i; b = j2i, we obtain:
Wf (a; b) =Wf (2
i; j2i)
=< f(x); 2 i=2	(2 ix  j) > (2.11)
Let
ci;j =< f(x); 2
 i=2	(2 ix  j) > (2.12)
Equation (2.1) is transformed into the following discretized form:
f(x) =
X
i2Z
X
j2Z
ci;j2
 i=2	(2 ix  j) (2.13)
Now let
di;j = 2
 i=2ci;j (2.14)
and
	i;j(x) = 	(2
 ix  j) (2.15)
Equation (2.13) can be rewritten into the following form:
f(x) =
X
i2Z
X
j2Z
di;j	i;j(x) (2.16)
Equation (2.16) is regarded as a wavelet series expansion of f(x). In this
expansion, f(x) is reconstructed from sets of wavelet basis functions at vari-
ous scales (multiresolutions), as a result, (2.16) is as well referred as a multi-
scale/multiresolution decomposition. This expansion allows the function f(x)
to be well approximated in a hierarchical manner starting from a coarse level
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going to ne resolution level, in which each level corresponds to a reduced res-
olution approximation of f(x). By exploiting the excellent time and frequency
localization properties of wavelets, this expansion provides a powerful basis for
functional approximation at any degree of regularity and desired accuracy.
Even so, in practical applications, it is impossible to represent a signal/
function with an innite expansion as in (2.16), thus its truncated version is
normally employed depending upon the approximation accuracy, i.e.
f(x) 
imaxX
imin
ji;maxX
ji;min
di;ji	i;ji(x) (2.17)
or
f(x) 
imaxX
imin
X
j2Li
di;j	i;j(x) (2.18)
in which, Li refers to the translation library at scale i as dened below:
Li = fj : ji;min  j  ji;max; j 2 Zg (2.19)
Limax  Limax 1  :::  Limin (2.20)
2.3 Linear Wavelet Functional Approximation
To further improve the performance of the conventional wavelet based approach
in approximating functions with low frequency features, in this section, we pro-
pose the use of a linear wavelet approximation method.
In the linear wavelet approach, the function to be approximated is repre-
sented by two components: (1) an approximation part, which consists of
linear wavelet functions at upper scales to capture its low frequency features
(smoothness); and (2) a detailed description part, which consists of lower
scaled functions to approximate the faster variations.
The linear wavelet method is a summation of weighted conventional wavelet
terms and a linear function used for functional approximation. This simple linear
function (ax+ b) is introduced in order to e¤ectively simplify the representation
of the approximated functions. Here, the linear function provides a xed base
to reduce the operating ranges of functions being approximated and so allows
the associated behaviours to be captured more e¤ectively by the wavelet basis
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functional elements. As a result, in the approximation of smooth signals, a
large number of wavelet terms (especially the ones that are widely stretched)
can be replaced by just this simple linear function, so allowing the approximated
functions to be parameterized in a more compact manner.
The introduction of this linear function does not impair the capabilities of
the wavelet basis functional elements, as it is just an expansion of the existing
wavelet function library used for approximation. To include a linear function
is equivalent to an improvement in the capabilities of wavelet-based method in
approximating functions with low frequency features, and an enhancement in
the models interpolation capabilities. Especially for zero-mean, even wavelet
functional elements, a linear function is a suitable supplement that supports
conventional wavelet terms in the functional approximation, since it is easy to
show that they are orthogonal to each other (Theorem 1).
Theorem 1 If 	(x) is an even and zero-mean mother wavelet function, its
scaled and translated version 	i;j(x) = 	(2 ix   j) is orthogonal to any lin-
ear function ax+ b.
Proof. Consider the following inner product between 	(2 ix j) and ax+b:

	(2 ix  j); ax+ b = Z
R
	(2 ix  j)(ax+ b)dx
Rewrite
ax+ b = 2ia(2 ix  j) + (b+ 2iaj)
dx = 2id(2 ix  j)
Thus, 

	(2 ix  j); ax+ b
=
Z
R
	(2 ix  j)[2ia(2 ix  j)](2i)d(2 ix  j)
+ (b+ 2iaj)
Z
R
	(2 ix  j)(2i)d(2 ix  j)
Let
z = (2 ix  j)
Then, 

	(2 ix  j); ax+ b = 22iaZ
R
z	(z)dz + 2i(b+ 2iaj)
Z
R
	(z)dz
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Since, 	(z) is a zero-mean function, thenZ
R
	(z)dz = 0 (2.21)
As, 	(z) is an even function , z	(z) is an odd function, thusZ
R
z	(z)dz = 0 (2.22)
Therefore, h	(2 ix  j); ax+ bi = 0 or 	i;j(x) = 	(2 ix   j) and (ax + b) are
orthogonal to each other.
Based on a wavelet series expansion (as discussed in 2.2.2), the formulation
of the above linear wavelet approach is as follows.
If f(x) is a function to be approximated with respect to a variable x, then
its linear wavelet representation takes the following form:
f(x) =
imaxX
i=imin
X
j2Li
di;j	i;j(x) + ax+ b+ (x) (2.23)
where 	(x) is any compactly supported mother wavelet function (i.e. a Mexican
hat wavelet, Morlet wavelet, etc.), whose supporting range falls within (s1; s2):
Here, imin; imax, respectively, refer to the minimum and maximum (nest and
coarsest) scales (resolutions) to be employed for approximation. Li is the trans-
lation library at scale i. It is determined by using the compactly supporting
condition of the mother wavelet, derived as shown below.
If
s1 < 2
 ix  j < s2 (2.24)
then,
2 ixmin   s2 < 2 ix  s2 < j < 2 ix  s1 < 2 ixmax   s1
Therefore,
Li = fj 2 (2 ixmin   s2; 2 ixmax   s1); j 2 Zg (2.25)
Limax  Limax 1  :::  Limin : (2.26)
Let
Li =

	(2 ix  ji;min); :::;	(2 ix  ji;max)

ALi = [di;ji;min ; :::; di;ji;max ] (2.27)
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where ji;min and ji;max are the lower and upper limits of Li. Then, from (2.23),
f(x) = T (x) + (x) (2.28)
where,
(x) = [Limin ; :::; Limax ; x; 1]
T
Nm
 = [ALimin ; :::; ALimax ; a; b]
T
m1 (2.29)
Now, dene the cost function
J =
N 1X
i=0
[f(xi)  (xi)T ]2
and solve for the linear least squares solution that minimizes J , i.e.
^ =
"
N 1X
i=0
(xi)(xi)
T
# 1 N 1X
i=0
(xi)f(xi) (2.30)
As a result,
f(x)  f^(x) = T (x)^ (2.31)
provides the required linear wavelet approximation.
2.4 PRESS Statistics
This section discusses the least squares parameter estimation using orthogonal
decomposition algorithm, and the computation of the PRESS statistics using
this algorithm. The PRESS is used extensively in this thesis for model structure
determination of nonlinear systems.
2.4.1 Orthogonal Decomposition and Least Squares (OLS)
Linear Least Squares
The least squares method for parameter estimation is a corner stone in the area
of system identication. Particularly, for the case of linear-in-the-parameter
models, it is straight forward to nd the least squares estimate.
Assume that a discrete-time process input sequence u(k) and a measured
process output sequence y(k) (where k = 0; 1; 2; :::; N   1) are related by the
following linear regression equation:
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y(k) = (k)T  + e(k) (2.32)
in which, (k)T = [0(k); :::; m 1(k)] is the regressor vector where i(k) is con-
structed from linear/nonlinear functions of the past sampled values of the process
input and/or output.  = [0; :::; m 1]
T is the parameter to be estimated, and
e(k) refers to the error variable.
The problem is now to obtain the parameter estimate ^ that minimizes the
following cost function:
J =
N 1X
i=0

y(k)  (k)T 2 (2.33)
so that the predicted output
y^(k) = (k)T ^
is as close as possible to the measured output y(k) in least squares sense.
With
Y = [y(0); :::; y(N   1)]T
U = [u(0); :::; u(N   1)]T
 = [e(0); :::; e(N   1)]T
Equation (2.32) can be written into the following matrix form:
Y =  +  (2.34)
where,
 =
266664
o(0) 1(0) ::: m 1(0)
0(1) 1(1) ::: m 1(1)
...
...
...
0(N   1) 1(N   1) ::: m 1(N   1)
377775 (2.35)
The cost function now can be written into the following form:
J = [Y   ]T [Y   ] (2.36)
An analytical solution of ^ is obtained as below
T^ = TY (2.37)
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If T is invertible, then
^ =

T
 1
TY (2.38)
The matrix T is called the correlation matrix, and its invertability condi-
tion is regarded as the su¢ cient excitation condition for the parameter estima-
tion.
Orthogonal Decomposition and Least Squares
In the situation where  is numerically ill-conditioned, the least squares estimate
as obtained in (2.38) is not reliable. This leads to a number of disadvantages in
both the computation as well as e¢ ciency associated with the model parameter
estimation. An approach to overcome this is to use Orthogonal Decomposition
(OD) algorithm which can be summarized as follows.
The OD algorithm orthogonally decomposes  into 2 components: a mm
upper triangular matrix T , and N m matrix W with orthogonal columns of !i
that W TW = diag[!T0 !0; :::; !
T
i !i; :::; !
T
m 1!m 1] so that
 = WT (2.39)
This can be implemented using a Gram-Schmidt procedure (i.e. [17],[40], etc.).
Remark 2 The elements of W TW reect the numerical condition of the data
matrix  in a way that any numerically ill-conditioning can be avoided by the
elimination of any data column (:; i) which corresponds to the small value of
wTi wi(i.e. w
T
i wi < 10
 5).
Then,
Y =  +  = (T 1)(T) +  = WG+  (2.40)
where, G = [g0; :::; gm 1]T is the auxiliary model parameter matrix, while W
represents the transformed data matrix. Taking advantage of the orthogonality
of W , G can be estimated in a least squares manner, as shown below:
G^ =

W TW
 1 
W TY

= inv(diag[!T0 !0; :::; !
T
i !i; :::; !
T
m 1!m 1])

W TY

= diag[
1
!T0 !0
; :::;
1
!Ti !i
; :::;
1
!Tm 1!m 1
]

W TY

(2.41)
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Therefore,
g^i =
!Ti Y
!Ti !i
=
!Ti Y
k!ik2
(2.42)
As a result, the least squares estimate of  can be computed as
^ = T 1G^ (2.43)
Remark 3 Since T is an upper triangular matrix, it is numerically well- condi-
tioned. Therefore, its inversion, as in (2.43), is straight forward. The least
squares parameter estimation in this manner is regarded as orthogonal least
squares (OLS) algorithm which is extensively used in the later chapters of the
thesis.
Gram-Schmidt Orthogonal Decomposition Procedure
In the following, the Gram-Schmidt Orthogonal Decomposition procedure is de-
scribed. To facilitate the understanding and presentation of the algorithm, let
us dene
i = [i(0); i(1); :::; i(N   1)]T ; i = 0; 1; :::;m  1
which is the (i+ 1)th column of the data matrix  (size() = N m).
1. At the rst step, initialize !0 = 0; g0 =
!T0 Y
!T0 !0
:
2. For 1  i  m  1, compute
j;i =
!Tj i
!Tj !j
, j = 0; 1; :::; i  1
!i = i  
i 1X
j=0
j;i!j
gi =
!Ti Y
!Ti !i
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3. The relevant matrices are obtained as follows.
W = [!0; !1; :::; !m 1]
T =
266664
1 0;1 ::: 0;m 1
...
. . .
...
...
0
... 1 m 2;m 1
0 0 0 1
377775
G = [g0; g1; :::; gm 1]
T
^ = T 1G
2.4.2 PRESS Statistics
Let us dene the conventional residual from the least squares estimator:
(k) = y(k)  (k)T ^ (2.44)
These residuals measure the quality of model t from a given data set. How-
ever, they do not access the models predictive capacities since the prediction
y^(k) = (k)T ^ is correlated with y(k). Traditionally, in order to avoid the
correlation that exists between the conventional residual and the process output
data, cross-validation is normally employed. Cross-validation involves splitting
the data into two separate sets: an estimation set that is used to estimate the
models parameters and a testing (validation) set to be used for evaluating the
predictive capabilities of the tted model. In this case, the cross-validation cri-
terion measures the models predictive performance, and the residual associated
with the testing set can be used for model structure identication. As, in this
case, y(k) and its predictor y^(k) are independent, these residuals may be regarded
as true prediction residuals.
One common version of cross-validation refers to the so called delete-one
cross-validation, on which the PRESS (Prediction Error Sums of Squares) sta-
tistic depends. In this regard, let us dene the prediction error as,
 k(k) = y(k)  (k)T ^ k = y(k)  y^ k(k) (2.45)
where  k(k), k = 0; :::N 1 is regarded as the PRESS residual, which represents
the true prediction error because y(k) and y^ k(k) = (k)T ^ k are independent.
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The estimated parameter vector ^ k is obtained by the least squares method,
as described above, excluding y(k), (k)T : As in the concept of data separation
used in cross-validation, these PRESS residuals provide information in the form
of N cross-validations, in which the tting sample of each cross-validation is of
size N   1: It has been shown (i.e. [23], [40], etc.) that
 k(k) =
(k)
1  (k)T [T] 1 (k) (2.46)
Since,
[T] 1T = WT [T TW TWT ] 1T TW T
= W [W TW ] 1W T (2.47)
and
(k)T

T
 1
(k) = diagk

[T] 1T

(2.48)
Therefore,
(k)T

T
 1
(k) = diagk

W [W TW ] 1W T

=
m 1X
i=0
!i(k)
2
k!ik2
(2.49)
As a result, (2.46) is equivalent to the following equation:
 k(k) =
(k)
1 Pm 1i=0 !i(k)2k!ik2 (2.50)
As,
(k) = y(k)  (k)T ^ = y(k) 
m 1X
i=0
!i(k)gi (2.51)
then,
 k(k) =
(k)
1 Pm 1i=0 !i(k)2k!ik2
=
y(k) Pm 1i=0 !i(k)gi
1 Pm 1i=0 !i(k)2k!ik2 (2.52)
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From (2.50) and (2.51), it can be seen that the PRESS residual  k(k)
is a weighted version of the conventional residual (k); and the weight factorh
1 Pm 1i=0 !i(k)2k!ik2 i 1gives large weight to conventional residuals associated with
data points where the prediction is poor.
Now, in order to simplify this representation of  k(k), it is denoted by
 k(kjm), corresponding to the PRESS residual  k(k) determined from a m-
term model.
In terms of  k(kjm), the PRESS statistic is dened as
PRESS(m) =
N 1X
k=0
2 k(kjm) (2.53)
which measures the predictive capabilities of the estimated model. If the
addition of a term into the model yields a positive increment of the PRESS
value, it means that the model performs better without that term and vice
versa.
Since the calculation of the PRESS residual  k(kjm) using (2.52) only re-
quires the orthogonal matrix W and the auxiliary parameter vector g, the value
of the PRESS statistic can be used to detect the signicance of each additional
term into the original model without the need of calculating ^.
2.5 Conclusions
In summary, several technical preliminaries, that help to explain the results
and support the presentation of the thesis, are provided and discussed in this
chapter. They include the description of system and model, and particularly,
wavelet transform, linear wavelet functional approximation as well as orthogonal
decomposition and PRESS statistics. Their implementation using Matlab are
provided in the Appendices.
Chapter 3
Nonlinear System Identication
via Wavelet based SDP models
This chapter presents a new approach to the identication and estimation 1 of
nonlinear dynamic systems which exploits the concept of a State Dependent Pa-
rameter (SDP) model structure. The major attractive features of the proposed
approach are: (1) the initial non-parametric identication of the nonlinear sys-
tem structure using a SDP algorithm based on recursive xed interval smoothing;
(2) a compact parameterization of this initially identied model structure via a
linear wavelet functional approximation; and (3) nal optimized model structure
selection using the Predicted Residual Sums of Squares (PRESS) criterion in con-
junction with Orthogonal Decomposition to avoid any ill-conditioning problems
associated with the parameter estimation, prior to nal parametric optimization
using this optimized, parsimonious structure. Three simulation examples are
provided in this chapter to demonstrate the proposed approach. The material
written in this chapter is based on the results appeared in ([1] - [3]).
The organization of this chapter is as follows. Section 3.1 introduces and il-
lustrates the concept of SDP model structure and the associated non-parametric
estimation procedure. Section 3.2 discusses the role of SDP in nonlinear system
identication. Section 3.3 introduces a class of nonlinear model called wavelet
based SDP model. The PRESS statistic and forward regression for optimized
1Since the di¤erentiation is important in this thesis, the statistical meaning of these terms
will be used here, where identication is taken to mean the specication of an identiable
model structure, while estimationrelates to the estimation of the parameters that characterize
this identied model structure.
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nonlinear model structure selection are discussed in Section 3.4. Here, the as-
sociated nonlinear system parameter estimation framework, via least squares, is
also discussed. In this section, we also summarize the proposed nonlinear iden-
tication procedure. The simulation examples which illustrate the merits of the
proposed approach are presented in Section 3.5; and Section 3.6 investigates the
e¤ect of additive noise to the identication process. Finally Section 3.7 concludes
the chapter.
3.1 State Dependent Parameter Model Struc-
ture
This section introduces the concept and estimation of a specic class of nonlinear
model structures called State Dependent Parameter (SDP) model.
Consider the following model equation:
y(k) = zTk pk + e(k) (3.1)
in which,
zTk = [y(k   1); :::; y(k   ny); u(k   ); :::; u(k      nu)] (3.2)
pk = [a1(1); :::; any(ny); b0(0); :::; bnu(nu)]
T (3.3)
e(k) is a zero-mean, normally distributed white noise sequence with a standard
deviation , denoted as:
e(k) = N(0; 2) (3.4)
 is a pure time delay (measured in sampling intervals), while fnu; nyg refer
to the maximum number of lagged inputs and outputs. ai(i) and bj(j) are
assumed to be functions of i 2 zTk and j 2 zTk respectively (zTk is regarded as
a state vector). As a result, in the open literature (i.e. [29], [31], [33], [34], [35],
etc.), ai(i) and bj(j) are regarded as the State Dependent Parameters, and the
model structure as described in (3.1) is referred as a State Dependent Parameter
ARX model (SDARX).
For illustration, an example of a SDARX model is as follows:
y(k) = 1y(k   1)2 + 2y(k   2)3 + 1u(k   1) + e(k) (3.5)
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where, 1,2 and 1 are constant.
Equation (3.5) can be written in the following form:
y(k) = a1fy(k   1)gy(k   1) + a2fy(k   2)gy(k   2)
+ b1fu(k   1)gu(k   1) + e(k) (3.6)
in which,
a1fy(k   1)g = 1y(k   1) (3.7)
a2fy(k   2)g = 2y(k   2)2 (3.8)
b1fu(k   1)g = 1 (3.9)
As a result, (3.5) can be converted into a standard SDARX model as follows:
y(k) = zTk pk + e(k) (3.10)
where,
zTk = [y(k   1); y(k   2); u(k   1)] (3.11)
pk = [a1fy(k   1)g; a2fy(k   2)g; b1fu(k   1)g]T
=

1y(k   1); 2y(k   2)2; 1
T
(3.12)
Another example is the nonlinearity appeared in a cosine map as in the below
equation:
y(k) = cos[y(k   1)] + y(k   2) + e(k) (3.13)
Assume y(k) 6= 0 8k 2 N, then (3.13) can be arranged into the following form:
y(k) = a1fy(k   1)gy(k   1) + a2fy(k   2)gy(k   2) + e(k) (3.14)
where,
a1fy(k   1)g = cos[y(k   1)]
y(k   1) (3.15)
a2fy(k   2)g =  (3.16)
Again, (3.14) can be converted into a standard SDARX model as follows:
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y(k) = zTk pk + e(k) (3.17)
in which,
zTk = [y(k   1); y(k   2)] (3.18)
pk =

cos[y(k   1)]
y(k   1) ; 
T
(3.19)
For this model structure, based on the original work proposed by Young (i.e.
[29], [31], [33], [34], [35]), the estimation of the State Dependent Parameters is
based on considering the changes of the SDPs in a transformed space, where the
data are re-ordered in a non-temporal manner (normally the simple ascending-
order). This sorting procedure eliminates the rapid natural variations in the
input-output data fu(k); y(k)g and replaces these by smoother and less rapid
variations in the sorted space .
For illustration, with 1 = 1:5, 2 =  0:8; 1 = 0:2, u(k) = sin(k=30)
and zero initial conditions, let us simulate (3.5) to obtain 1000 data points.
Figures 3.1 (a) and (c) show the original input-output data, which exhibit quick
variation in their behaviours. Nevertheless, these rapid changes are eliminated
in the transformed space, where the input-output data are sorted with respect
to a common ascending order. As demonstrated in Figures 3.1 (b) and (d), they
are replaced by smoother and slower variations in the transformed space.
In this transformed space, the SDPs are assumed to vary in a stochastic man-
ner, according to a specied member of the Generalised Random Walk (GRW)
family, such as the random walk (RW) or the integrated random walk (IRW).
They are then estimated in a recursive approach that exploits a Fixed Interval
Smoothing (FIS) algorithm2 ([29], [31], [33], [34], [35]). Following the FIS esti-
mation, these SDP estimates can be unsorted as the reverse operation of sorting
procedure, and their true rapid variation will become apparent.
The overall SDP estimation procedure as well involves a back-ttingalgo-
rithm3 that allows for the sequential estimation of the SDPs. Here, each para-
meter is estimated sequentially based on the partial residual series obtained by
2where, the hyper-parameters associated with the stochastic models for the parameter vari-
ations are estimated using Prediction Error Decomposition (PED) and associated Maximum
Likelihood (ML) optimization
3The SDP algorithm is one of the routines in the CAPTAIN Toolbox for Matlab: see
www.es.lancs.ac.uk/cres/captain/overview.html
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Figure 3.1: Illustration of the data sorting concept in SDPs non-parametric
estimation, in which the data is sorted with respect to a common ascending
order: original output (a) and input (c) data versus their respective transformed
version in sorted space (b) and (d).
subtracting all the other terms in the right hand side of (3.1) from y(k). At
each such backtting iteration, the sorting is then based on the single variable
associated with the current SDP being estimated. Being estimated in such man-
ner, the SDP estimates are themselves time series. Therefore, the nal results of
this process are in the form of non-parametric relationships (graphs) between the
SDP estimates and the states on which they are dependent. The characteristics
of the obtained non-parametric relationship (i.e. the shape of the SDP rela-
tionship) help to dene the nature of systems nonlinearities within a SDARX
model, thus provide a natural and useful prelude to the parameterization of such
nonlinearities.
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3.2 The Role of SDP in Nonlinear System Iden-
tication
For control system design, parameterized models are often required. Neverthe-
less, model structure identication for nonlinear systems is often complicated
since it involves all possible combinations of nonlinear regression terms and in-
teractions. In a SDP model setting, the key here is to use the non-parametric
SDPs estimates as a priori knowledge to locate and visualize the most signi-
cant nonlinearities. This information is then used for the selection of appropriate
basis functions as well as the associated scaling parameters used for nonlinear
system identication. This directly contributes to the e¢ ciency of the identied
model structure in terms of accuracy and computational advantages.
For example, if the nature of nonlinearities identied via the associated non-
parametric estimates is complex, simple basis functions and coarse scaling pa-
rameters are not su¢ cient to produce a satisfactory result. Instead, more com-
plicated basis functions and/or ner scaling parameters need to be chosen to
e¤ectively capture the nonlinearities. In the case of wavelets as considered in
this thesis, the chosen nest and coarsest scales directly determine the number
of terms to be included in the nonlinear model structure, thus relate to both
the approximation performance and computational e¢ ciency of model structure
selection algorithms.
To make these concepts more concrete, let us consider the following example.
3.2.1 Example 3.1
Consider a nonlinear system described by the following equation:
y(k) = 0:5y(k   1)3   0:3u(k   1) + e(k) (3.20)
This equation (3.20) can be re-arranged into the following form:
y(k) = a1fy(k   1)gy(k   1) + b1fu(k   1)gu(k   1) + e(k) (3.21)
where,
a1fy(k   1)g = 0:5y(k   1)2 (3.22)
b1fu(k   1)g =  0:3 (3.23)
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With u(k) to be a zero-mean, normally distributed, white noise sequence,
model (3.21) is simulated to generate 1000 data points (see Figure 3.2).
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Figure 3.2: Example 3.1 simulation data: (a) output (b) input.
The non-parametric estimation results for this model are shown in Figure 3.3
(dot-dot lines, with the associated standard error bounds shown dashed lines)
where all SDPs are modeled as Integrated Random Walk (IRW) processes in the
transformed (ordered data) space.
Figure 3.3 (b) shows the non-parametric estimate of b1fu(k 1)g. This clearly
indicates that b1fu(k 1)g can be well represented by a constant parameter (i:e:
b1fu(k   1)g = ), and the systems dynamic associated with u(k   1) is linear
in nature.
Figure 3.3 (a) shows the non-parametric estimate of a1fy(k   1)g in com-
parison to the actual function. This information illustrates the nature of the
nonlinearities existed in this particular system (parabolic), providing the basis
for the nal parametric estimation of the model. This includes the selection of
basis functions and scaling parameters used for the approximation.
In the case where wavelet is proposed to be used in the present study, the
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Figure 3.3: Example 3.1: (a) a1fy(k   1)g and (b) b1fu(k   1)g versus the
respective state variables.
non-parametric estimate of a1fy(k  1)g suggests that the mother wavelet func-
tion which exhibits low frequency features (i.e. Mexican hat wavelet as in (2.10)
), and coarse scaling parameters (i.e. 1,2,3, etc.) are su¢ cient for the approxi-
mation of this SDP relationship. For example, a1fy(k  1)g can be well realized
using the following functional structure:
a1fy(k   1)g = c3;0	3;0 [y(k   1)] (3.24)
in which,
	(x) = (1  x2)e 0:5x2 (3.25)
	i;j(x) = 	(2
 ix  j) (3.26)
Figure 3.4 compares the non-parametric estimate of a1fy(k  1)g (solid) ver-
sus the parameterized result tted (dash-dot) by using this simple functional
structure (3.24), in which the standard error bounds are shown by dot-dot lines.
By using this information, the nature of the systems dynamics can be in-
terpreted and the nal parametric estimation of the model can be e¤ectively
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Figure 3.4: Example 3.1: Comparison between the non-parametric estimate of
a1fy(k   1)g (solid) and the parameterized result tted (dash-dot) by using
this simple functional structure (3.24) (the standard error bounds are shown by
dot-dot lines).
accomplished. This helps to avoid the danger of over-parameterization and all
of its associated di¢ culties.
To generalize this idea, in the subsequent sections, we propose and investigate
the application of SDP models and wavelets in nonlinear system identication,
introducing a new class of nonlinear models called wavelet based SDP model. The
key here is to locate and understand the nature of the associated nonlinearities in
order to select the appropriate wavelet basis functions as well as the associated
scaling parameters based on the non-parametric SDPs estimates as a priori
knowledge. This greatly facilitates and simplies the whole identication process
for nonlinear systems.
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3.3 Wavelet Based SDP Model
A wide range of nonlinear systems can be represented by a nonlinear autoregres-
sive model with exogenous inputs (NARX), as described below:
y(k) = ff(k)g = ffy(k   1); :::; y(k   ny);
u(k); :::; u(k   nu)g+ e(k) (3.27)
where ff:g is a nonlinear function (mapping); u(k) and y(k) are, respectively, the
sampled input-output sequences; while fnu; nyg refer to the maximum number
of lagged inputs and outputs. Finally, e(k) refers to the noise variable, assumed
initially to be a zero-mean, white noise process that is uncorrelated with the
input u(k) and its past values.
It is assumed that the above system (3.27) can be represented by the following
State Dependent Parameter (SDP) model:
y(k) =
nyX
q=1
fqfy(k   q)gy(k   q)
+
nuX
q=0
gqfu(k   q)gu(k   q) + e(k) (3.28)
Here, the parameters fqf:g, gq(:g are the State Dependent Parameters (SDPs)
which are respectively functions of the state variables dened by the input and
output variables and their past sampled values.
At this point, the nonlinear system identication problem is equivalent to
the problem of estimating and parameterizing the systems nonlinearities char-
acterized by the respective SDPs. More specically, the nonlinearities carried by
these SDPs are rst non-parametrically estimated as discussed in the previous
sections. In the transformed space (sorted space), the SDPs non-parametric
estimate is smoother and less rapid variation. As a result, in order to obtain the
compactness in the SDPs parameterization, linear wavelet functional approxi-
mation is utilized, in which the respective SDP is represented by a set of scaled
and translated wavelet basis functions in combination with a linear function.
As proposed and discussed in Section 2.3, this functional approximation scheme
is, particularly, advantageous in approximating functions with slow variation
features like SDP relationships.
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These non-parametric estimates are then used as a priori knowledge for the
selection of wavelet basis functions and the associated scaling parameters (i.e.
nest and coarsest scales imin, imax) to be used to e¤ectively parameterize the
systems nonlinearities characterized by the respective SDP relationships.
Using the linear wavelet functional approximation as proposed in Section 2.3,
the respective SDPs can be generally approximated as follows:
fqfy(k   q)g =
imaxX
i=imin
X
j2Li
dfq;i;j	i;j [y(k   q)] + afq [y(k   q)] + bfq (3.29)
gqfu(k   q)g =
imaxX
i=imin
X
j2Li
dgq;i;j	i;j [u(k   q)] + agq [u(k   q)] + bgq (3.30)
	i;j(x) = 	(2
 ix  j) (3.31)
in which, 	(x), imin,imax are selected corresponding to the features of the
SDP relationships.
Substitute (3.29) and (3.30) into (3.28), we obtain a wavelet based SDP model
(WSDP) as follows.
y(k) =
(
nyX
q=1
"
imaxX
i=imin
X
j2Li
dfq;i;j	i;j [y(k   q)] + afq [y(k   q)] + bfq
#)
y(k   q)+(
nuX
q=0
"
imaxX
i=imin
X
j2Li
dgq;i;j	i;j [u(k   q)] + agq [u(k   q)] + bgq
#)
u(k   q) + e(k)
(3.32)
In this WSDP model, the parameters are the coe¢ cients of the respective
wavelet/linear functions, i.e. dfq;i;j; afq; bfq and dgq;i;j; agq; bgq. With given infor-
mation of the basis functions (wavelets/linear function) and fny; nug as well as
the associated scaling parameters imin and imax, the next task here is to formulate
(3.32) as an estimation problem of a linear-in-the-parameter regression equation,
starting from the inner-most summation (j) to the outer-most summation (q).
Let (
fq;Li(k) = [	i;jiminfy(k   q)g; :::;	i;jimaxfy(k   q)g]
Afq;Li = [dfq;i;jimin ; :::; dfq;i;jimax ]
T
)
(3.33)
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(
gq;Li(k) = [	i;jiminfu(k   q)g; :::;	i;jimaxfu(k   q)g]
Agq;Li = [dgq;i;jimin ; :::; dgq;i;jimax ]
T
)
(3.34)
where jimin and jimax are the lower and upper limits of Li.
By being dened as in (3.33) and (3.34), fq;Li(k) and gq;Li(k) are functions
of y(k   q) and u(k   q) respectively.
Then, (3.32) can be re-arranged into the following form:
y(k) =
nyX
q=1
"
imaxX
i=imin
fq;Li(k)Afq;Li + afq [y(k   q)] + bfq
#
y(k   q)
+
nuX
q=0
"
imaxX
i=imin
gq;Li(k)Agq;Li + agq [u(k   q)] + bgq
#
u(k   q) + e(k) (3.35)
Now dene,(
 fq(k) = [fq;Limin(k); :::; fq;Limax(k); y(k   q); 1] y(k   q)
Afq =

ATfq;Limin ; :::; A
T
fq;Limax
; afq; bfq
T
)
(3.36)
(
 gq(k) = [gq;Limin(k); :::; gq;Limax(k); u(k   q); 1]u(k   q)
Agq =

ATgq;Limin ; :::; A
T
gq;Limax
; agq; bgq
T
)
(3.37)
We obtain,
y(k) =
nyX
q=1
 fq(k)Afq +
nuX
q=0
 gq(k)Agq + e(k) (3.38)
Here, Afq and Agq are the parameter vectors. Again, as dened in (3.36) and
(3.37),  fq(k) and  gq(k) are functions of y(k   q) and u(k   q) respectively.
To integrate (3.38) with measured input and output data, we assume that
y(0); y(1); :::; y(N   1) and u(0); u(1); :::; u(N   1) are available.
With
Y = [y(0); :::; y(N   1)]T (3.39)
U = [u(0); :::; u(N   1)]T (3.40)
 = [e(0); :::; e(N   1)]T (3.41)
Equation (3.38) is written into the matrix form as below
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Y =
nyX
q=1
 fqAfq +
nuX
q=0
 gqAgq +  (3.42)
where,
 fq =

 Tfq(0); :::; 
T
fq(N   1)
T
=
26666664
fq;Limin(0)y( q) ::: fq;Limin(N   1)y(N   1  q)
...
...
...
fq;Limax(0)y( q) ::: fq;Limax(N   1)y(N   1  q)
y( q)2 ::: y(N   1  q)2
y( q) ::: y(N   1  q)
37777775
T
(3.43)
 gq =

 Tgq(0); :::; 
T
gq(N   1)
T
=
26666664
gq;Limin(0)u( q) ::: gq;Limin(N   1)u(N   1  q)
...
...
...
gq;Limax(0)u( q) ::: gq;Limax(N   1)u(N   1  q)
u( q)2 ::: u(N   1  q)2
u( q) ::: u(N   1  q)
37777775
T
(3.44)
Let us dene 8<:Af =
h
ATf1; :::; A
T
fny
iT
Ag =

ATg0; :::; A
T
gnu
T
9=; (3.45)(
 f = [ f1; :::; fny ]
 g = [ g0; :::; gnu ]
)
(3.46)
Here, Af and Ag are the parameter matrices while  f and  g are the data
matrices.
Substitute (3.45) and (3.46) into (3.42), we obtain
Y =  fAf +  gAg +  (3.47)
As a result, (3.32) can be written in the following matrix form which is a
standard least squares parameter estimation:
Y = P +  (3.48)
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where, (
P = [ f ; g]
 = [ATf ; A
T
g ]
T
)
(3.49)
3.4 Model Structure Identication and PRESS
Statistics
The model as described in (3.48) is often over-parameterized, since it consists
of all the possible combinations of regression terms as derived from the selected
nest and coarsest scales. With these redundancies, the data matrix is often
numerically ill-conditioned, leading to a number of disadvantages in both the
computation as well as e¢ ciency associated with the parameter estimation. An
approach to overcome this is to use Orthogonal Decomposition (OD) algorithm
(as described in Section 2.4.1). In the proposed approach, it is incorporated into
the model structure selection algorithm to enable the algorithm to automatically
eliminate any associated ill-conditioning problems.
The principle of a model structure determination algorithm lies on the se-
lection of a nal model structure which is simple but adequate to explain the
essentials of the underlying systems dynamics. The key here is to justify the
signicance of each terms within the original over-parameterized model based on
a criterion, and determine which term is necessary to be included into the nal
model.
A well known approach to this problem for a linear-in-the-parameter model
is to use the Predicted Residual Sums of Squares (PRESS) statistic (i.e. [23],
[40]) and forward regression (i.e. [12], [13],[39]). Here, these methods are used
to detect the most signicant terms for the optimized SDP parameterization, as
discussed in the following.
For this model (3.48), as described in Section 2.4, its associated PRESS value
is calculated as
PRESS(m) =
N 1X
k=0
2 k(kjm) (3.50)
This value, as discussed in Section 2.4, measures the predictive capabilities of
the estimated model, thus accesses the models structure selection problem. If
the addition of a term into the model yields a positive increment of the PRESS
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value, it means that term is decreasingly signicant for the parameterization,
and vice versa. Consequently, the PRESS statistic can be used as criteria to
detect the signicance of each term in the model. It is, in fact, the incremental
value of PRESS resulted from excluding a term from the model that reects its
contribution in the model. If we let PRESS im (m   1) be the value calculated
from a (m  1)-term model by excluding the i th term from the original m-term
model, then PRESSi = PRESS im (m   1)   PRESS(m) can be used as
criterion for the new term selection algorithm.
Note that traditional approaches that use the PRESS statistic in term se-
lection are based on the so called growing modelconcept (i.e. [12]-[14]). This
normally starts from an initial small term subset and gradually adds in new
terms based on the reduction in the PRESS value caused from adding these
terms. But, in this case, how can we ensure that the selected initial subset
contains the most signicant terms? Otherwise, it might easily lead to model
over-parameterization.
In order to avoid the possibility of such over-parameterization, in our new
algorithm, we rst detect the signicance and contribution of each term in
the model, based on the incremental value PRESSi = PRESS im (m   1)  
PRESS(m). In this way, the maximum PRESSi signies the most signicant
term, while its minimum reects the least signicant term. Based on this, in the
next step, forward regression is employed to select the systems model structure.
By doing so, we can ensure that the algorithm initializes with the initial subset
being the most signicant term. It then starts to grow to include the subsequent
signicant terms in a forward regression manner, until a specied performance
is achieved. To be more specic, the forward regression-based PRESS term
selection algorithm is described below.
3.4.1 The PRESS Term Selection Algorithm
For the ease of representation, let us denote i be the (i + 1)th column of :
i = (:; i + 1), and P ( i) denotes the matrix which is resulted from excluding
the ith column from the original matrix P .
1. Initialize  = P; [N;m] = size(P )
2. Orthogonal Decomposition
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(a) [N;m1] = size(). Initialize !0 = 0; g0 =
!T0 Y
!T0 !0
:
(b) For 1  i  m1   1, compute
j;i =
!Tj i
!Tj !j
, j = 0; 1; :::; i  1
!i = i  
i 1X
j=0
j;i!j
gi =
!Ti Y
!Ti !i
3. PRESS computation
 k(k) =
y(k) Pm1 1i=0 !i(k)gi
1 Pm1 1i=0 !i(k)2k!ik2
PRESS =
N 1X
k=0
2 k(k)
4. PRESS(m) = PRESS. For 1  i1  m,
(a) Set  = P ( i1). Repeat steps 2 and 3.
(b) PRESS i1m (m  1) = PRESS. Calculate
PRESSi1 = PRESS
 i1
m (m  1)  PRESS(m)
5. Based on the largest PRESSi1 value, select the most signicant term to
be added to the regressor matrix.
6. Solve for the intermediate parameter estimate in a least squares manner.
7. Calculate the approximation accuracy, and compare it to the desired value:
 If satisfactory performance is achieved, stop the algorithm;
 Otherwise, add extra terms into the regressor matrix based on the
next largest PRESSi1 values, and repeat from step 6 to 7.
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3.4.2 Nonlinear System Parameter Estimation
Even though the model parameter estimate can be obtained as a by-product of
the above described model structure selection algorithm, to facilitate the un-
derstanding and support the presentation of the subsequent chapters, in the
following, we formulate a standard least squares parameter estimation frame-
work.
Upon completing the above model structure selection procedure, the opti-
mized functional structures for all the SDPs are revealed. They are dened in
the following manner:
fq(x) =
nfqX
j=0
afq;jlfq;j(x)
gq(x) =
ngqX
j=0
agq;jlgq;j(x) (3.51)
where, Lfq = flfq;0; :::; lfq;nfqg; Lgq =

lgq;0; :::; lgq;ngq
	
are, respectively, the op-
timized sets of wavelet functions and/or the linear function (ax + b) used for
parameterization of fq(x) and gq(x). Substituting (3.51) into (3.28) yields
y(k) =
nyX
q=1
nfqX
j=0
[afq;jlfq;jfy(k   q)g]y(k   q)
+
nuX
q=0
ngqX
j=0
[agq;jlgq;jfu(k   q)g]u(k   q)
+ e(k) (3.52)
Let us dene
fq = [afq;0; :::; afq;nfq ]
T
gq = [agq;0; :::; agq;ngq ]
T
Lk;fq = [lfq;0fy(k   q)g; :::; lfq;nfqfy(k   q)g]y(k   q)
Lk;gq = [lgq;0fu(k   q)g; :::; lgq;ngqfu(k   q)g]u(k   q) (3.53)
Equation (3.52) can be rewritten in to the following form:
y(k) =
nyX
q=1
Lk;fqfq +
nuX
q=0
Lk;gqgq + e(k) (3.54)
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Let
 =
h
Tf1; :::; 
T
fny ; 
T
g0; :::; 
T
gnu
iT
Lk = [Lkf1; :::; Lkfny ; Lkg0; :::; Lkgnu ]
T (3.55)
By substituting (3.55) into (3.54), we obtain:
y(k) = LTk  + e(k) (3.56)
Assume
Y = [y(0); :::; y(N   1)]T
U = [u(0); :::; u(N   1)]T
to be the measurement output-input data.
Equation (3.56) is written into the following matrix form:
Y = L +  (3.57)
in which,
L = [L0; :::; LN 1]T
 = [e(0); :::; e(N   1)]T (3.58)
Via Orthogonal Decomposition, L is orthogonally decomposed into 2 com-
ponents: mL  mL upper triangular matrix T , and N  mL matrix W with
orthogonal columns of !i,
L = WT (3.59)
Doing so, the estimate ^ of the parameter vector  is obtained in an Orthogonal
Least Squares manner, i.e.
^ = T 1G^ (3.60)
in which,
G^ = diag[
1
!T0 !0
; :::;
1
!Ti !i
; :::;
1
!TmL 1!mL 1
]

W TY

(3.61)
This linear least squares estimate will have optimal statistical properties if
e(k) is a zero-mean, normally distributed, white noise process, independent of
the input signal u(k). However, depending on the nature of the data and the SDP
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model, these assumptions may not be applicable. In this situation, other estima-
tion solutions are necessary: for instance, Instrumental Variable (IV); nonlinear
least squares based on a response error function; or maximum likelihood estima-
tion based on prediction errors, etc. In particular, the standard and optimal IV
approaches, which have proven so useful in the linear model estimation context
(i.e. [36]), are very robust in practical application, can be developed for use in
IV estimation of the parameters in this model setting.
3.4.3 Identication Procedure
The overall nonlinear system identication using the proposed approach can be
summarized into the following steps:
1. Determining the SDP models order. This includes the selection of the
initial values4 of ny and nu.
2. Non-parametrically estimating the associated SDP parameters.
3. SDPs optimized parameterization structure selection. This involves the
following steps:
(a) Based on the features of the respective SDP non-parametric estimate,
determine an appropriate wavelet function and the associated scaling
parameters (i.e. nest and coarsest scaling parameters) to be used
for the parameterization.
(b) Using the PRESS based selection algorithm, determine an optimized
functional structure used for the respective SDPs parameterization.
4. Final parametric optimization.
(a) Substitute the optimized SDP functional structures into the original
SDP model.
(b) Using the measured data, estimate the associated parameters via an
Orthogonal Least Squares algorithm.
5. Model validation.
4Which normally start with lower values.
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 If the identied values of ny and nu as selected in step 1 provide
a satisfactory performance over the considered data, terminate the
procedure.
 Otherwise, increase the models order, i.e. ny = ny + 1 and/or nu =
nu + 1, and repeat steps 2 through 5.
3.5 Examples
It is obvious that the choice of the wavelet basis function in the linear wavelet
functional approximation may well be di¤erent for each SDP. In order to simplify
the general procedure, therefore, in this chapter, we use a simple form of the
radial mother wavelet called the Mexican Hat Wavelet as described in (3.62)
which is compactly supported in ( 4; 4). Of course, there may be cases where the
SDP relationships are more volatile and rich in frequency features than allowed
by this mother wavelet and then a more complicated basis function may be
necessary ( for example, the Morlet wavelet or other well known wavelet forms).
The Mexican hat wavelet takes the following form:
	(x) =
(
(1  x2)e 0:5x2 if x 2 ( 4; 4)
0 otherwise
)
(3.62)
-4 -3 -2 -1 0 1 2 3 4
-0.5
0
0.5
1
x
Figure 3.5: Compactly supported Mexican hat wavelet function.
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In order to demonstrate the capabilities and e¤ectiveness of the proposed
approach, 3 simulation examples are presented in this section.
3.5.1 Example 3.2
This example considers a nonlinear di¤erential equation of the following form:
::
y(t) + a
y2(t)  1
y2(t) + 1
:
y(t) + by(t) + cy3(t) = u(t) (3.63)
where a = 0:1; b =  0:5; c = 0:5 are time-invariant parameters, u(t) = 7 cos(t);
and the initial conditions are
:
y(0) = y(0) = 0: A fourth order Runge-Kutta
algorithm is used to simulate this model with an integral step of 0:01s, and
this is then re-sampled to generate 3000 equi-spaced data points at a sampling
interval Ts = 0:02s, as shown in Figure 3.6.
Figure 3.6: Example 3.2 data: (a) output, (b) input.
Using a discrete-time model form for this system, the SDP model structure
is identied as follows:
y(k) = f1fy(k   1)gy(k   1) + f2fy(k   2)gy(k   2)
+ g1fu(k   1)gu(k   1) (3.64)
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The non-parametric estimation results 5 for this model are shown in Figure 3.8
(dot-dot lines, with the associated standard error bounds shown dashed lines)
where all SDPs are modeled as Integrated Random Walk (IRW) processes in
the transformed (ordered data) space. With the scaling parameters (nest and
coarsest scales) chosen to be 4, the SDP parameters are identied in the following
general parametric forms:
f1(x) = a4; 1;f1	4; 1(x) + a4;2;f1	4;2(x) + a4;3;f1	4;3(x)
+ af1x+ bf1
f2(x) = bf2
g1(x) = bg2 (3.65)
where,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2
For example,
	4;2(x) = 	(2
 4x  2) =

1 
 x
24
  2
2
e 0:5(
x
24
 2)2
The estimation model is then obtained by substituting (3.65) into (3.64).
Based on these parameterizations, the nal parametric model, estimated from
the input-output data, is given by:
y(k) =
"
0:0332	4; 1(x)  0:02	4;2(x)
+0:3880	4;3(x) + 0:007x+ 2:0257
#
y(k 1)
y(k   1)
  0:9995y(k   2) + 0:0004u(k   1) (3.66)
and Table 3.1 shows the incremental values of PRESSk that result from ex-
cluding the associated terms from the model. As discussed earlier, this value
reects the signicance of each term toward the models parameterization. The
most signicant term corresponds to the maximum PRESSk (0:9925), and
this is ranked 1 as in Table 3.1. The least signicant term is reected by the
minimum PRESSk (0:2817), and this is ranked 7 in Table 3.1.
Figure 3.7(a) compares the model prediction to the actual output over the
whole data. They are very well overlapped. Figure 3.7(b) shows the associated
5The non-parametric SDP estimation results reported in this chapter were obtained using
the SDP algorithm, as available in the CAPTAIN Toolbox for Matlab: www.es.lancs.ac.uk/
cres/captain/overview.html
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Term index Models term PRESSk Rank
1 [	4; 1(y(k   1))]y(k   1) 0:3155 4
2 [	4;2(y(k   1))]y(k   1) 0:2844 6
3 [	4;3(y(k   1))]y(k   1) 0:2880 5
4 [y(k   1)]2 0:3342 3
5 y(k   1) 0:2817 7
6 y(k   2) 0:9925 1
7 u(k   1) 0:9925 2
Table 3.1: Example 3.2: PRESS table
models PRESS residual that reects its cross-correlation test. This, in turn,
implies that the 7-term identied model in (3.66) provides an excellent charac-
terization of this nonlinear system for the sinusoidal input signal. Note that an
improved model would be obtained if a larger number of wavelet terms had been
utilized. However, the PRESS procedure and the models performance suggest
that it is an acceptable, parsimonious approximation of the di¤erential equation
used to generate the data and that the explanation of the data in the delete-one
validation (PRESS residual) should be su¢ cient for most purposes.
3.5.2 Example 3.3
Consider input-output data from a gas furnace process, sampled at Ts = 9s. The
input for this system is Methane input into gas furnace: cu. ft/ min, while the
output is carbon dioxide output concentration from gas furnace-% of output gas.
This 296-input-output data set (Figure 3.9) is separated into: estimation data
set consisting of 200 data points, and the remaining 96 data points for model
testing. For the convenience of implementation,the recorded output data was
standardized: yd(k) = fy(k)   mean(y)g=std(y), and the standardized output
sequence is still designated as y(k).
Using discrete model for this system, the SDP model structure is identied
as below
y(k) = f1fy(k   1)gy(k   1) + f2fy(k   2)gy(k   2)
+ g0fu(k)gu(k) + g2fu(k   2)gu(k   2) (3.67)
The non-parametrically estimated dependencies for this model are shown in
Figure 3.12 where all SDPs are modelled as Integrated Random Walk (IRW)
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Figure 3.7: Example 3.2: (a) Comparison between the actual output (solid) and
model (3.66) prediction (dot-dot) which are very well overlapped, and (b) the
model associated PRESS residual.
-5 -4 -3 -2 -1 0 1 2 3 4 51.9955
1.996
1.9965
1.997
1.9975
1.998
1.9985
1.999
1.9995
2
Figure 3.8: Example 3.2 - Non-parametrically estimated SDP (dot-dot), and
parameterized result (solid) : f1fy(k   1)g versus y(k   1), and standard error
bound (dash).
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Figure 3.9: Example 3.3 data: (a) output, (b) input.
processes. Carrying out the similar process as the above, the nal parametric
model is found to be
y(k) =
"
 0:0336	2; 1(x)  0:1314	2;0(x)
+1:4561
#
y(k 1)
y(k   1)
+
"
0:7572	2; 1(x) + 0:45281	2;0(x)
+1:0231	3;1(x) + 2:2873
#
y(k 2)
y(k   2)
+
"
0:0627	2;0(x) + 0:0110	2; 1(x)
+0:0408	2; 2(x)  0:0083
#
u(k)
u(k)
  0:1837u(k   2) (3.68)
where,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2
3. Nonlinear System Identication via Wavelet based SDP models 62
0 50 100 150 200 250 300
45
50
55
60
65
(a)
0 50 100 150 200 250 300
-1
-0.5
0
0.5
1
(b)
 Sampling Index
Figure 3.10: Example 3.3: (a) Comparison between the actual output (solid)
and model (3.68) prediction (dot-dot) which are very well overlapped, and (b)
the associated residual.
0 50 100 150 200 250 300
45
50
55
60
65
(a)
0 50 100 150 200 250 300
-2
-1
0
1
2
3
4
(b)
 Sampling Index
Figure 3.11: Example 3.3: (a) Comparison between the actual output (solid)
and model iterative output of (3.68) (dot-dot), and (b) their di¤erence
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Figure 3.10 compares the model prediction (which is recovered to the original
amplitude by de-standardization) to the actual output over the whole data. The
models iterative (simulated) output6 is shown in Figure 3.11 in comparison to
the actual output signal, implying that the 12-term identied model excellently
characterizes the systems dynamic behaviour. In fact, this application example
was also studied in [7] (Example 2), where generalized Kernel model is used
to model the system. Nevertheless, in comparison to the work in the present
study, the proposed approach may be more advantageous over the generalized
kernel model [7] for this particular example, in the sense that the system is
well represented with a smaller number of terms (12 versus 21, or 43% terms
reduction), smaller order (2 versus 3) and using less training data (200 versus
296) while producing much better result (MSE = 0:0285 versus 0:053482 of the
generalized kernel model [7] over the considered data set).
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Figure 3.12: Example 3.3 -Non-parametrically estimated (dot-dot), and actual
SDPs (solid): (a) f1fy(k   1)g versus y(k   1) (b) f2fy(k   2)g versus y(k   2)
(c) g0fu(k)g versus u(k), (d) g2fu(k   2)g versus u(k   2) , and standard error
bound (dash).
6 i.e. the output obtained by generating the deterministic model output from the model
input alone, without any reference to the output measurements
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3.5.3 Example 3.4
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Figure 3.13: Example 3.4 data: (a) output, (b) input.
In this example, the set of 1000 input-output data samples shown in Figure
(3.13) are generated from the following nonlinear system model:
y(k) = a1fy(k   1)gy(k   1) + a2fy(k   2)gy(k   2)
+ b0fu(k)gu(k) + b1fu(k   1)gu(k   1) (3.69)
where,
a1(x) = 0:1426x
4 + 0:4613x3 + 0:4626x2 + 0:1615x+ 1:314
a2(x) =  0:02949x  0:4937
b0(x) =  0:0177x2 + 0:03224x+ 0:1479
b1(x) =  0:06275x3 + 0:1528x2   0:1146x  0:2864
and the input signal u(k) = ut(kTst), in which
Ts = 0:02 s
ut(t) = 0:5cos(1:2t)sin(1:7t) + 0:5exp[ sin(t4)]
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Note that, the input signal ut(t) is selected as in [18].
Again using a discrete-time model form for this system, the SDP model
structure is identied as below
y(k) = f1fy(k   1)gy(k   1) + f2fy(k   2)gy(k   2)
+ g0fu(k)gu(k) + g1fu(k   1)gu(k   1) (3.70)
and, following the similar identication and estimation process as in the previous
examples, the nal parametric model estimated from the input-output data, is
given by:
y(k) = [0:1135	0;2(x)  2:2477	4; 2(x)  4:2591	4;3(x)]y(k 1) y(k   1)
+ [ 0:0206x  0:4747]y(k 2) y(k   2)
+ [ 0:9466	2;1(x)  1:7852	2; 1(x)]u(k) u(k)
+ [0:8975	0;4(x) + 0:4811	0; 2(x) + 0:4393	0; 1(x)]u(k 1) u(k   1)
(3.71)
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Figure 3.14: Example 3.4: (a) Comparison between the actual output (solid)
and model (3.71) prediction (dot-dot) which are very well overlapped, and (b)
the model associated PRESS residual.
3. Nonlinear System Identication via Wavelet based SDP models 66
0 100 200 300 400 500 600 700 800 900 1000
-2
-1.5
-1
-0.5
0
0.5
(a)
0 100 200 300 400 500 600 700 800 900 1000
-0.3
-0.2
-0.1
0
0.1
(b)
sampling index
Figure 3.15: Example 3.4: (a) Comparison between the actual output (solid)
and model iterative output of (3.71) (dot-dot), and (b) their di¤erence
Figure 3.14 shows: (a) a comparison between the predicted output of the
model (3.71) and the actual output over the whole data; and (b) the associ-
ated models PRESS residual reecting its cross-validation tests. Figure 3.15
compares the models iterative (simulated) output to the actual output signal,
showing that it approximates the dynamic behaviour of the actual system very
well.
3.6 Additive Noise
Revisiting Example 3.4, in order to evaluate the e¤ect of measurement noise, it
is assumed that the output is noisy, in the sense that a zero-mean, white noise
sequence is added to the noise-free output signal (i.e. the simulated output of
(3.69)). In this situation, the measured output y(k) is redened as:
y(k) = y(k) + #(k) #(k) = N(0; 2) (3.72)
where 2 = 0:01 is selected to add 3% noise (by standard deviation) to y(k),
which now denotes the noise-free output sequence.
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Figure 3.16: Example 3.4 -Non-parametrically estimated (dot-dot), and actual
SDPs (solid): (a) f1fy(k   1)g versus y(k   1) (b) f2fy(k   2)g versus y(k   2)
(c) g0fu(k)g versus u(k), (d) g1fu(k   1)g versus u(k   1) , and standard error
bound (dash).
Using the same identication and estimation strategy as in the above simu-
lation example 3.4, the comparison between the non-parametric SDPs estimated
from the noise-free case (solid lines) and those estimated from the noise cor-
rupted case (dash-dot lines) is shown in gure 3.18 (standard error bounds are
indicated dot-dot lines). This shows that this SDP modelling approach works
well with the kind of low level additive noise used here (see Figures 3.17, 3.18).
Once again using least squares estimation, the nal parametric model is found
to be:
y(k) = [0:0920	0;2(x)  2:3969	4; 2(x)  3:2625	4;3(x)]y(k 1) y(k   1)
+ [ 0:0116x  0:4537]y(k 2) y(k   2)
+ [ 0:9144	2;1(x)  1:7374	2; 1(x)]u(k) u(k)
+ [0:8957	0;4(x) + 0:4799	0; 2(x) + 0:4354	0; 1(x)]u(k 1) u(k   1)
(3.73)
and the model once again provides a good approximation to the actual system.
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Figure 3.17: Additive Noise Example: (a) Comparison between the noise-free
output (solid) and model iterative output of (3.73) (dot-dot), and (b) their dif-
ference
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Figure 3.18: Comparison between the non-parametric SDPs estimated from the
noise free case (simulation example 3.4, solid lines) and those estimated from the
noise corrupted case (dash-dot lines).
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3.6.1 Discussion
Throughout this chapter, a regression type of model structure has been assumed.
In the above example, however, a low level of noise is added to the output signal,
showing that good results can be obtained with this level of noise (see Figure
3.17). It is easy to show, however, that the parameter estimates obtained using
the least squares procedures described in this chapter (i.e. in the case of the
nally estimated models (3.71) and (3.73)) will be asymptotically biased away
from their true values to a degree dependent upon the signal-to-noise ratio (i.e.
[36]) unless the model remains a true regression model when the noise is added,
which is unlikely in practical applications. In the case of non-chaotic systems
with measured input excitation, this does not present any real di¢ culty for
the nal stage of constant parameter estimation because either instrumental
variable (IV) estimation methods, a nonlinear least squares approach based on
the output-error, or more sophisticated prediction error/maximum likelihood
methods, can be used to replace the simple linear least squares algorithm.
In the case of the initial, non-parametric SDP identication stage in the mod-
elling, it should be noted that this is based on recursive xed interval smoothing,
so that the estimation of the SDP at any point in the re-ordered data space is
based on the local data around this point (i.e. [41]), with the estimation win-
dowdened by the selected GRW model for the SDP variations in this ordered
data space. In fact, this window can be interpreted as a wavelet: in the case
of the IRW model, for example, it has the Mexican hat shape. In higher noise
situations, although the non-parametric estimates are biased by the noise, this
only occurs locally, in those parts where the local signal/noise ratio is low, and
it does not necessarily a¤ect the main shape of the estimated SDP relationship.
Consequently the identication of the location and shape of the SDP nonlin-
earities is not necessarily impaired very much and its role in nonlinear model
structure identication is not seriously a¤ected. Nevertheless, the development
of totally unbiased estimation is the subject of future research.
3.7 Conclusions
Although the literature on system identication and estimation includes a wide
variety of e¤ective techniques for nonlinear system modelling, such as those
mentioned in the Section 1.1.2, we believe the approach to nonlinear system
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modelling discussed in this chapter has several innovations and advantages:
1. This State Dependent Parameter (SDP) model form can be applied to a
wide class of nonlinear dynamic systems. In contrast to black-boxmod-
elling alternatives, such as neural network and neuro-fuzzy models, it has
a transparent nonlinear structure that facilitates the interpretation of the
model in physically meaningful terms.
2. This physical interpretation is facilitated by the initial non-parametric SDP
identication stage in the modelling, which utilizes a special, recursive
xed interval smoothing estimation procedure to provide non-parametric
(graphical) estimates of the SDP nonlinearities at identied locations in
the model.
3. In this chapter, we have shown how, having rst identied the location and
nature of the SDP nonlinearities, it is straightforward to exploit powerful
linear wavelet methods for the nal parameterization and estimation of
these nonlinearities in their state-dependent forms.
4. The application of the PRESS statistic and forward regression to de-
tect parametrically e¢ cient structures for the wavelet parameterization
further enhances the parsimony of the model and helps to avoid over-
parameterization, together with its attendant theoretical and practical
di¢ culties. Furthermore, since Orthogonal Decomposition is used in the
PRESS computation, it enables the algorithm to eliminate any numerically
ill conditioning associated with the parameter estimation. This further
enhances the performance and e¢ ciency of this model structure selection
algorithm
5. The SDP model is inherently stochastic, so that the uncertainty associated
with the parameter estimates is a natural product of the statistical SDP
estimation methodology. This is often useful in the practical application
of SDP models.
6. The results obtained from the simulation examples presented in this chap-
ter demonstrate the capabilities and e¤ectiveness of this data-based identi-
cation and estimation technique for nonlinear dynamic system modelling.
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The current SDP modelling approach can be enhanced in a number of ways.
These include: the extension of the present approach to multi-dimensional state
dependencies (to be discussed and investigated in Chapter 4); and the extension
of this wavelet-based approach to handle higher levels of noise using an Instru-
mental Variable (IV) technique (to be discussed and investigated in Chapter 5).
In addition, the relative simplicity of the SDP model makes it a potentially at-
tractive basis for nonlinear control system design (i.e. Proportional-Integral-Plus
(PIP) controller [44]).
Chapter 4
2-Dimensional Wavelet based
SDP Model
This chapter presents a nonlinear system identication approach that uses the
2-Dimensional (2-D) wavelet based State Dependent Parameter (SDP) model.
In this method, di¤ering from our previous approach, the State Dependent Pa-
rameter is a function with respect to 2 di¤erent state variables, which is realized
by the use of the 2-D wavelet functional approximation in association with a
model structure selection procedure using the PRESS criterion and Orthogo-
nal Decomposition. The material written in this chapter is based on the results
which have appeared in [52].
4.1 Introduction
Previous works on SDP estimation and modeling (i.e. [1]-[3],[27]-[34], etc.) only
consider a specic SDP models type which very much relies on a single state
dependency. Nevertheless, in the presence of signicant interactions between the
systems various input/output terms, model of this type has limited applications
since it can not represent the multivariable dependence nature of the systems
nonlinear dynamics. Regardless, the concept of the original SDP model for
interacted variables is very valuable and this chapter attempts to capture the
multivariable state dependence in a parametric model with a surface description.
The focus of this work is on the construction of an e¤ective nonlinear system
identication technique via the so called 2-Dimensional SDP model, including
a systematic approach to selection of candidate model structure and the nal
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determination of the optimal model itself. This particular model structure refers
to a type of SDP models in which the State Dependent Parameter is a function
of 2 di¤erent state variables. It, in turn, makes the SDP relationship to be a
surface instead of being a curve as in the single state dependency (1-D) case. At
this point, the system identication task is to solve the approximation problem
of these 2-D functions within the structure of a dynamic 2-D SDP model.
Traditionally, to address this problem, there exist a number of approaches
available in the open literature, employing various types of functions, such as
polynomial, spline, kernel and other basis functions (i.e. [75],[76],[77],[78], etc.).
As previously discussed, in the recent years, wavelet has been well known due to
its excellent localization properties in both time and frequency ([9], [22], [10]).
With these properties in association with wavelet multiresolution decomposition,
an arbitrary function can be well approximated at any level of regularity and
a desired accuracy by a small number of wavelet basis functions. This makes
wavelet series expansion outperform many other approximation schemes [10],
especially in approximating complex functions, or functions with sharp discon-
tinuities.
The use of 2-D wavelets for nonlinear system identication has been well-
known (i.e. [4], [19], etc.), however, their application in the context of 2-D SDP
model is new. In the previous chapter, 1-D wavelet based SDP nonlinear system
model was studied, in which 1-D wavelets are used for the parameterization of
the associated SDPs. This chapter extends the 1-D SDP model structure to
a compact mathematical formulation in a 2-D context , in which the so called
2-D wavelet series expansion is used for the approximation of the respective 2-D
SDP relationships to form a class of nonlinear system models called 2-D wavelet
based SDP models (2-DWSDP). This is conceptually straight-forward, which
in essence the proposed approach converts a complicated 2-D SDP estimation
problem into much simpler and computationally e¢ cient implementation using
wavelets. Model obtained in this manner is very compact, thus enables the
models use in a much wider range of applications.
Derived from the 1-D equivalence, the 2-D wavelet series expansion approxi-
mates a 2-D SDP relationship using a set of weighted, scaled and translated 2-D
wavelet basis functions. By doing so, a complicated 2-D SDP model is equiva-
lently represented by a simple linear-in-the-parameter model which can be solved
quite e¤ectively via Least Squares methods.
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Unlike the estimation of a linear time-invariant model which has a limited
range of candidate model structures, model structure determination in nonlinear
system identication is a challenging task by its own right. Firstly, the set of
candidate model structures is required to be determined before the estimation.
Here a novel approach is proposed based on the characteristics of wavelet func-
tions. The selection of the scaling factors (nest and coarsest) for a wavelet
series expansion is crucial. It determines the amount of information (i.e. regres-
sor matrix) to be included for the functional approximation, which in essence
is related to the set of the candidate models and to both the approximation
performance and the computational e¢ ciency of the model structure selection
algorithm. In the 1-D case (as in described in Chapter 3), this information was
obtained from the non-parametrically estimated SDP relationships, whereas, in
the 2-DWSDP model situation, this information is not available. In this chapter,
some new results on the selection of those scaling parameters in the context of
the 2-D wavelet series expansion and 2-DWSDP model setting are developed to
enhance the procedure of selecting candidate model structures. Secondly, based
on this selected set of candidate model structures, the optimal structure of a 2-D
wavelet based SDP model, along with its parameters, is chosen using the PRESS
criterion as described in Chapter 3. Furthermore, since Orthogonal Decomposi-
tion is used in the PRESS computation, it enables the algorithm to eliminate
any numerically ill conditioned terms within a given candidate model structure.
This further enhances the performance and e¢ ciency of this model structure
selection algorithm.
The structure of this chapter is outlined as follows. Section 4.2 introduces
and discusses the 2-D wavelet functional approximation as well as the associated
2-D wavelet based SDPmodel (2-DWSDP). The selection of candidate structures
is discussed in Section 4.3. Section 4.4 describes the nonlinear model structure
selection procedure using the PRESS criterion and forward regression, and sum-
marizes the identication procedure using the proposed approach. Section 4.5
presents 3 simulation examples to illustrate the e¢ ciency of the proposed tech-
nique. In this section, we also discuss the e¤ect of additive noise to the models
parameter estimation. Finally, Section 4.6 concludes the chapter.
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4.2 2-D Wavelet based SDP model
It is assumed that a nonlinear system can be represented by the following 2-D
State Dependent Parameter (SDP) model:
y(k) =
nyX
q=1
fq(xmq ;nq)y(k   q) +
nuX
q=0
gq(xlq ;pq)u(k   q) + e(k) (4.1)
where fq; gq (regarded as 2-D SDPs) are dependent on
xmq ;nq = (xmq ; xnq jmq 6=nq 2 x) and xlq ;pq = (xlq ; xpq jlq 6=pq 2 x) in which x =
fy(k   1); :::; y(k   ny); u(k); :::; u(k   nu)g; u(k) and y(k) are, respectively, the
sampled input-output sequences; while fnu; nyg refer to the maximum number
of lagged inputs and outputs. Finally, e(k) refers to the noise variable, assumed
initially to be a zero-mean, white noise process that is uncorrelated with the
input u(k) and its past values.
For example, a rst order 2-D SDP model representation of a nonlinear sys-
tem can take the following form:
y(k) = f1[y(k   1); u(k)]y(k   1) + g0[u(k); u(k   1)]u(k) (4.2)
Let x = fx1; x2; x3g = fy(k   1); u(k); u(k   1)g. In this case, the 2-D
State Dependent Parameters f1 and g0 are dependent on x1;2 = fx1; x2g =
fy(k   1); u(k)g and x2;3 = fx2; x3g = fu(k); u(k   1)g respectively.
4.2.1 2-D Wavelet Series Expansion
An approach to realize these 2-D SDP relationships is to express these using a
set of known basis functions. Conventionally, polynomial has been used for this
purpose. However, it su¤ers from a number of limitations as demonstrated in the
simulation examples (Section 4.5), which include: (1) signicant oscillatory be-
haviours exhibited when higher order polynomials are used in the approximation
and (2) sensitivity of polynomial based models to noise, etc.
As a result, in this chapter, 2-D wavelet basis functions are used to approx-
imate these SDPs. Firstly, due to the excellent localization properties, wavelet
series expansion is able to provide a well localized approximation solution with
any level of regularity and accuracy. Secondly, wavelet basis function is well
behaved due to its bounded characteristics. This is very advantageous for the
stability analysis of the identied wavelet based model.
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The advantages of the proposed 2-D wavelet based approach in comparison
to a polynomial approach are to be discussed and illustrated in the examples
(Section 4.5).
In the case of 2-D wavelet series expansion, the wavelet basis function is no
longer single dimensional but varied with respect to 2 di¤erent variables, i.e.
x1 and x2. To formulate a 2-D wavelet basis function 	[2](x1; x2), a natural
approach is based on the tensor product of 2 1-D wavelet functions 	(x1) and
	(x2) (i.e. [4], [19], etc.) as below:
	[2](x1; x2) = 	(x1)	(x2) (4.3)
For example, let 	(x) be a 1-D Mexican hat wavelet as described in the following
equation:
	(x) =
(
(1  x2)e 0:5x2 if x 2 ( 4; 4)
0 otherwise
)
(4.4)
Then its 2-D version (shown in Figure 4.1) will take the following form:
	[2](x1; x2) =
(
(1  x21)(1  x22)e 0:5(x21+x22) if x1; x2 2 ( 4; 4)
0 otherwise
)
(4.5)
Let f [2] be the associated 2-D SDP relationship to be approximated with
respect to 2 di¤erent state variables , i.e. x1; x2. It can be represented by a 2-D
wavelet series expansion as in the following form (4.6).
f [2](x1; x2) =
imaxX
imin
X
j12Lix1
X
j22Lix2
ai;j1;j2	
[2]
i;j1;j2(x1; x2) (4.6)
where
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (4.7)
in which, imin and imax correspond to the minimum and maximum scales used for
the approximation of f [2](x1; x2): Lix1; Lix2 (determined as in (4.8) and (4.9)) are
the translation libraries with respect to 	(x1);	(x2) at scale i respectively. They
are derived by using the compact supported conditions of the mother wavelet
(see Section 4.3.1 for details)
Lix1 = fj 2 (2 ix1min   s2; 2 ix1max   s1); j 2 Zg (4.8)
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Figure 4.1: 2-D Mexican hat wavelet function
Lix2 = fj 2 (2 ix2min   s2; 2 ix2max   s1); j 2 Zg (4.9)
where, (s1; s2) is the supporting range of the mother wavelet 1. For example, for
the Mexican hat wavelet as in (4.5), s1 =  4 and s2 = 4.
Since imin and imax determine the set of terms used for the approximation,
the next question to address here is how to select these parameters in a 2-D
wavelet based context. This will be discussed and illustrated in Section 4.3.
4.2.2 2-D Wavelet based SDP model
Based on this formulation (4.6), the model structure of (4.1) is parameterized
using a 2-D wavelet series expansion as in (4.6), where the 2-D State Dependent
Parameters fq(xmq ;nq) and gq(xlq ;pq) can be approximated as
1The mother wavelet has non-zero values within this range. Outside this range, it has zero
or insignicant values which are assumed to be zero.
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fq(xmq ;nq) =
imaxX
imin
X
j12Lixmq
X
j22Lixnq
afq;i;j1;j2	
[2]
i;j1;j2(xmq ;nq) (4.10)
gq(xlq ;pq) =
imaxX
imin
X
j12Lixlq
X
j22Lixpq
bgq;i;j1;j2	
[2]
i;j1;j2(xlq ;pq) (4.11)
in which, fLixmq,Lixnqg and fLixlq; Lixpqg correspond to the translation li-
braries with respect to f	(xmq);	(xnq)g and f	(xlq);	(xpq)g at scale i.
Substituting (4.10) and (4.11) into (4.1), we obtain a 2-D Wavelet based SDP
model (2-DWSDP) as follows.
y(k) =
nyX
q=1
24imaxX
imin
X
j12Lixmq
X
j22Lixnq
afq;i;j1;j2	
[2]
i;j1;j2(xmq ;nq)
35 y(k   q)
+
nuX
q=0
24imaxX
imin
X
j12Lixlq
X
j22Lixpq
bgq;i;j1;j2	
[2]
i;j1;j2(xlq ;pq)
35u(k   q) + e(k) (4.12)
In this 2-DWSDP model, the parameters are the coe¢ cients of the respective
2-D wavelets, i.e. afq;i;j1;j2 and bgq;i;j1;j2. With given information of the wavelet
basis functions , i.e. 	[2](x1; x2) and fny; nug as well as the scaling parameters
fimin; imaxg, the next task here is to formulate (4.12) as an estimation problem
of a linear-in-the-parameter regression equation, starting from the inner-most
summation (j2) to the outer-most summation (q).
Let the inner-most coe¢ cients and wavelet basis functions be represented in
vector forms as follows.
8<: fq;j1 = [afq;i;j1;j2min; : : : ; afq;i;j1;j2max]
T
j22Lixnq

fq;j1(k) =
h
	
[2]
i;j1;j2min[xmq ;nq(k)]; : : : ;	
[2]
i;j1;j2max[xmq ;nq(k)]
i
j22Lixnq
9=; (4.13)
and
8<: gq;j1 = [bgq;i;j1;j2min; : : : ; bgq;i;j1;j2max]
T
j22Lixpq

gq;j1(k) =
h
	
[2]
i;j1;j2min[xlq ;pq(k)]; : : : ;	
[2]
i;j1;j2max[xlq ;pq(k)]
i
j22Lixpq
9=; (4.14)
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Note that by being dened as in (4.13) and (4.14) , fq;j1 and gq;j1 are the
parameter vectors which are functions of j1, while 
fq;j1(k) and 
gq;j1(k) are
functions of fj1, xmq ;nq(k)g and fj1, xlq ;pq(k)g respectively.
Then,
X
j22Lixnq
afq;i;j1;j2	
[2]
i;j1;j2(xmq ;nq) = 
fq;j1(k)fq;j1 (4.15)X
j22Lixpq
bgq;i;j1;j2	
[2]
i;j1;j2(xlq ;pq) = 
gq;j1(k)gq;j1 (4.16)
As a result, (4.12) can be written in the following form:
y(k) =
nyX
q=1
24imaxX
imin
X
j12Lixmq

fq;j1(k)fq;j1
35 y(k   q)
+
nuX
q=0
24imaxX
imin
X
j12Lixlq

gq;j1(k)gq;j1
35u(k   q) + e(k) (4.17)
Now let
(
Afq;Li =

Tfq;j1min; :::; 
T
fq;j1max
T
j12Lixmq
Zfq;Li(k) = [
fq;j1min(k); :::;
fq;j1max(k)]j12Lixmq y(k   q)
)
(4.18)
and(
Bgq;Li =

Tgq;j1min; :::; 
T
gq;j1max
T
j12Lixlq
Zgq;Li(k) = [
gq;j1min(k); :::;
gq;j1max(k)]j12Lixlq u(k   q)
)
(4.19)
in which, Li refers to the whole translation library at scale i. As dened in
(4.18) and (4.19), Zfq;Li(k) and Zgq;Li(k) are functions of fxmq ;nq(k); y(k   q)g
and

xlq ;pq(k); u(k   q)
	
respectively
Substituting (4.18) and (4.19) into (4.17), we obtain
y(k) =
nyX
q=1
"
imaxX
imin
Zfq;Li(k)Afq;Li
#
+
nuX
q=0
"
imaxX
imin
Zgq;Li(k)Bgq;Li
#
+ e(k) (4.20)
Now let
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8>>>><>>>>:
Aq = [A
T
fq;Limin
; :::; ATfq;Limax ]
T
Zfq(k) = [Zfq;Limin(k); :::; Zfq;Limax(k)]
Bq = [B
T
gq;Limin
; :::; BTgq;Limax ]
T
Zgq(k) = [Zgq;Limin(k); :::; Zgq;Limax(k)]
9>>>>=>>>>; (4.21)
Then (4.20) becomes
y(k) =
nyX
q=1
[Zfq(k)Aq] +
nuX
q=0
[Zgq(k)Bq] + e(k) (4.22)
In this equation (4.22), the parameter matrices, i.e. Aq and Bq are to be
estimated from the experimental data.
To integrate (4.22) with measured input and output data, we assume that
y(0); y(1); :::; y(N   1) and u(0); u(1); :::; u(N   1) are available.
With
Y = [y(0); :::; y(N   1)]T (4.23)
U = [u(0); :::; u(N   1)]T (4.24)
 = [e(0); :::; e(N   1)]T (4.25)
Write (4.22) into the matrix form as below
Y =
nyX
q=1
ZfqAq +
nuX
q=0
ZgqBq +  (4.26)
where, (
Zfq =

ZTfq(0); :::; Z
T
fq(N   1)
T
Zgq =

ZTgq(0); :::; Z
T
gq(N   1)
T
)
(4.27)
Let us dene 8>>>><>>>>:
A =
h
AT1 ; :::; A
T
ny
iT
Zf = [Zf1; :::; Zfny ]
B =

BT0 ; :::; B
T
nu
T
Zg = [Zg0; :::; Zgnu ]
9>>>>=>>>>; (4.28)
Substitute (4.28) into (4.26), we obtain
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Y = ZfA+ ZgB +  (4.29)
As a result, (4.12) can be written in the matrix form as below:
Y = P +  (4.30)
where, (
P = [Zf ; Zg]
 = [AT ; BT ]T
)
(4.31)
4.2.3 A Simple Analytical Example
To illustrate the above process, let us consider a simple analytical example of a
nonlinear system described by the following 2-D SDP model (ny = 1, nu = 0):
y(k) = f1 [y(k   1); u(k)] y(k   1) + g0 [y(k   1); u(k)]u(k)
+ e(k) (4.32)
in which, the 2-D SDPs f1; g0 are represented by the following equations:
f1[y(k   1); u(k)] = af1; 1;1; 1	[2] 1;1; 1 [y(k   1); u(k)] (4.33)
g0[y(k   1); u(k)] = bg0; 1;0;1	[2] 1;0;1 [y(k   1); u(k)] (4.34)
Note that af1; 1;1; 1 denotes the wavelet coe¢ cient associated with 	
[2]
 1;1; 1
and f1, while bg0; 1;0;1 denotes the wavelet coe¢ cient associated with	
[2]
 1;0;1 and
g0.
Based on the procedure as described above, we dene8>>>>><>>>>>:
A1 = [af1; 1;1; 1]
Zf1(k) =
h
	
[2]
 1;1; 1 [y(k   1); u(k)]
i
y(k   1)
B0 = [bg0; 1;0;1]
Zg0(k) =
h
	
[2]
 1;0;1 [y(k   1); u(k)]
i
u(k)
9>>>>>=>>>>>;
(4.35)
Substitute (4.35) into (4.32), we obtain
y(k) = Zf1(k)A1 + Zg0(k)B0 + e(k) (4.36)
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From the measured input-output data,
Y = [y(0); :::; y(4)]T
U = [u(0); :::; u(4)]T
Equation (4.36) can be written into the following matrix form:
Y = Zf1A1 + Zg0B0 +  (4.37)
where, 8><>:
 = [e(0); :::; e(4)]T
Zf1 =

ZTf1(0); :::; Z
T
f1(4)
T
Zg0 =

ZTg0(0); :::; Z
T
g0(4)
T
9>=>; (4.38)
To be more detailed,
Zf1 =
h
	
[2]
 1;1; 1 [y( 1); u(0)] y( 1) ::: 	[2] 1;1; 1 [y(3); u(4)] y(3)
iT
(4.39)
Zg0 =
h
	
[2]
 1;0;1 [y( 1); u(0)]u(0) ::: 	[2] 1;0;1 [y(3); u(4)]u(4)
iT
(4.40)
As a result, (4.32) can be written into the following form:
Y = P +  (4.41)
in which,
 = [AT1 ; B
T
0 ]
T = [af1; 1;1; 1; bg0; 1;0;1]
T (4.42)
P = [Zf1; Zg0]
=
2664
	
[2]
 1;1; 1 [y( 1); u(0)] y( 1) 	[2] 1;0;1 [y( 1); u(0)]u(0)
...
...
	
[2]
 1;1; 1 [y(3); u(4)] y(3) 	
[2]
 1;0;1 [y(3); u(4)]u(4)
3775 (4.43)
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4.3 Selection of Candidate Structures
One of the keys in nonlinear system identication is to e¤ectively select candidate
structures. This is among the most challenging tasks due to innite possible
combinations of nonlinear regression terms. Therefore, it is critical, at the rst
step, to reduce the set of candidate structures to a manageable size based on
some known characteristics about the system under study. This reduces the
computational load and improves the e¢ ciency of the optimized model structure
selection algorithm.
In the situation of 2-D SDP models as considered in this chapter, the nest
and coarsest scaling parameters imin, imax determine the set of terms as well as
their associated characteristics 2 used for the approximation of the respective 2-D
SDP relationship, i.e. f1(x1; x2) via a 2-D wavelet series expansion as described
in Section 4.2.1. As a result, it relates the selection of candidate structures for
the nonlinear system identication in the present study. If imin and imax are
properly selected and a compactly supported mother wavelet is chosen, the set
of candidate structures is now limited and deterministic.
The aim of this section is to derive some criteria to guide the selection of these
parameters based on the available information obtained from the input-output
data as well as the wavelet basis function.
Based on the formulation of 2-D wavelets (4.3) as well as 2-D wavelet series
expansion (4.6), a 2-D SDP f1(x1; x2) can be represented in the following form:
f1(x1; x2) = h1(x1)h2(x2)
h1(x1) and h2(x2) can be approximated by the following equations via 1-D
wavelet series expansion:
h1(x1) =
ix1maxX
ix1min
X
j2Li
ch1;i;j	i;j(x1) (4.44)
h2(x2) =
ix2maxX
ix2min
X
j2Li
ch2;i;j	i;j(x2) (4.45)
2A small value of imin results in a large number of wavelet elements with higher frequency
characteristics to be contained in the functions library. And vice versa, with a large value
of imax, the functions library will consists of a large number of wavelet elements that are at
lower frequency features.
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The problem is now separated into 2 sub-problems in which we independently
examine the problem of scaling parametersselection, i.e. ixmin and ixmax for
a wavelet based series expansion of an unknown 1-D function, i.e. h1(x1). In
this manner, the scaling parameters imin and imax used for the 2-D wavelet series
expansion of f1(x1; x2) can be selected as follows.
imin =Min(ix1min; ix2min) (4.46)
imax =Max(ix1max; ix2max) (4.47)
Therefore, the question to address here is how to select the associated nest
and coarsest scaling parameters, i.e. ixmin and ixmax for the wavelet series expan-
sion of an unknown 1-D function, i.e. f(x) based on the known characteristics
of the state variable x and the wavelet basis function 	(x).
4.3.1 On the Selection of Scaling Parameters
A 1-dimensional (1-D) function f(x) can be represented by the following 1-D
wavelet series expansion
f(x) =
X
i2Z
X
j2Z
di;j	i;j(x) (4.48)
in which,
	i;j(x) = 	(2
 ix  j) (4.49)
By limiting the scaling factor i to be bounded with a range of (ixmin; ixmax),
(4.48) is approximated by the following equation:
f(x) =
ixmaxX
ixmin
X
j2Z
ci;j	i;j(x) (4.50)
Furthermore, if 	(x) is compactly supported within (s1; s2), the translation
parameter j is bounded as shown in the following inequality:
s1 < 2
 ix  j < s2 (4.51)
This inequality is regarded as the compactly supported condition of the
mother wavelet 	(x) as
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(
	i;j(x) 6= 0 if s1 < 2 ix  j < s2
	i;j(x) = 0 otherwise
)
(4.52)
From (4.51), we have
2 ixmin   s2 < 2 ix  s2 < j < 2 ix  s1 < 2 ixmax   s1 (4.53)
As a result,
2 ixmin   s2 < j < 2 ixmax   s1 (4.54)
Dene
Li = fj 2 (2 ixmin   s2; 2 ixmax   s1); j 2 Zg (4.55)
which is regarded as the translation library at scale i.
As a result, we obtain (
	i;j(x) 6= 0 if j 2 Li
	i;j(x) = 0 if j =2 Li
)
(4.56)
Using (4.56), (4.50) is equivalent to the following equation:
f(x) =
ixmaxX
ixmin
24X
j2Li
ci;j	i;j(x) +
X
j =2Li
ci;j	i;j(x)
35
=
ixmaxX
ixmin
X
j2Li
ci;j	i;j(x) (4.57)
Now the next question to address here is how to select the scaling parameters
[ixmin; ixmax]:
Let us dene the wavelet function library LW used for the functional approx-
imation of f(x) as below:
LW = f	i;j(x); (ixmin  i  ixmax; i 2 Z) and (j 2 Li)g (4.58)
Lixmax  Lixmax 1  :::  Lixmin (4.59)
The selection of [ixmin; ixmax] determines the amount (number of terms) and
characteristics of information included in the wavelet function library LW for
the functional approximation. This is crucial as it is directly related to both the
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approximation performance and the computational e¢ ciency of the model struc-
ture selection algorithm. In the following, we discuss and derive some criteria to
guide the selection of ixmin and ixmax.
Figure 4.2 illustrates a possible relationship between [ixmin; ixmax] and
fxmin; xmax; s1; s2g in which the interval between (s1; s2) is the supporting
range of the mother wavelet 	(x) (Figure 4.2(c) ) , and the interval between
(xmin; xmax) is the range of the state variable x (Figure 4.2(a) ).
As shown above (i.e. (4.55) and (4.58)), the wavelet function library LW is
determined based on the values of fxmin; xmax; s1; s2; ixmin; ixmaxg, thus it can be
realized as a function of these parameters:
LW =  [xmin; xmax; s1; s2; ixmin; ixmax] (4.60)
In this realization (4.60), fxmin, xmaxg and fs1; s2g can be conveniently deter-
mined from the characteristics of the variable x and the mother wavelet function
which are given information, while the scaling parameters fixmin; ixmaxg are un-
known. However, this information can be extracted based on the features of
the function f(x) and the mother wavelet basis function 	(x). As a result,
[ixmin; ixmax] can be realized as a function of these variables, for example:
[ixmin; ixmax] = S [f(x); xmin; xmax;	(x)] (4.61)
In this realization (4.61), f(x) is unknown. Supposing that 	(x) is xed
prior to the functional approximation, (4.61) can be relaxed so that [ixmin; ixmax]
is determined based on the information of fxmin; xmaxg and 	(x), i.e.
[ixmin; ixmax] =  [xmin; xmax;	(x)] (4.62)
Furthermore, (4.62) can be further relaxed into the following form:
[ixmin; ixmax] =   [xmin; xmax; s1; s2] (4.63)
In this realization (4.63), fxmin, xmaxg and fs1; s2g are given information
and can be directly determined very easily from the data as well as the mother
wavelet 	(x):
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If 	(x) is chosen so that8><>:
s1 < 0 and s2 > 0
js1   Int(s1)j < 2 1
js2   Int(s2)j < 2 1
9>=>;
and s1  xmin < 0, 0 < xmax  s2.
Then, under these assumptions, some criteria to guide the selection of ixmin
and ixmax are developed as described in the following Lemma.
Figure 4.2: On the selection of the scaling parameters.
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Lemma 4 Under the above assumptions, the following results are hold8>>><>>>:
ixmin; ixmax 2 Z: ixmin  ixmax
ixmin > Max

log

xmax
s2

log 2
;
log

xmin
s1

log 2

ic  ixmax > Max

log(2xmax)
log 2
; logj2xminj
log 2

9>>>=>>>;
where, ic refers to the scaling parameter that for all i  ic, 	(2 ix) is assumed
to be constant.
Proof. From (4.51) and (4.54), we have
s1 < 2
 ix  j < s2 (4.64)
2 ixmin   s2 < j < 2 ixmax   s1 (4.65)
where, j is the translation index, the interval between (s1; s2) is the wavelets
supporting range, and the interval between (xmin; xmax) is the range of the state
variable x.
For this two-dimensional problem, we x one dimension (j) to obtain the
criteria for selecting ixmin and ixmax. The determination of translation indices j
is then automatically obtained corresponding to the respective selection of ixmin
and ixmax as in (4.54).
Fixing the j dimension for derivation, from (4.65), we have
j 2 Li = f
 
2 ixmin   s2; 2 ixmax   s1

; j 2 Zg  [0]
Because (4.64) is true for all j 2 Li, when j = 0
s1 < 2
 ix < s2
This indicates
Maxf2 ixg = 2 ixmax < s2
Minf2 ixg = 2 ixmin > s1
Because fxmax > 0 ,s2 > 0g and fxmin < 0 ,s1 < 0g, then
i >
log

xmax
s2

log 2
, and i >
log

xmin
s1

log 2
Thus,
i > Max
0@ log

xmax
s2

log 2
;
log

xmin
s1

log 2
1A
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As a result,
ixmin > Max
0@ log

xmax
s2

log 2
;
log

xmin
s1

log 2
1A (4.66)
Also, from (4.65), it is observed that
LiM = LiM+1 = ::: = LiM+1
if
2 iMxmax < 2 1, and
2 iMxmin < 2 1
or
iM >
log(2xmax)
log 2
, and iM >
log j2xminj
log 2
iM > Max

log(2xmax)
log 2
;
log j2xminj
log 2

Hence, imax can be chosen so that
ixmax > Max

log(2xmax)
log 2
;
log j2xminj
log 2

(4.67)
Further more, it is obvious that when i increases, 	(2 ix) is widely stretched.
Therefore, there exists ic 2 Z so that for all i  ic, 	(2 ix) is assumed to be
constant. Since there is no benet of keeping on adding constant terms into the
approximation function library, ic is chosen to be the upper bound for ixmax:
Consequently, criteria for selecting ixmin and ixmax are derived as below:8>>><>>>:
ixmin; ixmax 2 Z: ixmin  ixmax
ixmin > Max

log

xmax
s2

log 2
;
log

xmin
s1

log 2

ic  ixmax > Max

log(2xmax)
log 2
; logj2xminj
log 2

9>>>=>>>; (4.68)
The interpretation as well as the application of the above results in the con-
text of nonlinear system identication via 2-DWSDP models will be illustrated
in the simulation examples (Section 4.5), particularly through Example 4.1.
Remark 5 The selection of ixmin and ixmax based on (4.68) automatically im-
plies the translation indices j beforehand using (4.54). It means that a xed
wavelet functions library is deterministically established.
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Remark 6 if xmin = 0 or xmax = 0, the Log function as in (4.68) will be un-
dened. In such cases, without the loss of generality, we can convert xmin to a
small negative value   ( i.e.  = 10 2) which is negative and very close to 0,
or convert xmax to a small positive value  ( i.e.  = 10 2) which is positive and
very close to 0 to satisfy the assumptions.
Remark 7 if xmin =2 [s1; 0], or xmax =2 [0; s2], we can always convert x to (s1; s2)
to satisfy the assumptions.
Remark 8 Note that for a Mexican hat wavelet as in (4.4), ic is determined to
be 5.
As a result, the criteria to guide the selection of the scaling parameters imin
and imax in the context of a 2-D wavelet series expansion of f1(x1; x2) can be
derived as follows.
imin =Min(ix1min; ix2min) (4.69)
imax =Max(ix1max; ix2max) (4.70)
Applying (4.68), we obtain:8>>><>>>:
ix1min; ix1max 2 Z: ix1min  ix1max
ix1min > Max

log

x1max
s2

log 2
;
log

x1min
s1

log 2

ic  ix1max > Max

log(2x1max)
log 2
; logj2x1minj
log 2

9>>>=>>>; (4.71)8>>><>>>:
ix2min; ix2max 2 Z: ix2min  ix2max
ix2min > Max

log

x2max
s2

log 2
;
log

x2min
s1

log 2

ic  ix2max > Max

log(2x2max)
log 2
; logj2x2minj
log 2

9>>>=>>>; (4.72)
As a consequence,8>>>>>>><>>>>>>>:
imin; imax 2 Z: imin  imax
imin > Min
2664Max

log

x1max
s2

log 2
;
log

x1min
s1

log 2

Max

log

x2max
s2

log 2
;
log

x2min
s1

log 2

3775
ic  imax > Max

log(2x1max)
log 2
; logj2x1minj
log 2
; log(2x2max)
log 2
; logj2x2minj
log 2

9>>>>>>>=>>>>>>>;
(4.73)
This will be illustrated in the simulation examples (Section 4.5).
4. 2-Dimensional Wavelet based SDP Model 91
4.4 Model Structure Determination
The 2-D wavelet based SDPmodel as derived in (4.30) is often over-parameterized
as it consists of all the possible candidate terms. The task here is to search for an
optimum model structure (which is simple yet su¢ cient to explain the underly-
ing systems dynamics) from this large set of candidate structures. An e¢ cient
model structure determination approach based on the PRESS criterion and for-
ward regression has been proposed in the previous chapter (see Sections 2.4 and
3.4). This approach detects the most signicant term in the over-parameterized
model based on the incremental value of PRESS (PRESS) as criterion to
detect the signicance of each term within the model in which the maximum
PRESS signies the most signicant term, while its minimum reects the
least signicant term. Based on this, the algorithm begins with the initial subset
being the most signicant term. It then starts to grow to include the subsequent
signicant terms in a forward regression manner, until a specied performance
is achieved. Furthermore, since Orthogonal Decomposition is used in the PRESS
computation, it enables the algorithm to eliminate any numerically ill condi-
tioning associated with the parameter estimation. This further enhances the
performance and e¢ ciency of this model structure selection algorithm
Upon determining the optimized nonlinear model structure for the overpa-
rameterized representation as in (4.30), the nal identied model structure is
generally found to be
y(k) =
nyX
q=1
"
nfqX
j=1
aq;j'
[2]
q;j(xmq ;nq)
#
y(k   q)
+
nuX
q=0
"
ngqX
j=1
bq;j
[2]
q;j(xlq ;pq)
#
u(k   q) + e(k) (4.74)
Similarly, we can write (4.74) into the following matrix form
Y = L +  (4.75)
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where,
Y = [y(0); y(1); :::; y(N   1)]T
U = [u(0); u(1); :::; u(N   1)]T
 = [e(0); e(1); :::; e(N   1)]T
Aq =

aq;1; aq;2; :::; aq;nfq

Bq =

bq;1; bq;2; :::; bq;ngq

 =

A1; A2; :::; Any ; B0; B1; :::; Bnu
T
Lfq(k) =
h
'
[2]
q;1[xmq ;nq(k)]; :::; '
[2]
q;nfq
[xmq ;nq(k)]
i
y(k   q)
Lgq(k) =
h

[2]
q;1[xlq ;pq(k)]; :::; 
[2]
q;ngq [xlq ;pq(k)]
i
u(k   q)
Lk = [Lf1(k); :::; Lfny(k); Lg0(k); :::; Lgnu(k)]
T
L = [L0; :::; LN 1]
T (4.76)
Now dene the cost function
J = [Y   L]T [Y   L] (4.77)
Solve for the solution ^ that minimizes J using standard least squares i.e.
^ =

LTL
 1
LTY (4.78)
or via Orthogonal Decomposition which decomposes L into 2 components: mL
mL upper triangular matrix T , and N mL matrix W with orthogonal columns
of !i,
L = WT (4.79)
the estimate ^ of the parameter vector  is obtained in an Orthogonal Least
Squares manner, i.e.
^ = T 1G^ (4.80)
in which,
G^ = diag[
1
!T0 !0
; :::;
1
!Ti !i
; :::;
1
!TmL 1!mL 1
]

W TY

(4.81)
This estimation is based on least squares approach which will have optimal
statistical properties if e(k) is a zero mean, normally distributed, white noise
process, independent of the input signal u(k). The consistency of the parameter
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estimates will be numerically investigated and discussed through the simulation
examples. However, dependent upon the nature of the data, this assumption
might not be applicable. In such case, some other estimation approaches might
be necessary, such as an Instrumental Variable (IV) approach which can be
used for the parameter estimation in this model setting [55] (to be discussed in
Chapter 5).
4.4.1 Identication Procedure
The overall nonlinear system identication using the proposed approach can be
summarized into the following steps:
1. Determining the 2-D SDP models initial conditions. This includes the
following:
(a) Select the initial values3 of ny and nu.
(b) Based on the available a priori knowledge, select the signicant vari-
ables from all the candidate lagged output and input terms (i.e.
y(k   1); :::; y(k   ny); u(k); :::; u(k   nu) ) and the signicant 2-D
state dependencies (i.e. fq(xmq ;nq); gq(xlq ;pq) ) formulated by the se-
lected signicant variables. Note that these a priori knowledge can be
some known structural characteristics, or based on some hypothesis
and assumption made about the system under study.
(c) Otherwise, if there is no a priori knowledge available, all the possible
variables as well as their associated possible 2-D dependencies for
the selected model order (ny and nu) need to be considered. For
example, if ny = 1 and nu = 1; the possible variables are y(k  
1); u(k); u(k   1), leading to the possible 2-D dependencies between:
fy(k   1); u(k)g; fy(k   1); u(k   1)g; fu(k); u(k   1)g.
2. 2-DWSDPs optimized model structure selection. This involves the follow-
ing steps:
(a) Based on the features of considered data and the selected wavelet basis
function, determine the associated scaling parameters [imin; imax] to be
used for the 2-D SDP parameterization using (4.73).
3Which normally start with lower values.
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(b) Formulate an over-parameterized 2-DWSDP model by expanding all
the 2-D SDPs (i.e. fq(xmq ;nq); gq(xlq ;pq) ) via 2-D wavelet series ex-
pansion using the selected scaling parameters [imin; imax].
(c) Using the PRESS based selection algorithm, determine an optimized
model structure from the candidate model terms.
3. Final parametric optimization.
 Using the measured data, estimate the associated parameters via a
Least Squares algorithm.
4. Model validation.
 If the identied values of ny and nu as selected in step 1 provide
a satisfactory performance over the considered data, terminate the
procedure.
 Otherwise, increase the models order, i.e. ny = ny + 1 and/or nu =
nu + 1, and repeat Steps 1b, 2 through 4.
4.5 Examples
To demonstrate the merits of the proposed approach, 3 examples are provided in
this section. In order to simplify the general procedure, throughout this section,
a form of 2-D Mexican hat wavelet functions4 as dened in (4.5) is used.
To facilitate the direct comparison between the estimated and actual non-
linear functions, we rst start with a simulation example. The second example
studies the identication of a Continuous Stirring Tank Reactor (CSTR) which
is among the most common type of chemical and petrochemical reactors. In
these examples, the proposed technique is also compared to a polynomial based
approach. It is then followed by another simulation example in which some a
priori knowledge about the system are assumed.
4which are very easy to calculate with a very small computational load.
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4.5.1 Example 4.1
Consider a nonlinear system described by the following equation
y(k) =  y(k   1)2u(k)e 0:5[y(k 1)2+u(k)2]
+ u(k)u(k   1)3e 0:5[u(k)2+u(k 1)2] + e(k) (4.82)
in which, the input signal u(k) = sin( k
50
) and e(k) is a white noise sequence,
uniformly distributed within [ 0:045; 0:045]:
With zero initial conditions, (4.82) is simulated to generate 1000 data samples
for system identication as shown in Figure 4.3.
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Figure 4.3: Example 4.1 data: (a) Output (b) Input
With the assumption that there is no a priori knowledge available, we use a
rst order 2-D SDP model (ny = 1, nu = 1) for the identication of the system.
In this situation, the possible variables are y(k 1); u(k) and u(k 1). This leads
to the possible 2-D dependencies between: fy(k  1); u(k)g; fy(k  1); u(k  1)g
and fu(k); u(k 1)g. Consequently, the 2-D wavelet based SDP model structure
used for the identication of this system can be in the following form:
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y(k) = f1 [y(k   1); u(k)] y(k   1) + g0 [y(k   1); u(k   1)]u(k)
+ g1 [u(k); u(k   1)]u(k   1) (4.83)
Selection of Scaling Parameters
Since (4.83) consists of 3 2-D SDPs: f1 [y(k   1); u(k)] ; g0 [y(k   1); u(k   1)]
and g1 [u(k); u(k   1)], we need to determine the scaling parameters for each
respective 2-D SDP.
Firstly, we start with the selection of the scaling parameters used for the 2-D
wavelet series expansion of f1 [y(k   1); u(k)] : From (4.68), we obtain8>>><>>>:
iymin; iymax 2 Z: iymin  iymax
iymin > Max

log

ymax
s2

log 2
;
log

ymin
s1

log 2

ic  iymax > Max

log(2ymax)
log 2
; logj2yminj
log 2

9>>>=>>>; (4.84)
With s2 = 4; s1 =  4; ymax = max[y(k   1)] = 0:5029, ymin = min[y(k   1)] =
  =  0:01 and particularly ic = 5, we obtain
iymin > Max

log(
0:5029
4
)= log 2; log(
 10 2
 4 )= log 2

=  2:99 (4.85)
ic  iymax > Max
 
log(2 0:5029)= log 2; log  2 10 2 = log 2 = 0:48
(4.86)
As a result, 8><>:
iymin; iymax 2 Z: iymin  iymax
iymin >  2:99
5 = ic  iymax > 0:48
9>=>; (4.87)
Similarly, 8><>:
iumin; iumax 2 Z: iumin  iumax
iumin > Max
 
log(2
4
)= log 2; log(2
4
)= log 2

=  2
5  iumax > Max (log 2= log 2; log 2= log 2) = 1
9>=>; (4.88)
Using (4.87) and (4.88), we obtain(
 2  iymin  iymax
1  iymax  5
)
(4.89)
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and (
 1  iumin  iumax
2  iumax  5
)
(4.90)
Inequalities (4.89) and (4.90) dene the bounds for if1min =Min(iymin; iumin)
and if1max = Max(iymax; iumax). The selection of if1min and if1max needs to be
strictly within these bounds for the following reasons.
On one hand, if if1max is greater than its upper bound, it means that a large
number of unnecessary constant terms are added into the function library for
the approximation of f1 [y(k   1); u(k)].
On the other hand, if if1min is smaller than its lower bound, it means that
the function library is added with a larger number of unnecessary high frequency
wavelet terms. For example, in this example if we choose iymin = iumin =  3,
this results in an extra of unnecessary 231 2-D wavelet terms added into the
function library for the approximation of f1 [y(k   1); u(k)]. In this example, as
the model structure consists of 3 2-D SDPs, it means that about 693 unnecessary,
extra model candidate terms are added, leading a signicant growth in the over-
parameterized model. This directly concerns the accuracy and e¢ ciency of the
models structure selection algorithm.
Using (4.89) and (4.90), let us choose iymin = iumin =  1, and iymax =
iumax = 2, then the nest and coarsest scaling factors used for the 2-D wavelet
series expansion of f1 [y(k   1); u(k)] are chosen to be
if1min =Min(iymin; iumin) =  1 and if1max =Max(iymax; iumax) = 2:
Similarly, for the expansion of g0 [y(k   1); u(k   1)] and g1 [u(k); u(k   1)],
[ig0min; ig0max] = [ig1min; ig1max] is selected to be [ 1; 2]. As a result, the overall
nest and coarsest scaling factors used for the identication of this system can
be selected to be [imin; imax] = [ 1; 2]. Using this information, the expansion of
all the 2-D SDPs results in a total of 432 models candidate terms.
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Identication Results
Using the PRESS based selection algorithm to select the signicant model terms,
the nal identied model is found to be
y(k) =
h
0:3727	
[2]
0;1; 1(x1; x2)
i
fy(k 1);u(k)g
y(k   1)
+
"
1:0097	
[2]
1;1;0(x1; x2) + 0:2585	
[2]
0;1; 1(x1; x2)
+0:4769	
[2]
0; 1;0(x1; x2)  0:0076	[2]1;0;0(x1; x2)
#
fu(k);u(k 1)g
u(k) (4.91)
in which, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (4.92)
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (4.93)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (4.94)
Table 4.1 shows the incremental values of PRESSk that are resulted from
excluding the associated terms from the model. As discussed earlier, this value
reects the signicance of each term toward the models parameterization. The
most signicant term corresponds to the maximum PRESSk (5:7681), and
this is ranked 1 as in Table 4.1. The least signicant term is reected by the
minimum PRESSk (0:022), and this is ranked 5 in Table 4.1.
Term index Models term PRESSk Rank
1 	
[2]
0;1; 1[y(k   1); u(k)]y(k   1) 0:1155 4
2 	
[2]
1;1;0[u(k); u(k   1)]u(k   1) 5:7681 1
3 	
[2]
0;1; 1[u(k); u(k   1)]u(k   1) 0:1383 3
4 	
[2]
0; 1;0[u(k); u(k   1)]u(k   1) 0:8027 2
5 	
[2]
1;0;0[u(k); u(k   1)]u(k   1) 0:022 5
Table 4.1: Example 4.1: PRESS table
To validate the identied model (4.91), we generate a new data set k = 1001
to 2000. Figure 4.4 shows the comparison between the models iterative (sim-
ulated) output5 and the actual noise-free output over the validation data set,
5 i.e. the output obtained by generating the deterministic model output from the model
input alone, without any reference to the output measurements
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as well as their associated residual. They are almost identical. Figure 4.5 com-
pares the estimated 2-D SDPs (f^1(x1; x2) and g^1(x1; x2) ) to the actual functions
(f1(x1; x2) and g1(x1; x2) ), which are very well matched to each other. They,
in turn, imply that the identied 5-term model (see Equation 4.91) excellently
characterizes this system, in the sense that the actual systems dynamics are
e¢ ciently captured.
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Figure 4.4: Example 4.1: (a) Comparison between the actual noise-free output
(solid) and model iterative output of (4.91) (dot-dot) over the validation set
which are almost identical, and (b) their associated residual
To further investigate the consistency property of the proposed approach in
this particular example, a Monte Carlo test, which consists of 100 independent
tests, has been implemented. In this test, the realization of the noise is varied by
changing the seedelement of the random noise generator (i.e. between 0-99).
In each independent test, a set of input-output data is generated by simulating
(4.82), but with varied noise sequence. The results are tabulated in Table 4.2,
which demonstrates that the parameter estimates obtained in this example are
quite consistent and very close to the noise-free estimates.
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Figure 4.5: Example 1: (a) f1(x1; x2) (solid) versus f^1(x1; x2) (dot-dash), and
(b) g1(x1; x2) (solid) versus g^1(x1; x2) (dot-dash)
In Comparison to a Polynomial based Approach
For comparison, a polynomial based approach is used to parameterize the respec-
tive 2-D SDP relationship. Using this approach, the above system is identied
as below:
y(k) =
"
0:6578x1x
4
2 + 0:0781x
2
2
 0:3156x42 + 0:6541
#
fy(k 1);u(k)g
y(k   1)
+
"
0:9113x41x
3
2 + 0:2526x
3
1
 1:0414x31x42   0:0084
#
fu(k);u(k 1)g
u(k   1) (4.95)
To facilitate the comparison between the proposed method and this polyno-
mial based approach, a measurement index, absolute error, is used:
Ek = jy(k)  y^(k)j (4.96)
in which, y(k) and y^(k) correspond the actual noise-free data and the models
simulated output over the testing data set.
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Term Index Noise-free estimate Noise disturbed estimate
1 0:3667 0:3657 0:0237
2 1:0115 1:0116 0:0103
3 0:2663 0:2665 0:0165
4 0:4843 0:4830 0:0132
5  0:0041  0:0042 0:0062
Table 4.2: Example 4.1: Monte Carlo tests results
Let us denote Ewaveletk and E
poly
k to be the absolute errors resulted from using
(4.91) and (4.95) respectively. They are then compared in Figure 4.6, in which
Ewaveletk (shown in solid line) is much smaller than E
poly
k (shown in dot-dot line).
This implies that in this example, the proposed approach is advantageous than
the considered polynomial based approach. The advantage is clearly demon-
strated in Figure 4.7 where [Ewaveletk ]
2(shown in solid line) and [Epolyk ]
2 (shown
in dot-dot line) are compared.
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Figure 4.6: Example 4.1: Ewaveletk (solid) versus E
poly
k (dot-dot).
Figure 4.8 compares the estimated functions using the polynomial approach
f^poly1 (x1; x2) and g^
poly
1 (x1; x2) versus the actual functions f1(x1; x2) and g1(x1; x2).
The gap between f^poly1 (x1; x2) and f1(x1; x2) as shown in Figure 4.8 (a) indicates
signicant bias in the parameter estimates for the polynomial based model (4.95)
4. 2-Dimensional Wavelet based SDP Model 102
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
0
0.5
1
1.5
x 10 -3
 Sampling index
Figure 4.7: Example 4.1: [Ewaveletk ]
2(solid) versus [Epolyk ]
2(dot-dot).
under the considered noise level.
Another disadvantage of this polynomial approach is demonstrated in Fig-
ure 4.8 (b), in which g^poly1 (x1; x2) exhibits signicant oscillatory and overshoot
behaviours. This is a limitation of high order polynomials in approximating
complicated functions like the ones considered in this example. In contrast,
the proposed wavelet based approach has provided very well localized solutions
which closely approximates the actual 2-D dependencies (Figure 4.5). That is
due to the excellent localization properties of wavelet basis functions. Addition-
ally, the bounded characteristics of wavelet basis functions can be very useful for
the stability analysis of the identied models using the proposed approach.
4.5.2 Example 4.2
There are a number types of chemical reactors used for various purposes. The
three most common reactors types are: batch or semi-batch (BR), continuous
stirring tank (CSTR), and tubular or plug ow (PR) reactors. In this example,
the identication of a CSTR reactor is under study.
The continuous stirring tank reactor is the most common type of chemical
and petrochemical plants. It consists of a tank, stirring mechanism and feed
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Figure 4.8: Example 4.1: (a) f1(x1; x2) (solid) versus f^
poly
1 (x1; x2) (dot-dash),
and (b) g1(x1; x2) (solid) versus g^
poly
1 (x1; x2) (dot-dash)
pumps (Figure 4.9). Within a CSTR, 2 chemicals are mixed and react to produce
a product compound at a concentration of Ca(t) and a mixture temperature at
T (t). This reaction is irreversible and exothermic, occurred in a constant volume
reactor that is cooled by a single coolant stream at a ow rate of qc(t). This
coolant stream ow rate varies the heat produced from the reaction, and thus
inuences the products concentration. This process is highly nonlinear and its
mathematical model is given as a set of di¤erential equations as follows:
_Ca(t) =
q

[Ca0   Ca(t)]  k0Ca(t)e E=RT (t)
_T (t) =
q

[T0   T (t)] + k1Ca(t)e E=RT (t)
+ k2qc(t)

1  e k3=qc(t) [Tc0   T (t)] (4.97)
In which, Ca0 is the inlet feed concentration; q denotes the process ow rate;
T0 and Tc0 regard the inlet feed and coolant temperature respectively. These
parameters are assumed to be constant at their nominal values. E
R
; ; k1 =
 Hk0=Cp; k2 = cCpc=Cp and k3 = ha=cCpc are thermodynamic and chem-
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Figure 4.9: A continuous stirring tank reactor (CSTR) schematic.
ical constants relating to this particular problem. The nominal values for this
plant are given in Table 4.3.
This system set-up has been studied in [79] where Multilayer Perceptron
(MLP) Neural Network was used to model the plant as a 3rd order nonlinear
model, i.e.
Ca(k) = f [Ca(k   1); Ca(k   2); Ca(k   3);
qc(k   1); qc(k   2); qc(k   3)] (4.98)
In this example, using the same system set-up, we demonstrate that the plant
dynamics can be excellently captured and represented in a compact manner
using a simple rst order 2-DWSDP model. This illustrates the e¤ectiveness
and advantages of the developed approach.
Identication Results
In this study, the identication data is obtained by simulating (4.97) using the
nominal values as tabulated in Table 4.3. With the input qc(k) set to be varied
between qcmin = 90 l/min and qcmax = 111 l/min (Figure 4.10 (b) ), and the
sampling interval to be t = 0:1 min, 750 minute worth of simulated data (7500
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Parameters Description Nominal values
q Process owrate 100 l=min
 Reactor volume 100 l
k0 Reaction rate constant 7.21010 min 1
E
R
Activation energy 1104 K
T0 Feed temperature 350 K
Tc0 Inlet coolant temperature 350 K
H Heat of reaction -2105cal/mol
Cp; Cpc Specic heats 1 cal/g/K
; c Liquid densities 1103 g/l
ha Heat transfer coe¢ cients 7105 cal/min/K
Table 4.3: CSTR parameters
samples) is obtained as shown in Figure 4.10 (which can as well be obtained from
[80]). These input and output signals fqc(k); Ca(k)g are then, for the ease of
the system identication, standardized and still designated as fqc(k); Ca(k)g(i.e.
qc =
qc Mean(qc)
Std(qc)
; Ca =
Ca Mean(Ca)
Std(Ca)
).
The 7500 data points were divided into 2 parts: the estimation set consisting
of the rst 6000 data points and the validation set consisting of the remaining
1500 data points for model testing.
Using a rst order 2-DWSDP model for this system, with the nest and
coarsest scaling parameters chosen to be -1 and 3, the nal identied model is
found to be:
Ca(k) =
264 0:8685	
[2]
3;0;0(x1; x2) + 0:5903	
[2]
2;1;1(x1; x2)
+0:0117	
[2]
0;4;2(x1; x2) + 0:2622	
[2]
1;1; 1(x1; x2)
+0:0568	
[2]
 1;9;5(x1; x2)
375
fCa(k 1);qc(k 1)g
Ca(k   1)
+
264 0:1482	
[2]
3;0;0(x1; x2) + 0:2241	
[2]
2;0; 1(x1; x2)
+0:1092	
[2]
1;0;1(x1; x2) + 0:0488	
[2]
0;2;1(x1; x2)
+0:0931	
[2]
1;1;1(x1; x2)
375
fCa(k 1);qc(k 1)g
qc(k   1)
(4.99)
where, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (4.100)
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Figure 4.10: CSTR data: (a) output Ca(k) and (b) input qc(k)
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (4.101)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (4.102)
Figure 4.11 (a) compares the predicted output (which is recovered to its
original amplitude by de-standardization) of the model (see equation 4.99 ) versus
the actual output over the estimation set; and their associated residual is shown
in Figure 4.11 (b). Figure 4.13 compares the models iterative (simulated) output
(which is recovered to its original amplitude by de-standardization) to the actual
output signal over the whole data set. This demonstrates that this identied
rst order 2-DWSDP model (10 terms) excellently characterizes the dynamical
behaviour of this Continuous Stirring Tank Reactor (CSTR). The simplicity and
e¤ectiveness of this model make it attractive to be used in the design of model
predictive controllers for such chemical processes.
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Figure 4.11: CSTR: (a) Comparison between the actual output (solid) and model
(4.99) prediction (dot-dot) over the estimation set, and (b) their associated resid-
ual.
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Figure 4.12: Example 4.2: 2-D SDP plots: (a) f^1(x1; x2) , and (b) g^1(x1; x2)
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Figure 4.13: CSTR: (a) Comparison between the actual output (solid) and model
iterative output of (4.99) (dash-dash) over the whole data, (b) their associated
residual and (c) a zoom-in view over the validation set (the last 1500 samples).
In Comparison to a Polynomial based approach
As in the previous example, we provide a relative comparison between the pro-
posed approach and a polynomial based approach in which polynomial is used to
parameterize the respective 2-D SDP relationship. Using this polynomial based
approach, the above CSTR system is identied as below:
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Ca(k) =
"
0:0001x41x
4
2   0:0007x41x22 + 0:0025x41
+0:8325
#
fCa(k 1);qc(k 1)g
Ca(k   1)
+
"
 0:0001x41x42 + 0:0004x21x42 ++0:0001x31x42
 0:0005x41x22   0:0007x42 + 0:1674
#
fCa(k 1);qc(k 1)g
qc(k   1)
(4.103)
To facilitate the comparison, a measurement index, mean-square-error (MSE)
is used to measure the performance of the identied models. This index is dened
as below:
MSE =
" PNtest
k=1 jy^(k)  y(k)j2PNtest
k=1 jy(k)  ymeanj2
#
(4.104)
in which, y and y^ correspond to the actual measurement and the models simu-
lated output on the testing set; and ymean = (1=Ntest)
PNtest
k=1 y(k).
The MSE of (4.103) calculated over the validation set (points from 6001 to
7500) is 0:0473. This value is larger than the MSE value calculated for (4.99)
with respect to the same testing data set which is 0:0325. This implies that for
this example, the proposed approach may be advantageous over the considered
polynomial based approach.
4.5.3 Example 4.3
In this example, we consider a nonlinear system described by the following equa-
tion:
y(k) = [y(k   1)  y(k   1)3] sin[y(k   2)] sin[y(k   2)]
2y(k   1)y(k   2)
  u(k)
1 + u(k   1)2 + u(k   2)2 + e(k) (4.105)
in which,
u(k) = 0:5cos(
1:2k
50
)sin(
1:7k
50
)
and e(k) is a white noise sequence, normally distributed within [ 0:085; 0:085].
For this system, we assume no cross interaction between the systems input
and output variables as a priori knowledge about the system dynamics.
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With the following initial conditions,
y(0) =  u(0)
y(1) =  u(1)=[1 + u(0)2]
Equation (4.105) is simulated to generate a set of 1000 data samples for
system identication (as shown in Figure 4.14).
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Figure 4.14: Example 4.3 data: (a) Output (b) Input
Using a second order 2-D SDP model (ny = 2; nu = 2) for this system,
the possible variables are y(k   1); y(k   2); u(k),u(k   1) and u(k   2). Using
the a priori knowledge, this leads to the possible 2-D dependencies between:
fy(k   1); y(k   2)g; fu(k   1); u(k   2)g,fu(k); u(k   1)g and fu(k); u(k   2)g:
Consequently, the 2-D wavelet based SDP model structure used for the identi-
cation of this system can be in the following form:
y(k) = f1 [y(k   1); y(k   2)] y(k   1) + g0 [u(k   1); u(k   2)]u(k)
+ g1 [u(k); u(k   2)]u(k   1) + g2 [u(k); u(k   1)]u(k   2) (4.106)
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In a similar manner as demonstrated in the previous example, the nest and
coarsest scaling factors are chosen to be  1 and 3. Using this information, the
expansion of all the 2-D SDPs results in a total of 720 models candidate terms
in the over-parameterized 2-DWSDP model.
Identication Results
Using the PRESS based selection algorithm to select the signicant model terms,
the nal identied model is found to be:
y(k) =
"
0:0418	
[2]
3;0;0(x1; x2) + 0:0206	
[2]
 1;0;0(x1; x2)
+0:9616	
[2]
0;0;0(x1; x2)
#
fy(k 1);y(k 2)g
y(k   1)
+
"
 0:4792	[2]3;0;0(x1; x2)  0:0876	[2] 1;0;0(x1; x2)
 0:4403	[2]0;0;0(x1; x2)
#
fu(k 1);u(k 2)g
u(k)
(4.107)
where, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (4.108)
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (4.109)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (4.110)
For validation of the identied model (4.107), a new data set (k = 1001
to 2000) is generated. Figure 4.15 compares the models iterative (simulated)
output to the actual noise-free output over the validation data set. They coincide
very well to each other. Figure 4.16 shows the estimated 2-D SDPs (f^1(x1; x2)
and g^0(x1; x2) ) which are almost overlapped with the actual functions (f1(x1; x2)
and g0(x1; x2) ). These results indicate the merit of the identied model.
4.5.4 E¤ect of Noise
To investigate the e¤ect of noise on the parameter estimates in this example, the
following Table (Table 4.4) compares the noise-free estimates versus the noise
disturbed estimates. Unlike Example 4.1, in this particular example where the
noise level is signicantly higher, the estimates are biased away from the noise-
free estimates although the proposed approach still performs very well. The
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Figure 4.15: Example 4.3: (a) Comparison between the actual noise-free output
(solid) and model (4.107) simulated output (dot-dot) over the validation set
which are almost identical, and (b) their associated residual.
accuracy is dependent upon the signal-to-noise (SNR) ratio. If SNR is high, the
bias in the parameter estimates can be signicantly reduced, and vice versa.
To quantify the bias, the following measure (Normalized Squared Error-SE)
is introduced:
SE =
^   0
k0k (4.111)
in which 0 denotes the true parameters.
4.6 Conclusions
A new class of SDP models called 2-Dimensional Wavelet based SDP model has
been presented in this chapter for nonlinear system identication. Using this
approach, multi-dimensional state dependency has been developed, providing
an alternative extension to the existing SDP modeling approach which is single
state dependency based, as discussed in the previous chapter. In addition, as-
sociated nonlinear model structure selection problem is systematically solved by
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Figure 4.16: Example 4.3: (a) f1(x1; x2) (solid) versus f^1(x1; x2) (dot-dash), and
(b) g0(x1; x2) (solid) versus g^0(x1; x2) (dot-dash)
Term Index Noise-free estimate Noise disturbed estimate
1 0:0034 0:0418
2  0:0238 0:0206
3 1:0191 0:9616
4  0:4452  0:4792
5  0:0236  0:0876
6  0:5463  0:4403
SE 12:3%
Table 4.4: Example 4.3: Noise-free versus Noise-disturbed estimates.
rst choosing a set of candidate model structures based on the characteristics
of the Wavelet, then exploiting the PRESS criterion and forward regression in
conjunction with Orthogonal Decomposition to yield a more parsimonious non-
linear system model. The parameter estimation procedure also automatically
eliminates the terms associated with ill-conditioning problems in the algorithm.
The contribution of this chapter can be summarized as follows:
1. To the best of our knowledge, the reported results are the rst ones on a
systematic development of 2-D SDP models for nonlinear system identica-
tion. The advantage of this model structure over the existing SDP model is
that it takes in account interactions between various models output/input
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terms. Together with its relative simplicity, this makes the proposed ap-
proach more practical and very useful for a wide range of engineering ap-
plication.
2. The proposed 2-DWSDP model structure is inherently stochastic. There-
fore, the uncertainty associated with the parameter estimates is taken in
account in the identication methodology. This is often very useful for
its practical application. As demonstrated in the simulation examples, the
proposed approach works very well in the presence of a substantial amount
of noise despite the bias in the parameter estimates. The bias is dependent
upon the signal-to-noise ratio (SNR) as demonstrated. This motivates the
development of an Instrumental Variable based approach to obtain the
consistent parameter estimates the presence of high level of noise (to be
studied in Chapter 5).
3. Through the simulation examples, the merits of the proposed approach
have been illustrated. Particularly, a relative comparison to a polynomial
based approach was also provided, demonstrating the advantages of the
developed technique.
Chapter 5
Nonlinear System Identication
in a Noisy Environment
Previous chapters present e¤ective approaches to the identication of nonlinear
dynamic systems. These approaches employ standard linear least squares (LS)
algorithm for the nal parameter estimation. As illustrated and discussed in
Section 3.6, in the presence of noise, biased estimates will be produced. To
overcome that, in this chapter, a modied Instrumental Variable (IV) algorithm
is used to solve the inconsistency problem of the parameter estimates in a noisy
environment. The material written in this chapter is based on the results which
have appeared in [55].
5.1 Introduction
In a noisy environment, the parameter estimates obtained by a standard linear
Least Squares (LS) algorithm are biased away from their true values. It is because
the regressor matrix contains the process output terms which are correlated with
noise. In this situation, to obtain the consistency in the parameter estimates,
other estimation solutions are necessary. One of the simplest approaches to
this problem is to use Instrumental Variable (IV) methods since they do not
require a priori knowledge about the additive noise statistical properties, and
have been proven to be so e¤ective in the linear model estimation context (i.e.
[36],[58],[59],[60]).
The main idea of a basic IV method is to replace the regressor vector (asso-
ciated to the noisy process output terms) with the instrumental variable. This
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variable is chosen in such a way that it correlates with the regression variables but
uncorrelated with the noise variable to represent the noise-free output. However,
since the process noise-free output can not be measured in practice, traditionally,
the instrument is generated by ltering the process input through an "auxiliary
model"1 which is typically obtained by the LS method.
In a nonlinear system identication context as considered in the present study,
as the regressor matrix is constructed from nonlinear functions of the past sample
values of the output data and the input data, the instrument can not be easily
obtained by just using the process input. This di¢ culty is due to the fact that for
a traditional IV approach, the stability of the adaptive "auxiliary model" needs
to be maintained. This is very di¢ cult in nonlinear situations since for nonlinear
systems, even small uncertainties can result in signicantly large di¤erences in
the systems response, which possibly lead to instability.
In this chapter, to counteract the bias problem in a WSDP setting, a mod-
ied Instrumental Variable (MIV) procedure is employed. In this approach, a
predicted output is used to be an instrument to replace the noisy output in the
regressor matrix [57]. This procedure is implemented iteratively to gradually
remove the noise from the predicted output, thus the bias from the parameter
estimates.
The chapters structure is organized as follows. The modied instrumental
variable procedure is described in Section 5.2. Two illustrative examples are
provided in Section 5.3 to demonstrate the merit of the proposed approach.
Finally, Section 5.4 concludes the chapter.
5.2 Modied Instrumental Variable
Revisit a WSDP model setting as in (5.1),
y(k) =
nyX
q=1
nfqX
j=0
[afq;jlfq;jfy(k   q)g]y(k   q)
+
nuX
q=0
ngqX
j=0
[agq;jlgq;jfu(k   q)g]u(k   q)
+ e(k) (5.1)
1In an iterative IV method, this "auxiliary model" can be later iteratively adapted [60].
5. Nonlinear System Identication in a Noisy Environment 117
With,
fq = [afq;0; :::; afq;nfq ]
T
gq = [agq;0; :::; agq;ngq ]
T
Lk;fq = [lfq;0fy(k   q)g; :::; lfq;nfqfy(k   q)g]y(k   q)
Lk;gq = [lgq;0fu(k   q)g; :::; lgq;ngqfu(k   q)g]u(k   q)
 =
h
Tf1; :::; 
T
fny ; 
T
g0; :::; 
T
gnu
iT
Lk = [Lkf1; :::; Lkfny ; Lkg0; :::; Lkgnu ]
T
L = [L0; :::; LN 1]T
 = [e(0); :::; e(N   1)]T
Y = [y(0); :::; y(N   1)]T
U = [u(0); :::; u(N   1)]T (5.2)
(5.1) is now written in the following matrix form:
Y = L +  (5.3)
which is a standard least squares formulation.
With the cost function as dened below
J = [Y   L]T [Y   L] (5.4)
and as usual, the estimate ^ of the parameter vector  to minimize the cost
function J is obtained in the usual least squares manner, i.e.
^ =

LTL
 1 
LTY

(5.5)
5.2.1 Sensitivity of the Least Squares Estimates to Noise
In the presence of noise, the parameter estimate as obtained in (5.5) will be biased
since the regressor matrix contains the process output terms which are correlated
with noise. However, this bias is dependent upon the signal to noise ratio (SNR).
If SNR is high, the bias in the parameter estimate can be signicantly reduced,
and vice versa. To demonstrate that, let us consider the following example.
5. Nonlinear System Identication in a Noisy Environment 118
Example 5.1
Consider a nonlinear system described by the following equation:
y(k) = [ 0:5	1;3(x) + 0:45	0;1(x)]y(k 1) y(k   1)
+ [0:25	2;1(x)  0:65	1;0(x)]u(k) u(k) (5.6)
where,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2
For example,
	0;1(x) = 	(2
 0x  1) =

1 
 x
20
  1
2
e 0:5(
x
20
 1)2
With u(k) = sin( k
50
) and the initial condition to be y(0) = 0, (5.6) is simu-
lated to generate 1000 data points (Figure 5.1).
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Figure 5.1: Example 5.1: (a) noise-free output (b) input
To simulate the output measurement noise, a zero-mean, white noise sequence
is added to the noise-free output signal. In this case, the output signal is redened
as below:
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y(k) = y(k) + #(k) #(k) = N(0; 2) (5.7)
in which y(k) denotes the noise-free signal.
For this example, to investigate various noise level added to the output signal,
 is selected to be several values (0:0057,0:0284 and 0:0398) to respectively add
1%, 5% and 7% noise (by standard deviation) to the noise-free signal y(k).
The parameter estimates are shown in Table 5.1 in comparison to the true
values. To quantify the bias, the following measure (Normalized Squared Error-
SE) is used:
SE =
^   0
k0k (5.8)
in which 0 denotes the true parameters.
 a1;3;f1 a0;1;f1 a2;1;g0 a1;0;g0 SE
True values -0.5 0.45 0.25 -0.65
LS estimates 0:0057 -0.4915 0.4506 0.2518 -0.6516 0.92%
0:0284 -0.3939 0.4580 0.2795 -0.6681 11.56%
0:0398 -0.3313 0.4598 0.3050 -0.6809 18.63%
Table 5.1: Example 5.1: Sensitivity of the Least Squares Estimates to Noise
As shown on Table 5.1, the bias increases as SNR decreases. When  =
0:0057(1% of noise added by standard deviation), the bias is insignicant. The
Least Squares (LS) estimates are very close to their true values. When the noise
level increases, as reected by the SE values, the LS estimates are signicantly
biased away from the true values.
5.2.2 Modied Instrumental Variable
Assuming that the true system can be represented as:
y(k) = LTk 0 + #(k) (5.9)
where, 0 represents the true estimate of  , and LTk represents the noise-free
regressor vector which is formulated from the noise-free output y(k) , and the
noise-free input u(k) as described in (5.2), i.e.
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Lk =
26666666664
y(k   1)[lf1;0fy(k   1)g; :::; lf1;nf1fy(k   1)g]T
...
y(k   ny)[lfny;0fy(k   ny)g; :::; lfny;nfnyfy(k   ny)g]T
u(k)[lg0;0fu(k)g; :::; lg0;ng0fu(k)g]T
...
u(k   nu)[lgnu;0fu(k   nu)g; :::; lgnu;ngnufu(k   nu)g]T
37777777775
(5.10)
As
^ = [LTL] 1[LTY ] = [LTL] 1[LT (L0 + V )] (5.11)
Thus, we can express the di¤erence between ^ and 0 as below
^   0 = [LTL] 1[LT (L0 + V )]  0
= f[LTL] 1LT L  1g0 + [LTL] 1LTV (5.12)
in which,
V = [#(0); :::; #(N   1)]T (5.13)
As some elements in L are terms such as y(k 1)[lf1;0fy(k 1)g; :::; lf1;nf1fy(k 
1)g]; :::; y(k   q)[lfq;0fy(k   q)g; :::; lfq;nfqfy(k   q)g]; :::, which contain the noise
terms, i.e. #(k 1); :::; #(k q); :::, the least squares estimate of  will be biased.
It is because LTV does not tend to zero even if #(k) is a zero-mean white noise
sequence.
The bias as in (5.12) will be disappeared if we substitute the noisy process
output y(k) with the noise-free output y(k) in the L matrix (constructed as
in (5.2)). However, as this information is unavailable in practice, its prediction
y^(k) is proposed to be used ([57]). This procedure is proposed to be implemented
iteratively to gradually remove the bias from the estimates as described below:
1. Form the data matrix LY;U by using the process input u(k) and the mea-
sured output y(k) as in (5.2), and obtain the initial estimate for the para-
meters as:
^LS = [L
T
Y;ULY;U ]
 1[LTY;UY ] (5.14)
2. Generate the predicted output Y^ 0LS as
Y^ 0LS = LY;U ^LS
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For the ease of representation, let us denote LY^ ;U be the data matrix that
is formulated as in (5.2) by using y^(k) and u(k) instead of the actual noise
corrupted output y(k), and u(k), i.e.
LY^ ;U = [L^0; :::; L^N 1]
T (5.15)
in which,
y^(k) = L^Tk ^LS (5.16)
L^k =
26666666664
y^(k   1)[lf1;0fy^(k   1)g; :::; lf1;nf1fy^(k   1)g]T
...
y^(k   ny)[lfny;0fy^(k   ny)g; :::; lfny;nfnyfy^(k   ny)g]T
u(k)[lg0;0fu(k)g; :::; lg0;ng0fu(k)g]T
...
u(k   nu)[lgnu;0fu(k   nu)g; :::; lgnu;ngnufu(k   nu)g]T
37777777775
(5.17)
3. Set Y^ = Y^ 0LS .
4. Form a new data matrix LY^ ;U by using y^(k) and u(k), and compute ^ as
^ = [LT
Y^ ;U
LY^ ;U ]
 1[LT
Y^ ;U
Y ] (5.18)
5. Generate the predicted output Y^ as
Y^ = LY^ ;U ^ (5.19)
6. Repeat Step 4 through 5 until the parameter estimates converge.
Remark 9 Upon the convergence of LY^ ;U to L, based on (5.12), it can be shown
that ^ is unbiased estimate of 0. The proof of convergence is, however, still
under study and remains an open question.
Remark 10 This approach is, on one hand, closely related to the Instrumental
Variable (IV) method ( i.e. [58],[59],etc.) in the sense that the predicted output
y^(k) is used as an instrument for y(k) in the regressor matrix. On the other
hand, this di¤ers from the standard IV approach since the estimate is actually
based on the following model:
Y = LY^ ;U + V (5.20)
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which leads to the estimator
^ = [LT
Y^ ;U
LY^ ;U ]
 1[LT
Y^ ;U
Y ] (5.21)
while a standard IV estimator is as follows
^ = [LT
Y^ ;U
LY;U ]
 1[LT
Y^ ;U
Y ] (5.22)
As a result, it might be regarded as a pseudo-instrumental variable (PIV) method.
Remark 11 In a 2-DWSDP model setting which is as well linear-in-the- para-
meter as described in Chapter 4, the developed MIV approach can be applied in
a similar manner. This is to be illustrated in a simulation example provided in
Section 5.3.
5.3 Examples
To demonstrate the proposed approach, in this section, 2 simulation examples
are provided. The rst example is about the application of the MIV method in
a WSDP model setting, while its application in a 2-DWSDP model setting is
addressed in the second example.
5.3.1 Example 5.2
Consider a nonlinear system described by the following model:
y(k) =
h
0:5 + 0:2e 0:5y(k 1)
2
i
y(k   1) + y(k   2)
2
1 + y(k   2)2
+

u(k)2   0:7u(k) + 0:3u(k) (5.23)
With u(k) = sin( k
50
) and the initial conditions to be y(0) = 0, y(1) = 0:0057,
model (5.23) is simulated to generate 1000 input-output data points. In this
example, in order to evaluate the e¤ect of measurement noise, it is assumed that
the output is noisy, in the sense that a zero-mean, white noise sequence is added
to the noise-free output signal (Figure 5.2). In this situation, the measured
output y(k) is redened as:
y(k) = y(k) + #(k) #(k) = N(0; 2) (5.24)
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Figure 5.2: Example 5.2-Simulation data: (a) Noisy output (b) input.
where  = 0:2905 is selected to add 5% noise (by standard deviation) to y(k),
which now denotes the noise-free output sequence.
Using a discrete time model form for this system, its SDP model structure is
identied as follows:
y(k) = f1fy(k   1)gy(k   1) + f2fy(k   2)gy(k   2)
+ g0fu(k)gu(k) (5.25)
With the nest and coarsest scaling parameters chosen to be 0 and 3, the
SDP parameters are identied in the following general parametric forms:
f1(x) = a0;0;f1	0;0(x) + a0;1;f1	0;1(x) + a0;2;f1	0;2(x)
+ a0;3;f1	0;3(x) + a1; 1;f1	1; 1(x) + a1;2;f1	1;2(x)
+ a3;0;f1	3;0(x)
f2(x) = a0;2;f2	0;2(x) + a2;1;f2	2;1(x)
g1(x) = a0; 1;g0	0; 1(x) + a0;1;g0	0;1(x) + a3;0;g0	3;0(x) (5.26)
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where,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2
For example,
	0;1(x) = 	(2
 0x  1) =

1 
 x
20
  1
2
e 0:5(
x
20
 1)2
The estimation model is then obtained by substituting (5.26) into (5.25).
Using the input-output data, the associated parameters are estimated using the
proposed modied instrumental variable (MIV) algorithm. After 25 iterations,
the MIV estimatesconvergence is achieved. The predicted output y^(k) converges
to the noise-free output y(k) (Figure 5.3) and the nal identied model is found
to be:
y(k) =
266664
0:3943	0;0(x) + 0:6952	0;1(x)
+0:1163	0;2(x) + 0:2874	0;3(x)
+0:4828	1; 1(x) + 0:0400	1;2(x)
+0:4668	3;0(x)
377775
y(k 1)
y(k   1)
+ [0:2900	0;2(x) + 0:5785	2;1(x)]y(k 2) y(k   2)
+
"
1:4036	0; 1(x) + 0:9998	0;1(x)
+0:2010	3;0(x)
#
u(k)
u(k) (5.27)
The progress of the predicted output y^(k) approaching the noise-free output
y(k) is shown in Figure 5.4, where MSE(i) is shown against the number of
iterations. Here, MSE(i) denotes the mean of the squared error between y(k)
and y^(k) at the ith iteration which is calculated as below:
MSE(i) =
1
N
NX
k=1

y(k)  y^(i)(k)2 (5.28)
in which, y^(i)(k) denotes the predicted output at the ith iteration and N is the
number of samples.
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Figure 5.3: Example 5.2: Comparison between noise-free (solid) and predicted
(dot-dot) process output after 25 iterations
The obtained MIV parameter estimates along with the noise-free estimates
are given in Table 5.2, showing that they are very close to each other. Figure 5.5
compares the identied models iterative (simulated) output 2 to the noise-free
output signal. They, in turn, imply that the identied model (5.27) excellently
characterizes this system.
2 i.e. the output obtained by generating the deterministic model output from the model
input alone, without any reference to the output measurements
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Figure 5.4: Example 5.2: Progress of the predicted output y^ approaching the
noise-free signal y : MSE(i) against the number of iterations.
Term index Parameter LS estimates Noise-free estimates MIV estimates
1 a0;0;f1 0.3012 0.3821 0.3943
2 a0;1;f1 0.6173 0.6548 0.6952
3 a0;2;f1 0.2813 0.0871 0.1163
4 a0;3;f1 0.2716 0.2118 0.2874
5 a1; 1;f1 0.2110 0.4788 0.4828
6 a1;2;f1 0.2028 0.0735 0.0400
7 a3;0;f1 0.6194 0.4908 0.4668
8 a0;2;f2 0.0729 0.2784 0.2900
9 a2;1;f2 0.2541 0.5834 0.5785
10 a0; 1;g0 1.3560 1.4108 1.4036
11 a0;1;g0 0.9656 1.0764 0.9998
12 a3;0;g0 0.1624 0.1795 0.2010
Table 5.2: Example 5.2: Noise-free versus MIV estimates
5. Nonlinear System Identication in a Noisy Environment 127
0 100 200 300 400 500 600 700 800 900 1000
-3
-2
-1
0
1
2
3
(a)
0 100 200 300 400 500 600 700 800 900 1000
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
(b)
 Sampling index
Figure 5.5: Example 5.2: (a) Comparison between the noise-free output (solid)
and model iterative output of (5.27) (dot-dot), and (b) their di¤erence
To further validate the simulation results, a Monte Carlo(MC) test which
consists of 100 independent tests (1000 data points each)3 has been implemented
based on (5.23) and (5.24). Here, to quantify the simulation results, a number of
performance measures (Relative Error-RE and Normalized Mean Squared Error-
NMSE of ^m with respect to the noise-free estimated value 0) are introduced
to assess the estimation accuracy (shown in Table 5.3) as follows:
RE =
m(^)  0
k0k (5.29)
NMSE =
1
M
MX
m=1
^m   0
k0k (5.30)
in which, ^m denotes the MIV parameter estimates in the mth test over the
total of M = 100 independent tests; m(^) = 1
M
PM
m=1 ^m.
3In this test, the realization of the noise is varied by changing the seedelement of the
random noise generator (i.e. between 0-99). In an independent test, a set of input-output data
is generated by simulating (5.23) and (5.24), but with varied noise sequence.
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The tests results are shown in Table 5.3, indicating the consistency in the
parameter estimates.
Term index Parameter Noise-free estimates MIV estimates
1 a0;0;f1 0.3821 0.38490.0359
2 a0;1;f1 0.6548 0.70810.0631
3 a0;2;f1 0.0871 0.09000.0677
4 a0;3;f1 0.2118 0.30390.0773
5 a1; 1;f1 0.4788 0.42860.0864
6 a1;2;f1 0.0735 0.04310.0892
7 a3;0;f1 0.4908 0.47660.0701
8 a0;2;f2 0.2784 0.29750.0604
9 a2;1;f2 0.5834 0.51070.1189
10 a0; 1;g0 1.4108 1.42000.1460
11 a0;1;g0 1.0764 1.05870.1200
12 a3;0;g0 0.1795 0.23790.0478
RE 7.2%
NMSE 2.46%
Table 5.3: Example 5.2: Monte Carlo tests results
5.3.2 Example 5.3
Consider a nonlinear system described by the following 2-DWSDP model:
y(k) = f3[y(k   1); y(k   2)]y(k   3) + g0[u(k   1); u(k   2)]u(k) (5.31)
in which,
f3(x1; x2) = 0:25	
[2]
0;2;1(x1; x2)  1:15	[2] 1;3;0(x1; x2)+
  0:35	[2] 1;1;1(x1; x2) (5.32)
g0(x1; x2) = 0:1	
[2]
0;1;1(x1; x2) + 1:6	
[2]
1;0;1(x1; x2)+
  0:5	[2]2;1;1(x1; x2) (5.33)
where, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (5.34)
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[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (5.35)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (5.36)
With u(k) = sin( k
20
), and zero initial conditions, (5.31) is simulated to gen-
erate 1000 data points. To simulate the measurement noise, a zero-mean, white
noise sequence is added to the noise-free output signal (Figure 5.6). In this
situation, the measured output y(k) is redened as:
y(k) = y(k) + #(k) #(k) = N(0; 2) (5.37)
where  = 0:0162 is selected to add 10% noise (by standard deviation) to y(k),
which now denotes the noise-free output sequence.
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Figure 5.6: Example 5.3-Simulation data: (a) Noisy output (b) input.
Using a discrete time model for this system, its 2-DWSDP model takes the
following form:
y(k) = f^3 [y(k   1); y(k   2)] y(k   3) + g^0 [u(k   1); u(k   2)]u(k) (5.38)
With the nest and coarsest scaling parameters chosen to be -1 and 2, the 2-D
SDP parameters are identied to have the following general forms:
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f^3(x1; x2) = a0;2;1;f3	
[2]
0;2;1(x1; x2) + a 1;3;0;f3	
[2]
 1;3;0(x1; x2)+
+ a 1;1;1;f3	
[2]
 1;1;1(x1; x2) (5.39)
g^0(x1; x2) = a0;1;1;g0	
[2]
0;1;1(x1; x2) + a1;0;1;g0	
[2]
1;0;1(x1; x2)+
+ a2;1;1;g0	
[2]
2;1;1(x1; x2) (5.40)
The estimation model is then obtained by substituting (5.39) and (5.40) into
(5.38). Using the input-output data, the associated parameters are estimated
using the proposed modied instrumental variable (MIV) algorithm. After 20
iterations, the MIV estimatesconvergence is achieved. The predicted output
y^(k) converges to the noise-free output y(k) (Figure 5.7). The progress of the
predicted output y^(k) approaching the noise-free output y(k) is shown in Figure
5.8, where MSE(i) is shown against the number of iterations.
The nal identied model is found to be:
y(k) =
"
0:2689	
[2]
0;2;1(x1; x2)  1:1711	[2] 1;3;0(x1; x2)
 0:3307	[2] 1;1;1(x1; x2)
#
fy(k 1);y(k 2)g
y(k   3)
+
"
0:1048	
[2]
0;1;1(x1; x2) + 1:5790	
[2]
1;0;1(x1; x2)
 0:5415	[2]2;1;1(x1; x2)
#
fu(k 1);u(k 2)g
u(k) (5.41)
The obtained MIV parameter estimates along with the true values are given
in Table 5.4, showing that they are very close to each other. Figure 5.9 compares
the identied models iterative (simulated) output to the noise-free output signal.
They, in turn, imply that the identied model (5.41) excellently characterizes the
underlying dynamics of this system.
To further validate the simulation results, a Monte Carlo(MC) test, which
consists of 100 independent tests (1000 data points each), has been implemented
based on (5.31) and (5.37). The tests results are shown in Table 5.5, implying
the consistency in the parameter estimates.
5. Nonlinear System Identication in a Noisy Environment 131
0 100 200 300 400 500 600 700 800 900 1000
0
0.1
0.2
0.3
0.4
0.5
 Sampling index
Figure 5.7: Example 5.3: Comparison between noise-free (solid) and predicted
(dot-dot) process output after 20 iterations
Term index Parameter True values MIV estimates
1 a0;2;1;f3 0.25 0.2689
2 a 1;3;0;f3 -1.15 -1.1711
3 a 1;1;1;f3 -0.35 -0.3307
4 a0;1;1;g0 0.1 0.1048
5 a1;0;1;g0 1.6 1.5790
6 a2;1;1;g0 -0.5 -0.5415
Table 5.4: Example 5.3: True values versus MIV estimates
5.4 Conclusions
In this chapter, a modied instrumental variable (MIV) approach is presented
to e¤ectively counteract the bias problem of the models parameter estimates in
a noisy environment. This procedure uses the predicted value as an instrument
to substitute for the noise disturbed process output in the regressor matrix. In
an iterative manner, it gradually removes the noise from the prediction, thus the
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Figure 5.8: Example 5.3: Progress of the predicted output y^ approaching the
noise-free signal y : MSE(i) against the number of iterations.
bias from the parameter estimates. The results obtained from the simulation
examples demonstrate the merits of the proposed approach for both 1-DWSDP
and 2-DWSDP models. It has been shown that for the noise levels as investi-
gated in the examples, after 20-30 iterations, the predicted value converges to
its respective noise-free signal, and the MIV parameter estimates approach their
true values.
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Figure 5.9: Example 5.3: (a) Comparison between the noise-free output (solid)
and model iterative output of (5.41) (dot-dot), and (b) their di¤erence
Term index Parameter True values MIV estimates
1 a0;2;1;f3 0.25 0.26320.0216
2 a 1;3;0;f3 -1.15 -1.15200.0567
3 a 1;1;1;f3 -0.35 -0.34330.0354
4 a0;1;1;g0 0.1 0.10160.0142
5 a1;0;1;g0 1.6 1.59540.0698
6 a2;1;1;g0 -0.5 -0.51270.0573
RE 0.97%
NMSE 1.73%
Table 5.5: Example 5.3: Monte Carlo tests results
Chapter 6
Some Bounded characteristics of
Wavelet based SDP Models
This chapter presents results on the bounded characteristics of Wavelet based
SDP (WSDP) models. It is shown that the models output can be bounded by a
linear model whose coe¢ cients are functions of the WSDP models parameters.
Based on this, several constraints for the models parameters can be developed
to ensure the WSDP models stability.
6.1 Introduction
In this chapter, the following wavelet based SDP model is considered:
y(k) =
nyX
q=1
nfqX
j=0
[afq;jlfq;jfy(k   q)g]y(k   q)
+
nuX
q=0
ngqX
j=0
[agq;jlgq;jfu(k   q)g]u(k   q)
+ e(k) (6.1)
in which, Lfq = flfq;0; :::; lfq;nfqg; Lgq =

lgq;0; :::; lgq;ngq
	
are, respectively,
the sets of wavelet functions (which are the scaled and translated versions of the
mother wavelet 	(x) ) used for parameterization of fq(x) and gq(x) as described
in (3.28).
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Since wavelet basis function is bounded, the stability of the wavelet based
SDP model as described above is dependent on the models parameters. In fact,
a wavelet based SDP model, by nature, is bounded by a linear time-invariant
(LTI) model at the same model order, whose coe¢ cients are functions of the
original nonlinear models parameters. Thus, if this linear model is stable, the
respective WSDP model is guaranteed to be stable. Based on this, a set of
constraints on the WSDP models parameters can be then developed to ensure
the overall models stability. This reveals the relationship between the models
parameters and the bounded characteristics of WSDP models.
This chapter is structured as follows. Section 6.2 presents the main results
on the bounded characteristics of the WSDP model. Based on these, constraint
conditions on the models parameters to ensure its stability are developed in
Section 6.3. In Section 6.4, two simulation examples are used to validate and
illustrate the developed theoretical results. Section 6.5 discusses an application of
the developed results in nonlinear system identication context. Finally, Section
6.6 concludes the chapter.
6.2 Bounded Characteristics of WSDP Models
From (6.1), we have
jy(k)j =

Pny
q=1
nfqX
j=0
[afq;jlfq;jfy(k   q)g]y(k   q)
+
Pnu
q=0
ngqX
j=0
[agq;jlgq;jfu(k   q)g]u(k   q)



nyX
q=1
nfqX
j=0
[afq;jlfq;jfy(k   q)g]y(k   q)

+

nuX
q=0
ngqX
j=0
[agq;jlgq;jfu(k   q)g]u(k   q)


nyX
q=1
nfqX
j=0
j[afq;jlfq;jfy(k   q)g]y(k   q)j
+
nuX
q=0
ngqX
j=0
j[agq;jlgq;jfu(k   q)g]u(k   q)j (6.2)
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jy(k)j 
nyX
q=1
nfqX
j=0
jafq;jj  jlfq;jfy(k   q)gj  jy(k   q)j
+
nuX
q=0
ngqX
j=0
jagq;jj  jlgq;jfu(k   q)gj  ju(k   q)j (6.3)
Since the mother wavelet 	(x) is bounded: j	(x)j  1 8x 2 R; its scaled and
translated version lfq;j(x) and lgq;j(x) are also bounded in [ 1; 1]. As a result,
jlfq;jfy(k   q)gj  1 (6.4)
jlgq;jfu(k   q)gj  1 (6.5)
Therefore,
jy(k)j 
nyX
q=1
nfqX
j=0
jafq;jj  jy(k   q)j+
nuX
q=0
ngqX
j=0
jagq;jj  ju(k   q)j (6.6)
jy(k)j 
nyX
q=1
" nfqX
j=0
jafq;jj
#
 jy(k   q)j+
nuX
q=0
" ngqX
j=0
jagq;jj
#
 ju(k   q)j (6.7)
Let
q =
nfqX
j=0
jafq;jj (6.8)
q =
ngqX
j=0
jagq;jj (6.9)
Therefore,
jy(k)j 
nyX
q=1
q jy(k   q)j+
nuX
q=0
q ju(k   q)j (6.10)
From the above inequality (6.10), it shows that the output of the WSDP model
as in (6.1) is bounded by a linear time-invariant (LTI) system whose coe¢ cients
are functions of the original nonlinear models parameters as described in (6.8)
and (6.9), i.e.
(k) =
nyX
q=1
q(k   q) +
nuX
q=0
q$(k   q) (6.11)
where, (k) = jy(k)j and $(k) = ju(k)j.
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If this linear system is stable, the original WSDP model is bounded. This
presents su¢ cient conditions to the BIBO stability of model (6.1).
The developed result enables us to apply well established results on the sta-
bility analysis of linear systems to develop a set of constraint conditions on the
original nonlinear models parameters to ensure its boundedness. For discrete
linear time-invariant (LTI) systems, a well known approach to this problem is
Jurys Criterion (i.e. [62]-[64]). Based on this, several constraints on the WSDP
models parameters are established (Section 6.3) to ensure the its boundedness.
6.2.1 Simple Illustrative Examples
Example 6.1
To demonstrate this concept, let us consider a simple example of a nonlinear
system described by the following rst order WSDP model:
y(k) = [0:2	1;2fy(k   1)g   0:5	0; 1fy(k   1)g] y(k   1)
+ [0:85	1;1fu(k)g]u(k) (6.12)
in which,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2 (6.13)
As demonstrated above, the output of this WSDP model is bounded as fol-
lows.
jy(k)j  0:7 jy(k   1)j+ 0:85 ju(k)j (6.14)
To illustrate this, with u(k) = sin( k
20
), let us simulate (6.12) as well as the linear
system
(k) = 0:7(k   1) + 0:85$(k) (6.15)
to generate 1000 data points. Figure 6.1 shows y(k) in solid line against its
bound (k) in dot-dot line, indicating its boundedness
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Figure 6.1: Example 6.1: y(k) in solid line against its bound (k) in dot-dot
line.
Example 6.2
Consider a nonlinear system described by the following second order WSDP
model:
y(k) = [0:2	1;2fy(k   1)g   0:3	0; 1fy(k   1)g] y(k   1)
  [0:3	3;2fy(k   2)g] y(k   2) + [0:25	1;1fu(k)g]u(k) (6.16)
in which,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2 (6.17)
As demonstrated above, the output of this WSDP model is bounded as fol-
lows.
jy(k)j  0:5 jy(k   1)j+ 0:3 jy(k   2)j+ 0:25 ju(k)j (6.18)
In a similar manner as in the previous example, to illustrate this, with u(k) =
sin( k
50
), let us simulate (6.16) as well as the linear system
(k) = 0:5(k   1) + 0:3(k   2) + 0:25$(k) (6.19)
to generate 1000 data points. Figure 6.2 shows y(k) in solid line against its
bound (k) in dot-dot line, indicating its boundedness.
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Figure 6.2: Example 6.2: y(k) in solid line against its bound (k) in dot-dot
line.
6.3 Constraints on the WSDP Models Para-
meters
In this section, several constraint conditions on the original WSDP models pa-
rameters are established. It is based on well established results on the stability
analysis of linear systems, particularly Jurys Criterion for discrete-time LTI
system stability analysis.
The above linear model (6.11) can be written in the following transfer func-
tion form:
(k) =
Pnu
q=0 qz
 q
1 Pnyq=1 qz q$(k) (6.20)
The system as described in (6.20) is stable if its poles (the roots of the
following characteristic equation) all lie inside the unit circle.
A(z) = zn   1zn 1   :::  n = 0 (6.21)
n = ny (6.22)
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Let 8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
an = 1
an 1 =  1 =  
nf1X
j=0
jaf1;jj
an 2 =  2 =  
nf2X
j=0
jaf2;jj
...
a0 =  n =  
nfnX
j=0
jafn;jj
9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
(6.23)
Then (6.21) can be rewritten into the following form
A(z) = anz
n + an 1zn 1 + :::+ a0 = 0 (6.24)
Analogous to the Routh-Hurwitz criterion for continuous time LTI systems,
Jurys criterion (i.e. [62]-[64]) is used here to provide the necessary and su¢ cient
conditions to the stability of the discrete time LTI system described in (6.20).
6.3.1 Jurys Criterion
Similar to the Routh-Hurwitz table used for continuous time systems, the Jurys
criterion table for discrete time LTI systems is constructed as shown below:
row
1 a0 a1 a2 ... an k ... an 1 an
2 an an 1 an 2 ... ak ... a1 a0
3 b0 b1 b2 ... bn k bn 1
4 bn 1 bn 2 bn 3 ... bk b0
5 c0 c1 c2 ... cn 2
6 cn 2 cn 3 cn 4 c0
2n  5 l0 l1 l2 ll3
2n  4 l3 l2 l1 l0
2n  3 m0 m1 m2
Table 6.1: Jurys criterion table for discrete time LTI system stability analysis
The elements of the even rows in the above table are these of the preceding
row in inverse order. They are followed by the elements of rows 3; 5; :::; 2n  
6. Some Bounded characteristics of Wavelet based SDP Models 141
5; 2n  3 from the below determinants8>>>>>>>>><>>>>>>>>>:
bk =
a0 an kan ak
 c0 =
 b0 bn 1 kbn 1 bk

dk =
 c0 cn 2 kcn 2 ck
 :::
::: m0 =
l0 l3l3 l0
 m2 =
l0 l1l3 l2

9>>>>>>>>>=>>>>>>>>>;
(6.25)
in which, ai is related to the original WSDP models parameter as in (6.23).
The Jurys criterion states that the necessary and su¢ cient conditions for
the location of all roots of A(z) inside the unit circle are8>>>>>>>>>>><>>>>>>>>>>>:
A(1) > 1 ( 1)nA( 1) > 0
ja0j < janj
jb0j > jbn 1j
jc0j > jcn 2j
j d0j > j dn 3j
...
j m0j > j m2j
9>>>>>>>>>>>=>>>>>>>>>>>;
(6.26)
Hence, for low order systems, the following results hold8>>>>>>>><>>>>>>>>:
n = 2 : A(1) > 0; A( 1) > 0; ja0j < ja2j
n = 3 : A(1) > 0;  A( 1) > 0; ja0j < ja3j
jb0j > jb2j
n = 4 : A(1) > 0; A( 1) > 0; ja0j < ja4j
jb0j > jb3j
jc0j > jc2j
9>>>>>>>>=>>>>>>>>;
(6.27)
Based on this, the following Lemma can be stated without proof.
Lemma 12 Given a bounded input u : ju(k)j <  8k 2 N, the su¢ cient con-
ditions for the stability of the wavelet based SDP model as described in (6.1)
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are: 8>>>>>>>>>>><>>>>>>>>>>>:
A(1) > 1 ( 1)nA( 1) > 0
ja0j < janj
jb0j > jbn 1j
jc0j > jcn 2j
j d0j > j dn 3j
...
j m0j > j m2j
9>>>>>>>>>>>=>>>>>>>>>>>;
(6.28)
in which, ai is related to the original WSDP models parameter as in (6.23).
More specically, based on Lemma 12, constraint conditions for the models
parameters are developed up to 4th order as described in the following.
6.3.2 Constraint Conditions up to 4th Order
First Order n = 1 :
For a rst order WSDP model, (6.27) becomes(
A(1) = 1  1 > 0
 A( 1) = 1 + 1 > 0
)
(6.29)
with 1 =
nf1X
j=0
jaf1;jj as previously dened, (6.29) can be further derived
0  1 < 1
or
nf1X
j=0
jaf1;jj < 1 (6.30)
Second Order n = 2 :
For a second order WSDP model, (6.27) becomes8><>:
A(1) = 1  1   2 > 0
A( 1) = 1 + 1   2 > 0
j2j < 1
9>=>; (6.31)
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with 1 =
nf1X
j=0
jaf1;jj and 2 =
nf2X
j=0
jaf2;jj as previously dened, (6.31) can be
further derived 8><>:
0  1 + 2 < 1
2 < 1 + 1
0  2 < 1
9>=>; (6.32)
Since 1; 2  0, then (6.32) is equivalent to the following inequality
0  1 + 2 < 1 (6.33)
As a result,
nf1X
j=0
jaf1;jj+
nf2X
j=0
jaf2;jj < 1 (6.34)
Third Order n = 3 :
For a third order WSDP model, (6.27) becomes8>>>><>>>>:
A(1) = 1  1   2   3 > 0
 A( 1) =  ( 1  1 + 2   3) > 0
j3j < 1
j23   1j > j31 + 2j
9>>>>=>>>>; (6.35)
Equality (6.35) can be further derived8>>>><>>>>:
1 + 2 + 3 < 1
2 < 1 + 1 + 3
0  3 < 1
j23   1j > 31 + 2
9>>>>=>>>>; (6.36)
Since 1 =
nf1X
j=0
jaf1;jj  0, 2 =
nf2X
j=0
jaf2;jj  0 and 3 =
nf3X
j=0
jaf3;jj  0;
(6.36) is equivalent to the following set of inequalities(
0  1 + 2 + 3 < 1
j23   1j > 31 + 2
)
(6.37)
Nevertheless, since 0  1 + 2 + 3 < 1, therefore, 1 > 3  0. As a result,
(6.37) is equivalent to the following set of inequalities
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(
0  1 + 2 + 3 < 1
1  23 > 31 + 2
)
(6.38)
or (
0  1 + 2 + 3 < 1
1 > 31 + 2 + 
2
3
)
(6.39)
Moreover, since
31 + 2 + 
2
3 < 1 + 2 + 3 < 1
(6.39) can be further simplied as below
0  1 + 2 + 3 < 1 (6.40)
As a result,
nf1X
j=0
jaf1;jj+
nf2X
j=0
jaf2;jj+
nf3X
j=0
jaf3;jj < 1 (6.41)
Fourth Order n = 4 :
For a fourth order WSDP model, (6.27) becomes8>>>>>>>><>>>>>>>>:
A(1) = 1  1   2   3   4 > 0
A( 1) = 1 + 1   2 + 3   4 > 0
j4j < 1
j24   1j > j41 + 3j
j(24   1)2   (41 + 3)2j
> j(24   1)(42 + 2)  (41 + 3)(43 + 1)j
9>>>>>>>>=>>>>>>>>;
(6.42)
Equality (6.42) can be further derived8>>>>>>>><>>>>>>>>:
1 + 2 + 3 + 4 < 1
1 + 1 + 3 > 2 + 4
j4j < 1
j24   1j > j41 + 3j
j(24   1)2   (41 + 3)2j >
> j(24   1)(42 + 2)  (41 + 3)(43 + 1)j
9>>>>>>>>=>>>>>>>>;
(6.43)
Since 1,2; 3  0 and 4 =
nf4X
j=0
jaf4;jj  0; (6.43) is equivalent to the
following set of inequalities
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8>>>><>>>>:
0  1 + 2 + 3 + 4 < 1
j24   1j > 41 + 3
j(24   1)2   (41 + 3)2j
> j(24   1)(42 + 2)  (41 + 3)(43 + 1)j
9>>>>=>>>>; (6.44)
Nevertheless, since 0  1 + 2 + 3 + 4 < 1, therefore 1 > 4  0. As a
result, (6.43) is equivalent to the following set of inequalities8>>>><>>>>:
0  1 + 2 + 3 + 4 < 1
1  24 > 41 + 3
j(24   1)2   (41 + 3)2j >
> j(24   1)(42 + 2)  (41 + 3)(43 + 1)j
9>>>>=>>>>; (6.45)
or 8>>>><>>>>:
0  1 + 2 + 3 + 4 < 1
1 > 41 + 3 + 
2
4
j(24   1)2   (41 + 3)2j
> j(24   1)(42 + 2)  (41 + 3)(43 + 1)j
9>>>>=>>>>; (6.46)
Furthermore, since
41 + 3 + 
2
4 < 1 + 3 + 4
< 1 + 2 + 3 + 4 < 1 (6.47)
(6.46) can be further simplied as below8><>:
0  1 + 2 + 3 + 4 < 1
j(24   1)2   (41 + 3)2j
> j(24   1)(42 + 2)  (41 + 3)(43 + 1)j
9>=>; (6.48)
As a result,
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8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
nf1X
j=0
jaf1;jj+
nf2X
j=0
jaf2;jj+
nf3X
j=0
jaf3;jj+
nf4X
j=0
jaf4;jj < 1
"
(
nf4X
j=0
jaf4;jj)2   1
#2
 
"
(
nf4X
j=0
jaf4;jj)(
nf1X
j=0
jaf1;jj) +
nf3X
j=0
jaf3;jj
#2 >
>

"
(
nf4X
j=0
jaf4;jj)2   1
#"
(
nf4X
j=0
jaf4;jj)(
nf2X
j=0
jaf2;jj) +
nf2X
j=0
jaf2;jj
#
 
" nf4X
j=0
jaf4;jj
nf1X
j=0
jaf1;jj+
nf3X
j=0
jaf3;jj
#" nf4X
j=0
jaf4;jj
nf3X
j=0
jaf3;jj+
nf1X
j=0
jaf1;jj
#

9>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>;
(6.49)
These results can be summarized in Table 6.2.
Models order Constraint conditions
n = 1 (6.30)
n = 2 (6.34)
n = 3 (6.41)
n = 4 (6.49)
Table 6.2: Constraint conditions on WSDP models parameters to ensure its
boundedness (up to 4th order WSDP model).
6.3.3 Extension of Developed Results for 2-DWSDPMod-
els
The developed constraint conditions are also applicable for a 2-DWSDP model
setting provided that the employed 2-D mother wavelet 	[2](x1; x2) satises	[2](x1; x2)  1 8x1; x2 2 R
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It is because in a 2-DWSDP model setting as in (4.12), we have
jy(k)j =

Pny
q=1
24imaxX
imin
X
j12Lixmq
X
j22Lixnq
afq;i;j1;j2	
[2]
i;j1;j2(xmq ;nq)
35 y(k   q)
+
Pnu
q=0
24imaxX
imin
X
j12Lixlq
X
j22Lixpq
bgq;i;j1;j2	
[2]
i;j1;j2(xlq ;pq)
35u(k   q)



nyX
q=1
24imaxX
imin
X
j12Lixmq
X
j22Lixnq
afq;i;j1;j2	
[2]
i;j1;j2(xmq ;nq)
35 y(k   q)

+

nuX
q=0
24imaxX
imin
X
j12Lixlq
X
j22Lixpq
bgq;i;j1;j2	
[2]
i;j1;j2(xlq ;pq)
35u(k   q)
 (6.50)
jy(k)j 
nyX
q=1
24imaxX
imin
X
j12Lixmq
X
j22Lixnq
jafq;i;j1;j2j 
	[2]i;j1;j2(xmq ;nq)
35 jy(k   q)j
+
nuX
q=0
24imaxX
imin
X
j12Lixlq
X
j22Lixpq
jbgq;i;j1;j2j 
	[2]i;j1;j2(xlq ;pq)
35 ju(k   q)j

nyX
q=1
24imaxX
imin
X
j12Lixmq
X
j22Lixnq
jafq;i;j1;j2j
35 jy(k   q)j
+
nuX
q=0
24imaxX
imin
X
j12Lixlq
X
j22Lixpq
jbgq;i;j1;j2j
35 ju(k   q)j (6.51)
Let
q =
24imaxX
imin
X
j12Lixmq
X
j22Lixnq
jafq;i;j1;j2j
35 (6.52)
q =
24imaxX
imin
X
j12Lixlq
X
j22Lixpq
jbgq;i;j1;j2j
35 (6.53)
From (6.51), we obtain
jy(k)j 
nyX
q=1
q jy(k   q)j+
nuX
q=0
q ju(k   q)j (6.54)
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At this point, the previously developed constraint conditions (6.28) can be
applied to the 2-DWSDP models parameter in a similar manner as described
for 1-DWSDP models (to be demonstrated in the examples).
6.4 Examples
In this section, 2 simulation examples are provided. The rst example is about
the application of the developed theoretical results in a WSDP model setting,
while its application in a 2-DWSDP model setting is addressed in the second
example.
6.4.1 Example 6.3
In this example, the developed results will be validated up to 4th order WSDP
models.
First Order
y(k) =
"
af1;1	0;1(x) + af1;2	1; 1(x)
+af1;3	3;0(x)
#
y(k 1)
y(k   1)
+
"
ag0;1	3;0(x) + ag0;2	1; 2(x)
+ag0;3	0; 1(x)
#
u(k)
u(k) (6.55)
in which,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2 (6.56)
Consider a rst order WSDP model as described in (6.55). To validate the
developed results for this system, a Monte Carlo test, which consists of 100
independent tests, has been implemented. In each independent test, the models
parameters are randomly selected to satisfy the following constraint condition
(6.57) on the models parameter,
jaf1;1j+ jaf1;2j+ jaf1;3j < 1 (6.57)
With the input signal to be u(k) = sin( k
20
), in every test, (6.55) is simulated to
generate 1000 data points. The tests results are shown in Figure 6.3, indicating
the boundedness of the WSDP model under study.
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Figure 6.3: Example 6.3: Monte Carlo tests results for the rst order WSDP
model (6.55) which consists of 100 independent tests. In each independent test,
the models parameters were randomly selected to sastify (6.57); and the asso-
ciated model was simulated to generate 1000 data points.
Second Order
In a similar manner, in the following, the developed results are validated for a
second order WSDP model as described in (6.58).
y(k) =
"
af1;1	0;1(x) + af1;2	1; 1(x)
+af1;3	3;0(x)
#
y(k 1)
y(k   1)
+ [af2;1	2;1(x) + af2;2	0; 2(x)]y(k 2) y(k   2)
+
"
ag0;1	3;0(x) + ag0;2	1; 2(x)
+ag0;3	0; 1(x)
#
u(k)
u(k)
+
"
ag1;1	3;1(x) + ag1;2	1;2(x)
+ag1;3	0;1(x)
#
u(k 1)
u(k   1) (6.58)
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Here, the constraint conditions on the models parameter are
3X
j=1
jaf1;jj+
2X
j=1
jaf2;jj < 1 (6.59)
The Monte Carlo tests results are shown in Figure 6.4, indicating the bounded-
ness of the WSDP model under study.
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Figure 6.4: Example 6.3: Monte Carlo tests results for the second order WSDP
model (6.58), which consists of 100 independent tests. In each independent
test, the models parameters were randomly selected to sastify (6.59); and the
associated model was simulated to generate 1000 data points.
Third Order
Following the similar procedure, the developed results are validated for a third
order WSDP model as described in (6.60).
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y(k) =
"
af1;1	0;1(x) + af1;2	1; 1(x)
+af1;3	3;0(x)
#
y(k 1)
y(k   1)
+ [af2;1	2; 1(x) + af2;2	 1;1(x)]y(k 2) y(k   2)
+ [af3;1	2;1(x) + af3;2	0; 2(x)]y(k 3) y(k   3)
+
"
ag0;1	3;0(x) + ag0;2	1; 2(x)
+ag0;3	0; 1(x)
#
u(k)
u(k)
+
"
ag1;1	3;1(x) + ag1;2	1;2(x)
+ag1;3	0;1(x)
#
u(k 1)
u(k   1)
+ [ag2;1	2;1(x) + ag2;2	1;3(x)]u(k 2) u(k   2) (6.60)
Here, the constraint conditions on the models parameter are
3X
j=1
jaf1;jj+
2X
j=1
jaf2;jj+
2X
j=1
jaf3;jj < 1 (6.61)
The models boundedness is illustrated in Figure 6.5, in which the associated
Monte Carlo tests results are shown.
Fourth Order
The developed results are validated for the following fourth order WSDP model
(6.62) using the similar procedure.
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Figure 6.5: Example 6.3: Monte Carlo tests results for the third order WSDP
model (6.60), which consists of 100 independent tests. In each independent
test, the models parameters were randomly selected to sastify (6.61); and the
associated model was simulated to generate 1000 data points.
y(k) =
"
af1;1	0;1(x) + af1;2	1; 1(x)
+af1;3	3;0(x)
#
y(k 1)
y(k   1)
+ [af2;1	2; 1(x) + af2;2	 1;1(x)]y(k 2) y(k   2)
+ [af3;1	0;2(x) + af3;2	2;3(x)]y(k 3) y(k   3)
+ [af4;1	2;1(x) + af4;2	0; 2(x)]y(k 4) y(k   4)
+
"
ag0;1	3;0(x) + ag0;2	1; 2(x)
+ag0;3	0; 1(x)
#
u(k)
u(k)
+
"
ag1;1	3;1(x) + ag1;2	1;2(x)
+ag1;3	0;1(x)
#
u(k 1)
u(k   1)
+ [ag2;1	2;1(x) + ag2;2	1;3(x)]u(k 2) u(k   2)
+ [ag3;1	2; 1(x) + ag3;2	 1;3(x)]u(k 3) u(k   3) (6.62)
Here, the constraint conditions on the models parameter are
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8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
3X
j=1
jaf1;jj+
2X
j=1
jaf2;jj+
3X
j=1
jaf3;jj+
2X
j=1
jaf4;jj < 1
"
(
2X
j=1
jaf4;jj)2   1
#2
 
"
(
2X
j=1
jaf4;jj)(
3X
j=1
jaf1;jj) +
3X
j=1
jaf3;jj
#2 >
>

"
(
2X
j=1
jaf4;jj)2   1
#"
(
2X
j=1
jaf4;jj)(
2X
j=1
jaf2;jj) +
2X
j=1
jaf2;jj
#
 
"
2X
j=1
jaf4;jj
3X
j=1
jaf1;jj+
3X
j=1
jaf3;jj
#"
2X
j=1
jaf4;jj
3X
j=1
jaf3;jj+
3X
j=1
jaf1;jj
#

9>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>;
(6.63)
The Monte Carlo tests result for this model are shown in Figure 6.6, con-
rming the boundedness of the WSDP model under study.
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Figure 6.6: Example 6.3: Monte Carlo tests results for the fourth order WSDP
model (6.62), which consists of 100 independent tests. In each independent
test, the models parameters were randomly selected to sastify (6.63); and the
associated model was simulated to generate 1000 data points.
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6.4.2 Example 6.4
In a similar manner as described in the previous example, in this example, the
developed results are validated up to 4th order 2-DWSDP models
First Order
Consider the following rst order 2-DWSDP model:
y(k) =
"
af1;1	
[2]
0;2;1(x1; x2) + af1;2	
[2]
 1;3;0(x1; x2)
+af1;3	
[2]
 1;1;1(x1; x2)
#
fy(k 1);u(k)g
y(k   1)
+
"
ag0;1	
[2]
0;1;1(x1; x2) + ag0;2	
[2]
1;0;1(x1; x2)
+ag0;3	
[2]
2;1;1(x1; x2)
#
fy(k 1);u(k)g
u(k) (6.64)
where, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (6.65)
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (6.66)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (6.67)
To validate the developed constraint conditions, a Monte Carlo test, which
consists of 100 independent tests, has been implemented. In each independent
test, the models parameters are randomly selected to satisfy the following con-
straint conditions:
jaf1;1j+ jaf1;2j+ jaf1;3j < 1 (6.68)
With the input signal to be u(k) = sin( k
20
), in every test, each model is simulated
to generate 1000 data points.
Figure 6.7 shows the Monte Carlo tests results, demonstrating the bound-
edness of the 2-DWSDP model under study.
Second Order
In a similar manner, the validation is carried out for a second order 2-DWSDP
as described in the following equation:
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Figure 6.7: Example 6.4: Monte Carlo tests results for the rst order 2D-WSDP
model (6.64), which consists of 100 independent tests. In each independent
test, the models parameters were randomly selected to sastify (6.68); and the
associated model was simulated to generate 1000 data points.
y(k) =
"
af1;1	
[2]
0;2;1(x1; x2) + af1;2	
[2]
 1;3;0(x1; x2)
+af1;3	
[2]
 1;1;1(x1; x2)
#
fy(k 1);u(k)g
y(k   1)h
af2;1	
[2]
2;1;0(x1; x2) + af2;2	
[2]
0; 2;1(x1; x2)
i
fu(k);u(k 1)g
y(k   2)
+
"
ag1;1	
[2]
3;1;0(x1; x2) + ag1;2	
[2]
1;2;0(x1; x2)
+ag1;3	
[2]
0;1;1(x1; x2)
#
fu(k);u(k 1)g
u(k   1) (6.69)
Here, the constraint conditions on the models parameter are
3X
j=1
jaf1;jj+
2X
j=1
jaf2;jj < 1 (6.70)
The Monte Carlo tests results are shown in Figure 6.8, in which the bound-
edness of the model under study is illustrated.
6. Some Bounded characteristics of Wavelet based SDP Models 156
0 100 200 300 400 500 600 700 800 900 1000
-3
-2
-1
0
1
2
3
 Sampling index
Figure 6.8: Example 6.4: Monte Carlo tests results for the second order 2D-
WSDP model (6.69), which consists of 100 independent tests. In each indepen-
dent test, the models parameters were randomly selected to sastify (6.70); and
the associated model was simulated to generate 1000 data points.
Third Order
In the following, the developed results are validated for a third order 2-DWSDP
model as described in (6.71).
y(k) =
"
af1;1	
[2]
0;2;1(x1; x2) + af1;2	
[2]
 1;3;0(x1; x2)
+af1;3	
[2]
 1;1;1(x1; x2)
#
fy(k 1);y(k 2)g
y(k   1)
+
h
af2;1	
[2]
2; 1;1(x1; x2) + af2;2	
[2]
 1;1;0(x1; x2)
i
fy(k 2);u(k 1)g
y(k   2)
+
h
af3;1	
[2]
2;1;0(x1; x2) + af3;2	
[2]
0; 2;1(x1; x2)
i
fy(k 1);y(k 2)g
y(k   3)
+
"
ag0;1	
[2]
0;1;1(x1; x2) + ag0;2	
[2]
1;0;1(x1; x2)
+ag0;3	
[2]
2;1;1(x1; x2)
#
fu(k);u(k 2)g
u(k)
+
"
ag1;1	
[2]
3;1;0(x1; x2) + ag1;2	
[2]
1;2;0(x1; x2)
+ag1;3	
[2]
0;1;1(x1; x2)
#
fu(k);u(k 1)g
u(k   1) (6.71)
Here, the constraint conditions on the models parameter are:
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Figure 6.9: Example 6.4: Monte Carlo tests results for the third order 2D-WSDP
model (6.71), which consists of 100 independent tests. In each independent
test, the models parameters were randomly selected to sastify (6.72); and the
associated model was simulated to generate 1000 data points.
3X
j=1
jaf1;jj+
2X
j=1
jaf2;jj+
2X
j=1
jaf3;jj < 1 (6.72)
Figure 6.9 shows the Monte Carlo tests results for this model, indicating the
its boundedness.
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Fourth Order
y(k) =
"
af1;1	
[2]
0;2;1(x1; x2) + af1;2	
[2]
 1;3;0(x1; x2)
+af1;3	
[2]
 1;1;1(x1; x2)
#
fy(k 1);y(k 2)g
y(k   1)
+
h
af2;1	
[2]
2; 1;1(x1; x2) + af2;2	
[2]
 1;1;0(x1; x2)
i
fy(k 1);u(k 1)g
y(k   2)
+
h
af3;1	
[2]
0;2; 1(x1; x2) + af3;2	
[2]
2;3;0(x1; x2)
i
fy(k 1);y(k 2)g
y(k   3)
+
h
af4;1	
[2]
2;1;0(x1; x2) + af4;2	
[2]
0; 2;1(x1; x2)
i
fy(k 1);y(k 4)g
y(k   4)
+
"
ag0;1	
[2]
0;1;1(x1; x2) + ag0;2	
[2]
1;0;1(x1; x2)
+ag0;3	
[2]
2;1;1(x1; x2)
#
fu(k);u(k 2)g
u(k)
+
"
ag1;1	
[2]
3;1;0(x1; x2) + ag1;2	
[2]
1;2;0(x1; x2)
+ag1;3	
[2]
0;1;1(x1; x2)
#
fu(k 1);u(k 3)g
u(k   1)
+
h
ag2;1	
[2]
0;2; 1(x1; x2) + ag2;2	
[2]
2;3;0(x1; x2)
i
fu(k 2);u(k 4)g
u(k   2) (6.73)
For a fourth order 2-DWSDP model as in (6.73), the validation of the devel-
oped results is carried out in a similar procedure. Here, the constraint conditions
on the models parameters are:
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
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(6.74)
The associated Monte Carlo tests results are shown in Figure 6.10 which
conrms the developed results.
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Figure 6.10: Example 6.4: Monte Carlo tests results for the fourth order 2D-
WSDP model (6.73), which consists of 100 independent tests. In each indepen-
dent test, the models parameters were randomly selected to sastify (6.70); and
the associated model was simulated to generate 1000 data points.
6.5 Application of Developed Results
The simulation results obtained in the above extensive examples reconrm the
developed theoretical results, demonstrate a clear relationship between the sys-
tems model parameters and the boundedness of the WSDP/ 2-DWSDP models.
This provides important insight to the analysis of the BIBO stability of such
nonlinear system models.
The obtained results can be applied to further investigate a nonlinear system
identication approach which is able to guarantee the stability of the identied
models. This can be accomplished by the incorporation of the developed con-
straint conditions on the models parameters and the existing WSDP/2-DWSDP
nonlinear system identication approaches discussed in the previous chapters.
Doing so, the parameter estimation is no longer a standard least squares formu-
lation, but accomplished by a constraint optimization problem with subject to
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nonlinear constraints, i.e. (
minimize J()
subject to: (6.28)
)
Since the developed constraints are convex, in this application, convex optimiza-
tion can be used to solve this nonlinear constraint optimization problem.
For illustrative purposes, let us consider the following example.
6.5.1 Example 6.5
Consider a nonlinear system described by the following equation:
y(k) =
h
0:5  0:4e 0:5y(k 1)2
i
y(k   1) +
h
0:8  0:5ey(k 2)2
i
y(k   2)
+ e u(k 1)
2
u(k   1) (6.75)
With u(k) = sin(1:3k=20)+0:5 sin(k=10) and the initial conditions are y(0) =
y(1) = 0 the above model is simulated to generate 2000 data points as shown in
Figure 6.11.
Using a discrete time model form for this system, its SDP model structure is
identied as follows:
y(k) = f1fy(k   1)gy(k   1) + f2fy(k   2)gy(k   2)
+ g1fu(k   1)gu(k   1) (6.76)
With the nest and coarsest scaling parameters chosen to be 0 and 3, the
SDP parameters are identied in the following general parametric forms:
f1(x) = a0;0;f1	0;0(x) + a0;1;f1	0;1(x) + a3;0;f1	3;0(x)
f2(x) = a0;0;f2	0;0(x) + a3;0;f2	3;0(x)
g1(x) = a0; 1;g1	0; 1(x) + a0;0;g1	0;0(x) + a0;1;g1	0;1(x)
+ a0;2;g1	0;2(x) + a3;0;g1	3;0(x) (6.77)
where,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2
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Figure 6.11: Example 6.5 data: (a) output (b) input.
The estimation model is then obtained by substituting (6.77) into (6.76).
Using the input-output data, the associated parameters are estimated as follows1:8>>>><>>>>:
minimize J()
subject to:
ja0;0;f1j+ ja0;1;f1j+ ja3;0;f1j
+ ja0;0;f2j+ ja3;0;f2j < 1
9>>>>=>>>>; (6.78)
Based on this, the nal identied model is found to be:
1The constraint optimization problem reported in this example is solved using the Convex
programming language (CVX: Matlab Software for Disciplined Convex Programming): http:
//www.stanford.edu/~boyd/cvx/.
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y(k) =
"
 0:0492	0;0(x)  0:0001	0;1(x)
+0:2868	3;0(x)
#
y(k 1)
y(k   1)
+ [0:4281	0;0(x)  0:1975	3;0(x)]y(k 2) y(k   2)
+
264 0:0179	0; 1(x) + 0:5826	0;0(x)+0:0179	0;1(x) + 0:0012	0;2(x)
+0:3471	3;0(x)
375
u(k 1)
u(k   1) (6.79)
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Figure 6.12: Example 6.5: (a) Comparison between the actual output (solid)
and model (6.79) prediction (dot-dot), and (b) the model associated PRESS
residual.
Figure 6.12(a) compares the model prediction to the actual output over the
whole data. Figure 6.12(b) shows the associated models PRESS residual that
reects its cross-validation test. Also, the models iterative (simulated) output
2 is shown in Figure 6.13 in comparison to the actual output signal. They, in
turn, imply that the identied model (6.79) excellently characterizes this system
while guarantees the models stability.
2 i.e. the output obtained by generating the deterministic model output from the model
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Figure 6.13: Example 6.5: (a) Comparison between the actual output (solid)
and model iterative output of (6.79) (dot-dot), and (b) their di¤erence
Let us further test the models disturbance tolerance capability:
x=zeros(size(y));
for k=3:length(x)
x(k)=f1(x(k-1))*x(k-1)+f2(x(k-2))*x(k-2)+g1(u(k-1))*u(k-1);
x(k)=x(k)+d(k);
end
In which, f1(:); f2(:) and g1(:) are as described in (6.79), while d(k) refers to
the disturbance as shown in Figure 6.14 (a). Figure 6.14 (b) shows the disturbed
models iterative output x(k) while the residual between x(k) and y(k) is dis-
played in Figure 6.14 (c). These results demonstrate that the identied model
(6.79) is able to well localize this disturbance to return to the normal process
condition without going unstable.
6.6 Conclusions
Due to the bounded characteristics of wavelet basis functions, WSDP mod-
els have some unique features. By exploiting those, in this chapter, we have
input alone, without any reference to the output measurements
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Figure 6.14: Example 6.5 Disturbance tolerance test: (a) disturbance d(k) (b)
disturbed iterative output of (6.79) x(k) and (c) the residual between x(k) and
y(k) .
presented some bounded characteristics of wavelet based SDP models. These
bounded characteristics reveal a clear relationship between the system models
parameters and the BIBO stability of WSDP models to a certain extent. These
results are applicable for both 1-DWSDP and 2-DWSDP models. The results
obtained from the simulation studies numerically validate and demonstrate the
developed theoretical results. This promises future work to be investigated on
(1) BIBO stability analysis of WSDP models and (2) the construction of a sta-
bility guaranteed nonlinear system identication technique using the proposed
approaches.
Although, in this chapter, the developed results have been only validated up
to 4th order, results for higher order wavelet based SDP models can be developed
and validated in the similar manner.
Chapter 7
Applications
In this chapter, the developed nonlinear system identication approaches are ap-
plied to model two real systems. The rst case study concerns the identication
of an experimental magnetic bearing system using 1-DWSDP models. In Case
Study 2, 2-DWSDP model is used to model a real world heat exchanger.
7.1 Case Study 1: Magnetic Bearing System
In this section, an engineering example applying the developed nonlinear sys-
tem identication approach is presented. The example concerns the nonlinear
modeling of an experimental magnetic bearing system. Materials written in this
section follow the results which have appeared in [3].
Magnetic bearing (MB) has received considerable research attention for the
past two decades (i.e.[45]-[51], etc.). Due to the contactless nature, it o¤ers
frictionless and lubricant free operation while providing high peripheral speed
as well as accuracy at low losses, thus guarantees reliability in operation as well
as low maintenance cost and longer life. For these reasons, magnetic bearing
has been widely used in many industrial applications such as semiconductor
manufacturing equipment, jet engines, compressors, pumps, air cycle machines
and ywheel systems, etc. It has become an inevitable substitute for conventional
bearings.
Due to a number of factors including magnetic saturation, eddy current ef-
fects, etc., magnetic bearing system is inherently nonlinear, thus requires accu-
rate modeling of systems characteristics. In this section, to better characterize
the magnetic bearings nonlinearities, its wavelet based SDP model is presented.
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This section rst provides an overview of the test-stand magnetic bearing
system from which experimental data were collected. The experimental results
are then reported, and discussed.
7.1.1 Test Stand Magnetic Bearing System
Figures 7.1 and 7.2 show the test-stand magnetic bearing system with two bear-
ings used for our experimental purposes. It consists of 4 radial DOFs (Degree of
freedom) controlled by 2 identical radial bearings. Each bearing has two active
axes of control (x ,y axes), and a spin axis : z (Figures 7.1, 7.3). The radial
dynamics therefore constitute a 4-input-4-output MIMO system with motion in
the x-z and y-z planes. The inputs are 4 coil currents, driven by 4 power am-
pliers (Figure 7.1), from the two radial bearings. With the assumption of zero
shaft speed along the z-axis, the dynamics in the x-z , and y-z planes are then
decoupled. Under this condition, the system can be further separated into 2
decoupled dynamic subsystems in x-z and y-z planes. As these subsystems are
almost identical, in this case study, the identication of only one of them (i.e.
x-z subsystem) is presented.
Figure 7.1: Test-stand magnetic bearing system schematic diagram
In this experiment, PD controllers are implemented within the system to
stabilize the shaft suspension. The shaft displacements are measured by the use
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Figure 7.2: Test-stand magnetic bearing system
of proximity sensors at 4 locations as shown in Figure 7.1. The experiment is
performed in closed-loop, and the system is set up as shown in Figure 7.4, where
r1; r2 are the reference inputs, and x1; x2 respectively regard the shaft displace-
ments of the subsystem under study (x-z plane). This closed-loop identication
scheme treats the magnetic bearing and PD controllers as the whole plant (see
Figure 7.4). The model obtained in this manner will be used in the future to
design a supervising control system (i.e. Nonlinear Model Predictive Control,
etc.) for the existing magnetic bearing test-stand.
Figure 7.3: A single bearing structure
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Figure 7.4: Experiment set up (x-z subsystem and PD controllers)
7.1.2 Experimental Results
In the following, the nonlinear modeling results of the test-stand magnetic bear-
ing system using a wavelet based SDP model are presented. As mentioned above,
since x-z and y-z subsystems are almost identical, in the following, we only con-
sider the x-z subsystem as the same applies to the y-z subsystem. 10000 exper-
imental data samples (with sampling interval Ts = 0:2ms) were collected (see
Figure 7.5) based on the apparatus set up as in Figure 7.4.
Using a discrete time model form, the SDP model for x2 is identied as
x2(k) =f2;1fx2(k   1)gx2(k   1) + f2;2fx2(k   2)gx2(k   2)
+ g2;r1;1fr1(k   1)gr1(k   1) + g2;0fr2(k)gr2(k) (7.1)
Follows the same procedure as described in the Chapter 3, and with the
scaling parameters (nest and coarsest scales) chosen to be 0 and 3, the nal
identied model for x2 is found to be
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Figure 7.5: Case study 1-Experiment data. Measured outputs (a) x1 , (b) x2 ,
and reference inputs (c) r1 (d) r2
x2(k) =
264  8:3026	2; 2(x)  1:7661	1; 1(x) 0:7939	1;1(x) + 0:0380	0;0(x)
 1:5818	1;0(x)
375
x2(k 1)
x2(k   1)
+
264  1:1002	1;0(x)  0:9689	1;2(x)+0:0649	1; 2(x) + 0:0642	0;1(x)
 0:8177	1;1(x)
375
x2(k 2)
x2(k   2)
+ [0:0085x  0:0025]r1(k 1) r1(k   1) + 0:0171r2(k) (7.2)
where,
	i;j(x) = 	(2
 ix  j) and 	(x) = (1  x2)e 0:5x2
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Figure 7.6: Case study 1: (a) x2 model (7.2) prediction (dot-dot) versus actual
output (solid), (b) the associated PRESS residual.
In a similar manner, the identied model for x1 is found to be
x1(k) =
264 0:0752	2;1(x)  0:8453	1;5(x) 1:3558	2; 1(x) + 0:3547	1;1(x)
 1:7605	1;4(x)
375
x1(k 1)
x1(k   1)
+
264  3:8499	1; 2(x) + 1:5106	2; 2(x)+1:0255	1;5(x) + 0:1370	1;3(x)
+0:5351	1;4(x)
375
x1(k 2)
x1(k   2)
+ [ 0:0149x+ 0:0216]r1(k 1) r1(k   1)  0:0035r2(k) (7.3)
Figures 7.6 and 7.8 show the models (7.2 and 7.3) prediction results ver-
sus the actual outputs (x2 and x1), as well as their associated PRESS residuals
which actually indicate their cross-validation tests. Also, the models iterative
(simulated) outputs are shown in Figures 7.7 and 7.9 in comparison to the actual
output signals. They, in turn, imply that the identied model (see Equations
7.2 and 7.3) e¢ ciently captures and excellently characterizes this magnetic bear-
ing systems nonlinear dynamics. And the identied model can be used in the
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Figure 7.7: Case study 1: x2 model (7.2) iterative output (dot-dot) versus actual
output (solid)
simulation studies as well as controller design for this particular process.
7.2 Case Study 2: Heat Exchanger
A heat exchanger is a device in which the energy (heat) is transferred between
one uid to another across a solid surface. They are widely used in many indus-
trial processes such as petroleum reneries, petrochemical and chemical plants,
natural gas processing, power plants, refrigeration, etc. There are several di¤er-
ent types of heat exchangers such as shell and tube heat exchanger, plate heat
exchanger, regenerative heat exchanger, etc. Particularly, shell and tube heat
exchanger (which is suitable for high pressure application) is the most common
type of heat exchangers used in petroleum reneries and chemical processes (i.e.
used in crude oil preheat, etc.). It consists of a shell (a large pressure vessel)
with a series of tubes, through which one of the uids ows. The second uid
ows outside the tubes but inside the shell (the shell side). Heat is transferred
from one uid to the other through the tube walls, either from tube side to shell
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Figure 7.8: Case study 1: (a) x1 model (7.3) prediction (dot-dot) versus actual
output (solid), (b) the associated PRESS residual.
side or vice versa. The uids can be either liquids or gases on either the shell or
the tube side.
7.2.1 Identication Results
In this case study, a set of input-output data from a real world shell and tube heat
exchanger ([53],[54]) is considered. In this liquid-saturated steam heat exchanger,
the water is heated by pressurized saturated steam through a copper tube (Figure
7.10). By keeping the steam and the inlet liquid temperature constant to their
nominal values in the experiment, the input and output variables are respectively
the liquid ow rate and the outlet liquid temperature sampled at TS = 1 second
(as shown in Figure 7.11). These input and output signals fu(k); y(k)g are then,
for the ease of the system identication, standardized and still designated as
fu(k); y(k)g(i.e. u = u Mean(u)
Std(u)
; y = y Mean(y)
Std(y)
).
Using a second order discrete time model form for this system, the 2-D
wavelet based SDP model takes the following form:
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Figure 7.9: Case study1: x1 model (7.3) iterative output (dot-dot) versus actual
output (solid)
y(k) = f1 [y(k   1); y(k   2)] y(k   1) + g0 [u(k); u(k   1)]u(k) (7.4)
Follows the similar procedure as described in the Chapter 4, and with the
scaling parameters (nest and coarsest scales) chosen to be -1 and 3, the nal
identied model is found to be
y(k) = f^1 [y(k   1); y(k   2)] y(k   1) + g^0 [u(k); u(k   1)]u(k) (7.5)
where,
f^1(x1; x2) = 0:8667	
[2]
3;0;0(x1; x2)  0:3664	[2]1; 1; 1(x1; x2)+
+ 0:1725	
[2]
1;1;1(x1; x2) + 0:5708	
[2]
1;1;0(x1; x2)+
+ 0:3501	
[2]
0;2;2(x1; x2) + 0:1121	
[2]
 1;3;2(x1; x2)+
+ 0:0419	
[2]
 1;2;2(x1; x2) + 1:0130	
[2]
2; 1;0(x1; x2) (7.6)
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Figure 7.10: Heat Exchanger.
g^0(x1; x2) = 0:5021	
[2]
3;2;0(x1; x2) + 0:0545	
[2]
1; 1;1(x1; x2)+
+ 0:0651	
[2]
1;1;0(x1; x2) + 0:1302	
[2]
2; 1;0(x1; x2)+
+ 0:0226	
[2]
0;2;1(x1; x2) + 0:0453	
[2]
 1;4;4(x1; x2)+ (7.7)
in which, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (7.8)
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (7.9)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (7.10)
Figure 7.12 (a) compares the predicted output (which is recovered to its
original amplitude by de-standardization) of the model (see Equations 7.5, 7.6
and 7.7 ) versus the actual output over the whole data; and their associated
PRESS residual, which demonstrates the models cross-validation test result, is
shown in Figure 7.12 (b). Figure 7.13 compares the models iterative (simulated)
output (which is recovered to its original amplitude by de-standardization) to
the actual output signal. This demonstrates that the identied model excellently
characterizes the dynamic behaviour of this heat exchanger.
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Figure 7.11: Heat exchanger experiment data: (a) Output (b) Input
7.3 Conclusions
In this chapter, the proposed approaches have been applied to model various
engineering application problems. Case study 1 concerns the nonlinear identi-
cation of an experimental magnetic bearing test-stand using 1-DWSDP models.
The performance of this identied nonlinear model has been demonstrated in
the experimental results.
In Case Study 2, 2-DWSDP models have been used to model a real world
heat exchanger. As demonstrated in the identication results, the identied
model compactly represents the system under study, and its associated multi-
variable dependence nonlinear dynamics have been e¤ectively captured. These
results together with the results obtained in Case Study 1 and various examples
presented in the previous chapters prove the merits of the proposed approaches.
7. Applications 176
0 200 400 600 800 1000 1200 1400 1600 1800 2000
92
94
96
98
100
102
(a)
0 200 400 600 800 1000 1200 1400 1600 1800 2000
-0.6
-0.4
-0.2
0
0.2
0.4
(b)
Sampling index
Figure 7.12: Case study 2: (a) Comparison between the actual output (solid)
and model (7.5) prediction (dot-dot), and (b) their associated PRESS residual.
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Figure 7.13: Case study 2: (a) Comparison between the actual output (solid)
and model iterative output of (7.5) (dot-dot), and (b) their associated residual
-2
0
2
-2
0
2
0
0.5
1
1.5
(a)
-2
0
2
-2
0
2
-0.25
-0.2
-0.15
-0.1
-0.05
0
(b)
Figure 7.14: Case study 2: 2-D SDP plots: (a) f^1(x1; x2) , and (b) g^0(x1; x2)
Chapter 8
Power Demand Modelling and
Forecasting
In the previous chapters, various theoretical results were developed. Application-
wise, using these results, there are a number of application examples presented
in Chapter 3 and 4, as well as the case studies presented in Chapter 7. In this
chapter, these results are employed for the modelling and short-term forecasting
of the power demand in Victoria, Australia. The material written in this chapter
is based on the results appeared in [82].
8.1 Introduction
Power demand forecasting is an important subject in power system operation
and management. It is due to the unique nature of electricity as a commodity
and trading article. It cannot be stored as other commodities, as a result, for
better electricity utility, accurate estimation of future demand is necessary in
managing and planning the production and purchasing in an economical way.
This includes the planning for transmission, distribution facilities and generation
plants, as well as system security analysis.
Period of forecasting can change from hour or day for short-term forecasts
to week or year for medium and long-term forecasts respectively. Short-term
demand forecast is necessary for the control and scheduling of power system
operation. It also serves as a basis for load ow and contingency analysis, and
as an important element in the composition of dispatch and economic pricing
process. Medium-term forecast is used for maintenance scheduling and opera-
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tional studies, while long-term forecast is necessary to determine the capacity
of generation, transmission and distribution facility expansion. In this chapter,
short-term power demand forecasting is studied.
Short-term power demand forecast has been increasingly important due to
the rise of competitive energy markets. That is because of the privatization and
deregulation of power system industries in many countries, such as UK, Japan,
USA, etc., in recent years. For Australia, since December 1998, the process of
implementing a unied National Electricity Market has been started1. This turns
electricity into a commodity which can be sold and bought at market prices. As
a result, to gain competitiveness in the market in terms of pricing, an accurate
forecast of electricity demand at regular time intervals is critical2.
Power demand forecasting, however, is quite challenging. That is due to the
complex dynamics and behaviours exhibited from the load series. For example,
the peak demand of a given day is dependent on not only those of the previous
days, but also the peak demand of the same day in the previous week. Addi-
tionally, there are several aspects which give signicant inuences to the power
demand patterns as well, especially weather related variables. For example, in
a hot day, the power consumption is signicantly increased due to the power
utilization for cooling. In a similar manner, the power utilization for heating
during a cold day increases the power consumption on that particular day as
well. As a result, from a systems point of view, this can be interpreted as a
complex nonlinear dynamic system.
In the open literature, many approaches have been proposed for this prob-
lem, such as regression methods, exponential smoothing, Kalman Filtering, non-
parametric methods and others (i.e. [98]-[104], etc.). In past 2 decades, Articial
Intelligent (AI) techniques have received a great deal of research interest in the
area of electricity demand/price forecasting, for example, Expert Systems, Fuzzy
logic and especially Articial Neural Network (ANN). Using these approaches,
no complex mathematical formulation or quantitative correlation between inputs
and outputs is required.
Expert System based approach (i.e. [83],[84]) exploits human expert knowl-
edge to develop set of rules used for forecasting, utilizing a comprehensive data-
1National Electricity Market Management Company (NEMMCO). http://www.nemweb.
com.au/
2Underforecast leads to insu¢ cient reserve capacity preparation while overforecast results
in unnecessary large reserve capacity. This, consequently, leads to high operating cost.
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base. Nevertheless, the major disadvantage of this approach lies on the dif-
culties to transform these expert knowledge into a set of mathematical rules.
Fuzzy logic based approach (i.e. [85],[86]) has similar problems, as it maps input
variables to outputs using a set of logic statements (fuzzy rules) which could be
developed solely from expert knowledge. In addition, when the problem becomes
more complicated, it might lead to a signicant increase in the number of fuzzy
rules used for model building, which is as well another common disadvantage of
fuzzy based approaches.
In recent years, Articial Neural Network (ANN) has been a very popu-
lar research trend in this research area (i.e. [88]-[97], etc.). This wealth of
literature on ANN suggests that this particular approach has been a well es-
tablished method in the area of electricity demand/price forecasting. Although
ANN based approach can overcome some of the shortcomings of expert systems
as it can directly acquire experience from training data, it su¤ers from a number
of limitations including (1) the need of an excessively large number of parame-
ters used in the model which can subsequently lead to the danger of over-tting,
(2) di¢ culties in determining optimum network topology as well as training pa-
rameters (i.e. number and size of the hidden layers, type of neuron transfer
functions for various layers, training rate, etc.) and so on. Another limitation of
this approach is the black box nature of ANN models. These models give little
insight about the modelled relationships and the relative signicance of various
variables, thus providing poor explanation about the system under study.
In this study, a mixture of 1-DWSDP and 2-DWSDP models is used to model
the power demand in the state of Victoria, Australia. Under the present study,
one day ahead forecasting of daily peak demands is considered. By using 1-
DWSDP and 2-DWSDP models, various dependencies among the historical de-
mand data, as well as the weather related variables (in this situation, daily
peak temperature is considered) can be e¢ ciently realized in a compact manner.
Through this descriptive mathematical model, it provides reasonably clear views
about the nonlinear relationships between these variables.
This chapters structure is organized as follows. The model structure is dis-
cussed in Section 8.2. The modelling results using a mixture of 1-DWSDP and
2-DWSDP models are presented and discussed in Section 8.3. Finally, Section
8.4 concludes the chapter.
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8.2 Model Structure
The development of a model for daily peak power demand forecast in this study
relies on the hypothesis that the daily peak demand for a certain day in a week
is dependent on the following factors:
 The historical peak demands of the previous days (i.e. 2 days before the
day of forecast).
 The peak demand at the same day of the previous week. This looks after
the weekly trend in the power demand behaviour. It is most likely the fact
that the power consumption during working days (i.e. from Monday to
Friday) is higher than that during the Weekends (Saturday and Sunday).
 The weather related variables associated with these days, particularly in
this study, the peak temperature is used due to its strong link with the
power consumption. During a hot day (i.e. summer days), the power
demand is signicantly increased due to the power consumption for cooling.
Similarly, due to the power utilization for heating, the power demand for
a cold day (i.e. winter days) increases for that day as well.
Let y(k) and u(k) respectively denote the peak power demand and tempera-
ture at the day index k; the model for daily peak power demand forecast can be
realized as in the following form using a mixture of 1-DWSDP and 2-DWSDP
models, i.e.
y(k) = f
[2]
1 [y(k   1); u(k   1)] y(k   1) + g[2]1 [y(k   1); u(k   1)]u(k   1)
+ f
[2]
2 [y(k   2); u(k   2)] y(k   2) + g[2]2 [y(k   2); u(k   2)]u(k   2)
+ f
[2]
7 [y(k   1); y(k   2)] y(k   7) + g[2]7 [u(k   1); u(k   2)]u(k   7)
+ g0 [u(k)]u(k) (8.1)
in which the components associated with the functions f [2]1 (:; :), g
[2]
1 (:; :), f
[2]
2 (:; :)
and g[2]2 (:; :) represent the contribution of the peak power demands and temper-
atures in the last 2 days to that of the current day; these associated with the
functions f [2]7 (:; :) and g
[2]
7 (:; :) realize the nonlinear interactions as well as the
contribution of the peak power demands and temperatures in the previous 2
days and the previous week to that of the current day. Finally, the component
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associated with g0(:) represents the relationship between the peak temperature
and power demand of the current day.
8.3 Modelling Results
In this study, the peak temperature and daily power demand of the state of
Victoria, Australia are used. The period of time is from the 1st January to
the 24th August of 2007. This data (Figure 8.1) was obtained from the Aus-
tralian National Electricity Market Management Company (NEMMCO)3 and
the Australian Government Bureau of Meteorology 4. This data set, for the ease
of system identication, was standardized (still designated as fy(k); u(k)g) and
separated into (1) estimation set for the model building (from 1st January 2007
to 8th August 2007) and (2) validation set used for the evaluation of the model
forecast capability (from 9th August 2007 to 24th August 2007).
With the nest and coarsest scaling parameters chosen to be -3 and 3, the
nal identied model is found to be:
y(k) = f^
[2]
1 [y(k   1); u(k   1)] y(k   1) + g^[2]1 [y(k   1); u(k   1)]u(k   1)
+ f^
[2]
2 [y(k   2); u(k   2)] y(k   2) + g^[2]2 [y(k   2); u(k   2)]u(k   2)
+ f^
[2]
7 [y(k   1); y(k   2)] y(k   7) + g^[2]7 [u(k   1); u(k   2)]u(k   7)
+ g^0 [u(k)]u(k) (8.2)
in which,
f^
[2]
1 (x1; x2) = 0:3007	
[2]
3;0;0(x1; x2) + 1:0539	
[2]
0;0;0(x1; x2)+
+ 0:5396	
[2]
1; 1;0(x1; x2) (8.3)
g^
[2]
1 (x1; x2) = 0:9056	
[2]
3;0;2(x1; x2) + 0:0503	
[2]
 1;3;5(x1; x2) (8.4)
f^
[2]
2 (x1; x2) = 1:0751	
[2]
3;0;2(x1; x2) + 0:3806	
[2]
1;1;1(x1; x2)+
+ 0:1523	
[2]
1; 1;0(x1; x2) + 0:1993	
[2]
1;0;0(x1; x2)+ (8.5)
3National Electricity Market Management Company, http://www.nemweb.com.au/
4Australian Government Bureau of Meteorology, http://www.bom.gov.au/weather/vic/
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Figure 8.1: (a) Daily peak power demand (b) peak temperature data in the time
period under study.
g^
[2]
2 (x1; x2) = 0:0699	
[2]
3;0;0(x1; x2) + 0:2716	
[2]
1;0;1(x1; x2)+
+ 0:8007	
[2]
0;2;1(x1; x2) + 0:3904	
[2]
 1;3;5(x1; x2)+
+ 0:5806	
[2]
 1;2;3(x1; x2) + 0:5206	
[2]
 1;4;4(x1; x2)+
+ 0:4516	
[2]
0;0;0(x1; x2) (8.6)
f^
[2]
7 (x1; x2) = 0:4354	
[2]
3;0;0(x1; x2) + 0:6399	
[2]
1;1;1(x1; x2)+
+ 0:3224	
[2]
0;0;1(x1; x2) + 0:0702	
[2]
1;1;0(x1; x2) (8.7)
g^
[2]
7 (x1; x2) = 0:5860	
[2]
3;0;2(x1; x2) + 0:6567	
[2]
1;0; 1(x1; x2)+
+ 0:8944	
[2]
1; 1;0(x1; x2) + 0:2043	
[2]
0;1;1(x1; x2)+
+ 1:5331	
[2]
 1;4;3(x1; x2) (8.8)
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g^0(x) = 1:0146	1;1(x)  0:0754	3;0(x) + 0:4196	0;3(x)+
+ 0:4023	 3;21(x) + 0:0662	 1;4(x) (8.9)
where, h
	
[2]
i;j1;j2(x1; x2)
i
fc(k);d(k)g
= 	
[2]
i;j1;j2[c(k); d(k)] (8.10)
	
[2]
i;j1;j2(x1; x2) = 	
[2](2 ix1   j1; 2 ix2   j2) (8.11)
	[2](x1; x2) = (1  x21)(1  x22)e 0:5(x
2
1+x
2
2) (8.12)
	i;j(x) = 	(2
 ix  j) (8.13)
	(x) = (1  x2)e 0:5x2 (8.14)
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Figure 8.2: Model (8.2) prediction (dot-dot) versus the actual daily peak demand
(solid) over the estimation set.
Figure 8.2 compares the prediction (which is recovered to its original ampli-
tude by de-standardization) of the model (see Equation 8.2 ) versus the actual
daily peak power demand over the estimation set (from 1st January 2007 to 8th
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August 2007), in which the identied model ts 95:71% of the data. Figure
8.3 demonstrates the model performance in the forecasting of daily peak power
demands over the validation set (from 9th January 2007 to 24th August 2007).
These forecasted values are tabulated in comparison to the actual values in Table
8.1.
To further quantify the models forecasting performance, the following mea-
sures (Relative Error of forecasting-REF and Mean Absolute Prediction Error-
MAPE) are used:
REFk =
yp(k)  y(k)
y(k)
 100% (8.15)
MAPE =Mean [jREFkj] (8.16)
in which, yp(k) denotes the forecasted value of the peak demand of the day index
k.
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Figure 8.3: Model (8.2) performance in forecasting the daily peak power demands
over the validation set: forecasted values (dot-dot) versus actual values (solid).
From Table 8.1, it can be seen that the forecasted peak demands are very
close to the actual daily peak power demands. These results indicate the models
excellent performance in the sense that it can capture signicant essentials about
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Date Actual values (MW) Forecasted values (MW) REF
09=08=2007 7242:1 7336:3 1:3%
10=08=2007 7071:7 7312:8 3:41%
11=08=2007 6565:4 6692:8 1:94%
12=08=2007 6764:2 6695:9  1:01%
13=08=2007 7718:8 7538:1  2:34%
14=08=2007 7592:6 7644:5 0:68%
15=08=2007 7382:2 7143:8  3:23%
16=08=2007 7437:7 7259:0  2:40%
17=08=2007 7245:5 7269:3 0:33%
18=08=2007 6602:5 6917:6 4:77%
19=08=2007 6755:0 6606:8  2:19%
20=08=2007 7536:1 7141:7  5:23%
21=08=2007 7514:3 7532:7 0:25%
22=08=2007 7405:1 7341:2  0:86%
23=08=2007 7323:6 7327:4 0:05%
24=08=2007 7037:8 7062:1 0:35%
MAPE 1:9%
Table 8.1: Forecasted daily peak power demands versus the actual values.
this complex nonlinear dynamic system through a very compact mathematical
realization (30 terms). This model provides very descriptive representation to
the system under study. The respective State Dependent Parameters (SDPs)
are shown in Figures 8.4 and 8.5, demonstrating very clear views about the
interaction and relationships between various components used in building the
model.
As shown in Figure 8.4 (a) and Figure 8.5 (a), it demonstrates strong multi-
variable dependencies in the relationship between the power demand and its
historical data. Since, there is a strong link between the peak power demands and
peak temperatures, this implies that there exist as well signicant multi-variable
dependencies in the relationship between the historical temperature data and
the respective peak power demands (as shown in Figures 8.4 (b), (c), (d), and
Figure 8.5 (b)).
Figure 8.5(c) demonstrates the direct relationship between the peak power
demand and temperature in a certain day. A clearer view can be explored by
plotting [g^0(x)]x on the actual temperature range under study. As demonstrated
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in Figure 8.6, the power consumption at cold temperature (90C) is signicantly
higher than that at normal temperature (i.e. 220C). The power consumption
trend decreases as the temperature increases from 90C to 220C, and reaches its
minimum value at 220C (thermal comfort). When the temperature goes higher
than 220C, the power consumption increases, and reaches its maximum value at
390C. Note that, the rate of change in the power consumption at the temperature
above 250C is quicker than that at the temperature below 220C. It explains the
power consumption during hot weather (i.e. summer) is higher than that during
cold weather (i.e. winter). This phenomenon has been adequately explained by
the model.
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8.3.1 Backward Validation
It is interesting to evaluate the identied model using the past data. In this
validation study, we use the peak power demand and temperature data from last
year 2006 (from 8th October 2006 to 29th November 2006) to test the identied
models generalization capabilities. This is demonstrated in Figure 8.7.
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[2]
7 (x1; x2) and (c) g^0(x).
Tables 8.2 and 8.3 compare the models forecasted results to the actual power
demand values. The MAPE for this period of time is 4.63%. This indicates
that the model has predicted very well the daily peak power demand for the
backward validation from 08th October 2006 to 29th November 2006.
8.4 Conclusions
Economical electricity utilities require accurate estimates of future power de-
mands for the management and planning of power production, operation and
distribution as well as customer services. In this chapter, a parsimonious, de-
scriptive mathematical model of the daily peak power demand in the state of Vic-
toria, Australia has been presented. Via the wavelet based SDP model structure
(both 1-D and 2-D), the obtained mathematical formulation provides reasonable
insights about the interactions and relationships between several variables within
this highly complex, nonlinear dynamic system under study. Excellent perfor-
mance in forecasting daily peak power demand as demonstrated in the modelling
results illustrates the merit of this approach, in which the identied model e¢ -
8. Power Demand Modelling and Forecasting 189
5 10 15 20 25 30 35 40
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
 Temperature
Figure 8.6: [g^0(x)]x versus Temperature
ciently captures the essentials of the systems dynamics. As well, this approach
could be generally applicable to some other applications in power system re-
search area which concerns the needs of modelling, such as in power distribution
line modelling, load behaviour study, and so on.
There are several other weather related variables which directly and indi-
rectly a¤ect the power demand, such as humidity, wind, cloud conditions, daily
minimum temperature, etc. However, the obtained models performance sug-
gests that for the daily peak power demand modelling and forecasting problem
in the present study, daily peak temperature is the most inuential weather re-
lated variable. Nonetheless, in the future work, all the relevant variables will be
incorporated into the model to further enhance the models performance, partic-
ularly (1) the development of a composite variable (i.e. apparent temperature,
chill factor, etc.) which looks after all the relevant weather variables, as well
as (2) the incorporation of some special variables such as customers variables,
holiday, etc.
Additionally, future works include (1) further investigation on the use of
wavelet based SDP models for medium-term power demand forecasting and
power system operational management as well as other applications in the power
8. Power Demand Modelling and Forecasting 190
0 10 20 30 40 50 60
5000
5500
6000
6500
7000
7500
8000
8500
 Day Index
 M
W
Figure 8.7: Model (8.2) performance in forecasting the daily peak power demands
over the time period from 08/10/2006 to 29/11/2006: forecasted values (dot-dot)
versus actual values (solid).
system modelling research area as mentioned above, and (2) the development of
a user friendly Graphical User Interface (GUI) based software package which en-
ables practitioners in this area to implement this algorithm in a more productive
way.
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Date Actual values (MW) Forecasted values (MW) REF
08=10=2006 6026:9 5664:3  6:02%
09=10=2006 6684:6 7003:3 4:77%
10=10=2006 6506:9 6504:7  0:03%
11=10=2006 6738:1 6830:9 1:38%
12=10=2006 7915:8 7823:9  1:16%
13=10=2006 6702:6 6380  4:81%
14=10=2006 5577:9 5536:6  0:74%
15=10=2006 5955:8 6402:7 7:50%
16=10=2006 6342:1 6564:1 3:49%
17=10=2006 6638:1 6705:8 1:02%
18=10=2006 6452:0 6108:9  5:32%
19=10=2006 6581:0 6728:7 2:24%
20=10=2006 6461:0 6891:2 6:66%
21=10=2006 6004:4 6296 4:86%
22=10=2006 5877:4 5994:8 1:99%
23=10=2006 6353:5 6166:5  2:94%
24=10=2006 6945:7 6848:4  1:40%
25=10=2006 6466:8 6461:2  0:087%
26=10=2006 6428:2 7369:9 14:65%
27=10=2006 6472:4 6556:8 1:30%
28=10=2006 6151:1 6461:3 5:04%
29=10=2006 5870:1 6293:6 7:21%
30=10=2006 6703:5 6685:3  0:27%
31=10=2006 6674:5 7340:5 9:98%
01=11=2006 6731:3 6334:6  5:89%
02=11=2006 6634:3 6371:7  3:96%
03=11=2006 6499:9 6556:4 0:87%
04=11=2006 5508:4 6352:1 15:31%
MAPE 4:32%
Table 8.2: Forecasted daily peak power demands versus the actual values in the
time period from 08/10/2006 to 04/11/2006.
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Date Actual values (MW) Forecasted values (MW) REF
05=11=2006 5356:1 5846:8 9:16%
06=11=2006 5819:4 6159:4 5:84%
07=11=2006 5680:5 6684:3 17:67%
08=11=2006 6550:1 6743:2 2:95%
09=11=2006 6623:3 6820:5 2:98%
10=11=2006 6548:5 6691:7 2:19%
11=11=2006 5559:6 5725:6 2:98%
12=11=2006 5437:6 6128:4 12:70%
13=11=2006 6360:6 5968:5  6:16%
14=11=2006 6714:1 6673:7  0:60%
15=11=2006 6856:1 6933 1:12%
16=11=2006 7025:0 6911  1:62%
17=11=2006 6768:1 6902:4 1:98%
18=11=2006 5728:1 5935:3 3:62%
19=11=2006 5621:3 5432:6  3:36%
20=11=2006 7338:2 7322:3  0:22%
21=11=2006 7858:9 8159:2 3:82%
22=11=2006 6657:9 7197:7 8:11%
23=11=2006 6606:8 6770:1 2:47%
24=11=2006 6710:0 6942:4 3:46%
25=11=2006 5683:5 5862:2 3:14%
26=11=2006 5301:5 5939:4 12:03%
27=11=2006 6609:9 6950:4 5:15%
28=11=2006 6997:9 7631:3 9:05%
29=11=2006 6462:0 6579:8 1:82%
MAPE 4:97%
Table 8.3: Forecasted daily peak power demands versus the actual values in the
time period from 05/11/2006 to 29/11/2006.
Chapter 9
Conclusions and Future Research
9.1 Conclusions
In this thesis, we have considered the identication of nonlinear dynamic systems
using Wavelet based State Dependent Parameter (SDP) models. The results pre-
sented in this thesis concern various aspects of this problem including theoretical
development and application studies. In this section, we summarize the contri-
butions and outline some future research directions. There are still quite a lot of
works which need to be done in the area of nonlinear system identication using
the proposed approaches.
In Chapter 3, a new nonlinear system identication approach using wavelet
based SDP models has been presented. In this approach, the systems nonlin-
earities are analysed and represented by the use of a SDP model structure. By
exploiting a SDP non-parametric estimation algorithm, the location and nature
of the nonlinearities can be identied. It is then followed by a compact para-
meterization of the identied nonlinear model structure via wavelet functional
approximation, in which the PRESS statistic is in use for optimized model struc-
ture selection. This, therefore, yields a parsimonious representation of nonlinear
systems, and as well provides important insight about the nonlinear systems
dynamics. Additionally, the relative simplicity of the SDP model makes the
proposed approach a potentially attractive basis for nonlinear control system
design.
In Chapter 4, we extend the existing SDP model structure concept (which is
traditionally based on a single state dependency) into a 2-dimensional approach.
In this chapter, the 2-dimensional (2-D) SDP model structure is proposed, and
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realized by the use of 2-D wavelet series expansion. This formulates the 2-D
wavelet based SDP model. Using this approach, systems which involve multi-
variable dependence nonlinear dynamics can be excellently characterized in a
compact manner. The obtained simulation results have demonstrated the merits
of the proposed approach.
In Chapter 5, nonlinear system identication in a noisy environment using
the proposed approaches has been investigated. In this chapter, through a sim-
ulation example, the sensitivity of Least Squares solutions versus various signal
to noise ratios has been examined. To obtain consistent parameter estimates, a
modied instrumental variable algorithm is implemented. Using this approach,
the predicted value is used as an instrument to substitute for the actual noise
disturbed process output inside the regressor matrix. This procedure is imple-
mented iteratively to remove the noise from the predicted output, thus the bias
from the parameter estimate. The capability of this approach has been exam-
ined through 2 extensive simulation examples which concern both 1-DWSDP
and 2-DWSDP models. It has been shown that for the noise levels as investi-
gated in the examples, after 20-30 iterations, the predicted value converges to
its respective noise-free signal, and the MIV parameter estimates approach their
true values.
Chapter 6 has presented some results on the bounded characteristics of
wavelet based SDP models. In this chapter, the relationship between a WSDP
models parameters and its boundedness has been revealed. It has been shown
that aWSDPmodel is bounded by a linear model whose coe¢ cients are functions
of the original nonlinear models parameters. Based on this, constraint condi-
tions on the models parameters can be established to ensure the boundedness
of the WSDP model. These results are particularly important to the analysis
of the BIBO stability properties of WSDP model. The developed results are
applicable to both 1-DWSDP and 2-DWSDP models. This has been examined
through extensive simulation examples in which the models parameters have
been selected randomly to satisfy the developed conditions. The obtained sim-
ulation results have demonstrated the merits and e¤ectiveness of the developed
theoretical results.
In Chapter 7, the proposed approaches have been practically validated by
2 engineering applications. In Case Study 1, the developed results have been
applied to the identication of an experimental magnetic bearing test-stand. It
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is a typical mechanical system example which has received considerable research
attention for the past 2 decades. It has been shown that the magnetic bearing
system nonlinear dynamics have been e¤ectively captured, and represented by a
very compact model using 1-DWSDP modelling approach. In Case Study 2, the
developed results have been applied to the identication of a real world shell and
tube heat exchanger. This is among the most common process in petrochemical
and chemical industry. It has been shown that, the processdynamics have been
e¤ectively captured, and represented by a very parsimonious nonlinear model,
which, in turn, proves the capability and advantages of the developed approaches.
In Chapter 8, a critical engineering application has been studied. This chap-
ter concerns the modeling of the daily peak power demand in the state of Vic-
toria, Australia. This application is of vital importance to the management and
planning of power system operation which includes generation, transmission, dis-
tribution, as well as systems security analysis and economic pricing processes.
In this study, the results developed in the previous chapters have been applied
to produce a compact mathematical model for this complex nonlinear dynamic
system. This model is a combination of both 1-DWSDP and 2-DWSDP models.
It descriptively represents the relationship and interaction between various com-
ponents which a¤ect the peak power demand of a certain day, such as historical
demand data the previous days, the same day in the previous week, and the
weather related variables (i.e. daily peak temperature). This model has been
used to forecast daily peak power demand in the time period from 9th August
2007 to 24th August 2007 with a MAPE ( Mean Absolute Prediction Error)
of 1.9%. As well, a backward validation was also studied, in which the model
has been used to forecast daily peak power demand in the time period from
8th October 2006 to 29th November 2006, yielding a MAPE of 4.63%. This has
clearly implied the e¤ectiveness of the identied model. This opens up promising
prospective for the application of the developed approaches in the area of power
system modelling.
9.2 Future Research
Although this thesis has thoroughly investigated various aspects of nonlinear
system identication using the proposed wavelet based SDP models, there are
still room for further research. We divide them into the following main areas:
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1. Investigation of frequency domain characteristics of WSDP models.
2. Investigation of a stability guaranteed nonlinear system identication ap-
proach using WSDP models.
3. Further research on power system modelling using WSDP models.
4. Mathematical tools.
Investigation of Frequency Domain Characteristics of WSDP models
It is well-known that in nonlinear systems, the output frequency content at
steady state is not the same as that at the input. They can consist of several
frequency components such as the original frequencies of the input, harmonics,
superhamonics and intermodulation, etc. Therefore, it is most likely that some
energy of the input can be transferred to another frequencies location at the
output side. This is called energy transfer phenomenon which can be observed
in quite a number of applications, especially in electronics and telecommunica-
tion systems (i.e. [105]-[107]). As a result, it is interesting to investigate this
phenomenon within a WSDP model setting. By understanding how energy is
transferred between frequency bands, it enables us to further investigate the use
of WSDP models in designing nonlinear lter in frequency domain. This is,
particularly, very useful for nonlinear signal processing which can nd several
applications in telecommunication systems.
Investigation of a Stability Guaranteed Nonlinear System Identica-
tion Approach using WSDP Models
The bounded characteristics of WSDP models presented in Chapter 6 provide
important insight into the relationship between the model parameters and the
boundedness of WSDP models. This reveals the e¤ect of the model parameters
on the stability of the WSDP model in a certain extent. As discussed in Section
6.5, these results promise further investigation of a stability guaranteed nonlinear
system identication technique using the proposed approaches. This will involve
the following components:
 BIBO stability analysis of WSDP models.
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 Development of tighter conditions on the model parameters to ensure the
stability of the WSDP model.
 Incorporation of constraint optimization into the parameter estimation of
the proposed approaches. In this study, the investigation could be con-
verted to (1) the feasibility of associated convex optimization problems
and (2) the analysis of conditions under which the convex optimization
algorithm produces feasible solutions.
 Extensive study and validation on a wide range of practical processes, i.e.
mechanical and chemical processes, etc.
Further Research on Power System Modelling using WSDP Models
It is very important to apply the developed results into a number of real world
engineering problems which serve as means for the evaluation of the developed
results. Additionally, practical applications can as well generate new questions
which need to be responded in order to improve the developed approaches. The
promising results obtained in Chapter 7 motivate further research to be done in
the area of power system modelling. There are a quite a number of applications
in power system industry in which the developed results can be applied. Some
applications can be listed below:
 Modelling and medium-term forecast of power demand in the state of Vic-
toria, Australia.
 Power system operational management.
 Transmission and distribution line load behaviour analysis and modelling.
 Load modelling and power system stability analysis.
 Monitoring and predictive fault detection in power systems.
 Wind farm modelling.
Mathematical Tools
Although the current version of the System Identication toolbox of Matlab (i.e.
R2007b) includes some functions for nonlinear system identication using NARX
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and Hammerstein models, it would be very important to design a toolbox for the
identication of nonlinear dynamic systems using the proposed approaches. The
toolbox needs to be user friendly with comprehensive, e¤ective GUI (graphical
user interface) features. This, on one hand, enables practitioners and researchers
in the eld to use the developed results in various applications in a productive
way. On the other hand, it serves as a mean for the validation of the developed
results in much wider range of applications than these considered in the thesis.
The development of such toolbox will take a great deal of times and e¤orts, nev-
ertheless, we believe that this ongoing research area will provide an instrument
in attacking and solving a number of relevant control engineering problems in
the years to come.
To sum up, this thesis has provided contributions in various technical aspects
of nonlinear system identication via wavelet based SDP models. However, it is
believed that a lot of works remain to be done in order to see these results used
by practical control and system engineers. This is the original motivation and
as well the ultimate goal of the research.
Appendix A
Matlab Code
A.1 1-D Wavelet based SDP Model
A.1.1 Data Matrix
function w=linear_wavelet_matrix(t,c1,c2)
[kmin,kmax]=min_max_trans(t,c1,c2);
lm=0;
for k=1:length(kmin)
lm=lm+kmax(k)-kmin(k)+1;
end
w=zeros(length(t),lm+2);
m=c1;
k=1;
k0=1;
while m <c2+1
for k1=k0:kmax(k)-kmin(k)+k0
w(:,k1)=scaled_mexican(t,m,kmin(k)+k1-k0);
end
k0=kmax(k)-kmin(k)+k0+1;
m=m+1;
k=k+1;
end
w(:,lm+1)=[t.^2];
w(:,lm+2)=[t];
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function y=termconstruct(index,x)
[nx,mx]=size(x);
[ni,mi]=size(index);
y=zeros(nx,ni);
for k=1:ni-2
y(:,k)=scaled_mexican(x,index(k,1),index(k,2)).*x;
end
if (index(ni-1,1)==1.3)
x1=x.^2;
y(:,ni-1)=x1;
y(:,ni)=x;
if index(ni-1,1)
y=y;
else
y=[y(:,1:ni-2),y(:,ni)];
end
else
y(:,ni-1)=scaled_mexican(x,index(ni-1,1),index(ni-1,2)).*x;
y(:,ni)=scaled_mexican(x,index(ni,1),index(ni,2)).*x;
end
function [kmin,kmax]=min_max_trans(t,c1,c2)
s1=-4;
s2=4;
tmin=min(t);
tmax=max(t);
kmax=zeros(1,c2-c1+1);
kmin=zeros(1,c2-c1+1);
for k=1:c2-c1+1
kmax(k)=2^(-(k-1+c1))*tmax-s1;
kmax(k)=floor(kmax(k));
kmin(k)=2^(-(k-1+c1))*tmax-s2;
kmin(k)=ceil(kmin(k));
end
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A.1.2 Model Structure Selection
function [index3,yp,terms]=iterative_press_select(loss,P,y,yd,...
t,bound,nw)
[nr,nc]=size(loss);
press=loss(1:nr-2,3);
index=[loss(1:nr-2,1),loss(1:nr-2,2)];
Pmin=[t,ones(size(t))];
terms=[yd.^2 yd];
theta=Pmin\y;
yp=Pmin*theta;
er=abs(yp-y);
k=1;
index1=zeros(nw,2);
press1=zeros(nw,1);
while max(er) > bound
if k>nw
break;
end
[ymin,imin]=max(press);
Pmin=[P(:,imin),Pmin];
terms=[scaled_mexican(yd,index(imin,1),index(imin,2)).*yd,terms];
show=sprintf(wavelet term number:
disp(show);
show=sprintf(c[
index(imin,2));
disp(show);
k=k+1;
theta=lsqr(Pmin,y,1e-6,40);
yp=Pmin*theta;
er=abs(yp-y);
press1(k)=press(imin);
press(imin)=min(press);
index1(k,1)=index(imin,1);
index1(k,2)=index(imin,2);
end
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index3=index1(2:end,:);
index3(:,1)=index3(end:-1:1,1);
index3(:,2)=index3(end:-1:1,2);
press1=press1(2:end);
press1=press1(end:-1:1);
for i=1:nw
if loss(nr-1,3)>=press1(i)
index3=column_extract(index3,i);
index3=index3;
index3=[index3;1.3 1.3];
terms=column_extract(terms,i);
press1=column_extract(press1,i);
press1=press1;
break;
else
terms=column_extract(terms,nw+1);
break;
end
end
for i=1:nw-1
if loss(nr,3)>=press1(i)
index3=column_extract(index3,i);
index3=index3;
index3=[index3;1.3 1.3];
terms=column_extract(terms,i);
break;
else
terms=column_extract(terms,nw+2);
break;
end
end
function loss=press_term_select(P,y,t,c1,c2);
[kmin,kmax]=min_max_trans(t,c1,c2);
[nr,nc]=size(P);
loss=mfpress(P,y);
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lm=length(loss);
index=zeros(lm-2,1);
scales=zeros(lm-2,1);
m=c1;
k=1;
k0=1;
while m <c2+1
for k1=k0:kmax(k)-kmin(k)+k0
index(k1)=kmin(k)+k1-k0;
scales(k1)=m;
end
k0=kmax(k)-kmin(k)+k0+1;
m=m+1;
k=k+1;
end
loss1=[scales,index,loss(1:lm-2)];
tmp1=[0.1 0.1 loss(lm-1)];
disp(tmp1);
tmp2=[0.1 0.1 loss(lm)];
disp(tmp2);
loss=[loss1;tmp1;tmp2];
function loss=mfpress(P,y)
press0=press(P,y);
[nr,nc]=size(P);
loss=zeros(1,nc);
for i=1:nc
Phat=column_extract(P,i);
tmp=press(Phat,y);
loss(i)=tmp-press0;
end
function x=press(P,y)
[nr,nc]=size(P);
es=zeros(nr,1);
W=P(:,1);
T=eye(nc,nc);
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one=ones(nr,1);
Wn(1)=W*W;
g(1,1)=W*y/Wn(1);
for i=1:nc-1
alpha=W*P(:,i+1);
for j=1:i;
alpha(j,1)=alpha(j,1)/(W(:,j)*W(:,j));
end
W=[W P(:,i+1)-W*alpha];
T(:,i+1)=[alpha; 1; zeros(nc-i-1,1)];
Wn(i+1)=W(:,i+1)*W(:,i+1);
g(i+1,1)=W(:,i+1)*y/Wn(i+1);
end
for i=1:nr
sum=0;
for k=1:nc
sum=sum+W(i,k)*g(k);
end
es(i)=y(i)-sum;
end
epress=zeros(size(es));
for i=1:nr
h=0;
for k=1:nc
h1=W(i,k)^2/Wn(k);
h=h+h1;
end
h=1-h;
epress(i)=es(i)/h;
end
x=epress*epress;
A.1.3 Parameterized SDP Inline Function Objects
function f=sdp_funobj(theta,cindex)
w=cindex;
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[nr,nc]=size(cindex);
ct=theta;
if length(ct)>1
tmp2= ;
for k1=1:length(w)-2
tmp2=addstring(tmp2,...
c*(1-(x/(2^a)-d)^2)*(exp(-0.5*(x/(2^a)-d)^2)));
kst=search_str(tmp2,c);
lk=length(num2str(ct(k1)));
tmpk=insertst(tmp2,kst,lk-1);
tmp2=tmpk;
ck=num2str(ct(k1));
for k2=kst:kst+lk-1
tmp2(k2)=ck(k2-kst+1);
end
kst=search_str(tmp2,a);
tmp2(kst(1))=num2str(abs(w(k1,1)));
tmp2(kst(2))=num2str(abs(w(k1,1)));
if w(k1,1)<0
tmpk=insertst(tmp2,kst(1)-1,1);
tmp2=tmpk;
tmp2(kst(1))=-;
tmpk=insertst(tmp2,kst(2),1);
tmp2=tmpk;
tmp2(kst(2)+1)=-;
end
kst=search_str(tmp2,d);
lk=length(num2str(w(k1,2)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,2));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
kst=search_str(tmp2,d);
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lk=length(num2str(w(k1,2)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,2));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
end
if (w(nr-1)-1.3)
for k1=nr-1:length(w)
tmp2=addstring(tmp2,...
c*(1-(x/(2^a)-d)^2)*(exp(-0.5*(x/(2^a)-d)^2)));
kst=search_str(tmp2,c);
lk=length(num2str(ct(k1)));
tmpk=insertst(tmp2,kst,lk-1);
tmp2=tmpk;
ck=num2str(ct(k1));
for k2=kst:kst+lk-1
tmp2(k2)=ck(k2-kst+1);
end
kst=search_str(tmp2,a);
tmp2(kst(1))=num2str(abs(w(k1,1)));
tmp2(kst(2))=num2str(abs(w(k1,1)));
if w(k1,1)<0
tmpk=insertst(tmp2,kst(1)-1,1);
tmp2=tmpk;
tmp2(kst(1))=-;
tmpk=insertst(tmp2,kst(2),1);
tmp2=tmpk;
tmp2(kst(2)+1)=-;
end
kst=search_str(tmp2,d);
lk=length(num2str(w(k1,2)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
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ck=num2str(w(k1,2));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
kst=search_str(tmp2,d);
lk=length(num2str(w(k1,2)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,2));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
end
else
tmp1=f*x;
kst=search_str(tmp1,f);
lm=length(ct);
lk=length(num2str(ct(lm-1)));
tmpk=insertst(tmp1,kst,lk-1);
tmp1=tmpk;
ck=num2str(ct(lm-1));
for k2=kst:kst+lk-1
tmp1(k2)=ck(k2-kst+1);
end
tmp3=num2str(ct(lm));
tmp1=addstring(tmp1,tmp3);
tmp2=addstring(tmp2,tmp1);
end
f=inline(tmp2);
end
A.1.4 Examples
load sdpw_ex1data;
yw=y;
uw=u;
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subplot(211),plot(y,k),title((a))
subplot(212),plot(u,k),title((b)),xlabel(sampling index)
y1=del(y,1);
y2=del(y1,1);
u1=del(u,1);
u2=del(u1,1);
z=[y1 y2 u1];
x=z;
nvr=[-1 -1 -1];
TVP=[1 1 1];
opts=[100 0.000001 -1 -1 -1 1];
clf
[fit,fitse,par,parse,zs,pars,parses,rsq,nvrid,y0]=sdp(y,z,x,...
TVP,nvr,opts);
P=linear_wavelet_matrix(zs(:,1),4,4);
loss=press_term_select(P,pars(:,1),zs(:,1),4,4);
[index1,yp1,terms1]=iterative_press_select(loss,P,pars(:,1),y1,...
zs(:,1),1e-18,5);
X=[terms1 y2 u1];
theta=inv(X*X)*X*y;
yp=X*theta;
f1=sdp_funobj(theta(1:5),index1)
ys=zeros(size(y));
ys(1:2)=y(1:2);
for k=3:3000
ys(k)=f1(ys(k-1))*ys(k-1)+theta(6)*ys(k-2)+theta(7)*u(k-1);
end
load sdpw_ex2data;
yw=y;
uw=u;
subplot(211),plot(y,k),title((a))
subplot(212),plot(u,k),title((b)),xlabel(sampling index)
y1=del(y,1);
y2=del(y1,1);
u1=del(u,1);
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u2=del(u1,1);
z=[y1 y2 u u1];
x=z;
nvr=[-1 -1 -1 -1];
TVP=[1 1 1];
opts=[100 0.000001 -1 -1 -1 1];
clf
[fit,fitse,par,parse,zs,pars,parses,rsq,nvrid,y0]=sdp(y,z,x,...
TVP,nvr,opts);
P=linear_wavelet_matrix(zs(:,1),0,4);
loss=press_term_select(P,pars(:,1),zs(:,1),0,4);
[index1,yp1,terms1]=iterative_press_select(loss,P,pars(:,1),y1,...
zs(:,1),1e-18,3);
P=linear_wavelet_matrix(zs(:,2),0,4);
loss=press_term_select(P,pars(:,2),zs(:,2),0,4);
[index2,yp2,terms2]=iterative_press_select(loss,P,pars(:,2),y2,...
zs(:,2),1e-18,2);
P=linear_wavelet_matrix(zs(:,3),0,4);
loss=press_term_select(P,pars(:,3),zs(:,3),0,4);
[index3,up,terms3]=iterative_press_select(loss,P,pars(:,3),u,...
zs(:,3),1e-18,2);
P=linear_wavelet_matrix(zs(:,4),0,4);
loss=press_term_select(P,pars(:,4),zs(:,4),0,4);
[index4,up1,terms4]=iterative_press_select(loss,P,pars(:,4),...
u1,zs(:,4),1e-18,3);
X=[terms1 terms2 terms3 terms4];
theta=inv(X*X)*X*y;
yp=X*theta;
f1n=sdp_funobj(theta(1:3),index1);
f2n=sdp_funobj(theta(4:5),index2);
f3n=sdp_funobj(theta(6:7),index3);
f4n=sdp_funobj(theta(8:10),index4);
ys=zeros(size(yw));
ys(1:2)=yw(1:2);
for k=3:1000
A. Matlab Code 210
ys(k)=f1n(ys(k-1))*ys(k-1)+f2n(ys(k-2))*ys(k-2)+...
f3n(u(k))*u(k)+f4n(u(k-1))*u(k-1);
end
A.2 2-D Wavelet based SDP Model
A.2.1 Data Matrix
function [w,indf]=wavelet2_mat_full(x,y,c1,c2)
lc=c2-c1+1;
wcx=cell(1,lc);
wcy=wcx;
g=wcx;
infact=cell(1,lc);
indfact=cell(1,lc);
indf=[];
for k=0:lc-1
wcx{1,k+1}=wavelet1_matrix(x,c1+k,c1+k);
[kxmin,kxmax]=min_max_trans(x,c1+k,c1+k);
lk=kxmin:kxmax;
infact{1,k+1}=[(c1+k)*ones(length(lk),1) lk];
wcy{1,k+1}=wavelet1_matrix(y,c1+k,c1+k);
[kymin,kymax]=min_max_trans(y,c1+k,c1+k);
lky=kymin:kymax;
g{1,k+1}=dot_matrix2(wcx{1,k+1},wcy{1,k+1});
indfact{1,k+1}=[dot_matrix2_ind(infact{1,k+1},lky)];
indf=[indf;indfact{1,k+1}];
end
w=term2_construct(x,y,indf);
function w=dot_matrix2_ind(a,b)
[nr,nc]=size(a);
[nr1,nc1]=size(b);
g=cell(1,nc1);
w=[];
for k=1:nr1
A. Matlab Code 211
g{1,k}=[a,b(k)*ones(nr,1)];
w=[w;g{1,k}];
end
function w=wavelet1_matrix(t,c1,c2)
[kmin,kmax]=min_max_trans(t,c1,c2);
lm=0;
for k=1:length(kmin)
lm=lm+kmax(k)-kmin(k)+1;
end
w=zeros(length(t),lm);
m=c1;
k=1;
k0=1;
while m <c2+1
for k1=k0:kmax(k)-kmin(k)+k0
w(:,k1)=scaled_mexican(t,m,kmin(k)+k1-k0);
end
k0=kmax(k)-kmin(k)+k0+1;
m=m+1;
k=k+1;
end
function g=dot_matrix(a,b)
[nr,nc]=size(a);
[nr1,nc1]=size(b);
g=zeros(size(a));
for i=1:nr
for j=1:nc
g(i,j)=a(i,j)*b(i,1);
end
end
A.2.2 2-D SDP Inline Function Objects
function f=sdp2_funobj(theta,cindex)
w=cindex;
[nr,nc]=size(cindex);
A. Matlab Code 212
ct=theta;
tmp2= ;
for k1=1:nr
tmp2=addstring(tmp2,...
c*(1-(x/(2^a)-d)^2)*(exp(-0.5*(x/(2^a)-d)^2))*);
tmp2=addstring(tmp2,...
(1-(y/(2^a)-v)^2)*(exp(-0.5*(y/(2^a)-v)^2)));
kst=search_str(tmp2,c);
lk=length(num2str(ct(k1)));
tmpk=insertst(tmp2,kst,lk-1);
tmp2=tmpk;
ck=num2str(ct(k1));
for k2=kst:kst+lk-1
tmp2(k2)=ck(k2-kst+1);
end
kst=search_str(tmp2,a);
tmp2(kst(1))=num2str(abs(w(k1,1)));
tmp2(kst(2))=num2str(abs(w(k1,1)));
if w(k1,1)<0
tmpk=insertst(tmp2,kst(1)-1,1);
tmp2=tmpk;
tmp2(kst(1))=-;
tmpk=insertst(tmp2,kst(2),1);
tmp2=tmpk;
tmp2(kst(2)+1)=-;
end
clear kst;
kst=search_str(tmp2,a);
tmp2(kst(1))=num2str(abs(w(k1,1)));
tmp2(kst(2))=num2str(abs(w(k1,1)));
if w(k1,1)<0
tmpk=insertst(tmp2,kst(1)-1,1);
tmp2=tmpk;
tmp2(kst(1))=-;
tmpk=insertst(tmp2,kst(2),1);
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tmp2=tmpk;
tmp2(kst(2)+1)=-;
end
clear kst;
kst=search_str(tmp2,d);
lk=length(num2str(w(k1,2)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,2));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
kst=search_str(tmp2,d);
lk=length(num2str(w(k1,2)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,2));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
kst=search_str(tmp2,v);
lk=length(num2str(w(k1,3)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,3));
for k2=kst:kst(1)+lk-1
tmp2(k2)=ck(k2-kst(1)+1);
end
clear kst;
kst=search_str(tmp2,v);
lk=length(num2str(w(k1,3)));
tmpk=insertst(tmp2,kst(1),lk-1);
tmp2=tmpk;
ck=num2str(w(k1,3));
for k2=kst:kst(1)+lk-1
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tmp2(k2)=ck(k2-kst(1)+1);
end
end
f=inline(tmp2);
A.2.3 Examples
fy=inline((-x*y)*exp(-0.5*(x^2+y^2)))
fu=inline((x*y^2)*exp(-0.5*(x^2+y^2)))
x=zeros(1000,1);
x(1)=0;
k=1:1000;
u=sin(k/50);
u=u;
for k=2:1000
x(k)=fy(x(k-1),u(k))*x(k-1)+fu(u(k),u(k-1))*u(k-1);
end
y=x;
rand(seed,100);
e=0.15*std(y)*randn(size(x));
x=zeros(1000,1);
for k=2:1000
x(k)=fy(x(k-1),u(k))*x(k-1)+fu(u(k),u(k-1))*u(k-1)+e(k);
end
x1=del(x,1);
u1=del(u,1);
[w1,indw]=wavelet2_mat_full(x1,u,-1,2);
wf1=dot_matrix(w1,x1);
[w2,indw1]=wavelet2_mat_full(u,u1,-1,2);
wg=dot_matrix(w2,u1);
w=[wf1 wg];
cind=[indw;indw1];
[n,m]=size(w);
index=1:m;
[tt,theta,inds]=press2(w,x,5,index);
indx=[];
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cindx=[];
for k=1:length(inds)
if (inds(k)<145)
cindx=[cindx;cind(inds(k),:)];
indx=[indx;k];
end
end
indu=[];
cindu=[];
for k=1:length(inds)
if (inds(k)>144)
cindu=[cindu;cind(inds(k),:)];
indu=[indu;k];
end
end
thetau=[];
for k=1:length(indu)
thetau=[thetau;theta(indu(k))];
end
thetax=[];
for k=1:length(indx)
thetax=[thetax;theta(indx(k))];
end
f1=sdp2_funobj(thetax,cindx);
f2=sdp2_funobj(thetau,cindu);
z=zeros(size(x));
for k=2:1000
z(k)=f1(z(k-1),u(k))*z(k-1)+f2(u(k),u(k-1))*u(k-1);
end
[mx,my]=meshgrid([min(x1):0.05:max(x1)],[min(u):0.05:max(u)]);
for k=1:40
for j=1:11
mf1(k,j)=f1(mx(k,j),my(k,j));
mfy(k,j)=fy(mx(k,j),my(k,j));
end
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end
[mx,my]=meshgrid([min(u):0.05:max(u)],[min(u1):0.05:max(u1)]);
for k=1:40
for j=1:40
mf2(k,j)=f2(mx(k,j),my(k,j));
mfu(k,j)=fu(mx(k,j),my(k,j));
end
end
x(1)=0;
k=1:2000;
u=sin(k/50);
u=u;
for k=2:2000
x(k)=fy(x(k-1),u(k))*x(k-1)+fu(u(k),u(k-1))*u(k-1);
end
z=zeros(size(x));
for k=2:2000
z(k)=f1(z(k-1),u(k))*z(k-1)+f2(u(k),u(k-1))*u(k-1);
end
m=100;
mtheta=[];
for j=0:99
randn(seed,m+j);
e2=0.15*std(y)*randn(size(u));
x=zeros(size(u));
for k=2:length(x)
x(k)=fy(x(k-1),u(k))*x(k-1)+fu(u(k),u(k-1))*u(k-1)+e2(k);
end
x1=del(x,1);
term1=term2_construct(x1,u,cindx);
term1=dot_matrix(term1,x1);
term2=term2_construct(u,u1,cindu);
term2=dot_matrix(term2,u1);
Xn=[term1 term2];
thetatmp=inv(Xn*Xn)*(Xn*x);
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mtheta=[mtheta thetatmp];
end
k=0:999;
u=0.5*cos(1.2*k/50).*sin(1.7*k/50);
x=zeros(size(u));
fy=inline((1-x^2)*sinc(0.3*x)*sinc(y));
fu=inline(-1/(1+x^2+y^2));
x=zeros(size(u));
x(1)=-u(1);
x(2)=-u(2)/(1+u(1)^2);
for k=3:length(x)
x(k)=fy(x(k-1),x(k-2))*x(k-1)+fu(u(k-1),u(k-2))*u(k);
end
y=x;
randn(seed,100);
e=0.07*std(y)*randn(size(y));
x=zeros(size(u));
x(1)=-u(1);
x(2)=-u(2)/(1+u(1)^2);
for k=3:length(x)
x(k)=fy(x(k-1),x(k-2))*x(k-1)+fu(u(k-1),u(k-2))*u(k)+e1(k);
end
x=x;
y=y;
x1=del(x,1);
x2=del(x1,1);
u1=del(u,1);
u2=del(u1,1);
u=u;
[w1,indw]=wavelet2_mat_full(x1,x2,-1,3);
wf3=dot_matrix(w1,x1);
[w2,indw1]=wavelet2_mat_full(u1,u2,-1,3);
wg=dot_matrix(w2,u);
w=[wf3 wg];
cind=[indw;indw1];
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[n,m]=size(w);
index=1:m;
[tt,theta,inds]=press2(w,x,6,index);
indx=[];
cindx=[];
for k=1:length(inds)
if (inds(k)<181)
cindx=[cindx;cind(inds(k),:)];
indx=[indx;k];
end
end
indu=[];
cindu=[];
for k=1:length(inds)
if (inds(k)>180)
cindu=[cindu;cind(inds(k),:)];
indu=[indu;k];
end
end
thetau=[];
for k=1:length(indu)
thetau=[thetau;theta(indu(k))];
end
thetax=[];
for k=1:length(indx)
thetax=[thetax;theta(indx(k))];
end
f1=sdp2_funobj(thetax,cindx);
f2=sdp2_funobj(thetau,cindu);
z=zeros(size(u));
z(1)=-u(1);
z(2)=-u(2)/(1+u(1)^2);
for k=3:length(z)
z(k)=f1(z(k-1),z(k-2))*z(k-1)+f2(u(k-1),u(k-2))*u(k);
end
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[mx,my]=meshgrid([min(x1):0.05:max(x1)],[min(x2):0.05:max(x2)]);
for k=1:29
for j=1:29
mf1(k,j)=f1(mx(k,j),my(k,j));
mfy(k,j)=fy(mx(k,j),my(k,j));
end
end
[mx,my]=meshgrid([min(u1):0.05:max(u1)],[min(u2):0.05:max(u2)]);
for k=1:24
for j=1:24
mf2(k,j)=f2(mx(k,j),my(k,j));
mfu(k,j)=fu(mx(k,j),my(k,j));
end
end
k=0:1999;
u=0.5*cos(1.2*k/50).*sin(1.7*k/50);
x=zeros(size(u));
z=zeros(size(u));
x(1)=-u(1);
x(2)=-u(2)/(1+u(1)^2);
z(1)=x(1);
z(2)=x(2);
for k=3:length(x)
x(k)=fy(x(k-1),x(k-2))*x(k-1)+fu(u(k-1),u(k-2))*u(k);
z(k)=f1(z(k-1),z(k-2))*z(k-1)+f2(u(k-1),u(k-2))*u(k);
end
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