Theorem A. Let F be an infinite class, and n and r positive integers; and let all those sub-classes of F which have exactly r members, or, as we may say, let all r-combinations of the members of F be divided in any manner in \i mutually exclusive classes C t {i = 1,2,..., fi), so that every r-combination is a member of one and only one C ; ; then, assuming the Axiom of Selection, F must contain an infinite sub-class A such that all the r-combinations of the members of A belong to the same C t .
In a more modern English this can be written as follows: (1) For any partition of the /c-element subsets of an infinite set S into finitely many classes, there is always an infinite subset of S with all its fc-element subsets in a single class.
Ramsey also proved the finitary analogue to (1): (2) Given natural numbers k,n,n, there is a natural number N = N^/c,^, n) such that for any partition of the fc-element subsets of an N-element set S into n classes, there is an n-element subset of S with all its /c-element subsets in a single class.
In the following well-known example k = n = 2, n = 3, N = 6: in any collection of six people, there are either three people who mutually know each other or there are three of them who are mutually strangers.
It is easy to see that the statements (1) and (2) are equivalent. Also, Theorems (3)-(6) below stated in "infinite" versions have equivalent "finite" versions.
Fourteen years before Ramsey, Schur proved another "Ramsey type" theorem: (3) If the natural numbers are partitioned into finitely many parts, one of them contains a solution to x + y = z.
He used this to prove the existence of a nontrivial solution to Fermat's equation x m + y m = z m (mod p) for all sufficiently large primes p (m is fixed). Another result, saying that a part of any finite partition of the natural numbers has a certain property, is the famous van der Waerden theorem (1927):
(4) In any finite partition of the natural numbers, some part contains arbitrarily long arithmetic progressions.
If you ask a student what is a mathematician, you may get the answer that it is somebody who knows by heart a huge table of integrals or can perform complicated computations (with computer or without). I would answer that it is somebody who can understand and appreciate statements like (l)-(4).
Ramsey theory consists of generalizations and extensions of the classical results (l)-(4)
. It takes a book to give a fair report on this important part of combinatorics, connected with logic, number theory, geometry, and (thanks to the first book under review) dynamical systems. Here we can consider only a few examples.
The following result of Hindman is a generalization of (3) and an old result of Hilbert (1892):
(5) For any finite partition of the natural numbers, a part contains the sum of all elements in every (non-empty finite) subset of an infinite subset of numbers.
The statement (4) refers to arithmetical progressions and hence to the additive structure on the natural numbers. Hales and Jewett obtained a stronger result of purely combinatorial nature. To state this result, we take a natural number m ^ 2 and consider the set X m of all infinite sequences {xj, where x f € {0,1,..., m-1} for i = 1, 2,.... If we fix all x, with i outside a finite non-empty set S and insist that x, is constant for i in S, we get an m-element subset of X m called a "line". With this notation we have:
(6) For any m and any finite partition of X m , a part contains a "line". The finitary version of this result, clearly, implies the finitary version of (4) (using the representation of natural numbers in base m).
Ramsey's theorem (2) has geometric applications. In the classical 1935 paper, Erdos and Szekeres used it to prove that for any n there is N such that for any N points in a plane there are n which form a convex n-gon.
Here is another "Ramsey type" geometric result: (7) For any finite partition of the plane, a part contains three points forming a right triangle of area 1.
During the past few years, many Ramsey type results appear in graph theory. A typical problem is to compute, given graphs G l ,G 2 , the minimal number N 3 (G l 5 G 2 ) such that for any graph G with N 3 (G 1 ,G 2 ) vertices, either G contains G t (as a subgraph) or its complement contains G 2 . The existence of iV 3 follows from (2) with k = 2 = fi. This number was computed for some G 1} G 2 . In contrast, it is very hard to compute or even estimate the minimal N t in (2) (that corresponds to the case when G t = G 2 is the complete graph on n vertices).
A result of Paris and Harrington confirms our suspicion that some Ramsey type results and estimations are very hard. They produced a Ramsey type statement which is unprovable in Peano arithmetic.
Many Ramsey type results have stronger versions where a part of a finite partition is replaced by a "sufficiently dense" subset. For example, Szemeredi proved:
(8) If a set S of natural numbers contains no arithmetical progression of length n (n is fixed), then it has density 0-that is, card {SES:S ^ N}/N -> 0 as N -> oo. Note that finite union of sets of density 0 is of density 0, so (8) implies (4). The density version of (6) is still open: Graham offers $100 for case m = 3. Now about Furstenberg's book. A remarkable fact (due mostly to Furstenberg) is that many combinatorial results of Ramsey type can be reformulated and proved in terms of ergodic theory. For example, the following theorem is equivalent to the multidimensional version of (4); in particular, it easily implies (4): (9) Let A' be a non-empty compact metric space and T t : X -> X (i = 1,...,/) be commuting continuous maps. Then there is a point x in X and a sequence s(l) < s(2) < ... of natural numbers such that Tf^x -» x a s j -» oo for i = 1,...,/.
When / = 1, it is the Birkhoff recurrence theorem. When / = 1, this is Poincare's recurrence theorem. It implies (9) and is equivalent to the multidimensional version of (8) for which no combinatorial proof is known.
The proof of (10) in the book is very ingenious. It uses a careful study of the structure of dynamical systems. It is not hard in the compact case (when eigenfunctions generate everything) or in the weakly mixing case (when only constants are eigenfunctions); we can assume that the system is ergodic. Then one can consider the primitive case when the group of operators can be written as r\ x F 2 such that we have weak mixing for T t and compactness for F 2 . The dynamical system in general is "built up" from primitive extensions.
The introduction and Part I of the book are accessible for beginners. The book is a must for experts in dynamical systems. See also a recent review [2] .
Most of what is covered in Graham's book is treated in considerably more detail in [1] . Even so its 65 pages contain a lot of useful information. It nicely complements Furstenberg's book, discussing results (say, (1), (6) Ergodic theory, like many modern branches of mathematics, has its ancestry in a problem of physics (statistical mechanics in this case), and does still retain close links with its roots. However, for many practitioners, ergodic theory is simply a fascinating branch of mathematics which can be studied for its own sake. One of the attractions of ergodic theory is the way in which it draws together many apparently diverse pieces of analysis. There are connections with number theory, group theory, probability theory, differential geometry, differential equations and so on. This diversity is illustrated in this book by the exploration, eventually, of the interrelations between the measure-theoretic and topological properties of continuous maps on a compact metric space. Now to the book itself: it joins the growing band of books on ergodic theory. Many of these books are highly specialized, reflecting the fact that this is still a
