This paper develops an incremental randomized learning method for an extended Echo State Network (ϕ-ESN), which has a reservoir with random static projection, to better cope with non-linear time series data modelling problems. Although the typical ESN can effectively improve the prediction performance of the network by extending a random static nonlinear hidden layer, since the input weights and biases of the hidden neurons in the extended static layer are randomly assigned, some neurons have little effect on reducing the model error, resulting in high model complexity, poor generalization and large performance fluctuation. A constructive incremental randomized learning method termed OLS-ϕ-ESN is proposed for generating the nodes of the extended static nonlinear hidden layer. Two-step training paradigm is adopted, namely, randomly assigning the input weights and biases of the hidden neurons in the extended static layer according to a supervisory mechanism and solving output weights by least squares algorithm. Based on Orthogonal Least Squares (OLS) search algorithm, the proposed supervisory mechanism is designed where an adaptive threshold is also set to better control the compactness of the generated learner model. Simulation results concerning both nonlinear time series prediction and system identification tasks indicate some advantages of our proposed OLS-ϕ-ESN in terms of more compact model and sound generalization.
I. INTRODUCTION
The prediction and modeling of nonlinear time series has always been a very important research topic in the field of machine learning. The Recurrent Neural Network (RNN) has attracted extensive attention due to its good memory and nonlinear mapping capabilities, making it an ideal tool for dealing with nonlinear time series prediction and modeling problems. Unfortunately, the traditional RNN has some problems such as complex training process, slow convergence, local minima, and exploding and vanishing gradients, which limit its application in practical scenarios.
An alternative trend of training RNNs has been proposed with Reservoir Computing (RC), which is a general term of a class of RNN models, characterized by a conceptual The associate editor coordinating the review of this manuscript and approving it for publication was Qiang Lai . separation between a recurrent dynamic part and a nonrecurrent static output part [1] . The distinguishing feature of RC is that as long as certain properties are met, the recurrent part of the network can be randomly generated without training. The training process is limited to the non-recurrent output part of the network, which results in a very simple and efficient RNN design.
RC mainly comprises Echo State Networks (ESNs) [2] in ML and Liquid State Machines (LSMs) [1] in computational neuroscience. In this paper we focus on the ESN approach, which has been successfully applied in many fields, such as process control [3] , time series prediction [4] , [5] , speech processing [6] , and robot navigation [7] .
Some of the main research topics on ESNs focus on the optimization of ESN training algorithms for specific problems [8] - [10] , the role of topological organization of reservoirs [11] , [12] , the properties ESN should have when applied VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to practical problems [13] , [14] , as well as the structural variants and simplification of ESN [15] - [17] . The last topic is investigated in this study. There are also many structural variants of the typical ESNs. For example, the early so called Simple ESN model, which has only self-recurrent connections, unitary input-to-reservoir weights and linear reservoir neurons was proposed in [16] . Gallicchio et al. [17] proposed an empirical analysis of deep RC architectures aiming at the study to develop and enhance hierarchical dynamics in deep architectures within the efficient RC framework for RNN modeling. Gallicchio and Micheli [15] pointed out that mapping the states of reservoir of ESN to the high-dimensional feature space was beneficial to both memory and good nonlinear mapping capabilities of the network, and proposed to extend the ESN with a random static nonlinear hidden layer. This type of structural variant is collectively referred to as ϕ-ESN and experiments have confirmed that this structural variant has improved the prediction performance of the network.
However, this structural variant also has some drawbacks. First, the neuron weights and biases of the random static nonlinear layer are generated in a random manner, which improves network training efficiency, but also leads to the need for more neurons than traditional deterministic neural networks to achieve comparable performance. Second, some randomly generated neurons have little effect on reducing model errors, and they increase the complexity of the model, resulting in poor generalization. In addition, initializing the weights in a random manner simplifies the training process of the network, but it also causes the prediction performance of the network to fluctuate greatly.
In order to solve such problem, some scholars have developed constructive incremental deterministic learning methods for single layer feedforward neural networks (SLFNNs). Starting with a small network, then by iterative search, the hidden nodes with the appropriate weights are incrementally generated and the output weights are determined until an acceptable error tolerance is reached [18] , [19] . This iterative search process has a high computational complexity, which is especially difficult to handle large-scale data analysis.
In general, randomized learning methods have more advantages in training efficiency [20] . This type of method usually adopts a two-step training paradigm, which randomly assigns the input weights and biases of hidden nodes, and solves the output weights by least squares method. Igelnik and Pao [21] proved that the universal approximation property of a Random Vector Functional Link (RVFL) network with the input weights and biases selected from the uniform distribution over a certain range. In [22] , the feasibility of random basis approximators to solve the data modeling problem was studied. The experimental results showed that if the input weights and biases are not properly set, the RVFL network cannot approximate a target function with a high probability. Therefore, it is necessary to establish a supervisory mechanism to make the RVFL network applicable. This argument was further mathematically justified in [23] . Wang and Li [24] creatively proposed the Stochastic Configuration Network (SCN) and theoretically proved the universal approximation property of the algorithm. According to the supervisory mechanism, SCN randomly assigns the input weights and biases of the hidden nodes in an adaptive range. The experimental results showed the superiority of SCN.
The above work inspired us to develop a randomized learning method for ϕ-ESN. In this paper, an incremental randomized learning mechanism based on adaptive threshold Orthogonal Least Squares (OLS) algorithm termed OLS-ϕ-ESN is proposed to generate nodes of the extended static nonlinear hidden layer of ϕ-ESN, that is, the input weights and biases of the hidden neurons in the extended static layer are randomly assigned according to a supervisory mechanism based on OLS search algorithm. An adaptive threshold is also set to accelerate the reduction of model error, effectively reduce the complexity of the generated model and improve its prediction performance. Two benchmark nonlinear time series modeling tasks involving prediction and system identification are employed to evaluate the model performance.
The rest of this paper is organized as follows. Section II briefly reviews the classical ESN, its echo state properties, and the structure and training procedure of ϕ-ESN. Section III details our proposed OLS-ϕ-ESN with the principle and algorithmic description. Section IV describes the experimental setup of two nonlinear time series modeling tasks. Section V shows and discusses the experimental results. Section VI summarizes this paper and puts forward the prospects for future work.
II. RELATED WORK A. THE STANDARD ESN
A typical ESN is a recurrent neural network which consist of three components as shown in Fig. 1 . Suppose the network consists in an input layer of P units, a number of M recurrent hidden units (the reservoir) and the output layer of T linear and nonrecurrent units. Suppose the N-sample data set is
, where u (n) ∈ R P is the input vector and d (n) ∈ R T is the corresponding desired output vector at the nth time step. The state vector x (n) ∈ R M and the predicted output vector y (n) ∈ R T at the nth time step are calculated as:
where W in ∈ R M ×(P+1) is the input-to-reservoir weight matrix (including the biases); W ∈ R M ×M is the reservoir recurrent weight matrix; W out ∈ R M ×T is the reservoirto-output weight matrix; f (·) is the activation function of the reservoir applied element-wise, which is typically the hyperbolic tangent; f out (·) is the activation function of the output units applied element-wise, which is generally linear. The elements of W in are usually initialized from an uniform random distribution over [−α, α], where α is called the input scale. The elements of W are firstly initialized from certain given random distributions, then scaled to meet certain conditions to ensure the Echo State Property (ESP) of the reservoir and the prediction performance of ESN. The values of W in and W remain unchanged during subsequent training process.
In previous studies, the parametric connectivity that controls the sparsity degree of interconnections between reservoir units has been identified as a factor affecting reservoir dynamics. But according to [15] , the ESN with full connectivity and the ESN with sparse connectivity lead to almost the same performance. However, considering the computational efficiency, the sparsely connected reservoir is superior to the fully connected reservoir structure.
The weights that need to be learned in the network are only the reservoir-to-output weight matrix W out . The purpose of training the ESN is to approximate the predicted output y (n) of the network to the desired output d(n). That means determining W out to minimize the squared error between y (n) and d(n). In other words, the following simple problem of linear regression needs to be solved:
Equation (2) can be further represented by
where Y = y 1 , y 2 , · · · ,y T is the matrix form of the predicted output with y i = [y i (1) , y i (2) , · · · ,y i (N )] T , 1 ≤i ≤ T , and X = [x 1 , x 2 , · · · ,x M ] is the matrix form of the reservoir states with
Usually the regression problem (3) is solved by using Moore-Penrose algorithm:
where D = [d 1 , d 2 , · · · ,d T ] is the data matrix of the desired output with d i = [d i (1) , d i (2) , · · · ,d i (N )] T , 1 ≤i ≤ T , X † is the Moore-Penrose pseudoinverse of X. The results calculated by this algorithm have high precision and little regularization when memory and run time permit [13] .
B. NONLINEAR MAPPING AND MEMORY CAPACITY OF ESNs
A valid ESN needs to satisfy the so called Echo State Property (ESP) [2] . ESP means that ESN's reservoir has a memory fading characteristic, and that the current state of the reservoir is a function of its past input history regardless of the initial state values. In order to ensure an ESN having echo states, two conditions must be met. One is the necessary condition stating that the spectral radius ρ(W) of reservoir weight matrix W is less than unity. The spectral radius ρ(W) can be thought of as the forgetting factor of the ESN network, which determines how much the network forgets the previous input. Empirically, a larger ρ(W) corresponds to slower dynamic and a smaller ρ(W) corresponds to faster dynamic. If ρ(W) is greater than unity, the reservoir will be locally asymptotically unstable at zero state. The other is the sufficient condition that σ (W) is less than unity. σ (W) is the largest singular value of reservoir weight matrix W. Satisfying this condition ensures the global stability and the existence of echo states. Thus, the latter is a stronger condition to ensure echo states [2] .
Since time series data usually comes from a highly nonlinear relationship, it is desirable to obtain an ESN that has both the highest possible memory capacity and the non-linear mapping capability for the input signal.
The parameters that have the greatest impact on reservoir dynamics may be the input scale α and the spectral radius ρ (W). In general, when the input scale α is less than unity and the spectral radius ρ (W) is close to but less than unity, the reservoir neurons will mostly operate in the linear region of the activation function, resulting in a reservoir with a higher short-term memory capacity. A higher input scale α and a spectral radius ρ(W) greater than unity will cause reservoir neurons to move to a nonlinear region of the activation function while reducing short-term memory capacity. Therefore, ESN cannot have both high short-term memory capacity and good nonlinear transformation capability [25] , [26] .
C. ϕ-ESN
There are four architectural factors affecting ESN performance, i.e., input variability, multiple time-scale dynamics, non-linear interactions between neurons in the reservoir, and regression in an augmented feature space [15] . The idea of proposing ϕ-ESN structural variants comes from the last architectural factor.
The idea of ϕ-ESN that mapping the reservoir states of ESN to the high-dimensional feature space can be traced back to the Cover's theorem on the separability of patterns [27] , indicating that a pattern classification problem is more likely to be linearly separable if it is non-linearly projected into a higher dimensional feature space.
ϕ-ESN consists of two hidden layers, i.e., as shown in Fig. 2 , a large-scale randomly generated reservoir and a random static nonlinear layer. The reservoir enables the network to have nonlinear characteristics and memory capability, and the random static nonlinear layer enables the network to have good nonlinear mapping capability. It makes up for the shortcomings that ESN cannot have both memory and good nonlinear mapping capabilities.
Suppose the random static nonlinear hidden layer consists of L units. At the nth time step, the states of the reservoir x(n) are projected to obtain the states of the random static nonlinear layer ϕ(n) ∈ R L :
where W ϕ ∈ R L×(M +1) is the weight matrix (including bias) between the reservoir and the random static non-linear layer, whose elements are initialized from a given random distribution and remain unchanged during the training of the network; f ϕ (·) is the activation function applied element-wise, which can be defined as various types such as Gaussian, Sigmoid and Leakey-Relu. The output layer of ϕ-ESN is still linear and the predicted output is:
The matrix expression of (7) is:
is the output weight matrix and is solved by the Moore-Penrose pseudoinverse algorithm:
where † is the generalized inverse of .
Algorithm 1 ϕ-ESN Input:
Training data: input u (n) and target d (n) , n = 1, · · · ,N M : the number of neurons in the reservoir ρ: spectral radius of recurrent reservoir weight matrix (6); 7. Given D and , compute the output weight matrix W out as in (9); 8. Return W, W in and W out .
III. INCREMENTAL ESN BASED ON ADAPTIVE THRESHOLD OLS (OLS-ϕ-ESN)
The ϕ-ESN improves the ability of ESN to handle complex nonlinear tasks by nonlinearly mapping the states of the reservoir to a higher dimensional feature space, so that the network has both memory and good nonlinear mapping capabilities.
However, ϕ-ESN still has the defects of poor compactness, poor generalization, and large variability in model prediction performance. In order to overcome the above defects of ϕ-ESN, this paper uses the incremental randomized learning mechanism based on orthogonal least squares (OLS) to gradually increase the neurons of the static layer.
The OLS algorithm is a greedy search algorithm, which is often used in the field of subset selection problem in regression. The search range is a fixed feature set [28] , [29] .
Given a feature set X = {x 1 , x 2 , · · · , x L } and the corresponding data matrix X ∈ R N ×L , let k be the index set corresponding to the selected variables in feature set X after the kth iteration, and k be the index set corresponding to the remaining unselected variables in X, so k ∩ k = ∅ and k ∪ k = {1, · · · , L}. Let X k be a sub-matrix formed by extracting the corresponding column vectors in the data matrix X according to the indexes in k . Let the predicted output be y k ∈ R N , the desired output be d ∈ R N , and the residual error be e k = d − y k .
Each iteration of the OLS algorithm selects an input variable or a feature that minimizes the model residual error in the sense of least squares. The OLS algorithm can be summarized as follows:
Initialize: 0 = ∅, β β β 0 = 0,e 0 = d For k = 1 : L till the stop condition is met:
The OLS search algorithm performs card( k ) times least squares algorithm for each iteration, resulting in a high computational cost. The implementation of the OLS algorithm typically employs a classical Gram-Schmidt orthogonalization algorithm to increase efficiency.
Suppose we have constructed a model using the incremental learning method as shown in Fig. 3 . This model has k nodes, expressed as y k (n) = k j=1 β j ϕ j (n). If the model residual error is not lower than the expected tolerance ε, we need to continue to construct a new node ϕ k+1 , i.e., determine the weights and biases of the node, and calculate the output weight β k+1 to get the model y k+1 (n) = y k (n) + β k+1 ϕ k+1 (n).
This paper applies the OLS algorithm to the determination of ϕ k+1 and proposes an OLS-ϕ-ESN method with an adaptive threshold. Each iteration of the OLS-ϕ-ESN method generates a weight candidate pool of a specified size according to a given random distribution, and selects the weight that minimizes the model error norm. The following section details the specific principle of the method.
It is assumed that the OLS-ϕ-ESN has screened k neurons, leading to the design matrix k = ϕ ϕ ϕ 1 , ϕ ϕ ϕ 2 , · · · ,ϕ k , the model output y k = k β β β k , and the residual error e k = d − y k , and the residual error does not reach the expected tolerance ε. The regression model can be expressed as the following matrix form:
where
The matrix Q k and R k are obtained after k times Gram-Schmidt orthogonalization process, leading to k = Q k R k , where Q Q Q k = [q 1 ,q 2 , · · · ,q k ] satisfy Q T k Q k = I, i.e., q T i q i = 1 and q T i q j = 0(i = j), and R k is the upper triangular matrix as follows:
then the above regression model (10) is represented by the design matrix Q k as:
where g k is the coefficient vector, i.e.,
. Equation (11) can be expressed as:
Assuming the mean of d is 0, since each basis vector q j (1 ≤j ≤ k) of Q k is orthogonal to each other, the variance of d can be expressed as:
Then the contribution of each basis vector to the variance can be measured. Here we denote the model error reduction ratio corresponding to the jth basis vector as rerr j , defined by:
where 0 <rerr j < 1, and the second equation is obtained by bringing g j = q T j d into it. The larger rerr j of each round of screening is, and the faster the model error decreases. When the number of nodes to be screened is sufficient, the sum of the model error reduction ratios can be infinitely close to 1, and the model error tends to be 0.
In addition, as can be seen from (14), the model error reduction ratio can be expressed as the square of the cosine of the angle between the basis vector q j and the output vector d. The larger the value of cos 2 (θ ) is, the smaller the angle θ between the basis vector q j and the output d is, and the greater the contribution of the basis vector to reducing the model error is.
Each iteration of the OLS-ϕ-ESN method generates a weight candidate pool of a specified size according to a given random distribution, and selects the weight that minimizes the model error norm.
When the (k + 1)th new node is added, a weight candidate pool {(a i , b i )} T max i=1 of size T max is generated according to a given random distribution. Then according to (6), we can calculate H k+1 = h 1 , h 2 , · · · ,h T max with VOLUME 7, 2019
. The Gram-Schmidt orthogonalization is performed by projecting every vector in H k+1 onto all of the basis vectors in Q k , and the obtained residual error matrix is denoted as P k+1 = p 1 ,p 2 , · · · ,p T max with p i = z i z i , where z i is defined as:
The error reduction ratio corresponding to each residual error vector in P k+1 is obtained according to (14):
which makes up:
From the candidate pool H k+1 = h 1 , h 2 , · · · ,h T max , we find the vector h s whose index s is defined as:
Here we denote a threshold as rerr choice . If max rerr H k+1 ≥ rerr choice , the selected vector h s is considered to be in accordance with the requirement. Then h s is incorporated into the design matrix k+1 = ϕ 1 , ϕ ϕ ϕ 2 , · · · ,ϕ ϕ ϕ k , h s , and Q k+1 = [q 1 ,q 2 , · · · ,q k , p s ] is updated.
Otherwise, if max rerr H k+1 < rerr choice , the candidate pool needs to be regenerated, and the initialization range of the weights is appropriately expanded until the appropriate node is found.
Setting a threshold for the search process makes it possible to select as few nodes as possible to achieve the desired prediction performance, thus controlling the compactness of the model.
However, there is one problem that cannot be ignored. With the increase of model nodes, the error reduction rate caused by further increasing new nodes will gradually decrease, and it becomes difficult to select the appropriate node under a large threshold. Therefore, it is necessary to design a threshold, which can be adjusted adaptively from large to small with the increase of nodes, so as to ensure that each screened node can reduce the model error as much as possible. In this paper, each time a node is added, the threshold is determined again according to the error reduction rates of the previous m selected nodes, i.e.:
IV. EXPERIMENTAL SETUP
In this section, we provide experiments to illustrate the effectiveness and feasibility of the proposed algorithm. All experiments have been carried out on a personal desktop with Intel R Core TM i7-4770 CPU 3.40 GHz processor, 16 GB memory, and Windows 10 operating system in MATLAB2018a environment.
A. DESCRIPTION OF THE DATASETS
In order to evaluate the prediction performance of the proposed algorithm, we use two benchmark time series modeling tasks. The first task is a chaotic time series prediction problem, using the Mackey-Glass (MG) time series, defined in continuous time by the following differential equation [30] :
where usually α = 0.2,β = 10 and γ = 0.1. When τ > 16.8, the system has a chaotic attractor. The task is usually a noisy k-step prediction problem of a discrete version of (19), i.e.:
where N(0,σ 2 ) represents the Gaussian noise with mean 0 and variance 0.01. In this task we use τ = 17, k = 10. Moreover, the final output is squashed to the interval (−1, 1) by the following nonlinear transformation:
whered is the empirical mean. For each repetition of the experiments, we generate a time series of length N = 16000, of which the initial transient part of N dropout = 1000 is discarded, the first part of N train = 5000 is used as the training set, the second part of N val = 5000 is used as the validation set, and the last part of N test = 5000 is used as the test set.
The second task is the NARMA-10 nonlinear system identification problem, in which the input u(n) of the system is randomly generated according to a uniform distribution in the interval [0, 0.5], and the output of the system is computed from the following equation [31] :
where we also include a noise term. Similarly the final output is squashed to the interval (−1, 1) . For NARMA-10 task, we generate a time series of length N = 6100, of which the initial transient part of N dropout = 100 is discarded, the first part of N train = 2000 is used as the training set, the second part of N val = 2000 is used as the validation set, and the last part of N test = 2000 is used as the test set.
Considering the influence of random factors on the performance evaluation of the proposed method, for each task Algorithm 2 OLS-ϕ-ESN Input: Training data: input u (n) ∈ R P and target d (n) ∈ R, n = 1, 2, · · · ,N M : the number of neurons in the reservoir ρ: spectral radius of recurrent reservoir weight matrix W α: initialization range of the input-to-reservoir weight matrix W in connectivity : sparsity of reservoir connections L : maximum number of neurons in the random static nonlinear layer T max : maximum number of neurons in the candidate pool λ: λ ∈ [λ min : λ : λ max ], initialization range of weights a i and bias b i of neurons in the candidate pool ε: expected error tolerance rerr Calculate the matrix H k = h 1 , h 2 , · · · ,h T max according to (6); 9.
If k=1: 10.
Calculate the matrix P k := H k ; 11.
rerr k choice = rerr 0 choice ; 12.
Else: 13.
Calculate the matrix P k = [p 1 , p 2 , · · · ,p T max ] according to (15); 14.
Calculate rerr k choice according to (18) Given the target d and k , compute the output weight matrix W out as in (9); 22.
Return the output y k , compute the residual error e k and RMSE; 23.
Renew k := k+1; 24.
Else:
25.
Return to Step 6;
26.
End If 27.
Return to Step 5;
28.
End for 29. End while 30. Return W in , W,W ϕ and W out we generate 5 datasets from different initial conditions, and for each of those datasets, experiments are repeated 10 times. The root mean square error (RMSE) is used, defined as:
where N denotes the number of samples in training, or validation, or test set. The error results are averaged over all of the runs.
B. DESCRIPTION OF THE ALGORITHMS
The following three groups of experiments are designed:
(1) The first experiment is to evaluate the performance improvement of the incremental randomized learning VOLUME 7, 2019 approach over ϕ-ESN. Based on OLS, the OLS-ϕ-ESN method has been designed. We here also design another constructive incremental randomized learning method termed SCN-ϕ-ESN, the random static nonlinear hidden layer of which is designed according to SCN.
(2) The second experiment is to compare the incremental randomized learning method with a random search range to the incremental deterministic learning method with a fixed search range. Thus, we here design an incremental deterministic learning method termed ESN-RBF, the static nonlinear hidden layer of which is designed according to RBF network.
(3) Since the selection of activation functions for nodes in the random static nonlinear layer affects performance, the third experiment is to compare between the OLS-ϕ-ESN methods using different activation functions using four activation functions such as Tanh, Sigmoid, Leakey-Relu and Gaussian. The methods mentioned above are detailed below: ϕ ϕ ϕ-ESN: The prediction performance of ESN model can be improved by mapping the ESN reservoir states to the high-dimensional feature space through the random static nonlinear hidden layer. This method serves as a benchmark against other methods.
SCN-ϕ-ESN:
In order to obtain a more compact and sparse ϕ-ESN network, incremental learning algorithms can be designed to control the number of neurons in the random static nonlinear hidden layer. As an incremental randomized learning method, SCN's selection mechanism for neural nodes is very close to the orthogonal matching pursuit algorithm (OMP) used for subset selection of regression problems. However, under the SCN framework, neuron nodes are selected, and the parameter selection range of these neuron nodes is a specified random distribution.
The main advantage of SCN is that the supervisory mechanism is designed to guarantee the universal approximation ability of the network even in the case of randomly generating the weights and biases of hidden layer nodes [24] . SCN also designs thresholds in the supervisory mechanism to make the resulting model more compact. However, since the supervisory mechanism starts from the strictest threshold every time the node is selected, it increases the training time to some extent and makes the algorithm become inefficient.
OLS-ϕ-ESN:
The OLS algorithm is used to set up the supervisory mechanism which gradually select the nodes of the random static nonlinear hidden layer of ϕ-ESN network. The supervisory mechanism adaptively adjusts the threshold to control the decreasing rate of the prediction error of the network, so as to obtain a more compact and sparse ϕ-ESN network.
ESN-RBF: ESN-RBF maps the states of reservoir of the ESN to the high-dimensional feature space through the radial basis functions (Gaussian functions) of the RBF layer. The structural parameters of the dynamic reservoir part of the ESN-RBF model are the same as those of the other models.
The centers of the radial basis functions for the nodes of the RBF layer are determined based on the OLS algorithm. Since the search range of these centers is a fixed training sample set, ESN-RBF belongs to the incremental deterministic learning algorithm [32] . Compared to the random network ϕ-ESN, the ESN-RBF model is less affected by initialization.
However, in practical applications, the training data set is usually large in scale, and the search range of the centers of the radial basis functions of the ESN-RBF model is the same as the training data set, resulting in very low training efficiency of the network. The search range of the OLS-ϕ-ESN model based on the OLS algorithm is adjustable, so its training efficiency is not affected by the size of the training data set.
In addition, the width parameters of the radial basis functions of all neurons are generally the same and determined by model selection, remaining unchanged after initialization. The random static nonlinear hidden layer of the OLS-ϕ-ESN model can choose different activation functions. When the radial basis function is used, the width parameter is selected by the supervisory mechanism in the specified random distribution, so that the width of the activation function of each neuron can be different. In other words, the OLS-ϕ-ESN model provides greater freedom than the ESN-RBF model.
C. STRUCTURE PARAMETERS SETUP
In this paper, the grid-search procedure is adopted as the model selection method, where the error result of the validation set is used to optimally select the structure parameters of the model.
All of the above models share the same dynamic reservoir structure, i.e., the same structure parameter settings. The following is a brief description of the parameter settings of the dynamic reservoir part.
Number of reservoir neurons M : The ESN model usually exhibits good performance when the number of neurons in reservoir is large. This parameter is usually selected according to grid-search procedure. Since this paper focuses on how to improve ESN performance by designing extended random static nonlinear hidden layers, only a small number of reservoir neurons are set in the experiments. Here we set M = 100 or M = 200.
Recurrent reservoir weight matrix W: The elements of W are initialized from the uniform distribution in the interval [−1, 1]. The sparsity degree of the connection between reservoir neurons is controlled by the parameter connectivity. When connectivity = 1, it means full connection. The grid search range is [0.1, 0.9], and the search step is 0.1. In order to guarantee the echo state property of the network, the spectral radius of the matrix W is set to ρ < 1, the search range is [0.1, 0.9], and the search step is 0.1.
Input-to-reservoir weight matrix W in : The elements of W in are initialized from the uniform distribution over [−α, α]. The search range of α is [0.1, 0.9], and the search step is 0.1.
According to the grid-search procedure, the optimal parameter settings are as follows: for the MG time series, connectivity = 0.7, ρ = 0.7 and α = 0.7; for the NARMA-10 time series, connectivity = 0.2, ρ = 0.8 and α = 0.2. For the SCN-ϕ-ESN model and the OLS-ϕ-ESN model, the number of nodes in static layer L is chosen according to grid-search procedure. It's grid search range is [1, 500] and the search step is 10. In order to ensure that the calculation method of the output weight of the two models is the same, the SC-II algorithm is adopted to design SCN-ϕ-ESN [24] .
The maximum number of neurons in the candidate pool (T max ) of the two models is the same. For MG task, T max = 5000. For NARMA-10 task, T max = 2000.
For the SCN-ϕ-ESN model and the OLS-ϕ-ESN model, when a new node is added, the elements of the weight matrix W ϕ for the neurons in the candidate pool are initialized from the uniform distribution over [−λ, λ]. λcan be selected from the set {1.5, 2.5, 3.5, 4.5, 5.5} successively until the supervision condition is satisfied.
The threshold setting for the SCN-ϕ-ESN model is from the set {0.7, 0.9, 0.99, 0.999, 0.9999}. The threshold of the OLS-ϕ-ESN model is calculated according to (18) , and m is set to 5 in this paper.
For the ESN-RBF model, the number of neurons in the RBF layer is gradually increased, and the maximum number is L=500. The width of the radial basis function is chosen according to grid-search procedure. It's grid search range is [0.5, 5] and the search step is 0.5. Fig. 4 shows the experiment results of the four models ϕ-ESN, ESN-RBF, SCN-ϕ-ESN, and OLS-ϕ-ESN in MG task. Fig. 4(a) and Fig. 4(b) show the error curves of the four models on the training set and the validation set, respectively. The error curves are drawn from the average of 50 independent runs. The horizontal axis indicates the number of neurons in the static hidden layer. As can be seen from Fig. 4 , for ESN, the number of neurons in the static layer increased by 100 per step, and for the other three models, the number of neurons increased by 10 per step.
V. EXPERIMENTAL RESULTS
Obviously, according to the experimental results, when the four models reach similar prediction performance, the number of static layer neurons required by ϕ-ESN is far more than that of the models using incremental learning algorithm. This shows that when the static layer neurons are generated according to the randomized method, since some of the neurons have little effect on reducing the model error, the redundancy of the model is caused. Therefore, the models obtained by the incremental learning algorithm with supervisory mechanism are more compact than the model generated by the randomized method.
It can be seen from Fig. 4(b) that the OLS-ϕ-ESN model is faster than the SCN-ϕ-ESN model in terms of model error reduction, and in the final prediction performance, the OLS-ϕ-ESN model is also better than the SCN-ϕ-ESN model. This is because when OLS-based incremental learning method adds the node, the selected node is the node that minimizes the model error in the sense of least squares, so theoretically, the OLS-based method is faster than OMP-based methods in terms of model error reduction. Therefore, the OLS-ϕ-ESN method has better prediction performance and a more compact model than the SCN-ϕ-ESN method.
We can also see that compared to the ESN-RBF model, the OLS-ϕ-ESN model has a faster error decline in the initial stage and a better prediction performance in the final stage. The reason for this phenomenon may be on the one hand, the width of gaussian function of each neuron in the OLS-ϕ-ESN model is different, producing more diverse neurons, whereas the width of gaussian function of all neurons in the ESN-RBF model is the same. On the other hand, the OLS-ϕ-ESN model with the adaptive threshold enables the selection of nodes to reduce the error as much as possible in the initial stage of training, so that the error of the model declines faster and a more compact model is obtained. Fig. 5 shows the experiment results of the four models in NARMA-10 task, which is similar as that in Fig. 4 . We also conclude that compared with the other models, the error of the OLS-ϕ-ESN model declines faster, resulting in a more compact model with improved prediction performance. Table 1 shows the experimental results of the four methods in the two tasks, including the mean and standard deviation of RMSE of the training set and the test set.
Taking the NARMA-10 task as an example, the parameters of the reservoir are set the same. When M = 200, the number of neurons in the random static nonlinear layer of the OLS-ϕ-ESN model is 109, and the error of the test set is 1.124 × 10 −2 ± 6.06 × 10 −5 . When the remaining models achieve comparable prediction performance, the number of neurons in the ESN-RBF model is 240, and the number of neurons in the SCN-ϕ-ESN model is 258. Therefore, we can conclude that the OLS-ϕ-ESN method yields the most compact model with the best prediction performance. The results of error standard deviation also show that incremental learning algorithm is beneficial to reduce the random variability of the model. Fig. 6 shows the experimental results of the OLS-ϕ-ESN method in the two tasks when the static layer uses different types of activation functions. It is obvious that the performance of the models under different types of activation functions is different. When the Gaussian activation function is used, the errors of the training set and the validation set drop the fastest, resulting in the most compact model. Fig. 6(a) shows a slight difference in model performance when using the Tanh and Sigmoid activation functions, respectively.
When the Leakey-Relu activation function is used, the model does not converge when the number of nodes is large, but when the number of nodes is small, the model performance is not as good as the models with other activation functions. According to Fig. 6 (c) and Fig. 6(d) , when Leakey-Relu activation function is used, the model is prone to overfitting. Table 2 shows the experimental results of the OLS-ϕ-ESN method in the two tasks using four activation functions. It can be concluded that the OLS-ϕ-ESN method using the Gaussian activation function yields the most compact and best performing model.
VI. CONCLUSION
By analyzing the experimental results of two benchmark nonlinear time series modeling tasks, we find that the incremental randomized learning algorithms can improve the prediction performance and generalization ability of randomized learner model. Through comparative experiments, we find that the incremental randomized learning method based on OLS has better prediction performance than the incremental randomized learning method based on OMP. It should be noted that the incremental randomized learning method based on OLS algorithm can improve the prediction performance of the generated model, but due to the sequential orthogonalization process of the OLS algorithm, the training efficiency is lower than that based on OMP algorithm. This paper also analyzes the difference between the incremental deterministic learning method with a fixed search range and the incremental randomized learning method with a random search range. In addition, by comparing between the OLS-ϕ-ESN methods using four different activation functions, it is found that the OLS-ϕ-ESN method using the Gaussian activation function is the fastest in terms of the reduction speed of training error and validation error, thus obtaining the most compact model.
The incremental randomized learning method using OLS algorithm has achieved good results in two benchmark nonlinear time series modeling tasks. Next, we consider the application of this method to practical modeling tasks of industrial processes, and consider the combination of intrinsic plasticity algorithm to further improve the prediction performance of randomized learner model.
