Abstract -In order to improve the characterization methods for fissile materials, effort must be made to validate the computer codes that are used to simulate the behavior of these systems. For this work, measurements of a 4.4-kg sphere of weapons grade plutonium metal were taken. A detector array of 3 He tubes embedded in polyethylene was used to measure the multiplicity of the system. The experiment was then modeled using the MCNPPoliMi code and the simulated results were compared to the measured results using the Feynman-Y metric. MCNP-PoliMi is able to correctly predict the measured value of the Feynman-Y vale within 5% for all of the moderated cases and within 22% for the bare sphere.
community because showing that neutron multiplicities can be accurately simulated will improve our ability to model the characterization and detection of fissile material.
MCNP-PoliMi is an enhanced version of the code MCNP-4C [3] . Several improvements have been implemented in MCNP-PoliMi to simulate correlated events from fission and other interactions. The complete neutron and gamma ray fission multiplicity distributions have been implemented and several specific spontaneous fission and (alpha, n) source definitions have been included.
The simulated data are analyzed to include the effects of dead time associated with the 3 He tubes and their associated electronics. The post-processing algorithm also applies a shifting window that determines the number of events present at regular intervals. This time window was varied from 16 ȝs to 4096 ȝs in 16-ȝs increments. The events counted in the time window are used to establish a neutron multiplicity distribution.
II. EXPERIMENT
The experiments were performed by Sandia National Laboratories personnel at the Nevada Test site. The experiment consisted of a 4.483-kg weapons-grade plutonium metal sphere placed 50 cm from a bank of 15 3He tubes. The plutonium sphere has a composition as shown in Table I . The plutonium was Į-phase metal and had a density of 19.60 g/cm 3 . The experimental setup is shown in Fig. 1 . To increase the moderation and neutron reflection, the plutonium sphere was surrounded with custom-built highdensity, polyethylene shells. These shells allowed for the plutonium sphere to be surrounded by 1.27 cm, 2.54 cm, 3.81cm, 7.62 cm, and 15.24 cm of polyethylene.
The detector bank consisted of 15 3 He tubes arranged in two rows in a polyethylene matrix, with eight detectors on the front row and seven detectors in the back row. The 3 He tubes had a length of 42.164 cm and a radius of 1.27 cm, including the detector housing and had a pressure of 10 atm. The entire detector bank was surrounded with 0.0762 cm of cadmium. This detector bank was placed on a table that is 1 meter from the concrete floor.
In addition to the measurements taken with the plutonium sphere, the measurements were also performed using a point source of 252 Cf. This californium source had an activity of 57,046 spontaneous fission events per second. This source was placed in the same configurations using the polyethylene moderators as the plutonium sphere.
III. MODELING WITH MCNP-POLIMI
In most Monte Carlo codes a single source particle is simulated for each simulated history. This considerably complicates the simulation of a multiplicity measurement, where the numbers of neutrons produced in an event are extremely important. MCNP-PoliMi is one of the few Monte Carlo codes with the ability to simulate multiple source neutrons, and for this reason this code was chosen.
In addition to the ability to handle multiple source neutrons, MCNP-PoliMi also has full multiplicity and energy distributions built implemented for several common isotopes of interest:
252 Cf, 240 Pu, 235 U, and 238 U for example. Typical Monte Carlo codes sample the number of neutrons released from fission by taking the integer values on either side of the average, <Ȟ>, while preserving the average number of neutrons released [4] . For example, a fission event with a <Ȟ> of 3.7 would release 4 neutrons 70% of the time and 3 neutrons 30% of the time, preserving the average behavior. In MCNP-PoliMi the full neutron distributions are implemented for the induced fission distributions. These distributions are based on two papers: one by Terrell [5] and the other by Zucker and Holden [6] .
In addition to the full multiplicity distributions being implemented for spontaneous fission sources, MCNPPoliMi also offers improved handling of the physics simulations, correcting the sampling order to better simulate actual events. This allows for meaningful information to be drawn from individual particle histories.
The experimental geometry was built in MCNP-PoliMi as shown in Fig. 2 . The plutonium sphere source was modeled using the builtin spontaneous fission source for 240 Pu. Other neutronproducing isotopes in the sphere were ignored. As shown in Table 1 , the 240 Pu provides over 99% of the total source activity.
The experiment was modeled as close to the physical experiment as possible. Nearby objects such as the table and the concrete floor provide surfaces for neutrons scattering, thus affecting the measurement results. The walls and ceiling were far enough from the measurement system that their effects can be ignored. The model also included the surrounding air.
The plutonium source in MCNP-PoliMi was distributed over the measurement time. This time distribution was essential for simulating multiplicity measurements because neutrons from separate spontaneous fissions can interact with a detector at the same time. Using the information in Table I , the number of neutrons emitted in a given measurement time can be calculated. This number is used to determine the number of neutrons to simulate when the source is distributed over this determined measurement time.
MCNP-PoliMi provides an output file which contains information about individual particle track information in a given cell. All of the information about events occurring in the 3 He tubes is post-processed using a FORTRAN algorithm. This post-processing code applies a 4-μs dead time to each of the detectors. Once all of the simulated events that would be removed by the dead-time effects of the detector system occur, the post-processor also determines the multiplicity of the sample. This is determined by first sorting all accepted events in time. Then a counting window (or gate) of a fixed width is Plutonium Sphere 3 He Detectors (15 pc) Table   Stand Polyethylene Shell
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Polyethylene open at time equal to 0.0. The first time window chosen was 16 μs.
These windows are opened incrementally through the list of accepted pulses. The number of events that occur in each window are counted and placed in a histogram. The histogram that is constructed represents the neutron multiplicity distribution for that fixed counting window. The process is then repeated for increasingly larger counting windows. In this work, the counting windows ranged from 16 μs to 4096 μs in 16 μs increments. A schematic of this process is shown in Fig.  3 . 
IV. THE FEYNMAN-Y METRIC
To compare the simulated results to the measured data, the Feynman-Y was chosen. This metric determines the deviation of the variance of the neutron multiplicity distribution in excess from the variance of a normal Poisson distribution, as shown in (1) [7] .
This Feynman-Y is calculated for each of the different counting windows. The Feynman-Y metric is useful because most background radiation is random (except neutrons from cosmic showers). Random events will have a Poison distribution and because the Feynman-Y is a measure of the deviation from this random distribution, it measures the level of correlation in a given sample. This level of correlation can be related to the multiplicative or fissile nature of the sample.
V. VERIFICATION OF THE MODELED GEOMETRY
To verify the modeled geometry in MCNP-PoliMi, the simpler measurement of the 252 Cf was modeled. The 252 Cf source was modeled using the built-in spontaneous fission source available in MCNP-PoliMi. MCNP-PoliMi offers the option of simulating the spontaneous fission source term with a degree of anisotropy. This level of anisotropy has been demonstrated for 252 Cf in experiments. However, the isotropic source term results in a more accurate simulation of the measured data. Therefore, all further modeling was done using an isotropic source term.
Once modeled, the neutron multiplicity distributions and the Feynman-Y were calculated for the simulated data and compared to the measured results. Table II , the mean and variance of the simulated neutron multiplicity distributions are within 4% of the measured values. The Feynman-Y is also predicted very closely. The percent difference appears abnormally large due to the calculation of percent difference of extremely small numbers.
From these results it is appears that the geometry dimensions and materials are modeled accurately.
To verify that the plutonium source was accurately modeled, the k eff was calculated and compared to the results of a previous benchmark experiment [8] . The results of this comparison are shown in Table III in which the k eff is accurately reproduced by MCNP-PoliMi, with all of the simulations predicting the k eff within 1%. This is an indication that the plutonium sphere source and composition are realistic representations of the physical sample. In Fig. 4 , the measured Feynman-Y is well-predicted using the induced fission distributions as described by Terrell. The sampling of integer values of <Ȟ> under-predicts the measured results as expected. The distribution predicted by Zucker and Holden provides an adequate prediction of the Feynman-Y but it appears to be less accurate than the result obtained with the Terrell distribution. When the neutron multiplicity distribution at a gate width of 4096 μs is examined, there is a slight shift in the simulated mean compared to the measured mean. The neutron multiplicity distribution for the bare plutonium sphere case is shown in Fig. 5 . When the polyethylene shells are added to the model, the simulated Feynman-Y using the Terrell and Zucker and Holden distributions begin to deviate from the measured values. Surprisingly, when the less physical distribution of the integer values around <Ȟ> is used, they provide the most accurate prediction of the measured result. This effect is shown in Fig. 6 for the plutonium sphere moderated with 2.54 cm of polyethylene. The neutron multiplicity distribution for the 2.54-cm moderated case also displays a more pronounced shift in the mean than was seen in the bare plutonium sphere case. The neutron multiplicity distribution using a 4096 μs gate width is shown in Fig. 7 . All simulation results significantly over predict the average value of the distribution. These effects of the <Ȟ> integer values most accurately predicting the measured results were seen for all of the moderated cases. The shift in the mean value of the distributions was also observed. A summary of the key parameters of the distributions for the plutonium sphere are shown in Table IV , which demonstrates that the Terrell distribution predicts the measured Feynman-Y within 0.2%. However, as moderation is added, the prediction of the Feynman-Y deviates by as much as 21%. Conversely, the <Ȟ> integers deviate by 20% for the bare sphere case. However, the deviation in the Feynman-Y improves to within 5% for the moderated cases. The Zucker and Holden distributions follow the same trend as the Terrell distribution, but do not predict the measured results as accurately as Terrell.
The prediction of the mean value of the distribution does not vary significantly with the changing distributions. In all cases the simulated results are greater than the measured result by approximately the same percentage. This indicates that the difference in the variance of these distributions is the cause for the variability in the predictions of the Feynman-Y.
This effect is shown in Table IV . As expected, the variance of the neutron multiplicity distribution varies greatly when different simulated neutron distributions (<Ȟ>, Terrell, and Zucker and Holden) are applied. In the case of the 7.62-cm moderated plutonium sphere, the variance varies from 5% with <Ȟ> integers to 34% with Zucker and Holden. This work has shown that the model of the experimental system is accurate as is demonstrated by the ability of the code to correctly predict the mean and variance results of the 252 Cf measurements. The accuracy of the plutonium sphere model has been verified by the comparison between the simulated value for the k eff and the previously benchmarked values.
The MCNP-PoliMi code is capable of accurately simulating Feynman-Y of the bare plutonium sphere using the induced fission neutron distributions as determined by Terrell. This value was simulated within 2.43% of the measured value.
However, using the Terrell distributions, the simulated prediction of the Feynman-Y for the moderated cases can be over predicted by as much as 20%. Conversely, using the standard MCNP induced fission treatment, the simulated Feynman-Y of the bare plutonium sphere under-predicts the measured value by 20.45%. Yet using the standard MCNP induced fission treatment results in the Feynman-Y of the moderated cases being within 5.28% of the measured value. The mean of the neutron distribution is over predicted by the simulations for all moderated cases, regardless of the induced fission neutron treatment is applied.
Future work on this project will investigate the cause for the deviation between the prediction of the mean, variance, and Feynman-Y for the bare and moderated spheres depending on the choice of distribution that is added.
