Introduction {#Sec1}
============

Across diverse scientific disciplines and application domains, complex systems are commonly represented as the dynamic interconnection of nodes and edges (namely, networks), where the interaction pattern among different parts is itself complex and may evolve along with the system dynamics. With this formalism, nodes and edges correspond, for instance, to populations of neurons and their functional relations in neuronal networks^[@CR1]^, to different species and their trophic interactions in ecological networks^[@CR2]^, or to generators, loads and connection lines in power networks^[@CR3]^. Node sets are typically large; interconnections sparse and heterogeneous. Despite being able to accomplish a rich set of dynamic functions through different nodal and interconnection dynamics, many complex networks exhibit fragile behaviors against relatively small variations of the edge weights and interconnection structure. This is the case in ecological systems, where fragility affects the chance that species can coexist at a stable equilibrium^[@CR4]^ (see also Fig. [1](#Fig1){ref-type="fig"}). In neuronal networks fragility implies, for instance, that small variations in certain synaptic weights can suddenly induce unstable behaviors and cause seizures^[@CR5]^. Small changes in the interaction weights are also thought responsible for increases in ocean acidity^[@CR6]^, cascading failures in power systems^[@CR7]^, and traffic congestions^[@CR8]^.Figure 1This figure shows the probability that an ecological network is stable as a function of the network dimension. Each point in the plot represents the percentage of stable networks with given dimension (*n*), over a sample of 500 mutualistic ecological networks^[@CR47]^ with randomly chosen small-world topology. As can be seen, the percentage of stable networks decreases to zero as the network cardinality increases. This suggests that ecological networks with increasing size are likely unstable or fragile, so that small parameter variations lead to unstable evolutions.

Fragility of complex networks stands out as a negative feature that, surprisingly, neither natural evolution nor careful human design have been able to remedy. Existing theories fall short in explaining this phenomenon. For instance, research in network science and graph optimization focuses primarily on static network models and diagnostics^[@CR9]--[@CR13]^, which cannot fully explain dynamic network properties. Only fewer and recent papers address dynamic features of networks, such as stability, fragility, and controllability^[@CR14]--[@CR18]^, yet fail to create a provable link among these properties and highlight possible causes of fragility. In this article we leverage network- and control-theoretic tools to propose a mechanistic explanation of why several natural and man-made complex systems are fragile. For networks with linear dynamics, we show that (i) a tradeoff exists between the fragility of a network, as measured by its ability to maintain a stable behavior after a perturbation of its edge weights and interconnection structure, and its performance, as measured by its responsiveness to internal and external stimuli, and that (ii) certain network systems may be tuned to sacrifice their robustness in favor of increased responsiveness and adaptability.

Results {#Sec2}
=======

Optimized networks should feature low fragility and high responsiveness, so as to remain stable against accidental parameter variations and yet allow for efficient manipulation from legitimate controls. Unfortunately, this work shows that such networks cannot exist, because fragility and responsiveness are found to be competitive features. To show this, we focus on networks with linear dynamics and adopt a metric of fragility that measures the ability of the network to maintain a stable behavior in the face of changes of the edge weights. In particular, our notion of network fragility, which is borrowed from early and ongoing work in control theory^[@CR19],[@CR20]^, measures the size of the smallest variation of the edge weights leading to dynamic instability -- see below and our Supplementary [Information](#MOESM1){ref-type="media"} for a formal definition of network fragility. In a stable network, small perturbations of the equilibrium have limited network-wide effects and are bound to vanish over time (see Fig. [2(a)](#Fig2){ref-type="fig"}). Conversely, unstable networks deviate arbitrarily far from the equilibrium when subject to small perturbations (see Fig. [2(b)](#Fig2){ref-type="fig"}).Figure 2This Figure shows the state evolution in four examples of nonlinear ecological systems with mutualistic interactions^[@CR47]^ of dimension $\documentclass[12pt]{minimal}
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                \begin{document}$$n=3$$\end{document}$. Panels (a and b) highlight the differences between the dynamics of stable and of unstable equilibria. In panel (a) the three state evolutions are at equilibrium until time $\documentclass[12pt]{minimal}
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                \begin{document}$$t=10$$\end{document}$, after which they are slightly perturbed. Because this equilibrium configuration is stable, the state returns to the equilibrium configuration after a small transient. In panel (b), instead, a small perturbation of the state generates a large deviation from the equilibrium, which drives the system towards a different configuration where one of the three species is absent. Panels (c and d) highlight the difference between a robust and a fragile system. Panel (c) shows the evolution of a robust system: the change of parameters modifies the equilibrium but not its stability properties, allowing the state to converge to a new equilibrium. Panel (d) shows the evolution of a fragile system, where the parameters variation modifies the equilibrium point and its stability properties, rendering the trajectories unstable and leading to the extinction of one specie.

Dynamic responsiveness represents the ability of a network to change its configuration in response of external stimuli carrying information signals, control actions, or random fluctuations. To quantify the responsiveness of a system we use the control-theoretic notion of controllability Gramian^[@CR21]^. The controllability Gramian describes how signals propagate across a network, and its eigenvalues can be used to quantify different dynamic properties, including controllability, responsiveness, and excitability. As explained below and in our Supplementary [Information](#MOESM1){ref-type="media"}, our definition of responsiveness is in fact inspired by a graded notion of network controllability^[@CR15]^, a metric that has received renewed interest for the study of network systems^[@CR22]--[@CR24]^.

We next formalize our definitions, provide a first characterization of the relationships between fragility and responsiveness in networks, and ultimately discuss why fragility and responsiveness cannot be optimized simultaneously, so that fragility of existing networks can be viewed as the byproduct of an optimization process aimed at improving dynamic responsiveness.

Network model and performance metrics {#Sec3}
-------------------------------------

We study complex systems with linear dynamics arising from the interconnection of heterogeneous units, which are conveniently represented as networks. Formally, a network is described by a directed graph $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{G}}=({\mathscr{V}},{\mathscr{E}})$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{E}}\subseteq {\mathscr{V}}\times {\mathscr{V}}$$\end{document}$ are the vertex and edge sets, respectively. We assume that a subset of $\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{{\rm{c}}}$$\end{document}$ nodes, called drivers, can be controlled independently and, to simplify the notation and without affecting generality, we let the drivers be the first $\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{{\rm{c}}}$$\end{document}$ nodes. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$A=[{a}_{ij}]$$\end{document}$ be the weighted adjacency matrix of $\documentclass[12pt]{minimal}
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                \begin{document}$${x}_{i}(t)$$\end{document}$ be the time-dependent variable representing the state of node *i*. The dynamics of the nodes are described by the differential equations$$\documentclass[12pt]{minimal}
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                \begin{document}$${u}_{i}(t)$$\end{document}$ is the external input influencing the *i*-th driver. By collecting the states and the inputs into vectors, the network dynamics read as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{d}{dt}x(t)=Ax(t)+Bu(t),$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$B={[I0]}^{{\rm{\top }}}$$\end{document}$ is the input matrix and *I* is the identity matrix. This network model, which will also be referred to as linear dynamic network, has been widely adopted in numerous fields to study both natural and man-made complex systems, especially when the dynamics are constrained or informed by an interconnection structure^[@CR16],[@CR25]^.

We will use the notion of stability radius to measure the fragility of the linear dynamic network ([1](#Equ1){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$r(A)=\{\parallel \Delta \parallel \,:\,\Delta \in {{\mathbb{C}}}^{n\times n}\,{\rm{and}}\,A+\Delta \,{\rm{is}}\,{\rm{unstable}}\},$$\end{document}$$where \|\|·\|\| denotes the Euclidean norm, and $\documentclass[12pt]{minimal}
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                \begin{document}$$A+\Delta $$\end{document}$ is unstable when at least one of its eigenvalues has a positive real part. Loosely speaking, the index $\documentclass[12pt]{minimal}
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                \begin{document}$$r(A)$$\end{document}$ quantifies the minimum size of an edge perturbation that renders the network unstable; thus, the smaller $\documentclass[12pt]{minimal}
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                \begin{document}$$r(A)$$\end{document}$ the more fragile the network to edge perturbations. Further, we use the following metric based on the controllability Gramian to quantify the responsiveness of the linear dynamic network ([1](#Equ1){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }\left(G\right)=\bar{\sigma }\left({\int }_{0}^{\infty }\,{e}^{At}B{B}^{\top }{e}^{{A}^{\top }t}dt\right),$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(\,\cdot \,)$$\end{document}$ denotes the average singular value of a matrix. We remark that $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$ is a direct measure of how the linear dynamic network ([1](#Equ1){ref-type=""}) responds to external inputs, and an indirect measure of the controllability degree of ([1](#Equ1){ref-type=""}). We refer the reader to the section Methods below and the Supplementary [Information](#MOESM1){ref-type="media"} for a detailed discussion of $\documentclass[12pt]{minimal}
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Tradeoff between fragility and responsiveness {#Sec4}
---------------------------------------------

The main result of this paper is to prove that networks that are responsive tend to be fragile. Besides its theoretical value in the fields of network science and control, our result constitutes an explanation of why several highly-optimized networks are fragile. To characterize a trade-off between fragility and responsiveness, consider the dynamic network modeled by Eq. ([1](#Equ1){ref-type=""}) and let 1/$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$ denote its fragility and responsiveness, as defined in ([2](#Equ2){ref-type=""}) and ([3](#Equ3){ref-type=""}), respectively. Our first result is the following inequality:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)\le \frac{{n}_{{\rm{c}}}}{n}(1+\frac{4\parallel A-{A}^{{\rm{\top }}}\parallel }{3\pi }\frac{1}{r(A)})\frac{1}{r(A)},$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$n$$\end{document}$ is the total number of nodes in the network and $\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{{\rm{c}}}$$\end{document}$ is the number of driver nodes. The bound in Eq. ([4](#Equ4){ref-type=""}) reveals a number of tradeoffs between the responsiveness of a network, its fragility, and the number of driver nodes. First, the fewer the driver nodes, the smaller the average singular value $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$ and, consequently, the less responsive the network (see Fig. [3(a)](#Fig3){ref-type="fig"}). Second, the term $\documentclass[12pt]{minimal}
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                \begin{document}$$\parallel A-{A}^{\top }\parallel $$\end{document}$ is a measure of the asymmetry of the network matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$A$$\end{document}$, and hence of its non-normality degree^[@CR26]^. Such a measure, which reduces to zero for networks with symmetric matrices, quantifies the transient amplification of the network dynamics when subject to external stimuli^[@CR26]^, and plays a fundamental role in determining the controllability degree of a network^[@CR27]--[@CR30]^. Assuming that $\documentclass[12pt]{minimal}
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                \begin{document}$$\parallel A-{A}^{\top }\parallel $$\end{document}$ remains bounded, the larger the stability radius $\documentclass[12pt]{minimal}
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                \begin{document}$$r(A)$$\end{document}$, the smaller the average singular value $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$, thus proving that robust networks with linear dynamics cannot be responsive (based on the adopted definitions of robustness and responsiveness and in an asymptotic sense; see Fig. [3(b)](#Fig3){ref-type="fig"}). Third, when the network dimension $\documentclass[12pt]{minimal}
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                \begin{document}$$n$$\end{document}$ grows and the number of driver nodes $\documentclass[12pt]{minimal}
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                \begin{document}$$\parallel A-{A}^{\top }\parallel $$\end{document}$ remains bounded (see below), either the network becomes less responsive ($\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$ decreases) or more fragile ($\documentclass[12pt]{minimal}
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                \begin{document}$$r(A)$$\end{document}$ decreases) (see Fig. [3(b,c)](#Fig3){ref-type="fig"}). The latter tradeoff between responsiveness and fragility as the network size increases becomes evident (i) when the network matrix *A* is symmetric, in which case, ([4](#Equ4){ref-type=""}) simplifies to$$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)\le \frac{{n}_{{\rm{c}}}}{n}\frac{1}{r(A)},$$\end{document}$$and (ii) for networks with bounded weighted in- and out-degrees (see Fig. [3](#Fig3){ref-type="fig"}).Figure 3This figure illustrates the tradeoff between fragility and responsiveness described in ([4](#Equ4){ref-type=""}) in synthetic networks with bounded weighted in- and out-degree. Panel (a) shows the linear relationship between $\documentclass[12pt]{minimal}
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                \begin{document}$$n=100$$\end{document}$, consider a randomly generated regular graph with in- and out-degrees equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$. Panels (b,c) describe the tradeoff expressed by ([4](#Equ4){ref-type=""}) when $\documentclass[12pt]{minimal}
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                \begin{document}$$n\in \{20,40,60,100\}$$\end{document}$, we randonly construct 100 network matrices with edge weights between 0 and 1 and in- and out-degrees equal to 6 (each matrix is stabilized by adding negative constants to the diagonal weights). Finally, panel (c) shows two cases where either $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$ remains constant (red dots in (c) and red dashed line in (b), and blue dots in (c) and blue dashed line in (b)), as *n* increases from 20 to 100.

In the case when the network matrix *A* is diagonalizable, we have the following second inequality$$\documentclass[12pt]{minimal}
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                \begin{document}$$\kappa (V)$$\end{document}$ denotes the 2-norm condition number of the eigenvector matrix $\documentclass[12pt]{minimal}
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Together, Eqs. ([6](#Equ6){ref-type=""}) and ([7](#Equ7){ref-type=""}) explain how different algebraic and geometric properties of the linear dynamic network ([1](#Equ1){ref-type=""}) influence its responsiveness versus fragility trade-off. In particular, increasing the stability margin $\documentclass[12pt]{minimal}
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Symmetric networks, and more generally networks with *normal* adjacency matrices (a network is normal if $\documentclass[12pt]{minimal}
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Fragility and responsiveness in synthetic and real networks {#Sec5}
-----------------------------------------------------------

In this section we validate the theoretical bounds presented in the previous section on synthetic and real network systems.
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In Fig. [4(a,b)](#Fig4){ref-type="fig"} we illustrate the fragility versus responsiveness tradeoff for synthetic networks with matrices $\documentclass[12pt]{minimal}
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Finally, we consider three classes of networks arising in the study of ecological, neuronal, and traffic systems. In Fig. [5(a)](#Fig5){ref-type="fig"} we show the fragility vs responsiveness tradeoff for a set of ecological networks generated by a community-level optimization algorithm^[@CR33]^, which iteratively modifies the trophic interactions between species to increase the total abundance of the species. We observe that, as the algorithm progresses, the generated networks become more responsive, thus leading to larger concentrations of the species, yet more fragile. In Fig. [5(b)](#Fig5){ref-type="fig"}, we consider a set of neuronal networks obtained through an optimization algorithm^[@CR34]^ that generates networks capable of modeling effective transmission of information between neurons. Such algorithm starts from an unstable (infinitively responsive) neuronal network, and aims to obtain a network with increased robustness while maintaining an elevated level of responsiveness. As can be seen from the figure, as the algorithm progresses, the generated networks tend to be more robust yet less responsive. Lastly, in Fig. [5(c)](#Fig5){ref-type="fig"} we consider networks arising from the linearization of the nonlinear dynamics describing platoons of vehicles at equilibrium, where all vehicles are equally spaced and travel with constant velocity $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$ imposed by the leader vehicle (see Supplementary [Information](#MOESM1){ref-type="media"} for more details). Depending on the velocity $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$, these linearized networks feature different fragility and responsiveness properties. In particular, Fig. [5(c)](#Fig5){ref-type="fig"} shows that fragility and responsiveness are proportionally related, and that they both increase as $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$ grows. This finding is consistent with the empirical evidence that perturbations to the motions of platoons moving with higher velocities are more likely to generate larger traffic waves^[@CR8]^.Figure 5This figure shows the fragility versus responsiveness tradeoff for networks modeling ecological (a), neuronal (b), and traffic (c) systems, respectively. As predicted by our analysis, in all cases fragility (1/$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$) are directly related, and this tradeoff is regulated by relevant network parameters (color coded; see Supplementary [Information](#MOESM1){ref-type="media"} for a detailed description of these networks). Panel (a) analyzes  ecological networks obtained through the iterative Community-level Optimization algorithm applied to an ecological model^[@CR33]^. Each network has $\documentclass[12pt]{minimal}
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                \begin{document}$$n=40$$\end{document}$ nodes, and is obtained at different iterations of the algorithm (color coded). Panel (b) analyzes  neuronal networks with $\documentclass[12pt]{minimal}
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                \begin{document}$$n=100$$\end{document}$ nodes generated by an iterative algorithm^[@CR34]^ (algorithm iterations are color coded). Finally, panel (c) analyzes networks corresponding to the linearization of the dynamics of a platoon of $\documentclass[12pt]{minimal}
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                \begin{document}$$n=101$$\end{document}$ vehicles (one leader, 100 followers, different velocities are color coded).

Discussion {#Sec6}
==========

In this paper we show that an inherent tradeoff exists in linear dynamic networks, which forces efficient and highly optimized networks to be fragile to perturbation of the edge weights. In particular, we measure responsiveness of a network through the eigenvalues of the controllability Gramian, which describe how external stimuli are propagated through the network, and quantify the ability of a network to be manipulated from benign controls, to adapt in response to external excitation, and to easily transmit signals across different network locations. Our notion of fragility, instead, is determined by the eigenvalues and eigenvectors of the network matrix, and quantifies the ability of a network to maintain a stable behavior in the face of changes in the network structure and weights. As we show in the paper, the notions of network responsiveness and fragility are rigorous and general, so as to allow for the derivation of a probably correct tradeoff between fragility and responsiveness and, at the same time, to remain applicable to a broad class of natural and man-made dynamic networks.

Some methodological considerations are in order. First, the bounds presented in this paper, particularly Eq. ([4](#Equ4){ref-type=""}), provide a qualitative characterization of the tradeoff between fragility and responsiveness in network systems. We remark that tighter quantitative bounds can be obtained at the expenses of a more involved technical notation by following the analysis described in the Supplementary [Information](#MOESM1){ref-type="media"}. Second, our results have been derived under the assumption of linearity of the network dynamics. While this assumption is commonly and broadly used to study dynamic network systems, it is well-recognized that real-world network systems are better described by nonlinear dynamical models. Thus, our results need to be considered valid for networks with linear dynamics, or around the equilibrium points of nonlinear network processes. The development of theories and tools to study fragility and responsiveness of networks with nonlinear dynamics remains an ongoing research direction. Third and finally, although we have presented our results for networks with continuous-time dynamics, analogous results can be derived for discrete-time network systems by appropriately modifying the notions of fragility and controllability Gramian (see Supplementary [Information](#MOESM1){ref-type="media"}). For instance, Fig. [6](#Fig6){ref-type="fig"} shows the fragility vs responsiveness tradeoff for a discrete-time network obtained by discretization of the standard first-order wave equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial }{\partial t}u(t,x)=\frac{\partial }{\partial x}u(t,x).$$\end{document}$$Figure 6Panel (a) shows  the fragility versus responsiveness tradeoff for discrete-time networks obtained through the discretization of the partial differential equation $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial }{\partial t}u(t,x)=\frac{\partial }{\partial x}u(t,x)$$\end{document}$, with $\documentclass[12pt]{minimal}
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                \begin{document}$$t\ge 0$$\end{document}$. We applied a space-time discretization on a regular Δ*x*-Δ*t* grid, with $\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta t=\delta \Delta x$$\end{document}$ (see the Supplementary [Information](#MOESM1){ref-type="media"} for further details). The value of *δ* ranges from 0.1 to 0.7, and it is color coded. This figure shows that the discussed fragility vs responsiveness tradeoff applies also to discrete-time networks. Panel (b) shows  the condition number of the network matrix, as a function of the discretization parameter *δ*. As can be seen, the smaller *δ*, the larger the non-normality and fragility degrees of the network.

By varying the discretization parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta =\frac{\Delta t}{\Delta x}$$\end{document}$, the obtained discretized networks feature different fragility and responsiveness properties. Figure [6(a)](#Fig6){ref-type="fig"} shows the tradeoff between network fragility and responsiveness for different values of *δ*. Similarly, Fig. [6(b)](#Fig6){ref-type="fig"} shows that the obtained discretized networks feature higher non-normality degrees as the parameter *δ* decreases.

Methods {#Sec7}
=======

Stability and fragility of network systems {#Sec8}
------------------------------------------

The linear dynamic network in Eq. ([1](#Equ1){ref-type=""}) is stable if, in the absence of inputs, all the state trajectories converge to the zero state, and it is unstable if there exists a state trajectory that diverges to infinity. Stability depends on the eigenvalues of the matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$A$$\end{document}$: precisely, the linear dynamic network ([1](#Equ1){ref-type=""}) is stable if and only if all the eigenvalues of $\documentclass[12pt]{minimal}
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                \begin{document}$$A$$\end{document}$ have negative real parts.

Linear dynamic networks often result from the small signal linearization around a desired equilibrium point of more realistic nonlinear dynamic networks. When the linearized network is unstable, arbitrarily small perturbations of the state $\documentclass[12pt]{minimal}
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                \begin{document}$$u(t)$$\end{document}$) may result in increasingly large state trajectories, forcing the original nonlinear network system to depart from the desired equilibrium towards different, and possibly undesired, limiting configurations (see Fig. [2(a)](#Fig2){ref-type="fig"}). On the other hand, stability of ([1](#Equ1){ref-type=""}) ensures a certain degree of robustness of the stable behavior against parameter variations. This degree of robustness can be quantified by the size of the smallest matrix Δ such that the perturbed matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$A+\Delta $$\end{document}$ is unstable. Formally, if$$\documentclass[12pt]{minimal}
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                \begin{document}$$r(A):\,=\,{\rm{\min }}\,\{\parallel \Delta \parallel \,:\,\Delta \,{\rm{such}}\,{\rm{that}}\,A+\Delta \,{\rm{is}}\,{\rm{unstable}}\},$$\end{document}$$denotes the stability radius of *A*, then the network is *fragile* when $\documentclass[12pt]{minimal}
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                \begin{document}$$r(A)$$\end{document}$ is small, and it is robust otherwise. Figure [2(c)](#Fig2){ref-type="fig"} shows the behavior of a robust network, where a small variation of the network matrix preserves stability so that the equilibrium configuration exhibits only a small change after the perturbation. Instead, Fig. [2(d)](#Fig2){ref-type="fig"} shows the behavior of a fragile network, where a small perturbation destabilizes the linearized network and induces a large variation in the equilibrium configuration of the original nonlinear network. This behavior is typical of large ecological systems^[@CR4]^, as illustrated numerically in Fig. [1](#Fig1){ref-type="fig"}.

Responsiveness and controllability of networks {#Sec9}
----------------------------------------------

Responsiveness describes the ability to influence the state of a network by acting on the inputs. This property can be made more precise by specifying three cases, namely the degree of controllability, the effect of noisy inputs, and the size of the response to impulsive inputs. In all of these cases the notion of controllability Gramian plays an essential role. The controllability Gramian is defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$G:={\int }_{0}^{\infty }\,{e}^{At}B{B}^{\top }{e}^{{A}^{\top }t}dt.$$\end{document}$$

A network is controllable if it is possible to drive its state from the zero equilibrium state to any final target state $\documentclass[12pt]{minimal}
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                \begin{document}$${x}_{f}$$\end{document}$ by a suitable choice of the input signal $\documentclass[12pt]{minimal}
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                \begin{document}$$u(t)$$\end{document}$. It is well known that a network is controllable if and only if the Gramian is invertible^[@CR32]^. Moreover, the minimum energy of the input to drive the state to $\documentclass[12pt]{minimal}
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                \begin{document}$${x}_{f}^{\top }{G}^{-1}{x}_{f}$$\end{document}$ (see Supplementary [Information](#MOESM1){ref-type="media"}). From these arguments we can argue that a network is difficult to control when such energy is large, that is, when *G*^−1^ is "large". Because of the inequality $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{tr}}({G}^{-1})$$\end{document}$ (see Supplementary [Information](#MOESM1){ref-type="media"}), a network is difficult to control if $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$ is small.
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                \begin{document}$$u(t)$$\end{document}$ in Eq. ([1](#Equ1){ref-type=""}) is white noise with covariance matrix equal to the identity matrix, then $\documentclass[12pt]{minimal}
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                \begin{document}$$x(t)$$\end{document}$ is a stationary random process whose covariance matrix coincides with the Gramian^[@CR35]^. In this context the Gramian quantifies the amplification of the noise that results from the network dynamics. Depending on the different situations, a large amplification can yield either negative or positive effects. On the one hand, it could produce undesirable fluctuations, as for instance high volatility in certain economic networks^[@CR36],[@CR37]^ or congestions in traffic dynamics^[@CR38]^. On the other hand, large fluctuations allow a network to explore the state space in search for more efficient configurations in both natural and in artificial optimization processes. For instance noise plays a crucial role in stochastic optimization algorithms, including randomized search, evolutionary algorithms, simulated annealing and genetic algorithms^[@CR39]^. In decision making, noise is of critical importance to find the right balance between the random exploration phase, which allows to learn the environment, and the exploitation phase, in which the best choice is taken based on the available information^[@CR40]^, \[Chapter 10\]. Furthermore, models of natural evolution based on a similar paradigm have been proposed (see the models based on optimization over fitness, evolutionary, or adaptive lanscapes^[@CR41],[@CR42]^).

Finally the Gramian can be used to describe the size of the response of a network in reaction to impulsive inputs, where a large Gramian implies the existence of high energy responses. This property has been used, for instance, to characterize the ability of a neuronal network to produce large transients dynamics for the generation of complex movements^[@CR34],[@CR43]^, and to measure the ability of a neuronal network to facilitate short term memory by increasing persistence of neuronal activity^[@CR44]--[@CR46]^.

The above discussion motivates the advantages of having responsive dynamic networks. Different functions of the singular values $\documentclass[12pt]{minimal}
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                \begin{document}$${\sigma }_{i}(G)$$\end{document}$ of the Gramian *G* can be used to quantify the responsiveness of a network (see Supplementary [Information](#MOESM1){ref-type="media"}). In this paper we use the average singular value$$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)=\frac{1}{n}\,\mathop{\sum }\limits_{i=1}^{n}\,{\sigma }_{i}(G)$$\end{document}$$as the metric for the network responsiveness, so that responsive networks are characterized by large values of $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\sigma }(G)$$\end{document}$.
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