We prove the existence of small amplitude quasi-periodic solutions for quasi-linear and fully nonlinear forced perturbations of the linear Airy equation. For Hamiltonian or reversible nonlinearities we also prove their linear stability. The key analysis concerns the reducibility of the linearized operator at an approximate solution, which provides a sharp asymptotic expansion of its eigenvalues. For quasi-linear perturbations this cannot be directly obtained by a KAM iteration. Hence we first perform a regularization procedure, which conjugates the linearized operator to an operator with constant coefficients plus a bounded remainder. These transformations are obtained by changes of variables induced by diffeomorphisms of the torus and pseudo-differential operators. At this point we implement a Nash-Moser iteration (with second order Melnikov non-resonance conditions) which completes the reduction to constant coefficients.
Introduction
A challenging and open question in the theory of quasi-periodic motions for PDEs concerns its possible extension to quasi-linear and fully nonlinear equations, namely PDEs whose nonlinearities contain derivatives of the same order as the linear operator. Besides its mathematical interest, this question is also relevant in view of applications to physical real world nonlinear models, for example in fluid dynamics and elasticity.
The goal of this paper is to make the first step in this direction, developing a KAM theory for quasiperiodically forced perturbations of the linear Airy equation u t + u xxx + εf (ωt, x, u, u x , u xx , u xxx ) = 0 , x ∈ T := R/2πZ .
(1.1)
is doubtful, see [27] , [16] , [35] , because of the possible phenomenon of formation of singularities outlined in Lax [33] , Klainerman and Majda [28] . For example, Kappeler-Pöschel [27] (remark 3, page 19) wrote: "It would be interesting to obtain perturbation results which also include terms of higher order, at least in the region where the KdV approximation is valid. However, results of this type are still out of reach, if true at all". The study of this important issue is at its first steps.
For quasi-linear and fully nonlinear PDEs, the literature concerns, so far, only existence of periodic solutions. We quote the classical bifurcation results of Rabinowitz [40] for fully nonlinear forced wave equations with a small dissipation term. More recently, Baldi [1] proved existence of periodic forced vibrations for quasi-linear Kirchhoff equations. Here the quasi-linear perturbation term depends explicitly only on time. Both these results are proved via Nash-Moser methods.
For the water waves equations, which are a fully nonlinear PDE, we mention the pioneering work of Iooss-Plotnikov-Toland [24] about existence of time periodic standing waves, and of Iooss-Plotnikov [25] , [26] for 3-dimensional traveling water waves. The key idea is to use diffeomorphisms of the torus T 2 and pseudo-differential operators, in order to conjugate the linearized operator to one with constant coefficients plus a sufficiently smoothing remainder. This is enough to invert the whole linearized operator by Neumann series. Very recently Baldi [2] has further developed the techniques of [24] , proving the existence of periodic solutions for fully nonlinear autonomous, reversible Benjamin-Ono equations.
These approaches do not imply the linear stability of the solutions and, unfortunately, they do not work for quasi-periodic solutions, because stronger small divisors difficulties arise, see the comment 5 below.
We finally mention that, for quasi-linear Klein-Gordon equations on spheres, Delort [18] has proved long time existence results via Birkhoff normal form methods.
The key analysis of the present paper concerns the linearized operator (1.16) obtained at any step of the Nash-Moser iteration. Its reduction to constant coefficients can not be obtained by the KAM schemes [30] , [27] , [35] . The reason is that the perturbation in (1.1) is unbounded of order three (i.e. O(∂ xxx )) and the homological equation (solved by the Kuksin lemma) gains only two space derivatives (thanks to the cubic dispersion relation of KdV). Therefore the scheme does not converge. Our idea is to perform, before starting with the KAM iteration, some preliminary transformations which decrease the ∂ x -order of the perturbation, but not its size. We use changes of variables, like quasi-periodic time-dependent diffeomorphisms of the space variable x, a quasi-periodic reparametrization of time, multiplication operators and Fourier multipliers, which reduce the linearized operator to constant coefficients up to a bounded remainder, see (1.24). These transformations, which are inspired by [2] , [24] , are very different from the usual KAM transformations. At this point, we start a KAM reducibility schemeà la Eliasson-Kuksin which reduces the size of the perturbation quadratically, and completely diagonalizes the linearized operator (actually, since we work with finite differentiability, we implement a Nash-Moser scheme). For reversible or Hamiltonian perturbations we get that the eigenvalues of this diagonal operator are purely imaginary, i.e. we prove the linear stability. In section 1.2 we present the main ideas of the proof.
Main results
We consider problem (1.1) where ε > 0 is a small parameter, the nonlinearity is quasi-periodic in time with diophantine frequency vector 2) and f (ϕ, x, z), ϕ ∈ T ν , z := (z 0 , z 1 , z 2 , z 3 ) ∈ R 4 , is a finitely many times differentiable function, namely f ∈ C q (T ν × T × R 4 ; R) (1. 3) for some q ∈ N large enough. For simplicity we fix in (1.2) the diophantine exponent τ 0 := ν. The only "external" parameter in (1.1) is λ, which is the length of the frequency vector (this corresponds to a time scaling). We consider the following questions:
• For ε small enough, do there exist quasi-periodic solutions of (1.1) for positive measure sets of λ ∈ Λ?
• Are these solutions linearly stable?
Clearly, if f (ϕ, x, 0) is not identically zero, then u = 0 is not a solution of (1.1) for ε = 0. Thus we look for non-trivial (2π) ν+1 -periodic solutions u(ϕ, x) of the Airy equation ω · ∂ ϕ u + u xxx + εf (ϕ, x, u, u x , u xx , u xxx ) = 0 (1. 4) in the Sobolev space From now on, we fix s 0 := (ν + 2)/2 > (ν + 1)/2, so that for all s ≥ s 0 the Sobolev space H s is a Banach algebra, and it is continuously embedded H s (T ν+1 ) → C(T ν+1 ).
We need some assumptions on the perturbation f (ϕ, x, u, u x , u xx , u xxx ). We suppose that
• Type (F). The fully nonlinear perturbation has the form f (ϕ, x, u, u x , u xxx ), (1. 6) namely it is independent of u xx (note that the dependence on u xxx may be nonlinear). Otherwise, we require that
• Type (Q). The perturbation is quasi-linear, namely f = f 0 (ϕ, x, u, u x , u xx ) + f 1 (ϕ, x, u, u x , u xx )u xxx is affine in u xxx , and it satisfies (naming the variables z 0 = u, z 1 = u x , z 2 = u xx , z 3 = u xxx )
for some function α(ϕ) (independent on x).
The Hamiltonian nonlinearities in (1.11) satisfy the above assumption (Q), see remark 3.2. In comment 3 after Theorem 1.5 we explain the reason for assuming either condition (F) or (Q). The following theorem is an existence result of quasi-periodic solutions.
Theorem 1.1. (Existence) There exist s := s(ν) > 0, q := q(ν) ∈ N, such that: For every quasi-linear nonlinearity f ∈ C q of the form f = ∂ x g(ωt, x, u, u x , u xx ) (1. 8) satisfying the (Q)-condition (1.7), for all ε ∈ (0, ε 0 ), where ε 0 := ε 0 (f, ν) is small enough, there exists a Cantor set C ε ⊂ Λ of asymptotically full Lebesgue measure, i.e.
|C ε | → 1 as ε → 0, (1.9)
such that ∀λ ∈ C ε the perturbed equation (1.4) has a solution u(ε, λ) ∈ H s with u(ε, λ) s → 0 as ε → 0.
We may ensure the linear stability of the solutions requiring further conditions on the nonlinearity, see Theorem 1.5 for the precise statement. The first case is that of Hamiltonian equations u t = ∂ x ∇ L 2 H(t, x, u, u x ) , H(t, x, u, u x ) := T u 2 x 2 + εF (ωt, x, u, u x ) dx (1. 10) which have the form (1.1), (1.8) with f (ϕ, x, u, u x , u xx , u xxx ) = −∂ x (∂ z0 F )(ϕ, x, u, u x ) + ∂ xx (∂ z1 F )(ϕ, x, u, u x ) .
(1.11)
The phase space of (1.10) is x u is the periodic primitive of u with zero average, see (3.19) . As proved in remark 3.2, the Hamiltonian nonlinearity f in (1.11) satisfies also the (Q)-condition (1.7). As a consequence, Theorem 1.1 implies the existence of quasi-periodic solutions of (1.10). In addition, we also prove their linear stability. The stability of the quasi-periodic solutions also follows by the reversibility condition f (−ϕ, −x, z 0 , −z 1 , z 2 , −z 3 ) = −f (ϕ, x, z 0 , z 1 , z 2 , z 3 ).
(1. 13) Actually (1.13) implies that the infinite-dimensional non-autonomous dynamical system u t = V (t, u), V (t, u) := −u xxx − εf (ωt, x, u, u x , u xx , u xxx )
is reversible with respect to the involution S : u(x) → u(−x), S 2 = I,
In this case it is natural to look for "reversible" solutions of (1.4), that is
(1.14)
Theorem 1.3. (Reversible case) There exist s := s(ν) > 0, q := q(ν) ∈ N, such that: For every nonlinearity f ∈ C q that satisfies (i) the reversibility condition (1.13), and (ii) either the (F)-condition (1.6) or the (Q)-condition (1.7), for all ε ∈ (0, ε 0 ), where ε 0 := ε 0 (f, ν) is small enough, there exists a Cantor set C ε ⊂ Λ with Lebesgue measure satisfying (1.9), such that for all λ ∈ C ε the perturbed Airy equation (1.4) has a solution u(ε, λ) ∈ H s that satisfies (1.14), with u(ε, λ) s → 0 as ε → 0. In addition, u(ε, λ) is linearly stable.
Let us make some comments on the results.
1. The quasi-periodic solutions of Theorem 1.1 could be unstable because the nonlinearity f has no special structure and some eigenvalues of the linearized operator at the solutions could have non zero real part (partially hyperbolic tori). In any case, we reduce to constant coefficients the linearized operator (Theorem 1.4) and we may compute its eigenvalues (i.e. Lyapunov exponents) with any order of accuracy. With further conditions on the nonlinearity-like reversibility or in the Hamiltonian case-the eigenvalues are purely imaginary, and the torus is linearly stable. The present situation is very different with respect to [17] , [12] - [15] , [7] - [8] and also [24] - [26] , [2] , where the lack of stability information is due to the fact that the linearized equation has variable coefficients.
2. One cannot expect the existence of quasi-periodic solutions of (1.4) for any perturbation f . Actually, if f = m = 0 is a constant, then, integrating (1.4) in (ϕ, x) we find the contradiction εm = 0. This is a consequence of the fact that
is non trivial. Both the condition (1.8) (which is satisfied by the Hamiltonian nonlinearities) and the reversibility condition (1.13) allow to overcome this obstruction, working in a space of functions with zero average. The degeneracy (1.15) also reflects in the fact that the solutions of (1.4) appear as a 1-dimensional family c + u c (ε, λ) parametrized by the "average" c ∈ R. We could also avoid this degeneracy by adding a "mass" term +mu in (1.1), but it does not seem to have physical meaning.
3. In Theorem 1.1 we have not considered the case in which f is fully nonlinear and satisfies condition (F) in (1.6), because any nonlinearity of the form (1.8) is automatically quasi-linear (and so the first condition in (1.7) holds) and (1.6) trivially implies the second condition in (1.7) with α(ϕ) = 0.
4. The solutions u ∈ H s have the same regularity in both variables (ϕ, x). This functional setting is convenient when using changes of variables that mix the time and space variables, like the composition operators A, T in sections 3.1, 3.4, 5. In the Hamiltonian case (1.10), the nonlinearity f in (1.11) satisfies the reversibility condition (1. 13) if and only if
Theorems 1.1-1.3 are based on a Nash-Moser iterative scheme. An essential ingredient in the proof-which also implies the linear stability of the quasi-periodic solutions-is the reducibility of the linear operator
(1. 16) obtained by linearizing (1.4) at any approximate (or exact) solution u, where the coefficients a i (ϕ, x) are defined in (3.2). Let H Theorem 1.4. (Reducibility) There existσ > 0, q ∈ N, depending on ν, such that: For every nonlinearity f ∈ C q that satisfies the hypotheses of Theorems 1.1 or 1.3, for all ε ∈ (0, ε 0 ), where ε 0 := ε 0 (f, ν) is small enough, for all u in the ball u s0+σ ≤ 1, there exists a Cantor like set Λ ∞ (u) ⊂ Λ such that, for all λ ∈ Λ ∞ (u): i) for all s ∈ (s 0 , q −σ), if u s+σ < +∞ then there exist linear invertible bounded operators W 1 , W 2 :
where
ii) For each ϕ ∈ T ν the operators W i are also bounded linear bijections of H s x (see notation (2.18))
x is a solution of the quasi-periodically forced linear equation
if and only if the transformed curve
is a solution of the constant coefficients dynamical system
(1.20)
In the reversible or Hamiltonian case all the µ j ∈ iR are purely imaginary.
The operator W 1 differs from W 2 (see (4.72)) only for the multiplication by the function ρ in (3.26) which comes from the re-parametrization of time of section 3.2. As explained in section 2.2 this does not affect the dynamical consequence of Theorem 1.4-ii).
The exponents µ j can be effectively computed. All the solutions of (1.20) are
If the µ j are purely imaginary-as in the reversible or the Hamiltonian cases-all the solutions of (1.20) are almost periodic in time (in general) and the Sobolev norm
is constant in time. As a consequence we have:
Theorem 1.5. (Linear stability) Assume the hypothesis of Theorem 1. 4 and, in addition, that f is Hamiltonian (see (1.11)) or it satisfies the reversibility condition (1.13). Then, ∀s ∈ (s 0 , q −σ − s 0 ),
and, for some a ∈ (0, 1),
(1.23) Theorems 1.1-1.5 are proved in section 5.1 collecting all the informations of sections 2-5.
Ideas of the proof
The proof of Theorems 1.1-1.3 is based on a Nash-Moser iterative scheme in the scale of Sobolev spaces H s . The main issue concerns the invertibility of the linearized operator L in (1.16), at each step of the iteration, and the proof of the tame estimates (5.7) for its right inverse. This information is obtained in Theorem 4.3 by conjugating L to constant coefficients. This is also the key which implies the stability results for the Hamiltonian and reversible nonlinearities, see Theorems 1.4-1. 5 .
We now explain the main ideas of the reducibility scheme. The term of L that produces the strongest perturbative effects to the spectrum (and eigenfunctions) is a 3 (ϕ, x)∂ xxx , and, then a 2 (ϕ, x)∂ xx . The usual KAM transformations are not able to deal with these terms because they are "too close" to the identity. Our strategy is the following. First, we conjugate the operator L in (1.16) to a constant coefficients third order differential operator plus a zero order remainder
(1.24) (see (3.55)), via changes of variables induced by diffeomorphisms of the torus, a reparametrization of time, and pseudo-differential operators. This is the goal of section 3. All these transformations could be composed into one map, but we find it more convenient to split the regularization procedure into separate steps (sections 3.1-3.5), both to highlight the basic ideas, and, especially, in order to derive estimates on the coefficients in section 3.6. Let us make some comments on this procedure.
1. In order to eliminate the space variable dependence of the highest order perturbation a 3 (ϕ, x)∂ xxx (see (3.20) ) we use, in section 3.1, ϕ-dependent changes of variables of the form (Ah)(ϕ, x) := h(ϕ, x + β(ϕ, x)) .
These transformations converge pointwise to the identity if β → 0 but not in operatorial norm. If β is odd, A preserves the reversible structure, see remark 3.4. On the other hand for the Hamiltonian equation (1.10) we use the modified transformation
This map is canonical, for each ϕ ∈ T ν , with respect to the KdV-symplectic form (1.12), see remark 3.3. Thus (1.25) preserves the Hamiltonian structure and also eliminates the term of order ∂ xx , see remark 3.5.
2. In the second step of section 3.2 we eliminate the time dependence of the coefficients of the highest order spatial derivative operator ∂ xxx by a quasi-periodic time re-parametrization. This procedure preserves the reversible and the Hamiltonian structure, see remark 3.6 and 3.7.
3. Assumptions (Q) (see (1.7)) or (F) (see (1.6)) allow to eliminate terms like a(ϕ, x)∂ xx along this reduction procedure, see (3.41) . This is possible, by a conjugation with multiplication operators (see (3.34) 
If (F) holds, then the coefficient a 2 (ϕ, x) = 0 and (1.26) is satisfied. If (Q) holds, then an easy computation shows that a 2 (ϕ, x) = α(ϕ) ∂ x a 3 (ϕ, x) (using the explicit expression of the coefficients in (3.2)), and so
In both cases (Q) and (F), condition (1.26) is satisfied.
In the Hamiltonian case there is no need of this step because the symplectic transformation (1.25) also eliminates the term of order ∂ xx , see remark 3.7.
We note that without assumptions (Q) or (F) we may always reduce L to a time dependent operator with a(ϕ)∂ xx . If a(ϕ) were a constant, then this term would even simplify the analysis, killing the small divisors. The pathological situation that we avoid by assuming (Q) or (F) is when a(ϕ) changes sign. In such a case, this term acts as a friction when a(ϕ) < 0 and as an amplifier when a(ϕ) > 0.
4. In sections 3.4-3.5, we are finally able to conjugate the linear operator to another one with a coefficient in front of ∂ x which is constant, i.e. obtaining (1.24). In this step we use a transformation of the form I + w(ϕ, x)∂ −1
x , see (3.49) . In the Hamiltonian case we use the symplectic map e π0w(ϕ,x)∂ −1
x , see remark 3.13.
5. We can iterate the regularization procedure at any finite order k = 0, 1, . . ., conjugating L to an operator of the form D + R, where
has constant coefficients, and the rest R is arbitrarily regularizing in space, namely
However, one cannot iterate this regularization infinitely many times, because it is not a quadratic scheme, and therefore, because of the small divisors, it does not converge. This regularization procedure is sufficient to prove the invertibility of L, giving tame estimates for the inverse, in the periodic case, but it does not work for quasi-periodic solutions. The reason is the following. In order to use Neumann series, one needs that
x is bounded. In the region where the eigenvalues (iω · l + D j ) of D are small, space and time derivatives are related, |ω·l| ∼ |j| 3 , where l is the Fourier index of time, j is that of space, and D j = −im 3 j 3 +im 1 j+. . . are the eigenvalues of D. Imposing the first order Melnikov conditions
In the periodic case, ω ∈ R, l ∈ Z, |ω · l| = |ω||l|, and this determines the order of regularization that is required by the procedure: k ≥ 3τ . In the quasi-periodic case, instead, |l| is not controlled by |ω · l|, and the argument fails.
Once (1.24) has been obtained, we implement a quadratic reducibility KAM scheme to diagonalize L 5 , namely to conjugate L 5 to the diagonal operator L ∞ in (1.17). Since we work with finite regularity, we perform a Nash-Moser smoothing regularization (time-Fourier truncation). We use standard KAM transformations, in order to decrease, quadratically at each step, the size of the perturbation R, see section 4.1.1. This iterative scheme converges (Theorem 4.2) because the initial remainder R 0 is a bounded operator (of the space variable x), and this property is preserved along the iteration. This is the reason for performing the regularization procedure of sections 3.1-3.5. The second order Melnikov non-resonance conditions required by the reducibility scheme (see (4.17) ), are verified thanks to the good control of the eigenvalues
We underline that the goal of the Töplitz-Lipschitz [19] , [21] , [23] and quasi-Töplitz property [39] , [10] , [11] , [38] is precisely to provide an asymptotic expansion of the perturbed eigenvalues sharp enough to verify the the second order Melnikov conditions.
Note that the above eigenvalues µ j could be not purely imaginary, i.e. r j could have a non-zero real part which depends on the nonlinearity (unlike the reversible or Hamiltonian case, where r j ∈ iR). In such a case, the invariant torus could be (partially) hyperbolic. Since we do not control the real part of r j (i.e. the hyperbolicity may vanish), we perform the measure estimates proving the diophantine lower bounds of the imaginary part of the small divisors.
The final comment concerns the dynamical consequences of Theorem 1.4-ii). All the above transformations (both the changes of variables of sections 3.1-3.5 as well as the KAM matrices of the reducibility scheme) are time-dependent quasi-periodic maps of the phase space (of functions of x only), see section 2.2. It is thanks to this "Töplitz-in-time" structure that the linear equation (1. 19 ) is transformed into the dynamical system (1.20) as explained in section 2.2. Note that in [24] (and also [15] , [7] , [8] ) the analogous transformations have not this Töplitz-in-time structure and stability informations are not obtained.
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Functional setting
For a function f : Λ o → E, λ → f (λ), where (E, E ) is a Banach space and Λ o is a subset of R, we define the sup-norm and the Lipschitz semi-norm
and, for γ > 0, the Lipschitz norm
for some constant C(s). For s = s 0 := (ν + 2)/2 we only write a b. More in general the notation a b means a ≤ Cb where the constant C may depend on the data of the problem, namely the nonlinearity f , the number ν of frequencies, the diophantine vectorω, the diophantine exponent τ > 0 in the non-resonance conditions in (4.6). Also the small constants δ in the sequel depend on the data of the problem.
Matrices with off-diagonal decay
Let b ∈ N and consider the exponential basis
We now define the s-norm (introduced in [7] ) of an infinite dimensional matrix.
Definition 2.1. The s-decay norm of an infinite dimensional matrix A :
For parameter dependent matrices A := A(λ), λ ∈ Λ o ⊆ R, the definitions (2.1) and (2.2) become
Clearly, the matrix decay norm (2.3) is increasing with respect to the index s, namely
The s-norm is designed to estimate the polynomial off-diagonal decay of matrices, actually it implies
and, on the diagonal elements,
We now list some properties of the matrix decay norm proved in [7] . 
The s-norm satisfies classical algebra and interpolation inequalities.
In particular, the algebra property holds
If A = A(λ) and B = B(λ) depend in a Lipschitz way on the parameter λ ∈ Λ o ⊂ R, then
For all n ≥ 1, using (2.8) with s = s 0 , we get
and
Moreover (2.10) implies that (2.11) also holds for Lipschitz norms | | Lip(γ) s . The s-decay norm controls the Sobolev norm, also for Lipschitz families:
. (2.12) Lemma 2.3. Let Φ = I + Ψ with Ψ := Ψ(λ), depending in a Lipschitz way on the parameter
Proof. Estimates (2.13) follow by Neumann series and (2.11). To prove (2.14), observe that
and use (2.7), (2.13).
Töplitz-in-time matrices
Let now b := ν + 1 and
An important sub-algebra of matrices is formed by the matrices Töplitz in time defined by
These matrices are identified with the ϕ-dependent family of operators
which act on functions of the x-variable as
We still denote by |A(ϕ)| s the s-decay norm of the matrix in (2.17).
Lemma 2.4. Let A be a Töplitz matrix as in (2.15), and s 0 := (ν + 2)/2 (as defined above). Then
Proof. For all ϕ ∈ T ν we have
whence the lemma follows.
Given N ∈ N, we define the smoothing operator Π N as
where in the second inequality A := A(λ) is a Lipschitz family λ ∈ Λ.
Dynamical reducibility
All the transformations that we construct in sections 3 and 4 act on functions u(ϕ, x) (of time and space). They can also be seen as: This observation allows to interpret the conjugacy procedure from a dynamical point of view.
Consider a quasi-periodic linear dynamical system
We want to describe how (2.21) changes under the action of a transformation of type (a) or (b). Let A(ωt) be of type (a), and let u = A(ωt)v. Then (2.21) is transformed into the linear system
The transformation A(ωt) may be regarded to act on functions u(ϕ, x) as
and one can check that (
transforms under the action ofÃ intoÃ
which is exactly the linear system in (2.22), acting on quasi-periodic functions. Now consider a transformation of type (b), namely a change of the time variable 25) where α = α(ϕ), ϕ ∈ T ν , is a 2π-periodic function of ν variables (in other words, t → t + α(ωt) is the diffeomorphism of R induced by the transformation B). If u(t) is a solution of (2.21), then v(τ ), defined by u = Bv, solves
We may regard the associated transformation on quasi-periodic functions defined by
as in step 3.2, where we calculate
(2.27) is nothing but the linear system (2.26), acting on quasi-periodic functions.
Real, reversible and Hamiltonian operators
We consider the space of real functions
and of even (in space-time), respectively odd, functions
The composition of a reversible and a reversibility-preserving operator is reversible. The above properties may be characterized in terms of matrix elements.
Lemma 2.6. We have 
where the symplectic 2-form Ω is defined in (1.12). Equivalently
, is a family of symplectic maps we say that the corresponding operator in (2.23) is symplectic.
Under a time dependent family of symplectic transformations u = Φ(t)v the linear Hamiltonian equation
transforms into the equation
with Hamiltonian
Note that E(t) is self-adjoint with respect to the L 2 scalar product because
x Φ = 0.
Regularization of the linearized operator
Our existence proof is based on a Nash-Moser iterative scheme. The main step concerns the invertibility of the linearized operator (see (1.16))
are periodic functions of (ϕ, x), depending on u, ε. They are explicitly obtained from the partial derivatives of εf (ϕ, x, z) as
The operator L depends on λ because ω = λω. Since ε is a (small) fixed parameter, we simply write
, and a i (u) instead of a i (u, ε). We emphasize that the coefficients a i do not depend explicitly on the parameter λ (they depend on λ only through u(λ)).
In the Hamiltonian case (1.11) the linearized operator (3.1) has the form
and it is generated by the quadratic Hamiltonian
Remark 3.1. In the reversible case, i.e. the nonlinearity f satisfies (1.13) and u ∈ X (see (2.29), (1.14)) the coefficients a i satisfy the parity
and L maps X into Y , namely L is reversible, see Definition 2.2.
Remark 3.2. In the Hamiltonian case (1.11), assumption (Q)-(1.7) is automatically satisfied (with α(ϕ) = 2) because
F, and so
The coefficients a i , together with their derivative ∂ u a i (u)[h] with respect to u in the direction h, satisfy tame estimates:
Proof. The tame estimate (3.4) follows by Lemma 6.2(i) applied to the function ∂ zi f , i = 0, . . . , 3, which is valid for s + 1 ≤ q. The tame bound (3.5) for
follows by (6.5) and applying Lemma 6.2(i) to the functions
for s + 2 ≤ q. The Lipschitz bound (3.6) follows similarly.
Step 1. Change of the space variable
We consider a ϕ-dependent family of diffeomorphisms of the 1-dimensional torus T of the form
where β is a (small) real-valued function, 2π periodic in all its arguments. The change of variables (3.7) induces on the space of functions the linear operator
The operator A is invertible, with inverse
where y → y +β(ϕ, y) is the inverse diffeomorphism of (3.7), namely
Remark 3.3. In the Hamiltonian case (1.11) we use, instead of (3.8), the modified change of variable (1.25) which is symplectic, for each ϕ ∈ T ν . Indeed, setting U := ∂ −1
x u (and neglecting to write the ϕ-dependence)
where c is the average of U (x + β(x)) in T. The inverse operator of (1.25) is (A −1 v)(ϕ, y) = (1 + β y (ϕ, y))v(y +β(ϕ, y)) which is also symplectic.
Now we calculate the conjugate
. By conjugation, the differential operators become
where all the coefficients {A −1 (. . .)} are periodic functions of (ϕ, y). Thus (recall (3.1))
12)
We look for β(ϕ, x) such that the coefficient b 3 (ϕ, y) of the highest order derivative ∂ yyy in (3.11) does not depend on y, namely
for some function b(ϕ) of ϕ only. Since A changes only the space variable, Ab = b for every function b(ϕ) that is independent on y. Hence (3.14) is equivalent to
The equation (3.16) has a solution β, periodic in x, if and only if T ρ 0 (ϕ, x) dx = 0. This condition uniquely determines
Then we fix the solution (with zero average) of (3.16),
where ∂ −1
x is defined by linearity as
In other words, ∂
−1
x h is the primitive of h with zero average in x. With this choice of β, we get (see (3.11), (3.14)) 20) where
Remark 3.4. In the reversible case, β ∈ Y because a 3 ∈ X, see (3.3). Therefore the operator A in (3.8), as well as A −1 in (3.9), maps X → X and Y → Y , namely it is reversibility-preserving, see Definition 2.2. By (3.3) the coefficients of L 1 (see (3.12), (3.13)) have parity
and L 1 maps X → Y , namely it is reversible. 
for some function B 0 (ϕ, y).
Step 2. Time reparametrization
The goal of this section is to make constant the coefficient of the highest order spatial derivative operator ∂ yyy of L 1 in (3.20) , by a quasi-periodic reparametrization of time. We consider a diffeomorphism of the torus T ν of the form
where α is a (small) real valued function, 2π-periodic in all its arguments. The induced linear operator on the space of functions is (Bh)(ϕ, y) := h ϕ + ωα(ϕ), y (3.24)
where ϕ = ϑ + ωα(ϑ) is the inverse diffeomorphism of ϑ = ϕ + ωα(ϕ). By conjugation, the differential operators become
Thus, see (3.20) ,
We look for α(ϕ) such that the (variable) coefficients of the highest order derivatives (ω · ∂ ϑ and ∂ yyy ) are proportional, namely
for some constant m 3 ∈ R. Since B is invertible, this is equivalent to require that
Integrating on T ν determines the value of the constant m 3 ,
Thus we choose the unique solution of (3.29) with zero average
With this choice of α we get (see (3.27) , (3.28))
Remark 3.6. In the reversible case, α is odd because b 3 is even (see (3.21)), and B is reversibility preserving. Since ρ (defined in (3.26)) is even, the coefficients c 3 , c 1 ∈ X, c 2 , c 0 ∈ Y and L 2 : X → Y is reversible.
Remark 3.7. In the Hamiltonian case, the operator L 2 is still Hamiltonian (the new Hamiltonian is the old one at the new time, divided by the factor ρ). The coefficient c 2 (ϑ, y) ≡ 0 because b 2 ≡ 0, see remark 3.5.
Step 3. Descent method: step zero
The aim of this section is to eliminate the term of order ∂ yy from L 2 in (3.32). Consider the multiplication operator
where the function v is periodic in all its arguments. Calculate the difference
To eliminate the factor T 2 , we need
Equation (3.37) has the periodic solution
Let us prove (3.39). By (3.33), (3.26) , for each ϑ = ϕ + ωα(ϕ) we get
By the definition (3.13) of b 2 and changing variable
The first integral in (3.40) is zero because β xx /(1 + β x ) = ∂ x log(1 + β x ). The second one is zero because of assumptions (Q)-(1.7) or (F)-(1.6), see (1.26). As a consequence (3.39) is proved, and (3.37) has the periodic solution v defined in (3.38) . Note that v is close to 1 for ε small. Hence the multiplication operator M defined in (3.34) is invertible and M −1 is the multiplication operator for 1/v. By (3.35) and since T 2 = 0, we deduce Remark 3.9. In the Hamiltonian case, there is no need to perform this step because c 2 ≡ 0, see remark 3.7.
Step 4. Change of space variable (translation)
Consider the change of the space variable z = y + p(ϑ)
which induces the operators
The differential operators become
Thus, by (3.41),
Now we look for p(ϑ) such that the average
for some constant m 1 ∈ R (independent of ϑ). Equation (3.44) is equivalent to
The equation (3.45) has a periodic solution p(ϑ) if and only if T ν V (ϑ) dϑ = 0. Hence we have to define
With this choice of p, after renaming the space-time variables z = x and ϑ = ϕ, we have
Remark 3.10. By (3.45), (3.47) and since d 1 ∈ X (see remark 3.8), the function p is odd. Then T and T −1 defined in (3.42) are reversibility preserving and the coefficients e 1 , e 0 defined in (3.43) satisfy e 1 ∈ X, e 0 ∈ Y . Hence L 4 : X → Y is reversible.
Remark 3.11. In the Hamiltonian case the operator L 4 is Hamiltonian, because the operator T in (3.42) is symplectic (it is a particular case of the change of variables (1.25) with β(ϕ, x) = p(ϕ)).
Step 5. Descent method: conjugation by pseudo-differential operators
The goal of this section is to conjugate L 4 in (3.48) to an operator of the form ω · ∂ ϕ + m 3 ∂ xxx + m 1 ∂ x + R where the constants m 3 , m 1 are defined in (3.30), (3.46), and R is a pseudo-differential operator of order 0.
Consider an operator of the form
where w : T ν+1 → R and the operator ∂ −1
x is defined in (3.19) . Note that ∂ −1
where (using
r 0 := e 0 + 3m 3 w xx + e 1 w − m 1 w π 0 (3.52)
We look for a periodic function w(ϕ, x) such that r 1 = 0. By (3.51) and (3.44) we take
For ε small enough the operator S is invertible and we obtain, by (3.50),
Remark 3.12. In the reversible case, the function w ∈ Y , because e 1 ∈ X, see remark 3.10. Then S, S −1 are reversibility preserving. By (3.52) and (3.53), r 0 ∈ Y and r −1 ∈ X. Then the operators R, L 5 defined in (3.55) are reversible, namely R, L 5 : X → Y .
Remark 3.13. In the Hamiltonian case, we consider, instead of (3.49), the modified operator
which, for each ϕ ∈ T ν , is symplectic. Actually S is the time one flow map of the Hamiltonian vector field π 0 w(ϕ, x)∂ −1 x which is generated by the Hamiltonian
The corresponding L 5 in (3.55) is Hamiltonian. Note that the operators (3.56) and (3.49) differ only for pseudo-differential smoothing operators of order O(∂ −2
x ) and of smaller size O(w 2 ) = O(ε 2 ).
Estimates on L 5
Summarizing the steps performed in the previous sections 3.1-3.5, we have (semi)-conjugated the operator L defined in (3.1) to the operator L 5 defined in (3.55), namely
(where ρ means the multiplication operator for the function ρ defined in (3.26)).
In the next lemma we give tame estimates for L 5 and Φ 1 , Φ 2 . We define the constants σ := 2τ 0 + 2ν + 17, σ := 2τ 0 + ν + 14 (3.58) where τ 0 is defined in (1.2) and ν is the number of frequencies.
Lemma 3.2. Let f ∈ C q , see (1.3), and s 0 ≤ s ≤ q − σ. There exists δ > 0 such that, if εγ
, and satisfy
60)
(ii) The constant coefficients m 3 , m 1 of L 5 defined in (3.55) satisfy
Moreover, if u(λ) is a Lipschitz family satisfying (3.61), then
The operator R defined in (3.55) satisfies: Proof. The proof is elementary. It is based only on a repeated use of the tame estimates of the Lemmata in the Appendix.
In the same way we get the following lemma. Then there exist δ 0 , C (depending on the data of the problem) such that, if
then: (i) (Eigenvalues) ∀λ ∈ Λ there exists a sequence (ii) (Conjugacy). For all λ in
there is a bounded, invertible linear operator Φ ∞ (λ) :
The transformations Φ ∞ , Φ −1 ∞ are close to the identity in matrix decay norm, with estimates
In the reversible case Φ ∞ , Φ Note also that the set Λ 2γ ∞ in (4.6) depends only of the final eigenvalues, and it is not defined inductively as in usual KAM theorems. This characterization of the set of parameters which fulfill all the required Melnikov non-resonance conditions (at any step of the iteration) was first observed in [6] , [5] in an analytic setting. Theorem 4.1 extends this property also in a differentiable setting. A main advantage of this formulation is that it allows to discuss the measure estimates only once and not inductively: the Cantor set Λ 2γ ∞ in (4.6) could be empty (actually its measure |Λ Theorem 4.1 is deduced from the following iterative Nash-Moser reducibility theorem for a linear operator of the form
where ω = λω, where σ is defined in (3.58) and β is defined in (4.1).
Theorem 4.2. (KAM reducibility)
Let q > σ + s 0 + β. There exist C 0 > 0, N 0 ∈ N large, such that, if
then, for all ν ≥ 0:
(S1) ν There exists an operator 
For ν ≥ 0, r ν j = r ν −j , equivalently µ ν j = µ ν −j , and
The remainder R ν is real (Definition 2.2) and, ∀s ∈ [s 0 , q − σ − β], 20) where the map Ψ ν−1 is real, Töplitz in time Ψ ν−1 := Ψ ν−1 (ϕ) (see (2.17)), and satisfies
In the reversible case,
ν−1 are reversibility preserving. Moreover, all the µ ν j (λ) are purely imaginary and µ
, be Lipschitz families of Sobolev functions, defined for λ ∈ Λ o and such that conditions (4.2), (4.14) hold with R 0 := R 0 (u i ), i = 1, 2, see (4.11). 
to an operator Φ ∞ and
In the reversible case Φ ∞ and Φ −1 ∞ are reversibility preserving. (4.20) ) and so
Proof. To simplify notations we write
ν . Iterating (4.30) we get, for all ν,
using (4.21) (with ν = 1, s = s 0 ) to estimate |Φ 0 | s0 and (4.14). The high norm of Φ ν+1 = Φ ν + Φ ν Ψ ν+1 is estimated by (2.10), (4.31) (for Φ ν ), as
Iterating the above inequality and, using Π j≥0 (1 + ε
using |Φ 0 | s ≤ 1 + C(s)|R 0 | s+β γ −1 . Finally, the Φ j a Cauchy sequence in norm | · | s because 
Proof. The bound (4.34) follows by (4.22) and (4.19) by summing the telescopic series. 36) and in the reversible case µ
Actually in the reversible case µ ∞ j (λ) are purely imaginary for all λ ∈ Λ.
Proof. Formula (4.36) and (4.37) follow because, for all λ ∈ Λ 
Applying ( 
The reducibility step
We now describe the generic inductive step, showing how to define L ν+1 (and Φ ν , Ψ ν , etc). To simplify notations, in this section we drop the index ν and we write + for ν + 1. We have 
where we define ∆ 12 Ψ := Ψ(u 1 ) − Ψ(u 2 ).
In the reversible case, Ψ is reversibility-preserving. 
and, since ω = λω,
Hence, for j = k, εγ −1 ≤ 1, 
and so (4.43) (in fact, (4.43) holds with 2τ instead of 2τ + 1). In the reversible case iω · l + µ j − µ k ∈ iR, µ −j = µ j and µ −j = −µ j . Hence Lemma 2.6 and (4.44) imply
and so Ψ is real, again by Lemma 2.6. Moreover, since R : X → Y ,
which implies Ψ : X → X by Lemma 2.6. Similarly we get Ψ : Y → Y . 40) (and (4.41) ) we deduce that
Note that L + has the same form of L, but the remainder R + is the sum of a quadratic function of Ψ, R and a remainder supported on high modes.
Lemma 4.4. (New diagonal part). The eigenvalues of
In the reversible case, all the µ + j are purely imaginary and satisfy µ
Proof. The estimates (4.54)-(4.55) follow using (2.4) because |R
Since R is real, by Lemma 2.6,
and so µ
If R is also reversible, by Lemma 2.6,
We deduce that R Remark 4.6. In the Hamiltonian case, D ν is Hamiltonian, namely D ν = ∂ x B where B = diag j =0 {b j } is self-adjoint. This means that b j ∈ R, and therefore all µ ν j = ijb j are purely imaginary.
The iteration
Let ν ≥ 0, and suppose that the statements (Si) ν are true. We prove (Si) ν+1 , i = 1, . . . , 4. To simplify notations we write | · | s instead of | · |
Proof of (S1) ν+1 . By (S1) ν , the eigenvalues µ 
which is (4.21) at the step ν + 1. In particular, for s = s 0 ,
≤ 1/2 (4.57)
for N 0 large enough. Then the map Φ ν := I + Ψ ν is invertible and, by (2.13),
where (see Lemma 4.4) 
Hence (4.61) and (2.20) imply
which shows that the iterative scheme is quadratic plus a super-exponentially small term. In particular
(4.1),(4.13),(4.14)
which is the first inequality of (4.19) at the step ν + 1. The next key step is to control the divergence of the high norm |R ν+1 | s+β . By (4.61) (with s + β instead of s) we get
(the difference with respect to (4.62) is that we do not apply to |Π ⊥ Nν R ν | s+β any smoothing). Then (4.63), (4.19), (4.14), (4.13) imply the inequality
for N 0 := N 0 (s, β) large enough, which is the second inequality of (4.19) with index ν + 1. By Lemma 4.4 the eigenvalues µ Proof of (S2) ν+1 . By (4.54), . Finally (4.18) follows summing all the terms in (4.64) and using (3.68).
Proof of (S3) ν+1 . Set, for brevity,
for εγ −1 small (and (4.13)). By (2.14), applied to Φ := Φ ν , and (4.65), we get
which implies for s = s 0 , and using (4.21), (4.14), (4.65)
Let us prove the estimates (4.23) for ∆ 12 R ν+1 , which is defined on
, using the interpolation (2.7) and (4.60),
We estimate the above terms separately. Set for brevity A ν s := |R ν (u 1 )| s + |R ν (u 2 )| s . By (4.60) and (2.7),
Estimating the four terms in the right hand side of (4.68) in the same way, using (4.66), (4.60), (4.42), (4.43), (4.21), (4.67), (4.58), (4.69), (4.19), we deduce
Specializing (4.70) for s = s 0 and using (3.68), (2.20), (4.19), (4.23), we deduce
for N 0 large and εγ −1 small. Next by (4.70) with s = s 0 + β
for N 0 large enough. Finally note that (4.24) is nothing but (4.55).
Proof of (S4) ν+1 . We have to prove that, if CεN
. Then, by (S1) ν , the eigenvalues µ ν j (λ, u 2 (λ)) are well defined. Now (4.16) and the estimates (3.64), (4.25) (which holds because λ ∈ Λ
Then we conclude that for all |l| ≤ N ν , j = k, using the definition of Λ γ ν+1 (u 1 ) (which is (4.17) with ν + 1 instead of ν) and (4.71),
. This proves (4.26) at the step ν + 1.
Inversion of L(u)
In (3.57) we have conjugated the linearized operator L to
We first prove that W 1 , W 2 and their inverses are linear bijections of H s . We take 
. 
is invertible, assuming (1.8) or the reversibility condition (1.13). We introduce the following notation: (for s 0 ≤ s ≤ q − 1). In the reversible case (1.13) As a consequence of (4.79), the definition of Λ 2γ ∞ in (4.6) (just specializing (4.6) with k = 0), and (1.2) (with γ and τ as in (4.73)), we deduce also the first order Melnikov non-resonance conditions
00 the equation L ∞ w = g has the unique solution with zero average
For all Lipschitz family g := g(λ) ∈ H s 00 we have
Proof. For all λ ∈ Λ 2γ ∞ (u), by (4.80), formula (4.81) is well defined and
Now we prove the Lipschitz estimate. For
Now we estimate the second term of (4.84). We simplify notations writing g := g(λ 2 ) and
The bound (4.5) imply |µ
and, using also (4.80),
Then (4.86) and (4.87) imply γ (L
s+2τ +1 |λ 2 − λ 1 | that, finally, with (4.83), (4.85), prove (4.82). The last statement follows by the property (4.37).
In order to solve the equation Lh = f we first prove the following lemma.
Lemma 4.8. 
is a solution of Lh = f . In the reversible case, 
(4.94)
The solution (4.92) is the one with c = 0. In the reversible case, the fact that L −1 f ∈ X follows by (4.92) and the fact that W i , W 
and (4.93) follows using (6.2) with b 0 = s 0 , a 0 := s 0 + 2τ + σ + β + 7, q = 2τ + 7, p = s − s 0 .
In the next section we apply Theorem 4.3 to deduce tame estimates for the inverse linearized operators at any step of the Nash-Moser scheme. The approximate solutions along the iteration will satisfy (4.91).
The Nash-Moser iteration
We define the finite-dimensional subspaces of trigonometric polynomials
(see (4.12) ) and the corresponding orthogonal projectors
The following smoothing properties hold: for all α, s ≥ 0,
where the function u(λ) depends on the parameter λ in a Lipschitz way. The bounds (5.1) are the classical smoothing estimates for truncated Fourier series, which also hold with the norm ·
We define the constants κ := 28 + 6µ,
where µ is the loss of regularity in (4.90).
Theorem 5.1. (Nash-Moser) Assume that f ∈ C q , q ≥ s 0 + µ + β 1 , satisfies the assumptions of Theorem 1.1 or Theorem 1.3. Let 0 < γ ≤ min{γ 0 , 1/48}, τ > ν + 1. Then there exist δ > 0, C * > 0, N 0 ∈ N (that may depend also on τ ) such that, if εγ −1 < δ, then, for all n ≥ 0: 
where γ n := γ(1 + 2 −n ). In the reversible case, namely (1.13) holds, then u n (λ) ∈ X.
The difference h n := u n − u n−1 , where, for convenience, h 0 := 0, satisfy
The measure of the Cantor like sets satisfy
All the Lip norms are defined on G n .
Proof. The proof of Theorem 5.1 is split into several steps. For simplicity, we denote Lip by .
Step 1: prove (P1, 2, 3) 0 . (P1) 0 and the first inequality of (P3) 0 are trivial because u 0 = h 0 = 0. (P2) 0 and the second inequality of (P3) 0 follow with
Step 2: assume that (P1, 2, 3) n hold for some n ≥ 0, and prove (P1, 2, 3) n+1 . By (P1) n we know that u n s0+µ ≤ 1, namely condition (4.91) is satisfied. Hence, for εγ −1 small enough, Theorem 4.3 applies. Then, for all λ ∈ G n+1 defined in (5.4), the linearized operator
(see (3.1)) admits a right inverse for all h ∈ H s 00 , if condition (1.8) holds, respectively for h ∈ Y ∩ H s if the reversibility condition (1.13) holds. Moreover (4.93) gives the estimates
(use (5.1) and u n s0+µ ≤ 1), for all Lipschitz map h(λ). Then, for all λ ∈ G n+1 , we define 9) which is well defined because, if condition (1.8) holds then Π n+1 F (u n ) ∈ H s 00 , and, respectively, if (1.13)
. Note also that in the reversible case h n+1 ∈ X and so u n+1 ∈ X.
Recalling (5.2) and that L n := F (u n ), we write
With this definition,
By (5.10) and (5.9) we have
where we have gained an extra ε from the commutator
Lemma 5.1. Set
There exists C 0 := C(τ 1 , µ, ν, β 1 ) > 0 such that
Proof. The operators N (u n ) and Q(u n , ·) satisfy the following tame estimates:
14) 16) where h(λ) depends on the parameter λ in a Lipschitz way. The bounds (5.14) and (5.16) follow by Lemma 6.2(i) and Lemma 6.3. (5.15) is simply (5.14) at s = s 0 , using that u n s0+3 ≤ 1, u n , h n+1 ∈ H n+1 and the smoothing (5.1).
By (5.7) and (5.16), the term (in (5.11))
n Π n+1 F (u n ) satisfies, using also that u n ∈ H n and (5.1), From the definition (5.9) of h n+1 , using (5.7), (5.8) and (5.1), we get 
Similarly, using the "high norm" estimates (5.17), (5.14), (5.19), (5.20) , εγ −1 ≤ 1 and (5.1), 
Then, by the second inequality in (5.13), (5.24), (P3) n (recall the definition on U n in (5.12)) and the choice of κ in (5.3), we deduce U n+1 ≤ C * εγ −1 N κ n+1 , for N 0 large enough. This proves (P3) n+1 . Next, by the first inequality in (5.13), (5.24), (P2) n (recall the definition on w n in (5.12)) and (5.3), we deduce w n+1 ≤ C * εγ −1 N κ n+1 , for N 0 large, εγ −1 small. This proves (P2) n+1 . The bound (5.5) at the step n + 1 follows by (5.20) and (P2) n (and (5.3) ). Then
for εγ −1 small enough. As a consequence (P1, 2, 3) n+1 hold.
Step 3: prove (P4) n , n ≥ 0. For all n ≥ 0,
Notice that, by the definition (5.26), R ljk (u n ) = ∅ for j = k. Then we can suppose in the sequel that j = k. We divide the estimate into some lemmata.
5.1 Proof of Theorems 1.1, 1.2, 1.3, 1.4 and 1.5
Proof of Theorems 1.1, 1.2, 1.3. Assume that f ∈ C q satisfies the assumptions in Theorem 1.1 or in Theorem 1.3 with a smoothness exponent q := q(ν) ≥ s 0 + µ + β 1 which depends only on ν once we have fixed τ := ν + 2 (recall that s 0 := (ν + 2)/2, β 1 is defined in (5.3) and µ in (4.90)).
For γ = ε a , a ∈ (0, 1) the smallness condition εγ −1 = ε 1−a < δ of Theorem 5.1 is satisfied. Hence on the Cantor set G ∞ := ∩ n≥0 G n , the sequence u n (λ) is well defined and converges in norm · Lip(γ) s0+µ,G∞ (see (5.5)) to a solution u ∞ (λ) of
namely u ∞ (λ) is a solution of the perturbed equation (1.4) with ω = λω. Moreover, by (5.6), the measure of the complementary set satisfies
proving (1.9). The proof of Theorem 1.1 is complete. In order to finish the proof of Theorems 1.2 or 1.3, it remains to prove the linear stability of the solution, namely Theorem 1.5. 
By the arguments in Section 2.2 we deduce that a curve h(t) in the phase space H where the constant C(s) depends on u s+σ+β+s0 < +∞. Moreover, the transformation B is a quasi-periodic reparametrization of the time variable (see (2.25)), namely
where τ = ψ(t) := t + α(ωt), t = ψ −1 (τ ) = τ +α(ωτ ) and α,α are defined in Section 3. , ∀t ∈ R, ∀g ∈ H Applying the same chain of inequalities at τ = τ 0 , t = 0, we get that the last term is
proving the second inequality in (1.23) with a := 1 − a. The first one follows similarly.
Appendix. Tame and Lipschitz estimates
In this Appendix we present standard tame and Lipschitz estimates for composition of functions and changes of variables which are used in the paper. Let Proof. The interpolation estimate (6.1) for the Sobolev norm (1.5) follows by Hölder inequality, see also [36] , page 269. Let us prove (6.2). Let a = a 0 λ + a 1 (1 − λ), b = b 0 (1 − λ) + b 1 λ, λ ∈ [0, 1]. Then (6.1) implies u a v b ≤ u a0 v b1 λ u a1 v b0 1−λ ≤ λ u a0 v b1 + (1 − λ) u a1 v b0 (6.8) by Young inequality. Applying (6.8) with a = a 0 + p, b = b 0 + q, a 1 = a 0 + p + q, b 1 = b 0 + p + q, then λ = q/(p + q) and we get (6.2). Also the interpolation estimates (6.3) are classical (see [9] ) and (6.3) implies (6.4) as above.
(iv): see the Appendix of [9] . (v): we write, in the standard multi-index notation,
γ v| L ∞ ≤ |u| |β|,∞ |v| |γ|,∞ , and the interpolation inequality (6.3) for every β = 0 with λ := |β|/|α| ∈ (0, 1] (where |α| ≤ s), we get, for any K > 0, where the constant C depends on r, d, p. If f ∈ C r+2 , then, for all |u| p,∞ , |h| p,∞ < 1/2,
(ii) The previous statement also holds replacing r with the norms | | r,∞ . . By (6.22) , the L ∞ norm of (q 2 − q 1 ) satisfies
whence, using the assumption |D x p 1 | L ∞ ≤ 1/2, we get |q 2 − q 1 | L ∞ ≤ 2|p 2 − p 1 | L ∞ . By (6.22), using (6.6), the W s,∞ norm of (q 2 − q 1 ), for s ≥ 0, satisfies Proof. Apply the estimates for (6.23) to Φ 1 first, then to Φ 2 , using condition (6.24).
