We present comparisons of the CRANGE code to other well-known codes, SRIM and ASTAR, and to experimental results for ion-material interactions such as energy loss per unit length, ion range, and ion induced electron yield. These ion-material interaction simulations are relevant to the electron cloud effect in heavy ions accelerators for fusion energy and high energy density physics. Presently, the CRANGE algorithms are most accurate at energies above 1.0 MeV/amu.
I. INTRODUCTION
Researchers believe stray electrons may limit the performance of proposed heavy ion accelerators for fusion energy and high energy density physics applications [1, 2] . One source of stray electrons is electrons produced when beam ions strike the accelerator beam pipe walls. Modeling these electrons, therefore, requires accurately modeling ion-material interactions in the walls [3] . A standard code for this modeling is the SRIM code [4] , but SRIM has two limitations: (i) SRIM runs only on the Windows platform and (ii) the source code for SRIM is difficult to obtain. The first limitation means interfacing SRIM with other codes is difficult because many codes run on the Linux platform. The second limitation means one cannot easily add new features to SRIM. PSTAR [5] and ASTAR [6] are other well-known codes for calculating ion energy loss and range in materials, but these codes are specific to protons and alpha particles.
Consequently, we have begun using the CRANGE code [7] for studying ion-material interactions involving heavy ions. Because CRANGE is open source, one can modify it and use it in combination with other codes. However, because CRANGE is not well known, we wanted to check the results against the better known codes and against data to ensure CRANGE produces reasonable results. In this paper, we present comparisons of ion energy loss and range calculated by CRANGE to SRIM and ASTAR. Also, we compare electron yield predicted with CRANGE to experimentally measured yields [8] for protons striking gold. For calculations of energy loss per unit length of a potassium ion in stainless steel, results of CRANGE and SRIM agree to within ten percent above 1.0 MeV/amu. For calculations of the range of a helium ion in aluminum, results of CRANGE and ASTAR agree to within two percent above 1.0 MeV/amu. Finally, results of CRANGE agree to within ten percent with measured electron yields above 1.0 MeV/amu for protons striking gold.
II. BACKGROUND
The CRANGE algorithms are based on the Bethe stopping formula, but include corrections for density, nuclear size, and other effects. The authors of CRANGE developed the code for high energy applications (above 1.0 MeV/amu). Consequently, the algorithms model only electronic stopping of ions (nuclear stopping is neglected). Because of the present limitation of the algorithms, we did not expect quantitative agreement for the comparisons of CRANGE to other codes at energies below 1.0 MeV/amu. We restrict ourselves mainly to comparisons above 1.0 MeV/amu, where we know the CRANGE algorithms to be more accurate. Improving the CRANGE algorithms below 1.0 MeV/amu is something we plan for future work, as we discuss in the conclusions. For the comparisons shown here, we include the density effect correction in the CRANGE algorithms, but not any others (other corrections are typically important only at very high energies).
III. COMPARISONS TO OTHER CODES AND EXPERIMENT
We first compare CRANGE to SRIM for simulations of potassium ions stopping in stainless steel. These simulations are relevant to the High Current Experiment at Lawrence Berkeley National Laboratory [9] . Figure 1 shows simulation results for energy loss per unit length as a function of energy for both CRANGE and SRIM. Results agree to within ten percent above 1.0 MeV/amu, the energy regime where we expect CRANGE to be most accurate. Below 1.0 MeV/amu, down to 0.1 MeV/amu, results still agree to within a factor of two.
Next we compare CRANGE to ASTAR simulations of the range of alpha particles in aluminum. We chose aluminum merely as a contrast to stainless steel to test how CRANGE handles lighter target materials. Also, aluminum tests how CRANGE handles elemental targets, as opposed to the previous test using stainless steel, a compound target. Figure 2 shows the range as a function of energy for CRANGE (circles) and ASTAR (squares). Results agree to within two percent above 1.0 MeV/amu. Finally, we compare CRANGE simulations of the electron yield for protons striking a gold surface to experimentally measured values. Figure 3 shows the electron yield calculated by CRANGE (circles) and experimentally measured (squares) as a function of energy. The CRANGE simulation results assume the electron yield is directly proportional to energy loss per unit length, so we calculate energy loss with CRANGE and normalize the results to agree with the experimental result at the highest energy (13.0 MeV/amu). As a check that this normalization is reasonable, it agrees to within 40 percent with the value suggested by the authors of Ref. [10] . The 40 percent agreement is reasonable because the value in Ref. [10] is an average value for all heavy ions and all targets.
IV. CONCLUSION
The goal of this work was to gain confidence in the results of a new ion-material interaction code, CRANGE, by comparing it with other codes and with experiment. We compared the CRANGE code to SRIM and ASTAR, and to experimental results for effects such as energy loss per unit length, ion range, and ion induced electron yield. These types of simulations are relevant to heavy ions accelerators for fusion energy and high energy density physics. We plan to modify the CRANGE code to be more accurate at lower energies (energies below 1.0 MeV/amu). At lower energies, interactions between the ions and target nuclei become important. This includes a contribution to the energy loss and a deflection of the ion trajectory. Consequently, one modification we plan is to add nuclear stopping and angular scattering. Also, we plan to develop a user-friendly interface to CRANGE, with the capability to use CRANGE from the scripting language, Python [11] (we used a prototype of this Python interface in generating the plots shown in this paper).
