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COMPACT HYPERGROUPS FROM DISCRETE SUBFACTORS
MARCEL BISCHOFF, SIMONE DEL VECCHIO, AND LUCA GIORGETTI
Abstract. Conformal inclusions of chiral conformal field theories, or more generally inclusions of
quantum field theories, are described in the von Neumann algebraic setting by nets of subfactors,
possibly with infinite Jones index if one takes non-rational theories into account. With this situation
in mind, we study in a purely subfactor theoretical context a certain class of braided discrete
subfactors with an additional commutativity constraint, that we call locality, and which corresponds
to the commutation relations between field operators at space-like distance in quantum field theory.
Examples of subfactors of this type come from taking a minimal action of a compact group on a
factor and considering the fixed point subalgebra.
We show that to every irreducible local discrete subfactor N ⊂ M of type III there is an
associated canonical compact hypergroup (an invariant for the subfactor) which acts on M by
unital completely positive (ucp) maps and which gives N as fixed points. To show this, we establish
a duality pairing between the set of all N -bimodular ucp maps on M and a certain commutative
unital C∗-algebra, whose spectrum we identify with the compact hypergroup.
If the subfactor has depth 2, the compact hypergroup turns out to be a compact group. This
rules out the occurrence of compact quantum groups acting as global gauge symmetries in local
conformal field theory.
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1. Introduction
Subfactors coming from inclusions of nets of local algebras, i.e. the von Neumann algebraic
description of quantum field theories [Haa96], have a rich structure and they are highly constrained
by physical requirements. We restrict for ease of exposition to the case of inclusions of chiral (one-
dimensional) conformal field theories and we keep these in mind as the main source of subfactors
with the properties we deal with in this work. These subfactors are often irreducible, e.g. when the
inclusion is conformal the sense that the two theories have the same central charge [Car04], and they
are of type III due to the uniqueness and the modular properties of the conformal vacuum vector
[BGL93]. They are equipped with a normal faithful vacuum preserving conditional expectation
which encodes the global gauge symmetries of the inclusion, in the sense that the smaller net is the
fixed point subnet under this conditional expectation. Let A ⊂ B be an inclusion of conformal nets
A, B and consider the subfactor N = A(I) ⊂M = B(I) for a fixed interval I of the unit circle (the
compactification of a one-dimensional light ray). The dual canonical endomorphism θ ∈ End(N )
of N ⊂ M [Lon87], which corresponds to the standard bimodule NL2MN , can be extended to a
representation of the conformal net A by a crucial result of Longo and Rehren [LR95]. Thus the
tensor C∗-category generated by θ is automatically braided with respect to the Doplicher–Haag–
Roberts (DHR) braiding [DHR71], [FRS92]. The DHR braiding is defined by means of charge
transportation and localization, and it exists essentially due to the commutation relations between
local algebras A(I) and A(J) sitting at disjoint intervals I and J . These commutation relations, the
axiom of locality on the net of local algebras, is what in ordinary 3+1 spacetime dimensions describes
Einstein’s causality principle. Thus the subfactors N ⊂ M arising from conformal inclusion are
automatically braided, in the sense explained above, whenever the conformal net A is local, in the
sense that it fulfills the formerly mentioned commutation relations between local algebras. The
locality of the conformal net B can be encoded as well at the level of a single subfactor (over a
single interval I), but to do this we need at the present stage a further assumption which is not
imposed by physics in general, or at least which is not fulfilled in some interesting models of chiral
conformal field theory [Reh94a], [Car03]. This assumption was already present in the literature of
subfactors with infinite Jones index [Jon83], [HO89], [ILP98], and it is equivalent to the existence
of sufficiently many charged fields in the sense of Doplicher and Roberts [DR72] with whom to
describe the extension B (or the overfactor M) by means of A (or N ) and θ [DVG18]. An operator
ψ ∈ M is a charged field for N ⊂ M if it intertwines the identity (vacuum) representation of N
with a non-trivial subendomorphism ρ ≺ θ, ρ ∈ End(N ), of the dual canonical endomorphism θ,
namely if ψn = ρ(n)ψ holds for every n ∈ N . The assumption is called discreteness of the subfactor
N ⊂M [ILP98], or quasi-regularity in the terminology of Popa [Pop99], and the precise meaning of
having sufficiently many charged fields to generate the extension is given by the notion of Pimsner–
Popa basis [PP86], [Pop95]. We remark that every finite index subfactor is discrete, and that
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in ordinary 3+1 dimensional quantum field theory a condition which is equivalent to discreteness
is often assumed, namely the absence of irreducible superselection sectors with infinite statistics
[DR90]. Now, once a Pimsner–Popa basis of charged fields exists, i.e. if the subfactor N ⊂ M is
discrete, the locality of the extended net B is characterized [DVG18] by the following commutation
relations εσ,ρ ψσψρ = ψρψσ, for every pair of charged fields ψρ, ψσ ∈ M carrying respectively charge
ρ, σ ≺ θ, with respect to the braiding εσ,ρ in the tensor C∗-category generated by θ. With this
situation in mind, we call a discrete subfactor local (Definition 2.16) if it is braided and if its
Pimsner–Popa bases of charged fields fulfill the previous commutation relations with respect to the
given braiding.
Under these assumptions, namely irreducibility, discreteness and locality, we associate to N ⊂M
an invariant which describes N in terms of M by means of “generalized gauge symmetries”. The
invariant is a compact metrizable Hausdorff space K = K(N ⊂M) equipped with the structure of
a hypergroup. The compact hypergroup acts on M by unital completely positive maps, it gives N
as the fixed point subalgebra MK and the conditional expectation of the subfactor is given by the
average of the action with respect to the Haar measure on K. These results extend the analysis of
[Bis17] beyond the finite index case.
A compact hypergroup (Definition 3.2) is a compact Hausdorff topological space with an abstract
convolution product and an involution defined on its probability Radon measures. The convolution
of two Dirac measures concentrated respectively in the points x and y is again a Dirac measure
concentrated in a point z precisely when the hypergroup is a group, in which case z = xy. We
remark that there are several notions of hypergroup available in the literature, and the one we refer
to is intermediate between the most restrictive one of Dunkl, Jewett and Spector [BH95] and the
one of hypercomplex system [BK98]. In the case of finite topological spaces they all boil down to
the purely algebraic notion of finite hypergroup.
The compact hypergroup of a subfactor is very natural to define. One considers the compact
convex set of all N -bimodular ucp maps onM, and defines K(N ⊂M) to be the subset of extreme
points. The non-trivial part is to show that K(N ⊂M) is a compact metrizable space and to endow
its space of probability measures with a convolution and an inversion operation fulfilling the axioms
of an hypergroup. To do this we identify as topological spaces the set of all N -bimodular ucp maps
on M with the state space of a canonical commutative unital separable C∗-algebra associated with
the subfactor, denoted by C∗red(N ⊂ M). This is the main technical result of the paper (Theorem
4.34). In particular, the extreme ucp maps, i.e. the elements of K(N ⊂M), are identified with the
Gelfand spectrum of the algebra. The conditional expectation of the subfactor is identified on one
side with the Haar measure on K(N ⊂M), on the other side with the state defining the C∗-norm
of C∗red(N ⊂M) via the GNS construction.
As a main application of our analysis, we show that if the subfactor has depth 2, then K(N ⊂M)
is in fact a compact metrizable group acting by automorphisms. This extends from finite to infinite
compact groups a result known in the language of conformal nets [Bis17] and of vertex operator
algebras [DW18], stating the absence of purely Hopf algebra orbifolds in local conformal field theory.
We give below a brief account on the contents of this paper.
In Section 2, we review some definitions and results on infinite index type III subfactors, in
particular the notion of discreteness (Definition 2.1) due to Izumi, Longo and Popa [ILP98] and
its characterization by means of Pimsner–Popa bases of charged fields or equivalently by means of
generalized Q-systems of intertwiners (Proposition 2.5 and 2.8). We introduce the notion of local
discrete subfactor (Definition 2.16) as a special case of braided subfactor (Definition 2.14). We
show that a certain invariant introduced in [ILP98] describing the modular flow on charged fields,
denoted by {aξ}ξ≺[θ] therein, is trivial for local subfactors (Proposition 2.19) as it is for finite index
ones, and we draw some consequences. We introduce the notion of strong relative amenability for
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irreducible discrete type III subfactors (Definition 2.31), inspired by the type II1 analogue due to
[PSV18], and we show that braided subfactors are strongly relatively amenable (Corollary 2.36).
In Section 3, we specify our notion of compact hypergroup (Definition 3.2) and we comment on
its collocation in the literature of classical locally compact and compact quantum hypergroups.
In Section 4, which is the main part of this paper, we define the compact hypergroup K(N ⊂M)
and we prove our duality theorem (Theorem 4.34).
More in detail, in Section 4.1 we define a unital associative commutative *-algebra Trig(N ⊂M)
sitting inside Hom(θ, θ) as a vector space, whose multiplication and involution reflect the fusion
and the conjugation of the irreducible subendomorphisms of θ (Theorem 4.13). Apart from the
commutativity condition, this *-algebra is a type III analogue of a corner of the generalized tube
*-algebra associated with an irreducible discrete type II1 subfactor due to Popa, Shlyakhtenko and
Vaes [PSV18]. See [JP19] for another generalization in this direction with N of type II1 and M
possibly of type III. We also conjecture that a unified description of our construction can be given
in the purely tensor C∗/W ∗-categorical language of [JP19]. In Section 4.2, we consider a duality
paring between the N -bimodular ucp maps on M and the states on Trig(N ⊂ M). In Section
4.3, we recall the definition of the subfactor theoretical Fourier transform in the infinite index
case, and we study some of its properties for later use. In Section 4.4, we define C∗red(N ⊂ M)
as the closure of Trig(N ⊂ M) in the bounded and faithful GNS representation given by the
conditional expectation E of N ⊂M. In Section 4.5, in order to prove Theorem 4.34, we show that
every N -bimodular ucp map on M is automatically vacuum preserving, adjointable in the sense of
Section 2.5, and absorbed by E. In Section 4.8, we define the compact hypergroup K(N ⊂ M)
(Theorem 4.50): the convolution of probability measures is given by the composition of ucp maps,
the inverse measure is the adjoint ucp map, the Haar measure is E. Along the lines, we show
that Hom(γ, γ) is a commutative von Neumann algebra (Section 4.6), where γ ∈ End(M) is the
canonical endomorphism of N ⊂ M [Lon87], as it is the case for local finite index subfactors. We
give a Choquet-type decomposition of E expressing it as an integral over K(N ⊂M) (Section 4.7).
In Section 5, we study the action of K(N ⊂ M) on M as an abstract compact hypergroup, we
show that the fixed point algebra is N and that there is a unique compact hypergroup K acting
faithfully on M such that N =MK ⊂M (Theorem 5.7).
In Section 6, we study the representation theory of K(N ⊂ M) as an abstract compact hyper-
group. In particular, we show that Trig(N ⊂M) can be identified with the algebra of trigonometric
polynomials in the sense of Vrem [Vre79]. Moreover, we prove the equality between the hyperdimen-
sion of a representation [AM14] and the dimension of the associated endomorphism ρ ≺ θ [LR97]
(Theorem 6.5).
In Section 7, in the special case of subfactors with depth 2, e.g. those obtained as fixed points
under Hopf algebra or compact quantum group minimal actions, and not assuming discreteness, we
show that K(N ⊂M) is a compact group acting by automorphisms (Theorem 7.5).
In Section 8, we extend some of our results to the case of graded-local subfactors, with the
application to Fermionic conformal nets in mind.
In Section 9, we study and compute K(N ⊂M) in examples coming from group orbifolds, double
coset hypergroups and discrete inclusions of local conformal nets.
2. Discrete subfactors
2.1. The 2-C∗-category of morphisms of type III factors
Let N ,M be type III factors. Throughout this paper we shall always deal with separable Hilbert
spaces and von Neumann algebras with separable predual without further mention. LetMor(N ,M)
be the C∗-category of all normal unital *-homomorphisms ρ : N →M. For ρ, σ ∈ Mor(N ,M) the
morphisms are given by the intertwining operators Hom(ρ, σ) := {t ∈ M : tρ(n) = σ(n)t, n ∈ N}.
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We denote by End(N ) := Mor(N ,N ) the tensor C∗-category of all normal endomorphisms of N .
The tensor multiplication is given on objects by the composition ρ⊗σ := ρσ for ρ, σ ∈ End(N ) and
on morphisms by r⊗ s := rρ1(s) = ρ2(s)r for r ∈ Hom(ρ1, ρ2), s ∈ Hom(σ1, σ2). The tensor unit is
the identity automorphism id ∈ End(N ). We denote by End0(N ) the rigid tensor C∗-subcategory
of endomorphisms with finite intrinsic/tensor C∗-categorical dimension [LR97].
We call sector an isomorphism class [ρ] where ρ ∈ End(N ), we denote by Sect(N ) the collection
of all sectors in End(N ) and by Sect0(N ) the collection of all sectors in End0(N ). Inside End(N ) we
can consider infinite direct sums of endomorphisms with finite dimension. Namely, let ρi ∈ End0(N ),
with i = 1, . . . , n and n ∈ N∪{∞}. Because N is of type III, there are isometries vi with v∗i vj = δi,j1
and
∑
i viv
∗
i = 1, and we define ⊕
i
ρi :=
∑
i
viρiv
∗
i .
We denote the obtained category by Endd(N ).
A morphism ρ ∈ Mor(N ,M) is called irreducible if Hom(ρ, ρ) = C1, and it is called contained
in σ ∈ Mor(N ,M), written ρ ≺ σ, if there is an isometry in Hom(ρ, σ). Let ρ ∈ Endd(N ), let
p ∈ Hom(ρ, ρ) be a projection and v ∈ N be an isometry with v∗v = p, which exists since N is
of type III. Denoted ρp := Ad(v
∗) ◦ ρ, we clearly have v ∈ Hom(ρp, ρ) and ρp ≺ ρ. Note that the
sector [ρp] does not depend on the choice of isometry and we have a map Proj(ρ)→ Sect(N ), which
restricts to a map Proj0(ρ)→ Sect0(N ), where
Proj(ρ) := {p ∈ Hom(ρ, ρ) : p is a projection} (2.1)
Proj0(ρ) := {p ∈ Proj(ρ) : d(ρp) <∞}
and ρ 7→ d(ρ) is the dimension function [LR97, Sec. 3]. Recall that ρ ∈ End(N ) has finite dimension
if and only if it admits a conjugate ρ¯ ∈ End(N ) with a pair of solutions rρ ∈ Hom(id, ρ¯ρ),
r¯ρ ∈ Hom(id, ρρ¯) of the conjugate equations
r¯∗ρρ(rρ) = 1ρ, r
∗
ρρ¯(r¯ρ) = 1ρ¯. (2.2)
We shall always choose standard solutions rρ, rρ¯ of the conjugate equations [LR97, Sec. 2], namely
those giving the dimension of ρ via d(ρ)1id = r
∗
ρrρ = r¯
∗
ρr¯ρ. Recall that d(ρ) = d(ρ¯).
2.2. Generalized Q-systems
Let N ⊂M be a subfactor, i.e. a unital inclusion of von Neumann factors in B(H), the bounded
linear operators on the separable Hilbert space H. We denote byM′ the commutant ofM in B(H).
Let E :M→M be a normal faithful conditional expectation onto N , written as E :M→N ⊂M.
Denote by M1 the Jones extension of M with respect to E [Jon83], and by Eˆ : M1 →M ⊂M1
the normal semifinite faithful operator-valued weight dual to E [Kos86].
Definition 2.1 ([ILP98], [FI99]). A subfactor N ⊂M is called semidiscrete if it admits a normal
faithful conditional expectation E :M→N ⊂M. It is called discrete if in addition the operator-
valued weight Eˆ is semifinite on N ′ ∩M1 for some (hence for all) E.
In this terminology, a subfactor has finite index in the sense of [Jon83], [Kos86], if it is semidis-
crete and if Eˆ is everywhere defined and bounded. In particular, every finite index subfactor is
discrete.
We now recall the definition of Pimsner–Popa basis for a subfactor or inclusion of von Neumann
algebras equipped with a normal faithful conditional expectation E :M→N ⊂M, with finite or
infinite index. In the notation above, let eN be the Jones projection for N ⊂M with respect to E.
Namely, eN is the orthogonal projection onto NΩ, where Ω is a cyclic and separating vector for M
which induces an E-invariant state on M.
5
Definition 2.2 ([PP86], [Pop95]). A Pimsner–Popa basis for N ⊂ M with respect to E is a
family of elements {Mi} ⊂ M, where i runs in some set of indices, such that
(i) M∗i eNMi are mutually orthogonal projections in M1,
(ii)
∑
iM
∗
i eNMi = 1, where the sum converges in the strong operator topology.
Condition (i) is equivalent to E(MiM
∗
j ) = 0 if i 6= j and E(MiM∗i ) are projections in N , while
condition (ii) is equivalent to
∑
iM
∗
i eNH = H. Summing up, M∗i eN are partial isometries whose
range projections form a partition of unit by mutually orthogonal projections.
Pimsner–Popa bases provide the following right N -module expansion of the elements in M.
Proposition 2.3 ([Pop95]). Let {Mi} be a Pimsner–Popa basis for N ⊂M with respect to E then
every m ∈ M admits the following expansion:
m =
∑
i
M∗i E(Mim),
where the sum converges in the topology generated by the family of seminorms {‖ · ‖ϕ : ϕ ∈
(M∗)+, ϕ = ϕ ◦ E}, with ‖m‖ϕ := ϕ(m∗m)1/2.
The coefficients E(Mim) are uniquely determined by m if and only if E(MiM
∗
i ) = 1 for every i.
Proposition 2.4 ([FI99]). Every semidiscrete subfactor of infinite type N ⊂ M equipped with a
normal faithful conditional expectation E :M→N ⊂M admits a Pimsner–Popa basis with respect
to E made of elements in M (Definition 2.2).
Furthermore, discrete subfactors of infinite type can be characterized among the semidiscrete ones
as those admitting Pimsner–Popa bases with an additional intertwining property. To explain this we
need to introduce Longo’s canonical and dual canonical endomorphisms of the subfactor in question
[Lon87]. Denote by γ ∈ End(M) a canonical endomorphism of N ⊂ M and by θ ∈ End(N )
the corresponding dual canonical endomorphism. Namely, γ := (Ad(JN ,Φ) ◦ Ad(JM,Φ))↾M,
where JN ,Φ and JM,Φ are the modular conjugations associated with a jointly cyclic and separating
vector Φ for N and M, and θ := γ↾N . Denote by ι : N → M the inclusion morphism and by
ι¯ := ι−1γ : M → N a weak conjugate in the sense of [Lon90]. Note that ι : N → M and
ι¯ :M→N are not surjective, unless N =M, and
ιι¯ = γ, ι¯ι = θ (2.3)
by definition.
Proposition 2.5 ([DVG18]). Let N ⊂M be a semidiscrete subfactor of infinite type. Then N ⊂M
is discrete if and only if for some (hence for all) E :M→N ⊂M there is a Pimsner–Popa basis
in M with respect to E whose elements fulfill Miι(n) = ι(θ(n))Mi for every n ∈ N , i.e.
Mi ∈ Hom(ι, ιθ) (2.4)
for every i.
Pimsner–Popa bases are also part of the data constituting a generalized Q-system (Definition
2.6), which is a way of describing an infinite subfactor N ⊂ M together with an expectation
E : M→ N ⊂ M by means of data only pertaining to N . For infinite factors, the expectation E
has finite index [Kos86] if and only if one can choose a Pimsner–Popa basis made of one element.
In this case, the subfactor together with the chosen expectation can be more effectively described
by an ordinary Q-system in the sense of Longo [Lon94,BKLR15]. See [DVG18, Sec. 2, 3] for more
comments on this part.
Definition 2.6 ([FI99]). Let N be an infinite factor, a generalized Q-system in the tensor C∗-
category End(N ) is a triple (θ,w, {mi}) consisting of an endomorphism θ ∈ End(N ), an isometry
w ∈ Hom(id, θ), i.e. wn = θ(n)w for every n ∈ N , and a family {mi} ⊂ N such that:
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(i) m∗iww
∗mi are mutually orthogonal projections in N ;
(ii)
∑
im
∗
iww
∗mi = 1, where the sum converges in the strong operator topology;
(iii) nw = 0 implies n = 0 for n ∈ N1, where N1 := 〈θ(N ), {mi}〉 ⊂ N .
Conditions (i) and (ii) above clearly resemble those appearing in the definition of Pimsner–Popa
basis (Definition 2.2) with ww∗ playing the role of a Jones projection. Condition (iii) is a faithfulness
condition for the conditional expectation encoded in the datum of the generalized Q-system.
Proposition 2.7 ([FI99]). Let N be an infinite factor and let θ ∈ End(N ), the following conditions
are equivalent:
(1) There is a von Neumann algebra N1 such that N1 ⊂ N with a normal faithful conditional
expectation E′ : N1 → N2 ⊂ N1, where N2 := θ(N ) ⊂ N1, and θ ∈ End(N ) is a canonical
endomorphism of N1 ⊂ N ;
(2) There is a von Neumann algebra M such that N ⊂ M with a normal faithful conditional
expectation E : M → N ⊂ M, and θ is a dual canonical endomorphism of N ⊂ M, i.e.
θ = γ↾N where γ ∈ End(M) is a canonical endomorphism of N ⊂M;
(3) The endomorphism θ is part of a generalized Q-system (θ,w, {mi}) in the tensor C∗-category
End(N ) (Definition 2.6).
Note that the subfactors N ⊂ M and N2 ⊂ N1 are isomorphic via ι¯ : M → N , where γ = ιι¯,
namely ι¯(M) = N1 and ι¯ι(N ) = θ(N ) = N2.
Proposition 2.8 ([DVG18]). In the assumptions of the previous proposition, the intertwining prop-
erty of the Pimsner–Popa basis which characterizes the discreteness of N ⊂ M (Proposition 2.5),
or equivalently of N2 ⊂ N1, namely Mi ∈ Hom(ι, ιθ), is equivalent to
mi ∈ Hom(θ, θ2) (2.5)
for every i.
We refer to [DVG18, Sec. 3, 5] for further explanations. A generalized Q-system (θ,w, {mi}) with
the additional property (2.5) is called a generalized Q-system of intertwiners [DVG18, Def.
3.7].
Let N ⊂ M be a discrete subfactor of infinite type. It is known from the work of Izumi, Longo
and Popa [ILP98, Sec. 2, 3] that the dual canonical endomorphism θ ∈ End(N ) can be written
as a direct sum of irreducible subendomorphisms in End(N ) with finite dimension, and that this
condition is another characterization of discreteness. Clearly, the direct sum is finite if and only if the
index of the subfactor is finite. If in addition the subfactor is irreducible, namely if N ′ ∩M = C1
or equivalently if Hom(ι, ι) = C1, then each irreducible subsector [ρ], ρ ≺ θ, ρ ∈ End(N ), appears
in [θ] with finite multiplicity nρ. Namely
θ =
⊕
[ρ],r
ρ (2.6)
where the sum runs over inequivalent irreducible subendomorphisms ρ ≺ θ, one for each subsector
[ρ] of [θ], and over the finitely many copies of [ρ] in [θ], labelled by r = 1, . . . , nρ. Moreover, it is
shown in [ILP98] that the multiplicity is bounded above by the square of the dimension
nρ ≤ d(ρ)2. (2.7)
Note that for each sector [ρ] we choose the same endomorphism ρ appearing nρ times in the direct
sum decomposition of θ. In other words, Hom(θ, θ) = θ(N )′ ∩ N is a direct sum of finite matrix
algebras, indexed by [ρ], each of dimension n2ρ.
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In this notation, if N ⊂ M is an irreducible discrete subfactor of infinite type together with an
expectation E : M→ N ⊂ M, which is unique by irreducibility, one can choose a Pimsner–Popa
basis with respect to E made of charged fields1 {ψρ,r} ⊂ M, fulfilling
ψρ,r ∈ Hom(ι, ιρ)
and normalized such that
E(ψρ,rψ
∗
ρ,r) = 1 (2.8)
for every ρ, r. Recall that E(ψρ,rψ
∗
σ,s) = 0 if [ρ] 6= [σ] or r 6= s by the very definition of Pimsner–Popa
basis. We shall always choose
ψid,1 = 1 (2.9)
for the field associated with the vacuum sector [id], which is contained in [θ] with multiplicity one
by irreducibility.
Notation 2.9. Let Hρ := Hom(ι, ιρ) be the space of charged fields ψρ associated with ρ ≺ θ.
For every ρ, the vector space Hρ has dimension nρ. In this situation, a Pimsner–Popa basis
{Mρ,r} with the intertwining property (2.4) is obtained by setting
wρ,r := ι¯(ψ
∗
ρ,r)w, Mρ,r := ι(wρ,r)ψρ,r (2.10)
for every ρ, r, where the wρ,r are isometries in Hom(ρ, θ) expressing the direct sum decomposition
of θ into irreducibles, and w is the isometry in Hom(id, θ), unique by irreducibility, which relates E
and γ via the Connes–Stinespring representation
E = ι(w)∗γ(·)ι(w) (2.11)
[Lon89, Sec. 5]. Note that w∗σ,swρ,r = δσ,ρδs,r1 and pρ,r := ι−1E(Mρ,rM∗ρ,r) = wρ,rw∗ρ,r is a projection
in Hom(θ, θ) for every ρ, r. Actually pρ,r ∈ Proj0(θ) defined in equation (2.1). Moreover, w = wid,1.
Notation 2.10. From now on, we deal with irreducible discrete subfactors of type III. We shall
use without further mention Pimsner–Popa bases (Definition 2.2) made of charged fields {ψρ,r} and
the associated generalized Q-systems (Definition 2.6) of intertwiners
(θ,w, {mρ,r := ι¯(Mρ,r)}) (2.12)
with {Mρ,r} defined as in (2.10). The labels run over inequivalent irreducible subendomorphisms
ρ ≺ θ and multiplicity counting indices r = 1, . . . , nρ. Moreover, we shall assume mid,1 = θ(w).
For later use we state the following properties partially contained in [DVG18, Sec. 5].
Lemma 2.11. Let (θ,w, {mρ,r}) be a generalized Q-system of intertwiners constructed from charged
fields as in Notation 2.10. Let pρ,r = wρ,rw
∗
ρ,r as before. Then
(1) (1θ⊗ pσ,s)mρ,r = δρ,σδr,smσ,s for ρ, σ ≺ θ and r, s as above. In particular, (1θ⊗ pid,1)mρ,r =
δρ,idδr,1mid,1, or equivalently (1θ ⊗ w∗)mρ,r = δρ,idδr,11θ;
(2) (w∗ ⊗ 1θ)mρ,r = pρ,r.
Thus ∑
ρ,r
(1θ ⊗ q)mρ,r =: (1θ ⊗ q)m,
∑
ρ,r
(p ⊗ q)mρ,r =: (p⊗ q)m
1The terminology comes from the work of Doplicher and Roberts [DR72] on superselection sectors in quantum field
theory.
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are finite sums and well-defined in N for every p, q ∈ Proj0(θ), despite the fact that m :=
∑
ρ,rmρ,r
itself is not well-defined as an element of N beyond the finite index case. Summing over ρ, r in the
last equation of (1) and in the sense of strong convergence in (2), we have the identities
(1θ ⊗ w∗)m = 1θ, (w∗ ⊗ 1θ)m = 1θ.
Proof. The first part of (1) follows from (1θ ⊗ w∗σ,s)mρ,r = ι¯ι(w∗σ,swρ,r)ι¯(ψρ,r) = δρ,σδr,sι¯(ψρ,r),
because the wρ,r are isometries with mutually orthogonal range projections. The rest of (1) and (2)
are contained in [DVG18, Sec. 5].
To show the second statement it suffices to observe that q ∈ Proj0(θ) has finite support in
Hom(θ, θ), namely there exist finitely many projections pρ,r such that p =
∑
pρ,r fulfills q ≤ p, i.e.
q = pqp. 
The Pimsner–Popa expansion (Proposition 2.3) for N2 = θ(N ) ⊂ N1 with respect to E′ =
θ(w∗ · w) (Proposition 2.7) applied to the basis elements mσ,s gives:
Lemma 2.12. mσ,s =
∑
ρ,rm
∗
ρ,rθ(mσ,sw), where the sum over ρ, r is finite.
Proof. mσ,s =
∑
ρ,rm
∗
ρ,rE
′(mρ,rmσ,s) =
∑
ρ,rm
∗
ρ,rθ(w
∗mρ,rmσ,sw) =
∑
ρ,rm
∗
ρ,rθ(mσ,sw) by the
properties of generalized Q-systems of intertwiners stated in Lemma 2.11. The sum over ρ, r is
finite because E(Mρ,rMσ,s) = E(wρ,rψρ,rwσ,sψσ,s) = wρ,rρ(wσ,s)E(ψρ,rψσ,s), E(ψρ,rψσ,s) belongs to
Hom(id, ρσ) ∼= Hom(σ¯, ρ) and, for every σ, the sector [σ¯] appears with finite multiplicity in [θ] by
the irreducibility of the subfactor. 
Lemma 2.13. For every q ∈ Proj0(θ) we have:
(1) (1θ⊗ q)mm∗(1θ⊗ q) = (1θ⊗ q)(m∗⊗1θ)(1θ⊗m)(1θ⊗ q) = (1θ⊗ q)(1θ⊗m∗)(m⊗1θ)(1θ⊗ q)
(truncated Frobenius property);
(2) q = q((w∗m∗)⊗1θ)(1θ⊗(mw)) = ((w∗m∗)⊗1θ)(1θ⊗(mw))q (truncated conjugate equations
for θ solved by mw).
Proof. As for Lemma 2.12, mσ,sm
∗
ρ,r =
∑
τ,tm
∗
τ,tE
′(mτ,tmσ,sm∗ρ,r) =
∑
τ,tm
∗
τ,t(1θ⊗mσ,s)(1θ⊗pρ,r).
By multiplying on either side by the same projection (1θ ⊗ q) and summing over ρ, σ, r, s we obtain
the first equality in (1), and the second one as well because the left hand side is manifestly self-
adjoint.
To show (2), by multiplying by w∗ on the left of the equality stated in Lemma 2.12, and again
by Lemma 2.11, we obtain pσ,s =
∑
ρ,r w
∗m∗ρ,r(1θ ⊗ (mσ,sw)). For every q ∈ Proj0(θ) we can take
sufficiently many irreducibles σ ≺ θ such that q = qp = pq, where p := ∑σ,s pσ,s, and by plugging
in the expression for pσ,s we have the claim. 
2.3. Braided and local subfactors
In the type of subfactors we deal with in this paper, we shall be equipped with additional structure
motivated by conformal field theory. More specifically, we have in mind subfactors coming from
inclusions of two local conformal nets [LR95, Thm. 4.9], [DVG18, Thm. 6.8].
Let θ ∈ End(N ) be a dual canonical endomorphism of N ⊂M, and assume that θ belongs to a
full braided tensor C∗-subcategory C ⊂ End(N ), e.g. C = 〈θ〉 the tensor C∗-category generated by
θ equipped with a braiding εθn,θm ∈ Hom(θn+m, θn+m) for every n,m ∈ N.
Recall that a braided tensor C∗-category C is a tensor C∗-category equipped with a family of uni-
tary natural isomorphisms interchanging the order of tensor products {ερ,σ ∈ Hom(ρ⊗σ, σ⊗ρ)}ρ,σ∈C ,
called braiding, which is compatible the tensor structure, see e.g. [EGNO15, Ch. 8]. Naturality
means ερ′,σ′(u ⊗ v) = (v ⊗ u)ερ,σ for every pair of morphisms u ∈ Hom(ρ, ρ′) and v ∈ Hom(σ, σ′).
We denote the braiding and the opposite braiding respectively by ε+ρ,σ := ερ,σ and ε
−
ρ,σ := ε
∗
σ,ρ.
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Definition 2.14. We call a subfactor braided if the dual canonical endomorphism θ belongs to a
full braided tensor C∗-subcategory of End(N ).
In Proposition 2.8 we saw that a semidiscrete subfactor admits a generalized Q-system of inter-
twiners if and only if it is discrete.
Definition 2.15. A generalized Q-system of intertwiners (θ,w, {mρ,r}) in a braided tensor C∗-
category C ⊂ End(N ) is called commutative if
θ(ε±θ,θ)mσ,smρ,r = mρ,rmσ,s (2.13)
for every ρ, σ, r, s as in Notation 2.10, where one can equivalently choose ε+θ,θ or ε
−
θ,θ.
Definition 2.16. Let N ⊂ M be a braided discrete subfactor. It is called local if it admits a
commutative generalized Q-system of intertwiners.
Note that being braided is additional structure for a subfactor, while being local is a constraint
on the structure.
Lemma 2.17. The commutativity condition (2.13) is equivalent to
ι(ε±σ,ρ)ψσψρ = ψρψσ (2.14)
for every pair of charged fields ψρ ∈ Hρ, ψσ ∈ Hσ, where ρ, σ ≺ θ are irreducible and ι : N →M is
the inclusion morphism. In particular, if a braided discrete subfactor admits a commutative gener-
alized Q-system of intertwiners then every generalized Q-systems of intertwiners is commutative.
Proof. By the very definition of the mρ,r, (2.10), (2.12), and by naturality of the braiding, one can
show that (2.13) is equivalent to ι(ε±σ,ρ)ψσ,sψρ,r = ψρ,rψσ,s. The statement for arbitrary charged
fields follows by taking linear combinations of the ψρ,r. The second statement also follows by
naturality of the braiding and by observing that ψ˜ ∈ Hρ˜ and ψ ∈ Hρ with [ρ] = [ρ˜] are related by
ψ˜ = uψ, where u is a unitary conjugating ρ to ρ˜. 
One can consider two different Hilbert space inner products on the space of charged fields Hρ,
for ρ ≺ θ irreducible with finite dimension. Namely, for ψ,ψ′ ∈ Hρ one can consider ι−1E(ψ′ψ∗) ∈
Hom(ρ, ρ) = C1 and 1d(ρ)ψ
∗ψ′ ∈ Hom(ι, ι) ∈ C1. Note that our choice of normalization (2.8) means
orthonormality of the charged fields in the Pimsner–Popa basis {ψρ,r} with respect to the first inner
product. In [ILP98, Sec. 3] it is shown that the difference of the two inner products is measured by
a positive operator aρ ∈ B(Hρ) such that
E(ψ′ψ∗) =
1
d(ρ)
ψ∗(aρψ′). (2.15)
Showing that every aρ is invertible and trace class is actually the way it is proven in [ILP98] the
finite-dimensionality of the Hρ, i.e. the finiteness of the multiplicity of [ρ] in [θ] for irreducible
discrete subfactors. The collection of all aρ, for ρ ≺ θ irreducible with finite dimension, is an
invariant for the subfactor which controls the modular action on charged fields with respect to
E-invariant states, see the proof of [ILP98, Thm. 3.3 (iii)], cf. [JP19, Sec. 2.3].
Remark 2.18. A special role is played by the case where aρ = 1Hρ for every irreducible ρ ≺ θ.
For example, all irreducible finite index subfactors have this property [ILP98, Sec. 3], but not all
irreducible discrete subfactors fulfill it [ILP98, Rmk. 3.4, Appendix]. In the special case of subfactors
coming from discrete/compact quantum group actions, the condition aρ = 1Hρ corresponds to the
Kac type case [ILP98, Sec. 4], [Tom09, Sec. 3], [JP19, Sec. 6.3].
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We show below that locality (Definition 2.16) implies the condition too.2
Proposition 2.19. If N ⊂M is irreducible discrete and local then every aρ = 1Hρ.
Proof. For every ψ,ψ′ ∈ Hρ we have
ψ∗ψ′ = E(ψ∗ψ′) = E(ψ∗ι(ρ(r∗ρ)r¯ρ)ψ
′) = ι(r∗ρ)E(ψ
∗ι(r¯ρ)ψ′) =
= ι(r∗ρ)ι(ε
±
ρ,ρ¯)E(ψ
′ψ∗)ι(r¯ρ) = ι(r∗ρε
±
ρ,ρ¯r¯ρ)E(ψ
′ψ∗)
by using standard solutions of the conjugate equations (2.2) and observing that ψ∗ι(r¯ρ) ∈ Hρ¯
whenever ψ ∈ Hρ, hence applying the commutativity condition (2.14) dictated by locality. Thus
a−1ρ =
1Hρ
d(ρ)
ι(r∗ρε
±
ρ,ρ¯r¯ρ) =
1Hρ
κ(ρ)±1d(ρ)
ι(r∗ρrρ) =
1Hρ
κ(ρ)±1
using [LR97, Lem. 4.3], where κ(ρ) is the phase of ρ, and d(ρ)1id = r
∗
ρrρ by definition of dimension of
ρ. Recall that κ(ρ) = κ(ρ¯). From the positivity of aρ we conclude that κ(ρ) = 1, thus aρ = 1Hρ . 
We have also shown the following generalization of [Reh94b, Prop. 4] to the case of irreducible
local discrete inclusions.
Corollary 2.20. Let θ ∈ End(N ) be the dual canonical endomorphism of an irreducible local discrete
subfactor N ⊂M. Then the phase of every irreducible ρ ≺ θ is κ(ρ) = 1.
As remarked in [ILP98, Sec. 3], from the condition aρ = 1Hρ we can also conclude:
Corollary 2.21. Let θ ∈ End(N ) and ρ ≺ θ be as above, then nρ ≤ d(ρ), where nρ is the multiplicity
of [ρ] in [θ], instead of nρ ≤ d(ρ)2 as in (2.7).
2.4. Dual fields
For every irreducible thus finite-dimensional subendomorphism ρ of θ, we have fields ψ ∈ M,
ψ ∈ Hρ = Hom(ι, ιρ), and we want to construct dual fields, for later use, namely
ψ¯ ∈ N , ψ¯ ∈ Hom(ι¯, ρι¯).
If N ⊂ M has finite index, they are easily given by ψ¯ := w∗ι¯(ψ)ι¯(v), where w ∈ Hom(id, ι¯ι) and
v ∈ Hom(id, ιι¯) solve the conjugate equations for ι and ι¯, see equation (2.3). In the infinite index
case, where we have w but not v, we consider the formal sum m =
∑
ρ,rmρ,r as in Lemma 2.11 and
recall that (1θ ⊗ q)m = θ(q)m is well-defined and it belongs to N for every q ∈ Proj0(θ).
Lemma 2.22. Let N ⊂ M be as in Lemma 2.11 and assume in addition that it is local. Then
qm = (q ⊗ 1θ)m is well-defined, it belongs to N for every q ∈ Proj0(θ) and it fulfills
ε±θ,θ(1θ ⊗ q)m = (q ⊗ 1θ)m.
Moreover, qm ∈ Hom(id, θ1), where θ1 := θ↾N1 and N1 = ι¯(M).
Proof. By locality have θ(ε±θ,θ)mσ,smρ,r = mρ,rmσ,s and by multiplying on both sides by w
∗ on the
left, we get ε±θ,θpσ,smρ,r = pρ,rmσ,s. Now multiplying again on both sides by q on the left, using
naturality of the braiding and summing over ρ, r (finite sum on the left, strongly convergent sum
on the right) we get ε±θ,θ(pσ,s⊗ q)m = qmσ,s. Thus the sum over σ, s of the qmσ,s converges strongly
to an element in N , that we denote by qm, and we have ε±θ,θ(1θ ⊗ q)m = qm.
2Xu proves in [Xu05, Cor. 3.9] that aρ = 1Hρ follows for (subfactors arising from) inclusions of local conformal nets,
under the strongly additive pair assumption, defined in the same section.
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Concerning the intertwining property of qm, we first show that qmm∗σ,s = θ(m∗σ,s)qm. By the
Pimsner–Popa expansion, as in Lemma 2.12, we have
mσ,sm
∗
ρ,r =
∑
τ,t
m∗τ,tE
′(mτ,tmσ,sm∗ρ,r) =
∑
τ,t
m∗τ,tθ(mσ,sm
∗
ρ,rw) =
∑
τ,t
m∗τ,tθ(mσ,s)θ(pρ,r) (2.16)
where the sum over τ, t, a priori convergent in the GNS topology, is actually finite because
E(wτ,tψτ,twσ,sψσ,sψ
∗
ρ,rw
∗
ρ,r) = wτ,tρτ,t(wσ,s)E(ψτ,tψσ,sψ
∗
ρ,r)w
∗
ρ,r, E(ψτ,tψσ,sψ
∗
ρ,r) for every fixed ρ, σ,
r, s belongs to Hom(ρρ,r, ρτ,tρσ,s) and the multiplicity of [ρτ,t] in [θ] is finite by the irreducibility of
the subfactor. Now observe that the sum over σ, s of the m∗σ,sq = m∗(pσ,s ⊗ q)ε±∗θ,θ also converges
strongly and the limit is (qm)∗, that we denote by m∗q. Thus we can multiply both members
of (2.16) by q on the right and sum over ρ, r in the strong operator topology, hence we obtain
mσ,sm
∗q = m∗qθ(mσ,s) which is the adjoint of the desired equality.
Now, every element x ∈ N1 can be written as x =
∑
σ,sm
∗
σ,sE
′(mσ,sx), E′(mσ,sx) ∈ θ(N ) and
the sum over σ, s converges in the GNS topology. By continuity of the left multiplication in the
GNS topology we conclude qmx = θ(x)qm for every x ∈ N1. 
We define the dual field of ψ ∈ Hρ as
ψ¯ := w∗ι¯(ψ)m
where recall that m =
∑
ρ,rmρ,r. It fulfills ψ¯ ∈ Hom(ι¯, ρι¯) and ψ¯ ∈ N because w∗ι¯(ψ) is a linear
combination of w∗ρ,r for some r, and w∗ρ,r = w∗ρ,rpρ,r.
Summing up the notation in a symmetric fashion, we have that:
(w∗ρ,r ⊗ 1θ)m = ψ¯ρ,r, (1θ ⊗w∗ρ,r)m = mρ,r.
2.5. Adjointable UCP maps
Let M,Ω be a pair consisting of a von Neumann algebra M⊂ B(H) and a standard unit vector
Ω ∈ H, i.e. Ω is cyclic and separating for M and it has norm one. A linear map φ : M → M is
unital if φ(1) = 1 and completely positive if it is positive, i.e. m ≥ 0, m ∈ M, implies φ(m) ≥ 0,
and if φ⊗idn : M⊗Mn(C)→M⊗Mn(C) is positive for every n ∈ N. In the following we abbreviate
unital completely positive by ucp.
Definition 2.23. A ucp map φ : M→M is called Ω-adjointable if
(1) φ preserves the state given by Ω, i.e. (Ω, φ( · )Ω) = (Ω, ·Ω).
(2) φ admits an Ω-adjoint, i.e. a ucp map φ♯ : M→M such that
(φ♯(m1)Ω,m2Ω) = (m1Ω, φ(m2)Ω) (2.17)
for every m1,m2 ∈ M.
We denote by UCP♯(M,Ω) the set of Ω-adjointable ucp maps on M.
A ucp map fulfilling property (1) is called Ω-preserving and we denote by UCP(M,Ω) the set
of such maps. Note that an Ω-preserving ucp map is automatically normal and faithful. Moreover,
if an Ω-adjoint exists, then it is unique and automatically Ω-preserving and Ω-adjointable. Indeed,
(1) for φ♯ follows from (2.17) and the unitality of φ. Moreover, φ♯♯ = φ, (φ1 ◦ φ2)♯ = φ♯2 ◦ φ♯1, and
(αφ1 + βφ2)
♯ = αφ♯1 + βφ
♯
2 for α, β ∈ [0, 1]. More generally, for complex linear combinations of
elements in UCP♯(M,Ω), the adjunction map φ 7→ φ♯ is antilinear.
For φ ∈ UCP(M,Ω), denote by Vφ the closure of the operator
mΩ 7→ φ(m)Ω, m ∈ M.
By the Kadison–Schwarz inequality, Vφ ∈ B(H) and ‖Vφ‖ ≤ 1. Moreover, VφΩ = Ω, thus ‖Vφ‖ = 1.
Clearly we have Vφ1◦φ2 = Vφ1Vφ2 . If φ is in addition Ω-adjointable, then Vφ♯ = V ∗φ . For details
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we refer to [Bis17, App. A.1], [NSZ03] and references therein. The following proposition is due to
[AC82, Prop. 6.1], see also [AD06, Lem. 2.5].
Proposition 2.24. Let φ be an Ω-preserving ucp map. Then the following are equivalent:
(1) φ admits an Ω-adjoint φ♯;
(2) φ ◦ σM,Ωt = σM,Ωt ◦ φ, t ∈ R;
(3) VφJM,Ω = JM,ΩVφ,
where σM,Ωt , t ∈ R, is the modular group and JM,Ω is the modular conjugation of (M,Ω).
Clearly, if M is finite and (Ω, ·Ω) is a tracial state, then there is no distinction between Ω-
preserving and Ω-adjointable maps. Note however that there are Ω-preserving maps that are not
Ω-adjointable [AD06, Ex. 2.7] and that the notion of Ω-adjoint does not coincide with the one of
transpose of a ucp map given e.g. in [OP93, Ch. 8]. The two notions coincide on Ω-adjointable
maps, see the proof of Lemma 9.11.
2.6. Amenability for braided discrete type III subfactors
In this section we introduce a notion of strong relative amenability (Definition 2.31) for irreducible
discrete type III subfactors (Definition 2.1) N ⊂M inspired by the type II1 analogue due to Popa,
Shlyakhtenko and Vaes [PSV18, Def. 8.1].
Denote by θ ∈ End(N ) the dual canonical endomorphism of N ⊂M (Section 2.2) and let Ω ∈ H
be a standard unit vector for M⊂ B(H) (Section 2.5) such that
(Ω, E( · )Ω) = (Ω, ·Ω)
where E : M → N ⊂ M is the unique normal faithful conditional expectation for the subfactor.
By definition E is Ω-preserving. Denote also by 〈θ〉0 the rigid C∗-tensor subcategory of End0(N )
generated by the irreducible components of θ.
We adapt a proof of Jones and Penneys [JP19] to show that if 〈θ〉0 is amenable in the sense of
Popa and Vaes [PV15, Def. 5.1], as it is the case e.g. for braided subfactors (Theorem 2.27), then
N ⊂M is strongly relatively amenable (Proposition 2.35).
We first recall the notion of ucp-multiplier on a rigid tensor C∗-category [PV15, Def. 3.4, Prop.
3.6], [JP19, Def. 7.9]. Throughout this paper, rigid tensor C∗-categories will always be implicitly
assumed to be strict and with simple tensor unit, finite direct sums and subobjects.
Definition 2.25. Let C be a rigid tensor C∗-category. Denote by Irr(C) the set of equivalence
classes of irreducible objects in C, and observe that every t ∈ Hom(ρσ, ρσ), for ρ, σ objects in C, can
be written as a finite sum t =
∑
τ∈Irr(C) tτ , where tτ = (1ρ⊗ tτσ,σ)(tρ,ρτ ⊗1σ), for tρ,ρτ ∈ Hom(ρ, ρτ)
and tτσ,σ ∈ Hom(τσ, σ), via the following isomorphism of vector spaces⊕
τ∈Irr(C)
Hom(ρ, ρτ) ⊗Hom(τσ, σ) −→ Hom(ρσ, ρσ) (2.18)
⊕
τ∈Irr(C)
tρ,ρτ ⊗ tτσ,σ 7−→
∑
τ
(1ρ ⊗ tτσ,σ)(tρ,ρτ ⊗ 1σ).
We call a complex-valued bounded function µ ∈ ℓ∞(Irr(C)) a ucp-multiplier on C if for every
ρ, σ objects in C, the linear map µρ,σ : Hom(ρσ, ρσ)→ Hom(ρσ, ρσ) defined by
µρ,σ(t) :=
∑
τ∈Irr(C)
µ(τ)tτ (2.19)
is a ucp map.
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Definition 2.26. A rigid tensor C∗-category C is called amenable if there is a net (or sequence if
Irr(C) is countable) of ucp-multipliers {µα} ⊂ ℓ∞(Irr(C)) with finite support, i.e. µα(τ) = 0 for all
but finitely many τ ∈ Irr(C), converging pointwise to the identity ucp-multiplier, i.e. µid(τ) = 1 for
every τ ∈ Irr(C).
Theorem 2.27. Let C be a rigid tensor C∗-category and assume there is an object θ which generates
C and which has a unitary half-braiding, then C is amenable.
In particular, if N ⊂M is an irreducible braided discrete subfactor and θ ∈ End(N ) is the dual
canonical endomorphism, then 〈θ〉0 is amenable.
Proof. The proof follows by combining [NY16, Thm. 3.5], see also [LR97, Thm. 5.31], with [PV15,
Prop. 5.3]. 
Now we introduce our notion of strong relative amenability for irreducible discrete type III
subfactors N ⊂M. We prove then that braided subfactors of this type are automatically strongly
relatively amenable.
Definition 2.28. We say that a ucp map φ : M → M is N -bimodular if φ(ι(n1)mι(n2)) =
ι(n1)φ(m)ι(n2) for every m ∈ M, n1, n2 ∈ N , where ι : N →M is the inclusion morphism.
Definition 2.29. We say that a ucp map φ : M →M has finite support if φ(ψ) = 0 for every
charged field ψ ∈ Hρ, for all but finitely many inequivalent irreducible subendomorphisms ρ ≺ θ.
Remark 2.30. Clearly φ has finite support if and only if φ(ψρ,r) = 0 for all but finitely many ρ ≺ θ,
r = 1, . . . , nρ as in Notation 2.10, where {ψρ,r} is a Pimsner–Popa basis of charged fields.
Let Ω as in the beginning of this section.
Definition 2.31. We say that N ⊂M is strongly relatively amenable if there is a net {φα} of
N -bimodular Ω-preserving ucp maps φα : M→M with finite support, such that ‖φα(m)Ω−mΩ‖
converges to zero for every m ∈ M.
Remark 2.32. The results of Section 4.5 shall imply that this notion of strong relative amenability
for irreducible discrete type III subfactors (not necessarily braided, with separable predual) does
not depend on the choice of standard vector Ω inducing an E-invariant vector state, nor on the
Hilbert space representation. Indeed, Lemma 4.23 shall imply that N -bimodular ucp maps are
necessarily Ω-preserving. Moreover, for m ∈ M, ‖(φα(m) −m)Ω‖ converges to zero if and only if
‖(φα(m)−m)ξ‖ converges to zero for every ξ ∈ H because vectors of the form m′Ω, with m′ ∈M′,
are dense in H.
Remark 2.33. Definition 2.31 is a type III analogue of amenability for irreducible discrete type II1
subfactors introduced in [PSV18, Def. 8.1]. See also [AD95, Def. 2.10]. It implies the original notion
of amenability introduced by Popa in [Pop86, Def. 3.2.1], see [AD95, Prop. 2.11].
Lemma 2.34. Let µ be a ucp-multiplier on 〈θ〉0 with finite support.
(1) By Proposition 2.3, every m ∈ M can be written as m =∑ρ,r ψ∗ρ,rE(ψρ,rm). Then
φµ(m) :=
∑
ρ,r
ψ∗ρ,r µ(ρ¯)E(ψρ,rm) (2.20)
defines a linear map φµ : M→M which is norm continuous, normal and continuous in the
ultra-strong/weak operator topologies.
(2) For every t ∈ Hom(ρσ, ρσ) and ψ ∈ Hρ, where ρ, σ are objects in 〈θ〉0, consider the element
ψ∗ι(t)ψ ∈ M. Then
φµ(ψ
∗ι(t)ψ) = ψ∗ι(µρ,σ(t))ψ
where µρ,σ is defined in equation (2.19).
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Proof. The map φµ is well-defined because of the uniqueness of the coefficients in the Pimsner–
Popa expansion (Proposition 2.3). Moreover, the defining sum in (2.20) is finite by assumption,
thus φµ(m) ∈ M and the stated continuity properties follow from the respective ones of E, see e.g.
[Bla06, Prop. III.2.2.2], hence we have (1).
By the isomorphism (2.18), see [PV15, Prop. 3.6], we can write t =
∑
τ∈Irr(C) tτ , where tτ =
(1ρ⊗tτσ,σ)(tρ,ρτ⊗1σ) for tρ,ρτ ∈ Hom(ρ, ρτ), tτσ,σ ∈ Hom(τσ, σ), and we observe that the expansion
of each
ψ∗ι(tτ )ψ =
∑
ρ′,r
ψ∗ρ′,rE(ψρ′,rψ
∗ι(tτ )ψ)
only involves the sector [ρ′] = [τ¯ ]. Indeed
E(ψρ′,rψ
∗ι(tτ )ψ) = E(ψρ′,rψ∗ι(ρ(tτσ,σ)tρ,ρτ )ψ) = ι(ρ′(tτσ,σ))E(ψρ′,rψ∗ι(tρ,ρτ )ψ)
and E(ψρ′,rψ
∗ι(tρ,ρτ )ψ) ∈ Hom(id, ρ′τ) ∼= Hom(τ¯ , ρ′) which vanishes if [ρ′] 6= [τ¯ ]. Thus we conclude
φµ(ψ
∗ι(tτ )ψ) = µ(τ)ψ∗ι(tτ )ψ = ψ∗ι(µρ,σ(tτ ))ψ and (2) follows by linearity. 
The next proposition should be compared with [JP19, Prop. 7.11, Cor. 7.13].
Proposition 2.35. Let N ⊂M, Ω and 〈θ〉0 be as above. Then
(1) For every finite support ucp-multiplier µ of 〈θ〉0 equation (2.20) defines an N -bimodular
Ω-preserving ucp map φµ : M→M with finite support;
(2) If 〈θ〉0 is amenable, then N ⊂M is strongly relatively amenable.
Proof. To show (1), we have to check that φµ is ucp, N -bimodular, Ω-preserving.
For every m ∈ M, n ∈ N , one can immediately check from the definition that φµ(mι(n)) =
φµ(m)ι(n) and φµ(ι(n)m) = ι(n)φµ(m), i.e. φµ is N -bimodular.
By the very definition of Pimsner–Popa basis and by equation (2.9), we have that ψid,1 = 1
and E(ψρ,r) = 0 for every [ρ] 6= id, thus E ◦ φµ(m) = µ(id)E(m) for every m ∈ M. Moreover,
µ(id) = 1 because µρ,σ(1ρσ) = 1ρσ and 1ρσ = (1ρσ)id = 1ρ ⊗ 1σ via the isomorphism (2.18), thus
E ◦φµ = E. Hence we can argue that (Ω, φµ(m)Ω) = (Ω, E(m)Ω) = (Ω,mΩ) for every m ∈ M, i.e.
φµ is Ω-preserving.
Unitality follows immediately from the previous discussion. For complete positivity, denote by
M0 be the unital *-subalgebra of M generated by N and by the Pimsner–Popa basis made of
charged fields {ψρ,r} (Notation 2.10). By Proposition 2.3 we can expand products and adjoints of
fields as finite N -linear combinations of the basis elements.
Let {x1, . . . , xk} ⊂ M0, then xi =
∑
ρ,r ψ
∗
ρ,rι(ni,ρ,r) where ni,ρ,r ∈ N and the sum is finite
for every i = 1, . . . , k. By taking a family of isometries {vρ′,r′}, one for each field appearing
in the expansions of x1, . . . , xk counted with multiplicity, such that v
∗
ρ′,r′vρ,r = δρ,ρ′δr,r′1 and∑
ρ′,r′ vρ′,r′v
∗
ρ′,r′ = 1, we can write xi = ψ
∗
σι(ni) for every i = 1, . . . , k for a single (reducible)
σ ∈ 〈θ〉0 where ψσ =
∑
ρ′,r′ vρ′,r′ψρ′,r′ ∈ Hσ and ni ∈ N . By choosing a pair r, r¯ of solutions of the
conjugate equations (2.2) for σ and σ¯, we can rewrite xi = r
∗ψσ¯ι(ni) where ψσ¯ = ψ∗σ r¯ ∈ Hσ¯. Let
{y1, . . . , yk} ⊂ M, then
k∑
i,j=1
y∗i φµ(x
∗
i xj)yj =
k∑
i,j=1
y∗i ι(n
∗
i )φµ(ψ
∗
σ¯rr
∗ψσ¯)ι(nj)yj
=
k∑
i,j=1
y∗i ι(n
∗
i )ψ
∗
σ¯ι(µσ¯,σ(rr
∗))ψσ¯ι(nj)yj
= y∗ι(µσ¯,σ(rr∗))y ≥ 0
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by Lemma 2.34 and by the complete3 positivity of µσ¯,σ, where we set y =
∑k
i=1 ψσ¯ι(ni)yi. Now,
let {x1, . . . , xk} ⊂ M and observe that M0 is weakly dense in M, see e.g. [ILP98, Lem. 3.8].
By Kaplansky’s density theorem [Tak02, Thm. II.4.8] we can approximate each xi with bounded
sequences {xi,n} ⊂ M0 in the strong* operator topology. Hence {x∗i,nxj,n} converges to x∗i xj
strongly*, thus also weakly, and by the continuity properties of φµ stated in Lemma 2.34, we
conclude that
∑k
i,j=1 y
∗
i φµ(x
∗
i xj)yj ≥ 0, i.e. φµ is completely positive by [Tak02, Cor. IV.3.4].
Clearly, φµ has finite support because µ has finite support. This concludes the proof of (1).
To show (2), observe first that Irr(〈θ〉0) is countable by the discreteness of the subfactor. By the
amenability assumption there is a sequence {µα} of ucp-multipliers on 〈θ〉0 converging pointwise to
the identity ucp-multiplier. For m ∈ M0, compute
‖(φµα(m)−m)Ω‖2 = ‖
∑
ρ,r
ψ∗ρ,r(µα(ρ¯)− 1)E(ψρ,rm)Ω‖2
=
∑
ρ,ρ′,r,r′
|µα(ρ¯)− 1|2 (Ω, E(m∗ψ∗ρ′,r′)ψρ′,r′ψ∗ρ,rE(ψρ,rm)Ω)
=
∑
ρ,r
|µα(ρ¯)− 1|2 ‖E(ψρ,rm)Ω‖2
where we used the E-invariance of the state (Ω, ·Ω) and the normalization of the Pimsner–Popa
basis, see equation (2.8). Observing that the sums over ρ, r are finite because m ∈ M0, we can take
the limit over α and the limit is zero by the pointwise convergence assumption. For m ∈ M, we
can choose m0 ∈ M0 such that ‖(m −m0)Ω‖ is arbitrarily small, because M0 is weakly/strongly
dense in M, as we observed above. Compute
‖(φµα(m)−m)Ω‖2 = ‖(φµα(m)− φµα(m0) + φµα(m0)−m0 +m0 −m)Ω‖2
≤ ‖φµα(m−m0)Ω‖2 + ‖(φµα(m0)−m0)Ω‖2 + ‖(m0 −m)Ω‖2
where the first summand can be rewritten as (Ω, φµα(m −m0)∗φµα(m −m0)Ω). By the Kadison–
Schwarz inequality, see e.g. [Bis17, App. A.1], [NSZ03] and using the fact that φµα is Ω-preserving,
we can estimate that summand from above by ‖(m−m0)Ω‖2. Thus the statement follows from the
previous step by an ǫ/3 argument, concluding the proof. 
Combining Theorem 2.27 with Proposition 2.35, we have the following:
Corollary 2.36. Let N ⊂ M be an irreducible braided discrete type III subfactor (Definition 2.1,
2.14). Then N ⊂M is strongly relatively amenable (Definition 2.31).
3. Compact hypergroups
In the next section, we shall see how a compact hypergroup is canonically associated to an irre-
ducible local discrete subfactor. In this section, we explain our definition of compact hypergroup,
which turns out to be a special case of locally compact hypergroup in the sense of [KPC10] and of
compact quantum hypergroup in the sense of [CV99], and then we compare it with other notions
appearing in the literature on hypergroups (and hypercomplex systems) [BH95], [BK98]. A promi-
nent role in our description is played by the so-called Haar measure, arising in the subfactor land
from the unique normal faithful conditional expectation.
Definition 3.1. Amonoid with involution is a setM equipped with a binary operationM×M →
M, (x, y) 7→ x∗y, an involution M →M,x 7→ x♯, i.e. (x♯)♯ = x, and a distinguished element e ∈M ,
the monoidal unit, such that for every x, y, z ∈M we have (x ∗ y) ∗ z = x ∗ (y ∗ z), e ∗ x = x = x ∗ e
3Note that in [PV15, Lem. 3.7] it is shown that a positive multiplier on a rigid tensor C∗-category is automatically
completely positive
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and (x ∗ y)♯ = y♯ ∗ x♯. We call h = h♯ = h ∗ h ∈M a Haar element for M if h ∗ x = h = x ∗ h for
every x ∈M .
Let K be a compact Hausdorff space. We denote by P (K) the set of probability Radon measures
on K. The vector space obtained by complex linear combinations of elements in P (K) will be
denoted by M(K), i.e. the vector space of complex bounded Radon measures on K. Recall that
a measure µ ∈ P (K) is faithful if f 7→ µ(f) := ∫K f dµ is a faithful state on the C∗-algebra of
continuous functions C(K), i.e. if f ∈ C(K), f ≥ 0 with µ(f) = 0 implies f = 0. Recall also that
the continuous dual of C(K) is isometrically isomorphic to M(K) by the Riesz–Markov theorem.
For every x ∈ K, denote by δx ∈ P (K) the Dirac measure concentrated in x.
Definition 3.2. A compact hypergroup is a compact Hausdorff space K equipped with a biaffine
operation called convolution on probability measures P (K) × P (K) → P (K), (µ, ν) 7→ µ ∗ ν, an
involution K → K,x 7→ x♯, and a distinguished identity element e ∈ K with e = e♯, such that:
(i) The convex space P (K) is a monoid with involution with respect to ∗, ♯, δe, where the
involution is defined on measures by the pushforward, i.e. µ♯(E) := µ(E♯) for every Borel
set E ⊂ K. By definition, δ♯x = δx♯ for every x ∈ K;
(ii) The involution x 7→ x♯ is continuous and the map
(x, y) ∈ K ×K 7→ δx ∗ δy ∈ P (K)
is jointly continuous with respect to the weak* topology on measures;
(iii) There exists a faithful probability measure µK ∈ P (K), called a Haar measure on K, such
that for every f, g ∈ C(K) and y ∈ K it holds∫
K
f(y ∗ x)g(x) dµK(x) =
∫
K
f(x)g(y♯ ∗ x) dµK(x), (3.1)
∫
K
f(x ∗ y)g(x) dµK(x) =
∫
K
f(x)g(x ∗ y♯) dµK(x), (3.2)
where
f(x ∗ y) := (δx ∗ δy)(f) =
∫
K
f(z) d(δx ∗ δy)(z).
This notion of compact hypergroup coincides with the one of locally compact hypergroup studied
in [KPC10, Def. 2.1], restricted to the compact case and dualizing the description from M(K) to
C(K), if we assume the existence of a (unique normalized) left and right Haar measure [KPC10, Eq.
(H4)(4), (5)].
In the case of compact metrizable K, a compact hypergroup in the sense of Definition 3.2 endows
the commutative separable C∗-algebra C(K) with a compact quantum hypergroup structure as in
[CV99, Def. 4.1]. Indeed, property (QH1) of [CV99, Def. 4.1] holds by [KPC10, Thm. 8.13].
Remark 3.3. The convolution on Dirac measures can be uniquely extended to a bilinear associative
convolution on M(K) via the formula
µ ∗ ν =
∫
K
∫
K
δx ∗ δy dµ(x) dν(y) (3.3)
for µ, ν ∈ M(K), see [Jew75, Lem 2.4B]. The vector space M(K) becomes a unital involutive
Banach algebra with respect to the antilinear adjoint map µ 7→ µ∗ := µ♯ and the norm given by the
total variation, see [BH95, Sec. 1.1.2], [BK98, Sec. 1.2.3].
Proposition 3.4. The Haar measure is indeed a Haar element for P (K), namely µK ∗ ν = µK =
ν ∗ µK for every ν ∈ P (K). In particular, it is unique and µK = µ♯K = µK ∗ µK .
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Proof. It follows from [KPC10, Lem. 4.1] and [BH95, Prop. 1.3.17]. 
Example 3.5 (Compact groups). If K is a compact group, a hypergroup structure is given by
δx ∗ δy = δxy and x♯ = x−1, where xy ∈ K is the group operation and x−1 ∈ K the group inverse, e
is the identity element and µK is the Haar measure.
Example 3.6 (Finite hypergroups). A finite hypergroup in the sense of Sunder–Wildberger [SW03,
Definition 1.1], see also [Bis17,BR19], gives canonically a hypergroup in the sense of Definition 3.2
by identifying K with {δk}k∈K . Conversely, if K is a compact hypergroup in the sense of Definition
3.2 and K is a finite set then (iii) implies that δe ≤ δx ∗ δy if and only if x = y♯ and thus K
is canonically a Sunder–Wilderberger hypergroup. In this case, we will only use the term finite
hypergroup.
For example, let K = {e, k}. Then for every w ∈ [1,∞] the multiplication law δk ∗ δk =
w−1 · δe + (1−w−1) · δk defines a finite hypergroup in the above sense and every finite hypergroup
with two elements is necessarily of this type.
Remark 3.7. A compact hypergroup in the sense of Definition 3.2 is not necessarily a DJS-hypergroup
after Dunkl, Jewett and Spector, see [BH95, Sec. 1.1.2 (HG1-7)], unless e.g.K is a finite hypergroup.
In Definition 3.2 we do not assume the continuity property (HG4) which guarantees e.g. that the
left and right convolution maps are open. The stronger inversion property (HG7), namely e is in the
support of the measure δx ∗ δy if and only if y = x♯, is replaced by (iii). Vice versa, every compact
DJS-hypergroup fulfills the requirements of Definition 3.2 by [BH95, Thm. 1.3.21, 1.3.28].
We conclude the section with two general results for recognizing x♯.
Proposition 3.8. Let K be a compact hypergroup in the sense of Definition 3.2. The involution
x 7→ x♯ is uniquely determined by the Haar measure via either of the two equations in (iii).
Proof. Assume that x′, x′′ ∈ K fulfill e.g. the first equation in (iii), namely for every f, g ∈ C(K)∫
K
f(x ∗ y)g(y) dµK(y) =
∫
K
f(y)g(x′ ∗ y) dµK(y) (3.4)
=
∫
K
f(y)g(x′′ ∗ y) dµK(y). (3.5)
By [BH95, Thm. 1.2.2.], which applies since since the convolution is jointly continuous by (ii) and
K is compact, we have that for every ǫ > 0 there exists a compact neighbourhood V of e such that
|g(x ∗ y) − g(x)| < ǫ for every y ∈ V , x ∈ K. Note that V depends on ǫ and g. Choose f ≥ 0,∫
K f dµK = 1 and supported in V , then (3.4) equals∫
K
f(y)(g(x′ ∗ y)− g(x′)) dµK(y) + g(x′)
and | ∫K f(y)(g(x′ ∗ y)− g(x′)) dµK(y)| ≤ supy∈V |g(x′ ∗ y)− g(x′)| < ǫ. With the same choice of f ,
an analogous statement holds for (3.5) because the bound on g is uniform in x. Thus g(x′) = g(x′′)
for every g and x′ = x′′, showing the uniqueness of the involution. 
Definition 3.9. Let µ1, µ2 be positive measures on K. We say that µ1 is dominated by µ2,
written as µ1 ≤ dµ2 or simply µ1 ≤ µ2, if there exists a constant d > 0 such that dµ2 − µ1 is a
positive measure.
Proposition 3.10. Let K be a compact hypergroup in the sense of Definition 3.2. Assume that K
is metrizable and let x, x′ ∈ K. If δe ≤ δx ∗ δx′ then x′ = x♯.
Proof. Let {gn} ⊂ C(K) be a δx′-approximating sequence by positive continuous functions sup-
ported in balls of radius 1/n centered at x′, cf. equation (4.10). By assumption, there is a d > 0
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such that dδx ∗ δx′ − δe is a positive measure. Thus for every f ∈ C(K), 0 ≤ f ≤ 1 with f(e) = 1
and support contained in a compact neighbourhood V of e we have
d−1 = d−1f(e) ≤ f(x ∗ x′) = lim
n→∞
∫
K
gn(z)f(x ∗ y) dµK(y)
= lim
n→∞
∫
V
gn(x
♯ ∗ y)f(y) dµK(y).
Assume that x′ 6= x♯. Then for n sufficiently big we may assume that gn(x♯) = 0. Let d−1/2 > δ > 0
then by [BH95, Theorem 1.2.2] we can choose V such that |gn(x♯ ∗ y)| = |gn(x♯ ∗ y) − gn(x♯)| < δ
for every y ∈ V . Note that µK(V ) ≤ 1. Then for n big enough we have∣∣∣∣
∫
V
gn(x
♯ ∗ y)f(y) dµK(y)
∣∣∣∣ ≤
∫
V
|gn(x♯ ∗ y)|dµK(y) < δ µK(V ) ≤ d−1/2
which is a contradiction. 
Remark 3.11. The analogous of Proposition 3.10 does not hold, with the same proof, if we replace
δe ≤ δx ∗ δx′ with the weaker assumption that e is in the support of the measure δx ∗ δx′ [BH95, Sec.
1.1.2 (HG7)]. Nor [BH95, Thm. 1.3.21] holds with the same proof, from which Proposition 3.10
would follow from Proposition 3.8, without the continuity assumption [BH95, Sec. 1.1.2 (HG4)].
4. Compact hypergroups from local discrete subfactors
In this section we show that from an irreducible local discrete subfactor N ⊂M one can construct
a compact hypergroup K(N ⊂M) (Definition 4.47) in the sense of Definition 3.2. The hypergroup
acts on M (Definition 5.1) and it yields N as the fixed point subalgebra (Theorem 5.7).
K(N ⊂ M) is defined as the set of extreme points of UCP♯N (M,Ω) (Definition 4.21), equipped
with the topology of L2(M,Ω)-convergence (Definition 4.26). The convolution is given by the
composition of ucp maps and the involution by the Ω-adjoint. In order to check this, in particular
the compactness of extreme points and the measure theoretical interpretation of the convolution,
we construct K(N ⊂M) in a dual way. Namely, we first associate to the subfactor a commutative
unital involutive algebra Trig(N ⊂M) (Definition 4.1) which will later turn out to be the algebra
of trigonometric polynomials of the hypergroup Trig(K). Taking the C∗-completion C∗red(N ⊂M)
of Trig(N ⊂ M) in the correct Hilbert space representation, namely the one induced by the Haar
measure of the hypergroup, we obtain an algebra of continuous functions C(K) and we show that
P (K) ∼= UCP♯N (M,Ω), in particular on the extreme points K ∼= K(N ⊂M) (Theorem 4.34).
Note that the property of Trig(K) being an algebra of functions is not automatic in general
[Vre79, Sec. 2], but it holds in our case for K(N ⊂ M). In particular, positive functions in C(K)
can be approximated with positive elements in Trig(K). This property is crucial for the proof of (3.1)
and (3.2) in Theorem 4.50 and for the Choquet-type decomposition of the conditional expectation E
(Corollary 4.46). Moreover, K(N ⊂M) is compact metrizable because C∗red(N ⊂M) is separable.
4.1. Trigonometric polynomials
Let N ⊂M be an irreducible local discrete type III subfactor (Section 2.3), with dual canonical
endomorphism θ ∈ End(N ), and let (θ,w, {mρ,r}) be a generalized Q-system of intertwiners as in
Notation 2.10. Consider the formal sum m =
∑
ρ,rmρ,r as in Lemma 2.11 and Section 2.4.
Definition 4.1. We define
Trig(N ⊂M) := {a ∈ Hom(θ, θ) : a = pap for some p ∈ Proj0(θ)}
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with a binary operation
a ∗ b := m∗(a⊗ b)m =
∑
ρ,σ,r,s
m∗ρ,r(a⊗ b)mσ,s
and an antilinear involution
a• := (1θ ⊗ (w∗m∗))(1θ ⊗ a∗ ⊗ 1θ)((mw) ⊗ 1θ) (4.1)
= ((w∗m∗)⊗ 1θ)(1θ ⊗ a∗ ⊗ 1θ)(1θ ⊗ (mw)). (4.2)
We refer to Trig(N ⊂M) as the algebra of trigonometric polynomials of N ⊂M.
Lemma 4.2. For every a, b ∈ Trig(N ⊂M), all sums in the definition of a ∗ b and a• are finite.
Proof. The sum in the definition of a ∗ b is finite by Lemma 2.11, and the same is true for the one
in (1θ ⊗ a∗)mw. To show that the sum in (a∗ ⊗ 1θ)mw is finite as well, it is enough to compute
(pρ,r ⊗ 1θ)mσ,sw = wρ,rw∗ρ,r ι¯(ι(wσ,s)ψσ,s)w = wρ,rρ(wσ,s)w∗ι¯(ψρ,rψσ,s)w and observe that it can be
non-zero only if [σ] = [ρ¯]. 
One can show that these operations are well-defined, i.e. they map to Trig(N ⊂ M), and that
the equality claimed in (4.1)-(4.2) holds. Instead of giving a direct proof of these statements, in the
remainder of this section we give an equivalent, computationally easier, description of Trig(N ⊂M)
in terms of matrix units. We also show the non-trivial fact that these operations endow it with the
structure of an associative involutive algebra with unit 1 := ww∗. This algebra is easily seen to be
commutative due to the locality assumption on the subfactor.
Recall that Hom(θ, θ) is a direct sum of finite matrix algebras by the discreteness assumption,
namely
Hom(θ, θ) ∼=
⊕
[ρ]
Mnρ(C) (4.3)
where the sum runs over inequivalent irreducible subendomorphisms ρ ≺ θ. A complete set of matrix
units is given by wρ,rw
∗
ρ,s ∈ Trig(N ⊂ M), where wρ,r ∈ Hom(ρ, θ) are the isometries defined in
equation (2.10).
Let ρ ∈ End0(N ), not necessarily irreducible nor ρ ≺ θ. Denote as before the corresponding
space of charged fields by Hρ = Hom(ι, ιρ). We have a map
T : Hρ ×Hρ → Trig(N ⊂M)
(ψ1, ψ2) 7→ (1ι¯ ⊗ ψ∗1)(ww∗ ⊗ 1ρ)(1ι¯ ⊗ ψ2)
= ι¯(ψ∗1)ww
∗ ι¯(ψ2)(
,
)
7→ .
Remark 4.3. Note that ι¯(ψ∗)w = 0 if Hom(ρ, θ) = 〈0〉, thus also Hom(ι, ιρ) = 〈0〉 because
w∗ι¯(ψψ∗)w = ι−1E(ψψ∗) = 0 implies ψ = 0. Vice versa also holds, see [DVG18, Lem. 6.15].
Thus we may consider only ρ ∈ End0(N ) in the rigid tensor C∗-category generated by θ, namely
finite direct sums of irreducible subendomorphisms of θ.
Applied to the charged fields in the chosen Pimsner–Popa basis (Notation 2.10), with ρ, σ ≺ θ
irreducible, we get T (ψρ,r, ψρ,s) = wρ,rw
∗
ρ,s. The multiplication of Trig(N ⊂ M) (Definition 4.1),
which is not the matrix/operator multiplication in Hom(θ, θ), acts as follows on matrix units:
Proposition 4.4. Let ρ, σ ≺ θ be irreducible and ψρ,r, ψρ,s ∈ Hρ, ψσ,u, ψσ,v ∈ Hσ, then
T (ψρ,r, ψρ,s) ∗ T (ψσ,u, ψσ,v) = T (ψρ,rψσ,u, ψρ,sψσ,v).
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Proof. It is enough to observe that θ(w∗σ,v)m = ι¯(ψσ,v), and compute T (ψρ,r, ψρ,s) ∗ T (ψσ,u, ψσ,v) =
ι¯(ψ∗σ,u)wρ,rw∗ρ,sι¯(ψσ,v) = ι¯(ψ∗σ,uψ∗ρ,r)ww∗ι¯(ψρ,sψσ,v). 
For every Pimsner–Popa basis of charged fields {ψρ,r} one can produce another Pimsner–Popa
basis as follows. For every ρ ∈ End0(N ), not necessarily irreducible nor ρ ≺ θ, and ψ ∈ Hρ, let
ψ• := ψ∗ι(r¯ρ)
where r¯ρ is part of a (once and for all chosen) standard solution of the conjugate equations (2.2) for
ρ and ρ¯. Observe that ψ• ∈ Hρ¯. The new Pimsner–Popa basis is then given by {ψ•ρ,r}. Indeed, by
equation (2.15) and aρ = 1Hρ (Proposition 2.19), we have that E(ψ
•
ρ,rψ
•∗
σ,s) = E(ψσ,sψ
∗
ρ,r) = δρ,σδr,s1,
cf. the discussion before [ILP98, Thm. 3.3] and see [DVG18, Lem. 6.15]. The normalization is the
same as the one chosen in (2.8).
Lemma 4.5. ψσ¯,s =
∑
s′ λσ¯,σ,s,s′ψ
•
σ,s′ , where s
′ = 1, . . . , nσ and λσ¯,σ,s,s′ ∈ C are defined by
ι−1E(ψσ¯,sψσ,s′) = λσ¯,σ,s,s′rσ. Similarly, interchanging σ with σ¯ and rσ with r¯σ.
Proof. By the Pimsner–Popa expansion (Proposition 2.3)
ψ∗σ¯,s =
∑
ρ,r
ψ•∗ρ,rE(ψ
•
ρ,rψ
∗
σ¯,s) =
∑
s′
ψ•∗σ,s′E(ψ
•
σ,s′ψ
∗
σ¯,s)
thus E(ψ•σ,s′ψ
∗¯
σ,s) = E(ψ
∗
σ,s′ι(r¯σ)ψ
∗¯
σ,s) = E(ψ
∗
σ,s′ψ
∗¯
σ,s)ι(σ¯(r¯σ)) = λ¯σ¯,σ,s,s′ι(r
∗
σσ¯(r¯σ)) = λ¯σ¯,σ,s,s′1 by
the conjugate equations. 
Remark 4.6. The matrices (Λσ¯,σ)s,s′ := λσ¯,σ,s,s′ are clearly unitary and by the locality assumption
they fulfill (Λσ¯,σ)
t = (Λσ,σ¯). Indeed, by the commutation relations (2.14) and κ(σ) = 1 (Corollary
2.20) we have λσ¯,σ,s,s′rσ = ι
−1E(ψσ¯,sψσ,s′) = ι−1E(ι(ε±σ,σ¯)ψσ,s′ψσ¯,s) = λσ,σ¯,s′,sε
±
σ,σ¯ r¯σ = λσ,σ¯,s′,srσ by
arguing as in the proof of Proposition 2.19, thus λσ¯,σ,s,s′ = λσ,σ¯,s′,s.
This allows to compute the involution of Trig(N ⊂M) (Definition 4.1) on matrix units.
Proposition 4.7. Let σ ≺ θ be irreducible and ψσ,r, ψσ,s ∈ Hσ, then
T (ψσ,s, ψσ,r)
• = T (ψ•σ,s, ψ
•
σ,r).
Proof. We have to compute (wσ,sw
∗
σ,r)
•. Let us use (4.1)-(4.2) as a definition of involution and com-
pute θ(w∗σ,s)mw = θ(w∗σ,s)
∑
ρ,r ι¯(ι(wρ,r)ψρ,r)w = ι¯(ψσ,s)w and w
∗
σ¯,s′θ(w
∗
σ,s)mw = w
∗
σ¯,s′ ι¯(ψσ,s)w =
w∗ι¯(ψσ¯,s′ψσ,s)w = ι−1E(ψσ¯,s′ψσ,s) = λσ¯,σ,s′,srσ. Similarly, w∗m∗wσ,r =
∑
t λ¯σ,σ¯,r,tr¯
∗
σσ(w
∗¯
σ,t) and
w∗m∗wσ,rσ(wσ¯,r′) =
∑
t λ¯σ,σ¯,r,tr¯
∗
σσ(w
∗¯
σ,twσ¯,r′) = λ¯σ,σ¯,r,r′ r¯
∗
σ. By using 1θ =
∑
τ,t pτ,t =
∑
τ,twτ,tw
∗
τ,t
we can write
(1θ ⊗ (w∗m∗))(1θ ⊗ (wσ,sw∗σ,r)∗ ⊗ 1θ)((mw) ⊗ 1θ) =
∑
s′,r′
λσ¯,σ,s′,sλ¯σ,σ¯,r,r′wσ¯,s′w
∗
σ¯,r′ (4.4)
where we used σ¯(r¯∗σ)rσ = 1σ¯ from the conjugate equations. With analogous computations, using
the second equality in (4.1)-(4.2), one can also write
((w∗m∗)⊗ 1θ)(1θ ⊗ (wσ,sw∗σ,r)∗ ⊗ 1θ)(1θ ⊗ (mw)) =
∑
s′,r′
λ¯σ¯,σ,r′,rλσ,σ¯,s,s′wσ¯,s′w
∗
σ¯,r′ .
The two expressions are clearly the same by Remark 4.6 above. Now, by Lemma 4.5 we have that
wσ¯,s′ = ι¯(ψ
∗
σ¯,s′)w =
∑
s′′ λ¯σ¯,σ,s′,s′′ ι¯(ψ
•∗
σ,s′′)w. Plugging this expression, e.g. in (4.4) and summing
over s′, by the unitarity of Λσ¯,σ we obtain a contribution of the form ι¯(ψ•∗σ,s)w. Arguing analogously
on w∗σ¯,r′ we obtain w
∗ι¯(ψ•σ,r) and the proof is complete. 
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Proposition 4.8. Let ψ1, ψ2 ∈ Hρ with ρ ∈ End0(N ), not necessarily irreducible nor ρ ≺ θ, then
T (ψ1, ψ2) =
∑
σ,r,s
µσ,r,s(ψ1, ψ2)T (ψσ,r , ψσ,s),
where σ runs over the finitely many inequivalent irreducible subendomorphisms of θ such that σ ≺ ρ,
r, s = 1, . . . , nσ, and µσ,r,s(ψ1, ψ2) ∈ C are such that ι−1(E(ψσ,rψ∗1)E(ψ2ψ∗σ,s)) = µσ,r,s(ψ1, ψ2)1.
Proof. Write the finite Pimsner–Popa expansions (Proposition 2.3) ψ1 =
∑
σ,r E(ψ1ψ
∗
σ,r)ψσ,r and
ψ2 =
∑
τ,sE(ψ2ψ
∗
τ,s)ψτ,s, and plug them in the definition of T (ψ1, ψ2). By using the fact that ww
∗
commutes with θ(N ) and that ι−1(E(ψσ,rψ∗1)E(ψ2ψ∗τ,s)) ∈ Hom(τ, σ) we have the statement. 
The expression for the multiplication and for the involution just obtained (Proposition 4.4 and
4.7) extend to arbitrary T (ψ1, ψ2), respectively by bilinearity and by antilinearity of the operations.
Proposition 4.9. Let ψ1, ψ2 ∈ Hρ and ψ3, ψ4 ∈ Hσ with ρ, σ ∈ End0(N ), not necessarily irreducible
nor ρ, σ ≺ θ, then
T (ψ1, ψ2) ∗ T (ψ3, ψ4) = T (ψ1ψ3, ψ2ψ4).
Proof. Expanding each factor as in Proposition 4.8 and using Proposition 4.4 we obtain a sum of
ι¯(ψ∗τ ′,r′ψ
∗
τ,r)wι
−1(E(ψτ,rψ∗1)E(ψτ ′,r′ψ∗3)E(ψ4ψ∗τ ′,s′)E(ψ2ψ
∗
τ,s))w
∗ ι¯(ψτ,sψτ ′,s′) where we used the fact
that E(ψτ ′,r′ψ
∗
3)E(ψ4ψ
∗
τ ′,s′) is a multiple of 1. Using the intertwining property of w and summing
over τ, r, s we obtain ι¯(ψ∗τ ′,r′ψ
∗
1)wι
−1(E(ψτ ′,r′ψ∗3)E(ψ4ψ∗τ ′,s′))w
∗ι¯(ψ2ψτ ′,s′). We have the claim by
writing ι−1(E(ψτ ′,r′ψ∗3)E(ψ4ψ∗τ ′,s′)) = ρ(ι
−1(E(ψτ ′,r′ψ∗3)E(ψ4ψ∗τ ′,s′))), by the intertwining property
of w and ψ1, ψ2, and summing over τ
′, r′, s′. 
Proposition 4.10. Let ψ1, ψ2 ∈ Hρ with ρ ∈ End0(N ), not necessarily irreducible nor ρ ≺ θ, then
T (ψ1, ψ2)
• = T (ψ•1 , ψ
•
2),
where T (ψ•1 , ψ
•
2) does not depend on the choice of standard solutions of the conjugate equations made
in the definition of ψ•1, ψ•2.
Proof. Expanding T (ψ1, ψ2) as in Proposition 4.8 and using Proposition 4.7, and by the antilinearity
of the involution, we write T (ψ1, ψ2)
• as a sum of ι−1(E(ψσ,sψ∗2)E(ψ1ψ∗σ,r))T (ψ•σ,r , ψ•σ,s). On the
other hand, one can expand ψ•1 , ψ•2 with respect to the basis {ψ•σ,r} and plug the expressions in
T (ψ•1 , ψ•2), thus obtaining a sum of ι−1(E(ψ•σ,rψ•∗1 )E(ψ•2ψ•∗σ,s))T (ψ•σ,r, ψ•σ,s). We have to check that
the numerical coefficients in the two sums are the same.
Compute ι−1(E(ψ•σ,rψ•∗1 )E(ψ•2ψ•∗σ,s)) = ι−1(E(ψ∗σ,r r¯σψ•∗1 )E(ψ•2 r¯∗σψσ,s)), by using d(σ)1 = r∗σrσ
we can rewrite it as d(σ)−1r∗σι−1(E(ψ∗σ,r r¯σψ•∗1 )E(ψ
•
2 r¯
∗
σψσ,s))rσ = d(σ)
−1ι−1(E(ψ∗σ,rψ•∗1 )E(ψ
•
2ψσ,s))
by the conjugate equations. Now observe that by Remark 4.3 we can assume that ρ is in the
rigid tensor C∗-category generated by θ, which is braided by assumption. The commutation re-
lations among charged fields (2.14) associated with irreducible subendomorphisms of θ give also,
e.g. ψ•2ψσ,s = ε
±
σ,ρ¯ψσ,sψ
•
2 , by first expanding ψ
•
2 and then using naturality of the braiding. Thus
d(σ)−1ι−1(E(ψ∗σ,rψ•∗1 )E(ψ•2ψσ,s)) = d(σ)−1ι−1(E(ψ•∗1 ψ∗σ,r)E(ψσ,sψ•2)) because the braiding is uni-
tary and it cancels on both sides. Continuing, we get that d(σ)−1r¯ρι−1(E(ψ1ψ∗σ,r)E(ψσ,sψ∗2))r¯ρ =
d(σ)−1r¯σι−1(E(ψσ,sψ∗2)E(ψ1ψ∗σ,r))r¯σ = ι−1(E(ψσ,sψ∗2)E(ψ1ψ∗σ,r)) by the trace property of the stan-
dard right inverses [LR97, Lem. 3.7], [BKLR16, Prop. 2.4], and the desired equality is proven.
To show that T (ψ•1 , ψ•2) is independent of the choice of standard solutions, recall that the latter
are uniquely determined up to unitaries [LR97, Lem. 3.3], [GL19, Lem. 7.23]. Namely, they are all
of the form ρ(u)r¯ρ for some unitary u ∈ Hom(ρ¯, ρ¯) and a fixed choice of r¯ρ, similarly for rρ. Using
the intertwining property of ψ1, ψ2, the fact that ww
∗ commutes with θ(N ) and the unitarity of u
we have the second claim, thus the proof is complete. 
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The algebra Trig(N ⊂M) is clearly associative and unital, with unit 1 = T (ψid,1, ψid,1), ψid,1 = 1.
The involutivity is more tricky to prove, because on charged fields it neither holds ψ•• = ψ nor
(ψ1ψ2)
• = ψ2•ψ•1 . Indeed if ψ ∈ Hρ and ρ ≺ θ is irreducible self-conjugate and pseudoreal [LR97, p.
139], we get ψ•• = −ψ because ψ• ∈ Hρ¯ = Hρ and r¯ρ = −rρ. Moreover, there is in general no way
of choosing r¯ρ, or rρ in a standard solution for every ρ in such a way the choice is strictly compatible
with the composition of endomorphisms, i.e. with the tensor multiplication. The best that one can
hope to get is compatibility up to unitaries, cf. [Yam04].
Proposition 4.11. Let ρ, σ ≺ θ be irreducible and ψρ,r, ψρ,s ∈ Hρ, ψσ,u, ψσ,v ∈ Hσ, then
T (ψρ,r, ψρ,s)
•• = T (ψρ,r, ψρ,s),
(T (ψρ,r, ψρ,s) ∗ T (ψσ,u, ψσ,v))• = T (ψσ,u, ψσ,v)• ∗ T (ψρ,r, ψρ,s)•.
Proof. The first equation is immediate by the previous discussion. For the second equation, write
T (ψρ,rψσ,u, ψρ,sψσ,v)
• = T ((ψρ,rψσ,u)•, (ψρ,sψσ,v)•) by Proposition 4.10, and observe that ψ•σ,uψ•ρ,r =
ψ∗σ,uι(r¯σ)ψ∗ρ,rι(r¯ρ) = ψ∗σ,uψ∗ρ,rι(ρ(r¯σ)r¯ρ). Now, ρ(r¯σ)r¯ρ is indeed a part of a standard solution of the
conjugate equations [LR97, Cor. 3.10], thus T ((ψρ,rψσ,u)
•, (ψρ,sψσ,v)•) = T (ψ•σ,uψ•ρ,r, ψ•σ,vψ•ρ,s) again
by Proposition 4.10, and the proof is complete. 
Proposition 4.12. Let ψ1, ψ2 ∈ Hρ and ψ3, ψ4 ∈ Hσ with ρ, σ ∈ End0(N ), not necessarily irre-
ducible nor ρ, σ ≺ θ, then
T (ψ1, ψ2) ∗ T (ψ3, ψ4) = T (ψ3, ψ4) ∗ T (ψ1, ψ2).
Proof. Combine Proposition 4.9 with the commutation relations among charged fields ψ1, ψ3 and
ψ2, ψ4, deduced from (2.14) as in the proof of Proposition 4.10. 
Summing up the results of this section:
Theorem 4.13. Let N ⊂ M be an irreducible local discrete type III subfactor (Definition 2.1,
2.16). Then Trig(N ⊂ M) (Definition 4.1) is a unital associative and commutative algebra with
involution.
4.2. Duality pairing
Let N ⊂ M be as in Theorem 4.13. Denote by HomN (M,M) the set of N -bimodular linear
maps φ :M→M. Observe that if ψ ∈ Hρ, ρ ∈ End0(N ), then φ(ψ) ∈ Hρ. There is a pairing
〈 · , · 〉 : HomN (M,M) ×Trig(N ⊂M)→ C
〈φ, a〉 · 1ι := ψ∗1φ(ψ2), a = T (ψ1, ψ2), pap = a, ψ1, ψ2 ∈ Hθp , p ∈ Proj0(θ), (4.5)
〈φ, a〉 · 1ι :=
φ
a
.
Note that the action of 〈φ, ·〉 preserves the decomposition in Proposition 4.8, thus we may think
of it as defined on matrix units T (ψρ,r, ψρ,s) and extend it by linearity to Trig(N ⊂M).
Proposition 4.14. Let φ : M→M be a N -bimodular linear unital completely positive map, then
ωφ := 〈φ, · 〉 is a state on Trig(N ⊂M).
Proof.
〈φ,1〉 = 〈φ, T (1, 1)〉
= 1φ(1)
= 1.
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〈φ, T (ψρ,r, ψρ,s)〉 = φ(ψ∗ρ,s)ψρ,r
= d(ρ)E(ψρ,rφ(ψ
∗
ρ,s))
= ι(r¯∗ρ)E(ψρ,rφ(ψ
∗
ρ,s))ι(r¯ρ)
= E(ψ•∗ρ,rφ(ψ
•
ρ,s))
= ψ•∗ρ,rφ(ψ
•
ρ,s)
= 〈φ, T (ψ•ρ,r, ψ•ρ,s)〉
= 〈φ, T (ψρ,r, ψρ,s)•〉.
Let a =
∑
i=(ρ,r,s) aiT (ψρ,r, ψρ,s), for ai ∈ C and multi-indices i = (ρ, r, s), then
〈φ, a• ∗ a〉 =
∑
i,i′
a¯iai′
〈
φ, T (ψρ,r, ψρ,s)
• ∗ T (ψρ′,r′ , ψρ′,s′)
〉
=
∑
i,i′
a¯iai′
〈
φ, T (ψ•ρ,rψρ′,r′ , ψ
•
ρ,sψρ′,s′)
〉
=
∑
i,i′
a¯iai′ψ
∗
ρ′,r′ψ
•∗
ρ,rφ(ψ
•
ρ,sψρ′,s′)
=
∑
i,i′
a¯iai′d(ρ
′)E(ψ•∗ρ,rφ(ψ
•
ρ,sψρ′,s′)ψ
∗
ρ′,r′)
=
∑
i,i′
a¯iai′ι(r¯
∗
ρ′)E(ψ
•∗
ρ,rφ(ψ
•
ρ,sψρ′,s′)ψ
∗
ρ′,r′)ι(r¯ρ′)
=
∑
i,i′
a¯iai′E(ψ
•∗
ρ,rφ(ψ
•
ρ,sι(r¯
∗
ρ′)ψρ′,s′)ψ
∗
ρ′,r′ι(r¯ρ′))
=
∑
i,i′
a¯iai′E(ψ
•∗
ρ,rφ(ψ
•
ρ,sψ
•∗
ρ′,s′)ψ
•
ρ′,r′)
=
∑
i,i′
a¯iψ
•∗
ρ,rφ(ψ
•
ρ,sψ
•∗
ρ′,s′)ψ
•
ρ′,r′ai′
=
∑
i,i′
y∗i φ(x
∗
i xi′)yi′ ≥ 0,
where yi := aiψ
•
ρ,r, xi := ψ
•∗
ρ,s, by the complete positivity of φ, [Tak02, Cor. IV.3.4]. 
4.3. Fourier transform
Let N ⊂ M be an irreducible discrete type III subfactor, with canonical and dual canonical
endomorphisms denoted by γ and θ (Section 2.2). Consider the Fourier transform [NW95, Def.
7], see also [BR19, Sec. 2.1]:
F : Hom(γ, γ) −→ Hom(θ, θ)
a 7−→ θ(w∗)ι¯(a)w
which is injective4. On some domain, e.g. provided that F(a),F(b) ∈ Trig(N ⊂M), we have
F(ab) = F(b) ∗ F(a). (4.6)
4In [NW95] the Fourier transform is defined for irreducible semidiscrete subfactors of infinite type, not necessarily
braided, nor discrete. However, discreteness follows from semidiscreteness in the case of depth 2 subfactors by [EN96].
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Indeed
F(ab) = θ(w∗)ι¯(ab)w
= θ(w∗)ι¯(a)ι¯(b)w
=
∑
ρ,r
θ(w∗)m∗ρ,rθ(ι¯(a)w)ι¯(b)w
=
∑
ρ,r
m∗ρ,rθ(θ(w
∗)ι¯(a)w)ι¯(b)w
=
∑
ρ,r
m∗ρ,rθ(F(a))ι¯(b)w
=
∑
ρ,σ,r,s
m∗ρ,rθ(F(a))ι¯(ι(w∗)bι(mσ,s))w
=
∑
ρ,σ,r,s
m∗ρ,rθ(F(a))ι¯(ι(w∗)b)wmσ,s
=
∑
ρ,σ,r,s
m∗ρ,rθ(F(a))F(b)mσ,s
= F(b) ∗ F(a).
On some domain, we also have
F(a∗) = F(a)•, (4.7)
as we show below for elements a ∈ Hom(γ, γ) such that F(a) ∈ Trig(N ⊂M).
Proposition 4.15. If N ⊂ M is in addition discrete and local, then the range of the Fourier
transform F : Hom(γ, γ) → Hom(θ, θ) contains Trig(N ⊂ M). More precisely, consider the dual
fields constructed in Section 2.4, then
F(ψ∗ρ,rι(ψ¯ρ,s)) = T (ψρ,r, ψρ,s).
for every irreducible ρ ≺ θ and r, s = 1, . . . , nρ.
Proof. Compute
F(ψ∗ρ,rι(ψ¯ρ,s)) = ι¯ι(w∗)ι¯(ψ∗ρ,r)ι¯ι(ψ¯ρ,s)w
= ι¯(ψ∗ρ,rιρ(w
∗)ι(w∗ρ,s)ι(m))w
= ι¯(ψ∗ρ,rι(w
∗
ρ,s)ι(θ(w
∗)m))w
= ι¯(ψ∗ρ,r)ι¯ι(w
∗
ρ,s)w
= wρ,rw
∗
ρ,s
= T (ψρ,r, ψρ,s)
using θ(w∗)m = 1θ. 
On trigonometric polynomials we have
F((ψ∗ρ,rι(ψ¯ρ,s))∗) = F(ψ∗ρ,rι(ψ¯ρ,s))•,
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indeed
F((ψ∗ρ,rι(ψ¯ρ,s))∗) = F(ι(ψ¯ρ,s)∗ψρ,r)
= θ(w∗)ι¯(ι(m∗)ιι¯(ψ∗ρ,s)ι(w)ψρ,r)w
= ι¯(ι(w∗)γ(M∗ψ∗ρ,s)ι(w)ψρ,r)w
= ι¯(E(M∗ψ∗ρ,s)ψρ,r)w,
where M = ι¯−1(m) and m is the formal sum defined in Section 2.2, i.e. M =
∑
σ,t ι(wσ,t)ψσ,t and
wσ,t = ι¯(ψ
∗
σ,t)w, thus
=
∑
σ,t
ι¯(E(ψ∗σ,tψ
∗
ρ,s)ψρ,r)ww
∗ ι¯(ψσ,t)
=
∑
σ,t
ι¯(E(ψ∗σ,tι(σ(r
∗
σ))ι(r¯σ)ψ
∗
ρ,s)ψρ,r)ww
∗ ι¯(ψσ,t)
=
∑
σ,t
ι¯(ι(r∗σ)E(ψ
•
σ,tψ
∗
ρ,s)ψρ,r)ww
∗ι¯(ψσ,t)
=
∑
t
ι¯((ψ•ρ,r)
∗)ww∗ ι¯(ι(r∗ρ)ι(ρ¯(r¯ρ))ψρ¯,tE(ψ
•
ρ¯,tψ
∗
ρ,s))
=
∑
t
ι¯((ψ•ρ,r)
∗)ww∗ ι¯((ψ•ρ¯,t)
∗E(ψ•ρ¯,tψ
∗
ρ,s)ι(r¯ρ))
= ι¯((ψ•ρ,r)
∗)ww∗ ι¯(ψ•ρ,s)
= T (ψ•ρ,r, ψ
•
ρ,s)
= T (ψρ,r, ψρ,s)
•
using the conjugate equations, the Pimsner–Popa expansion (Proposition 2.3) and the fact that
E(ψ•σ,tψ∗ρ,s) = 0 if [σ] 6= [ρ¯], and E(ψ•σ,tψ∗ρ,s) ∈ C1 if σ = ρ¯.
Finally, equation (4.7) follows from Proposition 4.8 and from the linearity of the Fourier transform.
4.4. The reduced C∗-algebra of a local discrete type III subfactor
In the same assumptions of Section 4.1, we want to endow the commutative unital involutive
algebra Trig(N ⊂M) (Theorem 4.13) with a C∗-norm and then take the norm closure. Let
ωE := 〈E, · 〉 (4.8)
be the state on Trig(N ⊂M) given by Proposition 4.14.
Lemma 4.16. The state ωE is faithful, namely ωE(a
• ∗ a) > 0 if a ∈ Trig(N ⊂M), a 6= 0.
Proof. By the chosen normalization of the charged fields (2.8) and by aρ = 1Hρ , which follows from
locality (Proposition 2.19), arguing as in the proof of Proposition 4.14 we have
ωE(T (ψρ,r, ψρ,s)
• ∗ T (ψσ,r′ , ψσ,s′)) = ψ∗σ,r′ψ•∗ρ,rE(ψ•ρ,sψσ,s′)
= E(ψ•∗ρ,rE(ψ
•
ρ,sψ
•∗
σ,s′)ψ
•
σ,r′)
= E(ψ•∗ρ,rE(ψσ,s′ψ
∗
ρ,s)ψ
•
σ,r′)
= E(ψ•∗ρ,rψ
•
ρ,r′)δρ,σδs,s′
= d(ρ)δρ,σδs,s′δr,r′ ,
from which faithfulness follows. 
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Denote by (λ,HE , ξE) the GNS representation of Trig(N ⊂ M) associated with ωE, see e.g.
[KM15, Sec. 1.3], where ξE ∈ HE is the cyclic and separating unit vector such that ωE = (ξE , λ( · )ξE).
Denote by ‖ · ‖E the norm on HE induced by the GNS inner product.
Lemma 4.17. The representation λ is faithful and by bounded linear operators on HE, namely
λ : Trig(N ⊂M)→ B(HE), indeed
‖T (ψρ,r, ψρ,s) ∗ T (ψσ,t, ψσ,u)‖E ≤ d(ρ) ‖T (ψσ,t, ψσ,u)‖E . (4.9)
Proof. Compute
‖T (ψρ,r, ψρ,s) ∗ T (ψσ,t, ψσ,u)‖2E
= ωE(T (ψσ,t, ψσ,u)
• ∗ T (ψρ,r, ψρ,s)• ∗ T (ψρ,r, ψρ,s) ∗ T (ψσ,t, ψσ,u))
= ωE(T (ψ
•
σ,tψ
•
ρ,rψρ,rψσ,t, ψ
•
σ,uψ
•
ρ,sψρ,sψσ,u))
= ψ∗σ,tψ
∗
ρ,rψ
•∗
ρ,rψ
•∗
σ,tE(ψ
•
σ,uψ
•
ρ,sψρ,sψσ,u)
= ψ∗ρ,rψ
•∗
ρ,rψ
•∗
σ,tE(ψ
•
σ,uψ
•
ρ,sψρ,sψ
•∗
σ,u)ψ
•
σ,t
= ψ•∗ρ,rψ
•∗
σ,tE(ψ
•
σ,u ψ
•
ρ,sψ
•∗
ρ,s︸ ︷︷ ︸
≤d(ρ)1
ψ•∗σ,u)ψ
•
σ,tψ
•
ρ,r
≤ d(ρ)ψ•∗ρ,r ψ•∗σ,tE(ψ•σ,uψ•∗σ,u)ψ•σ,t︸ ︷︷ ︸
∈C1
ψ•ρ,r
= d(ρ)2ψ•∗σ,tE(ψ
•
σ,uψ
•∗
σ,u)ψ
•
σ,t
= d(ρ)2ψ∗σ,tψ
•∗
σ,tE(ψ
•
σ,uψσ,u)
= d(ρ)2‖T (ψσ,t, ψσ,u)‖2E .

Remark 4.18. Note that the same computation leading to (4.9) holds replacing the expectation
E :M→N ⊂M with any other N -bimodular ucp map φ :M→M.
Definition 4.19. We denote by C∗red(N ⊂M) be the norm closure of λ(Trig(N ⊂M)) in B(HE),
and we refer to it as the reduced C∗-algebra of N ⊂M.
Thus
C∗red(N ⊂M) ∼= C(K)
by Gelfand duality, where K is a compact Hausdorff space, the spectrum of the reduced C∗-algebra,
and C(K) the algebra of continuous functions on K. Note that C∗red(N ⊂ M) is separable by
construction, thus K is metrizable.
Lemma 4.20. The state ωE defined in (4.8) extends by the formula ωE = (ξE , · ξE) to a faithful
state on C∗red(N ⊂M).
Proof. Observe that ξE is cyclic for λ(Trig(N ⊂ M)) thus separating for λ(Trig(N ⊂ M))′ and
that C∗red(Trig(N ⊂M)) ⊂ λ(Trig(N ⊂M))′ by the commutativity of Trig(N ⊂M). 
4.5. A duality theorem: UCP/states correspondence
The goal of this section is to show that the duality pairing introduced in Section 4.2 gives a
bijective correspondence, in fact a homeomorphism, between the states on C∗red(N ⊂ M) and the
set of N -bimodular ucp maps on M (Corollary 4.25, Theorem 4.34). These are the main technical
results of the paper.
Let N ⊂ M be an irreducible semidiscrete subfactor (Definition 2.1). Let Ω ∈ H be a standard
unit vector for M ⊂ B(H) such that the associated state is E-invariant, where E : M→ N ⊂ M
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is the unique normal faithful conditional expectation for the subfactor. Then E is Ω-adjointable by
Takesaki’s theorem [Str81, Sec. 10], in symbols E ∈ UCP♯(M,Ω). In the notation of Section 2.5,
e := VE is the Jones projection of E with respect to Ω, namely emΩ = E(m)Ω for every m ∈ M,
and E♯ = E because (m1Ω, E(m2)Ω) = (m1Ω, em2Ω) = (E(m1)Ω,m2Ω) for every m1,m2 ∈M.
Definition 4.21. We denote by UCPN (M,Ω) the set of N -bimodular Ω-preserving ucp maps
φ :M→M, and by UCP♯N (M,Ω) the subset of Ω-adjointable ones.
Clearly, E ∈ UCP♯N (M,Ω). Observe also that if φ is N -bimodular and Ω-adjointable, then
the adjoint φ♯ is also N -bimodular. A remarkable consequence of discreteness and locality of
the subfactor (Definition 2.1 and 2.16), or better of the property aρ = 1Hρ implied by locality
(Proposition 2.19), is the following:
Lemma 4.22. Let N ⊂ M be an irreducible discrete type III subfactor such that aρ = 1Hρ for
every irreducible ρ ≺ θ and let Ω be as above. Then every N -bimodular Ω-preserving ucp map
φ :M→M, i.e. such that (Ω, φ( · )Ω) = (Ω, ·Ω), is automatically Ω-adjointable.
Proof. By the equivalent conditions stated in Proposition 2.24, it is enough to show that φ commutes
with the modular group σt of (M,Ω), namely that φ ◦ σt = σt ◦ φ on M, t ∈ R. By [ILP98, Lem.
3.8], M is weakly spanned by N and by the spaces of charged fields Hρ, with ρ ≺ θ irreducible.
Now, by the proof of [ILP98, Lem. 3.8] and using the fact that aρ = 1Hρ for every irreducible
ρ ≺ θ by assumption, we have that σt(ψ) = ι(uρ,t)ψ for every ψ ∈ Hρ, where uρ,t is a unitary in N
given by Connes cocycles. Thus φ(σt(ψ)) = ι(uρ,t)φ(ψ) = σt(φ(ψ)), by N -bimodularity of φ and
observing that φ maps each Hρ into itself. Moreover, φ(σt(ι(n))) = σt(ι(n)) = σt(φ(ι(n))), n ∈ N ,
because φ(ι(n)) = ι(n) and σt(ι(n)) ∈ ι(N ) for every t ∈ R by Takesaki’s theorem, concluding the
proof. 
More generally, for irreducible discrete but not necessarily local nor braided subfactors:
Lemma 4.23. Let N ⊂ M be an irreducible discrete type III subfactor and let Ω be as above. If
φ : M→M is a ucp map acting trivially on N , i.e. φ↾ι(N ) = id, then φ is N -bimodular and it is
absorbed by E on both sides, namely
φ ◦E = E, E ◦ φ = E.
Moreover, φ is automatically Ω-preserving.
Proof. The N -bimodularity follows from Choi’s theorem [Cho74], namely φ(ι(n)∗ι(n)) = ι(n∗n) =
φ(ι(n)∗)φ(ι(n)) for some n ∈ N implies φ(mι(n)) = φ(m)φ(ι(n)) = φ(m)ι(n) and φ(ι(n)m) =
φ(ι(n))φ(m) = ι(n)φ(m) for every m ∈ M, cf. [Bis17, Prop. 3.4].
The first absorption property is immediate. To show the second one we observe that E(φ(ψ)) =
0 = E(ψ) for every ψ ∈ Hρ, [ρ] 6= [id], and ψ = λ1, λ ∈ C, if [ρ] = [id] (indeed ψid,1 = 1, by equation
(2.9), thus E(ψρ,r) = 0 by the very definition of Pimsner–Popa basis) and we conclude by density
of N and Hρ, ρ ≺ θ, in M, as in the proof of the previous lemma.
The second absorption property together with the fact that E is Ω-preserving imply that φ is
Ω-preserving. 
Corollary 4.24. If N ⊂ M is an irreducible discrete type III subfactor, then UCPN (M,Ω) is
independent of the choice of Ω as above. If in addition aρ = 1Hρ for every irreducible ρ ≺ θ (e.g.
for local or finite index subfactors), then UCPN (M,Ω) = UCP♯N (M,Ω).
Summing up the results of this section and those mentioned in Section 2.5, we obtain a very easy
description of the elements of UCP♯N (M,Ω).
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Corollary 4.25. If N ⊂ M is an irreducible local discrete type III subfactor, then a ucp map
φ :M→M belongs to UCP♯N (M,Ω) if and only if φ↾ι(N ) = id.
Now we define a topology on ucp maps.
Definition 4.26. A net {φα} ⊂ UCP♯N (M,Ω) converges in L2(M,Ω) to φ ∈ UCP♯N (M,Ω), if
and only if ‖φα(m)Ω − φ(m)Ω‖ → 0 for all m ∈ M. We write φα → φ in L2(M,Ω).
The convergence φα → φ in L2(M,Ω), already encountered in Section 2.6 for UCP♯(M,Ω), is
clearly equivalent to Vα → V in the strong operator topology of B(H), where Vα ∈ B(H) and
V ∈ B(H) are the linear contractions respectively associated with φα and φ (Section 2.5). We note
that V ∈ N ′, if φ isN -bimodular. If φ is Ω-adjointable, then [V, JM,Ω] = 0 thus V ∈ JM,ΩN ′JM,Ω =
M1. Consequently, φα → φ in L2(M,Ω) corresponds to the strong operator convergence Vα → V
in N ′ ∩M1.
Remark 4.27. Since N ′ ∩M1 (∼= θ(N )′ ∩ N = Hom(θ, θ)) is isomorphic to a direct sum of finite
matrix algebras by discreteness and irreducibility of the subfactor, any norm bounded net Vα → V
converges in the strong operator topology of N ′∩M1, if and only if it converges in the weak operator
topology.
Indeed, assume that Vα → V converges in the weak operator topology and choose a sequence of
minimal central projections pm ∈ N ′ ∩M1 such that
∑
m pm = 1 in the strong operator topology.
Hence pmVα → pmV in norm, thus in the strong operator topology, for every fixed m. For every
ξ ∈ H, denote ξm := pmξ thus ‖ξ‖ =
∑
m ‖ξm‖. We have
‖Vαξ − V ξ‖ =
∑
m
‖Vαξm − V ξm‖ ≤
N∑
m=1
‖Vαξm − V ξm‖+ C
∞∑
m=N
‖ξm‖,
where C > 0 is some constant given by the norm boundedness of Vα, and by an ǫ/2 argument we
conclude ‖Vαξ − V ξ‖ → 0.
As a consequence, φα → φ in L2(M,Ω) if and only if φ♯α → φ♯ in L2(M,Ω).
From now on we assume, without further mention, that N ⊂M is irreducible, discrete and local.
Recall the map defined by duality in equation (4.5):
φ 7→ ωφ = 〈φ, · 〉
from N -bimodular ucp maps on M to states on Trig(N ⊂M), or equivalently on its image under
the GNS representation (λ,HE , ξE) (Lemma 4.17).
Lemma 4.28. If φ ∈ UCP♯N (M,Ω) has finite support (Definition 2.29), then ωφ extends to a state
on C∗red(N ⊂M) (Definition 4.19).
Proof. A computation shows that ωφ = ωE(t ∗ · ) for the operator
t =
∑
ρ,r
T (φ(ψρ,r), ψρ,r) ∈ Trig(N ⊂M).
Thus we can write ωφ(a) = ωE(t ∗ a) = (ξE , λ(t)λ(a)ξE) for a ∈ Trig(N ⊂ M). By Proposition
4.14, it defines a state x ∈ C∗red(N ⊂M) 7→ (ξE , λ(t)xξE) which extends ωφ. 
Proposition 4.29. If φ ∈ UCP♯N (M,Ω) can be approximated in L2(M,Ω) by finite support maps
in UCP♯N (M,Ω), then ωφ extends to a state on C∗red(N ⊂M).
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Proof. Let φα → φ in L2(M,Ω) where each φα has finite support. By Lemma 4.28, each ωφα
extends to a state on C∗red(N ⊂M). For a = T (ψρ,r, ψσ,s) ∈ Trig(N ⊂M) we have
|ωφ(a)− ωφα(a)| =
∣∣(Ω, ψ∗ρ,r(φ− φα)(ψσ,s)Ω)∣∣
= |(ψρ,rΩ, (V − Vα)ψσ,sΩ)| → 0
and the same holds for an arbitrary a ∈ Trig(N ⊂M). But this implies
|ωφ(a)| ≤ sup
α
|ωφα(a)| ≤ ‖λ(a)‖
thus ωφ extends by density to a state on C
∗
red(N ⊂M). 
Corollary 4.30. Every φ ∈ UCP♯N (M,Ω) defines by extension a state ωφ on C∗red(N ⊂M).
Proof. The subfactor is strongly relatively amenable (Definition 2.31) by Corollary 2.36. Thus by
Lemma 4.22, there is a net φα ∈ UCP♯N (M,Ω) with finite support such that φα → id in L2(M,Ω).
The maps φ◦φα ∈ UCP♯N (M,Ω) have finite support and φ◦φα → φ in L2(M,Ω), and we conclude
by Proposition 4.29. 
In the following, we denote again by ωφ the extended state on C
∗
red(N ⊂M).
Lemma 4.31. The duality map φ 7→ ωφ is injective.
Proof. Assume that ωφ1 = ωφ2 for φ1, φ2 ∈ UCP♯N (M,Ω). We first show that φ♯1(ψ∗ρ,r) = φ♯2(ψ∗ρ,r)
for all ρ, r, where φ♯ denotes as before the Ω-adjoint of φ ∈ UCP♯N (M,Ω). Indeed, writing the
Pimsner–Popa expansion (Proposition 2.3) we obtain
φ♯(ψ∗ρ,r) =
∑
σ,s
ψ∗σ,sE(ψσ,sφ
♯(ψ∗ρ,r))
=
∑
s
ψ∗ρ,s(Ω, ψρ,sφ
♯(ψ∗ρ,r)Ω)
=
∑
s
ψ∗ρ,s(Ω, φ(ψρ,s)ψ
∗
ρ,rΩ)
=
∑
s
ψ∗ρ,sE(φ(ψρ,s)ψ
∗
ρ,r)
=
∑
s
ψ∗ρ,s
1
d(ρ)
ψ∗ρ,rφ(ψρ,s) =
∑
s
ψ∗ρ,s
1
d(ρ)
ωφ(T (ψρ,r, ψρ,s))
by using the fact that ι−1E(ψσ,sφ♯(ψ∗ρ,r)) ∈ Hom(ρ, σ), the E-invariance of (Ω, ·Ω) and equation
(2.15) together with aρ = 1Hρ (Proposition 2.19).
Now let m ∈ M, then (ψ∗ρ,rι(n)Ω, φ1(m)Ω) = (ψ∗ρ,rι(n)Ω, φ2(m)Ω) for every n ∈ N , by the
previous computation and by theN -bimodularity of φ♯1 and φ♯2. Since the vectors {ψ∗ρ,rι(n)Ω, n ∈ N}
are total in H, by the very definition of Pimsner–Popa basis (Definition 2.2) we get φ1(m)Ω =
φ2(m)Ω. Since Ω is separating for M, we conclude φ1(m) = φ2(m). 
Lemma 4.32. The duality map φ 7→ ωφ is bicontinuous between UCP♯N (M,Ω) equipped with the
topology of L2(M,Ω)-convergence and the state space of C∗red(N ⊂M) with the weak* topology.
Proof. We need to show that ωα := ωφα → ω = ωφ in the weak* topology if and only if φα → φ in
L2(M,Ω). By Remark 4.27 it is enough to show the equivalence with the convergence of Vα → V
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in the weak operator topology, i.e. of V ∗α = Vφ♯α → V
∗ = Vφ♯ . By direct computation, as in the
proof of Lemma 4.31, we have
(ψ∗ρ,rι(n1)Ω, (V
∗
α−V ∗)ψ∗ρ,sι(n2)Ω) =
1
d(ρ)
(ι(n1)Ω, ι(n2)Ω) (ωα(T (ψρ,s, ψρ,r))−ω(T (ψρ,s, ψρ,r))) ,
where n1, n2 ∈ N . The statement follows on the one hand because {ψρ,rι(n)Ω, n ∈ N} are total
in H, on the other hand by choosing n1 = n2 = 1 and using that {λ(T (ψρ,s, ψρ,r))} are total in
C∗red(N ⊂M) by definition. 
Lemma 4.33. The topology of L2(M,Ω)-convergence makes UCP♯N (M,Ω) into a compact Haus-
dorff topological space.
Moreover, it coincides on UCP♯N (M,Ω) with the pointwise (ultra-)weak operator topology, also
called Bounded-Weak (BW) topology.
Proof. By the Banach–Alaoglu theorem, one can show that UCP♯N (M,Ω) is compact in the BW
topology. This is because UCP♯N (M,Ω) is BW-closed in the set of bounded linear operators from
M to B(H) with norm at most 1, as one can directly check, and the latter is BW-compact by
[Pau02, Thm. 7.4].
Now, the BW-convergence of φα → φ implies (ξ, φα(m)Ω) → (ξ, φ(m)Ω) for every m ∈ M,
ξ ∈ H, thus Vα → V in the weak operator topology. By Remark 4.27, this is equivalent to φα → φ
in L2(M,Ω). Vice versa, ‖φα(m)Ω − φ(m)Ω‖ → 0, m ∈M, implies ‖φα(m)m′Ω− φ(m)m′Ω‖ → 0
for every m′ ∈ M′, thus φα → φ in the pointwise (ultra-)strong operator topology by the cyclicity
of Ω for M′, cf. Remark 2.32.
The Hausdorff property follows immediately from the separating property of Ω for M. 
Theorem 4.34. Let N ⊂M be an irreducible local discrete type III subfactor (Definition 2.1, 2.16).
Let Ω ∈ H be a standard vector forM⊂ B(H) such that the associated state is invariant with respect
to the unique normal faithful conditional expectation E : M→ N ⊂ M. Let C∗red(N ⊂ M) be the
commutative unital separable C∗-algebra obtained from Trig(N ⊂ M) in the GNS representation
(λ,HE , ξE) associated with ωE = 〈E, · 〉 (Definition 4.19).
Then the duality map
φ 7→ ωφ
is a bijection (thus a homeomorphism) between:
• the set of maps φ : M→M that are normal faithful unital completely positive N -bimodular
and Ω-adjointable, in symbols φ ∈ UCP♯N (M,Ω),
• the set of states ω on C∗red(N ⊂M).
In particular, φ is extreme if and only if ωφ is a pure state, i.e. a character of C
∗
red(N ⊂M).
Denote by Extr(UCP♯N (M,Ω)) the extreme points in UCP♯N (M,Ω). By the previous theorem
we have that Extr(UCP♯N (M,Ω)) ∼= K, where K is the spectrum of C∗red(N ⊂M).
Remark 4.35. The subset of extreme points of a compact convex set need not be closed (thus
compact), not even a Borel set in general [Phe01, p. 5]. This is anyway the case for the pure
states on a commutative C∗-algebras, as the pureness condition is characterized algebraically by the
multiplicativity of the state, and the latter is a closed condition in the weak* topology.
Corollary 4.36. The set Extr(UCP♯N (M,Ω)) is compact and metrizable in the topology of L2(M,Ω)-
convergence.
By Gelfand duality and because UCP♯N (M,Ω) does not depend on the choice of Ω (Corollary
4.24 and 4.25) we also get:
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Corollary 4.37. The C∗-algebra C∗red(N ⊂M) does not depend up to *-isomorphism on the choice
of generalized Q-system of intertwiners (θ,w, {mρ,r}) (Notation 2.10) made at the beginning of
Section 4.1.
Proof. (of Theorem 4.34). By Lemma 4.31 and Corollary 4.30, we only have to show that the map
φ 7→ ωφ is surjective. To do so, by the continuity of the duality map (Lemma 4.32) and by the
compactness of UCP♯N (M,Ω) (Lemma 4.33) it is enough to show that the image is dense in the
state space of C∗red(N ⊂M) ∼= C(K), i.e. the set of probability Radon measures P (K). The latter
is the weak*-closed convex hull of the pure states, i.e. the Dirac measures on the spectrum K, and
these can be approximated in the weak* topology by states of the form ωf := fωE where f ∈ C(K),
f ≥ 0, ∫K f dωE = 1 by standard arguments using the metrizability of K and the faithfulness of the
measure ωE on K associated with E (Lemma 4.16). Explicitly, for every x ∈ K we can approximate
δx (the Dirac measure concentrated in x) by measures of the form f(x,ǫ)ωE where f(x,ǫ) is a positive
continuous function with integral one and supported in a ball Bǫ(x) of radius ǫ > 0 centered at x.
For every g ∈ C(K)
∣∣∣∣
∫
K
f(x,ǫ)(y)g(y) dωE(y)− g(x)
∣∣∣∣ =
∣∣∣∣
∫
K
f(x,ǫ)(y)(g(y) − g(x)) dωE(y)
∣∣∣∣ ≤ sup
y∈Bǫ(x)
|g(y) − g(x)| (4.10)
which tends to zero as ǫ→ 0 by uniform continuity.
Now, every f as before is of the form f = g∗g, g ∈ C(K), and it can be approximated in norm
by a sequence of functions fn = g
∗
ngn, gn ∈ λ(Trig(N ⊂ M)) ⊂ C(K), with
∫
K fn dωE = 1 by the
compactness of K. The associated sequence of states ωfn converges to ωf in the weak* topology.
Thus our task is to show that the image of φ 7→ ωφ contains all the states of the form ωf = fωE,
where f ∈ λ(Trig(N ⊂ M)) ⊂ C(K), f ≥ 0, ∫K f dωE = 1. We shall show this using the Fourier
transform from Section 4.3 and a characterization of positive operators in Hom(γ, γ), where γ is the
canonical endomorphism, based on the Connes–Stinespring representation of completely positive
maps, see e.g. [Bis17, App. A.2].
By Proposition 4.15, we know that the Fourier transform is surjective on trigonometric polyno-
mials. Moreover, it maps the operator product and adjoint in Hom(γ, γ) to the (commutative) ∗
product and • involution in Trig(N ⊂ M), see equations (4.6) and (4.7). Thus positive functions
f ∈ λ(Trig(N ⊂ M)) correspond to positive operators Tf ∈ Hom(γ, γ) via the Fourier trans-
form F(Tf ) = λ−1(f). If Tf 6= 0, by [Pas73, Prop. 5.4], [Bis17, Prop. A.5], it corresponds to a
normal faithful and (up to rescaling unital) completely positive N -bimodular map φf on M (dom-
inated5 by E) via the formula φf := ι(w)
∗Tfγ( · )ι(w). Recall from (2.11) that E = ι(w)∗γ( · )ι(w),
w ∈ Hom(id, θ), is the minimal6 Connes–Stinespring representation of E.
To conclude the proof, we check that for every f ∈ λ(Trig(N ⊂ M)) ⊂ C(K), f ≥ 0, the (not
necessarily normalized) positive functional ωφf on C
∗
red(N ⊂ M) given by duality coincides with
the (not necessarily probability) positive measure ωf on K. By linearity it suffices to check that
ωφf = ωf (4.11)
for all the elementary (non-positive) functions f = λ(T (ψρ,r, ψρ,s)). In this case, Tf = ψ
∗
ρ,rι(ψ¯ρ,s)
thus φf := ι(w)
∗ψ∗ρ,rι(ψ¯ρ,s)γ(·)ι(w). It suffices to check the validity of (4.11) on elementary functions
5See Definition 4.40. The two rescaling constants c, d ≥ 0 such that φf (1) = c1 and φf ≤ dE are related to the L
1
and L∞-norm of f , respectively, see below.
6Namely, γ(M)ι(w)H is dense in H, which follows e.g. from the existence of Pimsner–Popa bases inM.
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g = λ(T (ψσ,k, ψσ,l)) because they are total in C
∗
red(N ⊂M). Compute
ωφf (g) = ψ
∗
σ,kφf (ψσ,l)
= ψ∗σ,kι(w)
∗ψ∗ρ,rι(w
∗ ι¯(ψρ,l)m)γ(ψσ,l)ι(w)
= ψ∗σ,kψ
∗
ρ,rι(ρ(w)
∗w∗ι¯(ψρ,s)m)γ(ψσ,l)ι(w)
= ψ∗σ,kψ
∗
ρ,rι(w
∗ ι¯(ψρ,s)θ(w)∗m)γ(ψσ,l)ι(w)
= ψ∗σ,kψ
∗
ρ,rι(w
∗ ι¯(ψρ,s))γ(ψσ,l)ι(w)
= ψ∗σ,kψ
∗
ρ,rE(ψρ,sψσ,l)
using θ(w∗)m = 1 and E = ι(w)∗γ(·)ι(w). On the other hand
ωf (g) =
∫
K
λ(T (ψρ,r, ψρ,s) ∗ T (ψσ,k, ψσ,l)) dωE
=
∫
K
λ(T (ψρ,rψσ,k, ψρ,sψσ,l)) dωE
= ωE(T (ψρ,rψσ,k, ψρ,sψσ,l))
= ψ∗σ,kψ
∗
ρ,rE(ψρ,sψσ,l).
Note that the previous expressions are non-zero if and only if σ ∼= ρ¯. We conclude that ωφf = ωf
on C∗red(N ⊂M) ∼= C(K), for every f ∈ λ(Trig(N ⊂M)).
By the same computation as above and by observing that 1 = T (ψid,1, ψid,1) with ψid,1 = 1, we
have that
φf (1) = c1,
with
c =
∫
K
f dωE = ωE(f).
Thus for f ∈ λ(Trig(N ⊂ M)), f ≥ 0, the normalization condition for the measure ∫K f dωE = 1
corresponds to the unitality of the associated completely positive map φf (1) = 1. By [Bis17, Prop.
A.5] and Lemma 4.22, we get φf ∈ UCP♯N (M,Ω), and the proof is complete. 
Before elucidating the hypergroup structure of Extr(UCP♯N (M,Ω)) ∼= K in Section 4.8, we draw
some general consequences of Theorem 4.34 on the structure of the subfactor.
4.6. Commutativity of Hom(γ, γ)
Denote by N ⊂ M ⊂ M1 ⊂ M2 the (beginning of) the Jones tower and by γ the canonical
endomorphism of the subfactor (Section 2.2). In this section, we show that if N ⊂ M is irre-
ducible discrete and local then the von Neumann algebra M′ ∩M2 ∼= Hom(γ, γ) = γ(M)′ ∩M
is commutative. In the finite index case, the result follows from Fourier duality, the Fourier trans-
form is a bijection onto Hom(θ, θ) in this case, and from the commutativity of ordinary Q-systems
[BKLR15, Def. 4.20]. In the local discrete case, we show it by exploiting the proof of Theorem
4.34 and proving the identification of Hom(γ, γ) with L∞(K,ωE), where K is the spectrum of
C∗red(N ⊂M).
Remark 4.38. As we shall see in Section 8, the commutativity of Hom(γ, γ) also holds for some
non-local subfactors. Examples of this are provided by conformal inclusions: take the finite index
subfactors associated with intervals in the Virasoro net Vir1/2 embedded into the (non-local) real
Fermionic net. In this case, see [MS90, Sec. 2], we have non-local Z2-fixed point subfactors, thus
Hom(γ, γ) ∼= L∞(Z2).
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Remark 4.39. In the finite index case, the condition of Hom(γ, γ) commutative is at the root of the
analysis of [Bis17]. It is also the starting point of another recent work on the categorifiability of
fusion rules in unitary fusion categories [LPW19].
Denote by SpanC{UCP♯N (M,Ω)} the subspace generated by UCP♯N (M,Ω) in the vector space
of bounded linear operators onM. Let P (K), M(K) be as in Section 3 and identify the state space
of C∗red(N ⊂ M) with P (K). The following is analogous to the notion of domination for positive
measures on K, seen as positive linear functionals on C(K), given in Definition 3.9.
Definition 4.40. Let φ1, φ2 be completely positive maps on M. We say that φ1 is dominated by
φ2, written as φ1 ≤ dφ2 or simply φ1 ≤ φ2, if there exists a constant d > 0 such that dφ2 − φ1 is
completely positive.
Proposition 4.41. The duality map of Theorem 4.34, UCP♯N (M,Ω)→ P (K), φ 7→ ωφ extends to
a linear bijection SpanC{UCP♯N (M,Ω)} →M(K).
Moreover, the map is norm and domination order preserving between completely positive maps
and positive measures.
Proof. Observe that the duality map preserves convex combinations. By separating the real and
imaginary parts, it is enough to prove the statement for SpanR{UCP♯N (M,Ω)} and real Radon
measures. For every
∑
j αjφj , where αj ∈ R, φj ∈ UCP♯N (M,Ω), we show that the linear extension
of the duality map
∑
j αjωφj is well-defined. Let
∑
j αjφj =
∑
k βkψk. We can assume that
αj , βk ≥ 0 by moving all the summands with a negative coefficient on the other side of the equality.
We can assume that the coefficients are convex, because φj(1) = ψk(1) = 1 implies
∑
j αj =
∑
k βk
and we can normalize on both sides. Thus
∑
j αjωφj =
∑
k βkωψk . The same argument can be
applied to the inverse of the duality map, thus the linear extension is bijective.
To prove the second statement, we only have to observe that if φ is N -bimodular and completely
positive, then φ(1) = c1 for c ≥ 0 by the irreducibility of the subfactor. 
From the proof of Theorem 4.34, equation (4.11), we know that there are two equivalent ways of
associating to a function f ∈ λ(Trig(N ⊂ M)), an operator Tf ∈ Hom(γ, γ). The first one is the
inverse of the Fourier transform F−1 ◦λ−1. We extend the second one to the weak operator closure
of λ(Trig(N ⊂M)) in B(HE), which is isomorphic to L∞(K,ωE).
Proposition 4.42. The map defined on f ∈ L∞(K,ωE) such that f ≥ 0 and
∫
K f dωE = 1, i.e.
ωf := fωE ∈ P (K), by setting
f 7→ ωf = ωφωf 7→ φωf = ι(w)∗Tωfγ(·)ι(w) 7→ Tωf
where Tωf is a positive operator in Hom(γ, γ) such that w
∗Tωfw = 1 and ‖Tωf ‖ ≤ ‖f‖∞, extends
to a linear bijection π : L∞(K,ωE)→ Hom(γ, γ).
Moreover, if fn → f in the weak* topology, fn, f ≥ 0 and {fn}n is bounded in L∞-norm, then
Tωfn → Tωf in the weak operator topology.
Proof. The first part follows by convex linearity as in the proof of the previous proposition, thanks
to [Pas73, Prop. 5.4], [Bis17, Prop. A.5]. We only have to check that φωf ≤ dE for some d ≥ 0. But
dE − φωf is clearly completely positive since (d − f)ωE is a positive measure, if we let d = ‖f‖∞.
We also get d−1Tωf ≤ 1 as operators, thus ‖Tωf ‖ ≤ d.
To show the second statement we can assume that fn and f are L
1-normalized. By Lemma 4.33
and Theorem 4.34, we know that φωfn → φωf in the BW topology, namely ι(w)∗Tωfnγ(m)ι(w) →
ι(w)∗Tωf γ(m)ι(w) in the weak operator topology for every m ∈ M. By the density of γ(M)ι(w)H,
cf. footnote 6, and by the norm boundedness of the Tωfn we get the claim. 
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Proposition 4.43. The map π : L∞(K,ωE) → Hom(γ, γ) is a surjective *-isomorphism. In
particular, Hom(γ, γ) = γ(M)′ ∩M is commutative and π is normal and isometric.
Proof. By the properties of the Fourier transform, cf. the proof of Theorem 4.34, we know that
π is an injective *-homomorphism when restricted to λ(Trig(N ⊂ M) ⊂ L∞(K,ωE). For f, g ∈
L∞(K,ωE), let f =
∑
i αifi and g =
∑
j βjgj be the decompositions into four summands such that
αi, βj ∈ C and fi, gj ≥ 0. By Kaplansky’s density theorem, each fi, gj can be approximated in the
weak* topology by L∞-norm bounded and positive sequences {fi,n}n, {gj,n}n ⊂ λ(Trig(N ⊂ M)).
By the joint continuity of the multiplication on norm bounded sets and by Proposition 4.42, we
have
π(fg) =
∑
i,j
αiβj lim
n
π(fi,ngj,n) =
∑
i,j
αiβj lim
n
π(fi,n)π(gj,n) = π(f)π(g).
Similarly, π(f¯) = π(f)∗, and the proof is complete. 
4.7. Choquet decomposition of the conditional expectation
In this section, we show that the duality pairing between the convex set UCP♯N (M,Ω) and the
continuous functions on its extreme points given by Theorem 4.34 can be cast into a simple form.
Recall that UCP♯N (M,Ω) equipped with the topology of L2(M,Ω)-convergence is compact by
Lemma 4.33. A continuous function f ∈ C(UCP♯N (M,Ω)) is said to be affine if it preserves convex
combinations f(λφ1 + (1− λ)φ2) = λf(φ1) + (1− λ)f(φ2) for λ ∈ [0, 1], φ1, φ2 ∈ UCP♯N (M,Ω).
By Theorem 4.34, K, the spectrum of C∗red(N ⊂ M), and Extr(UCP♯N (M,Ω)) equipped with
the induced topology are homeomorphic, thus we identify them as topological spaces.
Proposition 4.44. Let f ∈ C(K). Then f uniquely extends to an affine continuous function on
UCP♯N (M,Ω), denoted by fˆ and given by the formula
fˆ(φ) := ωφ(f) =
∫
K
f dωφ
for every φ ∈ UCP♯N (M,Ω). Moreover, ‖fˆ‖∞ = ‖f‖∞.
Proof. The formula for fˆ extends f by Gelfand duality and Theorem 4.34. The extension is affine
because the duality map φ 7→ ωφ preserves convex combinations and continuous by Lemma 4.32.
In particular, |fˆ(φ)| ≤ ‖f‖∞, thus ‖fˆ‖∞ ≤ ‖f‖∞ and the converse inequality is obvious. 
Corollary 4.45. Let φ ∈ UCP♯N (M,Ω). Then ωφ, seen as an element in P (K), is the unique
probability Radon measure on K, identified with Extr(UCP♯N (M,Ω)), that has φ as its barycenter,
i.e. such that g(φ) =
∫
K g dωφ for every affine function g ∈ C(UCP♯N (M,Ω)).
Proof. The previous proposition implies that φ is the barycenter of ωφ, as hˆ = g if h = g↾K . To
check uniqueness, suppose that µφ is another measure on K with barycenter φ. Then
∫
K g dµφ =
g(φ) =
∫
K g dωφ for every affine function g ∈ C(UCP♯N (M,Ω)). By the previous proposition, this
implies that the equality holds for every g ∈ C(K), thus µφ = ωφ. 
We can now obtain a Choquet-type extremal decomposition of the unique normal faithful condi-
tional expectation E :M→N ⊂M.
Corollary 4.46. Let m ∈ M, φ ∈ UCP♯N (M,Ω). We have
φ(m) =
∫
K
φ′(m) dωφ(φ′)
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where the integral is understood in the weak sense. In particular, ωE is the unique probability Radon
measure supported on the extreme points of UCPN (M,Ω) with barycenter E, namely
E(m) =
∫
K
φ(m) dωE(φ).
Proof. It is enough to apply the previous corollary to the affine functions in C(UCP♯N (M,Ω)) of
the form g(φ) := (ξ1, φ(m)ξ2) with ξ1, ξ2 ∈ H. 
4.8. The compact hypergroup of UCP maps
We can now define the canonical compact hypergroup associated with an irreducible local dis-
crete subfactor N ⊂ M (Definition 2.1, 2.16) mentioned at the beginning of this section. Let
UCP♯N (M,Ω) be as in Definition 4.21 and set:
Definition 4.47. K(N ⊂M) := Extr(UCP♯N (M,Ω)).
By Theorem 4.34, it is a compact metrizable space (Corollary 4.36). Recall also that an element of
UCP♯N (M,Ω) is simply a ucp map φ :M→M which acts trivially on N (Corollary 4.25). Indeed,
φ is automatically normal faithful Ω-preserving and Ω-adjointable for every choice of standard vector
Ω inducing an E-invariant state on M.
Lemma 4.48. We have that Extr(UCPN (M,Ω)) ⊂ Extr(UCP(M,Ω)), where UCP(M,Ω) is de-
fined in Section 2.5. In particular, K(N ⊂M) = UCP♯N (M,Ω) ∩ Extr(UCP(M,Ω)).
Proof. Let φ ∈ Extr(UCPN (M,Ω)) and assume φ = λφ1 + (1 − λ)φ2 for some λ ∈ (0, 1) and
φi ∈ UCP(M,Ω), i = 1, 2. Then ι = φ ◦ ι = λφ1 ◦ ι + (1 − λ)φ2 ◦ ι, with ι : N → M the
inclusion morphism. We observe that ι is extreme in the convex set of completely positive maps
N → M by [Arv69, Thm. 1.4.6]. Thus we have ι = φi ◦ ι and φi is N -bimodular and therefore
φi ∈ UCPN (M,Ω), i = 1, 2. But since φ is extreme in UCPN (M,Ω) we have φ1 = φ2 = φ. The
second assertion follows from Lemma 4.22. 
By the same argument, we have:
Corollary 4.49. The group of all automorphisms ofM acting trivially on N , denoted by AutN (M),
is contained in K(N ⊂M).
Theorem 4.50. K(N ⊂ M) is a compact hypergroup in the sense of Definition 3.2, where the
convolution is given by the composition of ucp maps, the involution is given by the Ω-adjoint, the
identity element is the identity automorphism id and the Haar measure is ωE.
Proof. By Theorem 4.34, UCP♯N (M,Ω) is identified with P (K), and the extreme ucp maps with
the Dirac measures, i.e. K(N ⊂ M) is identified with K. This identification allows to transport
the composition of Ω-adjointable ucp maps and the Ω-adjoint adjoint to P (K). We verify (ii) and
(iii) of Definition 3.2 as the other properties are immediately checked.
For property (ii), the joint continuity of the composition holds since φα → φ in L2(M,Ω) if and
only if Vα → Vφ in the strong (or equivalently weak) operator topology by Remark 4.27. Indeed,
Vφ1◦φ2 = Vφ1Vφ2 and
(φ1, φ2) 7→ Vφ1Vφ2
is continuous since the Vφ have norm 1. Analogously, Vφ♯ = V
∗
φ and φ 7→ φ♯ is continuous.
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We now show property (iii) with respect to ωE , namely that for every f, g ∈ C(K) and φ′ ∈ K
it holds ∫
K
f(φ′ ∗ φ)g(φ) dωE(φ) =
∫
K
f(φ)g(φ′♯ ∗ φ) dωE(φ),∫
K
f(φ ∗ φ′)g(φ) dωE(φ) =
∫
K
f(φ)g(φ ∗ φ′♯) dωE(φ),
where in this case f(φ′ ∗φ) = ωφ′◦φ(f) = fˆ(φ′ ◦φ) in the notation of Proposition 4.44. We show the
first equation, as the second one is done similarly. It is enough to prove it for f = λ(T (ψρ,r, ψρ,s))
and g = λ(T (ψσ,u, ψσ,v)) because they are total in C(K). Recall that λ(T (ψρ,r, ψρ,s))(φ) =
ωφ(T (ψρ,r, ψρ,s)) = ψ
∗
ρ,rφ(ψρ,s) for every φ ∈ K. Since
ψ∗ρ,rφ
′φ(ψρ,s) = (Ω, ψ∗ρ,rφ
′φ(ψρ,s)Ω) = (φ′♯(ψρ,r)Ω, φ(ψρ,s)Ω) = φ′♯(ψ∗ρ,r)φ(ψρ,s)
we have ∫
K
f(φ′ ∗ φ)g(φ) dωE(φ) =
∫
k
ψ∗ρ,rφ
′φ(ψρ,s)ψ∗σ,uφ(ψσ,v) dωE(φ)
= ωE(T (φ
′♯(ψρ,r), ψρ,s) ∗ T (ψσ,u, ψσ,v))
= ωE(T (φ
′♯(ψρ,r)ψσ,u, ψρ,sψσ,v))
= (φ′♯(ψρ,r)ψσ,u)∗E(ψρ,sψσ,v).
Similarly, ∫
K
f(φ)g(φ′♯ ∗ φ) dωE(φ) =
∫
K
ψ∗ρ,rφ(ψρ,s)ψ
∗
σ,uφ
′♯φ(ψσ,v) dωE(φ)
= (ψρ,rφ
′(ψσ,u))∗E(ψρ,sψσ,v)
= (φ′(ψσ,u)Ω, ψ∗ρ,rE(ψρ,sψσ,v)Ω)
= (ψσ,uΩ, φ
′♯(ψ∗ρ,rE(ψρ,sψσ,v))Ω)
= ψ∗σ,uφ
′♯(ψ∗ρ,r)E(ψρ,sψσ,v)
which yields the claim. 
5. Hypergroup actions and generalized orbifolds
Definition 5.1. Let K be a compact hypergroup as in Definition 3.2 and let M⊂ B(H) be a von
Neumann algebra with a standard unit vector Ω ∈ H as in Section 2.5. An action of K on M by
Ω-adjointable ucp maps is a continuous map
α : K → Extr(UCP♯(M,Ω))
where UCP♯(M,Ω) is equipped with the pointwise weak operator topology (BW topology), such
that the lift to probability Radon measures α˜ : P (K)→ UCP♯(M,Ω)
(α˜(µ))(m) :=
∫
K
(α(x))(m) dµ(x), µ ∈ P (K),m ∈ M (5.1)
where the integral is in the weak sense, is an involutive monoid homomorphism. Namely,
α˜(µ1) ◦ α˜(µ2) = α˜(µ1 ∗ µ2), α˜(µ)♯ = α˜(µ♯), α˜(δe) = id .
The action is called faithful if α is injective and it is called minimal if MK := {m ∈ M :
(α(x))(m) = m for all x ∈ K} fulfills MK ′ ∩M = C1.
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Remark 5.2. Note that if α is continuous, the map α˜(µ), µ ∈ P (K), defined by (5.1) is automatically
cp onM because the positive cone is closed under weak integrals with respect to positive measures.
Moreover, it is clearly unital and Ω-preserving. It is Ω-adjointable because the map x 7→ α(x)♯ is
continuous as well, thus it can be integrated.
The map µ 7→ α˜(µ) is affine (it preserves convex combinations) and continuous from the weak*
topology on P (K) to the BW topology on ucp maps. It is also linear and continuous when extended
to all complex Radon measures M(K) via the same formula (5.1). Moreover, ‖α˜(µ)‖ ≤ ‖µ‖ where
α˜(µ) is seen as a bounded linear operator on M and ‖µ‖ is the total variation of µ ∈M(K).
Proposition 5.3. Let µK be the Haar measure on K. Then α˜(µK) is a normal faithful conditional
expectation of M onto MK .
In particular, the inclusion MK ⊂M is semidiscrete (Definition 2.1).
Proof. Note that α˜(µK) ∈ UCP♯(M,Ω) by definition. Clearly, α˜(µK) is a norm 1 projection. Its
image, i.e. its fixed points, contain the von Neumann algebra MK . We have to show the converse
inclusion, namely that m ∈ M, (α˜(µK))(m) = m implies m ∈ MK . But this is immediate since
α(x) = α˜(δx) and
(α(x))(m) = (α˜(δx) ◦ α˜(µK))(m) = (α˜(δx ∗ µK))(m) = (α˜(µK))(m) = m
by Proposition 3.4. α˜(µK) is normal and faithful because it is Ω-preserving. 
The ucp maps in the range of the action are automatically MK-bimodular, cf. the proof of
Lemma 4.23. Namely, α(x), α˜(µ) ∈ UCP♯MK (M,Ω) for every x ∈ K,µ ∈ P (K). Moreover,
α(x) ∈ Extr(UCP♯MK (M,Ω)).
Proposition 5.4. Let α be a faithful minimal action of K on M, in particular MK ⊂ M is an
irreducible subfactor. Assume in addition that it is of type III discrete7 and local. Then α is a
homeomorphism of K onto Extr(UCP♯MK (M,Ω)) ≡ K(MK ⊂M).
In particular, K is uniquely determined byMK ⊂M up to homeomorphism whose lift to measures
preserves convolution and involution.
Proof. Since K is compact and α is continuous, the image α(K) is closed in Extr(UCP♯MK (M,Ω)).
If α(K) 6= Extr(UCP♯MK (M,Ω)), then there is a non-empty open set B ⊂ Extr(UCP
♯
MK (M,Ω))
with B ∩ α(K) = ∅. By Proposition 5.3, α˜(µK) = E, where E is the unique conditional expec-
tation for MK ⊂ M. On the one hand, µK ◦ α−1 is a measure supported on α(K) that gives
a Choquet-type extremal decomposition of α˜(µK). On the other hand, ωE is a faithful measure
on Extr(UCP♯MK (M,Ω)) by Lemma 4.20 and Theorem 4.34. By the uniqueness of the Choquet
decomposition of E, Corollary 4.46, we get a contradiction. Since α is a continuous bijection from
a compact space to a Hausdorff space, it is a homeomorphism. 
Let αˆ : M(K) → M(K(MK ⊂ M)) be the pushforward on measures given by α, namely
µ 7→ αˆ(µ) := µ ◦ α−1. Let κ : M(K(MK ⊂ M)) → SpanC{UCP♯MK (M,Ω)} be the inverse of the
linear extension of the duality map considered in Proposition 4.41.
Proposition 5.5. In the assumptions of Proposition 5.4, if K is identified with K(MK ⊂M) via
α, then the lift of the action α˜ is also identified with κ, namely α˜ = κ ◦ αˆ.
In particular, α˜ : M(K)→ SpanC{UCP♯MK (M,Ω)} is a linear bijection.
7We conjecture that the discreteness of the subfactor follows from the compactness of K.
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Proof. By linearity it suffices to check the statement for µ ∈ P (K), thus κ◦ αˆ(µ) ∈ UCP♯MK (M,Ω).
For every m ∈M, compute
(κ ◦ αˆ(µ))(m) =
∫
K(MK⊂M)
φ(m) d(µ ◦ α−1)(φ) =
∫
K
(α(x))(m) dµ(x) = (α˜(µ))(m)
by Corollary 4.46. 
We are now ready to prove our compact hypergroup generalized orbifold result for irreducible local
discrete subfactors. Let N ⊂M and Ω be as in Theorem 4.34. We first show that the composition
product and the Ω-adjoint involution on ucp maps are compatible with the Choquet-type extremal
decomposition of Corollary 4.46.
Lemma 5.6. Let m ∈ M, φ1, φ2 ∈ UCP♯N (M,Ω). Denote for short K = K(N ⊂ M) ≡
Extr(UCP♯N (M,Ω)). Then
φ1 ◦ φ2(m) =
∫
K
φ1 ◦ φ(m) dωφ2(φ) =
∫
K
φ ◦ φ2(m) dωφ1(φ) (5.2)
and
φ♯1(m) =
∫
K
φ♯(m) dωφ1(φ) (5.3)
in the weak sense.
Proof. For every m1,m2 ∈ M,
(m1Ω, φ1 ◦ φ2(m2)Ω) = (φ♯1(m1)Ω, φ2(m2)Ω)
=
∫
K
(φ♯1(m1)Ω, φ(m2)Ω) dωφ2(φ)
=
∫
K
(m1Ω, φ1 ◦ φ(m2)Ω) dωφ2(φ)
by Corollary 4.46. Since Ω is standard and ‖φ1 ◦ φ‖ = 1, the same holds by replacing m1Ω with an
arbitrary vector of the form m′mΩ, m ∈ M, m′ ∈ M′. Hence we have the first equality in (5.2).
Similarly, one obtains (5.3), and then the second equality in (5.2). 
Theorem 5.7. Let N ⊂ M be as in Theorem 4.34. The compact hypergroup K(N ⊂ M) acts
faithfully on M (Definition 5.1) and it gives N as the fixed point subalgebra, N = MK(N⊂M).
Furthermore, it is the unique compact hypergroup, up to homeomorphism whose lift to measures
preserves convolution and involution, which acts on M with these properties.
Proof. By Lemma 4.48, K(N ⊂M) is a subset of Extr(UCP♯(M,Ω)), thus by Corollary 4.46 and
the previous lemma it acts onM in the sense of Definition 5.1. We only have to show that the fixed
point subalgebra coincides with N . By definition, N ⊂MK(N⊂M). The converse inclusion follows
either from Corollary 4.46 applied to E, or from Lemma 4.33 and Krein–Milman’s theorem. The
uniqueness follows from Proposition 5.4. 
6. Representation theory
Let K be a compact hypergroup as in Definition 3.2 and let M(K) be the associated unital
involutive Banach algebra of complex Radon measures on K as in Section 3. The following definition
should be compared with [BH95, Def. 2.1.1], [Jew75], [Vre79].
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Definition 6.1. A representation of K on a Hilbert space Hπ is a unital involutive algebra
homomorphism π : M(K)→ B(Hπ), namely π(µ ∗ ν) = π(µ)π(ν), π(µ∗) = π(µ)∗ for µ, ν ∈M(K)
and π(δe) = 1Hπ . Note that π is automatically norm decreasing, ‖π(µ)‖ ≤ ‖µ‖.
A representation is called continuous if its restriction to positive measures is continuous from
the weak* topology of M(K) to the weak operator topology of B(Hπ).
Let K(N ⊂M) be the compact hypergroup associated with a subfactor N ⊂M as in Theorem
4.50. By Proposition 4.41, we identify M(K(N ⊂M)) and SpanC{UCP♯N (M,Ω)} as unital involu-
tive algebras. Indeed, ωφ1 ∗ ωφ2 = ωφ1◦φ2 , ω∗φ1 = ωφ♯1 and δe = ωid by definition. Denote by µ 7→ φµ
the inverse of the duality map φ 7→ ωφ.
Let Hρ be the space of charged fields associated with a not necessarily irreducible subendo-
morphism ρ ≺ θ of the dual canonical endomorphism θ of N ⊂ M. Recall from Section 2.2
that Hρ is finite-dimensional whenever ρ has finite dimension and equip it with the inner product
ψ∗1ψ2 =: (ψ1, ψ2)1 for ψ1, ψ2 ∈ Hρ.
Proposition 6.2. Each Hρ is a continuous representation of K(N ⊂ M), where the action of
µ ∈M(K(N ⊂M)) on ψ ∈ Hρ is defined by πρ(µ)ψ := φµ(ψ).
Proof. Multiplicativity and involutivity follow from the above discussion. We only observe that
(ψ1, πρ(µ)
∗ψ2) = φµ(ψ1)∗ψ2 = (Ω, φµ(ψ1)∗ψ2Ω) = (Ω, ψ∗1φ
♯
µ(ψ2)Ω) = (ψ1, πρ(µ
∗)ψ2). To check the
continuity, let µn → µ in the weak* topology, where µn, µ are positive measures. By renormalizing,
we can assume that µn, µ ∈ P (K(N ⊂M)). The convergence of (ψ1, πρ(µn)ψ2) = ωφµn (T (ψ1, ψ2))
to (ψ1, πρ(µ)ψ2) = ωφµ(T (ψ1, ψ2)) for every ψ1, ψ2 ∈ Hρ follows then by Theorem 4.34. 
Note that if a representation Hπ has an invariant subspace V ⊂ Hπ, then the orthogonal com-
plement V ⊥ is also invariant.
Proposition 6.3. Let ρ ≺ θ be irreducible, i.e. Hom(ρ, ρ) = C1. Then the representation Hρ is
irreducible, i.e. it has no non-trivial invariant subspace. Its dimension is dim(Hρ) = nρ, where nρ
is the multiplicity of [ρ] in [θ] as in Section 2.2.
Moreover, if ρ, σ ≺ θ are irreducible, then Hρ and Hσ are unitarily equivalent if and only if
[ρ] = [σ].
Proof. We argue by contradiction. Assume that Hρ = V ⊕ V ⊥ for a non-trivial invariant subspace
V ⊂ Hρ. Choose non-trivial ψ1 ∈ V , ψ2 ∈ V ⊥. On the one hand, the matrix element T (ψ1, ψ2) 6= 0
by construction, since Hom(θ, θ) ∼= ⊕[ρ]Mnρ(C), where the sum runs over all the inequivalent
irreducible subendomorphisms of θ, see (4.3). On the other hand, ωφµ(T (ψ1, ψ2)) = ψ
∗
1φµ(ψ2) = 0
for every µ ∈ M(K(N ⊂ M)). This is a contradiction since Trig(N ⊂ M) faithfully embeds into
C(K(N ⊂M)) via λ by Lemma 4.17, and the states ωφµ of C(K(N ⊂M)), µ ∈ P (K(N ⊂M)),
separate points by Theorem 4.34.
For the second statement, if u ∈ Hom(ρ, σ) is unitary, then Hσ = uHρ and u intertwines the
actions since u ∈ N and each φµ is N -bimodular. Suppose now that Hρ and Hσ are unitarily
equivalent as representations of K(N ⊂ M). Then they induce the same matrix elements which
means, by the same argument as above, that for every ψ1, ψ2 ∈ Hρ, T (ψ1, ψ2) = T (ψ3, ψ4) for some
ψ3, ψ4 ∈ Hσ. This is possible only if [ρ] = [σ]. 
If Hπ is a continuous representation (Definition 6.1) of an abstract compact hypergroup K (Def-
inition 3.2), the associated representative functions x ∈ K 7→ (u, π(x)v) for u, v ∈ Hπ, where
π(x) := π(δx), are by definition continuous. Denote by Trig(K) ⊂ C(K) the complex linear span
of all the continuous and irreducible representative functions of K.
Every continuous irreducible representation Hπ of K is necessarily finite-dimensional and its
dimension, dim(Hπ), is bounded from above by another constant, kπ, called the hyperdimension
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of Hπ [Vre79], [AM14]. The hyperdimension is computed as follows, u ∈ Hπ, ‖u‖ = 1,∫
K
|(u, π(x)u)|2 dµK(x) = 1
kπ
,
where µK is the Haar measure. Then dim(Hπ) ≤ kπ. Equality occurs if K is a compact group.
Moreover, the following orthogonality relations among the representative functions of continuous
irreducible representations Hπ and Hπ′ hold:∫
K
(u, π(x)w)(v, π′(x)z) dµK(x) =
1
kπ
δ[π],[π′](v, u)(w, z),
where [π] denotes the unitary equivalence class of Hπ. The proofs of these facts follow exactly as
in [Vre79, Thm. 2.2, 2.6] with our definition of abstract compact hypergroup. Alternatively, by
the comments after Definition 3.2, one can invoke the results on Peter–Weyl theory for compact
quantum hypergroups [CV99, Sec. 5].
Theorem 6.4. Every continuous irreducible representation of K(N ⊂ M) is of the form Hρ for
some irreducible subendomorphism ρ ≺ θ of the dual canonical endomorphism.
In particular, Trig(K) = Trig(N ⊂M) if we let K = K(N ⊂M).
Proof. By construction λ(Trig(N ⊂ M)) is dense in C(K) and it contains all the representative
functions associated with Hρ for ρ ≺ θ irreducible. Indeed, λ(T (ψ1, ψ2))(x) = ωφδx (T (ψ1, ψ2)) =
(ψ1, πρ(x)ψ2) for ψ1, ψ2 ∈ Hρ, x ∈ K. By the orthogonality relations, no continuous irreducible
representation can be inequivalent to every Hρ, unless it is zero. 
Theorem 6.5. Let ρ ≺ θ be irreducible and K = K(N ⊂ M). Then the hyperdimension of the
representation Hρ of K equals the dimension of the endomorphism ρ in End0(N ).
Proof. For ψ ∈ Hρ, ‖ψ‖ = 1, we have to check that∫
K
|(ψ, φ(ψ))|2 dωE(φ) = 1
d(ρ)
.
Observe that |(ψ, φ(ψ))|2 = ψ∗φ(ψ)φ(ψ∗)ψ = ωφ(T (ψ,ψ))ωφ♯ (T (ψ,ψ)) for φ ∈ K = K(N ⊂ M).
Moreover, one can show that ωφ♯(T (ψ,ψ)) = ωφ(T (ψ
•, ψ•)), thus∫
K
|(ψ, φ(ψ))|2 dωE(φ) =
∫
K
ωφ(T (ψ,ψ))ωφ(T (ψ
•, ψ•)) dωE(φ)
=
∫
K
ωφ(T (ψψ
•, ψψ•)) dωE(φ)
= ψ•∗ψ∗E(ψψ•)
= ψ•∗ψ∗E(ψψ∗)ι(r¯ρ) =
1
d(ρ)
because (ψ,ψ)1 = (ψ•, ψ•)1 = d(ρ)E(ψψ∗) by the irreducibility of ρ, equation (2.15) and aρ = 1Hρ
(Proposition 2.19). 
Together with the inequality dim(Hπ) ≤ kπ mentioned above, Theorem 6.5 provides another
proof of Corollary 2.21.
7. The case of depth 2: No compact quantum group orbifolds
In this section we provide an application of our construction to local conformal nets: we show
that Woronowicz compact quantum groups [Wor98], in the von Neumann algebraic setting [Vae01],
[KV03], see also [ILP98], [Tom09], cannot induce conformal inclusions of local conformal nets by
orbifold construction, i.e. taking fixed points under some action, unless they are classical. We do this
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by specializing Theorem 5.7 to the case of depth 2 subfactors. Note that no discreteness assumption
is needed in this section, as it is a consequence of semidiscreteness for depth 2 inclusions thanks to
a result of Enock and Nest [EN96]. We first recall the definition [EN96, Def. 6.1].
Definition 7.1. An irreducible subfactor N ⊂ M has depth 2 if N ′ ∩ M2 is a factor, where
N ⊂M ⊂M1 ⊂M2 is (the beginning of) the Jones tower.
Proposition 7.2. Let N ⊂M be an irreducible semidiscrete type III subfactor (Definition 2.1). If
N ⊂M has depth 2 then it is discrete.
Proof. The statement is contained in [EN96, Thm. 12.2, Prop. 12.4], after comparing the terminology
[EN96, Def. 9.5, Def. 11.12]. 
Assuming in addition that the subfactor is local (Definition 2.16), as it is for example the case for
an arbitrary conformal inclusion of local conformal nets, we shall show below that the hypergroup
K = K(N ⊂M) of Theorem 5.7 is a compact metrizable group.
We first prove two lemmas. Recall that for arbitrary irreducible discrete subfactors we have the
multiplicity bound nρ ≤ d(ρ)2 for every irreducible ρ ≺ θ, where nρ = dim(Hρ) and d(ρ) is the
(necessarily finite) dimension of ρ. Moreover, nρ ≤ d(ρ) if the condition aρ = 1Hρ is fulfilled. See
Sections 2.2 and 2.3.
Lemma 7.3. Let N ⊂M be an irreducible semidiscrete type III subfactor. If N ⊂M has depth 2
and if it fulfills aρ = 1Hρ for every irreducible ρ ≺ θ, then nρ = d(ρ).
Proof. By a result of Enock and Nest [EN96, Thm. 12.6], see also [Vae01, Thm. 5.1], the depth
2 condition implies that N ′ ∩M1(∼= ⊕[ρ]Mnρ(C)) has the structure of a discrete quantum group.
Moreover, the condition aρ = 1Hρ implies that the Haar weight, i.e. the restriction of the dual
operator-valued weight Eˆ to N ′ ∩M1 [Eno98, Sec. 2], is tracial. This fact is well known to experts,
we give below an explicit proof for fixing the notation. Let {ψρ,r} be a Pimsner–Popa basis of
charged fields as in Section 2.2. The elements of the form ψ∗ρ,reNψρ,s weakly span N ′ ∩ M1 by
discreteness (Proposition 7.2) and they lie in the domain of Eˆ because Eˆ(eN ) = 1 by [Kos86, Lem.
3.1]. In particular, Eˆ↾N ′∩M1 is semifinite. By our choice of normalization (2.8), by equation (2.15)
and by the condition aρ = 1Hρ , we have Eˆ(ψ
∗
ρ,reNψρ,s) = ψ∗ρ,rψρ,s = d(ρ)δr,s1 and
Eˆ(ψ∗ρ,reNψρ,sψ
∗
σ,teNψσ,u) = Eˆ(ψ
∗
ρ,rE(ψρ,sψ
∗
σ,t)eNψσ,u) = d(ρ)δ[ρ],[σ]δs,tδr,u1.
Similarly Eˆ(ψ∗σ,teNψσ,uψ∗ρ,reNψρ,s) = d(ρ)δ[ρ],[σ]δs,tδr,u1, and the trace property follows. Thus N ′ ∩
M1 is a discrete Kac algebra in the sense of [ES92, Sec. 6.3] and by the structure theorem [ES92,
Thm. 6.3.5] we know that Eˆ↾N ′∩M1 is identified with
∑
[ρ] nρTrρ, where Trρ is the non-normalized
trace on Mnρ(C). By the computation above on matrix units ψ
∗
ρ,reNψρ,s, we infer that nρ = d(ρ)
for every irreducible ρ ≺ θ. 
Lemma 7.4. Let N ⊂M be an irreducible discrete type III subfactor. If nρ = d(ρ) and aρ = 1Hρ
for an irreducible ρ ≺ θ, then 1d(ρ)
∑
r ψρ,rψ
∗
ρ,r = 1 where r = 1, . . . , nρ.
Proof. With these assumptions, by equations (2.8) and (2.15), we have that 1d(ρ)
∑
r ψρ,rψ
∗
ρ,r is a
projection in M since
1
d(ρ)
∑
r
ψρ,rψ
∗
ρ,r
1
d(ρ)
∑
s
ψρ,sψ
∗
ρ,s =
d(ρ)
d(ρ)2
∑
r
ψρ,rψ
∗
ρ,r =
1
d(ρ)
∑
r
ψρ,rψ
∗
ρ,r.
Thus
E
(
1− 1
d(ρ)
∑
r
ψρ,rψ
∗
ρ,r
)
= 1− nρ
d(ρ)
= 0
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and by the faithfulness of E we conclude that 1d(ρ)
∑
r ψρ,rψ
∗
ρ,r = 1. 
Theorem 7.5. Let N ⊂ M be an irreducible local semidiscrete type III subfactor with depth 2.
Then K = K(N ⊂M) is a compact metrizable group acting on M such that N =MK .
Proof. By Proposition 7.2 and Proposition 2.19 the subfactor is discrete and it has the property
aρ = 1Hρ for every irreducible ρ ≺ θ. In order to prove the statement, we have to show that every
extreme ucp map φ :M→M acting trivially on N , i.e. an element of K(N ⊂M) by Lemma 4.22,
4.23 and 4.48, is in fact an automorphism of M.
By Theorem 4.34, the associated state ωφ is extreme, thus multiplicative:
ωφ(T (ψρ,r, ψρ,s))ωφ(T (ψσ,t, ψσ,u)) = ωφ(T (ψρ,rψσ,t, ψρ,sψσ,u)).
The left hand side of the equation is ψ∗ρ,rφ(ψρ,s)ψ∗σ,tφ(ψσ,u) = ψ∗σ,tψ∗ρ,rφ(ψρ,s)φ(ψσ,u), because
ψ∗ρ,rφ(ψρ,s) is a number. On the other hand we have ψ∗σ,tψ∗ρ,rφ(ψρ,sψσ,u). By Lemma 7.4, mul-
tiplying and summing charged fields on the left of the two members of the equation we obtain
φ(ψρ,sψσ,u) = φ(ψρ,s)φ(ψσ,u). By normality, cf. the proof of Lemma 2.35, we conclude that φ is
multiplicative on M.
Now we show that φ is invertible with inverse φ−1 = φ♯, i.e. an automorphism of M. For every
m,m′ ∈ M write (m′Ω, φ♯(φ(m))Ω) = (φ(m′)Ω, φ(m)Ω) = (Ω, φ(m′∗)φ(m)Ω) = (Ω, φ(m′∗m)Ω) =
(Ω,m′∗mΩ) = (m′Ω,mΩ), thus φ♯(φ(m)) = m because Ω is cyclic and separating for M. Similarly
φ(φ♯(m)) = x, and the proof is complete. 
Remark 7.6. The condition on the subfactor being braided is not enough. Namely, [Izu01, Rmk.
p. 616] gives an example of a braided depth 2 subfactor with index 8 which corresponds to a fixed
point with respect to the Kac–Paljutkin’s 8-dimensional Kac algebra [KP66].
Corollary 7.7. If N ⊂M is as in Theorem 7.5, then the braiding {ερ,σ}ρ,σ≺θ is a symmetry.
Proof. One can directly show that if 1d(ρ)
∑
r ψρ,rψ
∗
ρ,r = 1,
1
d(σ)
∑
r ψσ,rψ
∗
σ,r = 1 for a pair of ir-
reducibles ρ, σ ≺ θ, cf. Lemma 7.4, then the locality condition on the subfactor, equation (2.14),
implies that ερ,σ =
1
d(ρ)d(σ)
∑
r,s ψρ,rψσ,sψ
∗
ρ,rψ
∗
σ,s. In particular, ε
+
ρ,σ = ε
−
ρ,σ. 
To prove the existence of a compact group G of automorphisms ofM giving N =MG ⊂M as in
Theorem 7.5, one can alternatively use the fact that Hom(γ, γ) is commutative by Proposition 4.43
and apply a result of Enock and Nest [EN96, Thm. 11.16 (ii)]. By Theorem 5.7, G ∼= K(N ⊂M),
thus we have an alternative proof of Theorem 7.5.
8. A remark on non-local extensions
In this paper we have mainly restricted ourselves to studying irreducible discrete subfactors
(Definition 2.1) that are local (Definition 2.16), e.g. those arising from discrete conformal inclusions
of local conformal nets. In the non-local case, instead, we expect to obtain a compact quantum
hypergroup in the sense of [CV99], as opposed to a classical one (Theorem 4.50). In this section, we
remark that the main results of the present work hold as well when we replace the locality condition
with a slightly more general graded-locality condition, as it is the case, e.g. for subfactors coming
from a relatively local inclusion of a local net inside a Z2-graded-local Fermionic net.
Definition 8.1. Let N ⊂ M be an irreducible braided discrete type III subfactor, with dual
canonical endomorphism θ and braiding ερ,σ as in Definition 2.14. We call N ⊂ M graded-
local if for every pair of irreducible subsectors [ρ], [σ] of [θ] there is a number s([ρ],[σ]) ∈ {±1},
antisymmetric in its entries, i.e. s([ρ],[σ]) = s([σ],[ρ])−1, such that
ψρψσ = s([ρ],[σ])ι(ε
±
σ,ρ)ψσψρ
for all ψρ ∈ Hρ, ψσ ∈ Hσ.
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We have the following generalizations of Theorem 5.7 and 7.5 to the graded-local case.
Theorem 8.2. Let N ⊂ M be an irreducible discrete graded-local type III subfactor. Let Ω ∈ H
be a standard vector for M ⊂ B(H) such that the associated state is invariant with respect to the
unique normal faithful conditional expectation E :M→N .
Then there is a compact metrizable hypergroup K which acts faithfully on M by Ω-adjointable
ucp maps and which gives N as fixed point subalgebra, namely N =MK .
Theorem 8.3. Let N ⊂M be an irreducible semidiscrete graded-local type III subfactor with depth
2. Then K is a compact metrizable group acting on M such that N =MK .
Remark 8.4. It would be tempting to replace the Z2-grading in Definition 8.1, for example with
a U(1)-grading, in order to model Abelian anyonic extensions of local nets. The main ingredients
of the proof of Theorem 4.34, from which the above results follow, would still be there. Namely,
the condition aρ = 1Hρ (Proposition 2.19), the commutativity of the algebra of trigonometric poly-
nomials (Proposition 4.12), the invertibility of the Fourier transform on trigonometric polynomials
(Proposition 4.15), the faithfulness of the state ωE (Lemma 4.16), the boundedness of the GNS
representation (Lemma 4.17). The only missing step is the good behaviour of the *-structure on
trigonometric polynomials (Proposition 4.10). More specifically, in the notation of Remark 4.6 one
obtains λσ¯,σ,s,s′ = s([σ¯],[σ])λσ,σ¯,s′,s. In order to use the same proof for Proposition 4.7, one needs
then the condition s([σ¯],[σ]) ∈ R.
9. Examples
9.1. Group orbifolds
In this section let G be a compact metrizable group. Let us consider inclusions arising as compact
group orbifolds, namely as MG ⊂M for a continuous action α : G→ Aut(M) on a von Neumann
algebra M ⊂ B(H), i.e. a pointwise weak operator continuous group homomorphism. Denote by
E :=
∫
G α(g) dµG(g) the normal faithful conditional expectation onto MG given by the group
average with respect to the Haar measure µG. By definition, α˜(µG) = E, see (5.1).
Proposition 9.1. Let Ω ∈ H to be a vector representing a normal faithful E-invariant state. Then
α is an action of G on M by Ω-adjointable ucp maps in the sense of Definition 5.1.
Proof. Aut(M) ⊂ Extr(UCP♯(M,Ω)) as in Corollary 4.49. The lift to probability Radon measures
µ ∈ P (G) 7→ α˜(µ) ∈ UCP♯(M,Ω) defined by (5.1) is an involutive monoid homomorphism, as
one can check arguing similarly to the proof of Lemma 5.6, but using here that α is a group
homomorphism. 
If α is faithful and minimal, cf. Definition 5.1, and M, MG are of type III (or infinite) factors,
then MG ⊂M is an irreducible discrete subfactor. See e.g. [ILP98, Sec. 3]. Note that the type III
assumption is not very restrictive, as one can always tensor with a type III factor with the trivial
action of G.
Proposition 9.2. Let N ⊂M be an irreducible discrete type III subfactor, assume in addition that
it is local. Then N = MG for some faithful minimal action α of a compact metrizable group G if
and only if every φ ∈ Extr(UCP♯N (M,Ω)) is an automorphism.
In this case, α is a homeomorphism of G onto Extr(UCP♯MG(M,Ω)) ≡ K(MG ⊂M). Moreover,
α˜(P (G)) = UCP♯MG(M,Ω) and α˜(M(G)) = SpanC{UCP
♯
MG(M,Ω)}.
Proof. This is a consequence of Proposition 9.1 and of the uniqueness of the compact hypergroup
action, Proposition 5.4 and Theorem 5.7. 
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Not every compact group orbifold subfactor MG ⊂ M is local with respect to a given braiding
on 〈θ〉0, where θ is the dual canonical endomorphism of MG ⊂ M, cf. Remark 4.38. But we can
show the following:
Proposition 9.3. Consider the subfactor MG ⊂M for a minimal action of G and denote the dual
canonical endomorphism by θ.
Then there is a braiding on 〈θ〉0 for which MG ⊂M is local and 〈θ〉0 is unitarily braided equiv-
alent to the symmetric rigid tensor C∗-category Rep(G) of unitary continuous finite-dimensional
representations of G.
Proof. Denote as before by ι the inclusion morphism, by Hρ = Hom(ι, ιρ) the space of charged
fields for ρ ≺ θ. Consider the functor F : 〈θ〉0 → Rep(G) given on finite-dimensional τ, σ ≺ θ and
x ∈ Hom(τ, σ) by
F (τ) :=
⊕
ρ≺θ
Hom(ρ, τ)⊗Hρ
F (x) :=
⊕
ρ≺θ
∑
sj ,ti
sjt
∗
i ⊗ (ψ ∈ Hρ 7→ ι(s∗jxti)ψ)
where the sums run over inequivalent irreducible subendomorphisms ρ ≺ θ and orthonormal bases
{sj}, {ti} respectively of Hom(ρ, σ) and Hom(ρ, τ). Note that Hom(ρ, τ)⊗Hρ is a finite-dimensional
Hilbert space with inner product (t1⊗ψ1, t2⊗ψ2)1 := ψ∗1ι(t∗1t2)ψ2 and it is non-zero only for finitely
many ρ. The group acts unitarily on it by U(g)(t ⊗ ψ) := t⊗ αg(ψ), g ∈ G.
We get a unitary tensorator
Tτ,σ : F (τ)⊗ F (σ)→ F (τσ)
(t1 ⊗ ψ1)⊗ (t2 ⊗ ψ2) 7→
⊕
ρ≺θ
∑
rk
rk ⊗ ι(r∗k)(ι(t1)ψ1)(ι(t2)ψ2).
where {rk} is an orthonormal basis of Hom(ρ, τσ). Let τ, σ ≺ θ be irreducible and note that
τ =
∑
iAdψτ,i and σ =
∑
j Adψσ,j for appropriate orthonormal bases of Hτ and Hσ, respectively,
with respect to the inner product ψ∗1ψ2 =: (ψ1, ψ2)1 (cf. [Reh94b, Eq. (2.16)] and the proof of
Corollary 7.7). We get that the formula (cf. [Reh94b, Eq. (3.8)])
ετ,σ :=
∑
i,j
ψσ,jψτ,iψ
∗
σ,jψ
∗
τ,i ∈ Hom(τσ, στ)
defines by natural extension a unitary braiding which makes the functor F a unitary braided tensor
functor and gives 〈θ〉0 the structure of a braided (in fact symmetric) rigid tensor C∗-category
equivalent (via F ) to Rep(G). Namely, we only have to check that the diagram
F (τ)⊗ F (σ) F (σ)⊗ F (τ)
F (τσ) F (στ)
cF (τ),F (σ)
Tτ,σ Tσ,τ
F (εσ,τ )
commutes, where cX,Y : X ⊗ Y → Y ⊗X is the canonical flip cX,Y (x ⊗ y) = y ⊗ x in Rep(G). In
particular, with this braiding the irreducible discrete subfactor MG ⊂M becomes local. 
Corollary 9.4. Let N ⊂ M be an irreducible semidiscrete type III subfactor with depth 2 and
denote the dual canonical endomorphism by θ. Then there is a braiding on 〈θ〉0 for which N ⊂ M
is local if and only if M = NG for a minimal action of a compact metrizable group G.
Furthermore, in this case the braiding is unique.
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Proof. The first statement follows from Proposition 9.3 and Theorem 7.5. If N ⊂ M is local the
proof of Corollary 7.7 shows that the braiding already coincides with the one given in the proof of
Proposition 9.3. 
9.2. Double coset orbifolds
Let us consider a closed subgroup H ⊂ G of a compact metrizable group G acting on M as in
the previous section. Then we can consider the intermediate group-subgroup inclusion MG ⊂MH .
The goal of this section is to compute K(MG ⊂MH) when the inclusion is irreducible and local.
Denote by G/H or H\G/H the set of H-double cosets HxH = {y1xy2, y1, y2 ∈ H} for x ∈ G
and denote by P : G → G/H the projection map. Then G/H is a compact Hausdorff space
equipped with the finest topology which makes P continuous. We want to endow G/H with a
compact hypergroup structure in the sense of Definition 3.2. Denote the pushforward of P to
complex Radon measures by P˜ : M(G)→M(G/H)
P˜ (µ)(f) := µ(f ◦ P ), µ ∈M(G), f ∈ C(G/H).
Let Q : C(G)→ C(G/H) be
Q(f)(HxH) :=
∫
H×H
f(y1xy2) dµH(y1) dµH(y2), f ∈ C(G), x ∈ G
where µH is the Haar measure on H, and the pullback Q˜ : M(G/H)→M(G)
Q˜(µ)(f) := µ(Q(f)), µ ∈M(G/H), f ∈ C(G).
Lemma 9.5. We have the following:
(1) Q(f ◦ P ) = f for all f ∈ C(G/H);
(2) P˜ ◦ Q˜ = idM(G/H);
(3) Q˜ ◦ P˜ = µH ∗ · ∗ µH , where µH is seen as an element in M(G);
(4) µH ∗ Q˜(µ) = Q˜(µ) ∗ µH = Q˜(µ) for all µ ∈M(G/H);
(5) Q˜(M(G/H)) = {µH ∗ µ ∗ µH : µ ∈M(G)}.
Proof. The first three properties are immediately checked. Property (4) follows from Q˜(µ) = Q˜ ◦
P˜ ◦ Q˜(µ) = µH ∗ Q˜(µ) ∗ µH and µH ∗ µH = µH . Property (5) follows from (3) and (4). 
The convolution on M(G/H) is defined so that Q˜ preserves it, namely
µ1 ∗ µ2 := P˜ (Q˜(µ1) ∗ Q˜(µ2)).
Indeed, Q˜(µ1 ∗µ2) = Q˜(P˜ (Q˜(µ1) ∗ Q˜(µ2))) = µH ∗ (Q˜(µ1) ∗ Q˜(µ2)) ∗µH = Q˜(µ1) ∗ Q˜(µ2). On Dirac
measures δHxH , δHyH , x, y ∈ G, the convolution reads
δHxH ∗ δHyH =
∫
H
δHxzyH dµH(z). (9.1)
Indeed, Q˜(δHxH) = µH∗δx∗µH and δHxH∗δHyH = P˜ (µH ∗δx∗µH∗δy∗µH) = P˜ ◦Q˜◦P˜ (δx∗µH ∗δy) =
P˜ (δx ∗ µH ∗ δy) =
∫
H δHxzyH dµH(z).
Similarly the adjoint on M(G/H) is defined so that Q˜ preserves it, namely
µ∗ := P˜ (Q˜(µ)∗).
Indeed, Q˜(µ∗) = Q˜(P˜ (Q˜(µ)∗)) = µH ∗Q˜(µ)∗ ∗µH = (µH ∗Q˜(µ)∗µH)∗ = Q˜(µ)∗. On Dirac measures
it reads
δ∗HxH = P˜ ((µH ∗ δx ∗ µH)∗) = P˜ (µH ∗ δx−1 ∗ µH) = δHx−1H .
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The space G/H equipped with this convolution and adjoint, and with identity element HeH, is
a compact DJS-hypergroup [BH95, Thm. 1.1.9]. Cf. Remark 3.7. It is also a compact hypergroup
in the sense of Definition 3.2 with Haar measure
µG/H := P˜ (µG). (9.2)
If the action α of G onM is faithful and minimal, thenMG ⊂MH is an irreducible semidiscrete
subfactor with normal faithful conditional expectation given by EGH := E↾MH , where E
G := E.
Observe that Ω ∈ H induces an EGH -invariant state and it is standard for MH on the subspace
MHΩ.
If M and MG are type III, then MH is also type III. By [Tom09, Thm. 2.7], MG ⊂ MH is
discrete and its dual canonical endomorphisms θ ∈ End(MG) denoted by θMG⊂MH is a subendo-
morphism of θMG⊂M. In particular, MG ⊂ MH is local whenever MG ⊂ M is local, and this is
always the case for some choice of braiding on 〈θMG⊂M〉0 by Proposition 9.3.
Corollary 9.6. There exists a braiding on 〈θMG⊂MH 〉0 such that the subfactor MG ⊂MH is local.
We show below that K(MG ⊂MH) can be identified with the double coset hypergroup G/H.
Proposition 9.7. Let α be faithful and minimal, and let M, MG be of type III, assume in addition
that MG ⊂MH is local. Then the map
β˜ := (α˜ ◦ Q˜)↾MH :M(G/H) → SpanC{UCP♯MG(MH ,Ω)}
with α˜ defined in (5.1), is a unital involutive algebra isomorphism. Its restriction to probability
measures β˜↾ : P (G/H) → UCP♯MG(MH ,Ω) is bicontinuous with respect to the weak* topology and
the BW topology. Moreover, β˜(µG/H) = E
G
H .
In particular, {β˜(δHxH) : HxH ∈ G/H} = Extr(UCP♯MG(MH ,Ω)) ≡ K(MG ⊂MH).
Proof. The maps α˜ and Q˜ are unital involutive algebra homomorphisms, so is β˜. By Lemma 9.5,
Q˜ is injective onto {µH ∗ µ ∗ µH : µ ∈ M(G)}, and α˜ is injective by Proposition 5.5. Thus
α˜ ◦ Q˜ is injective onto SpanC{EH ◦ φ ◦ EH : φ ∈ UCP♯MG(M,Ω)}, where EH := α˜(µH) is the
normal faithful conditional expectation M → MH ⊂ M. Now β˜ is bijective because the map
φ 7→ φ ◦ EH from UCP♯MG(MH ,Ω) to {EH ◦ φ ◦ EH : φ ∈ UCP
♯
MG(M,Ω)} is bijective with
inverse EH ◦ φ ◦ EH 7→ EH ◦ φ ◦ EH |MH . The bicontinuity of β˜ follows because Q˜ and α˜ are
continuous, P (G/H) is compact and UCP♯MG(MH ,Ω) is Hausdorff. By Lemma 9.5, we have
β˜(µG/H ) = α˜(Q˜ ◦ P˜ (µG))↾MH = α˜(µH ∗ µG ∗ µH)↾MH = α˜(µG)↾MH = EGH . 
Let β : G/H → K(MG ⊂ MH) be the composition of the homeomorphism β˜ with the identifi-
cation between G/H and the Dirac measures HxH 7→ δHxH as topological spaces.
Proposition 9.8. β is an action of G/H on MH by Ω-adjointable ucp maps in the sense of
Definition 5.1 and
MG = (MH)G/H .
Proof. The first statement follows because the unique (affine and continuous in the weak* and BW
topologies) lift of β to P (G/H) given by (5.1) coincides with β˜, hence it is an involutive monoid
homomorphism by Proposition 9.7. The second statement follows from the first by Theorem 5.7. 
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9.3. Quantum channels with infinite index
Let us consider an irreducible local discrete type III subfactor N ⊂ M. Denote by ι : N → M
the inclusion morphism. Recall that a ucp map φ : M → M fulfills φ ∈ K(N ⊂ M) (Definition
4.47) if and only if it is N -bimodular and extreme by Corollary 4.25 and Lemma 4.48.
Longo defined in [Lon18] the index Ind(φ) of φ to be the minimal index [M : β(M)] ∈ [1,∞]
of the subfactor β(M) ⊂M where φ = v∗β( · )v is the minimal Connes–Stinespring representation,
v ∈ M, v∗v = 1 and β ∈ End(M). Let us write dim(φ) := √Ind(φ). Then dim(φ) = d(β) by
[Lon89], [LR97]. It is natural to ask in our setting whether Ind(φ) is finite or infinite. If Ind(φ) <∞,
Longo calls φ a quantum channel [Lon18, Sec. 3]. From [Bis17] it follows that for [M : N ] <∞
we have ∑
φ∈K(N⊂M)
dim(φ) = [M : N ].
Lemma 9.9. Let φ : M→M be a normal faithful ucp map, let φ = v∗β( · )v as above. Then φ is
N -bimodular if and only if v ∈ Hom(ι, βι). In this case, φ is extreme if and only if β is irreducible.
Proof. Let φ be N -bimodular. For ever m ∈ M, n ∈ N and ξ ∈ H we have v∗β(ι(n))β(m)vξ =
v∗β(ι(n)m)vξ = φ(ι(n)m)ξ = ι(n)φ(m)ξ = ι(n)v∗β(m)vξ because φ is N -bimodular. By mini-
mality, i.e. β(M)vH is dense in H, we conclude v∗β(ι(n)) = ι(n)v∗. The converse implication is
immediate. The second statement follows because ι is irreducible and by using Lemma 4.48 and
[Bis17, Prop. A.5]. 
Recall the notion of domination for ucp maps (Definition 4.40).
Lemma 9.10. Let φ, φ′ ∈ K(N ⊂M). If id ≤ φ′ ◦ φ and id ≤ φ ◦ φ′, then Ind(φ) = Ind(φ′) <∞.
Proof. Let φ = v∗β( · )v and φ′ = v′∗β′( · )v′ be the respective minimal Connes–Stinespring represen-
tations. Then [ILP98, Proposition 2.9] implies id ≺ ββ′ and id ≺ β′β. This implies by [Lon90, Thm.
4.1] that β′ is a conjugate of β in the sense of (2.2), in symbols β′ ∼= β¯. Thus d(β) = d(β′) < ∞
and Ind(φ) = Ind(φ′) = d(β)2 <∞. 
We show below in Lemma 9.11 and Proposition 9.12 that the converse of the previous lemma
holds. Consider the set
K0(N ⊂M) := {φ ∈ K(N ⊂M) : Ind(φ) <∞}.
Note thatK0(N ⊂M) is either finite or non-discrete with the induced topology fromK(N ⊂M),
because the latter is compact metrizable hence every infinite subset has accumulation points.
Lemma 9.11. Let φ ∈ K(N ⊂ M) with adjoint φ♯ ∈ K(N ⊂ M) (Section 2.5). If φ = v∗β( · )v
and φ♯ = v♯∗β♯( · )v♯ are the respective minimal Connes–Stinespring representations, then β♯ ∼= β¯.
In particular, Ind(φ) = Ind(φ♯) and Ind(φ) <∞ if and only if Ind(φ♯) <∞.
Proof. This is a consequence of the general theory of bimodules associated with ucp maps [Con94,
App. V.B], [Pop86], see also [Bis17, App. A.2] and [Lon18, Sec. 2.2]. We only have to check that
when the adjoint φ♯ exists in the sense of Section 2.5, it coincides with the transpose of a ucp map
as defined in [Lon18, Prop. 2.14], [OP93, Prop. 8.3]. Indeed, let m1,m2 ∈ M and J = JM,Ω the
modular conjugation of (M,Ω) as in Section 2.5, then (Ω, φ(m1)Jm2JΩ) = (φ(m∗1)Ω, Jm2Ω) =
(Vφm
∗
1Ω, Jm2Ω) = (Ω,m1V
∗
φ Jm2Ω) thus
(Ω, φ(m1)Jm2JΩ) = (Ω,m1Jφ
♯(m2)JΩ)
because V ∗φ = Vφ♯ and VφJ = JVφ by Proposition 2.24, which characterizes the adjointability of φ.
The claim now follows from [Lon18, Prop. 2.15]. 
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Proposition 9.12. Let φ ∈ K(N ⊂M) and φ = v∗β( · )v as above. We have
(1) If Ind(φ) <∞, let r ∈ Hom(id, β¯β), r¯ ∈ Hom(id, ββ¯) be a standard solution of the conjugate
equations (2.2) for β and β¯. Then r∗β¯(vv∗)r =: bφ1 where bφ > 0 is a number which depends
only on φ, and we have
φ♯ = b−1φ r
∗β¯(v · v∗)r.
(2) In general,
φ♯ ◦ φ− bφ
dim(φ)
id is completely positive.
Proof. If Ind(φ) = ∞ the statement in (2) is trivially satisfied. Assume Ind(φ) < ∞ and observe
that β¯(v∗)r ∈ Hom(ι, β¯ι) because v ∈ Hom(ι, βι) by Lemma 9.9. Thus r∗β¯(vv∗)r = b1, b ≥ 0,
because Hom(ι, ι) = C1, and b > 0 because β((β¯(v∗)r)∗)r¯ = v. The number b does not depend
on the choice of β, v or r, r¯ by the uniqueness of the minimal Connes–Stinespring representation,
see e.g. [Lon18, Thm. 2.10], and by the uniqueness and trace property of the standard left inverse
of β, see e.g. [BKLR16, Prop. 2.4]. Set φ′ := b−1r∗β¯(v · v∗)r. Then φ′ ∈ K(N ⊂ M) again by
Lemma 9.9 and Corollary 4.25. Note that p = 1d(β)rr
∗ and p⊥ = 1− p are orthogonal projections in
Hom(β¯β, β¯β). Then
φ′ ◦ φ( · ) = b−1r∗β¯(vv∗β( · )vv∗)r
= b−1r∗β¯(vv∗)pβ¯(β( · ))β¯(vv∗)r + b−1r∗β¯(vv∗)p⊥β¯(β( · ))β¯(vv∗)r
=
b
d(β)
id+ b−1r∗β¯(vv∗)p⊥β¯(β( · ))p⊥β¯(vv∗)r.
By Theorem 4.50, K(N ⊂M) is a compact (metrizable) hypergroup in the sense of Definition 3.2
and δφ′ ∗δφ ≥ δid. Thus Proposition 3.10 implies φ′ = φ♯, and the statements (1) and (2) follow. 
We conjecture that bφ = 1 for any φ ∈ K0(N ⊂M), as it holds whenever φ is an automorphism or
[M : N ] <∞. In the first case, bφ = dim(φ) = 1. In the second case, K0(N ⊂M) = K(N ⊂M) is
a finite hypergroup, see Example 3.6, and bφ = 1 follows, as a computation using the trace property
of the standard left inverses of ι and β shows [Bis17, Lem. 4.7].
Note that for φi ∈ K(N ⊂M), i = 1, 2, 3, we have
δφ1 ∗ δφ2({φ3}) = sup {λ ∈ [0, 1] : φ1 ◦ φ2 − λφ3 is completely positive}
and thus the following proposition.
Proposition 9.13. For φ ∈ K(N ⊂M), we have
dim(φ) ≥ bφ
δφ♯ ∗ δφ({id})
. (9.3)
In particular, if δφ♯ ∗ δφ({id}) = 0, i.e. if the measure δφ♯ ∗ δφ does not contain id as an atom, then
Ind(φ) =∞.
If K is a hypergroup and x ∈ K, the constant wx := (δx♯ ∗ δx({e}))−1 ∈ [1,∞] is called the
weight of the element x. We conjecture that in (9.3) we always have equality, which together with
the conjecture bφ = 1 would imply that wφ = dim(φ).
In the special case that [M : N ] < ∞ this easily follows from [Bis17, Prop. 4.4]. It also holds if
wφ = 1 or equivalently if φ is an automorphism.
Example 9.14. Consider
SO(2) ∼=
{[
A 0
0 1
]
: A ∈ SO(2)
}
⊂ SO(3)
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and assume that SO(3) acts faithfully and minimally on a type III factor M. As in Section 9.2, let
us consider the irreducible discrete group-subgroup subfactor
MSO(3) ⊂MSO(2)
and assume it is local, see Section 9.4 for an example of this arising in CFT. By Proposition 9.7,
K = K(MSO(3) ⊂MSO(2)) can be identified with the double coset hypergroup SO(3)/ SO(2) which
is homeomorphic to the closed interval [−1, 1] via the map B ∈ SO(3) 7→ B3,3, see [BH95, Sec.
1.1.17]. Let us denote K = {φt}t∈[−1,1] via this identification. Then on the one hand, it easily
follows that Ind(φ±1) = 1 and that the subhypergroup {φ±1} is isomorphic to the group Z2. On the
other hand, Ind(φt) = ∞ for every t ∈ (−1, 1). Indeed, for s, t ∈ (−1, 1) the convolution of Dirac
measures δφs ∗ δφt on K can be computed as follows. Let
B(s) :=

1 0 00 s √1− s2
0 −√1− s2 s

 ∈ SO(3) , A(θ) :=

 cos θ sin θ 0− sin θ cos θ 0
0 0 1

 ∈ SO(2)
then via the previous identification
B(s)A(θ)B(t) 7→ st−
√
(1− s2)(1− t2) cos θ.
Let E ⊂ [−1, 1] be a Borel set with characteristic function χE, then (9.1) reads as
(δφs ∗ δφt)(E) =
∫
SO(2)
χE(B(s)AB(t)) dµSO(2)(A) =
2π∫
0
χE(st−
√
(1− s2)(1− t2) cos θ) dθ
2π
=
st+
√
(1−s2)(1−t2)∫
st−
√
(1−s2)(1−t2)
χE(r)
π
√
(1− s2)(1− t2)− (st− r)2 dr
and we see that K is commutative, in particular (SO(3),SO(2)) is a Gelfand pair [BK98, Ch. 2.2].
The computation also shows that 1 is in the support of the measure δφs ∗ δφt if and only if s = t,
thus φ♯s = φs. Furthermore, we see that δφt ∗ δφt is absolutely continuous with respect to the
Lebesgue measure on [−1, 1] for every t ∈ (−1, 1). Thus Ind(φt) = ∞ by Proposition 9.13, and
K0(N ⊂M) = {φ±1} ∼= Z2 in this example.
The Haar measure on K given by (9.2) thanks to Proposition 9.7, see e.g. [Nai64, Sec. 1.6] for
the Haar measure on SO(3), happens to coincide with the normalized Lebesgue measure on [−1, 1],
namely for E ⊂ [−1, 1]
µK(E) =
π∫
0
1
2
sin θ χE(cos θ) dθ =
1
2
∫
E
dr.
9.4. Local discrete subfactors in Conformal Field Theory
In this section we recall the notion of local conformal net, see e.g. [Lon08a], which is the operator
algebraic description of chiral, i.e. one-dimensional, conformal field theory (CFT). Discrete confor-
mal inclusions of local conformal nets naturally give rise to examples of local discrete subfactors,
and their study is the original motivation of this work.
Denote by S1 the unit circle and by I the set of open non-empty non-dense intervals I ⊂ S1.
Denote by Mo¨b = PSU(1, 1) = SU(1, 1)/{±1} the group of Möbius transformations that preserve
the complex upper half-plane and act on S1 by complex fractional linear diffeomorphisms.
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Definition 9.15. A local conformal net is a collection of von Neumann algebras parametrized
by the intervals in I , A = {A(I) : I ∈ I}, acting on a common (separable) Hilbert space H = HA
and subject to the following restrictions. Let I1, I2 ∈ I
(i) Isotony. A(I1) ⊂ A(I2) if I1 ⊂ I2.
(ii) Locality. A(I1) ⊂ A(I2)′ if I1 ∩ I2 = ∅.
(iii) Möbius covariance. There is a strongly continuous unitary representation U : Mo¨b→ U(H)
which acts covariantly on the net, i.e. U(g)A(I1)U(g)∗ = A(gI1) for every g ∈Mo¨b.
(iv) Positivity of the conformal Hamiltonian: the infinitesimal generator H of the rotations
subgroup of Mo¨b has non-negative spectrum.
(v) Vacuum vector. There exists a unique, up to scalar multiples, unit vector Ω ∈ H such that
U(g)Ω = Ω for every g ∈ Mo¨b. The vector Ω is cyclic for {A(I) : I ∈ I}′′.
The consequences of these assumptions [GL92,GF93,BGL93,GL96,FJ96,GLW98] that we need
are: the Reeh-Schlieder property, i.e. Ω is standard (cyclic and separating) for each A(I), the
Bisognano-Wichmann property, i.e. the modular group σt, t ∈ R, and the modular conjugation
J associated with (A(I),Ω) are geometric. Namely, the modular group corresponds via U to the
dilations subgroup of Mo¨b which maps I onto itself, the modular conjugation to the reflection of S1
with respect to the extreme points of I sitting in Mo¨b2 = Mo¨b⋊Z2. In particular, A(I)′ = A(I ′)
where I ′ := S1 r I¯ ∈ I is the complementary interval of I. The algebras A(I) are type III1 factors
and they are called the local algebras of A. The datum of the local algebras (actually three of them
associated with a tripartition of S1, i.e. forming a half-sided modular factorization [GLW98], are
sufficient) together with the vacuum vector, uniquely determines the covariance representation U .
Definition 9.16. An inclusion A ⊂ B of local conformal nets A and B is a family of subfactors
{A(I) ⊂ B(I) : I ∈ I} acting on the same Hilbert space H. B is called an extension of A, and A
a subsystem or subnet of B.
We may identify H = HB but note that A(I)ΩB ⊂ HB = B(I)ΩB is proper unless A(I) = B(I).
Definition 9.17. An inclusion A ⊂ B as above is called a conformal inclusion if the Möbius
representation U = UB of B acts covariantly on A as well, i.e. if U(g)A(I)U(g)∗ = A(gI) for every
g ∈ Mo¨b, I ∈ I , or equivalently if UA extends to a Möbius representation acting covariantly on B.
In this case, ΩA = ΩB and HA = A(I)ΩB.
Following [LR95], an inclusion A ⊂ B is called standard if it admits a standard unit vector Ω for
every B(I) on HB which is also standard for every A(I) acting on a fixed, independent of I, closed
subspace K ⊂ HB. Denote by e the orthogonal projection onto K. As in [DVG18], we say that
the standard inclusion A ⊂ B is semidiscrete if the formula eme = EI(m)e, m ∈ B(I), defines a
family of normal faithful conditional expectations EI : B(I)→ A(I) ⊂ B(I) for every I ∈ I that are
Ω-preserving and compatible with inclusions in the sense that EI2↾B(I1) = EI1 if I1 ⊂ I2, I1, I2 ∈ I .
The following is well known, see e.g. [Lon03, Lem. 14].
Lemma 9.18. If A ⊂ B is a conformal inclusion, then it is automatically standard and semidiscrete.
Moreover, if A(I) ⊂ B(I) is respectively discrete, irreducible, strongly relatively amenable, depth 2
or finite index for some I ∈ I, then the same holds for every I.
Proof. By assumption U = UB = UA. Then Ω = ΩB = ΩA is a standard vector for A ⊂ B and
K = HA. By the Bisognano-Wichmann property, the modular group of (B(I),Ω) leaves globally
invariant A(I), for every I ∈ I . Thus by Takesaki’s theorem [Str81, Sec. 10] emΩ = EI(m)Ω,
m ∈ B(I), defines an expectation with the desired properties. The compatibility condition follows
because e does not depend on I. The second statement follows because the subfactors A(I1) ⊂ B(I1)
and A(I2) ⊂ B(I2), I1, I2 ∈ I , are isomorphic via AdU(g) for some g ∈ Mo¨b such that gI1 = I2. 
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Definition 9.19. We say that A ⊂ B is respectively discrete, irreducible, strongly relatively
amenable, depth 2 or finite index if the subfactor A(I) ⊂ B(I) has the property for some I ∈ I .
By [Lon03, Prop. 16, 17], [LR95, Thm. 3.2], the dual canonical endomorphism θI ∈ End(A(I)) of
A(I) ⊂ B(I) as in Section 2.2 can be extended to a representation of the net A on HA, denoted
by θ, which is unitarily equivalent to the defining vacuum representation HB of B restricted to A.
In particular, the subfactor A(I) ⊂ B(I) is always braided (Definition 2.14) with respect to the
DHR braiding εθnI ,θ
m
I
∈ Hom(θn+mI , θn+mI ), n,m ∈ N, on 〈θI〉 ⊂ End(A(I)) [DHR71], [FRS92].
Recall that a representation of the net A is a family of normal representations π = {πI : I ∈ I},
πI : A(I) → B(Hπ) on a fixed (separable) Hilbert space Hπ, such that πI2 ↾A(I1) = πI1 if I1 ⊂ I2.
Two representations π and σ of A are unitarily equivalent if there is a unitary U : Hπ → Hσ such
that UπI(m)U
∗ = σI(m) for every m ∈ A(I), I ∈ I . Due to the type III property of local algebras,
every representation π of A is locally unitarily equivalent to the defining vacuum representation
HA, namely for every I ∈ I there is a unitary VI : Hπ → HA such that VIπI(m)V ∗I = m for
every m ∈ A(I). Moreover, VIπI′( · )V ∗I can be shown to be an endomorphism of A(I ′), denoted
by ρI′ ∈ End(A(I ′)). If the representation is Möbius covariant [GL96, Prop. 2.1], the dimension
d(π) := d(ρI′) is independent of I.
A conformal inclusion fulfilling the hypotheses of the following proposition is called of compact
type8 in [Car04, Def. 3.2].
Proposition 9.20. If A ⊂ B is an irreducible conformal inclusion and θ = ⊕[ρ],r ρ where each ρ
is an irreducible representation of A with d(ρ) <∞, then A ⊂ B is discrete and A(I) ⊂ B(I) is an
irreducible local discrete subfactor (Definition 2.16).
Proof. The inclusion is conformal, thus θ and every ρ is Möbius covariant. As in the proof of
[Car04, Prop. 3.3 (a)], cf. [Car04, Rmk. 3.4], every A(I) ⊂ B(I) is an irreducible discrete subfactor.
The locality of the subfactor is the characterization of the locality of the extension B (in the sense
of conformal nets) by [DVG18, Prop. 6.10 (i), 6.16] adapted to the chiral conformal setting. 
Combining Proposition 9.20 and Theorem 7.5, we get
Corollary 9.21. If A ⊂ B is an irreducible depth 2 conformal inclusion and θ = ⊕[ρ],r ρ where
each ρ is an irreducible representation of A with d(ρ) < ∞, then A(I) ⊂ B(I) is a compact group
orbifold.
The depth 2 condition is fulfilled whenever G is a von Neumann algebraic compact quantum
group acting faithfully on B(I) such that A(I) = B(I)G, see the references in Section 7.
Corollary 9.22. If a conformal inclusion in the assumptions above arises as a compact quantum
group orbifold, then it is a classical group orbifold.
Remark 9.23. The discreteness assumption in Proposition 9.20 on the decomposition of θ as a
representation of A is seemingly stronger than the notion of discreteness for A ⊂ B considered in
Definition 9.19, given on every A(I) ⊂ B(I), cf. (2.6). Recall that the second notion is automatically
fulfilled for depth 2 conformal inclusions by Proposition 7.2. Moreover, the two notions are both
fulfilled in the finite index case [Lon03, Cor. 18, 19], and they coincide if A has the stronger locality
property called strong additivity [GLW98, Lem. 1.3]. We shall come back to this point in [BDVG20].
Remark 9.24. The result of Corollary 9.22 stating the absence of purely quantum global gauge group
symmetries in local conformal field theory, extends the one in [Bis17, Cor. 1.2] where the inclusions
are assumed to be with finite Jones index and thus the corresponding groups are finite. A result of
8The terminology of discrete type would be closer to the one used in this paper. On the other hand, we might have
used compact instead of discrete from the very beginning in Definition 2.1.
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the same type, again in the case of finite-dimensional Hopf algebras and finite groups, was obtained
in the framework of vertex operator algebras in [DW18, Thm. 5.2].
We now come to examples of compact hypergroups arising from conformal inclusions.
Example 9.25. The double coset hypergroups analyzed in Section 9.2 occur in conformal inclusions.
By [Car04, Sec. 3], [Xu05, Sec. 4], every local conformal extension of compact type (or equivalently
discrete in this case) of the Virasoro net with central charge 1 [Car98], Vir1 ⊂ B, is of this form.
More precisely, Vir1 = L SU(2)1
SO(3) and B is intermediate to the loop group net extension L SU(2)1
[Was98], and of the form B = L SU(2)1H for a closed subgroup H ⊂ SO(3). By Proposition 9.7, we
have that K(Vir1(I) ⊂ B(I)) ∼= SO(3)/H. Cf. Example 9.14 where H = SO(2), in this case the
extension of Vir1 is the U(1)-current net studied in [BMT88].
As SO(3) is a simple group, by Proposition 5.4 and 9.8 and by [Car99, Prop. 2.1], we conclude
that there are no local conformal extensions Vir1 ⊂ B for which Vir1 = BG for some compact group
G, other than L SU(2)1 and the trivial one Vir1.
Example 9.26. Double coset hypergroups naturally arise in Minkowski, i.e. 3+1-dimensional, quan-
tum field theory. By [CDR01, Sec. 4], every inclusion of local netsA ⊂ B which is intermediate to the
canonical field net extension F of A [DR90], is given by B = FH for some closed subgroup H ⊂ G
of the canonical global gauge group G determined by the DHR superselection sectors of A. In the
assumptions of [CDR01], by the results of Section 8 on graded-local extensions and by the unique-
ness of G, or by Proposition 5.4, we get that G ∼= K(A(I) ⊂ F(I)) and G/H ∼= K(A(I) ⊂ B(I))
by Proposition 9.7. This situation appears to be general in 3+1-dimensional quantum field theory
[CC01], [CC05], and double coset hypergroups G/H describe arbitrary irreducible local extensions,
under fairly general assumptions, by [CC05, Thm. 5.2].
Example 9.27. Examples of finite hypergroups arising from conformal inclusions which are neither
groups nor double cosets of groups, but double cosets of fusion rings, can be found in the finite index
case [Bis17, Sec. 4.6]. E.g. the inclusion L SU(2)10 ⊂ L Spin(5)1 has index 3 +
√
3 and hypergroup
K(L SU(2)10(I) ⊂ L Spin(5)1(I)) =: Ke,x,2+√3 consisting of two points e, x with δ♯x = δx and
δx ∗ δx = 12+√3δe +
1+
√
3
2+
√
3
δx.
Example 9.28. Examples of infinite compact hypergroups arising from conformal inclusions which
are not double coset hypergroups can be obtained by taking tensor products of conformal inclusions,
see Section 9.5. E.g. SO(3)/ SO(2)×Ke,x,2+√3 arises from a conformal inclusion.
Remark 9.29. Let G be a compact metrizable group and H ⊂ G be a closed subgroup, then the
representations of the double coset hypergroup G/H have integer hyperdimension (Section 6).
This follows from Theorem 6.5 by taking a minimal action of G on a factor M and considering the
subfactor MG ⊆MH , and using the results from Section 9.2.9
It is an interesting problem to find subfactors with K(N ⊂ M) not a product of G/H with
a finite hypergroup. This is for example the case when the dual canonical endomorphism θ has
an irreducible subendomorphism with non-integer dimension, or equivalently when the associated
hypergroup has a representation with non-integer hyperdimension, and K(N ⊂M) is either not a
product or connected.
Conjecture 9.30. Regarding further occurrences of infinite exotic compact hypergroups arising in
CFT, we give two families of possible candidates. The first one comes from considering loop group
9One can show directly that the hyperdimensions of the representations of G/H are integer. We thank Massoud
Amini for providing us a proof of this fact.
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nets, their compact group orbifold subnets and their finite index extensions, e.g.
L SU(2)10
H ⊂ L SU(2)10 ⊂ L Spin(5)1
for H ⊂ SO(3). The second family comes from the coset construction of conformal nets, e.g.
L SU(2)N+1
H ⊗VircN−3 ⊂ L SU(2)N+1 ⊗VircN−3 ⊂ L SU(2)N ⊗ L SU(2)1
for H ⊂ SO(3) and cN−3 = 1− 6(N−3)(N−2) , cf. [Xu00, Sec. 4.3].10
At present we are not able to prove that these inclusions are discrete. Instead, we can show in
general that the composition of a discrete subfactor on top of a finite index one, thus in the order
opposite to the one we have in the previous examples, is always discrete (Section 9.5).
9.5. Constructions of discrete subfactors
In this section we provide some constructions of new discrete subfactors from old ones (Definition
2.1), and we draw some consequences in the local case (Definition 2.16).
If K1 and K2 are compact hypergroups in the sense of Definition 3.2, the direct product compact
topological space K1 × K2 is naturally a hypergroup by setting δ(x,y) ∗ δ(z,t) := δx ∗ δz × δy ∗ δt,
δ(x,y)
♯ := δ(x♯,y♯), cf. [BH95, Def. 1.5.29]. Indeed, the convolution on probability measures is biaffine
by definition, thus uniquely determined by the convolution on Dirac measures via (3.3). The identity
element and the Haar measure are defined by eK1×K2 := (eK1 , eK2) and µK1×K2 := µK1×µK2 , thus
(3.1) and (3.2) hold by Fubini’s theorem.
Proposition 9.31. Let N1 ⊂M1 and N2 ⊂M2 be discrete type III subfactors. Then N1 ⊗N2 ⊂
M1 ⊗M2 is discrete. If in addition the subfactors are irreducible and local, then the same is true
for their tensor product and we have K(N1 ⊗N2 ⊂M1 ⊗M2) ∼= K(N1 ⊂M1)×K(N2 ⊂M2).
Proof. The dual canonical endomorphism of the tensor product subfactor is θN1⊂M1 ⊗ θN2⊂M2
in End(N1 ⊗ N2), thus discreteness follows from the characterization (2.6). Being irreducible,
braided and local clearly passes to tensor products. The last statement follows by observing that
K(N1 ⊂ M1) × K(N2 ⊂ M2) acts faithfully on M1 ⊗ M2 in the sense of Definition 5.1 via
(φ1, φ2) 7→ φ1⊗φ2, with fixed points N1⊗N2. Thus the uniqueness part of Theorem 5.7 applies. 
More examples come from composing subfactors as follows:
Proposition 9.32. Let N ⊂ P ⊂M be a composition of type III subfactors with [P : N ] <∞ and
P ⊂M discrete, then N ⊂M is discrete.
Proof. Let θP⊂M =
⊕
[ρ],r ρ with d(ρ) < ∞, then θN⊂M = ι¯N⊂P θP⊂M ιN⊂P and the statement
follows from d(ι¯N⊂P ρ ιN⊂P) = d(ιN⊂P )2d(ρ) = [P : N ]d(ρ) <∞. 
We do not know whether a statement similar to the above with N ⊂ P discrete and P ⊂M finite
index holds, namely if N ⊂M is necessarily discrete or not at this level of generality. If N ⊂ P and
P ⊂ M are both discrete (and neither of them with finite index) instead, we know that N ⊂ M
need not be discrete. Examples of this also arise from conformal inclusions, cf. [Xu05, Thm. 4.6]
and [Car04, Thm. 3.5].
Acknowledgements. We would like to thank Massoud Amini, Claire Anantharaman-Delaroche,
Dietmar Bisch, Sebastiano Carpi, Corey Jones, Roberto Longo, David Penneys, Stefano Rossi,
Reiji Tomatsu and Makoto Yamashita for discussions. We gratefully acknowledge support from the
Simons Center for Geometry and Physics, Stony Brook University (during the program “Operator
Algebras and Quantum Physics”) and the Mathematisches Forschungsinstitut Oberwolfach (in the
occasion of the workshop 1944 “Subfactors and Applications”) where some of the research for this
10We thank Sebastiano Carpi for pointing out this second family of candidates.
54
paper was performed and presented. We also acknowledge support from the “MIUR Excellence
Department Project awarded to the Department of Mathematics, University of Rome Tor Vergata,
CUP E83C18000100006”.
References
[AC82] L. Accardi and C. Cecchini, Conditional expectations in von Neumann algebras and a theorem of Takesaki,
J. Funct. Anal. 45 (1982), no. 2, 245–273.
[AM14] M. Amini and A. R. Medghalchi, Amenability of compact hypergroup algebras, Math. Nachr. 287 (2014),
no. 14-15, 1609–1617.
[AD95] C. Anantharaman-Delaroche, Amenable correspondences and approximation properties for von Neumann
algebras, Pacific J. Math. 171 (1995), no. 2, 309–341.
[AD06] C. Anantharaman-Delaroche, On ergodic theorems for free group actions on noncommutative spaces,
Probab. Theory Related Fields 135 (2006), no. 4, 520–546.
[Arv69] W. B. Arveson, Subalgebras of C∗-algebras, Acta Math. 123 (1969), 141–224.
[BK98] Yu. M. Berezansky and A. A. Kalyuzhnyi, Harmonic analysis in hypercomplex systems, Mathematics
and its Applications, vol. 434, Kluwer Academic Publishers, Dordrecht, 1998. Translated from the 1992
Russian original by P. V. Malyshev and revised by the authors.
[Bis17] M. Bischoff, Generalized orbifold construction for conformal nets, Rev. Math. Phys. 29 (2017), no. 1,
1750002, 53.
[Bis19] , Quantum Operations on Conformal Nets, Oberwolfach Reports 49/2019 (2019), 27–30. DOI:
10.4171/OWR/2019/49, to be published by EMS.
[BDVG20] M. Bischoff, S. Del Vecchio, and L. Giorgetti, A Galois correspondence for conformal nets, 2020. In
Preparation.
[BKLR15] M. Bischoff, Y. Kawahigashi, R. Longo, and K.-H. Rehren, Tensor categories and endomorphisms of von
Neumann algebras—with applications to quantum field theory, Springer Briefs in Mathematical Physics,
vol. 3, Springer, Cham, 2015.
[BKLR16] , Phase Boundaries in Algebraic Conformal QFT, Comm. Math. Phys. 342 (2016), no. 1, 1–45.
[BR19] M. Bischoff and K.-H. Rehren, The hypergroupoid of boundary conditions for local quantum observables,
Adv. Stud. Pure Math. 80 (2019), 32–42.
[Bla06] B. Blackadar, Operator algebras, Encyclopaedia of Mathematical Sciences, vol. 122, Springer-Verlag,
Berlin, 2006. Theory of C∗-algebras and von Neumann algebras, Operator Algebras and Non-commutative
Geometry, III.
[BH95] W. R. Bloom and H. Heyer, Harmonic analysis of probability measures on hypergroups, de Gruyter Studies
in Mathematics, vol. 20, Walter de Gruyter & Co., Berlin, 1995.
[BGL93] R. Brunetti, D. Guido, and R. Longo, Modular structure and duality in conformal quantum field theory,
Comm. Math. Phys. 156 (1993), 201–219, available at funct-an/9302008v1.
[BMT88] D. Buchholz, G. Mack, and I. Todorov, The current algebra on the circle as a germ of local field theories,
Nucl. Phys., B, Proc. Suppl. 5 (1988), no. 2, 20–56.
[Car98] S. Carpi, Absence of subsystems for the Haag-Kastler net generated by the energy-momentum tensor in
two-dimensional conformal field theory, Lett. Math. Phys. 45 (1998), no. 3, 259–267.
[Car99] , Classification of subsystems for the Haag-Kastler nets generated by c = 1 chiral current algebras,
Lett. Math. Phys. 47 (1999), no. 4, 353–364.
[Car03] , The Virasoro algebra and sectors with infinite statistical dimension, Ann. Henri Poincaré 4 (2003),
no. 3, 601–611.
[Car04] , On the representation theory of Virasoro nets, Comm. Math. Phys. 244 (2004), no. 2, 261–284.
[CC01] S. Carpi and R. Conti, Classification of subsystems for local nets with trivial superselection structure,
Comm. Math. Phys. 217 (2001), no. 1, 89–106.
[CC05] , Classification of subsystems for graded-local nets with trivial superselection structure, Comm.
Math. Phys. 253 (2005), no. 2, 423–449.
[CV99] Yu. A. Chapovsky and L. I. Vainerman, Compact quantum hypergroups, J. Operator Theory 41 (1999),
no. 2, 261–289.
[Cho74] M. D. Choi, A Schwarz inequality for positive linear maps on C∗-algebras, Illinois J. Math. 18 (1974),
565–574.
[Con94] A. Connes, Non-commutative geometry, Academic Press, San Diego, 1994.
[CDR01] R. Conti, S. Doplicher, and J. E. Roberts, Superselection theory for subsystems, Comm. Math. Phys. 218
(2001), no. 2, 263–281.
55
[DVG18] S. Del Vecchio and L. Giorgetti, Infinite index extensions of local nets and defects, Rev. Math. Phys. 30
(2018), no. 2, 1850002, 58.
[DW18] C. Dong and H. Wang, Hopf actions on vertex operator algebras, J. Algebra 514 (2018), 310–329.
[DHR71] S. Doplicher, R. Haag, and J. E. Roberts, Local observables and particle statistics. I, Comm. Math. Phys.
23 (1971), 199–230.
[DR72] S. Doplicher and J. E. Roberts, Fields, statistics and non-abelian gauge groups, Comm. Math. Phys. 28
(1972), 331–348.
[DR90] , Why there is a field algebra with a compact gauge group describing the superselection structure
in particle physics, Comm. Math. Phys. 131 (1990), no. 1, 51–107.
[Eno98] M. Enock, Inclusions irréductibles de facteurs et unitaires multiplicatifs. II, J. Funct. Anal. 154 (1998),
no. 1, 67–109.
[EN96] M. Enock and R. Nest, Irreducible inclusions of factors, multiplicative unitaries, and Kac algebras, J.
Funct. Anal. 137 (1996), no. 2, 466–543.
[ES92] M. Enock and J.-M. Schwartz, Kac algebras and duality of locally compact groups, Springer-Verlag, Berlin,
1992. With a preface by Alain Connes, With a postface by Adrian Ocneanu.
[EGNO15] P. Etingof, S. Gelaki, D. Nikshych, and V. Ostrik, Tensor categories, Mathematical Surveys and Mono-
graphs, vol. 205, American Mathematical Society, Providence, RI, 2015.
[FI99] F. Fidaleo and T. Isola, The canonical endomorphism for infinite index inclusions, Z. Anal. Anwendungen
18 (1999), no. 1, 47–66.
[FJ96] K. Fredenhagen and M. Jörß, Conformal Haag-Kastler nets, pointlike localized fields and the existence of
operator product expansions, Comm. Math. Phys. 176 (1996), no. 3, 541–554.
[FRS92] K. Fredenhagen, K.-H. Rehren, and B. Schroer, Superselection sectors with braid group statistics and
exchange algebras. II. Geometric aspects and conformal covariance, Rev. Math. Phys. Special Issue
(1992), 113–157. Special issue dedicated to R. Haag on the occasion of his 70th birthday.
[GF93] F. Gabbiani and J. Fröhlich, Operator algebras and conformal field theory, Comm. Math. Phys. 155 (1993),
no. 3, 569–640.
[Gio19] L. Giorgetti, Compact hypergroups from discrete subfactors, Oberwolfach Reports 49/2019 (2019), 35–39.
DOI: 10.4171/OWR/2019/49, to be published by EMS.
[GL19] L. Giorgetti and R. Longo, Minimal index and dimension for 2-C∗-categories with finite-dimensional
centers, Comm. Math. Phys. 370 (2019), no. 2, 719–757.
[GL92] D. Guido and R. Longo, Relativistic invariance and charge conjugation in quantum field theory, Comm.
Math. Phys. 148 (1992), no. 3, 521–551.
[GL96] , The conformal spin and statistics theorem, Comm. Math. Phys. 181 (1996), no. 1, 11–35.
[GLW98] D. Guido, R. Longo, and H.-W. Wiesbrock, Extensions of Conformal Nets and Superselection Structures,
Comm. Math. Phys. 192 (1998), 217–244, available at hep-th/9703129.
[Haa96] R. Haag, Local quantum physics, Springer Berlin, 1996.
[HO89] R. H. Herman and A. Ocneanu, Index theory and Galois theory for infinite index inclusions of factors, C.
R. Acad. Sci. Paris Sér. I Math. 309 (1989), no. 17, 923–927.
[Izu01] M. Izumi, The structure of sectors associated with Longo-Rehren inclusions. II. Examples, Rev. Math.
Phys. 13 (2001), no. 5, 603–674.
[ILP98] M. Izumi, R. Longo, and S. Popa, A Galois correspondence for compact groups of automorphisms of von
Neumann algebras with a generalization to Kac algebras, J. Funct. Anal. 155 (1998), no. 1, 25–63.
[Jew75] R. I. Jewett, Spaces with an abstract convolution of measures, Advances in Math. 18 (1975), no. 1, 1–101.
[JP19] C. Jones and D. Penneys, Realizations of algebra objects and discrete subfactors, Adv. Math. 350 (2019),
588–661.
[Jon83] V. F. R. Jones, Index for subfactors, Invent. Math. 72 (1983), no. 1, 1–25.
[KP66] G. I. Kac and V. G. Paljutkin, Finite ring groups, Trudy Moskov. Mat. Obšč. 15 (1966), 224–261.
[KPC10] A. A. Kalyuzhnyi, G. B. Podkolzin, and Yu. A. Chapovsky, Harmonic analysis on a locally compact
hypergroup, Methods Funct. Anal. Topology 16 (2010), no. 4, 304–332.
[KM15] I. Khavkine and V. Moretti, Algebraic QFT in curved spacetime and quasifree Hadamard states: an in-
troduction, Advances in algebraic quantum field theory, 2015, pp. 191–251.
[Kos86] H. Kosaki, Extension of Jones’ theory on index to arbitrary factors, J. Funct. Anal. 66 (1986), no. 1,
123–140.
[KV03] J. Kustermans and S. Vaes, Locally compact quantum groups in the von Neumann algebraic setting, Math.
Scand. 92 (2003), no. 1, 68–92.
[LPW19] Z. Liu, S. Palcoux, and J. Wu, Fusion bialgebras and fourier analysis (2019), available at 1910.12059.
[LR97] R. Longo and J. E. Roberts, A theory of dimension, K-Theory 11 (1997), no. 2, 103–159, available at
arXiv:funct-an/9604008v1.
56
[Lon87] R. Longo, Simple injective subfactors, Adv. Math. 63 (1987), no. 2, 152–171.
[Lon89] , Index of subfactors and statistics of quantum fields. I, Comm. Math. Phys. 126 (1989), 217–247.
[Lon90] , Index of subfactors and statistics of quantum fields. II. Correspondences, Braid Group Statistics
and Jones Polynomial, Comm. Math. Phys. 130 (1990), 285–309.
[Lon94] , A duality for Hopf algebras and for subfactors. I, Comm. Math. Phys. 159 (1994), no. 1, 133–150.
[Lon03] , Conformal Subnets and Intermediate Subfactors, Comm. Math. Phys. 237 (2003), 7–30, available
at arXiv:math/0102196v2[math.OA].
[Lon08a] , Lecture Notes on Conformal Nets (2008), available at
https://www.mat.uniroma2.it/longo/lecture-notes.html. first part published in [Lon08b].
[Lon08b] , Real Hilbert subspaces, modular theory, SL(2,R) and CFT, Von Neumann algebras in Sibiu, 2008,
pp. 33–91.
[Lon18] , On Landauer’s principle and bound for infinite systems, Comm. Math. Phys. 363 (2018), no. 2,
531–560.
[LR95] R. Longo and K.-H. Rehren, Nets of Subfactors, Rev. Math. Phys. 7 (1995), 567–597, available at
arXiv:hep-th/9411077.
[MS90] G. Mack and V. Schomerus, Conformal field algebras with quantum symmetry from the theory of supers-
election sectors, Comm. Math. Phys. 134 (1990), no. 1, 139–196.
[Nai64] M. A. Naimark, Linear representations of the Lorentz group, Translated by Ann Swinfen and O. J.
Marstrand; translation edited by H. K. Farahat. A Pergamon Press Book, The Macmillan Co., New
York, 1964.
[NY16] S. Neshveyev and M. Yamashita, Drinfeld center and representation theory for monoidal categories, Comm.
Math. Phys. 345 (2016), no. 1, 385–434.
[NSZ03] C. P. Niculescu, A. Ströh, and L. Zsidó, Noncommutative extensions of classical and multiple recurrence
theorems, J. Operator Theory 50 (2003), no. 1, 3–52.
[NW95] F. Nill and H.-W. Wiesbrock, A comment on Jones inclusions with infinite index, Rev. Math. Phys. 7
(1995), no. 4, 599–630. Workshop on Algebraic Quantum Field Theory and Jones Theory (Berlin, 1994).
[OP93] M. Ohya and D. Petz, Quantum entropy and its use, Texts and Monographs in Physics, Springer-Verlag,
Berlin, 1993.
[Pas73] W. L. Paschke, Inner product modules over B∗-algebras, Trans. Amer. Math. Soc. 182 (1973), 443–468.
[Pau02] V. Paulsen, Completely bounded maps and operator algebras, Cambridge Studies in Advanced Mathemat-
ics, vol. 78, Cambridge University Press, Cambridge, 2002.
[Phe01] R. R. Phelps, Lectures on Choquet’s theorem, Second, Lecture Notes in Mathematics, vol. 1757, Springer-
Verlag, Berlin, 2001.
[PP86] M. Pimsner and S. Popa, Entropy and index for subfactors, Ann. Sci. Ecole Norm. Sup 19 (1986), no. 4,
57–106.
[Pop86] S. Popa, Correspondences, 1986. INCREST Preprint.
[Pop95] , Classification of subfactors and their endomorphisms, CBMS Regional Conference Series in Math-
ematics, vol. 86, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by
the American Mathematical Society, Providence, RI, 1995.
[Pop99] , Some properties of the symmetric enveloping algebra of a subfactor, with applications to amenabil-
ity and property T, Doc. Math. 4 (1999), 665–744.
[PSV18] S. Popa, D. Shlyakhtenko, and S. Vaes, Cohomology and L2-Betti numbers for subfactors and quasi-regular
inclusions, Int. Math. Res. Not. IMRN 8 (2018), 2241–2331.
[PV15] S. Popa and S. Vaes, Representation theory for subfactors, λ-lattices and C∗-tensor categories, Comm.
Math. Phys. 340 (2015), no. 3, 1239–1280.
[Reh94a] K.-H. Rehren, A new view of the Virasoro algebra, Lett. Math. Phys. 30 (1994), no. 2, 125–130.
[Reh94b] , Subfactors and coset models, Generalized symmetries in physics (Clausthal, 1993), 1994, pp. 338–
356.
[Str81] Ş. Straˇtilaˇ, Modular theory in operator algebras, Editura Academiei Republicii Socialiste România,
Bucharest; Abacus Press, Tunbridge Wells, 1981. Translated from the Romanian by the author.
[SW03] V. S. Sunder and N. J. Wildberger, Actions of finite hypergroups, J. Algebraic Combin. 18 (2003), no. 2,
135–151.
[Tak02] M. Takesaki, Theory of operator algebras. I, Encyclopaedia of Mathematical Sciences, vol. 124, Springer-
Verlag, Berlin, 2002. Reprint of the first (1979) edition, Operator Algebras and Non-commutative Geom-
etry, 5.
[Tom09] R. Tomatsu, A Galois correspondence for compact quantum group actions, J. Reine Angew. Math. 633
(2009), 165–182.
57
[Vae01] S. Vaes, The unitary implementation of a locally compact quantum group action, J. Funct. Anal. 180
(2001), no. 2, 426–480.
[Vre79] R. C. Vrem, Harmonic analysis on compact hypergroups, Pacific J. Math. 85 (1979), no. 1, 239–251.
[Was98] A. Wassermann, Operator algebras and conformal field theory III. Fusion of positive energy represen-
tations of LSU(N) using bounded operators, Invent. Math. 133 (1998), no. 3, 467–538, available at
arXiv:math/9806031v1[math.OA].
[Wor98] S. L. Woronowicz, Compact quantum groups, Symétries quantiques (Les Houches, 1995), 1998, pp. 845–
884.
[Xu00] F. Xu, Algebraic coset conformal field theories, Comm. Math. Phys. 211 (2000), no. 1, 1–43.
[Xu05] , Strong additivity and conformal nets, Pacific J. Math. 221 (2005), no. 1, 167–199.
[Yam04] S. Yamagami, Frobenius duality in C∗-tensor categories, J. Operator Theory 52 (2004), no. 1, 3–20.
Department of Mathematics, Morton Hall 321, 1 Ohio University, Athens, OH 45701, USA
E-mail address: bischoff@ohio.edu
Institute for Theoretical Physics, Faculty of Physics, University of Leipzig, Brüderstraße 16,
D-04103 Leipzig, Germany
E-mail address: simone.del_vecchio@physik.uni-leipzig.de
Department of Mathematics, Vanderbilt University, 1326 Stevenson Center, Nashville, TN 37240,
USA
E-mail address: luca.giorgetti@vanderbilt.edu
58
