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This paper characterizes doubly stochastic operators between two Lr spaces 
of random variables in terms of convex functions on the real line. This charac- 
terization is then applied to proving some Hardy-Littlewood-Polya-type 
rearrangement theorems. The conditional form of Jensen’s inequality is also 
derived and a condition for equality obtained. Moreover, some known results 
concerning doubly stochastic operators are also generalized. 
In [3, 8, 91, the notion of a doubly stochastic matrix is generalized and 
characterized for bounded linear operators operating between two L1 spaces. 
In this paper, we give a further characterization of doubly stochastic operators 
in terms of convex functions on the real line and we prove that a linear 
operator is doubly stochastic if and only if it is constant preserving with 
norm 1. We then apply these results to obtain some Hardy-Littlewood- 
Polya-type rearrangement theorems and also the conditional form of Jensen’s 
inequality for which a condition for equality is given (see Theorems 
3.1 through 3.6 below). 
Moreover, we prove a simple relation between the strong and weak spectral 
orders < and << (see Theorem 1.1 below) and, using this result, we charac- 
terize the weak spectral order <( in terms of doubly stochastic operators. This 
characterization turns out to be a generalization of some theorems of Hardy- 
Littlewood-Polya [4, Theorem 46, p. 491 and Mirsky [7, Theorem 4, p. 901 
on doubly stochastic matrices and also of Ryff [9, Theorem 3, p. 98-J and 
Day [3, Theorem 4.9, p. 3891 on doubly stochastic operators (see Theorem 
2.4 below). 
1. PRELIMINARIES 
Let (52, F’, P) be a probability space, i.e., (Q, 9) is a measurable space 
provided with a probability measure P. Let (Sz’, F’, P’) be another pro- 
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bability space. If X, Y EU(Q, 9, P) u Lr(Q’, F, P’) are any two random 
variables, then we write X << Y whenever 
E[(X - t)+] < E[(Y - t)+] (1.1) 
for all t E R, and we write X < Y whenever X << Y and E[X] = E[Y]. 
Moreover, we write X N Y to mean that X and Y are identically distributed. 
The notation < and <( are referred to as the strong and weak spectral 
order, respectively. 
It is not hard to see that 
ess inf Y < ess inf X < ess sup X < ess sup Y 
whenever X< Y. 
(1.2) 
The following theorem gives a simple relation between the weak and strong 
spectral order. 
THEOREM 1.1. 1f X EL~(Q, 9, P) and Y ~Ll(l2’, F, P’), then X <( Y 
if and only if there exists a nonnegative random variable Z E Ll(Q, 9, P) such 
that 
x+z<y. (1.3) 
Proof. Clearly, the condition is sufficient. 
To prove its necessity, assume X < Y and define a function @: R + R by 
Q(t) = E[(X - t)+ + t] 
for t E R. Then it is not hard to see that @ is an increasing function. Moreover, 
it follows immediately from Lebesgue’s dominated convergence theorem that 
@ is continuous. Clearly, @(t) + CO as t -+ co and Q(t) + E[X] as t --+ -co. 
Since E[XJ < E[Y] < co, by the intermediate value theorem applied to @, 
there exists a point c E R such that E[(X - c)+ + c] = Q(c) = E[Y]. 
We claim that (X - c)+ + c < Y, i.e., 
E[{(X - c)+ + c - t>+] < E[(Y - t)+] (l-4) 
for all t E R. To this end, we first note that, for all t > c, 
[(X - c)’ + c - t]+ = (X - t)+ 
which can be easily seen to hold. Since X <( Y, (1.4) is verified for t > c. 
Next, if t < c, then, clearly, (c - t) > 0 so that 
E[{(X - c)+ + c - t}+] = E[(X - c)’ + c - t] 
= E[(Y - t)] 
< E[(Y - t)+] 
i.e., (1.4) holds for t < c. 
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If we now define 2 = (X - c)+ + c - X, then evidently, Z is nonnegative 
and satisfies (1.3). 
2. DOUBLY STOCHASTIC OPERATORS 
If E is any event, we denote by 1, the indicator of E and by 1 we mean the 
indicator of the sure event Q or Q’. 
DEFINITION 2.1. A linear operator T: Ll(Q, 9, P) +Ll(Q’, F’, P’) is 
said to be doubly stochastic if T > 0, Tl = 1 and T*l = 1, where T* denotes 
the adjoint of T defined by E[YTX] = E[XT*Y] for all XEL~(Q, 9, P) 
and Y ~L”(s2’, w, P’). 
We observe that the condition T*l = 1 is equivalent to requiring that T 
preserves expectations, i.e., E[TXj = E[X] for all X ELJ(SZ, g, P). 
Condition (ii) in the following theorem gives a simple characterization of 
doubly stochastic operators; condition (iii) is due to RyfI [9, p. 931. 
THEOREM 2.2. Let T: Ll(Q, S, P) --f Ll(Q’, F”, P’) be a linear operator. 
Then the following conditions are equivalent: 
(i) T is doubly stochastic; 
(ii) Tl = 1 and (1 T(( < 1; 
(iii) TX < X for all X E L1(52,9, P). 
Proof. It is easy to see that (i) * (ii). 
To prove (ii) 3 (iii), we first show that E[TXj = E[Xl for all 
X EU(Q, 9, P). Clearly, we need only prove this for the case that X = lA 
for any event A e 9, since the general result then follows easily, using the 
usual standard argument. To this end, suppose by contradiction that 
E[Tl,] # E[l,] for some event A ~9. Then E[Tl,] < E[l,] since 
jJ TII < 1. But Tl = 1 and so E[Tl - Tl,] > E[l - lA], i.e., E[Tl,c] > 
E[l,c], contradicting (( T // < 1. We can now prove (iii). Since 1) T (( < 1 and 
Tl = 1, we have E[j TX- t 11 = E[j T(X- t)l] < E[j X- t I], where 
t E R. But T preserves expectations, so E[TX - t] = E[X - t] for all t E R. 
Thus, by addition, we have E[(TX - t)+] < E[(X - t)+] for all t E R, i.e., 
TX< X. 
Finally, we prove (iii) ti (i). Since TX< X for all X ELI(Q, 9, P), it 
follows directly from (1.2) that T > 0 and T 1 = 1. Moreover, since T 
preserves expectations, we have T*l = 1. 
COROLLARY 2.3. A linear operator T: Ll(Q, 9, P) ---f Ll(Q’, 8’, P’) is 
doubly stochastic if and onZy if ess inf X < TX < ess sup X and E[TXj = 
E[X] for all X E L1(Q, 9, P). 
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Proof. In view of (1.2), the result follows directly from Theorem 2.2. 
The following theorem not only gives a continuous analogue of a result of 
Mirsky [7, Theorem 4, p. 901 on doubly stochastic matrices but also general- 
izes a theorem of Hardy-Littlewood-Polya-Ryff-Day [4, Theorem 46, 
p. 49; 9, Theorem 3, p. 98; 3, Theorem 4.9, p. 3891 on doubly stochastic 
operators. 
THEOREM 2.4. If X EL~(Q’, F’, P’) and Y ELI(Q, 9, P), then X <( 1’ 
if and only if there exists a doubly stochastic operator T: Ll(sZ, 9, P) + 
L1(9’, 9’, P’) such that X < TY. 
Proof. Clearly, the condition is sufficient, since X < TY < Y implies 
x<( y. 
Conversely, suppose X < Y. Then, by Theorem 1. I, there exists a non- 
negative random variable 2 E Ll(&“, s’, P’) such that X + 2 < Y. Now, by 
the Hardy-Littlewood-Polya-Ryff-Day theorem [3, Theorem 4.9, p. 3891, 
there exists a doubly stochastic operator T: Ll(sZ, 9, P) ---f Ll(Q’, F’, P’) 
such that TY = X + 2. Since Z 3 0, we infer that X < TY. 
Remark. Theorem 2.4 does generalize the Hardy-Littlewood-Polya- 
Ryff-Day theorem [3, Theorem 4.9, p. 3891, since it is easily seen that 
X< Y and X < TY < Y imply X = TY almost surely. 
3. DOUBLY STOCHASTIC OPERATORS AND REARRANGEMENT THEOREMS 
The following theorem gives a further characterization of doubly sto- 
chastic operators. 
THEOREM 3.1. A linear operator T: Ll(Q,, S, P) + L1(s2’, F’, P’) is 
doubly stochastic if and only if T*l = I and 
@(TX) < T@(X) (3.1) 
for all XEL~(Q, 9, P) and for all convex functions CD: R -+ R such that 
G(X) E Ll(Q, g’, P). 
Proof. By Theorem 2.2, the condition is clearly sufficient since the 
function u t+ (U - t)+ is convex in II E R for each t E R, implying that 
E[(TX - t)+] < E[T(X - t)+] = E[(X - t)+], for all t E R, or TX < X, 
for all XEU(Q, 9, P). 
Conversely, suppose that T is doubly stochastic. To prove (3.1), we first 
consider the case that X is simple, say, X = c,l A1 + ... + c,l,,, , where 
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cr ,..., c, E R and A, ,..., A, are mutually exclusive and exhaustive events in 
9, then, since TIA1 + .*. + TIAn = 1, we have 
@(TX) = @(C,TIAl + *.* + &TlR,) B @(Cl) Tl/l, + **- + q&J TlA, 
= T(@(c,) IA1 + --* + Wn) IA,) = w-9, 
where use has been made of the convexity of @. If @ is nondecreasing, the 
case that X > 0 then follows by approximations. 
Next, if X E Ll(.Q, F, P) and if @ is nondecreasing, then, for each 
II = 1, 2, 3 )...) we have @,[T(X + n)+] < T@,[(X + n)+], where QD,: R + R 
is a (nondecreasing convex) function defined by @, = @(t - n). Thus, 
@(T[(X + n>+ - 4) < TWX + 4+ - n , since T is constant preserving. I 
Let X, = (X + n)+ - n. Then X, 1 X, TX, 1 TX and @(TX,) -1 @(TX) 
as n - co. Hence @(TX) < T@(X). 
Now, if @ is nonincreasing and convex on R, then, for each X E Ll(Q, 9, P), 
by applying the foregoing result to the random variable -X and the non- 
decreasing convex function t e @(-t), it follows that @(TX) < T@(X). 
Finally, if @ is not of the types we have just considered, then there exists 
a point c E R such that Cp is nonincreasing on (- co, c] and nondecreasing on 
[c, co) and 1 @(c)I < co. Define D,(t) = @(t + c) and XC = X - c. Then 
@(TX) = @,(Tx,) = @i,U”&)+l @c[-(TX,)-1 - @do) 
< T@,(Xc+)  T@,(--xc-) - T@,(O) 
= TO,(X,) = T@(X). 
Theorem 3.1 can be applied to proving the following extension of a 
theorem of Hardy-Littlewood-Polya [5, Theorem 10, p. 1521 (see 
[l, Theorem 2.51). 
THEOREM 3.2. I~XE Ll(Q, 9, P) and YE L’(O’, F’, P’), then X < Y if 
and only if E[@(X)] < E[@(Y)] for all convex functions CD: R -+ R. 
If X< Y and if @ is strictly convex such that @(X) is integrable, then 
E[@(X)] = E[@(Y)] if and only if X - Y. 
Proof. The sufficiency of the condition is clear. 
To prove its necessity, let @: R --f R be convex. Assume E[@(Y)] < CO, 
then Q+(Y) is integrable. Since X < Y, there exists a doubly stochastic 
operator T: L’(G)‘, g’, P’) 4 Ll(Q, 9, P) such that X = TY, by the Hardy- 
Littlewood-Polya-Ryfay theorem [3, Theorem 4.9, p. 3891. But, by 
Theorem 3.1, we have @+( TY) < T@+(Y) and so E[@+(X)] < E[T@+(Y)] = 
E[@+(Y)]. Similarly, for each n = 1, 2, 3,..., E[(@ + n)+ (X)] < 
E[(@ + n)+ (Y)] and so E[(@(X) + n}+ - n] < E[{@( Y) + n>-+ - n]. Thus, 
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by Levi’s monotone convergence theorem, we conclude that E[@(S)] $ 
WW’)I. 
If X N Y, then clearly E[@(X)] = E[@(Y)]. Conversely, suppose that 
X < Y and E[@(X)] = I?[@( Y)] f or some strictly convex function ds: R + R 
satisfying Q(Y) ELI(G), 9, P). Suppose by contradiction that X + Y. By, - - 
embedding the space (Q, ,F, P) into a nonatomic probability space (Q, 9, P) - - 
X can be identified with a random variable X E U(a, F, P) such that X h X 
(we refer to [6] for details of this device). Since X E Q, = {Z ~Ll(o, 9, P): 
2 < Y} and X +Y, X cannot be an extreme point of Qn, , by a theorem of 
Ryff [lo, p. 10261, and hence there exist random variables 2, , 2, E Q, such 
that 2, # 2, and X = $2, + &Z, . Since @ is strictly convex, G(X) < 
$D(Z,) + &D(ZJ and the inequality is strict at least for an event in 9 of 
positive probability, and so E[@(X)] = E[@(X)] < &I?[@(&)] + &E[@(Z,)] < 
E[@( Y)], a contradiction. Hence X N Y. 
COROLLARY 3.3. Let T: Ll(Q, 3, P) +Ll(Q’, F, P’) be a doubly stocha- 
stic operator. If XEL~(Q, 9, P) and if CD: R - R is strictly convex such that 
Q(X) is integrable, then @(TX) = T@(X) ;f and only if TX N X. 
Proof. Suppose @(TX) = T@(X). Then E[@( TX)] = E[T@(X)] = 
E[@(X)] and hence TX- X, by Theorem 3.2, since TX< X. 
Conversely, suppose TX N X. Then E[@( TX)] = E[@(X)] = E[T@(X)]. 
But @(TX) < T@(X), by Theorem 3.1, and so @(TX) = T@(x) almost 
surely. 
The following Hardy-Littlewood-Polya-type rearrangement theorem [I, 
Theorems 2.3 and 3.11 can be obtained directly from Theorem 3.2 (and hence 
indirectly from Theorem 3.1). 
THEOREM 3.4. If X E Ll(Q, 9, P) and Y EL~(Q’, 9’, P’), then X <( Y 
if and onZy ifE[@(X)] < E[D( Y)] f or a 12 .zncreasing convex functions CD: R -+ R. 
If X <( Y and if CD is a strictly increasing and convex function such that D(X) 
is integrable, then X < Y whenever E[@(X)] = E[@(Y)]. 
Moreover, if X < Y and if Q, is a strictly convex and increasing function such 
that Q(X) is integrable, then EC@(X)] = E[@(Y)] if and only if X N Y. 
Proof. For the first part of the theorem, the sufficiency of the condition is 
clear. To prove its necessity, we first note that X << Y implies the existence of 
a nonnegative random variable .Z E Ll(.Q, 9, P) satisfying X + 2 < Y. 
Thus, by Theorem 3.2, we have E[@(X)] < E[@(X + Z)] < E[@(Y)] for 
all increasing convex functions @: R -+ R. 
If X << Y and if @: R -+ R is strictly increasing and convex, then 
E[@(X)] = E[@( Y)] and E[@(X)] < E[@(X + Z)] < E[@( Y)] imply that 
E[@(X)] = E[@(X + Z)], where Z satisfies 2 3 0 and X + Z < Y. But 
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Q(X) < @,(X + Z) an d so Q(X) = @(X + Z) almost surely. Since @ is also 
strictly increasing, we infer that Z = 0 almost surely. Hence X < Y. 
The last assertion follows directly from the foregoing result and Theorem 
3.2, by virtue of the fact that a strictly convex and increasing function is 
strictly increasing. 
Remark. Theorem 3.2 was given earlier in [l, Theorem 2.51 and was 
obtained as a direct consequence of [l, Theorem 2.31 which is now given as 
Theorem 3.4. Thus, [I, Theorems 2.3 and 2.51 are equivalent. 
We may incorporate Corollary 3.3 into Theorem 3.1 and formulate a 
complete theorem as follows. 
THEOREM 3.5. If XeLl(Q, S, P), then 
for all doubly stochastic operators T: Ll(Q, F, P) + Ll(Q’, F’, P’) and for all 
convex functions @: R --f R such that Q(X) is integrable. 
If, in addition, Q, is strictly convex, then the equality @(TX) = T@(X) holds 
if and only if TX N X. 
Finally, we give the following application of Theorem 3.5 to obtain the 
conditional form of Jensen’s inequality for which a condition for equality 
is also given. 
THEOREM 3.6 (Jensen’s inequality). Suppose X EL~(Q, g, P). Let 22 be 
any sub-a-field of 9. Then 
for all convex functions @p: R + R such that Q(X) is integrable. 
If, in addition, CD is strictly convex, then @(E[X ( S]) = E[@(X) 1 ??j if and 
only ty x-E[X 1 91. 
Proof. This is a direct consequence of Theorem 3.5 since the conditional 
expectation operator E[. / q, being constant preserving with norm 1, is 
doubly stochastic, by Theorem 2.2. 
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