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INVARIANCE OF THE GORESKY-HINGSTON ALGEBRA ON REDUCED
HOCHSCHILD HOMOLOGY
MANUEL RIVERA AND ZHENGFANG WANG
Abstract. We prove that two quasi-isomorphic simply connected differential graded associa-
tive Frobenius algebras have isomorphic Goresky-Hingston algebras on their reduced Hochschild
homology. Our proof is based on relating the Goresky-Hingston algebra on reduced Hochschild
homology to the singular Hochschild cohomology algebra. For any simply connected oriented
closed manifold M of dimension k, the Goresky-Hingston algebra on reduced Hochschild homol-
ogy induces an algebra structure of degree k−1 on H
∗
(LM ;Q), the reduced rational cohomology
of the free loop space of M . As a consequence of our algebraic result, we deduce that the iso-
morphism class of the induced algebra structure on H
∗
(LM ;Q) is an invariant of the homotopy
type of M .
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1. Introduction
String topology is concerned with the algebraic structure of the free loop space LM of a
manifold M . The field began with the construction of a graded associative and commutative
product on the homology of LM defined by combining the intersection product on the underlying
manifoldM with the concatenation product on pairs of loops inM with a common base point [4].
Later on, a graded coassociative and cocommutative coproduct on the homology of LM relative
to constant loops M ⊂ LM was described in [18] and [8] by considering self intersections in a
single family of loops and cutting at these intersection points to obtain two new families. These
two operations are part of a rich family of compatible operations, which may be constructed
at the chain level by intersecting, cutting, and reconnecting families of loops according to
combinatorial patterns associated to moduli spaces of surfaces (e.g. [18], [7]).
There are different ways of making choices to construct string topology operations rigorously.
Some use geometric and topological methods to describe intersections ([8], [9],[7], [18]), others
homotopy theoretic techniques [6], and others start with an algebraic chain or cochain model
for a manifold, such as the commutative differential graded algebra of differential forms, and
then make choices algebraically in order to construct operations using the relationship between
Hochschild homology and the free loop space ([20], [2], [19], [12], [15]). This article is concerned
with an algebra structure defined through this last approach. The main theorem of this paper
is a purely algebraic statement regarding the invariance of an algebra structure on the reduced
Hochschild homology of a dg associative Frobenius algebra, inspired by a geometric construction
known as the Goresky-Hingston coproduct ([18], [8], [9]).
Fix a field K and write ⊗ = ⊗K. Let A be a differential graded associative (dga) unital
K-algebra equipped with a non-degenerate symmetric pairing 〈−,−〉 : A ⊗ A → K of degree
k > 0, which is compatible with the product and the differential of A. Such an object is called
a dga Frobenius algebra of degree k; see Section 2 for a precise definition. In particular, any dga
Frobenius algebra of degree k comes equipped with special degree k element
∑
i ei⊗ fi ∈ A⊗A
satisfying
∑
i xei ⊗ fi =
∑
i(−1)
kdeg(x)ei ⊗ fix for any x ∈ A. If we think of A as a cochain
model for a closed manifold M of dimension k and 〈−,−〉 : A ⊗ A → K as a pairing inducing
the Poincare´ duality pairing then
∑
i ei⊗fi plays the role of a representative for the Thom class
of the diagonal embedding M →֒M ×M .
Suppose A is connected (i.e. A0 ∼= K) and consider the double complex of Hochschild chains
C∗,∗(A,A) where C−p,n(A,A) = ((sA)
⊗p ⊗ A)n, A ⊂ A denotes the positive degree elements
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of A, and for any graded vector space V =
⊕
j∈Z V
j , siV denotes the shifted graded vector
space given by (siV )j = V i+j (we write s = s1). Denote by Cn(A,A) =
⊕
p C−p,n(A,A) and
C∗(A,A) =
⊕
nCn(A,A). In this article we study a product
⋆ : C∗(A,A) ⊗ C∗(A,A)→ C∗(A,A)
of degree k − 1 defined by the formula
(a1 ⊗ · · · ⊗ ap ⊗ ap+1) ⋆ (b1 ⊗ · · · ⊗ bq ⊗ bq+1) =
∑
i
±a1 ⊗ · · · ⊗ ap+1ei ⊗ b1 ⊗ · · · ⊗ bq ⊗ bq+1fi.
The above product has been discussed in [2] and [11] in the context of commutative dga Frobe-
nius algebras. In Section 2, we observe that the product ⋆ defines a (non-unital) dga algebra
structure on the (shifted) reduced Hochschild complex s1−kC∗(A,A) of any connected dg asso-
ciative (not necessarily commutative) Frobenius algebra of degree k. The reduced Hochschild
complex is the subcomplex of C∗(A,A) defined as the complement of C0,0(A,A) = A
0 ∼= K.
We call the induced algebra structure on homology (s1−kHH∗(A,A), ⋆) the Goresky-Hingston
algebra on the reduced Hochschild homology of a dga Frobenius algebra A. The reason for this
name is the analogy and similarities between the properties of the algebraic product ⋆ and the
geometrically defined operation of [8] of the same degree. Recently, this analogy has been made
precise: it has been announced in [15] that if A is a Poincare´ duality model for the rational
polynomial differential forms on a simply connected oriented closed manifold M (as constructed
in [14]) then the product ⋆ at the level of a relative version of Hochschild homology of A corre-
sponds to a topologically defined version of the Goresky-Hingston product on H∗(LM,M ;Q),
the rational cohomology of the free loop space LM relative to constant loops.
The main theorem of this article is an algebraic proof of the invariance of the isomorphism
class of the algebra (s1−kHH∗(A,A), ⋆) under quasi-isomorphisms of simply connected dga
Frobenius algebras in the following sense. Let DGA1K be the category of differential (non-
negatively) graded associative unital K-algebras A which are simply connected, namely A0 ∼= K
and A1 = 0.
Theorem 1.1. Let (A, 〈−,−〉A) and (B, 〈−,−〉B) be two differential graded associative Frobe-
nius algebras of degree k such that A,B ∈ DGA1K. Suppose there is a zig-zag of quasi-
isomorphisms of dga K-algebras
A
≃
←− •
≃
−→ · · ·
≃
←− •
≃
−→ B.
Then there is an isomorphism of Goresky-Hingston algebras
(s1−kHH∗(A,A), ⋆) ∼= (s
1−kHH∗(B,B), ⋆).
In the above statement there is no required compatibility between the quasi-isomorphisms
in the zig-zag and the pairings 〈−,−〉A and 〈−,−〉B . However, the isomorphism we construct
between the Goresky-Hingston algebras of A and B uses both pairings 〈−,−〉A and 〈−,−〉B as
well as the quasi-isomorphisms in the zig-zag.
One of the main purposes of this article is to highlight the techniques used in the proof
of the above theorem which rely on an application of the invariance properties of the singular
Hochschild cochain complex, as introduced in the second author’s thesis and in [21] and extended
in [17] to the dg setting. Given any dga algebra A (no Frobenius structure required) the singular
Hochschild cochain complex C∗sg(A,A) is a dga algebra, with a cup product ∪ extending the
classical cup product on Hochschild cochains. Under some finiteness conditions on A, this
complex computes the graded algebra of morphisms from A to itself in the singularity category
Dsg(A⊗K A
op) = Db(A⊗Aop)/Perf(A⊗Aop),
i.e. the Verdier quotient of the bounded derived category of finitely generated dg A-A-bimodules
by the full sub-category of perfect dg A-A-bimodules ([21], [17]). The singularity category was
introduced in [3] and used in [16] to study singularities of algebraic varieties. Although we do
not use the fact that the graded algebra (H∗(C∗sg(A,A)),∪) calculates the morphisms in the
singularity category in this paper, we do use that the isomorphism class of (H∗(C∗sg(A,A)),∪) is
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an invariant of the quasi-isomorphism type of A, just as ordinary Hochschild cohomology. The
surprising observation is that when A is equipped with a Frobenius structure of degree k we may
relate the algebra (H∗≥k(C∗sg(A,A)),∪) to (s
1−kHH∗(A,A), ⋆) in order to conclude the invariance
of the latter with respect to quasi-isomorphisms. Hence our proof relates the Goresky-Hingston
algebra to a homological algebra construction (more precisely, to the algebra of endomorphisms
in a quotient of the derived category) in a similar way to how the algebraic model for the
Chas-Sullivan loop product corresponds to the classical Hochschild cohomology algebra. All
the necessary definitions, constructions, and results regarding the singular Hochschild complex
are discussed in Sections 3 and 4, before the proof of our main theorem, keeping this article
relatively self contained. For the relationship between the singular Hochschild cochain complex
of an algebra and the Hochschild cochain complex of the dg singularity category, we refer to
the recent article [13].
We finish with the following immediate Corollary 1.2 of Theorem 1.1. LetA be a commutative
differential graded associative (cdga) algebra whose cohomology H∗(A) is a simply connected
graded Frobenius algebra of degree k. By the main result of [14], there exists a cdga Frobenius
algebra (A, 〈−,−〉A) such that A
0 ∼= K, A1 = 0, and A is quasi-isomorphic to A through a
zig-zag of cdga algebras such that the induced isomorphism on the cohomology graded algebras
H∗(A) ∼= H∗(A) is an isomorphism of graded Frobenius algebras. Following [14], we call A a
Poincare´ duality (cdga) model for A. For any simply connected oriented closed manifold M of
dimension k, the Goresky-Hingston algebra on reduced Hochschild homology induces an algebra
structure on s1−kH
∗
(LM ;Q), the shifted reduced rational cohomology of the free loop space
on M , by choosing a Poincre´ duality cdga model A for the cdga Q-algebra A(M) of rational
polynomial differential forms on M and using the isomorphisms of graded vector spaces
H
∗
(LM ;Q) ∼= HH∗(A(M),A(M)) ∼= HH∗(A,A).
The first isomorphism above is induced by the Chen’s classical iterated integrals construction
or by a well known result of J.D.S. Jones. The second isomorphism follows from the quasi-
isomorphism invariance of Hochschild homology.
Corollary 1.2. (1) Let M be a simply connected oriented closed manifold of dimension k
and A a Poincare´ duality model for the cdga of rational differential forms A(M). The
isomorphism class of the algebra structure on s1−kH
∗
(LM ;Q) induced by the product
⋆ through the isomorphism H
∗
(LM ;Q) ∼= HH∗(A,A) is independent of the choice of
Poincare´ duality model A for A(M).
(2) If M and M ′ are homotopy equivalent simply connected oriented closed manifolds of
dimension k, then the algebra structures on s1−kH
∗
(LM ;Q) and s1−kH
∗
(LM ′;Q) are
isomorphic.
The original geometric constructions for the Goresky-Hingston operation take place at the
level of relative homology H∗(LM,M), as described in ([18], [8], [9], [15]). An interesting ques-
tion is to give a geometric or topological explanation of the extension of the operation on relative
homology H∗(LM,M) to reduced homology H∗(LM) so that it coincides with the algebraic ex-
tension. A geometric proof of the homotopy invariance of the Goresky-Hingston operation at
the level of H∗(LM,M) (with any coefficients) has been announced in [10]. They also prove that
such operation is natural in the sense that if ϕ : M → M ′ is a homotopy equivalence between
oriented closed manifolds of the same dimension then H∗(ϕ) : H∗(LM,M ;Q)→ H∗(LM
′,M ′;Q)
is an isomorphism of coalgebras.
Conventions. Throughout this article we will work over a fixed field K. The sign conventions
are obtained from the Koszul sign rule: when a moves past b, a sign change of (−1)deg(a)deg(b)
is required. We refer to the appendix of [2] for more on sign conventions.
Acknowledgements. The second author would like to thank Purdue University where several
aspects of this paper were discussed during a visit to the first author. Both authors would like
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to thank Ralph Kaufmann, Florian Naef, Nathalie Wahl, and Thomas Willwacher for insightful
discussions, comments, and email exchanges.
2. Goresky-Hingston algebra on the reduced Hochschild homology of a
connected dga Frobenius algebra
In this section we start by recalling some classical definitions and constructions. Then we
describe the Goresky-Hingston algebra on the reduced Hochschild homology of a dga Frobenius
algebra.
2.1. Differential graded associative Frobenius algebras. Let K be a field. Recall that a
differential graded (dg) K-vector space (V, dV ) is a graded vector space V =
⊕
j∈Z V
j together
with a graded K-linear map dV : V → V of degree one (i.e. dV (V
j) ⊂ V j+1) such that dV ◦dV =
0. For any element a ∈ V j we write deg(a) = j.
The dual of a dg vector space (V, dV ) is defined as the dg K-vector space (V
∨, dV ∨) with
(V ∨)−j = HomK(V
j,K) and dV ∨(α)(x) = (−1)
deg(α)α(dV (x)) for any homogeneous element
α ∈ V ∨ and x ∈ V . Let (U, dU ) and (V, dV ) be two dg vector spaces. There is a natural
inclusion of dg vector spaces
U∨ ⊗ V ∨ →֒ (V ⊗ U)∨, α⊗ β 7→
(
v ⊗ u 7→ β(v)α(u)
)
.(1)
If either U or V is finite dimensional as a K-vector space then the above inclusion becomes an
isomorphism.
A differential graded associative (dga) unital K-algebra A = (A, d, µ) is a dg K-vector space
(A, d) equipped with an associative product µ : A⊗A→ A of degree zero which is a chain map,
i.e. µ satisfies the identity µ ◦ (d ⊗ id + id ⊗ d) = d ◦ µ. By unital we mean there is a map
u : K → A such that µ ◦ (u ⊗ id) = id = µ ◦ (id ⊗ u). Denote by 1A or just by 1 the image of
1K under u.
Definition 2.1. Let k be a positive integer. A dga Frobenius algebra of degree k is a non-
negatively graded dga algebra A equipped with a pairing 〈−,−〉 : A⊗A→ K such that
(i) 〈−,−〉 is of degree k, namely, it is possibly non-zero only on Ai⊗Ak−i for any i = 0, · · · , k
(ii) 〈−,−〉 is non-degenerate, namely, the induced map
ρ : A→ A∨, a 7→ (b 7→ 〈a, b〉)
is an isomorphism of degree −k
(iii) 〈µ(a⊗ b), c〉 = 〈a, µ(b⊗ c)〉 for any a, b, c ∈ A
(iv) 〈a, b〉 = (−1)deg(a)deg(b)〈b, a〉 for any a, b ∈ A
(v) 〈d(a), b〉 = −(−1)deg(a)〈a, d(b)〉 for any a, b ∈ A.
The non-degeneracy of the pairing implies that A is finite dimensional as a K-vector space and
Ai = 0 for i > k. It follows that the inclusion in (1) induces an isomorphism A∨⊗A∨ ∼= (A⊗A)∨.
We will write µ(a⊗ b) = ab.
Denote by ∆: A→ A⊗A the coproduct of degree k defined by the composition
A
ρ
−→ A∨
µ∨
−−→ (A⊗A)∨ ∼= A∨ ⊗A∨
ρ−1⊗ρ−1
−−−−−−→ A⊗A.
Conditions (iii)-(v) imply that ρ : A→ A∨ is a map of dg A-A-bimodules of degree −k. It follows
that ∆: A→ A⊗A is a map of dg A-A-bimodules of degree k. Recall that the A-A-bimodule
structure on A∨ is given by
(a⊗b)·β(c) = (−1)deg(β)(deg(a)+deg(b))+deg(a)(deg(b)+deg(c))β(bca), for any β ∈ A∨ and a, b, c ∈ A.
The coproduct ∆: A→ A⊗A defines a dg coassociative coalgebra structure on A (of degree k)
with counit ε : A→ K, ε(a) = 〈a, 1〉, where 1 ∈ A0 denotes the unit of A.
Denote ∆(1) :=
∑
i ei⊗fi. Note deg(ei)+deg(fi) = k. Since ∆ is a map of dg A-A-bimodules
it follows that
∑
i d(ei)⊗fi = −
∑
i(−1)
deg(ei)ei⊗d(fi) and
∑
i xei⊗fi =
∑
i(−1)
kdeg(x)ei⊗fix
for any x ∈ A. Similarly we have
∑
i eix⊗fi = ei⊗xfi since ∆ is also a right dg A-A-bimodules,
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i.e. ∆(x) = ∆(1) · (1⊗ x) = ∆(1) · (x⊗ 1). Here the central dot · indicates the multiplication of
A⊗Aop.
2.2. Hochschild chains and cochains. Let (A = K.1 ⊕ A, d, µ) be an augemented unital
dga algebra where A is the kernel of the augmentation map. Note there is an isomorphism
A ∼= A/K.1. For simplicity, we write a ∈ sA for the element sa where a ∈ A.
Recall that for any graded vector space V =
⊕
j∈Z V
j we denote by siV the i-shifted graded
vector space given by (siV )j = V i+j for any j ∈ Z.
Definition 2.2. Denote by C−m,n(A,A) = ((sA)
⊗m ⊗ A)n, i.e. elements in (sA)⊗m ⊗ A of
total degree n. Let Cn(A,A) =
⊕
m∈Z≥0
C−m,n(A,A), and C∗(A,A) =
⊕
n∈Z Cn(A,A). The
Hochschild chain complex of A is the complex (C∗(A,A), ∂ = ∂v + ∂h) where ∂v is given by
∂v(a1 ⊗ · · · ⊗ am ⊗ am+1) :=
m∑
i=1
(−1)ǫi−1a1 ⊗ · · · ⊗ ai−1 ⊗ d(ai)⊗ ai+1 ⊗ · · · ⊗ am+1+
(−1)ǫma1 ⊗ · · · ⊗ am ⊗ d(am+1)
where ǫi := deg(a1) + · · ·+ deg(ai)− i, ǫ0 := 0, and ∂h is given by
∂h(a1 ⊗ · · · ⊗ am ⊗ am+1) :=
m−1∑
i=1
(−1)ǫia1 ⊗ · · · ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ am+1−
(−1)ǫm−1a1 ⊗ · · · ⊗ am−1 ⊗ amam+1+
(−1)(deg(a2)+···+deg(am+1)−m+1)deg(a1)a2 ⊗ · · · ⊗ am ⊗ am+1a1.
Remark 2.3. Note that an element a1 ⊗ · · · ⊗ am ⊗ am+1 ∈ (sA)
⊗m ⊗A belongs to Cn(A,A)
if and only if deg(a1) + deg(a2) + · · · + deg(am+1)−m = n. The total differential on C∗(A,A)
is of degree +1. We use lower index notation in C∗(A,A) to distinguish from the Hochschild
cochain complex defined below.
Definition 2.4. Denote by Cm,n(A,A) = HomK((sA)
⊗m, A)n, i.e. linear maps (sA)⊗m → A
of degree n. Let Cn(A,A) =
∏
m∈Z≥0
((sA)⊗m, A)n and C∗(A,A) =
⊕
n∈ZC
n(A,A). The
Hochschild cochain complex of A is the complex (C∗(A,A), δ = δv + δh) where δv is given by
δv(f)(a1 ⊗ · · · ⊗ am) :=d(f(a1 ⊗ · · · ⊗ am))−
m∑
i=1
(−1)ǫi−1f(a1 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ am),
and δh is given by
δh(f)(a1 ⊗ · · · ⊗ am+1) :=− (−1)
(deg(a1)−1) deg(f)a1f(a2 ⊗ · · · ⊗ am+1)−
m∑
i=1
(−1)ǫif(a1 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai ⊗ · · · ⊗ am+1)+
(−1)ǫmf(a1 ⊗ · · · ⊗ am)am+1,
where ǫi = deg(f) + deg(a1) + · · ·+ deg(ai)− i.
Using similar formulas as the ones above, we may define for any dg A-A-bimodule M the
Hochschild chain and cochain complexes C∗(A,M) and C
∗(A,M) by setting respectively
Cn(A,M) =
⊕
m≥0
((sA)⊗m ⊗M)n and Cn(A,M) =
∏
m∈Z≥0
HomK((sA)
⊗m,M)n.
We denote HH∗(A,M) = H∗(C∗(A,M)) and HH∗(A,M) = H
∗(C∗(A,M)).
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2.3. Goresky-Hingston algebra on reduced Hochschild homology. Let A be a connected
dga Frobenius algebra of degree k. In particular A0 ∼= K ∼= Ak. We follow the notation of Section
2.1.
Definition 2.5. Define a product ⋆ : C∗(A,A) ⊗ C∗(A,A)→ C∗(A,A) of degree k − 1 by
(a1⊗· · ·⊗ap⊗ap+1) ⋆ (b1⊗· · ·⊗ bq⊗ bq+1) =
∑
i
(−1)ηia1⊗· · ·⊗ap+1ei⊗ b1⊗· · ·⊗ bq⊗ bq+1fi,
where ηi = deg(fi)(deg(b1) + deg(b2) + · · ·+ deg(bq+1)− q). The product ⋆ induces a degree 0
product on the (1− k)-shifted graded vector space s1−kC∗(A,A).
Note that ⋆ does not satisfy the Leibniz rule with respect to the Hochschild chains differential
∂. In fact, let α = a1⊗ · · · ⊗ ap⊗ ap+1 and β = b1⊗ · · · ⊗ bq ⊗ bq+1. If p > 0 and q > 0, we have
∂(α ⋆ β)− ∂(α) ⋆ β − (−1)deg(α)α ⋆ ∂(β) = 0,
but if q = 0, so that β = b1 ∈ C0,∗(A,A) = A, then
∂(α ⋆ β)− ∂(α) ⋆ β − (−1)deg(α)α ⋆ ∂(β) =
∑
i
(−1)deg(α)+1a1 ⊗ · · · ⊗ ap ⊗ ap+1eib1fi.
A completely analogous computation yields that if p = 0 there is a similar obstruction for ⋆
to satisfy the Leibniz rule. However, note that by degree reasons eib1fi is only non-zero if
b1 ∈ A
0 ∼= K, and, in such case, eib1fi ∈ A
k ∼= K. Hence, ⋆ induces a differential graded algebra
structure on the reduced Hochschild chain complex, defined as follows.
Definition 2.6. The reduced Hochschild chain complex, denoted by C∗(A,A), of a connected
non-negatively graded dga algebra A is the subcomplex of C∗(A,A) defined as the complement
of C0,0(A,A) = A
0 ∼= K ⊂ C∗(A,A).
Remark 2.7. Note that if A is furthermore a simply connected dga algebra (i.e. A0 ∼= K and
A1 = 0) then HH∗(A,A) = HH∗>0(A,A), since C∗≤0(A,A) = 0 and C∗>0(A,A) = C∗>0(A,A).
The following proposition is now easy to check.
Proposition 2.8. Let A be a connected dga Frobenius algebra of degree k. Then the triple
(s1−kC∗(A,A), ∂, ⋆) is a (non-unital) differential graded associative algebra.
Definition 2.9. We call (s1−kHH∗(A,A), ∂, ⋆) the Goresky-Hingston algebra on the reduced
Hochschild homology of the connected dga Frobenius algebra A.
Remark 2.10. The product ⋆ has been studied in the context of commutative dga Frobenius
algebras in [2], [11]. In the commutative case, the complement of C0,∗(A,A) = A ⊂ C∗(A,A)
is a subcomplex of C∗(A,A). The fact that ⋆ can be extended to the associative possibly
non-commutative case has also been observed in [12].
3. Singular Hochschild cohomology algebra
We recall the definition of the singular Hochschild cochain complex and its cup product, as
well as its invariance properties, following [21] and [17], that will be used in the proof of our
main theorem.
3.1. Singular Hochschild cochain complex. For any unital dga algebra A and non-negative
integer p let Bar−p(A) := A ⊗ (sA)
⊗p ⊗ A. Note that Bar−p(A) is a dg A-A-bimodule with
differential
d−p(a0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1) = d(a0)⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1−
p∑
i=1
(−1)ǫi−1a0 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ ap+1+
(−1)ǫpa0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ d(ap+1),
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where ǫi :=
∑i
j=0 deg(aj)− i. For each positive integer p denote by
b−p : Bar−p(A)→ Bar−p+1(A)
the map of degree one
b−p(a0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1) = (−1)
deg(a0)a0a1 ⊗ a2 ⊗ · · · ⊗ ap ⊗ ap+1+
p−1∑
i=1
(−1)ǫia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ap ⊗ ap+1−
(−1)ǫp−1a0 ⊗ a1 ⊗ · · · ⊗ ap−1 ⊗ apap+1,
where ǫi :=
∑i
j=0 deg(aj)− i.
Set Bar∗(A) :=
⊕∞
p=0Bar−p(A). Note that Bar∗(A), equipped with the differential b∗ + d∗
defined as above, is the normalized bar resolution of A (cf. e.g. [1, Section 1]). In particular,
b−p+1 ◦ b−p = 0, d−p ◦ d−p = 0, b−p ◦ d−p + d−p+1 ◦ b−p = 0, for any p ≥ 0.
It follows from the above identity b−p ◦ d−p + d−p+1 ◦ b−p = 0 that b−p is a morphism of dg
A-A-bimodules of degree one. Define Ωp−1nc (A) := Coker(b−p) for p ≥ 1. Since each b−p is a map
of dg A-A-bimodules, Ωp−1nc (A) inherits a dg A-A-bimodule structure. Let π : A ։ sA be the
natural projection of degree −1. Then we have the following description of Ωpnc(A).
Lemma 3.1. For each p ∈ Z≥0, there is an isomorphism of dg A-A-bimodules
α : Ωpnc(A)
∼=
−→ (sA)⊗p ⊗A,
where the left A-module structure in (sA)⊗p ⊗A is given by
a ◮ (a1 ⊗ · · · ⊗ ap ⊗ ap+1) := (π ⊗ id
⊗p)(b−p(a⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1)),
the right A-module structure is given by multiplication on the right A factor of (sA)⊗p⊗A, and
the differential on (sA)⊗p ⊗A is the tensor differential, i.e. given by
d(a1 ⊗ · · · ⊗ ap ⊗ ap+1) =
p+1∑
i=1
(−1)ǫi−1a1 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ ap+1,
where ǫi−1 =
∑i−1
j=1 deg(aj)− i+ 1.
Proof. Since b−pb−p=1 = 0, the map b−p factors through Ω
p
nc(A). Namely,
Ωpnc(A)
b˜−p
))❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
Bar−p−1
b−p−1
// Bar−p(A)
b−p
//
b̂−p
OOOO
Bar−p+1(A).
Define α : Ωpnc(A)→ (sA)⊗p ⊗A as the composition
Ωpnc(A)
b˜−p
−−→ A⊗ (sA)⊗p−1 ⊗A
π⊗id⊗p−1
sA
⊗ idA
−−−−−−−−−−→ sA⊗(sA)⊗p−1 ⊗A = (sA)⊗p ⊗A.
It is clear that α is a morphism of dg A-A-bimodules. The inverse of α is given by the compo-
sition β : (sA)⊗p ⊗A→ A⊗ (sA)⊗p ⊗A
b̂−p
−−→ Ωpnc(A), where the first map is
a1 ⊗ · · · ⊗ ap ⊗ ap+1 7→ 1⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1.
Note that we have α ◦ β = id and β ◦ α = id. 
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Remark 3.2. We have an exact sequence of dg A-A-bimodules (of degree one)
· · ·
b−p−1
−−−−→ Bar−p(A)
b−p
−−→ Bar−p+1(A)
b−p+1
−−−−→ · · ·
b−1
−−→ Bar0(A)
µ
−→ A→ 0
since there is a homotopy χ−p : Bar−p+1(A)→ Bar−p(A) given by
χ−p(a0 ⊗ a1 ⊗ · · · ⊗ ap−1 ⊗ ap) = 1⊗ a0 ⊗ a1 ⊗ · · · ap−1 ⊗ ap
such that χ−p ◦ b−p + b−p−1 ◦ χ−p−1 = idBar−p(A), where we set Bar1(A) = A and b0 = µ. This
induces a short exact sequence
0→ s−1Ωp+1nc (A) →֒ Bar−p(A)→ Ω
p
nc(A)→ 0(2)
for any p ≥ 0. In particular, we have a short exact sequence of dg A-A-bimodules
0→ s−1Ω1nc(A)→ A⊗A
µ
−→ A→ 0.
For all p, q ≥ 0 there is a natural isomorphism of dg A-A-bimodules
κp,q : Ω
p
nc(A)⊗A Ω
q
nc(A)
∼=
−→ Ωp+qnc (A)
which sends (a1 ⊗ · · · ⊗ ap ⊗ ap+1)⊗A (b1 ⊗ · · · ⊗ bp ⊗ bq+1) to
a1 ⊗ · · · ⊗ ap ⊗ (ap+1 ◮ (b1 ⊗ · · · ⊗ bp ⊗ bq+1)).
In particular, we get Ωpnc(A) ∼= Ω
1
nc(A)⊗A · · · ⊗A Ω
1
nc(A)︸ ︷︷ ︸
p
for p > 0. For this reason, we call
Ωpnc(A) the noncommutative differential p-forms of A.
We identify Ωpnc(A) with (sA)⊗p ⊗ A via the isomorphism α from now on. Consider the
Hochschild cochain complex C∗(A,Ωpnc(A)) with coefficients in the dg A-A-bimodule Ω
p
nc(A).
Namely, we have
Cm,n(A,Ωpnc(A)) = HomK((sA)
⊗m, (sA)⊗p ⊗A)n
Cn(A,Ωpnc(A)) =
∏
m∈Z≥0
Cm,n(A,Ωpnc(A)).
Define a morphism of (total) degree zero
θm,p : C
m,∗(A,Ωpnc(A))→ C
m+1,∗(A,Ωp+1nc (A))
which sends f ∈ HomK((sA)
⊗m, (sA)⊗p ⊗ A) to θm,p(f) ∈ HomK((sA)
⊗m+1, (sA)⊗p+1 ⊗ A)
given by the following formula
(3) θm,p(f)(a1 ⊗ · · · ⊗ am+1) = (−1)
(deg(a1)−1)deg(f)a1 ⊗ f(a2 ⊗ · · · ⊗ am+1).
Write θp =
∏
m∈Z≥0
θm,p. We have that θp is compatible with the differentials. Namely, the
following diagram commutes
C∗(A,Ωpnc(A))
θp //
δ

C∗(A,Ωp+1nc (A))
δ

C∗+1(A,Ωpnc(A))
θp // C∗+1(A,Ωp+1nc (A)).
Hence, the maps θp for p ≥ 0 form an inductive system of cochain complexes.
Definition 3.3. Define
C∗sg(A,A) := lim−→
p∈Z≥0
C∗(A,Ωpnc(A)),
as the colimit of the inductive system of cochain complexes
C∗(A,A)
θ0−→ C∗(A,Ω1nc(A))
θ1−→ · · ·
θp−1
−−−→ C∗(A,Ωpnc(A))
θp
−→ C∗(A,Ωp+1nc (A))
θp+1
−−−→ · · ·
Since the θp are compatible with the Hochschild differentials, there is an induced differential
δsg : C
∗
sg(A,A)→ C
∗+1
sg (A,A).
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We call (C∗sg(A,A), δsg) the singular Hochschild cochain complex of A.
3.2. Cup product on C∗sg(A,A). Recall that C
m,∗(A,Ωpnc(A)) = HomK((sA)
⊗m, (sA)⊗p ⊗A).
Definition 3.4. Let f ∈ Cm,∗(A,Ωpnc(A)) and g ∈ Cn,∗(A,Ω
q
nc(A)). Define the cup product
f ∪ g ∈ Cm+n,∗(A,Ωp+qnc (A)) by
f ∪ g := (id⊗p+q ⊗µ) ◦ (id⊗p⊗g ⊗ id) ◦ (id⊗n⊗f),
where we have identified Ωpnc(A) with (sA)⊗p⊗A as in Lemma 3.1 and denoted by µ : A⊗A→ A
the multiplication of A.
When applying the above composition to an element the Koszul sign rule is used. When
p = q = 0 the cup product coincides with the classical cup product on the Hochschild cochain
complex C∗(A,A). Note that each structure map θp : C
∗(A,Ωpnc(A))→ C∗(A,Ω
p+1
nc (A)) is given
by the cup product with the de Rham cocycle d : a 7→ a⊗ 1 in C1,∗(A,Ω1nc(A)), namely
θp(f) = f ∪ d, for any f ∈ C
∗(A,Ωpnc(A)).
Since d∪ f = f ∪ d, it easy to see that ∪ is compatible with the structure maps θp, so it induces
a well-defined product
∪ : C∗sg(A,A) ⊗ C
∗
sg(A,A)→ C
∗
sg(A,A).
The following is straightforward to verify. We refer to [21, Section 4.1] for details.
Proposition 3.5. The cup product defines a unital dga algebra structure (C∗sg(A,A), δ,∪).
Let α = a1⊗a2⊗· · ·⊗ap⊗ap+1 ∈ Ω
p
nc(A) ∼= HomK(K,Ω
p
nc(A)) and β = b1⊗b2⊗· · ·⊗bq⊗bq+1 ∈
Ωqnc(A) ∼= HomK(K,Ω
q
nc(A)). Then α ∪ β ∈ Ω
p+q
nc (A) ∼= HomK(K,Ω
p+q
nc (A)) is given by
α ∪ β = (−1)pqa1 ⊗ · · · ⊗ ap ⊗ b1 ⊗ · · · ⊗ bq ⊗ bq+1ap+1.(4)
Here the isomorphism Ωpnc(A) ∼= HomK(K,Ω
p
nc(A)) is given by α 7→ (1 7→ α). The above identity
will be used in the proof of Theorem 4.13.
Consider the short exact sequence of dg A-A-bimodules (cf. (2))
0→ s−1Ωp+1nc (A) →֒ Bar−p(A)→ Ω
p
nc(A)→ 0.
Apply the derived functor HH∗(A,−) to the above to obtain a long exact sequence
· · · // HH∗(A,Bar−p(A)) // HH
∗(A,Ωpnc(A))
ϑ∗,p // HH∗+1(A, s−1Ωp+1nc (A)) // · · ·
where ϑ∗,p denotes the connecting homomorphism. Note that there is a natural isomorphism
HH∗+1(A, s−1Ωp+1nc (A)) ∼= HH
∗(A,Ωp+1nc (A)). Consider the following inductive system
HH∗(A,A)
ϑ∗,0
−−→ · · ·
ϑ∗,p−1
−−−−→ HH∗(A,Ωpnc(A))
ϑ∗,p
−−→ HH∗(A,Ωp+1nc (A))
ϑ∗,p+1
−−−−→ · · ·
and denote its colimit by lim
−→
p∈Z≥0
HH∗(A,Ωpnc(A))
For any p, q ≥ 0 and m,n ∈ Z, consider the product defined as the composition
∪′ : HHm(A,Ωpnc(A))⊗HH
n(A,Ωqnc(A))→ HH
m+n(A,Ωpnc(A)⊗AΩ
q
nc(A))
∼=
−→ HHm+n(A,Ωp+qnc (A)),
where the first map is given by the classical Hochschild cup product construction and the second
is induced by the isomorphism κp,q : Ω
p
nc(A) ⊗A Ω
q
nc(A)
∼=
−→ Ωp+qnc (A) in Remark 3.2. Note that
∪′ can be lifted to the cochain complex level
∪′ : Cm,∗(A,Ωpnc(A))⊗ C
n,∗(A,Ωqnc(A))→ C
m+n,∗(A,Ωp+qnc (A))
by
f ∪′ g(a1 ⊗ · · · ⊗ am+n) = (−1)
ǫκp,q
(
f(a1 ⊗ · · · ⊗ am)⊗A g(am+1 ⊗ · · · ⊗ am+n)
)
,(5)
where ǫ = (deg(a1) + · · · + deg(am)) deg(g). In general, ∪
′ is not compatible with the struc-
ture maps θp at the cochain complex level. However, by the functoriality of HH
∗(A,−), ∪′ is
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compatible with the connecting homomorphism ϑm,p at the cohomology level. This induces a
well-defined product (still denoted by ∪′) on the colimit lim
−→
p∈Z≥0
HHm(A,Ωpnc(A)).
Proposition 3.6. There is an isomorphism of graded algebras
(H∗(C∗sg(A,A)),∪)
∼= ( lim
−→
p∈Z≥0
HH∗(A,Ωpnc(A)),∪
′).
Proof. First we claim that H∗(θp) = ϑp for any p ∈ Z≥0. Indeed, since the bar resolution
Bar∗(A) is a projective resolution of A as a dg A-A-bimodule, we have
HHm(A,Ωpnc(A))
∼= HomD(A⊗Aop)(A, s
mΩpnc(A))
∼= HomK(A⊗Aop)(Bar∗(A), s
mΩpnc(A)),
where D(A⊗Aop) is the derived category of dg A-A-bimodules and K(A⊗Aop) is the homotopy
category of dg A-A-bimodules. For any dg A-A-bimodule morphism f : Bar−n(A)→ s
mΩpnc(A)
of degree zero, we have a commutative diagram
Bar−n−1(A)
b−n−1 //
θn+1,p+1(f)
uu❦❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
Bar−n(A)
id⊗f
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
f

sm−1((sA)⊗p+1 ⊗A) // smBar−p(A) // // s
m((sA)⊗p ⊗A)
where the maps in the bottom row are from the two middle maps in the short exact sequence
(2), the map id⊗f : Bar−n(A)→ s
mBar−p(A) is defined by
(id⊗f)(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1) = (−1)
deg(a0)msm(a0 ⊗ s
−mf(1⊗ a1 ⊗ · · · ⊗ an ⊗ an+1)),
and θn+1,p+1(f) is given by (3). This shows that H
∗(θp) is precisely the connecting homomor-
phism
ϑp : HH
∗(A,Ωpnc(A))→ HH
∗(A,Ωp+1nc (A))
of the long exact sequence.
Since colimits commute with homology, there is an isomorphism of graded vector spaces
H∗(C∗sg(A,A))
∼= lim
−→
p∈Z≥0
HH∗(A,Ωpnc(A)).
The fact that this is an isomorphism of algebras follows from the observation that the two
products ∪,∪′ : C∗(A,Ωpnc(A)) ⊗ C∗(A,Ω
q
nc(A)) → C∗(A,Ω
p+q
nc (A)) (see (5) and Definition 3.4)
agree up to chain homotopy. More precisely, let f ∈ Cm,∗(A,Ωpnc(A)) and g ∈ Cn,∗(A,Ω
q
nc(A)).
The chain homotopy for f ∪ g − f ∪′ g is given by
g •>0 f :=
n∑
i=1
g •i f
where g •i f is given in Definition 3.7 below. That is, we have
f ∪ g − f ∪′ g = δ(g •>0 f)− δ(g) •>0 f − (−1)
deg(g)g •>0 δ(f).(6)
When p = q = 0, we note that g•>0f coincides with the classical Gerstenhaber circle product. In
this case, identity (6) follows since f ∪′ g = (−1)deg(f) deg(g)g ∪ f and ∪ is graded commutative
up to the homotopy term on the right hand side. For the general case, identity (6) may be
verified by a similar computation. 
Definition 3.7. Let f ∈ Cm,∗(A,Ωpnc(A)) and g ∈ Cn,∗(A,Ω
q
nc(A)). Define a bracket {f, g} ∈
Cm+n−1,∗(A,Ωp+qnc (A)) as
{f, g} = f • g − (−1)(deg(f)+1)(deg(g)+1)g • f
where
f • g =
m∑
i=1
f •i g −
p∑
i=1
f •−i g
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and f •i g is defined by
f •i g :=
{(
id⊗q ⊗f
)
◦
(
idi−1⊗((id⊗q ⊗π) ◦ g)⊗ id⊗m−i
)
for 1 ≤ i ≤ m,(
id⊗p+i⊗((id⊗q ⊗π) ◦ g)⊗ id⊗−i
)
◦
(
id⊗n−1⊗f
)
for −p ≤ i ≤ −1,
where π : A ։ sA is the natural projection map of degree −1, and we identify Ωpnc(A) with
(sA)⊗p⊗A as in Lemma 3.1. In particular, when p = q = 0 we recover the classical Gerstenhaber
bracket on C∗(A,A). It follows from a direct calculation that the bracket is compatible with
the colimit construction, thus the bracket is well-defined on C∗sg(A,A).
We will not use the following result in this paper but we recall it for general interest.
Theorem 3.8. [21, Corollary 5.3 ] The cup product ∪ and the bracket {·, ·} defined above give
the singular Hochschild cochain complex C∗sg(A,A) the structure of a unital dga algebra and a
dg Lie algebra of degree −1, respectively. Moreover, ∪ and {·, ·} induce a Gerstenhaber algebra
structure on H∗(C∗sg(A,A)).
3.3. Invariance of singular Hochschild cohomology under quasi-isomorphisms. Let
A and B be two dga (unital) algebras. Let ϕ : A → B be a homomorphism of dga algebras.
Then ϕ induces a map of dg A-A-bimodules Ωpnc(ϕ) : Ω
p
nc(A)→ Ω
p
nc(B) for p ∈ Z≥0 given by
Ωpnc(ϕ)(a1 ⊗ · · · ⊗ ap ⊗ ap+1) := ϕ(a1)⊗ · · · ⊗ ϕ(ap)⊗ ϕ(ap+1),
where we use Lemma 3.1 to identity Ωpnc(A) with (sA)⊗p ⊗ A and Ω
p
nc(B) with (sB)⊗p ⊗ B.
Moreover, if ϕ is a quasi-isomorphism, then so is Ωpnc(ϕ).
Now let us construct the singular Hochschild cochain complex C∗sg(A,B) with coefficients in
B. Consider the Hochschild cochain complex C∗(A,Ωpnc(B)) with coefficients in the dg A-A-
bimodule Ωpnc(B). Similar to (3), we define a morphism of cochain complexes
θA,Bp : C
∗(A,Ωpnc(B))→ C
∗(A,Ωp+1nc (B))
which sends f ∈ HomK((sA)
⊗m, (sB)⊗p ⊗B) to θA,Bp (f) ∈ HomK((sA)
⊗m+1, (sB)⊗p+1⊗B) by
θA,Bp (f)(a1 ⊗ · · · ⊗ am+1) = (−1)
(deg(a1)−1)deg(f)ϕ(a1)⊗ f(a2 ⊗ · · · am+1).
The maps θA,Bp form an inductive system of cochain complexes and we may define the singular
Hochschild cochain complex of A with coefficients in B as
C∗sg(A,B) := lim−→
p∈Z≥0
C∗(A,Ωpnc(B))
with the induced differential.
Observe that, for each p ∈ Z≥0, there is a zig-zag of morphisms of cochain complexes
(7) C∗(A,Ωpnc(A))
C∗(A,Ωpnc(ϕ))// C∗(A,Ωpnc(B)) C∗(B,Ω
p
nc(B)).
C∗(ϕ,Ωpnc(B))oo
These zig-zags are compatible with the inductive systems, thus we obtain an induced zig-zag of
morphisms between singular Hochschild cochain complexes
C∗sg(A,A)
C∗sg(A,ϕ) // C∗sg(A,B) C
∗
sg(B,B).
C∗sg(ϕ,B)oo
Lemma 3.9. Let ϕ : A → B be a quasi-isomorphism of dga algebras. Then C∗sg(A,ϕ) and
C∗sg(ϕ,B) are both quasi-isomorphisms, namely, the zig-zag above is one of quasi-isomorphisms.
Proof. Note that all three complexes in the zig-zag (7) have complete decreasing filtrations with
the associated quotients
HomK((sA)
⊗m,Ωpnc(A)) // HomK((sA)
⊗m,Ωpnc(B)) HomK((sB)
⊗m,Ωpnc(B))oo
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These associated quotients are quasi-isomorphic, thus by the usual spectral sequence argument
we may conclude that the morphisms in the zig-zag in (7) are quasi-isomorphisms for each
p ∈ Z≥0. It follows that C
∗
sg(A,ϕ) and C
∗
sg(ϕ,B) are quasi-isomorphisms. 
Remark 3.10. As in Proposition 3.6, we have an isomorphism of graded vector spaces
H∗(C∗sg(A,B))
∼= lim
−→
p∈Z≥0
HH∗(A,Ωpnc(B)),(8)
where the colimit on the right hand side is taken along the connecting homomorphism
ϑA,Bp : HH
∗(A,Ωpnc(B))→ HH
∗+1(A, s−1Ωp+1nc (B)) = HH
∗(A,Ωp+1nc (B)).
In general, there is no natural cup product on C∗sg(A,B) as in Definition 3.4. However, we
have a well-defined cup product ∪′ at the cohomology level induced by the composition
HHm(A,Ωpnc(B))⊗HH
n(A,Ωqnc(B))→ HH
m+n(A,Ωpnc(B)⊗A Ω
q
nc(B))
∼=
−→ HHm+n(A,Ωp+qnc (B)),
where the first map is given by the classical Hochschild cup product construction using the dg
A-A-bimodule structure on Ωinc(B) for i = p, q via ϕ : A → B, and the second isomorphism is
induced by the following natural composition
Ωpnc(B)⊗A Ω
q
nc(B)→ Ω
p
nc(B)⊗B Ω
q
nc(B)
κp,q
−−→ Ωp+qnc (B).
where κp,q is defined in Remark 3.2. This yields a product
∪′ : HHm(A,Ωpnc(B))⊗HH
n(A,Ωqnc(B))→ HH
m+n(A,Ωp+qnc (B)).(9)
By the functority of HH∗(A,−) we have
ϑA,Bp (f) ∪
′ g = f ∪′ ϑA,Bq (g) = ϑ
A,B
p+q(f ∪
′ g)
for any f ∈ HHm(A,Ωpnc(B)) and g ∈ HH
n(A,Ωqnc(B)), so the cup product ∪′ in (9) induces a
well-defined product on the colimit. Thus we obtain a product (via the isomorphism (8))
∪′ : H∗(C∗sg(A,B)) ⊗H
∗(C∗sg(A,B))→ H
∗(C∗sg(A,B)).
Proposition 3.11. The zig-zag of quasi-isomorphisms
C∗sg(A,A)
C∗sg(A,ϕ) // C∗sg(A,B) C
∗
sg(B,B).
C∗sg(ϕ,B)oo
induces isomorphisms of graded algebras
HH∗sg(ϕ) : (H
∗(C∗sg(A,A)),∪)
H∗(C∗sg(A,ϕ)) // (H∗(C∗sg(A,B)),∪
′)
(H∗(C∗sg(ϕ,B)))
−1
// (H∗(C∗sg(B,B)),∪).
Proof. First for any m,n ∈ Z and p, q ∈ Z≥0 we have the following commutative diagram
Hm(A,Ωpnc(A)) ⊗Hn(A,Ω
q
nc(A))
Cm(A,Ωpnc(ϕ))⊗C
n(A,Ωqnc(ϕ))

∪′ // Hm+n(A,Ωp+qnc (A))
Cm+n(A,Ωp+qnc (ϕ))

Hm(A,Ωpnc(B))⊗Hn(A,Ω
q
nc(B))
∪′ // Hm+n(A,Ωp+qnc (B))
Hm(B,Ωpnc(B))⊗Hn(B,Ω
q
nc(B))
Cm(ϕ,Ωpnc(B))⊗C
n(ϕ,Ωqnc(B))
OO
∪′ // Hm+n(B,Ωp+qnc (B)).
Cm+n(ϕ,Ωp+qnc (B))
OO
The above commutative diagram is compatible with the structure maps ϑ. It follows from
Proposition 3.6 that ∪ = ∪′ on H∗(C∗sg(A,A)) and H
∗(C∗sg(B,B)), respectively. 
4. Proof of the main theorem
We prove our main Theorem by relating the Goresky-Hingston algebra on the reduced
Hochschild homology of a dga Frobenius algebra A to the singular Hochschild cohomology
algebra of A and using the invariance with respect to quasi-isomorphisms of the latter (cf.
Proposition 3.11).
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4.1. A homotopy retract between the Tate-Hochschild complex and the singular
Hochschild cochain complex. In the following we assume that A is a dga Frobenius algebra
of degree k > 0 and we follow the notation of Section 2.
Definition 4.1. The Tate-Hochschild complex of A, denoted by (D∗(A,A), δ), is the totalization
complex of the double complex D∗,∗(A,A) obtained by connecting the Hochschild chains and
cochains as
D∗,∗(A,A) = · · · → s1−kC−1,∗(A,A)→ s
1−kC0,∗(A,A)
γ
−→ C0,∗(A,A)→ C1,∗(A,A)→ · · ·
where γ is the composition
s1−kC0,∗(A,A) = s
1−kA
∆
−→ s(A⊗A)
sT
−→ s(A⊗A)
sµ
−→ sA
s−1
−−→ A = C0,∗(A,A),
and T (x ⊗ y) = (−1)deg(x)deg(y)y ⊗ x. More precisely, we have γ(a) =
∑
i eiafi for any a ∈ A,
where we recall that ∆(1) =
∑
i ei ⊗ fi. By totalization we mean the direct sum totalization in
the Hochschild chains direction and the direct product totalization in the Hochschild cochains
direction. More precisely
Dn(A,A) =
∏
p∈Z≥0
HomK((sA)
⊗p, A)n ⊕
⊕
p∈Z≥0
((sA)⊗p ⊗A)n−k+1
= Cn(A,A) ⊕ Cn−k+1(A,A).
Theorem 4.2. There exists a homotopy retract of cochain complexes
D∗(A,A) C∗sg(A,A)
ι
Π
H(10)
Namely, ι and Π are morphisms of cochain complexes such that
Π ◦ ι = id and id−ι ◦Π = δsg ◦H +H ◦ δsg.
In particular, ι is a quasi-isomorphism of cochain complexes.
The maps ι, Π, and H are defined below in definitions 4.3, 4.6, and 4.8, respectively. The
proof of the above theorem will follow from lemmas 4.4, 4.5, 4.7, and 4.9 below. For simplicity,
we do not specify signs in the proofs of these lemmas.
Definition 4.3. Define an injection
ι : D∗(A,A) →֒ C∗sg(A,A)
of dg K-vector spaces as follows. For any n ∈ Z, define ιn : D
n(A,A)→ Cnsg(A,A) by
(1) if f ∈ Cn(A,A), define ιn(f) := f ∈ C
n(A,A) ⊂ Cnsg(A,A)
(2) if α = a1 ⊗ · · · ⊗ ap ⊗ ap+1 ∈ Cn−k+1(A,A) define
ιn(α) ∈ HomK(K, (sA)
⊗p+1 ⊗A)n ⊂ Cnsg(A,A)
by
ιn(α)(1) :=
∑
i
(−1)deg(fi)deg(α)ei ⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1fi.
where
∑
i ei ⊗ fi = ∆(1). Using the property of
∑
i ei ⊗ fi (see Section 2.1) we may prove that
ι is compatible with the differentials. We infer that ι is an injection of dg K-vector spaces.
We will now construct Π: C∗sg(A,A)→ D
∗(A,A). If m, p ∈ Z>0 define
πm,p : C
m,∗(A,Ωpnc(A))→ C
m−1,∗(A,Ωp−1nc (A))
on any f ∈ Cm,∗(A, (sA)⊗p ⊗A) = HomK((sA)
⊗m, (sA)⊗p ⊗A) by letting
πm,p(f)(a1 ⊗ · · · ⊗ am−1)
=
∑
i
(−1)deg(f)(deg(fi)−1)+deg(ei)(k−1)ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am−1))
=
∑
i
(−1)deg(f)(deg(fi)−1)+deg(ei)(k−1)(π ⊗ id⊗p−1)b−p+1
(
ei ⊗ (ǫ⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am−1))
)
,
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where ε : sA → K is the degree 1 − k map given by ε(a) = 〈a, 1〉 and ◮ is the left action of A
on Ωp−1nc (A) defined in Lemma 3.1. Also recall π : A→ sA is the degree −1 projection map.
Set πm,0 = id: C
m,∗(A,A)→ Cm,∗(A,A) for m ≥ 0 and p = 0. Define
π0,p : C
0,∗(A,Ωpnc(A))→ C−(p−1),∗(A,A), for p > 0
as follows. If f ∈ C0,∗(A,Ωpnc(A)) = HomK(K,Ω
p
nc(A)) and f(1) = a1 ⊗ · · · ⊗ ap ⊗ ap+1 ∈
Ωpnc(A) = (sA)⊗p ⊗A let
π0,p(f) := ε(a1)a2 ⊗ · · · ⊗ ap ⊗ ap+1.
Lemma 4.4. π∗,∗ is compatible with the differentials.
Proof. First we check π>0,∗ is compatible with the external differentials. Let f ∈ C
m+1,∗(A,Ωpnc(A)),
m > −1. Then for any a1 ⊗ · · · ⊗ am+1 ∈ (sA)
⊗m+1
π∗,∗ ◦ δ
h(f)(a1 ⊗ · · · ⊗ am+1) =
∑
i
±ei ◮ (ε⊗ id
⊗p)(δh(f)(fi ⊗ a1 ⊗ · · · ⊗ am+1))
=
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fia1 ⊗ · · · ⊗ am+1))
+
m∑
j=1
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ am+1))
+
∑
i
±ei ◮ (ε⊗ id
⊗p)(fi ◮ f(a1 ⊗ · · · ⊗ am+1))
+
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am)am+1).
On the other hand, we have
δh ◦ π∗,∗(f)(a1 ⊗ · · · ⊗ am+1) =
m∑
j=1
±π∗,∗(f)(a1 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ am+1)
± a1 ◮ (π∗,∗(f)(a2 ⊗ . . . ⊗ am+1))± (π∗,∗(f)(a1 ⊗ . . .⊗ am))am+1
=
m∑
j=1
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ am+1))
+ a1 ◮ (
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a2 ⊗ · · · ⊗ am+1)))
+
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am)am+1).
Thus, we may cancel terms to obtain:
(π∗,∗ ◦ δ
h − δh ◦ π∗,∗)(f)(a1 ⊗ · · · ⊗ am+1) =
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fia1 ⊗ · · · ⊗ am+1))
+
∑
i
±ei ◮ (ε⊗ id
⊗p)(fi ◮ f(a1 ⊗ · · · ⊗ am+1))
+ a1 ◮ (
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ · · · ⊗ am+1))).(11)
Since ◮ defines a left action of A on Ωpnc(A), it follows that
a1 ◮ (ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a2 ⊗ · · · ⊗ am+1))) = (a1ei) ◮ (ε⊗ id
⊗p)(f(fi ⊗ a2 ⊗ · · · ⊗ am+1)),
thus the first sum on the right hand side in (11) cancels with the third sum since
∑
a1ei⊗ fi =∑
(−1)deg(a1)kei ⊗ fia1. Also, it follows from
∑
i(−1)
deg(ei)(k−1)eiε(fi) = 1 = 0 in A that the
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second sum vanishes, namely∑
i
±ei ◮ (ε⊗ id
⊗p)(fi ◮ f(a1 ⊗ · · · ⊗ am+1)) = 0.
Therefore, (π∗,∗ ◦ δ
h − δh ◦ π∗,∗)(f) = 0. Similarly, we may check that π>0,∗ is compatible with
the internal differentials. Let f ∈ Cm+1,∗(A,Ωpnc(A)) for m > −1, then
π∗,∗ ◦ δ
v(f)(a1 ⊗ · · · ⊗ am) =
∑
i
±ei ◮ (ε⊗ id
⊗p)(d(f(fi ⊗ a1 ⊗ · · · ⊗ am)))
+
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(d(fi)⊗ a1 ⊗ · · · ⊗ am))
+
m∑
j=1
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ d(aj)⊗ · · · ⊗ am))
where d(f(fi ⊗ a1 ⊗ · · · ⊗ am)) is the differential d of Ω
p
nc(A) acting on the element f(fi ⊗ a1 ⊗
· · · ⊗ am), and
δv ◦ π∗,∗(f)(a1 ⊗ · · · ⊗ am) = d(
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am)))
+
m∑
j=1
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ d(aj)⊗ · · · ⊗ am)),
thus we may cancel terms to obtain
(π∗,∗ ◦ δ
v(f)− δv ◦ π∗,∗)(a1 ⊗ · · · ⊗ am) =
∑
i
±ei ◮ (ε⊗ id
⊗p)(d(f(fi ⊗ a1 ⊗ · · · ⊗ am)))
+
∑
i
±ei ◮ (ε⊗ id
⊗p)(f(d(fi)⊗ a1 ⊗ · · · ⊗ am))
+ d
(∑
i
±ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am))
)
.
Using
∑
i d(ei) ⊗ fi = −
∑
i(−1)
deg(ei)ei ⊗ d(fi) we may conclude that the three sums above
vanish. Hence the maps π>0,∗ are compatible with the internal differentials.
We now check the maps π0,∗ are compatible with the internal differentials. For any f ∈
C0,∗(A,Ωpnc(A)), we identify f with f(1) := x = a1⊗· · ·⊗ap⊗ap+1 ∈ (sA)
⊗p⊗A, and compute
π0,p ◦ δ
v(x) = π0,p(d(a1)⊗ a2 ⊗ · · · ⊗ ap ⊗ ap+1) + π0,p(
p+1∑
i=2
±a1 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ ap+1)
=ε(d(a1))a2 ⊗ · · · ⊗ ap ⊗ ap+1 +
p+1∑
i=2
±ε(a1)a2 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ ap+1
=
p+1∑
i=2
±ε(a1)a2 ⊗ a3 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ ap+1
=∂v ◦ π0,p(x).
We now check that π0,∗ are also compatible with the external differentials. Namely, that the
following diagram commutes for any p ∈ Z>0:
(12) C0,∗(A,Ωpnc(A))
δh

π0,p // C−(p−1),∗(A,A)
∂h
))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
C1,∗(A,Ωpnc(A))
π1,p // C0,∗(A,Ωp−1nc (A))
π0,p−1 // C−(p−2),∗(A,A).
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The commutativity of diagram (12) follows since
π0,p−1 ◦ π1,p ◦ δ
h(a1 ⊗ · · · ⊗ ap ⊗ ap+1)
=
∑
i
π0,p−1((π ⊗ id
⊗p−1)(b−p(ε(a1)ei ⊗ · · · ⊗ ap ⊗ ap+1fi)))
=
∑
i
ε(a1)ε(eia2)a3 ⊗ · · · ⊗ ap ⊗ ap+1fi +
∑
i
p−1∑
j=1
±ε(a1)ε(ei)a2 ⊗ · · · ⊗ aj+1aj+2 ⊗ · · · ⊗ ap+1fi
=
∑
i
ε(a1)a3 ⊗ · · · ⊗ ap ⊗ ap+1a2 +
∑
i
p−1∑
j=1
±ε(a1)a2 ⊗ · · · ⊗ aj+1aj+2 ⊗ · · · ⊗ ap+1fi
= ∂h ◦ π0,p(a1 ⊗ · · · ⊗ ap ⊗ ap+1),
where the third identity follows from the facts
∑
i ε(ei)fi = 1 and
∑
i eix⊗fi =
∑
i ei⊗xfi. 
Lemma 4.5. For m, p ∈ Z>0 we have
πm,p ◦ θm−1,p−1 = id .
For m = 0 and p ∈ Z>0, we have
π0,p ◦ ι = id .
Proof. Recall that θm−1,p−1 is defined in (3). We have
πm,p ◦ θm−1,p−1(f)(a1 ⊗ · · · ⊗ am−1) =
∑
i
ei ◮ (ε(fi)f(a1 ⊗ · · · ⊗ am−1))
= f(a1 ⊗ · · · ⊗ am−1).
Similarly, let a1 ⊗ · · · ⊗ ap−1 ⊗ ap ∈ C−(p−1),∗(A,A), then we have
π0,p ◦ ι(a1 ⊗ · · · ⊗ ap−1 ⊗ ap) =
∑
i
π0,p(ei ⊗ a1 ⊗ · · · ⊗ ap−1 ⊗ apfi)
=
∑
i
ε(ei)a1 ⊗ · · · ap−1 ⊗ apfi
= a1 ⊗ · · · ⊗ ap−1 ⊗ ap.

Definition 4.6. Define Π: C∗sg(A,A) → D
∗(A,A) as follows. For an element f ∈ C∗sg(A,A)
represented by f ∈ Cm,∗(A,Ωpnc(A)), let
Π(f) :=
{
πm−p,0 ◦ πm−p+1,1 ◦ · · · ◦ πm,p(f) if m− p ≥ 0,
π0,p−m ◦ π1,m−p+1 ◦ · · · ◦ πm,p(f) if m− p < 0.
Lemma 4.5 implies that this is indeed well-defined, namely, Π does not depend on the repre-
sentative of f . Moreover, it follows from Lemmas 4.4 and 4.5 that Π is a morphism of cochain
complexes such that Π ◦ ι = id.
We shall now define the chain homotopy H : C∗sg(A,A)→ C
∗−1
sg (A,A). Suppose m ∈ Z>0 and
p ∈ Z>0. Given any f ∈ C
m,∗(A, (sA)⊗p ⊗A) define
hm,p(f) ∈ C
m−1,∗(A,Ωpnc(A))
by
hm,p(f)(a1⊗· · ·⊗am−1) =
∑
i
(−1)deg(f)(deg(fi)−1)+(deg(ei)−1)(k−1)ei⊗(ε⊗id
⊗p)(f(fi⊗a1⊗· · ·⊗am−1)).
We also define hm,p := 0 if either m = 0 or p = 0. Note that hm,p is of degree −1. For
m ∈ Z>0 and p ∈ Z≥0 define
Hm,p : C
m,∗(A,Ωpnc(A))→ C
m−1,∗(A,Ωpnc(A))
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as the composition
Hm,p :=
min{p,m}∑
i=0
θm−2,p−1 ◦ · · · ◦ θm−i−1,p−i ◦ hm−i,p−i ◦ πm−i+1,p−i+1 ◦ · · · ◦ πm,p.
Otherwise, we set Hm,p = 0.
Lemma 4.7. For m, p ∈ Z>0 the following diagram commutes
Cm−1,∗(A,Ωp−1nc (A))
Hm−1,p−1

θm−1,p−1// Cm,∗(A,Ωpnc(A))
Hm,p

Cm−2,∗(A,Ωp−1nc (A))
θm−2,p−1// Cm−1,∗(A,Ωpnc(A)).
Proof. We have that
Hm,p ◦ θm−1,p−1
=
min{p,m}∑
i=1
θm−2,p−1 ◦ · · · ◦ θm−i−1,p−i ◦ hm−i,p−i ◦ πm−i+1,p−i+1 ◦ · · · ◦ πm,p ◦ θm−1,p−1
=
min{p,m}∑
i=1
θm−2,p−1 ◦ · · · ◦ θm−i−1,p−i ◦ hm−i,p−i ◦ πm−i+1,p−i+1 ◦ · · · ◦ πm−1,p−1
= θm−2,p−1 ◦Hm−1,p−1
where the second identity follows from Lemma 4.5. 
The above lemma allows us to make the following definition.
Definition 4.8. Define H : C∗sg(A,A) → C
∗−1
sg (A,A) to be the map induced by the maps Hm,p
after passing to the colimit, namely
H = lim
−→
p∈Z≥0
H∗+p,p.
Lemma 4.9. The map H is a chain homotopy between id and ι ◦Π. Namely,
id−ι ◦ Π = δsg ◦H +H ◦ δsg.
Proof. Let us first prove the following identity for m ∈ Z≥0 and p ∈ Z>0
(13) id−θm−1,p−1 ◦ πm,p = δ ◦ hm,p + hm+1,p ◦ δ.
Similar to the proof of Lemma 4.4, we can show that h∗,∗ commutes with the internal differentials
(but not with the external differentials), namely, δv ◦ h∗,∗ + h∗,∗ ◦ δ
v = 0. Thus, to prove (13)
is equivalent to prove
id−θm−1,p−1 ◦ πm,p = δ
h ◦ hm,p + hm+1,p ◦ δ
h.
It is sufficient to prove that we have the following homotopy diagram
0 // C0,∗(A,Ωpnc(A))
δh //
id−ιπ

C1,∗(A,Ωpnc(A))
h1,p
uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
id−θπ

δh // C2,∗A,Ωpnc(A))
δh //
h2,p
uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
id−θπ

· · ·
0 // C0,∗(A,Ωpnc(A))
δh
// C1,∗(A,Ωpnc(A))
δh
// C2,∗(A,Ωpnc(A))
δh
// · · ·
For any x = a1 ⊗ · · · ⊗ ap ⊗ ap+1 ∈ C
0,∗(A, (sA)⊗p ⊗A), we have
(id−ι ◦ Π)(x) =x−
∑
i
±ei ⊗ ε(a1)a2 ⊗ · · · ⊗ ap ⊗ ap+1fi
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and
h1,p ◦ δ
h(x) =
∑
i
±ei ⊗ (ε⊗ id
⊗p)(δh(x)(fi))
=
∑
i
±ei ⊗ (ε⊗ id
⊗p)(fi ◮ (x)) + ei ⊗ (ε⊗ id
⊗p)xfi
= x−
∑
i
±ei ⊗ ε(a1)a2 ⊗ · · · ⊗ ap ⊗ ap+1fi
= x− ι ◦ Π(x).
Similarly, for m > 0 we have
(id−θm−1,p−1 ◦ πm,p)(f)(a1 ⊗ · · · ⊗ am)
=f(a1 ⊗ · · · ⊗ am)−
∑
i
±a1 ⊗ ei ◮ (ε⊗ id)(f(fi ⊗ a2 ⊗ · · · ⊗ am)).
On the other hand, we have
δh ◦ hm,p(f)(a1 ⊗ · · · ⊗ am) =
∑
i
±a1 ◮ (ei ⊗ (ε⊗ id
⊗p)(f(fi ⊗ a2 ⊗ · · · ⊗ am)))
+
∑
j
m−1∑
i=1
±ej ⊗ (ε⊗ id
⊗p)(f(fi ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ am))
+
∑
i
±ei ⊗ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am−1)am)
and
hm+1,p ◦ δ
h(f)(a1 ⊗ · · · ⊗ am) =
∑
i
±ei ⊗ (ε⊗ id
⊗p)(fi ◮ f(a1 ⊗ · · · ⊗ am))
+
∑
i
±ei ⊗ (ε⊗ id
⊗p)(f(fia1 ⊗ a2 ⊗ · · · ⊗ am))
+
m−1∑
j=1
∑
i
±ei ⊗ (ε⊗ id
⊗p)(f(fi ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ am))
+
∑
i
±ei ⊗ (ε⊗ id
⊗p)(f(fi ⊗ a1 ⊗ · · · ⊗ am−1)am).
We may cancel terms in the above two identities to obtain
(δh ◦ hm,p + hm+1,p ◦ δ
h)(f)(a1 ⊗ · · · ⊗ am)
=
∑
i
±a1 ◮ (ei ⊗ (ε⊗ id
⊗p)(f(fi ⊗ a2 ⊗ · · · ⊗ am))) +
∑
i
±ei ⊗ (ε⊗ id
⊗p)(fi ◮ f(a1 ⊗ · · · ⊗ am))
+
∑
i
±ei ⊗ (ε⊗ id
⊗p)(f(fia1 ⊗ a2 ⊗ · · · ⊗ am))
=f(a1 ⊗ · · · ⊗ am)−
∑
i
±a1 ⊗ ei ◮ (ε⊗ id
⊗p)(f(fi ⊗ a2 ⊗ · · · ⊗ am))
=(id−θm−1,p−1 ◦ πm,p)(f)(a1 ⊗ · · · ⊗ am)
verifying the identity (13). By the definition of Hm,p we may conclude that id−ι ◦Π = δ ◦H +
H ◦ δ. 
4.2. Tate-Hochschild cohomology in the simply connected case. For simply connected
dga Frobenius algebras, Tate-Hochschild cohomology may be described in terms of Hochschild
homology and cohomology as follows.
Proposition 4.10. Let A be a simply connected dga Frobenius algebra of degree k. Then
INVARIANCE OF THE GORESKY-HINGSTON ALGEBRA ON REDUCED HOCHSCHILD HOMOLOGY 19
(1) if the Euler characteristic χ(A) := µ ◦∆(1) = 0, we have vector space isomorphisms
Hi(C∗sg(A,A))
∼= Hi(D∗(A,A)) ∼=


HHi(A,A) if i < k − 1,
HHk−1(A,A) ⊕HH0(A,A) if i = k − 1,
HH1(A,A)⊕HH
k(A,A) if i = k,
HHi−k+1(A,A) if i > k;
(2) if χ(A) := µ ◦∆(1) 6= 0, we have vector space isomorphisms
Hi(C∗sg(A,A))
∼= Hi(D∗(A,A)) ∼=
{
HHi(A,A) if i ≤ k − 1,
HHi−k+1(A,A) if i ≥ k.
Proof. The isomorphism Hi(C∗sg(A,A))
∼= Hi(D∗(A,A)) is induced by the homotopy retract
(10). To calculate Hi(D∗(A,A)) in terms of Hochschild homology and cohomology we analyze
the double complex D∗,∗(A,A) in the case A0 ∼= K and A1 = 0:
...
...
...
0 // A2 ⊗A0 //
OO
A2 //
OO
0
OO
0
OO
// 0
OO
// 0
OO
0 //
OO
A0
OO
γ // Ak
OO
// 0
0
OO
// Ak−1
OO
// 0
OO
0
OO
// Ak−2
OO
// HomK(A
2, Ak)
OO
// 0
...
OO
...
OO
...
OO
The elements on the dotted line are of total degree k. It is clear from the above diagram that
Hi(C∗sg(A,A)) is isomorphic to HH
i(A,A) for i < k − 1 and isomorphic to HHi−k+1(A,A) for
i > k. Let us compute Hi(C∗sg(A,A)) for i = k − 1, k in the following two cases.
(1) If the Euler characteristic χ(A) 6= 0 then the differential γ is an isomorphism since
γ(1) = χ(A). We infer that both A0 and Ak are killed in cohomology, hence
Hk(C∗sg(A,A))
∼= HH1(A,A) and H
k−1(C∗sg(A,A))
∼= HHk−1(A,A).
(2) If χ(A) = 0 then the differential γ is zero, so we have
Hk(C∗sg(A,A))
∼= HH1(A,A)⊕HH
k(A,A) and Hk−1(C∗sg(A,A))
∼= HHk−1(A,A)⊕HH0(A,A).

Remark 4.11. Note that HHk(A,A) ∼= K ∼= HH0(A,A) and HH
∗>k(A,A) = 0 = HH∗<0(A,A).
In the case (1) above we have
Hk(C∗sg(A,A))
∼= HH1(A,A) ⊕K and H
k−1(C∗sg(A,A))
∼= HHk−1(A,A)⊕K.
Remark 4.12. Proposition 4.10 should be compared with the computation of Rabinowitz-
Floer homology in Theorem 1.10 of [5]. In fact, when M is a simply connected oriented closed
manifold of dimension k, Proposition 4.10 implies that the singular Hochschild cohomology of
the dga algebra of cochains on M with real coefficients is isomorphic to the Rabinowitz-Floer
homology of the unit cotangent bundle of M .
Our main result, Theorem 1.1 in the introduction, can now be proved by considering two
cases as follows. Recall that DGA1K is the category of differential (non-negatively) graded
associative unital K-algebras A which are simply connected (i.e. A0 ∼= K and A1 = 0).
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Theorem 4.13. Let (A, 〈−,−〉A) and (B, 〈−,−〉B) be two dg Frobenius algebras of degree k
such that A,B ∈ DGA1K. Suppose that there is a zig-zag of quasi-isomorphisms of dga algebras
A
≃
←− •
≃
−→ · · ·
≃
←− •
≃
−→ B.
Then
(1) if χ(A) = 0 = χ(B), the composition of isomorphisms
s1−kHH∗(A,A)⊕HH
k(A,A)
∼=
−→
H∗(ι)
HH∗≥ksg (A,A)
∼= HH∗≥ksg (B,B)
∼=
−→
H∗(ι)−1
s1−kHH∗(B,B)⊕HH
k(B,B)
restricts to an isomorphism
s1−kHH∗(A,A) ∼= s
1−kHH∗(B,B)
which preserves the Goresky-Hingston algebra structures, and
(2) if χ(A) 6= 0 6= χ(B), the composition of isomorphisms
s1−kHH∗(A,A)
H∗(ι)
∼= HH∗≥ksg (A,A)
∼= HH∗≥ksg (B,B)
H∗(ι)−1
∼= s1−kHH∗(B,B)
preserves the Goresky-Hingston algebra structures.
Proof. Recall from Remark 2.7 that for any simply connected (non-negatively) dga algebra A,
HH∗(A,A) = HH∗>0(A,A). Hence, in both cases (1) and (2) the first and last isomorphisms of
graded vector spaces follow from Proposition 4.10. The middle isomorphisms HH∗≥ksg (A,A)
∼=
HH∗≥ksg (B,B) follows from Proposition 3.11.
In case (1) the composition of isomorphisms maps HHk(A,A) ∼= K isomorphically onto
HHk(B,B) ∼= K. This follows from the fact that for any map of dga algebras ϕ : A1 → A2
the following diagram commutes
C∗(A1, A1)
C∗(A1,ϕ) //

C∗(A1, A2)

C∗(A2, A2)
C∗(ϕ,A2)oo

C∗sg(A1, A1)
C∗sg(A1,ϕ) // C∗sg(A1, A2) C
∗
sg(A2, A2),
C∗sg(ϕ,A2)oo
where the vertical maps in the above diagram are the natural inclusions, which coincide with the
map ι defined in Definition 4.3 when restricted to Hochschild cochains. It follows that the com-
position of isomorphisms in case (1) maps s1−kHH∗(A,A) isomorphically onto s
1−kHH∗(B,B).
Finally we show that the map ι sends the product ⋆ on Hochschild chains to the cup product
∪ on the singular Hochschild cochain complex. Let α = a1 ⊗ · · · ⊗ ap ⊗ ap+1 and β = b1 ⊗
· · · ⊗ bq ⊗ bq+1 be two elements in C∗(A,A). We prove that ι(α ⋆ β) = ι(α) ∪ ι(β). Note that
ι(α ⋆ β) ∈ HomK(K,Ω
p+q+2
nc (A)) is determined by
ι(α ⋆ β)(1) = ι
(∑
i
(−1)ηia1 ⊗ · · · ⊗ ap ⊗ ap+1ei ⊗ b1 ⊗ · · · ⊗ bq ⊗ bq+1fi
)
(1)
=
∑
i,j
(−1)ηi+η
′
jej ⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1ei ⊗ b1 ⊗ · · · ⊗ bq ⊗ bq+1fifj,
where ηi = deg(fi) deg(β) and η
′
j = deg(fj)(deg(α) + deg(β)). Since we have
∑
i ap+1ei ⊗ fi =∑
i(−1)
deg(ap+1)kei ⊗ fiap+1, the above term equals∑
i,j
(−1)ηi+η
′
j+deg(ap+1)kej ⊗ a1 ⊗ · · · ⊗ ap ⊗ ei ⊗ b1 ⊗ · · · ⊗ bq ⊗ bq+1fiap+1fj,
which is precisely (ι(α) ∪ ι(β))(1) (cf. (4)). Hence, H∗(ι) is a map of algebras in case (2) and
a map of algebras when restricted to the reduced Hochschild homology summand in case (1).
Since the isomorphism HH∗≥ksg (A,A)
∼= HH∗≥ksg (B,B) is an isomorphism of graded algebras by
Proposition 3.11, the conclusion follows in both cases. 
Corollary 1.2 now follows directly.
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Proof of Corollary 1.2. Part (1) of the corollary follows from the above theorem since any two
Poincare´ duality models for A(M) are connected by a zig-zag of quasi-isomorphisms of simply
connected cdga algebras. Part (2) follows since if A and A′ are Poincare´ duality models forA(M)
and A(M ′) and M and M ′ are homotopy equivalent oriented closed manifolds of dimension k,
then A and A′ are connected by a zig-zag of quasi-isomorphisms of simply connected cdga
algebras. 
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