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Abstract
Employing the lattice theory on majorization, we investigate the universal quan-
tum uncertainty relation for any number observables and general measurement. We
find: 1. The least bounds of the universal uncertainty relations can only be prop-
erly defined in the lattice theory; 2. Contrary to variance and entropy, the metric
induced by the majorization lattice implies an intrinsic structure of the quantum
uncertainty; 3. The lattice theory correlates the optimization of uncertainty relation
with the entanglement transformation under local quantum operation and classical
communication. Interestingly, the optimality of the universal uncertainty relation
is found can be mimicked by the Lorenz curve, initially introduced in economics to
measure the wealth concentration degree of a society.
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1 Introduction
The uncertainty relation may be attributed to the original idea of indeterminacy first
proposed by Heisenberg in the form of p1q1 ∼ h, where h is the Planck constant, p1 and
q1 represent the precisions in determining the canonical conjugate observables p and q [1].
In the literature, whereas the most representative uncertainty relation is the Heisenberg-
Robertson one [2]:
∆X2∆Y 2 ≥ 1
4
|〈[X, Y ]〉|2 . (1)
Here the uncertainty is characterized in terms of variance (∆X2 for an observable X).
Equation (1) asserts a fundamental limit to the uncertainties of incompatible observables
expressed in form of commutator. Besides the product-form, there also exist the sum-form
uncertainty relations which will be nontrivial when one of the variances becomes zero, we
refer to [3–7] for recent developments along this line.
The essence of different forms of the uncertainty relations lies in the lower bound,
whose optimization is generally a challenging task. A lasting criticism on variance based
uncertainty relation is about its lower bound state dependence [8]. In order to be state
independent [4, 9], the variance based uncertainty relations have to involve complex vari-
ance functions [10]. On the other hand, the entropic uncertainty relation was proposed
with state independent lower bound [11], in the form
H(X) +H(Y ) ≥ log2
1
c
, (2)
where H(X) denotes the Shannon entropy of outcome probability distribution while X
is measured; c := maxi,j |〈xi|yj〉|2 quantifies the complementarity of observables with |xi〉
and |yj〉 being the eigenvectors of X and Y . Studies indicate that these two different
forms of uncertainty relations are in fact mutually convertible [12].
One main subject in the study of entropic uncertainty relation is about the lower bound
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optimization, which turns out to be difficult for general observables in high dimensional
system [13]. The majorization uncertainty relation has been called universal [14] and been
exploited to refine the entropic uncertainty relation [15], of which the direct sum form
usually has a better lower bound than the direct product ones [16], and both of them
remain to be further optimized [17–19]. The majorization relation is a partial order on
probability distribution vectors with descending order components, and has been shown
to form a lattice [20]. The majorization lattice has well defined upper and lower bounds,
and a recent development appears in its application to econometrics [21, 22]. Notice of
these, naturally, one is tempted to think of formulating the uncertainty relation from the
lattice theory, in order to get a properly defined and optimized uncertainty relation.
In this work, by introducing the lattice theory of quantum uncertainty we derive the
optimal universal uncertainty relation in the form of direct-sum majorization relation,
which is applicable to multiple observables and general positive operator-valued measure-
ments (POVM). The majorization lattice [22] leads us to treat the distribution vectors
as “relative measures” of quantum uncertainty which are not always comparable and ex-
plains why it is difficult to optimize the uncertainty relations involving either variance or
entropy. Here the incomparability of the measures means that two distribution vectors
may have no particular order in the majorization relation. We illustrate the optimality
of the universal uncertainty relation by Lorenz curve that was originally introduced in
describing the wealth concentration [23]. The Lorenz curve is sensitive to the incompa-
rability of quantum uncertainties while the variance and entropy are not, and hence the
direct experimental test of the universal uncertainty relations by measuring the Lorenz
curves turns out to be feasible.
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2 The optimal universal uncertainty relation
2.1 Quantum measurement and the majorization lattice
In quantum mechanics (QM), physical observables are represented by Hermitian op-
erators. In the N -level system, an observable X appears in the form of a N -dimensional
Hermitian matrix, whose spectrum decomposition goes as
X =
N∑
i=1
xi|xi〉〈xi| . (3)
Here, |xi〉 is the eigenvector that X|xi〉 = xi|xi〉. The quantum state ρ of a system is also
a Hermitian matrix with nonnegative eigenvalues λi, which may be expressed as a vector
~λρ = (λ1, . . . , λN)
T, where the superscript T denotes the transpose of matrix. Moreover,
the measurement postulate of QM tells that when measuring X over a quantum state ρ
one can only get its eigenvalue xi with a probability of pi = 〈xi|ρ|xi〉. Similarly, we can
express the probability distribution in form of vector, ~p = (p1, · · · , pN)T.
We define a set of Hermitian operators
S(x)n =
{
Xn|Xn =
∑
i∈I
|xi〉〈xi|, I ⊆ {1, . . . , N} and |I| = n
}
, (4)
where | · | means the cardinality of the set I. For given n, |S(x)n | equals to C(N, n) =
N !
n!(N−n)! , that means the operators in S
(x)
n are composed of various n distinct projection
operators |xi〉〈xi| from the complete set, and evidently S(x)0 = {0}. The partial sum of
the probability distribution ~p now may be expressed as∑
i∈I
pi = Tr(
∑
i∈I
|xi〉〈xi|ρ) = Tr[Xn(I)ρ] . (5)
Here Xn(I) denotes the matrix Xn ∈ S(x)n specified by the set I. For the POVM, the
projection operators |xi〉〈xi| are replaced by positive semidefinite operators Mi satisfying
the normalization condition
∑
iM
†
iMi = 1 [24], and the probability of outcome i is given
by pi = Tr[M
†
iMiρ]. Hence equation (5) applies to POVM as well.
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The majorization relation between two tuples of real numbers, ~a ≺ ~b say for instance
is defined as [25]:
k∑
i=1
a↓i ≤
k∑
j=1
b↓j , k ∈ {1, . . . , N} , (6)
where the superscript ↓ means that the components of vectors ~a and ~b are arrayed in
descending order, and the equality holds when k = N . For the set
PN =
{
~p = (p1, · · · , pN)T| pi ∈ [0, 1],
N∑
i=1
pi = const., pi ≥ pi+1
}
, (7)
the following Lemma exist [20].
Lemma 1 For all ~a,~b ∈ PN , there exists a unique least upper bound ~u = ~a∨~b ∈ PN such
that the followings are satisfied:
1. ~a ≺ ~u and ~b ≺ ~u;
2. For arbitrary ~x ∈ PN , if ~a ≺ ~x and ~b ≺ ~x, then ~u ≺ ~x.
There also exists a unique greatest lower bound defined as ~a ∧ ~b ∈ PN , and hence PN
together with the majorization relation form a lattice. Practical methods for constructing
least upper bound ~a ∨~b and greatest lower bound ~a ∧~b are given in Ref. [20].
2.2 The optimal universal uncertainty relation
The probability distribution of observable measurement outcomes may be expressed
as a high dimensional vector in the form of direct sum. Hence for observables X, Y , and
Z, the corresponding vector turns out to be a 3N -dimensional vector ~χ = ~p ⊕ ~q ⊕~r, with
pi = 〈xi|ρ|xi〉, qj = 〈yj|ρ|yj〉, rk = 〈zk|ρ|zk〉, and one may notice ~χ ↓ ∈ P3N . The sum of
n components of ~χ for quantum state ρ can be expressed as
Tr[(Xn1 + Yn2 + Zn3)ρ] ≤ ~ξ ↓ · ~λ↓ρ = τn(Xn1 , Yn2 , Zn3) , (8)
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where n1 + n2 + n3 = n; ~ξ is the eigenvalue list of Xn1 + Yn2 + Zn3 , and ξ
↓
1 gives the
maximum value of τn. According to equation (4), Xn1 (similarly for Yn2 and Zn3) has
C(N, n1) different choices, hence τn varies with the choices of Xn1 , Yn2 , and Zn3 ,{
τn(Xn1 , Yn2 , Zn3)|Xn1 ∈ S(x)n1 , Yn2 ∈ S(y)n2 , Zn3 ∈ S(z)n3 ,
3∑
i=1
ni = n
}
. (9)
Let ~s (n) ∈ {~χ ↓} be the vector that has the largest sum of the first n components of various
~χ↓, then
∑n
µ=1 s
(n)
µ = maxn1,n2,n3{τn} where the maximization runs over different ni for
C(N, ni) choices of Xn1 , Yn2 , and Zn3 . Note, for a given n, ~s
(n) may not be unique, but
they all attribute equally to the vector ~s [20], and hence does not matter to our discussion.
We then have the following optimal universal uncertainty relation, the main result of this
work:
Theorem 1 In N-dimensional quantum system ρ, the probability distributions of mea-
surements on X, Y , and Z satisfy the following relation:
~p⊕ ~q ⊕ ~r ≺ ~s . (10)
Here ~s := ~s (1) ∨ ~s (2) ∨ · · · ∨ ~s (3N−1) is the unique least upper bound of ~p ⊕ ~q ⊕ ~r over all
quantum states.
Proof: First to show ~s is an upper bound. From the definition of ~s and the associative
law of operation ∨ on lattice, we have
~s (n) ≺ ~s , ∀n ∈ {1, · · · , 3N − 1} . (11)
Since ~s (n) owns the largest summed value of the first n components in set {~χ ↓}, ~p⊕~q⊕~r ≺ ~s
is satisfied by every quantum state.
Next, ~s is the least. For arbitrary ~t, if ~p ⊕ ~q ⊕ ~r ≺ ~t for all quantum states, so is
~s (n) ≺ ~t, ∀n ∈ {1, · · · , 3N − 1}, and according to Lemma 1
~s (1) ≺ ~t
~s (2) ≺ ~t
}
⇒ ~s (1) ∨ ~s (2) ≺ ~t . (12)
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Repeatedly applying equation (12) to ~s (n) will in the end lead to ~s ≺ ~t. Q.E.D.
Note that the number of observables can be arbitrary in Theorem 1, and the general
POVM measurement also applies here. Moreover, the Theorem 1 is also applicable to
mixed state with given λ↓ρ according to equation (8), and ~s is optimal for such mixed
state by maximizing the corresponding τn. For Shannon entropy of H(~p ) := −
∑
i pi log pi,
direct application of Theorem 1 leads to the following entropic uncertainty relation:
Corollary 1 For M observables Xj, j ∈ {1, . . . ,M}, there exists the following entropic
uncertainty relation
M∑
j=1
H(Xj) ≥ H(~s ) . (13)
Here H(Xj) = H(~p
(j)) with ~p (j) being the probability distribution of the measurement of
j-th observable Xj; ~s is defined in Theorem 1 satisfying
M⊕
j=1
~p (j) ≺ ~s.
Given that one has noticed the Shannon entropy is a Schur-concave function [25], the
prove of equation (13) is quite straightforward. The Corollary 1 in fact can be further
improved by adding a state-dependent term, i.e., from Theorem 3 of [26]
M∑
j=1
H(Xj) ≥ H(~s ) +D(~s ‖~χ ) , (14)
where ~χ =
M⊕
j=1
~p (j) and D(~s ||~χ) ≡∑
j
s↓j log(
s↓j
χ↓j
). As the relative entropy is nonnegative, it
can be easily verified that D(~s ||~χ) = MD( 1
M
~s || 1
M
~χ) ≥ 0.
For a given set of incompatible observables, e.g. X, Y , and Z, quantum states ρ1 and
ρ2 will result in two probability vectors ~χ1, ~χ2 ∈ P3N , where without loss of generality we
have assumed the components of ~χ1,2 are arranged in non-increasing order. The property
of the majorization lattice tells that there exists a distance measure on P3N [22]
d(~χ1, ~χ2) := H(~χ1) +H(~χ2)− 2H(~χ1 ∨ ~χ2) ≥ 0 . (15)
In account of this metric, we may get the following corollary:
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Corollary 2 For arbitrary different probability distribution vectors ~χ1 and ~χ2, we have
the entropic uncertainty relation
H(~χ1) +H(~χ2) ≥ 2H(~s ) + d(~χ1, ~χ2) . (16)
The d(~χ1, ~χ2) > 0 while ~χ1 and ~χ2 are different vectors.
Proof: The lattice theory tells that, if ~χi ≺ ~s, then ~χi∨~s = ~s for both i = 1, 2, and hence
d(~χi, ~s ) = H(~χi)−H(~s ) . (17)
Since d(~χ1, ~χ2) ≤ d(~χ1, ~s ) + d(~χ2, ~s ) [22], equation (16) is readily obtained. Q.E.D.
Corollary 2 reveals an important feature of majorization lattice, that is the sum of
the two independent uncertainty relations H(~χ1,2) ≥ H(~s ) yields a even stronger one
due to d(~χ1, ~χ2) ≥ 0. The distance measure d(·, ·) induces a metric on P3N [22] and is
non-zero even if H(~χ1) = H(~χ2). As there exist the distributions that neither ~χ1 ≺ ~χ2 nor
~χ1  ~χ2, we call such distribution vectors incomparable, which means that they have no
particular order in majorization relation. The time-order-event analogy may be heuristic
in the understanding of incomparability, that is, two space-like separated events have no
particular order in time. Considering that entropies are always comparable, say either
H(~χ1) < H(~χ2) or H(~χ1) ≥ H(~χ2) (also true for variances), the variance and entropy may
be called the “absolute measure” of quantum uncertainty, while the lattice theory reveals
the intrinsic structure of quantum uncertainty and leads merely to “relative measure”.
It is also interesting to compare our results with that of [14] and [15]. Note, there is
no explicit definition for the least upper bound of the majorization uncertainty relation
in either of [14] and [15]. The algorithm used in [14] and [15] for getting the upper bound
of the majorization relation goes as follows: First compute Ωk which has the largest value
of the sum of the first k components on the left hand side of the majorization relation,
then regard ~t = (Ω1,Ω2 − Ω1,Ω3 − Ω2, · · · )T as the upper bound for the majorization
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uncertainty relation. It can be shown that this algorithm can not guarantee obtaining
the least upper bound in general. For example, the example 1 in [20], for two probability
distributions
~p = (0.6, 0.15, 0.15, 0.1) , ~q = (0.5, 0.25, 0.20, 0.05) , (18)
it is easy to know that the Ωk for ~p and ~q are Ω1 = 0.6, Ω2 = 0.75, Ω3 = 0.95, Ω4 = 1.
However the vector
~t = (Ω1,Ω2 − Ω1,Ω3 − Ω2,Ω4 − Ω3) = (0.6, 0.15, 0.2, 0.05) (19)
is not the least upper bound for ~p, ~q ≺ ~t noticing
~p, ~q ≺ (0.6, 0.175, 0.175, 0.05) ≺ ~t . (20)
In fact in this case the least upper bound is ~s = (0.6, 0.175, 0.175, 0.05). In all, the upper
bound obtained by means of finding the maximum value of the sum of the first largest
k components of a probability vector in a set will not always give the least upper bound
for the set of probability vectors in the majorization relation, and a systematic flattening
operation is generally needed (see Lemma 3 in [20]).
2.3 The optimality of the uncertainty relation and Lorenz curve
To elucidate the physics embedded in above mathematics, following we give three
typical examples for illustration, but the calculation details will be given in Appendix.
Example one: considering the following two observables in the general qubit system
Z =
(
1 0
0 −1
)
, X =
(
cos θ sin θ
sin θ − cos θ
)
, θ ∈ [0, pi
2
] , (21)
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the probability distribution vectors ~χ = ~px ⊕ ~pz are then four dimensional, and
~s (1) = (λ1, λ1 cos
2 θ
2
+ λ2 sin
2 θ
2
, λ1 sin
2 θ
2
+ λ2 cos
2 θ
2
, λ2)
T = ~s (3) , (22)
~s (2) = (λ1 cos
2 θ
4
+ λ2 sin
2 θ
4
, λ1 cos
2 θ
4
+ λ2 sin
2 θ
4
,
λ1 sin
2 θ
4
+ λ2 cos
2 θ
4
, λ1 sin
2 θ
4
+ λ2 cos
2 θ
4
)T . (23)
Following the procedure given in Ref. [20], we have
~s = ~s (1) ∨ ~s (2)
= (λ1, λ1 cos
θ
2
+ 2λ2 sin
2 θ
4
, 2λ1 sin
2 θ
4
+ λ2 cos
θ
2
, λ2)
T . (24)
We find the probability distribution vectors ~s (1), ~s (2), and ~s may be exhibited by the
Lorenz curve, as shown in Figure 1(a) for λ1 = 1 and θ =
pi
2
. The Lorenz curve of a
probability distribution vector ~χ is yχ := fχ(n) =
∑n
i=1 χ
↓
i with fχ(0) = 0.
For completely mixed state ρ = 1
2
1, the probability distribution ~χmix = (
1
2
, 1
2
, 1
2
, 1
2
)T,
whose Lorenz curve goes from (0,0) to (4,2), the dashed anti-diagonal line in Figure 1(a).
The Lorenz curve of each ~χ lies below the curve of ~s and above the anti-diagonal line ~χmix.
Obviously, the Lorenz curve of ~s is the least possible envelope, red dashed line in Figure
1(a), enclosing the curves of ~s (n), and is optimal for the universal uncertainty relation
~px ⊕ ~pz ≺ ~s for any quantum states.
Example two: for X = σx, Y = σy, and Z = σz in pure qubit system, we can find the
optimal bound for ~px⊕ ~py ⊕ ~pz ≺ ~s ′. The vectors ~s ′(n), which have the largest sum of the
first n components, are
~s ′(1) = (1,
1
2
,
1
2
,
1
2
,
1
2
, 0) = ~s ′(5) , (25)
~s ′(2) = (
1
2−√2 ,
1
2−√2 ,
1
2
,
1
2
,
1
2 +
√
2
,
1
2 +
√
2
) = ~s ′(4) , (26)
~s ′(3) = (
1
3−√3 ,
1
3−√3 ,
1
3−√3 ,
1
3 +
√
3
,
1
3 +
√
3
,
1
3 +
√
3
) . (27)
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Figure 1. The Lorenz curves for the universal uncertainty relations of two and three
observables. (a) the Lorenz curves for observables X and Z where ~χ = ~px ⊕ ~pz; (b)
the Lorenz curves for observables X, Y , and Z where ~χ′ = ~px ⊕ ~py ⊕ ~pz. By means of
~s = ~s (1)∨~s (2) and ~s ′ = ~s ′(1)∨~s ′(2)∨~s ′(3), the Lorenz curves of ~s and ~s ′ (red dashed lines)
give the least possible envelops enclosing the curves of ~χ and ~χ′ for all quantum states.
The ~s ′ can then be readily obtained
~s ′ = ~s ′(1) ∨ ~s ′(2) ∨ ~s ′(3)
= (1,
√
2
2
,
1 +
√
3−√2
2
,
1−√3 +√2
2
,
2−√2
2
, 0)T . (28)
The Lorenz curves of ~s ′ and ~s ′(i) are plotted in Figure 1(b), where the optimality of ~s ′
for universal uncertainty relation is evidently demonstrated.
Example three: for 3-dimensional observables X and Y with the orthonormal bases of
Ref.[27], i.e.,
(|x1〉, |x2〉, |x3〉) =
1 0 00 1 0
0 0 1
 , (29)
(|y1〉, |y2〉, |y3〉) =

1√
3
1√
3
1√
3
1√
2
0 − 1√
2
1√
6
−
√
2
3
1√
6
 , (30)
the optimal bound for universal uncertainty relation reads
~px ⊕ ~py ≺ ~s ′′ = (1,
√
6
3
, 1−
√
6
3
, 0, 0, 0) . (31)
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Here ~s ′′ is optimal in the sense that for any vector ~v satisfying ~px⊕~py ≺ ~v in all quantum
states, ~s ′′ ≺ ~v.
To summarize, the application of majorization lattice to the study of uncertainty prin-
ciple gives rise to some new insights, that the sole scalar measure, such as variance or
entropy, is insufficient to characterize the quantum uncertainty. The variance or entropy
maps the probability distribution into a real number, while in fact the distribution uncer-
tainty has some intrinsic structures as revealed by the majorization lattice. The structure
of quantum uncertainty also deciphers the puzzle: why getting the optimal bound for the
variance- or entropy-based uncertainty relation is a tough issue. Each scalar quantity can
only measure one facet of the multifaceted quantum uncertainty and hence the bound
may vary with the measures chosen.
For one type of entropic function, e.g., the Shannon entropy H(·), the majorization
lattice can tell why there are hurdles in getting the optimal entropic bound. We know
the procedure of optimizing entropic uncertainty relation is to find the minimum H(~χ)
over all quantum states. In order to get the minimum value, the vector ~χmin should be
incomparable with ~s (n) under the majorization relation, that is the Lorenz curves of ~s (n)
intercross with that of ~χmin. For incomparable vectors under majorization, there exists
the catalytic phenomenon initially observed in entanglement transformation under local
quantum operations and classical communication [28], which causes the comparison of
different entropic measures complicated. That is, for ~χmin ⊀ ~s (n) and ~s (n) ⊀ ~χmin, there
may exist an unknown catalytic probability tensor that predetermines the relative size of
H(~χmin) and H(~s ) [29]. The optimization of entropic uncertainty relation is then turned
to finding the quantum state whose ~χ catalytically majorizes others, which is hard to be
solved analytically [28]. It is worth mentioning that majorization lattice has, and may
have more, profound applications in the entanglement transformation [30, 31].
12
It is worth mentioning that with different entropic functions, one may even get con-
tradicting results. For example, two probability distributions ~p1 = (
1
2
, 1
2
, 0) and ~p2 =
( 1
12
, 1
12
, 5
6
) may lead to
H 1
5
(~p1) > H 1
5
(~p2) & H2(~p1) < H2(~p2) , (32)
where the Re´nyi entropies Hα(~v ) :=
1
1−α log(
∑
i v
α
i ) with different index α are scalar
measures of uncertainty. It should be noted that when the number of observables and the
dimensions of the system go large, computer programs may be used to simplify the solving
of the least upper bound of the majorization relation, i.e., semidefinite programming [32].
3 Conclusions
In this work we have explored the uncertainty relation by employing the lattice theory,
and obtained the optimal bound for universal uncertainty relation, which is applicable to
general measurement and arbitrary number of observables. The application of lattice
theory indicates that the quantum uncertainty is a structure quantity, the variance or
entropy may not be the most appropriate measure for it. Moreover, we find the optimality
of the uncertainty relation can be intuitively exhibited by the Lorenz curve, which enables
the direct experimental test of universal uncertainty relation and may even shed some
light on the understanding of economic phenomena. Finally, the majorization lattice
reveals the incomparability of quantum uncertainties, that does not manifest in variance
or entropy form. This character indicates that the optimization of entropic or variance-
based uncertainty relation generally must be a tough issue.
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Appendix
For the sake of integrity, here we present some basic properties of majorization lattice
and the method for constructing the least upper bound for the majorization lattice in
Section A. Section B contains the detailed derivations for the examples of qubit and
qutrit states.
A The majorization lattice
A.1 Basic defintions
The majorization relation between two tuples of real numbers is defined as [S1]:
~p ≺ ~q ⇐⇒
k∑
i=1
p↓i ≤
k∑
j=1
q↓j , k ∈ {1, . . . , N} , (S1)
where the superscript ↓ means that the components of vectors ~p and ~q are arrayed in
descending order, and the equality holds when k = N . Let PN be the set of all N -
dimensional probability distributions with components in nonincreasing order
PN =
{
~p = (p1, · · · , pN)T
∣∣∣∣∣pi ∈ [0, 1] ,
N∑
i=1
pi = const. , pi ≥ pi+1
}
. (S2)
The quadruple 〈PN ,≺,∧,∨〉 form a lattice, where PN is a set, ≺ is a partial ordering on
PN , and there is a unique greatest lower bound ~p ∧ ~q (meet) and a unique least upper
bound ~p ∨~q (join). The demonstration that PN is a lattice can be found in [S2, S3, S4, S5].
A.2 Construction of the least upper bound ~p ∨ ~q
The construction of ~p∨ ~q for ~p, ~q ∈ PN can be found in [S5]. Here we summarize their
procedure as follows.
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First, we define the vector β(~p, ~q ) whose components are bi and
bi = max
{
i∑
j=1
pj,
i∑
j=1
qj
}
−
i−1∑
j=1
bj
= max
{
i∑
j=1
pj,
i∑
j=1
qj
}
−max
{
i−1∑
j=1
pj,
i−1∑
j=1
qj
}
. (S3)
While β(~p, ~q )↓ ∈ PN , β(~p, ~q ) may not be in the set PN .
Second, there exists the following Lemma (Lemma 3 of [S5])
Lemma S1 Let β(~p, ~q ) = (b1, · · · , bN)T, and let j be the smallest integer in {2, · · · , N}
such that bj > bj−1. Moreover, let i be the greatest integer in {1, 2, · · · , j − 1} such that
bi−1 ≥
∑j
r=i br
j − i+ 1 = a . (S4)
Let the probability distribution ~µ = (µ1, · · · , µN) be defined as
µr =
{
a for r = i, i+ 1, · · · , j
br otherwise.
(S5)
Then for the probability distribution ~µ we have that
µr−1 ≥ µr ,∀r = 2, · · · , j (S6)
and
k∑
s=1
µs ≥
k∑
s=1
bs , k = 1, · · · , N . (S7)
Moreover, for all ~t = (t1, · · · , tN) ∈ PN such that
k∑
s=1
ts ≥
k∑
s=1
bs , k = 1, · · · , N (S8)
we also have
k∑
s=1
ts ≥
k∑
s=1
µs , k = 1, · · · , N . (S9)
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Finally, if β(~p, ~q ) ∈ PN , i.e., there is no j such that bj > bj−1, then β(~p, ~q ) = ~p∨ ~q. If
β(~p, ~q ) /∈ PN , by iteratively applying the transformation described in Lemma S1 with no
more than N −1 iterations, we eventually obtain a vector ~s ∈ PN such that, ~p, ~q ≺ ~s, and
for any vector ~t ∈ PN such that ~p ≺ ~t and ~q ≺ ~t, it holds also that ~s ≺ ~t. And therefore
~s = ~p ∨ ~q.
In order to construct the least upper bound for more than two probability distribution
vectors we need the following theorem for a lattice (Theorem 2.9 in [S6])
Theorem S1 Let 〈PN ,≺,∧,∨〉 be a lattice. Then ∨ and ∧ satisfy, for all ~a,~b,~c ∈ PN
(~a ∨~b ) ∨ ~c = ~a ∨ (~b ∨ ~c ) , (~a ∧~b ) ∧ ~c = ~a ∧ (~b ∧ ~c ) ,
~a ∨~b = ~b ∨ ~a , ~a ∧~b = ~b ∧ ~a , ~a ∨ ~a = ~a , ~a ∧ ~a = ~a ,
~a ∨ (~a ∧~b ) = ~a , ~a ∧ (~a ∨~b ) = ~a . (S10)
In a lattice, associativity of join ∨ and meet ∧ allows us to write iterated joins and meets
unambiguously.
B Examples of qubit and qutrit states
B.1 Two observables in general qubit system
For the two observables in qubit system
Z =
(
1 0
0 −1
)
, X =
(
cos θ sin θ
sin θ − cos θ
)
, θ ∈ [0, pi
2
] , (S11)
the projective measurement bases of Z and X are
uz = (|z1〉, |z2〉) =
(
1 0
0 1
)
, ux = (|x1〉, |x2〉) =
(
cos θ
2
sin θ
2
sin θ
2
− cos θ
2
)
, (S12)
where Z = |z1〉〈z1| − |z2〉〈z2| and X = |x1〉〈x1| − |x2〉〈x2|. The probability distribution
vectors ~χ = ~px⊕~pz are then four dimensional. Our aim is finding the least bound ~s where
~px ⊕ ~pz ≺ ~s is satisfied for all quantum states.
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First, for quantum states with ~λ↓ρ = (λ1, λ2), if we want ~χ has one largest component,
we need to maximize Tr[Oiρ] where
O1 = |x1〉〈x1| , O2 = |x1〉〈x1| , O3 = |z1〉〈z1| , O4 = |z2〉〈z2| . (S13)
It is easy to observe that the maximal value is max{τ1} = λ1 which may be obtained, for
instance, by ρ1 = λ1|x1〉〈x1|+ λ2|x2〉〈x2|, ρ2 = λ1|z1〉〈z1|+ λ2|z2〉〈z2|, etc. Taking ρ1 into
~χ = ~px ⊕ ~pz, we have
~s (1) = (λ1, λ1 cos
2 θ
2
+ λ2 sin
2 θ
2
, λ1 sin
2 θ
2
+ λ2 cos
2 θ
2
, λ2)
T . (S14)
Here the components have been rearranged in descending order. Since ~s (1) also has the
largest sum of any 3 components, we have ~s (3) = ~s (1).
Second, in order to get the largest sum of any two components of ~χ, we need to
maximize Tr[Oiρ] where
O1 = |x1〉〈x1|+ |x2〉〈x2| , O2 = |x1〉〈x1|+ |z1〉〈z1| , O3 = |x1〉〈x1|+ |z2〉〈z2| , (S15)
O4 = |x2〉〈x2|+ |z1〉〈z1| , O5 = |x2〉〈x2|+ |z2〉〈z2| , O6 = |z2〉〈z1|+ |z2〉〈z1| . (S16)
The maximum value is simply max{τ2} = maxi{ξ(i)1 λ1 + ξ(i)2 λ2} with ξ(i)1,2 being the eigen-
values of Oi in descending order. The probability vector ~χ with the largest sum of any
two components reads
~s (2) = (λ1 cos
2 θ
4
+ λ2 sin
2 θ
4
, λ1 cos
2 θ
4
+ λ2 sin
2 θ
4
,
λ1 sin
2 θ
4
+ λ2 cos
2 θ
4
, λ1 sin
2 θ
4
+ λ2 cos
2 θ
4
)T , (S17)
which can be obtained by ρ = λ1|φ+〉〈φ+|+ λ2|φ−|〉〈φ−|. Here |φ+〉 = cos θ4 |z1〉+ sin θ4 |z2〉
and |φ−〉 = − sin θ4 |z1〉 + cos θ4 |z2〉 are eigenvectors of O2 whose eigenvalues are 2 cos2 θ4
and 2 sin2 θ
4
. It can be checked that max{τ2} = ξ(2)1 λ1 + ξ(2)2 λ2 = 2λ1 cos2 θ4 + 2λ2 sin2 θ4
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Finally, the least upper bound of ~px ⊕ ~pz ≺ ~s now can be obtained via the following
~s = ~s (1) ∨ ~s (2)
= (λ1, λ1 cos
θ
2
+ 2λ2 sin
2 θ
4
, 2λ1 sin
2 θ
4
+ λ2 cos
θ
2
, λ2)
T . (S18)
Here ~s is the unique least upper bound of the uncertainty relation ~px ⊕ ~pz ≺ ~s for all the
quantum states whose eigenvalues are {λ1, λ2}.
B.2 Three observables in pure qubit system
For three observables of X = σx, Y = σy, and Z = σz in pure qubit system, we can
find the optimal bound for ~px ⊕ ~py ⊕ ~pz ≺ ~s ′. The vectors ~s ′(n), which have the largest
sum of first n components, are
~s ′(1) = (1,
1
2
,
1
2
,
1
2
,
1
2
, 0) = ~s ′(5) , (S19)
~s ′(2) = (
1
2−√2 ,
1
2−√2 ,
1
2
,
1
2
,
1
2 +
√
2
,
1
2 +
√
2
) = ~s ′(4) , (S20)
~s ′(3) = (
1
3−√3 ,
1
3−√3 ,
1
3−√3 ,
1
3 +
√
3
,
1
3 +
√
3
,
1
3 +
√
3
) . (S21)
Let the eigenvectors of X, Y , and Z be {|+〉, |−〉}, {|L〉, |R〉}, and |H〉, |V 〉 respectively,
then ~s (1) can be obtained by any one of the eigenvectors of X, Y , and Z; ~s (2) may be
obtained by eigenvector of |+〉〈+| + |H〉〈H| with the larger eigenvalue 2+
√
2
2
= max{τ2};
~s (3) may be obtained by the eigenvector of |+〉〈+| + |L〉〈L| + |H〉〈H| with the larger
eigenvalue 3+
√
3
2
= max{τ3}. We have
|ψ(1)〉 = (1, 0) , |ψ(2)〉 =
(
1 + i
2
,
1√
2
)
, (S22)
|ψ(3)〉 =
(
1 + i
(
√
3− 1)
√
3 +
√
3
,
1√
3 +
√
3
)
. (S23)
and ~s ′ can be readily obtained
~s ′ = ~s ′(1) ∨ ~s ′(2) ∨ ~s ′(3)
= (1,
√
2
2
,
1 +
√
3−√2
2
,
1−√3 +√2
2
,
2−√2
2
, 0)T . (S24)
22
Here ~s ′ is the unique least upper bound of the uncertainty relation ~px ⊕ ~pz ⊕ pz ≺ ~s ′ for
all the quantum states.
B.3 Two observables in pure qutrit system
We take the 3-dimensional observables X and Y with the orthonormal bases of [27]
(|x1〉, |x2〉, |x3〉) =
1 0 00 1 0
0 0 1
 , (S25)
(|y1〉, |y2〉, |y3〉) =

1√
3
1√
3
1√
3
1√
2
0 − 1√
2
1√
6
−
√
2
3
1√
6
 , (S26)
as an example. For pure states, the largest possible one component in ~χ = ~px ⊕ ~py is
max{τ1} = 1. This is obtained by any one of quantum states in {|x1〉, |x2〉, |x3〉, |y1〉, |y2〉, |y3〉}.
Taking |x1〉, we have
~s ′′(1) = (1,
1
3
,
1
3
,
1
3
, 0, 0)T . (S27)
One may also take, for example |x3〉, and we would get ~s ′′(1) = (1, 2
3
,
1
6
,
1
6
, 0, 0)T which
will give the same ~s ′′ at last.
The largest sum of any two components of ~χ correspond to finding the largest eigen-
value in |xi〉〈xi| + |yj〉〈yj|, i, j ∈ {1, 2, 3}. It is quite clearly from equation (S26) that
|x3〉〈x3| + |y2〉〈y2| has the largest eigenvalue (3 +
√
6)/3, and therefore max{τ2} = (3 +
√
6)/3. The quantum state giving the largest sum of any two components is just the
eigenvector correspond to this eigenvalue
|ψ(2)〉 = (−
√
1
2
− 1√
6
, 0,
√
1
2
+
1√
6
) . (S28)
Taking |ψ(2)〉 into ~χ, we have
~s ′′(2) = (
1
2
+
1√
6
,
1
2
+
1√
6
,
1
2
− 1√
6
,
1
12
(
3−
√
6
)
,
1
12
(
3−
√
6
)
, 0)T . (S29)
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The largest sum of any three components of ~χ corresponds the largest eigenvalue in
|xi〉〈xi|+ |xj〉〈xj|+ |yk〉〈yk| or |yi〉〈yi|+ |yj〉〈yj|+ |xk〉〈xk| with i 6= j. Simple evaluation
shows that |x1〉〈x1|+ |x3〉〈x3|+ |y2〉〈y2| has the largest eigenvalue 2 with the eigenvector
|ψ(3)〉 =
(
− 1√
3
, 0,
√
2√
3
)
. (S30)
Hence max{τ3} = 2. Taking |ψ(3)〉, we have
~s ′′(3) = (1,
2
3
,
1
3
, 0, 0, 0)T . (S31)
No further calculation is needed, because the largest sum of any three components
already reaches the value 2 where px1 + px2 + px3 + py1 + py2 + py3 = 2. We have
~s ′′ = ~s ′′(1) ∨ ~s ′′(2) ∨ ~s ′′(3)
= (1,
√
6
3
, 1−
√
6
3
, 0, 0, 0)T , (S32)
and we can readily get the optimal bound for the universal uncertainty relation
~px ⊕ ~py ≺ ~s ′′ . (S33)
Here ~s ′′ is the unique least upper bound of the uncertainty relation ~px ⊕ ~pz ≺ ~s ′′ over all
the quantum states.
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