Principal components analysis (peA) of im ages is important in many applications such as positron emission tomography and functional magnetic resonance imaging. peA is difficult for image data because the cor relation matrix is very large. We present a direct method of calculating the peA of the voxels from the small matrix expressing the correlations between images, instead of
Principal components analysis (PCA) has many applications. Establishing functional connectivity among voxels in positron emission tomography studies is an important application (Friston et aI., 1993) . Other applications can be found in functional magnetic resonance imaging (S ychra et aI., 1994) .
The principal components of a dataset can also be viewed as an intermediary step in a least squares fit.
For example, in functional magnetic resonance, one way to identify activated voxels is to least -squares fit the stimulus with a linear combination of the sig nals from each voxel as functions of time (Weaver et aI., 1994) . To keep the least squares solution nu merically stable, only the largest principal compo nents are used in the fit (Lawson and Hanson, 1974) .
In many applications of PCA, especially those involving images, the correlation or covariance ma trix is very large, making the principal components, which are the eigenvectors of the correlation ma trix, difficult to calculate. For a PCA of a set of images, the data matrix is the number of voxels in the larger matrix representing the correlations between voxels. The method is fast and accurate. It is faster and requires less memory than a singular value decomposi tion, although it is less accurate. It is much faster and more accurate than iterative and other approximate meth ods developed for this problem. Key Words: Principal components analysis-Eigen-images. one of the images by the number of images or rep etitions. Typically, the number of voxels is very large but the number of images is relatively small.
The most accurate method of directly calculating the principal components is with a singular value decomposition (SVD). The SVD comes as close to being foolproof as a numerical algorithm can be. It is remarkably stable and handles singular data very well. However, there are two limitations of SVDs: the SVD calculation is relatively slow, and it has large memory requirements (Press et aI., 1992) .
Most SVD routines replace the original data with the complete set of eigenvectors. In most practical applications, only the first few eigenvectors and the original data are actually used. Therefore, two cop ies of the data are usually kept in memory when SVD is used. For very large datasets, memory re quirements limit the use of SVD algorithms. We are unable to use the SVD algorithm on our computers for any of our sets of images that are 256 by 256 pixels.
There are several iterative and other approximate methods of finding the eigenvectors of a large ma trix (Morrison, 1976; Dolan and Molenaar, 1990; Coifman et aI., 1992; Friston et aI., 1993) but we show in this note that exact solutions exist for large images when the number of images is relatively small; two hundred is the rough effective limit. Two correlation matrices can be formed from the image 65z data: one that identifies correlations between voxels and one that identifies correlations between images. The first correlation matrix is very large and the second one is much smaller. The eigenvec tors of both matrices are related and can be found from each other. Therefore, the PCA of the smaller correlation matrix can be used to find the PCA of the larger correlation matrix. For example, for 80 256 by 256 pixel images, the principal components of the 65,536 by 65,536 correlation matrix can be found from the eigenvectors of the 80 by 80 corre lation matrix. 
METHODS
A previously reported recursive method (Friston et al., 1993) was used for comparison to the direct technique presented above. The MATLAB code for the recursive method that was given in the original reference was used without modification. The code for the direct method is given in Table 
RESULTS AND DISCUSSION
The execution time is plotted in Table 2 for if n < m then I = I'; end Id!,d2) = eig(cov(l)); leva! io) = sort(diag(d2)); for j = !: length( evai) eval(:j) = dl(:,io(j)); end eval = I*eval; The data matrix was N by 8 Toeplitz.
X 10 6 larger than the error in the eigenvectors com puted with the direct method, for the smallest (64 x 8) datasets, to a factor of 3 x 10 10 , for the largest (2,048 x 8) data matrix. The error in the recursive method produces significant errors in the eigenvec tors. The SVD execution time for 20 64 squared images was 30 times the execution time for the method presented here. The factor of 30 would in crease for larger images.
