Abstract. This paper describes a method to detect and extract pedestrians trajectories in proximity of a sliding door access in order to automatically open the doors: if a pedestrian walks towards the door, the system opens the door. On the other hand if the pedestrian trajectory is parallel to the door, the system does not open. The sensor is able to self-adjust according to changes in weather conditions and environment. The robustness of this system is provided by a new method for disparity image extraction. The rationale behind this work is that the device developed in this paper avoids unwanted openings in order to decrease needs for maintenance, and increase building efficiency in terms of temperature (i.e. heating and air conditioning). The algorithm has been tested in real conditions to measure its capabilities and estimate its performance.
Introduction
Current access control systems for automatic door control require a sensor able to detect a moving object or a pedestrian crossing the gate. This approach does not take into account the trajectory of pedestrians, and therefore can not estimate movements. As an example, if a pedestrian crosses the area in front of the door but does not want to cross the gate, the control access board detects his/her presence and anyway opens the door. In this case, the system is not efficient, since it leads to a waste of energy in terms of electricity, air conditioning, or heating and decrease the system lifetime with unnecessary open/close actions.
The sensor presented in this paper solves the problem of unwanted openings exploiting a stereo vision system based on a 3D reconstruction: CMOS cameras with fish-eye optics placed over the sliding doors are used to acquire stereo images.
A very general setup has been studied to fit different kinds of automatic door accesses. Another feature of this system is that it can be integrated or adapted to a wide range of existing doors and customer requirements. A pair of low-cost cameras are installed on the top of the door, overlooking the crossing area ( fig. 1.a) . The cameras are connected to an embedded computer that processes images using a stereo vision based algorithm. The computer is connected to the access control board and therefore can open or close the door as required.
This paper is organized as follows: in Section 2 the algorithm structured is sketched; Section 3 shows a the new method for the computation of the disparity image; results, final considerations, and ideas for future developments are then presented in Section 4.
The algorithm
This section presents the overview and implementation of the algorithm used in the system. Figure 2 shows the flowchart of the man algorithm steps.
Given two stereo images, the direction of objects moving in the scene is detected and analyzed to trigger the doors opening.
The algorithm does not require calibration: the IPM images (Inverse Perspective Mapping) [1, 2] of the scene are generated by a Look Up Table (LUT) computed off-line (see Section 3).
The images obtained so far are used to create the reference background thanks to a standard background algorithm generation using a circular buffer of the last N images [4] . The two background images are compared against input images performing a difference: binarized images (masks) are then generated after thresholding and dilating the difference images.
A Sobel filter is used to reduce the changing light conditions problem and to produce an edges map that is used to generate Disparity Space Image (DSI) [3] . Thanks to the preliminary use of the IPM, the resulting DSI has to be interpreted using a specific approach (see Section 3)
The DSI image is filtered using the two masks previously calculated, therefore considering only the points of the first mask and validating only the points that match in the other mask. This approach reduces false positives and errors in DSI computation, such as the ones due to repetitive patterns and reflections.
The obtained images are used by the obstacle detector to find each obstacle in the scene. In fact, the DSI image is clustered using the contiguity of points in the image and their location in the world as constraints (see Section 3). The result of this step is a list of blobs that belong to the obstacles in the framed scene ( fig. 4 .a). Each blob allows the computation of the 3D transformation related to the corresponding obstacle. And, specifically, the size and position with respect to the ground. The obstacles with a small size and an height lower than 20 cm are discarded. The detected size and position of the remaining blobs are then used to track obstacles. The trajectory of each obstacle is computed through a linear regression of the past positions ( fig. 4 .b). The system triggers the door opening ( fig. 4 .c) if the trajectory is aimed towards the door for two successive frames or if the object is close to the door.
For safety reasons a small proximity area near the door is considered as well; the door will be opened if any obstacle is detected inside this area, independently from its direction of movement. 
Disparity and DSI from stereo IPM transformation
In this section a novel method to compute the disparity on IPM images is presented. Initially, the formulas to generate the IPM images are analyzed, then the concept of disparity on these images to create the DSI will be introduced.
Inverse Perspective Mapping
The Inverse Perspective Mapping (IPM) is a geometric transformation that allows to remove the perspective effect from images acquired by a camera [1, 2] . It resamples the source image mapping each pixel in a different position and creating a new image (IPM image) which represents an bird-eye view of the observed scene.
Unfortunately is not possible to correctly remap all pixels of the source image but only those that belong to a known plane (usually the ground, Z = 0). The points that do not belong to this plane are remapped in an incorrect mode that depends on their position in the world and the position of the cameras.
An off-line LUT is used for the generation of the IPM, that can be defined from the intrinsic and extrinsic parameters of the vision system or, as in this case, through a manual mapping of points of a calibration grid and a subsequent interpolation. The LUT allows to remove the perspective effect and the distortion of the source image all together [5] [6] [7] .
A point not belonging to the Z = 0 plane is remapped on the IPM image in a specific way that can be understood by studying the process of generation of the IPM. The IPM image is the result of two perspective transformations: a direct one and a reverse one. The world points are mapped into a perspective image through a perspective transformation and then in an IPM image assuming all pixels belonging to the ground.
The equation of a perspective transformation can be expressed in threedimensional homogeneous coordinates:
where (X, Y, Z) are the coordinates of the points in the world, (x 0 , y 0 , z 0 ) are the coordinates of the camera position in the world, and (u, v) are the coordinates in the perspective image. A, and R are the matrices (3 × 3) of the intrinsic and rotation parameters, respectively. The IPM transformation can be defined as:
With Z the height from ground of the point to remap. Without additional information and assuming Z = 0, equations (1) and (2) lead to:
which, since the homogeneous coordinates are defined up to a proportionality factor λ, gives the final expression:
λ can be obtained thanks to the Z = 0 assumption:
and, can be substituted in eq. (4), allowing X , Y computation:
It can be noticed that equations (6) do not depend on the lens distortion, intrinsic parameters and orientation of the cameras, but only on their position in the world. Therefore, the IPM can be easily computed using a LUT and not requiring a complex calibration step.
From these results, it is evident that the same point in the world (X, Y, Z) is remapped on different IPM coordinates (X , Y ) depending on the camera position in the world. Only if the world point belongs to the ground, Z = 0, the equations are reduced at X = X and Y = Y .
Equations (6) can be merged together, to obtain the important result:
A vertical obstacle features constant X and Y , therefore equation (7) can be written as:
where the line slope m is defined as:
All the world points that belong to a vertical obstacle are then remapped into IPM image on the line connecting the pin-hole and the the base position of the obstacle. This line depends on the coordinates (X, Y ) of the world point and on camera location (x 0 , y 0 , z 0 ). Since the dependence from Z has been removed, eq. (7), the z 0 coordinate does not influence the line equation on which the vertical obstacles are mapped, but only their size in the IPM image. 
The disparity and the 3D reconstruction on IPM images
Let us consider a system with two stereo cameras aligned on a line parallel to Yaxis, with the same height h and with baseline b. The right camera coordinates are (x 0 , −b r , h), while the left ones are (x 0 , b l , h). Using equations (6), the IPM coordinates of a generic world point P (X, Y, Z) can be computed. The point is then remapped applying the IPM to the images captured by the cameras:
Solving the coordinates Y r as a function of the coordinate Y l :
and given that the coordinates X r and X l are the same for the two images, (X r = X l ), the concept of disparity is defined as:
The disparity of a world point with coordinate (X, Y, Z) projected onto two IPM images is equal to:
This definition of disparity leads to the following considerations:
-Since in the IPM image only points of the world with a height less than the height of the camera, Z < h, can be remapped, the disparity is always positive. -The disparity of points does not depend on coordinates (X, Y ) of the points in the world, but only on their coordinate Z. This implies that all points placed at the same height Z in the world have the same disparity ∆ in the IPM image. The ground, having no height (Z = 0), has zero disparity ∆ = 0. In addition, the disparity of features has an upper limit of h.
-The disparity proportionally depends on the distance between the two cameras (baseline). -The disparity position does not depend on the x 0 coordinate of the cameras.
The knowledge of the disparity of an IPM image allows a three-dimensional reconstruction of the scene. The formulas to estimate the word coordinates of a IPM point derive from the previous definition of disparity; in fact, the Z coordinate can be directly obtained from eq. (13):
with h being the height from ground and b the cameras baseline.
Replacing this value for Z in eq. ( 6), it can be obtained:
Therefore allowing to compute the world coordinates (X, Y ) as function of disparity:
DSI on IPM images
The Disparity Space Image computation is traditionally used on standard stereo images, but it can be efficiently used for IPM images too (see fig. 5 .b). In fact the algorithm for the implementation of DSI [3] requires to search for each pixel of the right image the corresponding pixel on the left image (homologous pixel). In IPM images, the homologous pixels are searched for in the same row in each images. In fact, equation 13, shows that the coordinates X of a world point only depends on its height and is the same in the two images, therefore easing DSI computation.
In addiction it can further noticed for DSI on IPM images that:
-The disparity of pixels is always positive.
-The ground has zero disparity.
-The disparity of vertical object increases with its height, featuring a gradient along the line defined by eq. (7). -Given that the same obstacle is differently deformed by the IPM depending on camera position, the search of homologous points has to cope with differences when computing the matches. -If the best correlation between two homologous point is under a given threshold, the DSI value is undefined, indicating that the pixel has not been found in the other image. -The size of the IPM images is a parameter that highly influences the computation time of the DSI. More precisely the time needed for DSI computations is cubically proportional to the IPM image size.
Results and conclusions
The system was tested in real conditions to measure its capabilities and evaluate its performance, using as computing architecture a SmallPC industrial computer with a processor Intel Core 2 Duo 2.5GHz and 2G DDR DRAM. The system was developed using Linux operating system and C++ programming language. Two cameras were installed over a public area door acquiring many image sequences. The format video was set to 752 × 480 pixel at 15 Hz, but it was reduced to 240 × 120 pixel in IPM images to reduce the computational load. The images have been analyzed in laboratory and the algorithm has been tested in a lot of situations.
The system has proven to work correctly and reach good results in different situations ( fig. 6 ). The most critical situation that affects the system performance is the presence of an excessive number of obstacles in the scene. In such a case, the objects trajectory is not correctly detected, due to difficulties in tracking all objects, and therefore generating some false positives leading to unwanted openings. Anyway, the system always assures the door opening when a person really wants to cross the gate thanks to the implementation of the proximity area attention ( fig. 6 .c). The stereo system presented in this paper has a great advantage with respects to classic disparity obstacle detectors, in fact it uses a calibration based on a LUT. The LUT for the removal of the perspective effect and camera distortion is computed with a simple grid positioned in the area of interest during the first installation. This area is easily tunable acting on software parameters and therefore enabling the use of the system for different doors and environments. An automatic calibration application is currently under development: it will ease the installation and reduce the installation time, making easier the work of the installers.
A new installation and testing in a shopping center is scheduled to compare and tune the system performance against a classic infrared approach. An extension of the system for monitoring bus doors also for safety purposes and not only for optimization is currently under development.
A patent [10] was filed to cover this approach that might turn into a product.
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