In this paper, we present the two-step trigonometrically fitted symmetric Obrechkoff methods with algebraic order of twelve. The method is based on the symmetric two-step Obrechkoff method, with 12 algebraic order, high phase-lag order and is constructed to solve IVPs with periodic solutions such as orbital problems. We compare the new method to some recently constructed optimized methods from the literature. The numerical results obtained by the new method for some problems show its superiority in efficiency, accuracy and stability.
Introduction
In this paper, the symmetric Obrechkoff methods for solving special class of initial value problems associated with second order ordinary differential equations of the type y = f (x, y), y(x 0 ) = y 0 , y (x 0 ) = y 0 , (1.1) in which the first order derivatives do not occur explicitly, are discussed.The numerical integration methods for (1.1) can be divided into two distinct classes:
1. Problems for which the solution period is known (even approximately) in advance. 2. Problems for which the period is not known.
For several decades, there has been strong interest in searching for better numerical methods to integrate first-order and second-order initial value problems, because these problems are usually encountered in celestial mechanics, quantum mechanical scattering theory, theoretical physics and chemistry, and electronics. Generally, the solution of (1) is periodic, so it is expected that the result produced by some numerical methods preserves the analogical periodicity of the analytic solution [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Computational methods involving a parameter proposed by Gautschi [8] , Jain et al. [10] , Sommeijer and et al [30] and Steifel and Bettis [31] yield numerical solution of problems of class (1). Chawla and et al [3] [4] [5] , Ananthakrishnaiah [2] , Shokri and et al. [23] [24] [25] [26] , Dahlquist [6] , Franco [7] , Lambert and Watson [11] , Tsitouras and Simos [32] , Simos and et al. [27] [28] [29] , Hairer [9] , Wang et al. [34] [35] [36] , Saldanha and Achar [20] , and Daele and Vanden Berghe [33] have developed methods to solve problems of class (2) . Consider Obrechkoff method of the form for the numerical integration of the problem (1.1). The method (1.2) is symmetric when α j = α k−j , β j = β k−j , j = 0, 1, 2, · · · , k , and it is of order q if the truncation error associated with the linear difference operator is given as
where C q+2 is a constant dependent on h. When the method (1.2) is applied to the test problem, we get the characteristic equation as
where v = λh and
0 ) the roots of (1.3) are complex and at least two of them lie on the unit circle and the others lie inside the unit circle.
Definition 1.2
The method (1.2) is said to be P-stable if its interval of periodicity is (0, ∞).
Definition 1.3
For any symmetric multistep methods, the phase-lag (frequency distortion) of order q is given by
where C is the phase lag constant and q is the phase-lag order.
The characteristic equation of the method (1.2) is given by
where
contains polynomial functions together with trigonometric polynomials
The resulting methods are then based on a hybrid set of polynomials and trigonometric functions. If P is limited to P =
M−2
2 , we called method with zero phase-lag.
Remark 1.1
We present here the trigonometric versions of the set. In case ω is purely imaginary one obtains the hyperbolic description of this set. This set is characterized by two integer parameters K and P . The set in which there is no polynomial part is identified by K = −1 while the set in which there is no trigonometric polynomial component is identified by K = −1. For each problem one has K + 2P = M − 3, where M − 1 is the maximum exponent present in the full polynomial basis for the same problem.
Construction of the new method
From the form (1.2) and without loss of generality we assume 
when m = 3 we get y n+1 − 2y n + y n−1 = h 2 β 10 y (2) n+1 + y (2) n−1 + β 11 y (2) n +h 4 β 20 y (4) n+1 + y (4) n−1 + β 21 y (4) n +h 6 β 30 y (6) n+1 + y (6) n−1 + β 31 y If P = 6, K = −1 we obtain the method with zero phase-lag (PL), and the coefficients of this case are given in [22] .
The first formula
If P = 0, K = 11, so we called PL , we have
A , 
+131040 cos v,
for small values of v the above formulae are subject to heavy cancelations. In this case the following Taylor series expansion must be used: The phase-lag and the local truncation error for the PL method are given by
and
where v = ωh, ω is the frequency and h is the step length. As v → 0, the LTE of the method (2.2) with derived coefficients (2.4) tends to 45469 169736132966400 h 14 y (14) + O h 16 . which agrees with the LTE of the three methods due to Wang [36] , Simos [27] and Daele [33] , Achar [1] , as H → 0. The behavior of the coefficients of the PL method are shown in Figs. 1, 2, 3 
and B = 240 cos (v) − 81 cos (2 v) v 4 cos (v) − 240 cos (3 v) cos (v)
For small values of v the above formulae are subject to heavy cancelations. In this case the following Taylor series expansion must be used: (12) , (Figs. 7, 8, 9 , 10, 11 and 12).
Numerical example
In this section, we present some numerical results obtained by our new two-step trigonometrically-fitted Obrechkoff methods and compare them with those from other multistep methods as Achar: The 12th order Obrechkoff method of Achar [1] . Daele: The 12th order Obrechkoff method of Van Daele [33] . Neta: The P-stable 8th-order super-implicit method of Neta [16] . Simos: The 12th order Obrechkoff method of Simos [27] . Wang: The 12th order Obrechkoff method of Wang [36] .
Example 3.1 We consider the nonlinear undamped Duffing equation
where B = 0.002, ω = 1.01 and x ∈ 0, 40.5π
1.01 . We use the following exact solution for (3.1) from [13] , In order to integrate this equation by a Obrechkoff method, one needs the values of y , which occur in calculating y (4) . These higher order derivatives can all be expressed in terms of y(x) and y (x) through (3.1), i.e.
The absolute errors at x = 40.5π
1.01 , for the new method, in comparison with methods of Simos, Daele, Achar, Wang and the new method are given in Table 1 and the CPU  times are listed in Table 2 . Also the absolute errors at x = 2π(4π)8π, with h = π 12 , Fig. 12 Behavior of the coefficient β 3,1 in the method of PL for the new method PL , in comparison with methods Neta and the new method are given in Table 3 .
Example 3.2 Consider the initial value problem
with the exact solution y(t) = sin(t) + sin(10t) + cos(10t). This equation has been solved numerically for 0 ≤ x ≤ 10π using exact starting values. In the numerical experiment, we take the step lengths h = π/50, π/100, π/200, π/300, π/400 and π/500. In Table 4 , we present the absolute errors at the end-point and the CPU times are listed in Table 5 .
Example 3.3 Consider the initial value problem
with the exact solution The theoretical solution of this problem is The absolute errors at x = 4.5 for the new method, in comparison with methods of Wang, Simos, Daele and Achar are given in the Table 6 . The relative CPU times of computation of the new method in comparison with the other four referred methods are given in Table 7 .
Conclusions
In this paper, we have presented the new trigonometrically-fitted two-step symmetric Obrechkoff methods of order 12. The details of the procedure adapted for the applications have been given in Section 2. With trigonometric fitting, we have improved the local truncation error, phase-lag error, interval of periodicity and CPU time for the classes of two-step Obrechkoff methods. The numerical results obtained by the new method for some problems show its superiority in efficiency, accuracy and stability.
