Abstract-Measured plane-of-array (POA) irradiance may provide a lower-cost alternative to standard irradiance component data for photovoltaic (PV) system performance modeling without loss of accuracy. Previous work has shown that transposition models typically used by PV models to calculate POA irradiance from horizontal data introduce error into the POA irradiance estimates, and that measured POA data can correlate better to measured performance data. However, popular PV modeling tools historically have not directly used input POA data. This paper introduces a new capability in NREL's System Advisor Model (SAM) to directly use POA data in PV modeling, and compares SAM results from both POA irradiance and irradiance components inputs against measured performance data for eight operating PV systems.
I. INTRODUCTION
There is little question that accurate photovoltaic (PV) system performance modeling is crucial to financing, verifying, and monitoring a PV system. However, accurate performance modeling requires high-quality irradiance input data. Historically, a combination of measured and modeled irradiance data has been used for such modeling, but as the PV industry matures, measured irradiance data is becoming more widely used. Global irradiance measured in the plane of the array (POA irradiance) is a promising measurement option: it is cheaper and easier than measuring beam or diffuse irradiance because it does not require equipment with moving parts, and, unlike global horizontal, it does not need to be transposed to the plane of the array. Research shows that this transposition can introduce errors ranging from a few percent to upwards of ten percent [1] - [4] . Matched POA reference cell data in particular has been shown to correlate better to measured performance data because of its similar response to spectral, angle-of-incidence, and diffuse irradiance effects [5] - [6] .
Many project developers choose to measure only POA irradiance to achieve this balance between cost and accuracy. Unfortunately, popular PV modeling software has historically been unable to directly use POA data as input [7] - [9] . To respond to this gap, the National Renewable Energy Laboratory (NREL) has implemented a methodology to allow POA irradiance data to be used directly in the System Advisor Model (SAM) Detailed Photovoltaic performance model. NREL has tested this new capability in collaboration with the Electric Power Research Institute (EPRI) and Southern Company Services, Inc. (SC) using field-measured POA and performance data for eight operating PV systems.
II. MODEL IMPLEMENTATION
Theoretically, using POA data as input to a PV module model is straightforward because the models ultimately use the global irradiance incident on the PV cells. In SAM, the most widely used PV module performance models are the California Energy Commission single diode model and Sandia PV Array Performance model, which both treat angleof-incidence (AOI) effects by reducing the beam portion of the POA irradiance incident on the PV cells to account for reflection by the module cover [10] . However, the actual module cover effects may be completely or partially accounted for in measured POA data, depending on the type of sensor used. For this reason, SAM offers two POA options: the "POA reference cell" option assumes that the measurement surface experiences the same AOI effects as the cells in the system and bypasses all AOI reductions in the module model. The "POA pyranometer" option assumes that the measurement surface does not experience any AOI effects and therefore applies the full AOI reductions to the incident beam irradiance. To calculate the incident beam irradiance for the latter option, SAM employs the POA decomposition model presented by Marion in Solar Energy [11] . (Fig. 1 illustrates the sub-models required for various input irradiance options.)
There are of course uncertainties in each of these AOI assumptions: (1) it is unlikely that a pyranometer experiences absolutely no cover effects, (2) if the POA reference cell is not properly matched to the selected PV technology, the actual module cover effects may be different than those measured, and (3) there is some uncertainty inherent in the POA decomposition model. This paper examines whether these uncertainties can introduce less error than the traditionally employed transposition models, assuming equal sensor quality between the two methods. If the POA sensors and traditional component irradiance sensors are not of equal quality or maintained equally, then it is likely that the higher quality input irradiance data would produce the best modeling results.
A final consideration in direct use of POA irradiance data is that, like the AOI corrections, there are a few other sub-models that require separate beam and diffuse components of the POA data. These sub-models include all of the shading models (both row-to-row shading and beam and diffuse shading from external tools or the 3D shading model), concentrating PV modeled using a diffuse utilization factor less than 1 in the simple efficiency module model, and the heat transfer module temperature model [10] . When any one of these sub-models is selected in conjunction with either of the two POA options, the POA decomposition model will be triggered so that these models may be applied to the correct component of the POA irradiance. None of the test cases described in this study utilized any of the aforementioned sub-models.
III. COMPARISON METHODOLOGY
In order to fully characterize using POA irradiance measurements directly in PV modeling, the method is compared not only to measured data, but also to the conventional method of using transposition algorithms. We simulated energy production for a given system using every possible combination of transposition models and irradiance input options within SAM, including both of the two new POA input options, and compared these predicted values to the measured energy for eight operating PV systems. The eight PV systems studied were selected based on the availability of system specifications, and of measured irradiance data concurrent with measured energy production. The systems represent a variety of geographic locations, climates, module types, tilts, azimuths, and tracking types. EPRI and Southern Company implemented quality control measures for both the measured irradiance and performance data for the systems that they modeled.
A summary of the systems studied and the irradiance data available for each system is shown in Table I .
Two metrics were selected to illustrate the differences between the various irradiance and transposition model combinations (which we will refer to as "methods"): the normalized root mean square error (RMSE) and the annual percent difference error, henceforth referred to as the annual error. Both error metrics are calculated with respect to measured data.
RMSE gives an indication of how well a simulation tracks hourly system performance, and is calculated according to:
where p is the predicted value, m is the measured value, and N is the total number of hours. For the RMSE results, each simulation was adjusted such that the annual predicted energy matched the annual measured energy of the system. This isolates the hourly variation in error, rather than skewing the RMSE with imperfect input loss assumptions (soiling, wiring losses, etc.). However, this also results in artificially low RMSE magnitudes; in this study, it is more relevant to compare the RMSEs to one another than to look at the absolute magnitudes.
Annual error is an important metric for predictive PV simulations, being the primary driver behind many financial decisions. Each simulation to calculate annual error uses all of the default loss assumptions in SAM version 2015.6.30, including a 5% soiling loss.
IV. RESULTS Fig. 2 and Fig. 3 show the normalized RMSE and annual error compared to measured data for eight systems, using four different methods: direct normal irradiance (DNI) & global horizontal irradiance (GHI) inputs using the Hay-DaviesKlucher-Reindl (HDKR) transposition model, DNI & GHI inputs using the Perez transposition model, and two methods that use the same POA data as input, one that applies the "POA Reference Cell" option in SAM and one that uses the "POA Pyranometer" option. Fig. 4 shows the annual error for a subset of the systems that had more irradiance data available. All three irradiance components (DNI, GHI, and diffuse horizontal irradiance -DHI) were measured at these five sites, making possible a more expanded comparison of irradiance input methods. Again, the same stream of POA data is run once through each of the two different POA input options in SAM.
For systems marked with (*), DNI was not actually measured at the site, but calculated from measured GHI. For systems marked with ( †), POA was measured using a photodiode pyranometer, otherwise POA was measured using a thermopile pyranometer. Systems marked with ( ‡) are single-axis tracking systems, where all others are fixed-tilt.
V. DISCUSSION
As we expect from the literature [5] - [6] , the RMSE is smaller when using measured POA data than when using irradiance components and a transposition model for most of the systems. This is true for both photodiode and thermopile POA pyranometers, and for sites where all three irradiance components are measured as well as those where only GHI is measured. The improved RMSE for the POA options may 978-1-5090-5605-7/17/$31.00 ©2017 IEEE Fig. 2 . RMSE for eight systems using four irradiance input methods. Fig. 3 . Annual error for eight systems using four irradiance input methods. be due to the fact that there is no error introduced by the transposition model. In the case of the POA pyranometer option in SAM, the POA is actually decomposed into beam and diffuse components, which has the potential to add some error, but here there are two possible reasons for improved RMSE: (1) the decomposition model may introduce less error than the transposition model, or (2) error in the calculation of the module cover effects due to imperfect decomposition may be smaller than the error in the transposition model. Another potential contributing factor for the lower RMSE of both POA options could be decreased cosine response. Although pyranometers are designed to have as close to a perfect cosine response as possible, many only specify an uncertainty up to an AOI of 80
• ; AOIs in excess of 80
• occur far more often in horizontally-mounted pyranometers than tilted pyranometers.
By far the more interesting result demonstrated in Fig.  2 , though, is that for several systems, the same stream of POA data has lower RMSE when treated as a reference cell than when treated as a pyranometer, despite the fact that the POA is measured with a pyranometer for all eight systems. Furthermore, in some cases the pyranometer POA data has worse RMSE than traditional methods when treated as a pyranometer, but better RMSE than traditional methods when treated as a reference cell. These unexpected results do not correspond to the type of POA sensor used (thermopile or photodiode). Since the only difference between these two results is the application of module cover effects, this indicates that we need to better understand cover effects for both POA sensors and modules themselves. Module cover losses may be smaller or more constant than they are generally assumed to be, or pyranometer cover effects may be more significant than we realize.
Unlike the RMSE results, the annual error results in Fig.s  3 and 4 do not show that one method outperforms the others for the majority of systems. As expected, the POA pyranometer option consistently predicts lower energy than the POA reference cell option for the same POA data because the reference cell is not subjected to module cover effects. This frequently makes the POA pyranometer option the lowest predicted energy, but even that is not universally true, as seen for system SC2 in Fig. 4 and system EPRI2 in Fig. 3 . The two POA model options sometimes predict higher energy than the transposition model options and sometimes predict lower energy, sometimes have larger error and sometimes have the smallest error-this does not appear to correspond to any particular system characteristic. The two POA options perform within the same range of error as the transposition model options for all systems (especially demonstrated in Fig.  4) , although the POA treated as a reference cell frequently produces errors that are more consistent with the traditional methods.
It is important to properly interpret the results of Fig.s 3  and 4 . One method resulting in the lowest annual error for a given system does not necessarily mean that it most accurately models the system; rather, it shows that the combination of the method's accuracy and the loss assumptions made for that system results in the closest energy prediction on an annual basis. This nuance renders the annual error results instructive on a relative scale, but not indications of absolute accuracy of a method. For many systems in our study, every simulation underpredicts measured energy, suggesting either that the loss assumptions are too high for the actual site conditions, or that the input irradiance sensors were reading lower than reality, potentially indicating a quality control issue. Conversely, every simulation of EPRI1 overpredicts measured energy, suggesting that the system losses are higher than SAM's default assumptions or that some system outages escaped the quality control measures. The uncertainty in the input loss assumptions and potential quality control issues make it impossible to determine which method is actually providing the most accurate annual energy prediction.
VI. SUMMARY AND FUTURE WORK
This initial comparison of the newly implemented POA irradiance input options in SAM shows that they perform comparably to more conventional input methods for eight systems. The RMSE is improved for most systems by using the POA input options, and the annual error falls within the same range as the traditional methods, especially when compared to all possible combinations of irradiance component inputs for a subset of systems that had more measured components. This demonstrates that the use of POA data as an input to PV models can give meaningful energy production estimates, which may help project developers achieve a balance between cost and accuracy in measuring irradiance data for PV modeling. POA data measured by a pyranometer but treated by SAM as a reference cell (e.g., not subjected to module cover effects) frequently results in lower RMSE and annual error than the same POA data treated as a pyranometer, suggesting that future work should investigate cover effects as they relate both to POA sensor devices and PV modules themselves. Finally, more effort should be made to understand and reduce the uncertainty in the loss assumptions and quality control measures for PV modeling in general so that differences between various modeling options may be more readily identified.
