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Abstract
In this paper, we construct a dz-disjunct matrix with subspaces in a dual space of symplectic space F(2ν)q , then give its several
properties and a new definition, ratio efficiency t/n. As the smaller the ratio efficiency is, the better the pooling design is. We
discuss the ratio efficiency of this construction and compare it with others, such as in [Anthony J. Macula, A simple construction of
d-disjunct matrices with certain constant weights, Discrete Mathematics 162 (1996) 311–312; A.G. D’yachkov, Frank K. Hwang,
Antony J. Macula, Pavel A. Vilenkin, Chih-wenWeng, A construction of pooling designs with some happy surprises, Journal of
Computational Biology 12 (2005) 1129–1136].
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The basic problem of group testing is to identify the set of positives (defectives) in a large population of items. Its
combinatorial branch, the so-called combinatorial group testing (CGT), has been flourishing due to its applications to
blood testing, codes and DNA library screening, etc. In CGT, it is often assumed that the number of positives among
n items is equal to or at most d for some given positive integer d. Group testing algorithm is non-adaptive if all tests
must be specified without knowing the outcomes of other tests. Designing good error-tolerant pooling design is a
central problem in the area of non-adaptive group testing [1,2].
To formally describe the problem, we need a few definitions. A (0, 1)-matrix is said to be d-disjunct if and only if
no column is contained in the union of d others. A d-disjunct matrix with t rows and n columns corresponds precisely
to a pooling design which can identify at most d positives from n items with t tests.
A dz-disjunct matrix is a matrix where given any d + 1 column C0,C1, . . . ,Cd , the set C0 \⋃di=1 Ci has at least
z elements. A dz-disjunct matrix can detect z − 1 errors and correct b(z − 1)/2c errors [3]. The error-correcting
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capabilities is doubled by the addition of at most d confirmatory and guaranteed tests as compared to the number
of tests required by, and error-correcting capabilities of, the purely non-adaptive case [4]. A d-disjunct matrix is
d1-disjunct.
A (0, 1)-matrix has column (row) weight c(r) if every column (row) has exactly c(r) 1’s [5].
The group testing and pooling designs refer to many mathematical branches. For example, Macula [5] proposed
a way of constructing d-disjunct matrix which uses the containment relation in a structure. More specifically, let
S = {1, 2, . . . , s} be the base set. Then each of the columns (rows) is labeled by a k(d) set of S, where d < k < s,
mi j = 1 if and only if the label of row i is contained in the label of column j . Weili Wu et al. referred a d-disjunct
matrix constructed with simplicial complexes [6]. Anthony J. Macula et al. constructed an α-almost d-disjunct matrix
on the group testing for complexes problem [7]. Hung-Lin Fu and F.K. Hwang constructed with t-packings [8]. Hung
Q. Ngo and Ding-Zhu Du constructed with graphs [9]. A.G.D’ yachkov et al. constructed with subspaces of GF(q),
where q is a prime or a prime power. Each of the columns (rows) is labeled by an m(r)-dimensional space, mi j = 1
if and only if the label of row i is contained in the label of column j [10].
In this paper, we construct a dz-disjunct matrix with subspaces in a dual space of Symplectic Space F(2ν)q . Given
some fixed items, our goal is to detect the positive items. For a pooling design, the less the number of tests is, the
better the pooling design is. In order to discuss easily in the following, we give a new definition. We call the ratio
between the number of tests and the number of detected items test efficiency, that is the ratio between the number of
rows and the number of columns in the dz-disjunct matrix, i.e. t/n. We will give some discussions on the ratio t/n
and compare it with others, such as in [5,10].
2. Preliminary
At first we list related conclusion and notion of Symplectic Space, which can be found in [11].
Fq is a finite field with q elements, where q is a prime or a prime power. Let F(2ν)q denote the 2ν-dimensional vector
space over Fq . Assume
K =
(
0 I (ν)
−I (ν) 0
)
.
The symplectic group of degree 2ν over Fq , denoted by Sp2ν(Fq), consists of all 2ν× 2ν matrix T over Fq satisfying
T KT T = K . The vector space F(2ν)q together with the right multiplication action of Sp2ν(Fq) is called the 2ν-
dimensional symplectic space over Fq . An m-dimensional subspace P is said to be of type (m, r), if PK PT is of rank
2r . In particular, subspaces of type (m, 0) are called m-dimensional totally isotropic subspaces.
Two vectors x and y of F2νq are said to be orthogonal (with respect to K ), if xK y
t = 0. Let P be an
m-dimensional subspace of F2νq . Denote by P
⊥ the set of vectors which are orthogonal to every vector of P ,
i.e., P⊥ = {y ∈ F2νq |yK x t = 0 for all x ∈ P}. Obviously, P⊥ is a (2ν − m)-dimensional subspace of F2νq and
is called the dual subspace of P . A subspace P is totally isotropic if and only if P ⊆ P⊥. The dual subspace of a
subspace of type (m, s) is of type (2ν − m, ν + s − m) [11].
(m, s)-space denotes a subspace of type (m, s). Set [m] be the number of (m, 0)-spaces in F2(ν−m0)q ,
[
m
n
]
be the
number of (n, 0)-spaces contained in an (m, 0)-space in F2(ν−m0)q (n ≤ m) and
[
m
n
]∗
be the number of (m, 0)-spaces
containing a fixed (n, 0)-space in F2(ν−m0)q (n ≤ m). Then
[m] =
ν−m0∏
i=ν−m0−m+1
(q2i − 1)
m∏
i=1
(q i − 1)
[
m
n
]
=
m∏
i=m−n+1
(q i − 1)
n∏
i=1
(q i − 1)
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[
m
n
]∗
=
ν−m0−n∏
i=ν−m0−m+1
(q2i − 1)
m−n∏
i=1
(q i − 1)
.
We adopt the convention that∏
i∈M
f (i) = 1,
where M denotes the empty set.
3. The construction
Definition 3.1. Select integers 0 ≤ m0 < r < m ≤ ν. Assume that P0 is a fixed (m0, 0)-space of F(2ν)q . Let M be the
(0,1)-matrix by taking all (m, 0)-spaces which are contained in P⊥0 and contain P0 as columns and all (r, 0)-spaces
which are contained in P⊥0 and contain P0 as rows. M has a 1 in row i and column j if and only if i is contained in j .
We can show that M is a dz-disjunct matrix with certain constant weights.
Theorem 3.2. M is a [r − m0] × [m − m0] matrix, whose constant row (column) weight is
[
m − m0
r − m0
]∗ ([m − m0
r − m0
])
.
Proof. By the transitivity of Sp2ν(Fq) on the set of subspaces of the same type we can assume that P0 and P⊥0 have
matrix representations of the forms
Let R be a (r, 0)-space contained in P⊥0 and containing P0. Then
It can be easily verified that (R1 R2) is a (r − m0, 0)-space in F2(ν−m0)q . Hence the number of rows in M is [r − m0].
Let Q be a (m, 0)-space contained in P⊥0 and containing P0. So
where (Q1 Q2) is a (m − m0, 0)-space in F2(ν−m0)q . Hence the number of columns in M is [m − m0].
The row weight is the number of (m −m0, 0)-spaces containing a fixed (r −m0, 0)-space in F2(ν−m0)q . Hence it is[
m − m0
r − m0
]∗
. The column weight is the number of (r, 0)-spaces containing P0 and contained in a (m, 0)-space, namely
the number of (R1 R2)’s contained in a (Q1 Q2). Hence it is
[
m − m0
r − m0
]
. 
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Theorem 3.3. M is d1-disjunct, where d = r − m0.
Proof. Let C0,C1, . . . ,Cr−m0 be r − m0 + 1 distinct columns ((m, 0)-spaces contained in P⊥0 and containing P0)
of M . Since C0,C1, . . . ,Cr−m0 are different subspaces which all contain P0, there must be (1, 0)-spaces Ai not
contained in P0 satisfying Ai ⊆ C0 \ Ci (1 ≤ i ≤ r − m0). Set A = ⊕r−m0i=1 Ai ⊕ P0. Then A is a (y, 0)-space,
where y ≤ r . Take a (r − y, 0)-space A∗ from a complementary space of A in C0. Hence A⊕ A∗ is a (r, 0)-space
contained in P⊥0 and containing P0. Moreover, A
⊕
A∗ ⊆ C0 \ Ci (1 ≤ i ≤ r − m0). Therefore, at the row with
A
⊕
A∗, column C0 has 1-entry and columns C1, . . . ,Cr−m0 have 0-entry. Hence M is (r − m0)-disjunct, namely
d1-disjunct, where d = r − m0. 
Theorem 3.4. Suppose m − r ≥ 2 and set b = q(qm−m0−1−1)qm−r−1 . Then M is dz-disjunct for 1 ≤ d ≤ b and
z =
[
m − m0
r − m0
]
− d
[
m − m0 − 1
r − m0
]
+ (d − 1)
[
m − m0 − 2
r − m0
]
.
Proof. Let C0,C1, . . . ,Cd be d+1 distinct columns ((m, 0)-spaces contained in P⊥0 and containing P0) of M . There
are
[
m − m0
r − m0
]
(r, 0)-spaces containing P0 in C0. Let |C0 \⋃di=1 Ci | be the number of (r, 0)-spaces containing P0 and
contained in C0 but not contained in Ci (1 ≤ i ≤ d). Noticing that |C0 \ ⋃di=1 Ci | = |C0 \ ⋃di=1(C0⋂Ci )|, to
obtain the minimum of |C0 \⋃di=1 Ci |, we may assume that each Ci intersects C0 at a (m−1, 0)-space containing P0.
Then each Ci covers
[
m − m0 − 1
r − m0
]
(r, 0)-spaces containing P0 of C0. However, the coverage of each pair of Ci and C j
overlaps at an (m − 2, 0)-space containing P0. Therefore only C1 covers the full
[
m − m0 − 1
r − m0
]
(r, 0)-spaces, while each
of C2, . . . ,Cd can cover a maximum of
([
m − m0 − 1
r − m0
]
−
[
m − m0 − 2
r − m0
])
(r, 0)-spaces containing P0 and not covered by
C1. Consequently the number of (r, 0)-spaces containing P0 and contained in C0 but not contained in Ci (1 ≤ i ≤ d)
is at least
z =
[
m − m0
r − m0
]
− d
[
m − m0 − 1
r − m0
]
+ (d − 1)
[
m − m0 − 2
r − m0
]
.
For M to be dz-disjunct, z must be positive, which implies
d <
q(qm−m0−1 − 1)
qm−r − 1 + 1.
Set b = q(qm−m0−1−1)qm−r−1 . Then 1 ≤ d ≤ b. 
Let C0 be a column of M , namely an (m, 0)-space contained in P⊥0 and containing P0, and E be a fixed (m−2, 0)-
space containing P0 and contained in C0. Let F be an (m − 1, 0)-space containing E and contained in C0. By the
transitivity of Sp2ν(Fq) on the set of subspaces of the same type we can assume that
where D1 and D2, D3, D4, D5 are random. Hence the number of (m − 1, 0)-spaces between E and C0 is q2(ν−m)+3.
Corollary 3.5. Suppose that m−r ≥ 2 and 1 ≤ d ≤ b′. b′ = min{b, q2(ν−m)+3}. Then M is not dz+1-disjunct, where
b and z are as in Theorem 3.4.
Proof. We will show that the minimum of |C0 \ C1⋃ · · ·⋃Cd | in the proof of Theorem 3.4 can be obtained. For
1 ≤ d ≤ b′, we choose d distinct (m−1, 0)-spaces between E and C0, say Fi (1 ≤ i ≤ d). For each Fi , we choose an
(m, 0)-space Ci such that C0
⋂
Ci = Fi . Hence each pair of Ci and C j overlaps at the same (m− 2, 0)-space E . 
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Corollary 3.6. Suppose that 2r ≤ m + m0. Then with referring to the definition of b in the Theorem 3.4, d = qr−m0
is the largest integer less than or equal to b.
Proof. Firstly,
b − d = q(q
m−m0−1 − 1)
qm−r − 1 − q
r−m0 = q
r−m0 − q
qm−r − 1 ≥ 0
Secondly, with 2r ≤ m + m0, we have qr−m0−qqm−r−1 < 1. Therefore 0 ≤ b − d < 1. 
There are some conclusions when r chooses its minimum m0 + 1.
Corollary 3.7. Suppose that r = m0 + 1,m − r ≥ 2 and 1 ≤ d ≤ q. Then M is d z-disjunct, but is not dz+1-disjunct,
where
z = qm−m0−2 · (qm−m0−1 − 1)(q − d + 1).
Proof. Setting r = m0 + 1 in the z formula of Theorem 3.4, we obtain
z = qm−m0−2 · (qm−m0−1 − 1)(q − d + 1).
The second statement follows directly from Corollary 3.5. 
Moreover, if r,m, and ν are chosen to be their minimum respectively, then z will be in a much better form.
Corollary 3.8. Suppose that r = m0 + 1,m = r + 2 = m0 + 3 = ν and 1 ≤ d ≤ q. Then M is d z-disjunct, but not
dz+1-disjunct, where
z = (q3 − q)(q − d + 1).
In order to explain the pooling design plainly,we give an example to show that we can use less tests to detect more
items.
Example 3.9. Choose q = 5,m0 = 3, r = 4,m = 7 and ν = 9. Then M is 53100-disjunct with 61035156 rows and
1958906441927491056 columns. That is to say, approximately 6× 107 pools are necessary for identifying 5 positives
from 2× 1018 items. Moreover, 3099 errors can be detected and corrected.
The following theorem tells us how to choose m so that the test to item is minimized.
Theorem 3.10. For 0 ≤ m ≤ ν − m0, the sequence N (m − m0, 0; 2(ν − m0)) is unimodal and gets its peak at
m = b 2ν+m03 c.
Proof.
N (m2 − m0, 0; 2(ν − m0))
N (m1 − m0, 0; 2(ν − m0)) =
q2(ν−m2+1) − 1
qm1−m0+1 − 1 ×
q2(ν−m2+2) − 1
qm1−m0+2 − 1 × · · · ×
q2(ν−m1) − 1
qm2−m0 − 1 .
Note that
q2(ν−m2+1) − 1
qm1−m0+1 − 1 <
q2(ν−m2+2) − 1
qm1−m0+2 − 1 < · · · <
q2(ν−m1) − 1
qm2−m0 − 1 .
If b 2ν+m03 c ≤ m1 ≤ m2 ≤ ν − m0, then q
2(ν−m1)−1
qm2−m0−1 < 1, i.e.
N (m2 − m0, 0; 2(ν − m0)) < N (m1 − m0, 0; 2(ν − m0)).
If 0 ≤ m1 ≤ m2 ≤ b 2ν+m03 c, then q
2(ν−m2+1)−1
qm1−m0+1−1 > 1 i.e.
N (m2 − m0, 0; 2(ν − m0)) > N (m1 − m0, 0; 2(ν − m0)). 
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4. The discussions of test efficiency
Identifying most positive items with least tests is one of our goals. Therefore discussing how to make the ratio t/n
smaller is significative. In our matrix, t/n =
∏m−m0
i=r−m0+1(q
i−1)∏ν−r
i=ν−m+1(q2i−1)
. We first will explain several facts on the ratio:
(1) Parameter m0 (ν) only appears in the numerator (denominator). It is easy to show that the larger the m0 and ν
are, the smaller the ratio is.
(2) With fixed m0 and ν, observing the denominator, we know that the larger m is and the smaller r is, the smaller
the ratio is. On the other hand, observing the numerator, we know that the smaller m is and the larger r is, the smaller
the ratio is. It seems inconsistent.
(3) Noting that (q2i − 1) is in the denominator, its increasing speed is larger than the numerator’s.
Therefore according to the changing tendency of the denominator, we get a conclusion as follows: The larger m0,
ν,m are and the smaller r is, the smaller the ratio is.
Next we give the comparison of test efficiency.
In this paper t/n =
∏m−m0
i=r−m0+1(q
i−1)∏ν−r
i=ν−m+1(q2i−1)
.
In [10], A.G.D’ yachkov et al. constructed with subspaces of GF(q), where q is a prime or a prime power. Each
of the columns (rows) is labeled by an m(r)-dimensional space, mi j = 1 if and only if the label of row i is contained
in the label of column j [10]. In order to compare with t/n, let the dimension of the space be 2ν − m0. Assume that
the test efficiency is t1/n1, then
t1/n1 =
[
2ν − m0
r
]
q[
2ν − m0
m
]
q
=
m∏
i=r+1
(q i − 1)
2ν−m0−r∏
i=2ν−m0−m+1
(q i − 1)
In [5] Macula proposed a way of constructing d-disjunct matrix which uses the containment relation in a structure.
More specifically, let S = {1, 2, . . . , s} be the base set, Then each of the columns (rows) is labeled by a k(d) set of S,
where d < k < s. mi j = 1 if and only if the label of row i is contained in the label of column j . In the same way, let
S = {1, 2, . . . 2ν − m0} be the base set. Assume that the test efficiency is t2/n2, then
t2/n2 =
(
2ν−m0
r
)
(
2ν−m0
m
) = m!
r !(2ν − m0 − r) · · · (2ν − m0 − m + 1) .
Theorem 4.1. If 2m0 > m − 1, then t/n < t1/n1.
Proof.
t
n
/
t1
n1
=
m−m0∏
i=r−m0+1
(q i − 1)
ν−r∏
i=ν−m+1
(q2i − 1)
/ m∏
i=r+1
(q i − 1)
2ν−m0−r∏
i=2ν−m0−m+1
(q i − 1)
=
2ν−m0−r∏
i=2ν−m0−m+1
(q i − 1)
ν−r∏
i=ν−m+1
(q2i − 1)
×
m−m0∏
i=r−m0+1
(q i − 1)
m∏
i=r+1
(q i − 1)
=
m−r−1∏
i=0
q2ν−m0−m+1+i − 1
q2ν−2m+2+2i − 1
m−r−1∏
i=0
qr−m0+1+i − 1
qr+1+i − 1
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<
m−r−1∏
i=0
q2ν−m0−m+1+i − 1
q2ν−2m+2+2i − 1
m−r−1∏
i=0
qr−m0+1+i
qr+1+i
=
m−r−1∏
i=0
q2ν−m0−m+1+i − 1
q2ν−2m+2+2i − 1
m−r−1∏
i=0
1
qm0
=
m−r−1∏
i=0
q2ν−m0−m+1+i − 1
q2ν−2m+2+2i+m0 − qm0 .
Since 2m0 > m − 1− i , then q2ν−m0−m+1+i−1q2ν−m+2+2i+m0−qm0 < 1.
Therefore
∏m−r−1
i=0
q2ν−m0−m+1+i−1
q2ν−m+2+2i+m0−qm0 < 1, i.e. t/n < t1/n1. 
We do not find a general method to compare t/n with t2/n2. However, we can show that t/n is smaller than t2/n2
sometimes through an example.
Example 4.2. Set q = 5,m0 = 3, r = 4,m = 7 and ν = 9. Now
t/n = q
2 − 1
(q3 − 1)(q4 + 1)(q10 − 1) =
24
126× 626× 1953125 ,
t2/n2 = 7!4! × 11× 10× 9 =
7
33
.
Clearly t/n < t2/n2.
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