The recent study CsHM(2) of a 'probababilistic approach' to the problem of convergence of centered and normalized sums of the form in (1.1) revealed that whatever infinitely divisible random variable we have as a limit in (1.1), there are two basic possibilities concerning the size of the normalizing factor An" One is when, informally speaking, An' is comparable to
where the 'truncated variance' function 0 2 (.) is defined as
with u /\ v = min(u, v), while the other is when a sequence An' diverging to infinity faster than a(n') is needed, that is when a(n')/A n , ---.0 as n' ---. 00. For example, it is shown in CsHM(2) that for stochastically compact F's the correct normalizing sequence is always {a(n')}, but a rather complicated construction also shows that the second possibility also occurs. While the program of characterizing D p (Poisson (,x)) within the probabilistic approach of CsHM(2) has some interest in itself, and in fact requires some augmentations of the original theory given in Cs(J), one of our primary motivations for the research reported here was to see whether An' = a(n') is always sufficient in (1.1) or not.
Let X 1 ,n~...~Xn,n denote the order statistics based on the sample X ..... ,X n .
The probabilistic approach in CsHM(2) generally allows to see which portions of the sum , .
2:j=1 Xj,n' contribute the ingredients of the limiting infinitely divisible law or do not contribute anything at all. At the same time, it also delineates the effect of extreme values. In order to cover these in the present situation, we need some more notation. Also, set
so that we have the distributional equality (1.6)
For a given ,x > 0, we finally introduce ( 
as n' -4 00, where Or > 0 is some constant, and (1. lOa) 
We note that condition (1.10a) may be replaced by
Under (1.8), (1.9) and (1.10b) we generally have (1.11) only along a subsequence {nil} C {n'} already, and (1.12), (1.13) and (1.14) hold along a further subsequence {n lll } C {nil}.
This will be straightforward to see from the proof given in Section 2, where an analysis will lead us to the following main result of the paper. 
hold simultaneously along the same {n'l. (2) is not empty.
In Section While conditions expressed in terms of the underlying quantile function are completely natural in our approach, it would perhaps be interesting to obtain equivalent conditions expressed through F. These are probably uninformative just as Groshev's condition above and to prod uce them appears to be a non-trivial analytic problem.
As a final remark we note that, starting out from Theorem 12 in Cs(l), it is possible to characterize in the manner of the present paper the set. of infinitely divisible laws partially attracted by a given Poisson law. We will consider this elsewhere.
PROOFS
Let 1/.' be a non-positive, non-decreasing, right-continuous function on (0,00) such that 1 00 1j.J2 (s)ds < 00 for any e > o.
In the notation of CsHM(2) and Cs(1), for each integer k~0 consider the random variable where N(.) is the Poisson process defined in (1.4). For k = 0, this is a spedrally one-sided infinitely divisible random variable without a normal component. For>. > 0, set
and if A > 1, then, using the above lines in the last st.ep, we have n , {t(t XJm» -TCn,}~Yr. >. as n'~00. 
and introducing C~, = TC n , -(1 -T.A)A n " the convergence relation can be rewritten as Therefore, by (2,2), the fact that r.A > 1, and by case (ii) of Theorem 6 in Cs(1) there exist an {n"} C {n'} and a constant Or > 0 such that and t "
h--oo nil -00
rn rn
However, these three conditions are clearly equivalent to (1.8), (1.9) and (1.10a) with n'
replaced by nil. as n' -t 00, where ZI, Z2,'" are independent with the common distribution fuction F.
Breaking up the sequence {Zj}f=1 into the union of r independent sequences {X;m)}t.l of independent variables, m = 1, ... ,r, according to the rule in (2.4), this can be rewritten
Qr a1rn '
l/rn
as n' -t 00. This clearly implies (1.11) and hence also that F E D J • (Poissoll (A)).
To prove the further statements, we rewrite 
a Tn lin"
Using now the sufficiency part of Theorem 6 in CsO) once more, we obtain all the theree statements (1.12) -(1.13) along the ch.osen {n"} and hence the whole theorem.
•
The proof of Theorem 2 requires some preliminary lemmas, the first of which is of some independent interest.
/2, then for an arbitrary quantile function (J2(S) -(J2{t) st(Q(t) -Q(.o;))2 + t(Q(1 -.0;) -Q(I -t))2 + 2t(Q(t) -Q(s))(Q(1 -s) -Q(t))
+ 2t(Q(1 -s) -Q(1 -t))(Q(1 -t) -Q(t))
and (J2(S) -(J2(t)~~(Q(t) -Q(s))2 +~(Q(1 -s) -Q{l -t))2

+ 2s 2 (Q(t) -Q(s))(Q(1 -s) -QU)) + 2st(Q(1 -s) -Q(1 -t))(Q(1 -t) -Q(t)).
• Proof. Using the definition in (1.3), as in identity (2.29) in CsHM(2), we have 
Crearly, Ids, t) ::; t(Q(t) -Q(s))2 and
II (s, t)
= it( 1 -u) (illt' dQ(V)) dQ(u) + itU (L t (1 -V)dQ(V)) dQ(u)
s(1 -t) {it( Q(u) -Q(s))dQ(u) + it( Q(t) -Q(U))dQ(U)}
=8(1 -t) {Q(t)(Q(t) -Q(s)) -Q(8)(Q(t) Q(8))}
2(Q(t) -Q(8))2.
Exactly the same way, using u /\ v -uv ::; 1 -u /\ 11 for the upper bound, we olJt.ain s .
2(Q(1 -s) -Q(I-t))2 ::; I 2 (s,t) ::; t(Q(1 -s) -Q(1 -t))2.
Similarly,
S2(Q(t) -Q(s))(Q(1 -s) -Q(t)) ::; I 3 (s,t) ::; t(Q(t) -Q(s))(Q(1 -s) -Q(t))
and
8t(Q(I-s) -Q(1 -t))(Q(1 -t) -Q(t)) ::; I 4 (s,t) ::; t(Q(1 -s) -Q(1 -t))(Q(1 -t) -Q(t)).
Collecting the upper and lower bounds, the lemma follows .
• Let {n'} be a subsequence of the positive integers tending to infinity, let 
. a(n')
which hold true for all n' large enough.
LEMMA 2. Let A > 1 be a fixed number and suppose that (2.7) (2.8)
as n' --. 00, where lr > 0 is some constant, and
Then, as n' --. 00, (2.10) Then there exist a subsequence {nil} C {n'} and a constant a > 0 such that (2.7), (2.8) and (2.9) are satisfied with n' replaced by nil.
o2(hln'). o2(xltln')_ v(h)
Proof. Take any s < A. Since also six < A, (2.10) implies that the left-side of (2.6) goes to zero as n' -+ 00. Because all the terms in the lower bound there are non-negative, they all go to zero separately. In particular, (2.13) (2.14)
as n' -+ 00. Putting s = 1 in (2.13), by (2.12) we obtain 1 Q(-}Ia(n') -+ 0, as n' -+ 00, for all x~I. xn'
Now if s > 0 is arbitrary then we can choose x~1 so that s > 1j x and, provided that Q(.) is negative near enouh to zero, we get
If Q(.) is never negative, then of course (2.7) is trivial, and hence we have (2.7) along the e original {n'}.
Consider now an s > A. Then, using (2.11),
on account of the fact that the first ratio on the right side is bounded by Lemma 2.4 in CsHM(2). Thus we have (2.8) for s > A, still along the original {71'}. also for all 0 < s < A, along {nil}, with a possibly zero limit lX.
We claim that a > O. Suppose, on the contrary, that a = O. Then the already proved (2.7) and (2.8), holding along {nil}, the latter with 0: =: 0, imply in accordalKe with case
as n " -. 00.
• Thus, by an application of the augmented case (ii). of the same theorem (Theorem)' in Cs(J»), we also have~(
, ") as n' --+ 00, and n' replaced by n", and hence the theorem.
• Proof of the Corollary. The first statement follows from Theorem 5 in CsHM (2) because if A > 1, the function til)., in (2.2) is not identically zero on the half-line 11,00).
As to the second statement, assume (1.1) for some {n'} and A < 1. Then it holdlS along an arbitrary subsequence {n"} C {n'}. As d~scribed before the Corollary, we then have (1.8), (1.9) and (1.lOa) along some {n"'} C {n"}, and hen<:e also (1.18) and (1.19) along the same {n"'}. Thus, for any c > 0 for which A + e < 1,
as n'" -+ 00. Let 1
so that, in particular, oX + (liT) < 1. Since (1.1) and (1.11) now hold jointly along {n"'}, the convergence of types theorem (Gnedenko and Kolomogorov(4), pp. 40-42) implies that a(rn"') IAn'" -T {) as n'" -+ 00, where 0 < {) < 00. Therefore, 
tk tk
By elementary considerations we obtain that for all k large enough, Furthermore, for each r~2, by (3.4) and for all h > 1, by (3.6) and (3.4), These, taken together with (3.2) and (3.3), show that we are in the situation of Case 2.
• . .
