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EXPONENTIAL GROWTH OF HOMOTOPY GROUPS OF
SUSPENDED FINITE COMPLEXES
RUIZHI HUANG AND JIE WU
Abstract. We study the asymptotic behavior of the homotopy groups of
simply connected finite p-local complexes, and define a space to be locally hy-
perbolic if its homotopy groups have exponential growth. Under some certain
conditions related to the functorial decomposition of loop suspension, we prove
that the suspended finite complexes are locally hyperbolic if suitable but ac-
cessible information of the homotopy groups is known. In particular, we prove
that Moore spaces are locally hyperbolic, and other candidates are also given.
1. Introduction
In rational homotopy theory, there is a classic rational dichotomy characterizing
the rational spaces of finite type [11]:
Any simply connected space X with rational homology of finite type and finite
rational LS category is either:
- rationally elliptic, with π∗(X)⊗Q finite dimensional, or else
- rationally hyperbolic, with π∗(X)⊗Q growing exponentially.
It is interesting to consider the corresponding questions in p-local homotopy
theory. Unlike in rational homotopy where there are Sullivan models and Quillen
models determining the rational homotopy types through purely algebraic ways, it
should be much harder to develop some natural or uniform methods to study the
asymptotic behavior of the homotopy groups in the p-local setting. Nevertheless,
using homotopy decomposition techniques we can still get some interesting results
as we can see later in this paper.
In order to address to the questions, we may first introduce some definitions.
Definition 1.1. A p-local complex X is called Z/pr-hyperbolic if the number of
Z/pr-summands in π∗(X) has exponential growth, i.e.,
(1.1) lim inf
n
ln tn
n
> 0,
where tn = ♯ {Z/pr − summands in ⊕m≤n πm(X)}.
Definition 1.2. A p-local complex X is called p-hyperbolic (or hyperbolic mod p)
if the p primary torsion part of π∗(X) has exponential growth, i.e.,
(1.2) lim inf
n
ln Tn
n
> 0,
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where Tn = ♯ {Z/pr − summands in ⊕m≤n πm(X), r ≥ 1}.
Once we have such definitions, there are some natural questions related to them.
The first interesting question is that whether the limits in the definitions can be
infinity or not. Actually, this was answered negatively by Henn [13] using the
unstable Adams spectral sequence.
Proposition 1.3 (Corollary in [13], Theorem 6.4). Suppose X is a simply con-
nected finite complex. Then the p-primary torsion of π∗(X) has at most exponential
growth, i.e.,
lim sup
n
ln Tn
n
<∞,
where Tn is as in Definition 1.2.
Also from the definition, it is clear that the Z/pr-hyperbolicity implies the p-
hyperbolicity, but the converse statement is not obviously true. On the contrary, if
the space under considered has finite p-exponent, i.e., there are no Z/pr summands
in the homotopy groups for any sufficient large r, then the p-hyerbolicity also implies
the Z/pr-hyperbolcity for some r. For any finite simply connected CW -complex
X , there is a conjecture of Moore which states that X has finite p-exponent for any
p if and only if π∗(X)⊗Q is a finite dimensional vector space. If this conjecture is
true, it seems that there may be a connection between the p-hyperbolicity and the
usual hyperbolicity for rational homotopy. Besides, there are some spaces known
to have finite p-exponent for odd primes p, such as spheres, finite H-spaces and
mod p Moore spaces [7, 16, 22], and for p = 2, mod 2r Moore spaces have finite
2-exponent when r ≥ 2 [23]. The Moore conjecture for mod 2 Moore space is still
open.
It will be interesting if either we can find an example that it is p-hyperbolic but
not Z/pr-hyperbolic for any r, or we can prove that these two concepts are indeed
equivalent to each other.
Here, our main concern is the following question:
Question 1.4. Given any simply connected finite complexX which is a suspension,
1) if there are infinitely many Z/pr summands in the homotopy groups π∗(X),
is then X Z/pr-hyperbolic?
2) if there are infinitely many nontrivial summands in the p-primary torsion of
π∗(X), is then X p-hyperbolic?
In this paper, we mainly focus on the first question with some extra conditions.
In [19, 21], Selick and the second author have established a functorial homotopy
decomposition of the loop suspension of any path-connected CW complex by intro-
ducing the new functors Q˜maxn , n ≥ 2 and A˜min:
ΩΣX ≃ A˜min(X)× Ω
( ∞∨
n=2
Q˜maxn (X)
)
.
With this decomposition, we can sketch our first main result as following:
Theorem 1.5 (Theorem 2.2, and Theorem 2.4). Suppose X is a path-connected
finite complex localized at p such that
1) Σ∗X is a homotopy retract of Q˜max∗ (X) ;
2) There exists some map
Σ∗X ∨ Σ∗X −→ ΣX∧∗
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which admits a left homotopy inverse;
3) There is a Z/pr-summand in each π∗(Σ
∗X).
Then ΣX is Z/pr-hyperbolic.
Here, the symbols ∗’s refer to some different arithmetic sequences which will
be accurately assigned in Theorem 2.2 and Theorem 2.4 according to p is odd or
even, where the theorems will hold with minor extra arithmetic conditions. We
only state the rough version here for it is suffice for the reader to get the essential
requirements of the result.
There are indeed some concrete important examples which satisfy the similar
conditions of Theorem 1.5 in principle. The first examples are the local Moore
spaces which have been widely studied since Cohen, Moore and Neisendorfer pub-
lished their famous results on the solution to the exponent problem of spheres in
1979 [7–9]. The local Moore spaces may be divided into two families: the family
of mod 2 Moore spaces Pn(2), and the family of mod pr Moore space Pn(pr) with
p odd, r ≥ 1 and mod 2r Moore spaces Pn(2r) with r ≥ 2. Pn(pr) and Pn(2r)
(r ≥ 2) are viewed to be similar because the loop of these Moore spaces have sim-
ilar decompositions [6, 7, 15] and the smash product of two such Moore spaces is
homotopy equivalent to a wedge [17]. However, there are no complete answers for
Pn(2) to the questions of the loop decomposition and the self-smash decomposition,
while part of the information has been obtained by the second author in [25, 26].
The p-primary torsion of Moore spaces, especially the summands of highest order
when p is odd, has also been widely investigated [4, 5, 7, 15, 26]. Based on all the
mentioned information, we can prove our second main result:
Theorem 1.6 (Theorem 3.2, Theorem 4.1, and Theorem 4.3). For any prime p,
Pn(pr) is Z/pr+1-hyperbolic with n ≥ 3 and r ≥ 1. Also, Pn(2) is Z/2-and Z/8-
hyperbolic for each n ≥ 3.
In [8], there is a homotopy commutative digram which connects the homotopy
groups of spheres with that of Moore spaces. Hence, it may be now a good place
to remark that the special case of Question 1.4 for spheres deserves an independent
statement:
Question 1.7. Is Sn (n ≥ 2) p-hyperbolic?
We also study some other possible candidates which may be p-hyperbolic, based
on an observation about the work of Beben and the second author [1]. Suppose
X is a suspended finite CW -complex localized at p such that either Vodd = 0 or
Veven = 0 with V = H˜∗(X ;Z/p). Then under some condition, it is proved in [1]
that some suitable suspensions of X is a homotopy retract of L∗(X), where L is the
geometric realization of the algebraic Lie functor (See Section 4), and the image
of the homology of this suspension in the graded tensor algebra T (V ) can be well
described in terms of Lie actions. Our observation is that by applying different
but the same type of Lie actions, we can get many pieces of suspensions of X that
are all the wedge summands of L∗(X) (Proposition 5.2). Then in order to prove
the p-or Z/pr-hyperbolicity of such spaces in the spirit of the proof of the previous
results, it suffices to find some suitable knowledge of the homotopy groups of X ,
for instance, to find a Z/pr summand in each term of some arithmetic sequence
π∗(Σ
∗X) as before.
Before the end of the introduction, it is also interesting to raise the following
question:
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Question 1.8. Suppose X is a simply connected p-hyperbolic (or Z/pr-hyerbolic)
finite CW complex of dimension n. Are there numbers λ > 0 and C > 1 such that
Ts+a(n) − Ts (or ts+a(n) − ts) ≥ λCs
for some linear function a(n) and any s ≥ 1, where T and t are as in Definition 1.2
and 1.1.
This question is a weaker p-local version of Question 6 in Chapter 39 of [11],
where Fe´lix, Halperin and Thomas name a positive answer to the rational version
of the problem when λCs = 1 by the gap theorem. Hence we may say a positive
answer to Question 1.8 is a p-(or Z/pr-) hyperbolic gap theorem for X . Indeed, for
the rational case Fe´lix Halperin and Thomas have even showed a stronger result in
[12], where they also raise a question similar to Question 1.8 in the local setting.
The paper is organized as follows. In section 2, we prove Theorem 1.5. Theorem
1.6 is proved in section 3 and 4. Section 5 is devoted to other possible candi-
dates. We also add an appendix to reprove that the homotopy groups has at most
exponential growth.
2. Functorial decomposition and hyperbolicity
In this section, we study the hyperbolicity with the help of functorial decomposi-
tion, for which let us recall a powerful functorial decomposition of loop suspension
developed by Selick and the second author.
Theorem 2.1 ([21], Theorem 1.2). Let X be any path-connected p-local CW com-
plex. Then there are homotopy functors Q˜maxn , n ≥ 2 and A˜min from path-connected
p-local CW complexes to spaces with the following properties
1) Q˜maxn is a functorial retract of ΣX
∧n;
2) there is a functorial decomposition
ΩΣX ≃ A˜min(X)× Ω
( ∞∨
n=2
Q˜maxn (X)
)
.
Now we can prove our main theorems of this section, the mod 2 version of which
is as follows.
Theorem 2.2. Suppose X is a path-connected finite complex localized at 2 such
that
1) ΣnM+1X is a homotopy retract of Q˜maxnl+1(X) for some fixed M , l ∈ Z+ and
sufficient large n;
2) There exists some n satisfying 1) such that the multiplicity of ΣnM+1X in the
decomposition of ΣX∧(nl+1) is bigger than 1, i.e., there exists some map
ΣnM+1X ∨ ΣnM+1X −→ ΣX∧(nl+1)
which admits a left homotopy inverse;
3) There is a Z/2r-summand in πKn+k(Σ
An+aX) for sufficient large n and some
fixed K, A ∈ Z+ and k, a ∈ Z.
Then ΣX is Z/2r-hyperbolic if g.c.d.(M + li, A) = 1 for any integer i with
0 ≤ i ≤ A− 1.
Proof. We prove this theorem by four steps.
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Step 1: prove that there exists a Z/2r-summand in πK(i)n+k(i)(Σ
An+iX) for
each integer i with 0 ≤ i ≤ A− 1 and sufficient large n, where K(i) ∈ Z+, k(i) ∈ Z
are some constants.
By Lemma 2.2 of [21] and Lemma 2.1 of [19], Q˜maxnl+1(X) is a functorial homotopy
retract of ΣX∧(nl+1) such that
Q˜maxnl+1(X) ≃ hocolimf ΣX∧(nl+1)
for some f =
∑
σ∈Snl+1
kσσ. Since σ induces identity on mod 2 homology, the com-
position map
Σnl+1Q˜maxnl+1(X)→ Σnl+2X∧nl+1 ≃ Σ(ΣX)∧nl+1 → Q˜maxnl+1(ΣX)
is a homotopy equivalence. More generally, we have
Q˜maxnl+1(Σ
tX) ≃ Σ(nl+1)tQ˜maxnl+1(X).
Then by condition 1), we have ΣnM+1+(nl+1)tX is a homotopy retract of Q˜maxnl+1(Σ
tX)
for sufficient large n. Then we see that the loop map
ΩΣnM+1+(nl+1)tX → ΩQ˜maxnl+1(ΣtX)→ ΩΣt+1X
has a left homotopy inverse. Now let t = An′+ i, we see that nM +1+ (nl+1)t =
A(nl + 1)n′ + (M + li)n+ i+ 1. If
(2.1) A(nl + 1)n′ + (M + li)n+ i+ 1 ≡ a mod A
holds, then by condition 3) there is a Z/2r-summand in π∗(ΩΣ
A(nl+1)n′+(M+li)n+i+1X),
and then in π∗(ΩΣ
An′+i+1X) for sufficient large n. Since by hypothesis g.c.d.(M +
li, A) = 1 for any integer i with 0 ≤ i ≤ A − 1, then the congruent equation (2.1)
has a solution for each i with 0 ≤ i ≤ A− 1. For each i, choose a sufficient large n
satisfying (2.1), then there is a Z/2r-summand in π∗(ΩΣ
An′+i+1X) and we see the
claim of Step 1 holds.
Step 2: prove that the multiplicity of ΣsnM+1X in the decomposition of ΣX∧(snl+1)
is at least 2s.
By condition 2), there is a map ΣnM+1X ∨ ΣnM+1X −→ ΣX∧(nl+1) which
admits a left homotopy inverse. Then the composition map
ΣX∧(2nl+1) ≃ ΣX∧(nl+1) ∧X∧nl ←֓ (ΣnM+1X ∨ΣnM+1) ∧X∧nl
≃ ΣnM+1X∧(nl+1) ∨ ΣnM+1X∧(nl+1)
←֓ ΣnM (ΣnM+1X ∨ΣnM+1X) ∨ ΣnM (ΣnM+1X ∨ΣnM+1X)
≃
∨
4
Σ2nM+1X
admits a left homotopy inverse. Iterating the process, we see that there is a map
(2.2) ΣX∧(snl+1) ←֓
∨
2s
ΣsnM+1X
which admits a left homotopy inverse.
Step 3: address some summands in π∗(ΩΣX) with exponential multiplicity.
By Theorem 2.1, we have
ΩΣX ≃ Ω
( ∞∨
n=2
Q˜maxn (X)
)
× A˜min(X).
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Also, condition 1) implies
Ω
( ∨
large n
ΣnM+1X
)
→֒ Ω
( ∞∨
n=2
Q˜maxnl+1(X)
)
has a left homotopy inverse. Hence, Ω
(∨
large nΣ
nM+1X
)
is a homotopy retract
of ΩΣX . Choose some n = n0 satisfying condition 1), we see in particular
ΩΣX ←֓ Ω
(
Σn0M+1X ∨Σ(n0+1)M+1X ∨ · · · ∨ Σ(n0+nl)M+1X
)
admits a left homotopy inverse. Then by Hilton-Milnor theorem [24], we have
ΩΣ
(
Σn0MX∧Σ(n0+1)MX∧· · ·∧Σ(n0+nl)MX
)
≃ ΩΣ
(
Σ(nl+1)(n0+1/2nl)MX∧(nl+1)
)
is a factor of ΩΣX which corresponds to the term [y0, y1, . . . , ynl] in the free Lie
algebra L[y0, y1, . . . , ynl]. Denote Dn = (nl + 1)(n0 + 1/2nl), then by condition 2)
we have
ΩΣ
(
ΣDnMX∧(nl+1)
) ←֓ ΩΣDnM (ΣnM+1X ∨ ΣnM+1X)
which admits a left homotopy inverse form some n. Without loss of generality, we
may assume n = n0 and denote D = Dn0 . Then apply Hilton-Milnor theorem again
to ΩΣDnM (ΣnM+1X ∨ ΣnM+1X) ≃ ΩΣ(Σ(D+n0)MX ∨ Σ(D+n0)MX) and consider
the factors of weight sn0l+ 1 for any s ∈ Z+, we have the composition map
ΩΣX ←֓ ΩΣ(Σ(D+n0)MX ∨ Σ(D+n0)MX)
←֓
∏
weight=sn0l+1
ΩΣ
((
Σ(D+n0)MX
)∧b1 ∧ (Σ(D+n0)MX)∧b2)
≃
W (sn0l+1)∏
j=1
ΩΣΣ(sn0l+1)(D+n0)MX∧(sn0l+1)
←֓
W (sn0l+1)∏
j=1
ΩΣ(sn0l+1)(D+n0)M
(∨
2s
Σsn0M+1X
)
,
where
W˜ (s) := W (sn0l + 1) =
1
sn0l + 1
∑
d|sn0l+1
µ(d)2(sn0l+1)/d
is the number of the elements of weight sn0l+1 in the Hall basis of L[y1, y2] [24], and
the last map is obtained by applying Step 2. It is clear that the above composition
map admits a left homotopy inverse, and hence we have an injection of homotopy
groups
π∗+1(ΣX) ←֓
⊕
2s·W˜ (s)
π∗+1
(
Σ(sn0l+1)(D+n0)M+sn0M+1X
)
.
Step 4: prove the theorem.
By Euclidean division, we have
(sn0l + 1)(D + n0)M + sn0M + 1
= ((D + n0)n0lM + n0M)s+ (D + n0)M + 1
= N(s)A+ i(s)
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for some functions N(s), i(s) : Z+ → Z≥0 such that 0 ≤ i(s) ≤ A − 1. Then N(s)
is an increasing function and for any s
N(s+ 1)−N(s) = 1
A
(
(D + n0)n0lM + n0M + (i(s)− i(s+ 1))
)
<
1
A
(
(D + n0)n0lM + n0M
)
+ 1
≤ c
for some c ∈ Z+. On the other hand, recall in Step 1 we have proved that there
exists a Z/2r-summand in πK(i)n+k(i)(Σ
An+iX) for each integer i with 0 ≤ i ≤ A−1
and sufficient large n, where K(i) ∈ Z+, k(i) ∈ Z are some constants. We may set
K˜ = maxi {K(i) + 1},
and consider the sequence {K˜N(s) + λ}s for each λ = 0, 1, . . . , cK˜ − 1. Then we
notice that any sufficient large n is a term of sequence {K˜N(s) + λ}s for some λ
(for n ∈ [K˜N(s), K˜N(s+ 1)) for some s and K˜N(s+ 1)− K˜N(s) < cK˜). Also for
any i,
K(i)N(s) + k(i) ≤ K˜N(s) + λ
for sufficient large s. In particular,
K(i(s))N(s) + k(i(s)) ≤ K˜N(s) + λ.
Since by Step 3 there is an injection of homotopy groups
π∗+1(ΣX) ←֓
⊕
2s·W˜ (s)
π∗+1
(
ΣAN(s)+i(s)X
)
,
we see that⊕
∗+1≤K˜N(s)+λ
π∗+1(ΣX) ←֓
⊕
2s·W˜ (s)
πK(i(s))N(s)+k(i(s))
(
ΣAN(s)+i(s)X
)
←֓
⊕
2s·W˜ (s)
Z/2r,
where the last injection is obtained by Step 1. Hence we have for the subsequence
{K˜N(s) + λ}s of Z+
lim inf
s
ln tK˜N(s)+λ
K˜N(s) + λ
≥ lim inf
s
ln
(
2s · W˜ (s))
K˜N(s) + λ
> 0.
Finally, since the positive integer sequence Z+ is eventually the union of {K˜N(s)+
λ}s for λ = 0, 1, . . . , cK˜ − 1, the theorem then follows from Lemma 2.3. 
Lemma 2.3. Given a seqence {ai}i and its subsequences {b(1)i }, {b(2)i }, . . ., and
{b(n)i }, if the union of {b(k)i }’s is {ai}i, i.e., for any am, there exists some k such
that am = b
(k)
i for some i, then we have
lim inf
i
ai = min
{
lim inf
i
b
(1)
i , lim infi
b
(2)
i , . . . , lim infi
b
(n)
i
}
.
Proof. It is well known that if we partition a sequence into finite number of subse-
quences, then the lower limit of the sequence is equal to the minimum lower limit
of its subsequences. Then we may set
{a(1)i } = {b(1)i }, {a(2)i } = {b(2)i } \ {b(1)i }, {a(3)i } = {b(3)i } \ {b(1)i } ∪ {b(2)i }, . . . ,
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{a(n)i } = {b(n)i } \
({b(1)i } ∪ {b(2)i } ∪ . . . ∪ {b(n−1)i }).
It is clear that {a(k)i }, k = 1, 2, . . . , n is a partition of {ai}, hence
lim inf
i
ai = min
{
lim inf
i
a
(1)
i , lim infi
a
(2)
i , . . . , lim infi
a
(n)
i
}
.
However by construction we also have lim infi a
(k)
i ≥ lim infi b(k)i ≥ lim infi ai for
each k, then
lim inf
i
ai = min
{
lim inf
i
a
(1)
i , lim infi
a
(2)
i , . . . , lim infi
a
(n)
i
}
≥ min { lim inf
i
b
(1)
i , lim inf
i
b
(2)
i , . . . , lim inf
i
b
(n)
i
}
≥ lim inf
i
ai.

Theorem 2.4. Suppose X is a path-connected finite complex localized at an odd
prime p such that
1) Σ2nM+1X is a homotopy retract of Q˜maxnl+1(X) for some fixed M , l ∈ Z+ and
sufficient large n;
2) There exists some n satisfying 1) such that the multiplicity of Σ2nM+1X in
the decomposition of ΣX∧(nl+1) is bigger than 1, i.e., there exists some map
Σ2nM+1X ∨ Σ2nM+1X −→ ΣX∧(nl+1)
which admits a left homotopy inverse;
3) There is a Z/pr-summand in πKn+k(Σ
2An+2a+1X) for sufficient large n and
some fixed K, A ∈ Z+ and k, a ∈ Z.
Then ΣX is Z/pr-hyperbolic if g.c.d.(M + li, A) = 1 for any integer i with
0 ≤ i ≤ A− 1.
Proof. The proof of this theorem is the same as that of Theorem 2.2 except some
minor modifications.
Step 1: prove that there exists a Z/pr-summand in πK(i)n+k(i)(Σ
2An+2i+1X) for
each integer i with 0 ≤ i ≤ A− 1 and sufficient large n, where K(i) ∈ Z+, k(i) ∈ Z
are some constants.
Since in this mod p case σ induces sgn (σ) on mod p homology, we only have
Q˜maxnl+1(Σ
2X) ≃ Σ2(nl+1)Q˜maxnl+1(X).
Similarly,
Q˜maxnl+1(Σ
2tX) ≃ Σ2(nl+1)tQ˜maxnl+1(X).
As in Theorem 2.2, we also have a loop map
ΩΣ2nM+1+2(nl+1)tX → ΩQ˜maxnl+1(Σ2tX)→ ΩΣ2t+1X
which admits a left homotopy inverse. Still let t = An′ + i, then 2nM +1+ 2(nl+
1)t = 2A(nl + 1)n′ + 2(M + li)n+ 2i + 1. Then the claim of Step 1 holds due to
the congruent condition.
Step 2 and Step 3: same as in that of Theorem 2.2 with some symbol change.
Step 4: prove the theorem.
At this case, we have
2(sn0l+ 1)(D + n0)M + 2sn0M + 1 = 2N(s)A+ 2i(s) + 1
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for some functions N(s), i(s) : Z+ → Z≥0 such that 0 ≤ i(s) ≤ A − 1. Since we
only need odd times of suspension of X , we may close the proof by using the claim
of Step 1 and the similar argument as that of Step 4 in Theorem 2.2. 
3. The hyperbolicity of mod 2 Moore spaces
We are now interested in some concrete examples which may be locally hyperbolic.
The first ones are the local Moore spaces and the methods here still heavily rely
on the decomposition techniques. However, we use different decomposition from
Theorem 2.1 in this section.
Let X be a path connected p-local CW complex of finite type and Sk denote
the symmetric group on k letters. The natural action of any element δ ∈ Z/p[Sk]
on V ⊗k with V = H˜∗(X ;Z/p) by permuting coordinates can be realized as a local
map
δ˜ : ΣX∧k → ΣX∧k.
Also there are the so-called Dynkin-Specht-Wever elements βk which are defined
by β2 = 1− (1, 2) and the recursion relation
βk = (1⊗ βk−1) ◦ (1− (1, 2, . . . , k)).
The action of βk on V
⊗k is then given by sending a tensor x1 ⊗ x2 . . .⊗ xk ∈ V ⊗k
to the commutator
[x1, [x2, . . . , [xk−1, xk] . . .]] ∈ V ⊗k.
An important and useful property of βk is that βk◦βk = kβk. Hence if g.c.d. (p, k) =
1 then
1
k
βk ◦ 1
k
βk =
1
k
βk
which is an idempotent. Then id− 1kβk is also an idempotent. From their realiza-
tions 1k β˜k and id − 1k β˜k, we can define two homotopy telescopes: one of which we
may denote by
L˜k(X) = hocolim 1
k
β˜k
ΣX∧k,
and the other one by Y . Then it is easy to see there is homotopy equivalence
ΣX∧k ≃ L˜k(X) ∨ Y.
Furtherm if X itself is a suspension, then L˜k(X) ≃ ΣLk(X) where
Lk(X) = hocolim 1
k
β˜k
X∧k.
There is a much more stronger decomposition involving the Lie functors which is
proved by the second author and will be used in the sequel.
Theorem 3.1 ([25], Theorem 1.6). Let X be a path-connected p-local complex of
finite type and 1 < k1 < k2 · · · be a sequence of integers such that
1) kj 6≡ 0 mod p for each j ≥ 1;
2) kj is not a multiple of any ki for each i 6= j.
Then
ΩΣX ≃
∏
i
Ω(L˜kj (X))× (some other space).
We are now in a position to prove the hyperbolicity of mod 2 Moore spaces.
Theorem 3.2. Pn+1(2) is Z/2i-hyperbolic for each n ≥ 2 and i = 1, 2, 3.
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Proof. By Proposition 3.1 of [4] we know that Σ1+k(2n−1)Pn(2) is a homotopy re-
tract of L˜2k+1(P
n(2)) ≃ ΣL2k+1(Pn(2)). On the other hand, by the Witt dimension
formula we see that for any odd prime p
dim (Lp2(V )) =
1
p2
(2p
2 − 2p) ≡ 0 mod 4,
where V = H¯∗(P
n(2);Z/2). Further Theorem 1.2 of [20] suggests that in the
decomposition of self-smash products of mod 2 Moore spaces
ΣPn(2)∧m ≃
∨
m/2<a<m
c(a,m−a)∨
Q(a,m−a)(Pn(2)),
either dim H¯∗(Q
(a,m−a)(Pn(2))) ≡ 0 mod 4 or dim H¯∗(Q(a,m−a)(Pn(2))) = 2 and
moreover Q(a,m−a)(Pn(2)) ≃ Σt(Pn(2)) for some t in the later case. Combining all
the three facts above, we see that there exists a map
L˜p2(P
n(2)) ←֓ Σ1+p
2
−1
2 (2n−1)Pn(2) ∨ Σ1+ p
2
−1
2 (2n−1)Pn(2)
which admits a left homotopy inverse. Now from Theorem 3.1, we also get
ΩPn+1(2) ≃
∏
p
Ω(L˜p2(P
n(2)))× (some other space)
which implies
ΩPn+1(2) ←֓ Ω(Σ1+ p2−12 (2n−1)Pn(2) ∨Σ1+ p2−12 (2n−1)Pn(2))
admits a left homotopy inverse. By Hilton-Milnor theorem, we have
Ω
(
Σ1+
p2−1
2 (2n−1)Pn(2) ∨ Σ1+ p
2
−1
2 (2n−1)Pn(2)
)
←֓
∏
weight =2s+1
ΩΣ
((
Σ
p2−1
2 (2n−1)Pn(2)
)∧a1 ∧ (Σ p2−12 (2n−1)Pn(2))∧a2)
≃
W (2s+1)∏
j=1
ΩΣ1+
p2−1
2 (2n−1)(2s+1)Pn(2)∧(2s+1),
where W (2s+ 1) = dim L2s+1(V ).
Now by Corollary 3.7 of [26], we have the following decomposition
(RP 2)∧3 ≃ RP 2 ∧ CP 2 ∨ P 5(2) ∨ P 5(2),
from which it is easy to prove that there exists a homotopy embedding
(RP 2)∧(2s+1) ←֓
2s∨
i=1
P 3s+2(2).
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Hence we get
ΩPn+1(2) ←֓
W (2s+1)∏
j=1
ΩΣ1+
p2−1
2 (2n−1)(2s+1)Pn(2)∧(2s+1)
≃
W (2s+1)∏
j=1
ΩΣ1+
(
p2−1
2 (2n−1)+(n−2)
)
(2s+1)(RP 2)∧(2s+1)
←֓
W (2s+1)∏
j=1
ΩΣ1+(p
2n− p
2+3
2 )(2s+1)
2s∨
i=1
P 3s+2(2),
which implies that there exists an injection of homotopy groups for any odd prime
p (may fix some p for our proof)
π∗+1(P
n+1(2)) ←֓
⊕
W (2s+1)·2s
π∗+1
(
P (p
2n− p
2+3
2 )(2s+1)+3s+2(2)
)
.
On the other hand, by Corollary 1.4 of [4] we know that there exists a Z/8-summand
in πK(i)m+k(i)(Σ
4m+iPn+1(2)) for each m and i with 0 ≤ i ≤ 3 and some constants
K(i) ∈ Z+, k(i) ∈ Z. Then by the same argument as that of Step 4 in the proof of
Theorem 2.2, we see that Pn+1(2) is Z/8-hyperbolic.
Since there are many stable elements of order 2 and 4 for Pn+1(2) such as
πn(P
n+1(2)) ∼= Z/2 and πn+2(Pn+1(2)) ∼= Z/4 for any n ≥ 2 as shown in the table
of the homotopy groups of mod 2 Moore spaces in [26], we also see that Pn+1(2) is
Z/2- and Z/4-hyperbolic. 
Remark 3.3. One may attempt the hyperbolicity of Pn+1(2) by using Theorem
2.2, then the only difficulty is to check condition 1). In [26], the second author has
proved that there is a Moore space as a summand of Q˜maxi (P
n+1(2)) for each i = 3,
5, 7, 9. Also, it has been proved in [4] that the iterated suspension of Pn+1(2)
is a homotopy retract of L˜2k+1(P
n+1(2)). These two facts may suggest that this
summand determined by the Lie elements adk([µ, ν](µ)) and adk([µ, ν](ν)) may lie
in Q˜max2k+1(P
n+1(2)). But at this moment, we have neither proved it nor disproved
it.
4. The hyperbolicity of mod pr Moore spaces
In this section, we continue to prove the hyperbolicity of other Moore spaces.
4.1. p = odd prime.
Theorem 4.1. Pn(pr) is Z/pr+1-hyperbolic for each odd prime p, n ≥ 3 and r ≥ 1.
Proof. Since by Theorem 1.1 of [7] there is a homotopy decomposition
ΩP 2n+2(pr) ≃ S2n+1{pr} × Ω
∞∨
m=0
P 4n+2mn+3(pr)
for n ≥ 1 where S2n+1{pr} is the homotopy theoretic fibre of the degree map
pr : Sn → Sn, it suffices to prove the theorem for P 2n+1(pr) with n ≥ 2. In
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[9, 15], Cohen, Moore and Neisendorfer have proved a homotopy decomposition of
odd dimensional Moore spaces
ΩP 2n+1(pr) ≃ ΩΣ
∨
α
Pnα(pr)× T 2n+1{pr},
where T 2n+1{pr} is the atomic piece of ΩP 2n+1(pr) containing the bottom cell and
nα runs over an index set of integers greater than 4n− 1 and there are only finitely
many nα with a given value. For our purpose, we may choose any two indexes nα
and nβ such that nα ≤ nβ , and then by Hilton-Milnor theorem we have
ΩP 2n+1(pr) ←֓ ΩΣ(Pnα(pr) ∨ Pnβ (pr))
←֓
∏
weight =s
ΩΣ
(
(Pnα(pr))∧a1 ∧ (Pnα(pr))∧a2)
≃
∏
W (s),a2
ΩΣΣ(nβ−nα)a2(Pnα(pr))∧s.
On the other hand, there is a homotopy equivalence [17]
Pn(pr) ∧ Pn(pr) ≃ P 2n(pr) ∨ P 2n−1(pr),
from which it is not hard to see that in the homotopy decomposition of (Pn(pr))∧k,
each factor P i(pr) corresponds to the monomial xi in the polynomial expansion of
xn(xn+xn−1)k with the same multiplicity. Hence we may denote the decomposition
by
(Pn(pr))∧k ≃ Pn(pr) · (Pn(pr) + Pn−1(pr))k,
where + means wedge product and P i(pr) · P i(pr) = P i+j(pr). Combining the
above, we have a homotopy embedding
ΩP 2n+1(pr) ←֓
∏
W (s),a2
ΩΣΣ(nβ−nα)a2
(
Pnα(pr) · (Pnα(pr) + Pnα−1(pr))s),
which implies there exists an injection
π∗+1(P
2n+1(pr)) ←֓
⊕
W (s),a2
π∗+1
(
Σ(nβ−nα)a2+1Pnα(pr) · (Pnα(pr) + Pnα−1(pr))s).
Now by Theorem 1.4 of [7] which was later strengthened in [15], there are Z/pr+1-
summands in π2p(m−1)−1(P
2m−1(pr)) and π4pm−2p−1(P
2m(pr)) for any m ≥ 2.
Then we can choose sequence {(2p+1)nβs+λ}s for each λ = 0, 1, · · · , (2p+1)nβ−1,
and notice that
(nβ − nα)a2 + 1 + nα + (nαi+ (nα − 1)j)
≤ (nβ − nα)s+ 1 + nα + nαs
= nβs+ nα + 1
for any i and j with i+ j = s. Also, (2p+ 1)nβs+ λ ≥ 2p(nβs+ nα + 1) for large
s, then from the above injection of homotopy groups we have
π∗+1(P
2n+1(pr)) ←֓
⊕
W (s)·2s
Z/pr+1.
Hence we see
lim inf
s
ln t(2p+1)nβs+λ
(2p+ 1)nβs+ λ
≥ lim inf
s
ln
(
W (s) · 2s)
(2p+ 1)nβs+ λ
> 0,
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and the theorem now follows from Lemma 2.3. 
4.2. p = 2 and r ≥ 2.
Lemma 4.2. There exist Z/2r+1-summands in the homotopy groups π4n−2P
2n(2r)
and π12n−2(P
2n+1(2r)) for any sufficient large n.
Proof. In Section 21 of [5], Cohen has constructed an element in π4n−3(ΩP
2n(2r))
which corresponds to the Lie element [µ, ν] ∈ H4n−3(ΩP 2n(2r);Z/2r) for any n ≥ 2,
and also proved that it is of order exactly 2r+1 if r ≥ 2 and the Whitehead product
ω2n−1 is not divisible by 2. Then according to the recent famous solution to the
Kervaire invariant one problem by Hill, Hopkins and Ravenel [14], we know that
ω2n−1 is not divisible by 2 for any n > 64. Hence, there exists a Z/2
r+1-summand
in π4n−2P
2n(2r) for n > 64.
For the odd dimension case, there is a homotopy equivalence
P 6n(2r) ≃ Σ1+(4n−1)P 2n(2r) ≃ L˜3(P 2n(2r))
by Proposition 3.1 of [4]. Hence the composition map
ΩP 6n(2r) ≃ ΩL˜3(P 2n(2r)) →֒ ΩP 2n+1(2r)
admits a left homotopy inverse by Theorem 3.1, and then the lemma follows from
previous discussion. 
Theorem 4.3. Pn(2r) is Z/2r+1-hyperbolic for each n ≥ 3 and r ≥ 2.
Proof. In this case, there is also a homotopy decomposition [6]
ΩPm(2r) ≃ Tm(2r)× Ω
∨
n∈I
Pn(2r)
for each m ≥ 3 and r ≥ 2. Further, we also have the homotopy equivalence
Pn(2r) ∧ Pm(2r) ≃ Pm+n(2r) ∨ Pm+n−1(2r)
for r ≥ 2. Combining Lemma 4.2 with the above two equivalences, we see that the
case when p = 2 and r ≥ 2 is similar to the odd prime case. Hence the theorem
can be proved by a similar argument to that of Theorem 4.1. 
5. Possible candidates to be p-hyperbolic
In this section, we may discuss some other examples which may be served as good
candidates to have hyperbolic properties. From the discussion in the previous
sections, we may notice that one of the key points may be to find some suspensions
of the space under consideration which is the homotopy retract of the loop of the
space. Further, it will be much helpful if the multiplicity of this suspension is
greater than one. Our exposition in this section will exactly follow this idea.
Suppose X is a suspended finite CW -complex localized at p such that either
Vodd = 0 or Veven = 0 where V = H˜∗(X ;Z/p). Denote that dim V = l and M to be
the sum of the degrees of the generators of V . Then in [1], Beben and the second
author have proved that if 1 < l < p− 1, ΣMX is a homotopy retract of Ll+1(X).
By their construction, ΣMX is homotopy equivalent to the telescope T (g) of the
composition map
g : X∧(l+1)
fsl∧id−→ X∧(l+1) fβl+1−→ X∧(l+1).
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For defining fsl and fβl+1, first notice that we can define a right action of Z/p[Sk]
on V ⊗k by permuting factors in a graded sense where Sk denotes the symmetric
group on k letters. Then we may take three types of special elements in Z/p[Sk] to
get the corresponding self-morphism of V ⊗k:
sˆk =
∑
σ∈Sk
sgn (σ)σ,
s¯k =
∑
σ∈Sk
σ,
and the Dynkin-Specht-Wever elements βk (see Section 4). We now define sl by
sl = s¯l if Veven = 0 and sl = sˆl if Vodd = 0. Since X is a suspension, the self
morphisms of V ⊗(l+1) determined by sl ⊗ id and βl+1 can be realized as self-maps
of X∧(l+1) which are exactly fsl∧ id and fβl+1 . Then g can be formed as above such
that Im H˜∗(g) ∼= ΣMV and H˜∗(g) is an idempotent up to an unit if l < p− 1, and
hence the telescope T (g) is a homotopy retract of X∧(l+1). Further by checking the
homology, T (g) ≃ ΣMX and indeed lies in Ll+1(X).
By the above construction, we observe that there are other ways to produce
ΣMX to be a homotopy retract of Ll+1(X). That is, we simply let sl act on any
others l factors in V ⊗(l+1) rather than the first l ones. To be precise, we may define
the compositions
gσj : X
∧(l+1) σj−→ X∧(l+1) g−→ X∧(l+1) σ
−1
j−→ X∧(l+1),
for σj =
( 1 ··· j−1 j j+1 ··· l+1
1 ··· j−1 l+1 j ··· l
)
with 1 ≤ j ≤ l + 1. Notice that gσl+1 = g, and
Im H˜∗(gσj ) = Im H˜∗(g) ·σj . Since we also have Im H˜∗(g) = Im (sl⊗ id) [1], we see
that Im H˜∗(gσj ) is Z/p-generated by
(
sl(x1⊗x2⊗ · · ·⊗xl)⊗xi
) ·σj with 1 ≤ i ≤ l
where x1, x2, . . ., xl is a basis of V .
Our aim is to determine a lower bound of the multiplicity of ΣMX in the ho-
motopy decomposition of Ll+1(X). To achieve this, we first work on the homology
level and prove that the sum of any l out of the l+1 images Im H˜∗(gσj ) ∈ V ⊗(l+1)
(1 ≤ j ≤ l + 1) is indeed a direct sum, but the sum of all the l + 1 images is not.
Lemma 5.1. The equality
(5.1)
∑
i,j
ci,j
(
sl(x1 ⊗ x2 ⊗ · · · ⊗ xl)⊗ xi
) · σj = 0
holds in V ⊗(l+1) for some constants ci,j’s if and only if
(5.2) ci,1 = −ci,2 = ci,3 = · · · = (−1)lci,l+1
for any 1 ≤ i ≤ l.
Proof. First, we see that there are l! monomials in the expansion of sl(x1 ⊗ x2 ⊗
· · · ⊗ xl)⊗ xi, and then l(l+ 1)l! = l(l+ 1)! monomials in the expansion of the left
hand side of (5.1), and the involved monomials are of the form
xi1 ⊗ · · · ⊗ xk ⊗ · · · ⊗ xk · · · ⊗ xil+1 ,
where {i1, . . . , k, . . . , il+1} = {1, 2, . . . , l}, i.e. each xi appears at least once. We
also notice that there are exactly
(
l+1
2
)
l! = l(l+1)!2 distinct such monomials. On the
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other hand, any such monomial can be written as two different ways:
xi1 ⊗ · · · ⊗ xk ⊗ · · · ⊗ xk · · · ⊗ xil+1
=
(
(x1 ⊗ · · · ⊗ xl) · τ1 ⊗ xk
)
σs
or =
(
(x1 ⊗ · · · ⊗ xl) · τ2 ⊗ xk
)
σt,
where s and t refer to the two positions of xk in the monomial. Hence each monomial
appears at least twice in the expansion of the left hand side of (5.1), and then
appears exactly twice. These monomials are clearly linear independent, and then
(5.1) holds if and only if ck,s + (−1)s−t−1ck,t = 0 for all k, s and t. 
Proposition 5.2. If 1 < l < p− 1, the multiplicity of ΣMX in Ll+1(X) is at least
l, i.e., there exists a map ∨
l
ΣMX →֒ Ll+1(X)
which admits a left homotopy inverse.
Proof. We may prove the proposition by induction. Let us consider the l morphisms
gσj with 1 ≤ j ≤ l. By Lemma 5.1, we see that the sum of the homology images
Im H˜∗(gσj ) ∈ V ⊗(l+1) (1 ≤ j ≤ l) is a direct sum (ci,l+1 = 0 imples ci,j = 0).
Suppose there exists at least k copies of ΣMX in the homotopy decomposition of
X∧l+1, and further they are determined by gσj for 1 ≤ j ≤ k respectively. Then
we have the diagram of maps
ΣMX
∨k
j=1 Σ
MX X∧(l+1) X∧(l+1)/
∨k
j=1 Σ
MX =: Yk
Yk+1,
pk◦ik+1
ik+1
ιk:=∨jij pk
pk,k+1
sk
where ij : Σ
MX ≃ T (gσj ) → X∧(l+1), pk ◦ sk ≃ id, and the row and the column
are cofibre sequences. Consider the composition map i′k+1 := sk ◦ pk ◦ ik+1. Since
we know
Im ik+1∗ ∩
k⊕
j=1
Im ij∗ = 0,
then pk∗ ◦ik+1∗ is injective which implies i′k+1∗ = sk∗ ◦pk∗◦ik+1∗ is injective. Hence
the composition map
ΣMX ∨X∧(l+1)/ΣMX i
′
k+1∨jk+1→֒ X∧(l+1) ∨X∧(l+1) ∇→ X∧(l+1),
induces the isomorphism of Z/p-homology, and then is a homotopy equivalence.
Now there exists some map
t′k+1 : X
∧(l+1) → ΣMX
such that t′k+1 ◦ i′k+1 ≃ id, i.e. (t′k+1 ◦ sk) ◦ (pk ◦ ik+1) ≃ id. It follows that the
composition map
Yk
comult−→ Yk ∨ Yk
t′k+1◦sk∨pk,k+1−→ ΣMX ∨ Yk+1
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is a homotopy equivalence. Hence
ΣMX ∨
k∨
j=1
ΣMX →֒ Yk ∨
k∨
j=1
ΣMX
≃−→ X∧(l+1)
is a homotopy embedding which closes our inductive step, and we have proved that
there are at least l copies of ΣMX in the homotopy decomposition of X∧(l+1).
By the proof of Proposition 4.2 in [1], each ΣMX is indeed a homotopy retract of
Ll+1(X). Then the composition map∨
l
ΣMX → X∧(l+1) → Ll+1(X)→ X∧(l+1) →
∨
l
ΣMX
induces the isomorphism of Z/p-homology, and hence l copies of ΣMX indeed lie
in Ll+1(X). 
From this proposition, if we also know some suitable knowledge of the homotopy
groups of the related spaces as that in Theorem 2.2 and others, then there is a good
chance to prove that our space X is locally hyperbolic.
6. Appendix: The homotopy groups have at most exponential growth
The upper bound of the size of the homotopy groups was determined by Henn [13]
using the unstable Adams spectral sequence (or Bousfield-Kan spectral sequence)
where he considered the radius of convergence of the generating function of homo-
topy groups. Here we reprove the result directly as a comparison to our previous
results. We start with the construction of the unstable Adams spectral sequence.
Definition 6.1. Given any groupG and a fixed prime number p, the lower p-central
series of G is the filtration
G = Γ1G ⊇ Γ2G ⊇ . . . ⊇ ΓsG ⊇ . . . ,
where
ΓsG = {[x1, x2 . . . , xl]p
t | lpt ≥ s, xi ∈ G},
and [x1, x2 . . . , xl] = [[. . . [x1, x2] . . .], xl] denotes the iterated commutator.
If G is a free group, then there is an isomorphism of restricted Lie algebras⊕
s
ΓsG/Γs+1G ∼= L(G/Γ2G)
between the direct sum of the quotients of subsequent terms in the lower p-central
series and the free restricted Lie algebra over the abelianization of G, where for the
restricted Lie structure of the direct sum, the bracket is the commutator operation
and the p-th power morphism is derived from the power morphism in the group G.
SupposeK is a simply connected simplicial set, we can form the Kan construction
GK such that |GK| ≃ Ω|K|. Then apply Definition 6.1 for each dimension of GK,
we get a filtration of simplicial groups
GK = Γ1GK ⊇ Γ2GK ⊇ . . . ⊇ ΓsGK ⊇ . . . .
From its associated exact couple, we get a spectral sequence {Ei(K)}i which serves
as the unstable version of Adams spectral sequence.
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Theorem 6.2. [18] Suppose K is a simply connected simplicial set, then {Ei(K)}i
converges to E∞(K), and there are short exact sequences
0→ Fs+1πq(GK)→ Fsπq(GK)→ E∞s,q(K)→ 0,
where {Fsπq(GK) = Im
((p)
πq(Γs(GK))→(p) πq(GK)
)}s is the filtration of πq(GK) ∼=
πq+1(K) modulo the subgroup of elements of finite order prime to p. Further, the
E1-term of the spectral sequence has the form
E1s,q(K) = πq(ΓsGK/Γs+1GK)
∼= πq(Ls(GK/Γ2GK)).
The E1-term of the spectral sequence can be described in terms of the so-called
lambda algebra, the mod 2 version of which is defined as follows:
Definition 6.3. [2, 3] For p = 2, The lambda algebra Λ is the graded associative
differential algebra with unit over Z/2 with a generator λi of degree i for each i ≥ 0
and subject to the relations
λiλ2i+1+k =
∑
j≥0
(
k − 1− j
j
)
λi+k−jλ2i+1+j ,
while the differential ∂ is given by
∂(λi) =
∑
j≥1
(
i− j
j
)
λi−jλj−1.
In [3], it was proved that Λ is isomorphic as differential algebra to E1S which is
the E1-term of the associated spectral sequence of the lower 2-central series of FS,
the free group spectrum of sphere spectrum. The additive structure of Λ is similar to
that of Steenord algebra. We may denote λI = λi1λi2 . . . λis with I = (i1, i2 . . . , is)
be any finite sequence of non-negative integers, and call λI allowable (or admissible)
if 2ij ≥ ij+1 for each 0 < j < s or I = ∅. Then Λ has a Z/2-basis consisting of
all the allowable monomials. Further, denote by Λ(n) the additive subgroups of Λ
generated by the allowable monomials with some initial term λi such that i < n.
Then Λ(n) is a differential sub-algebra of Λ and in fact Λ(n) ∼= E1(Sn).
Theorem 6.4. Suppose K is a simply connected simplicial set such that H˜∗(K;Z/p)
is finite dimensional. Then the p-primary torsion part of π∗(K) has at most expo-
nential growth, i.e.,
lim sup
n
ln Tn
n
<∞,
where Tn is as in Definition 1.2.
Proof. First consider the case when p = 2. In [2] and [10], Bousfield and Curtis
have proved that there exists a natural isomorphism
φ : L(π(V ))⊗ˆΛ→ π∗L(V )
for any simplicial vector space V over Z/2. Here ⊗ˆ is defined by
M⊗ˆΛ =
⊕
n
Mn ⊗ Λ(n)
for any graded vector space M . Hence E1-term becomes
E1(K) ∼= L(π∗(GK/Γ2GK)) ⊗ˆ Λ ∼= L(s−1H˜∗K) ⊗ˆ Λ,
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under which
E12sl,q(K) ←֓
(
Ll(s
−1H˜∗K) ⊗ˆ Λs
)
q
,
and Λs is the graded sub-vector space of Λ generated by monomials of length s.
We will prove the theorem by estimating the size of the E1-term, before which
we have to deal with the terms involving λ0. By checking the definition of φ [10],
we see that for any x˜ ∈ (Ll(π∗(GK/Γ2GK)))q,
φ(x˜ ⊗ λ0) = x˜2 ∈ πq(L2l(GK/Γ2GK)).
Now if x ∈ πq(GK) is of order 2r, then there exists l such that x ∈ Γl(GK) and
x 6∈ Γl+1(GK), and its image x˜ ∈ πq
(
Ll(GK/Γ2GK)
) ∼= E1l,q(K) is a permanent
cycle. Further, for each 1 ≤ i ≤ r−1, x2i is presented by the permanent cycle x˜2i ∈
E12il,q(K) which corresponds to x˜ ⊗ λi0 under φ. Their images x˜2
i
∞ (0 ≤ i ≤ r − 1)
in the infinity page determine the element x ∈ πq(GK) through the filtration. On
the other hand, if x˜ ⊗ λ0 is a permanent cycle in E1-term, then it corresponds to
some x2 ∈ πq(GK) which implies x is also a Moore cycle. Hence in order to give an
upper bound of the number of 2-torsion summands in π∗(GK), it suffices to give
an upper bound of the dimension of E1-term by omitting the elements of the form
x˜⊗ λIλ0.
Now let us do the estimation. For the restricted Lie algebra L(s−1H˜∗K) which
is contained in its universal enveloping algebra T (s−1H˜∗K), we have
dim (L≤l(s
−1H˜∗K)) ≤ dim (T≤l(s−1H˜∗K)) ≤ C1al,
where a = dim (H˜∗K) and C1 is a positive constant.
For the lambda algebra, we may denote Λ˜ to be the graded sub-vector space of Λ
consisting of the allowable monomials ending with some λi (i > 0). Then we have
dim (Λ˜≤q) ≤
(
2q
q − 1
)
≤ C2bq
for some positive constant C2 and b, where the first inequality can be deduced from
that the dimension of Λ˜≤q is smaller than the number of the non-negative integer
solutions of the equation x1 + x2 + . . .+ xq + xq+1 = q, and the second inequality
can be obtained from the Stirling formula n! ∼ √2πn(ne )n.
Combining the previous arguments together, we have
Tq+1 ≤ C1aq × C2bq = C(ab)q,
for K is simply connected. Accordingly,
lim sup
q
ln Tq+1
q + 1
≤ ln (ab) <∞,
which prove the theorem for p = 2.
Though a little more complicated, the similar argument can be applied to prove
the theorem for any odd prime p. 
With the help of the stable version of the spectral sequence which from E2-term
on coincides with the Adams spectral sequence [3], a similar argument will show
the following:
EXPONENTIAL GROWTH OF HOMOTOPY GROUPS OF SUSPENDED FINITE COMPLEXES19
Theorem 6.5. Given a simply connected finite spectrum X, the p-primary torsion
of π∗(X) has at most exponential growth, i.e.,
lim sup
n
ln Tn
n
<∞.
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