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Abstract: Given an equation of the form Dy = f, where f is an algebraic polynomial and D a vth order linear ordinary 
differential operator with polynomial coefficients, together with v supplementary conditions, gj( y) = u,, j = 1,. . . , v, 
where the gj’s are given linear functionals, the basic idea of Lanczos’ r-method is to perturb the given ODE through 
the addition to its r.h.s. of an algebraic polynomial H,, usually a linear combination of Chebyshev polynomials, 
chosen so that the perturbed problem, Dy, = f + H,, g,( y,) = u,, j = 1,. . , v, has a unique polynomial solution. 
The choice of H,, however, is not a simple matter, as it depends essentially on structural properties of D. So, 
instead of starting by choosing a perturbation H,, and solving the perturbed problem afterwards, we rather take an 
orthogonal basis for the space of algebraic polynomials of degree < n, express y, in it, and determine its coefficients 
by making y, satisfy the given supplementary conditions and Dy, agree with Dy as far as possible or desired. 
This approximation principle leads quite naturally to good polynomial approximants of y in the sense of the 
r-method and is much more amenable to computer programming than Lanczos’ original idea. 
Using Newton’s linearization method, a given ODE with nonlinearities of polynomial form may be reduced to a 
sequence of linear ODES and to each of these we may apply the approximation principle described above. 
Nonlinearities of nonpolynomial form require a first stage approximation to reduce them to polynomial type and this 
may also be carried out with that principle. Combining it with Newton’s method leads to an efficient iterative scheme 
which has been applied with success to a number of nonlinear differential problems, for some of which a few 
numerical results will be given by way of illustration. 
Keywords: Ordinary differential equations, Lanczos’ r-method, Orthogonal polynomials, Newton’s linearization. 
1. Introduction and basic idea of Lanczos’ T-method 
Given an equation of the form 
DYW =_W1 a<x,<b, JaJ,lbl < 00, 0.1) 
where f(x) is an Nth degree algebraic polynomial and D a v th order linear differential operator 
with polynomial coefficients, 
(1.2) 
together with v supplementary (initial, boundary or mixed) conditions through linear combina- 
tions of function and derivative values of y, which we may write as 
g](Y) =Oj, j= l,*.*, v, (1.3) 
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where the g,‘s are given linear functionals, the basic idea of the r-method, as conceived by 
Lanczos in [4], [5], and [6] for the construction of a polynomial approximation Y, to the solution 
Y of the problem in (l.l)-(1.3) in a form suitable for numerical evaluation, is to perturb the given 
ODE (1.1) through the addition to its r.h.s. of a polynomial H,, usually chosen to be a linear 
combination of Chebyshev or Legendre polynomials with free coefficients, called the r-parame- 
ters, which are to be determined so that Y, is the unique polynomial solution of the following 
r-problem 
Dy,,(x)=f(x)+H,(x), adx<b, (1.4) 
g,(y,) =rJj, j=l,..., Y. (1.5) 
The choice of H, is essentially made on the basis of: 
(i) The given supplementary conditions, so H, is to contain v T-parameters to be determined 
to ensure satisfaction of conditions (1.5). 
(ii) Intrinsic properties of D, namely its range R,, which is not, in general, the whole space P 
of algebraic polynomials, and its height h, h = supn E N0{ a(Dxn) - n }, where N 0 is the set of 
nonnegative integers and i3 stands for degree of, so H,, is to be in R, and have degree < n + h. 
(iii) Approximation properties that y,, is required to possess. Clearly, the quality of y, as an 
approximation of y depends on H,, , as follows from the fact that the r-error function q,, = y - y, 
is such that 
Dv,(x)= -H,(x), adxbb, 
s,h) =o, j= I,..., v, (14 
hence 
where G(x, t) is the corresponding Green’s function, so H, should be small, e.g., in the sense of 
the uniform norm, I] H,, 11 = max. G x G b ( H,(x) 1. 
The questions of existence, uniqueness and characterization of perturbations leading to 
approximants endowed with prescribed properties are still open, as far as we are aware, and in 
any event the choice of a suitable perturbation is not a simple matter. 
2. An alternative principle for T-method approximation 
As an alternative to Lanczos’ original perturbation idea, the following approximation principle 
has evolved. 
Choose a basis u = { u~};,~ for P, = {P E P : a(P) G n}, express y, in it, 
Y,= 5 a!?!%, 
k=O 
(2.1) 
and determine the CQ’S by making y, satisfy the supplementary conditions in (1.5) and Dy,, 
agree with Dy as far as possible or desired. 
This approximation principle emerges from [2] and [8], leads quite naturally to the approxima- 
tion of y in (l.l)-(1.3) in the sense of the r-method, and is applicable to any kind of equation 
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involving a linear (algebraic, differential or integral) operator mapping P into itself, such as D in 
(1.2) or its integrated forms. It is also applicable to systems of ODES, PDEs, FDEs, etc., but, 
here we shall be concerned with single second-order ODES. 
In order to show that y, in (2.1) is a r-approximant of y in (l.l)-(1.3), we review and extend 
some basic definitions and notation described in [9]. The principle of using matrix operations in 
the r-method has been developed in [8], [9], [lo], [ll] and [13]. 
By furnishing zero coefficients, if need be, all vectors in the sequel are infinite-dimensional. 
Let o and Du stand for the vectors with components uk and Du, respectively, k >, 0, then 
Du = Il,,v, 
II, being the matrix operator representation of D acting on P when we take for P the basis u. 
III, may be obtained directly whenever the laws of integration or differentiation and multiplica- 
tion in u are simple enough, otherwise we may work in the basis ( x k } k EN, to get 
Dx = IIXx, n, = c rGA4 
r=O 
n= [e,, 2e,, 3e3, . ..I. p= [O, e,, e,, ..-I, 
ek being the vector with 1 in the k th position and 0 elsewhere, and switch to the basis u to get 
flu = VIT,V-‘, V being such that 0 = T/X. We refer to [8] and [9] for computational details and 
for structural properties of III, and III,. IIT, is a band matrix operator and its band width is 
G v + h + 1. IlT, is no longer banded from below, but is still banded from above. 
If we let y = CXZ) be the series expansion of the solution of the problem in (l.l)-(1.3) express 
f(x) in the basis u, f(x) = Fv, introduce the vector (J = (ui, . . . , a,, 0, 0, . . . ) and the matrix 
B,=(b;J, bjj= o 
i 
gJq>, j=l,..., v; i=o, l)...) 
> j > V 
to express the supplementary conditions in (1.2) in the form 
aB, = (J, 
and define the matrix 
F, = B, + Il,$ 
and the vector 
B = u + F/J’ 
(postmultiplication of II, and F by py shifts their column entries v places to the right), then (Y 
satisfies the infinite system 
CC” = p. 
Lastly, the assumption that (Y; is negligible for i > n a v, i.e., the truncation of this system to its 
first n + 1 equations, 
&)ru = p, 
leads to the coefficient vector 01~“) = (ag), . . . , cxr), 0, 0, . . .) of y, = CX(~)U, which is a polynomial 
approximation of y in the sense of the T-method. Indeed, with cxCn) given by 
c&“)B, = p, d”)II,ej = E;;, j=O,...,n-v, 
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the first Y equations representing the supplementary conditions in (1.5), then 
Q$ (X) = &VI,u 
n--Y n+h 
= c(a (“)n”ej) uj + c (a(W,e, j UJ 
j=O j=n-v+l 
v+h 
=fb) + c (~(n)rJuen-v++)%-_+t 
i=l 
agrees with Dy( x) as far as possible, i.e., up to u,_,,, and we have solved the r-problem in 
(1.4)-(1.5) with the perturbation 
v-th 
H,, = c T/‘%~_~+~, 7;“) = a(n)ITue,_v+,, i=l , . . . , Y + h. (2.2) 
i=l 
For rapid convergence, the components of 01 (n) should tend to zero fast and to achieve this a 
convenient orthogonal basis u is to be chosen. Lanczos would have taken the perturbation in 
(2.2) with uk= T:(x), k=O, l,..., the Chebyshev polynomials shifted to a G x d b, to get a 
good global approximation _y, of y. There are, however, important differences to be considered 
between the above approximation principle and Lanczos’ original idea. For instance, in the 
Lanczos’ Tau Method, the perturbation is chosen in advance, whereas here it is not. On the other 
hand, the evaluation of Lanczos’ T-parameters is not generally amenable to computer program- 
ming, whereas (2.2) gives them immediately, the moment IX(~) is obtained. 
3. A posteriori T-error estimation 
Error analysis for the general T-approximation problem is difficult (see, e.g., [6,3,1]), but the 
following a posteriori T-error estimation described in [12] is efficient and easy. 
Let q7n,m, m > n, be an mth order polynomial approximation of the r-error function qn in 
(1.6), then v,,~ satisfies the perturbed ODE 
Dv,,,(x) = -H,,(X) + H,(x), a <x < b 
and is easily shown to be such that 
%,&> =&I(x) -Y,(X). (3.1) 
So, every time two r-approximants y,(x) and y,(x) are computed, an estimation of q,(x) is 
obtained. We have used (3.1) with m = n + 1 for large n, and in all cases of numerical 
experimentation with y(x) sufficiently smooth in a 4 x < b, the order and sign of v,(x) were 
always ensured. 
Of course, we may also use (3.1) with m = n + 1 to produce T-approximants obeying a 
prescribed accuracy requirement. 
4. Nonlinear ODES and Newton’s linearization 
The approximation principle of section 2 may also be used to construct numerical solutions to 
consistent, regular, nonlinear differential problems. Using Newton’s linearization process, any 
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given vth order ODE with nonlinearities of polynomial form, 
i m~lpkj(y(*))‘“*-j =f x), a<x<b, (4.1) 
k=O j=O 
where y(O) =y, yCk) = dky/dxk, and pkl =pk,(x, y, y’, . . . , y'"') are polynomials or rational 
functions of their arguments, may be reduced to a sequence of linear ODES, converging in some 
sense to (4.1), and each of them may be numerically treated by that principle. Nonlinearities of 
nonpolynomial (algebraic, logarithmic or exponential) form require a first stage approximation 
to reduce them to polynomial type, before linearizing, and that may also be carried out as in 
Section 2. 
Let 
+(y, y’,..., y(‘))=f(x), agx<b, 
be a given equation of the form (4.1) and let Y,,~ = 01 (n,k)~ be the T-solutions of each of the 
sequence of linear problems leading to the given one. The Taylor series expansion of 
+(yn,k + (yn,k+l -yn,kh y;,k+ (y;,k+l -y,l,kh ..-) y,:/? + (y,':,i+, -y$)) 
leads to the following iteration 
where +k= +(Y~,~, yL,k,..., y,',",'), which requires, for convergence, a suitable choice of the initial 
approximation Y,,~, usually taken to be the lowest degree polynomial satisfying the given 
supplementary conditions. The process is repeated until some criterion, e.g., the proximity of 
successive approximants, is used for terminating the iteration. 
5. Numerical examples 
To illuminate the methods of sections 2 and 3 we treat, in some detail, the example 
Dy-4y-y”= -cash(l), O<x<l, Y(O) =y(l) = 0, 
which has been used in [7] as a test problem for collocation with 4 cubic splines followed by 
finite differences residual correction. The approximation thus obtained has a maximum absolute 
error of 3.6 X 10e3. 
Taken into account the symmetry of the exact solution, y(x) = cosh(2x - 1) - cash(l), about 
x = i, we choose the basis uk = Tk*(2x), k = 0, 1,. . . , and replace the above end-condition with 
y(i) = 1 - cash(l). The polynomials y, and y, given below approximate y globally on 0 G x G : 
with maximum absolute errors of 5.7 X 1O-3 and 6.0 x 10e5 respectively. 
Duo = 40, 
Du, = 4% 
Du,= -64~~ +4v, 
Du, = - 384~~ +4v, 
Du, = -512~~ - 768~1, +4u,, 
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1 1: 4 I 
I 
-11; 0 4 I 
I 
1 II -64 0 4 I 
r,= -1 1 I 0 - 384 0 14 I__________________ ___I______ 
1 1 I -512 0 -768 j0 4 
I 
. :I 
. I. . 
.I. . 
. .I 
(-p)r = p ” T p=(O,l-cash(l), -4coshl;),O, . ..). 
y3(x) = -0.346336811~ - 0.268740960~1, + 0.074796489~~ - 0.002799385~1, 
= -x(2.372486 - 2.930970x + 0.716643x2) 
( H3 = 71(3)u2 + 72(3)u3, r1(3) = 4aY’ = 0.299185956, 72” = 4ai3’ = - 0.011197540), 
11 y - y3 11 = 5.7 x 10-3; 
(w(4)r = p 
” 3 
y‘,(x) = -0.343867867~ - 0.268740960~~ + O.O71952768u, - 0.002799385~~ 
+ 0.000374754 uq 
= -x(2.350970 - 3.079813x - 1.484139x2 + 0.767496x3) 
( H4 = 7:4)u3 + 72(4)U, ) 7-j4) = 4a(;) = -0.011197540, ~2’~’ = 4# = 0.001499016), 
773,4(x) =x(0.0215 + 0.149x - 0.767x2 + 0.767x3), II 773,4 I) = 5.7 x lO-3, 
)I y-y, (1 = 6.0 x 10-5. 
Finally, as an illustration of the method of Section 4, we give the following example 
Y”- > ey = 0 O<x<l, y(0) = y(1) = 0. 
The exact solution is 
y(x) = log(iC2 sec2($C(2x - l)), C = 1.336055695, 
and since it is symmetric about x = i, we take uk = Tk*(2x), k = 0, 1,. . . and get 
Y4 = (49664~ + 12320~1, + 768~~ + 32U, + u&38081 
to approximate e’, 0 < t G i, with a maximum absolute error of 1.9 X 10p6. We then replace the 
given equation with 
y” - Y,(y)=% o<x<:, 
use the iteration 
G(Yn,k)Yn,k+l -Y;:/c+l = WYn,)Yn,k - Y,(Yn,A 
Yn,k+I(O) = 09 Y~,~+~(:) = -0.113703660 
with 
y,Jx) = 0.4548x(x - 1) 
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and get, in two iterations, 
y,,,(x) = - 0.071289428 u,, - O.O56695017u, + O.O144196OOu, - O.O00156813u, 
+ O.O00017988u, 
= x( -0.464291 + 0.503054x - 0.077004x* + 0.036860x3), 
which approximates y(x), on 0 < x < 4, with a maximum absolute error of 3.6 x 10e5, and 
compares favourably with the approximations of y(x) on 0 < x < 1 given in [8] by a different 
method. 
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