ABSTRACT Researches on computer games for Go, Chess, and Japanese Chess stand out as one of the notable landmarks in the progress of artificial intelligence. AlphaGo, AlphaGo Zero, and AlphaZero algorithms, which are called AlphaZero style (AZ-style) algorithms in some literature [1] , have achieved superhuman performance by using deep reinforcement learning (DRL). However, the unavailability of training details, expensive equipment used for model training, and the low evaluation accuracy resulted by slow self-play training without expensive computing equipment in practical applications have been the defects of AZ-style algorithms. To solve the problems to a certain extent, the paper proposes an improved online sequential extreme learning machine (IOS-ELM), a new evaluation method, to evaluate chess board positions for AZ-style algortihm. Firstly, the theoretical principles of IOS-ELM is given. Secondly, the study considers Gomoku as the application object and uses IOS-ELM as the evaluation method for AZ-style's board positions to discuss the loss in the training process and hyperparameters affecting performance in detail. Under the same experimental conditions, the proposed method reduces the training parameters by 14 times, training time to 15%, and error of evaluation by 13% compared with the board evaluation network used in original AZ-style algorithms.
I. INTRODUCTION
The computer game is the longest-studied domain in the history of artificial intelligence. The study of computer board game is as old as computer science itself. Some researchers devised hardware, algorithms, and theory to analyze and play the game of chess [2] . Chess subsequently became a grand challenge task for a generation of artificial intelligence researchers, culminating in high performance computer chess programs that play at a superhuman level. AlphaGo's [3] descendant AlphaGo Zero [4] and the comprehensive AlphaZero [5] achieved superhuman performance in Go, Chess, and Shogi without using any human knowledge and experience, thereby indicating that deep reinforcement learning combined with MCTS [6] achieves good results for
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evaluating board positions and selecting moves. Although the AZ-style algorithms can be reproduced in code, However, it is currently difficult to apply it to other board games and achieve superhuman performance due to its dependence on large computational resources. As illustrated in Table 1 where ''?'' indicates that the details are ambiguous, AZ-style algorithms almost all need significant computational cost for self-play and training. LeelaZero [reference], a reproduction of AZ-style algorithms, do not achieve superior performance because of lack of the same orders of magnitude computing resources as that of AlphaGo, AlphaGo Zero, and AlphaZero.
Therefore, how to improve AZ-style algorithms by training quickly and efficiently with limited resources has become an important research area.
Over the past 10 years, Extreme Learning Machine(ELM) [8] - [11] and its improved online sequential extreme learning machine(OS-ELM) [12] are proven as fast and effective VOLUME 7, 2019 This classification algorithms. However, the general feature extraction ability of ELM makes it difficult to conveniently and effectively perform classification on a few large and complex datasets [13] . Therefore, we propose IOS-ELM, an improved OS-ELM that is mixed with convolutional neural networks(CNNs) [14] . IOS-ELM fully utilizes the feature extraction ability of CNNs and makes use of the advantage provided by the excellent classification performance of OS-ELM. It exhibits good results on several popular classification testing datasets with fast training speed and high accuracy. Additionally, its flexible structure and expansibility also indicate the possibility for its application in other fields. Specifically, in a manner distinct from classification works, the core of the study involves solving the enormous search space and the difficulty of evaluating board positions.
AZ-style algorithms train a single neural network, which use policy head to select moves and value head to evaluate board positions [4] . Policy head and value head are called the policy network and value network in the following sections of this paper. The quality of moves depends on the accuracy of the evaluation. In practical applications of AZ-style algorithms, self-play training without efficient computing resources will be slow and result in low evaluation accuracy. The advantage of IOS-ELM is its high accuracy, which can replace the value network and reduce computing cost. On the other hand, AZ-style algorithms generate batch data from self-play training, which behaves like online learning. Such characteristics make it possible to integrate AZ-style algorithms with IOS-ELM.
Therefore, we consider combining IOS-ELM with AZ-style algorithms to improve on and extend the performance of AZ-style algorithms. The new model can not only speed up the training but also reduce the computing equipment load with no loss of accuracy. To simplify experiment setup and get focused on performance evaluation, we selected Gomoku as the benchmark application.
The main intellectual contributions are summarized as follows:
1) We propose a new method IOS-ELM. It integrates AZ-style algorithms and can evaluate board positions. The new structure exhibits a faster training speed with fewer parameters, and leads to a more accurate evaluation.
2) We develop a AZ-style algorithm for the game of Gomoku. To make the generic AZ-style algorithm work for Gomoku, We propose some tactics based on the Gomokuspecific augmentations.
3) We explore extensively the impact of hyperparameters of the new evaluation network on performance and provide empirical solutions to improve the accuracy of the network.
The remainder of the study is organized as follows. Section 2 reviews related literature. Section 3 introduces the AZ-style algorithms that are reproduced. Section 4 presents the new evaluation network, including mathematical principles, total structure combined into AZ-style algorithms, and training process. The experimental design and result analysis are detailed in Section 5. Finally, the summary and ongoing work are discussed in Section 6.
II. RELATED WORKS
The development of turn-based game evaluation methods progressed from static evaluation algorithms, temporal difference learning (TD learning) algorithms, SVM, enhancement algorithms based on MCTS, and early deep learning to AZ-style algorithms.
Static evaluation is typically used together with a search algorithm, e.g. the well-known alpha-beta [15] . The alphabeta search algorithm has achieved significant success. For example, it was used by Deep Blue [16] defeat the human chess champion in 1997. The combination involves searching an alpha-beta tree to a limited depth and approximately estimating the board positions using the static evaluation function. The function kernel of the evaluation generally has to be designed manually, in order to account for the sophisticated context including value of chess pieces, flexibility, location, threat and protection, and coordination value of chess pieces. Therefore, it is challenging to design a static evaluation algorithm. A few studies suggested the use of a global scan or a rapid incremental local scan of the board situation [reference] . A global scan strategy is more accurate and easier to dynamically deepen assessments. Hence, it is widely used although it requires more computing resources to support. Local scan strategy is faster while the accuracy is not high [17] .
The evaluation algorithms based on TD learning [18] - [20] provide a promising technique for general-purpose learning with delayed rewards. They update the value of the current board positions by exploring the value and reward of the next board positions, and applying one-step updating online learning. However, the estimated value calculated by the time difference algorithm may be biased, and is sensitive to the initial value. In existing studies, evaluation algorithms that combine the evaluation function with Graph and SVM [21] , [22] can serve as an intelligent move generator. This decreases the width of the search tree and saves the cost of space resource. However, when the board size exceeds 9 × 9, it is difficult to guarantee the accuracy of evaluation algorithms based on TD learning or SVM. Therefore, the same algorithms may not prevail in full-sized games.
The evaluation methods based on Monte Carlo tree search(MCTS) [23] - [25] can be used for high branching factor board games including Go, chess, Gomoku, and even full-size games with good results. These algorithms build the dynamic evaluation into tree search process, taking current board positions as the root of the game tree, including selection of branches with good evalution,expansion of the tree according to certain methology, simulation of the endgame randomly and backpropagation of the evaluation made by winning ratio of simulation. It can cease after any desired time or level while statistics are kept for each possible move from the current board state. Subsequently, the move with the best overall results is returned, and average results are used as the evaluation value of current board positions. In order to optimize searching speed and evaluation accuracy, the MoGo Go program initially proposed the Rapid Action Value Estimation (RAVE) heuristic [26] to quickly evaluate the values of the same move in different positions. Based on the strategy, Fuego [27] introduced a new lock-free multithreading mode that significantly improved the performance. Pachi [28] used an algorithm based on an incrementally built probabilistic minimax tree and several domain-specific heuristics to improve the accuracy of the evaluation. Additionally, in order to balance the relationship between exploitation and exploration, a few studies introduced the upper confidence bounds applied to trees(UCT) [29] algorithm.
In addition to using the aforementioned enhancement strategies, a large amount of expert knowledge and experience [30] were used to further improve the speed and accuracy of the evaluation. Furthermore, several hand-crafted patterns were used in the early Leela [31] . Such a strategy relies on human expert knowledge, which it is not trivial to integrate.
Therefore, in the field of board games, the core and the most difficult issue concerns the topic of accurate and quick evaluation. Most previous studies try to obtain a full understanding of the game and master the game skills, manually design several features and tune their weights although the results are not ultimately satisfactory. Neural networks recently emerge as a promising solution to those challenges. The method proposed by van der Werf et al. [32] in 2003 is the first study to use neural networks to evaluate board positions and select moves. They constructed board features manually and used principal component analysis (PCA) to decrease the dimension of the features. Finally, two-layer neural networks were constructed, and the accuracy of the evaluation was as high as 25%. In 2008, Sutskever and Nair [33] also constructed a two-layer neural network and used the soft Max layer in the last layer to predict moves. The prediction accuracy corresponded to 37% on GoGoGoD dataset. Clark et al. constructed a model with an 8-layer network in 2015, thereby achieving 41.1% and 44.4% accuracy on GoGoD and KGS datasets, respectively, and defeated the well-known open source Go program GnuGo [34] . These applications indicate neural networks may be a feasible solution.
In 2016, AlphaGo used supervised learning combined with neural networks and supplemented it with human knowledge. AlphaGo defeated the global top professional player Lee Sedol with a 4:1 score, which marked the beginning of a new era of board game research.
Subsequently, AlphaGo's improved versions, AlphaGo Zero and AlphaZero, were developed. These improved versions eliminate the dependency on any human data, guidance, or domain knowledge beyond game rules. Furthermore, the improved version simulated self-play reinforcement learning through MCTS, and used a single neural network to evaluate positions and select moves. With the aid of significant computing resources, it achieved a 99.8% win rate against other popular Go programs. Furthermore, AlphaZero (released by DeepMind in 2019) also conquered Chess and Shogi. In the same period, Facebook's ELF [1] and Tencent's PhoenixGo [7] led to the reproduction of and improvements in AZ-style algorithms, and they all achieved superhuman performance.
III. ALPHAZERO-STYLE FOR GOMOKU
The training of AZ-style algorithms involves significant computational expense. To reduce experimental time while not incur loss of generality, we chose Gomoku game as application to benchmark our proposed mthod. To account for the characteristics of Gomoku game, we made a few changes to the original AZ-style algorithms including revising input features, reducing network complexity, and changing training and saving processes of the model.
A. INPUT FEATURES
Different Turn-based board games require specific design features, which significantly affects the training effect while applying AZ-style algorithms. In AlphaGo Zero [4] , 17 binary feature planes are provided as input to the neural networks. Among them, eight feature planes represent the state of current player's planes, another eight feature planes represent the state of opponent player's planes, and the final feature plane represents the color of the current player.
Gomoku is simpler than Go. Thus, we simplify the feature planes by using only four binary feature planes. Of them, two feature planes represent current planes of player and opponent using one-hot encoding. The most significant difference between Go and Gomoku is that the win or loss of the former ultimately depends on all moves and liberties while the latter pays more attention to the latest move. Thus, we used the third feature plane to indicate an opponent's most recent move. It can improve the quality of training. The final feature plane represents whether the current player is a first-hand player. In Gomoku, even in the same positions, the first-hand player has a more significant advantage, and thus the feature plane is added to improve the evaluation accuracy.
B. NETWORK STRUCTURE OF THE AZ-STYLE ALGORITHMS
AlphaGo Zero uses a multi-layer residual network (a residual tower). For simplification purposes, the AZ-style algorithms network structure used in the study is shown in Fig.1 . The complete network is divided into two parts. The first part of the network consists of an input layer with four boardsized binary feature planes and three convolution layers and we use filters = 32, 64 and 128, kernel size 3 × 3 with stride 1, and apply a relu function. The second part is passed into two separate networks to compute the policy and value. The policy network convolves four filters of kernel size 1 × 1 with stride 1 and applies a softmax function to output logit probabilities. The value network convolves two filters of kernel size 1 × 1 with stride 1 and then follows a fully connected linear layer with 64 rectifier units. The output layer is a fully connected linear layer with a single tanh unit. Our training uses a NVIDIA Tesla P100 GPUs with 12 GB of memory. After a day of training, the model exceeds the level of ordinary human players at and below the 11 × 11 board size.
C. TRAINING OF AZ-STYLE ALGORITHMS
The AZ-style algorithms generate data from games of selfplay and then randomly extract some data for training policy network and value network. Updated network parameters are used in higher quality move selection and stronger self-play to generate better data in the next iteration. During the complete training process, the inputs of the network correspond to s where the current network parameters correspond to θ , the outputs of networks correspond to p and v, and the data collected from replay buffer correspond to (s, π, z), where π and z denote the search probabilities and game winner, respectively, which are given by MCTS. The optimization objective is defined as follows:
where L denotes the loss function, and c denotes the L2 weight regularization. In the model's training process, the major components are as follows: 1) In the study, we always collect (s, π, z) from the perspective of the current player. Simultaneously, we use the equivalence of rotation and mirror flip to expand the collected data and improve training efficiency and evaluation accuracy.
2) In the process of model training, the current model and best model are saved. The current model is trained via the latest data, and the best model corresponds to the historical optimal model. For every 50 self-plays, the current model is evaluated, plays out 10 games with pure MCTS model (without neural networks), and the initial rollouts of pure MCTS correspond to 1000, and winning rate = 55%. We accept the current model as the best model if the winning rate exceeds the best model's winning rate. Additionally, if the current model wins 10:0 over pure MCTS, we increase rollouts by 1000 in the next pure MCTS (then set winning rate = 55%) and repeat the process.
IV. IOS-ELM IN AZ-STYLE ALGORITHMS
Based on our reproduced AZ-style algorithms, we introduce IOS-ELM as a new method of board positions evaluation and explain the principle of this network in detail. Subsequently, we provide the network structure of the new model and give the form of model training.
A. MATHEMATICAL PRINCIPLES AND IMPROVEMENT
In the study, we made a few modifications to the original OS-ELM such that it can be mixed with the structure of AZ-style algorithms, and the structure of the complete network is shown in Fig.2 .
The AZ-style algorithms simulate thousands of random games of self-play to generate batch data. We randomly sampled data (s, π, z) from a replay buffer. The first training minibatches correspond to N 0 with the target vector Z 0 . The outputs of the minibatches after passing through the n-th neural network correspond to S n . Specifically, n denotes the layer that IOS-ELM accesses into the AZ-style algorithms. In Fig.1 , n = flatten indicates that IOS-ELM is connected after flatten layer in value network, and n = dense indicates that it is connected after the fully connected layer. Additionally, (S n , Z 0 ) are used as inputs to IOS-ELM where Z 0 is expressed as follows:
where L denotes the label dimension of a single data. When the minibatches data reaches IOS-ELM via common feature convolution layers, it can be divided into multiple batches of the same size for online learning within IOS-ELM. We assume that batch size corresponds to D. According to practical experience, when D = N 0 , we achieve a stronger training effect (IOS-ELM no longer divides data internally). Therefore, S n is expressed as follows:
where M is the output dimension of a sample in the n-th neural network. With random weights and biases, we obtain the following expression:
where G denotes the number of hidden nodes. The output matrix of the hidden layer corresponds to H 0 , H 0 is expressed as follows:
where g() denotes the sigmoid function, then
The output weight matrix β (0) is expressed as follows:
When H 0 β − T 0 is a minimum, β (0) is expressed as follows:
where K 0 = H T 0 H 0 , when new minibatches N 1 arrive, the problem is reformed as minimizing
According to the OS-ELM online sequential learning formula [12] , β (1) can be expressed as β (0) , furthermore, the recursive formula of online learning is expressed as follows:
Computable variable P k+1 and a few intermediate equivalent transformation processes are not described in the study. Several experiments indicate that the quality of data generated by self-play is excessively poor in the early stage of training. While using formula (11), the training effect is not evident. Thus, we propose to improve its recursive expression as follows:
where tanh() denotes the tanh function.
B. NETWORK STRUCTURE AND TRAINING OF THE NEW MODEL
The combination of IOS-ELM and AZ-style algorithms is flexible. Fig.2 shows a network structure involved in our study where n = flatten and policy network is unchanged. Value network is replaced by IOS-ELM. The training minibatches arrive at policy network and IOS-ELM by common feature convolution layers. The parameters of β layer are updated via formula (12) during training, and the evaluation of board positions is obtained by H · β during self-play. In AZ-style algorithms, the objective of training is to minimize the loss function in formula (1) , in our new model, the equation is as follows:
where t denotes the value of board positions evaluated by IOS-ELM. Additionally, the training loss of IOS-ELM is from the mean-square error (MSE) of z and t and are also used to compare the performance of value network and IOS-ELM. The expression is as follows:
There are two major components of the training for the new model:
1) Freezing of random weights and biases. Our model do the following to finish its training. Firstly, matrices W and b are initialized randomly. Then, all parameters are frozen and need not to be updated. Thus, the training task becomes very simple because only β matrix is trained.
2) Training and saving of the model. The new model can be viewed as a combination of two models. One model is composed of common feature convolution layers and policy network. The other model is composed of IOS-ELM separately. In order to save the best model during training, we can use a method similar to the AZ-style algorithms as mentioned above. However, the results of the present study indicate that the training of IOS-ELM is faster than policy network training. Thus, the parameters in IOS-ELM can converge to a better interval when the training of self-play minibatches is not completed. Subsequently, the subsequent training is too small for the promotion of IOS-ELM, and we can skip and train only policy network. Hence, in the our practical study, we saved the parameters of the two aforementioned models separately where IOS-ELM calculates loss based on formula (14) , determines whether loss is less than the given threshold or is stable, and then determines as to whether to save the parameters and stop training. The whole model is trained again when higher quality self-play minibatches arrive. The training speed of the model is significantly improved without affecting the training performance.
V. EXPERIMENTAL DESIGN AND RESULT ANALYSIS
Our experiments are divided into the following three parts. 
A. TRAINING PERFORMANCE VERSUS AZ-STYLE ALGORITHMS 1) LOSS
In AlphaGo Zero, the network performance is evaluated by value loss, policy loss, and total loss of both. The study does not involve policy loss, and we use value loss as the main research focus. 3 shows the progression of value network and IOS-ELM losses during the 1500 self-play games. In the experiment, MCTS rollouts are set to 400/move, the size of the training minibatches corresponds to 512, and IOS-ELM's hidden nodes are set as 100, and n = dense.
In the first several minibatches of training, the strength of the two models is weak, while the models' predictive behavior is still largely dominated by randomness. This leads to an unpredictable move selections and ends up with a high value loss. Once the game model learns some knowledge, its movement decisions are more likely to be consistent with the best moves, and position evaluation more closely match the true self-play winner, thus lowering the loss value. And we can see that the loss of IOS-ELM stabilizes more quickly, which indicates that the new model can grasp the relationship between the board positions and the final result more quickly from the data of self-play. Later, due to limited training resources, the value loss is still large and fluctuating, but overall, the experimental results indicate that IOS-ELM is more accurate than value network in the middle and late stages, and it maintains stable performance and small loss fluctuation throughout the complete training process.
2) TRAINING TIME AND PARAMETERS
Under the same pre-training model and computational resources, a few training details are compared in Table 2 . AZ-style model and new model are trained by traditional SGD and IOS-ELM respectively, both models use 50 selfplay and a c puct constant of 5. In terms of training parameters, we can see from the formula (12) , new model only needs to train matrix β, while AZ-style model needs to calculate all parameters in value network. Complete time only calculates the average training time of value network and IOS-ELM rather than the training time of the whole model.
After 100 identical experiments, as shown in Table 3 , our new model reduces the training parameters to 6%, training time to 15%, and error of evaluation by 13% compared with the original AZ-style model. To summarize, the new model exhibits advantages in terms of training speed, accuracy of board positions evaluation, and number of parameters.
B. HYPERPARAMETERS ON THE NEW MODEL
In this section, we explore the effect of hyperparameters on the accuracy of the evaluation including three parts: 1) Impact of the same access layer n, same training minibatches size N 0 , and different hidden nodes G.
2) Impact of the same access layer n, and different training minibatches size N 0 .
3) Impact of the different access layer n. In a few classification tasks that we tested, all data used in the experiments correspond to fixed popular datasets, and thus the classification results of different hyperparameters in IOS-ELM are directly comparable. In AZ-style algorithms, all data are generated via self-play games. Although we use the same pre-training model in the experiments, the data generated by self-play are random and non-reproducible. Simultaneously, data generated by self-play exhibit different qualities. Therefore, it is not possible to compare the results of different training data under different hyperparameters in IOS-ELM. In order to solve the problem, we save the original value network in the new model, use the data generated by self-play games, simultaneously train value network and IOS-ELM, and record both training losses. Therefore, we see the impact of different hyperparameters from the improvements relative to the original AZ-style algorithms. In the experiments, all the hyperparameters of value network are consistent, except that training minibatches size changes with respect to the size of the minibatches in IOS-ELM.
Figures 4-7 contain representative data that illustrate the impact of hyperparameters. Based on loss comparisons, we provide a few solutions to improve model accuracy:
1) When the access layer and training minibatches size are identical and anomalies do not occur, the accuracy of board positions evaluation increases with respect to the hidden nodes. If the hidden nodes are too small, under-fitting will occur easily, resulting in poor training effect.
2) When the model exhibits the same access layer and anomalies do not occur, the accuracy of board positions networks is an effective way of improving accuracy and stability, but it is susceptible to computational resources (Graphics Memory overflow). Under the same computing resources, 3) The access layer n affects the performance of IOS-ELM. Based on our practical lessons, connect IOS-ELM after fully connected layer (n = dense) is more accurate and stable than flatten layer (n = flatten). Of course, researchers can access IOS-ELM to other different network layers and adjust it flexibly according to the actual effect.
4) As shown in Fig.6a, Fig.6b , abnormal phenomena may occur when the size of the training minibatches is excessively high and hidden nodes in IOS-ELM are small. Fig.7a and Fig.7b indicate that the phenomenon intensifies when n = flatten. Typically, it is possible to increase hidden nodes appropriately to solve the problem as shown in Fig.6c and Fig.7c .
5) The loss of value network exhibits an approximate progression with the loss of IOS-ELM. This is mainly because the new model and original AZ-style model (AZ-style model refers to the model we have trained with the original AZ-style algorithms) use the same common feature convolution layers, and the accuracy of evaluation method is affected by its ability on feature extraction. Therefore, improvements in the performance of the common convolution layers further improve the accuracy of IOS-ELM.
C. MODEL STRENGTH
We directly test the self-play training model against the benchmark program pure MCTS model, and use the results to calculate ELO [35] , [36] to verify the performance of the new model and the original AZ-style model, and all of models use the same computing resources (a single Tesla P100 GPU) and rollouts in gameplay. In the Elo rating system, the initial performance ratings of two models are set to 0, and the initial performance rating of pure MCTS is set as 1000, constant K = 32.
As shown in Fig.8 , following the completion of 1600 training minibatches, we calculate new and original AZ-style model ELO rating every 50 training minibatches with 20 games, 84% of the former model exceed the latter model, and the last ELOs of two models reached 1326 and 1246, respectively. The result indicates that the new model achieves higher strength by reducing training parameters and time. Furthermore, if the number of training minibatches exceeds 1600, the performance difference between the two ELOs continues to increase.
VI. CONCLUSIONS AND ON-GOING WORK
The study proposes a new evaluation method IOS-ELM with the aim to improve low evaluation accuracy of board positions caused by slow training of the AZ-style algorithms. We provided a detailed explanation to the network structure, parameters updating, model training and saving, and a few targeted improvements of the new model. It should be noted that a series of experimental results indicate that the proposed method achieves faster training speed, fewer parameters, higher accuracy for evaluation, and higher ELO rating when compared with value network. Finally, based on many practical lessons, we propose a few methods for adjusting hyperparameters and improving the performance of the model. This indicates that there still exists room for improvement in the performance of our model.
In a future study, we consider using IOS-ELM to improve policy network (policy head) in AZ-style algorithms, and this further improves the training speed of the model. Additionally, IOS-ELM and policy network are separately trained in our model at present. We hope that a combination of IOS-ELM and policy network can be subsequently completed to improve the integrity of the model.
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