ABSTRACT. Every total ordering of a commutative domain can be extended uniquely to its field of fractions. This result is extended in two directions. Firstly, the notion of a total ordering is generalized so that a nonzero element can have more than two signs (in fact, these signs form a group). Secondly, commutative domains are replaced by noncommutative ones and we consider the following types of rings of fractions: Ore extensions, maximal (right or two-sided) rings of fractions, division hulls of free algebras and epic fields. Throughout the paper several examples are given to illustrate the theory.
It is well-known that every total ordering of a commutative domain extends uniquely to a total ordering of its field of fractions. There are several generalizations of this result to (noncommutative) associative domains. While there is only one definition of a total ordering of an associative domain, several nonequivalent definitions of a ring of fractions exist in the literature. Existence and uniqueness of extensions of total orderings depend on the definition chosen. This paper is organized as follows. In Section 1 we introduce the notion of a G-ordering of an associative unital ring which generalizes the notion of an ordering of higher level. We are motivated by the work of T. Kanzaki [Ka] on signatures. In Sections 2-5 we discuss the extension theory of G-orderings. Each section is devoted to one variant of rings of fractions and in each section we recall the corresponding results for total orderings.
The authors would like to thank the referee for the time and effort he took with the paper. His comments improved the paper a great deal in both form and content.
G-ORDERINGS AND G-SIGNATURES
A group with a distinguished element −1 of order 2 is called a group with −1. For every group G we denote by G 0 the semigroup obtained from G by adjoining zero. Let R be an associative unital ring and G a group with −1. Following [Ka] , we define a G-signature on R as a mapping σ : R → G 0 which satisfies:
(GS 1) σ(−1) = −1, (GS 2) σ(ab) = σ(a)σ(b) for every a, b ∈ R and (GS 3) σ(a + b) = σ(b) for every a, b ∈ R such that either σ(a) = 0 or σ(a) = σ(b).
Example 1: Let k be a totally ordered field, G a group with −1 and S a totally ordered cancellative monoid which admits a surjective homomorphism ϕ : S → G. Then the semigroup algebra k[S] admits a G-signature. Namely, if f is a nonzero element of k [S] , then f = λ 1 s 1 + · · · + λ m s m for some λ 1 , . . . , λ m ∈ k and s 1 < · · · < s m from S. Let us define a mapping σ :
Then σ is a G-signature on k [S] . Note also that σ is surjective.
Following [Ka] , we say that a subset P of R is an infinite preprime if P is closed under addition and multiplication, 0, 1 ∈ P and −1 ∈ P . For every infinite preprime P we write supp P = P ∩ −P and P + = P \ −P . For every G-signature σ : R → G 0 the set P σ = σ −1 ({0, 1}) is clearly an infinite preprime, supp P σ = σ −1 (0) and P + σ = σ −1 (1). A subset P of R is a G-ordering if there exists a surjective G-signature σ on R such that P = P σ . A G-ordering P with supp P = {0} is a G-cone. Every G-ordering on every skew-field is a G-cone. If σ is the G-signature from Example 1, then P σ is a G-cone.
Lemma 2. If σ and τ are two surjective G-signatures on R, then P σ = P τ if and only if there exists a semigroup automorphism φ of G 0 preserving −1 such that τ = φ • σ.
Proof. Let σ, τ be surjective G-signatures on R such that P σ = P τ . It follows that supp P σ = supp P τ and P + σ = P + τ so that σ −1 (0) = τ −1 (0) and σ −1 (1) = τ −1 (1). Suppose that σ(x) = σ(y) = g for some x, y ∈ R. If g = 0, then τ (x) = τ (y) = 0 because σ −1 (0) = τ −1 (0). If g = 0, then there exists z ∈ R such that σ(z) = g −1 . It follows that σ(xz) = σ(yz) = 1. Since σ −1 (1) = τ −1 (1), it follows that τ (xz) = τ (yz) = 1, so that τ (x) = τ (y) =: g . The mapping φ : G 0 → G 0 , φ(g) = g is therefore welldefined. Clearly, φ is a homomorphism preserving −1. The same argument with σ and τ interchanged gives a homomorphism which is inverse to φ. The if part is trivial.
Our motivation for studying G-orderings comes from the theory of higher level orderings, see Example 3. Moreover, the theory of G-orderings contains the theory of divisible higher level preorderings, see Corollary 5.
Example 3: For every even integer n, the set µ n = {ξ ∈ C | ξ n = 1} is a group with −1. We say that a subset P of a ring R is an ordering of higher level of R if P is a µ nordering of R for some even n. We call n/2 the strict level of P . Orderings of higher level on fields were introduced in 1978 by E. Becker [Bec] as a tool for studying sums of n-th powers in fields. R. Berr [Ber] extended the theory to commutative rings and discussed the importance of this theory to real algebraic geometry in his habilitation thesis. Orderings of higher level on skew-fields were introduced by T. Craven [Cr1] and V. Powers [Po1, Po3] , while orderings of higher level on noncommutative rings were introduced by V. Powers [Po2] and J. Cimprič [Ci1] .
An infinite preprime P is an infinite quasiprime if supp P is a completely prime ideal. An infinite quasiprime P is divisible if for every a ∈ R and p ∈ P + such that ap ∈ P , we have that a ∈ P . An infinite quasiprime P is invertible if (a) for every a ∈ R \ supp P there exists b ∈ R \ supp P such that ab ∈ P , (b) for every a, b ∈ R \ supp P such that ab ∈ P , we have that ba ∈ P .
Lemma 4. For a subset P of a ring R the following are equivalent: (i) P is an G-ordering for some group G with −1, (ii) P is an infinite quasiprime which is both divisible and invertible.
Proof. To prove that (i) implies (ii) pick a surjective G-signature σ on R such that P = P σ . Property (GS 1) of σ implies that −1 ∈ P . Property (GS 2) of σ implies that P is closed under multiplication and 0, 1 ∈ P . Property (GS 3) of σ implies that P is closed under addition. The other properties follow from the fact that G is a group and the property (GS 3).
To prove that (ii) implies (i) we define the semigroup S := R\supp P . For any x, y ∈ S write x ∼ P y if and only if there exists u ∈ S such that xu, yu ∈ P + . We claim that ∼ P is a congruence relation. To prove transitivity, pick x, y, z ∈ S such that x ∼ P y and y ∼ P z. By the definition of ∼ P , there exist u, v ∈ S such that xu, yu, yv, zv ∈ P + . Since P is invertible, it follows that ux, vy ∈ P + . Hence, uxvy ∈ P + , so that xvyu ∈ P + . Since P is divisible and yu ∈ P + , it follows that xv ∈ P + . Finally, xv, zv ∈ P + implies that x ∼ P z. To prove compatibility with multiplication, pick x, y, z ∈ S such that x ∼ P y. Take u, v ∈ S such that xu, yu ∈ P + and vz ∈ P + . Since vzxu, vzyu ∈ P + , it follows that zxuv, zyuv ∈ P + so that zx ∼ P zy. Similarly, xz ∼ P yz. Let G := S/ ∼ P be the factor semigroup. The congruence class [1] = P + is the identity element of G. For every element [a] ∈ G, there exists by the invertibility of P an element
Hence, G is a group with −1. The canonical projection S → G can be extended to a G-signature σ on R by sending the elements of supp P to 0. Note that P = P σ .
Corollary 5. Let P be a subset of a ring R and n an even integer. The assertions (i) P is a G-ordering for some (not necessarily abelian) n-torsion group G, (ii) P is a divisible infinite quasiprime and xP x n−1 ⊆ P for every x ∈ R, are equivalent. Also, the following assertions are equivalent: (iii) P is a G-ordering for some abelian n-torsion group G, (iv) P is a divisible infinite quasiprime such that xy(yx) n−1 ∈ P for every x, y ∈ R.
Proof. Suppose that P = P σ for a G-signature σ on R and that G is n-torsion. Pick any p ∈ P and x ∈ R. If either p ∈ supp P or x ∈ supp P , then xpx n−1 ∈ supp P . Otherwise σ(xpx n−1 ) = σ(x) n = 1, so that xpx n−1 ∈ P + . Hence, (i) implies (ii) in view of Lemma 4. To prove the converse it suffices to show that every P satisfying (ii) is invertible. Since 1 ∈ P , it follows by (ii) that z n = z · 1 · z n−1 ∈ P for every z ∈ R. If xy ∈ P for some x, y ∈ R, then yx · y n = y(xy)y n−1 ∈ P by (ii). If y n ∈ P + , then yx ∈ P by the divisibility of P . If y n ∈ P + , then y ∈ supp P , so that yx ∈ supp P ⊆ P as well. The proof of the equivalence between (iii) and (iv) is similar.
The following example motivates the use of nonabelian groups in the definition of a signature.
Example 6: For any skew-field D and any even integer n write P n (D) for the set of all products of n-th powers of elements from D and Π n (D) for the set of all products of elements from P n (D) and multiplicative commutators of nonzero elements from D. Let ΣP n (D) denote the set of all finite sums of elements from P n (D), similarly for ΣΠ n (D).
In [Ci3] the first author constructed a skew-field D n such that −1 ∈ ΣP n (D n ) but −1 ∈ ΣΠ n (D n ). Clearly, ΣP n (D n ) satisfies the assertion (ii) of Corollary 5, hence it is a G 1 -cone for a nonabelian n-torsion group G 1 . On the other hand, D n cannot have a G 2 -cone for an abelian n-torsion group G 2 , since every such cone would contain ΣΠ n (D n ) hence also −1. This topic will be further pursued in a separate paper [Ci4] .
GENERALIZED RINGS OF FRACTIONS
Let R be a subring of a ring R and S a multiplicative subset of R. We say that R is a generalized right localization of R over S if for every x ∈ R there exist t ∈ S such that xt ∈ R. If R ⊆ R are domains, then R is a generalized right ring of fractions of R if R is a generalized right localization of R over S = R \ {0}. Note that R is a generalized right ring of fractions of a domain R if and only if R ⊆ R ⊆ Q r max (R), where Q r max (R) is the maximal right ring of fractions of R, see [La2, Section 13] .
Similarly, we can define left and two-sided versions of generalized localizations or generalized rings of fractions. R is a generalized two-sided ring of fractions of a domain R if R ⊆ R ⊆ Q 2 (R), where Q 2 (R) is the maximal two-sided ring of fractions of R.
The aim of this section is to generalize the following classical theorem of Albert, Neumann and Fuchs (cf. [La1, 17.17 Theorem] or [Fu, VI. 3 Satz 4 and Korollar 5]).
Theorem. Let R be a generalized ring of fractions of R. Every total ordering of R can be extended uniquely to a total ordering of R .
This result follows from Corollary 11 for G = µ 2 . A G-ordering P of R is said to extend to a G-ordering P of an overring R if P ∩ R = P . Theorem 7. Let R be a generalized right localization of R over S and G a group with −1. Every G-ordering P of R with supp P ∩ S = ∅ extends to at most one G-ordering of R .
Proof. Suppose that there exist a surjective G-signature σ on R such that supp P σ ∩S = ∅ and surjective G-signatures τ i on R for i = 1, 2 such that P τ i ∩ R = P σ . Write σ i = τ i | R and note that P σ i = P τ i ∩ R. We claim that σ i are surjective. Pick i ∈ {1, 2} and g ∈ G.
Since τ i is surjective, there exists an element x ∈ R such that τ i (x) = g. The assumption that R is a generalized right localization of R over S implies that there exists an element t ∈ S such that xt ∈ R. Note that σ(t) = 0 because of supp P σ ∩ S = ∅. Since σ is surjective, we can pick an element a ∈ R such that σ(a) = σ(t) −1 . Since σ(ta) = 1 and P σ i = P σ , it follows that σ i (ta) = 1. Finally, xta ∈ R and σ i (xta) = τ i (x)σ i (ta) = g, proving the claim. By Lemma 2, there exists an automorphism φ of G 0 preserving −1 such that σ 2 = φ • σ 1 . We claim that also τ 2 = φ • τ 1 . Pick an element y ∈ R . As above, there exist u ∈ S and b ∈ R such that yu ∈ R and σ i (ub) = 1 for i = 1, 2. It follows that
The following example shows that the assumptions of Theorem 7 do not imply the existence of an extension.
be the set of all 2 × 2 upper-triangular matrices over La2, 13.13 Example] . By [Ci2, Example 4] , R has two µ 2 -orderings while M 2 (Q) has no G-orderings for any G since it is simple and {0} is not a completely prime ideal of M 2 (Q).
Even an additional assumption that R is a domain is not enough. Example 9 extends [Re, Example 2, pg. 128 ].
Example 9: Let R := k<X, Y > and R := k + R X. Clearly, R is a generalized right ring of fractions of R. For every even n ∈ N there exists a µ n -cone of R which cannot be extended to a µ n -cone of R .
Proof. Note that R is the semigroup algebra k[S]
where S is the free monoid on free variables {Y X | ∈ N 0 }. Let < be the lexicographic ordering of S induced by the ordering of variables
is an ordered monoid. Since S is free, there is a unique semigroup homomorphism
Every nonzero element f ∈ R can be written uniquely as f = c 1 s 1 +· · ·+c m s m , where c 1 , . . . , c m ∈ k are nonzero and s 1 < · · · < s m belong to S. Define σ(f ) := sign(c m )φ(s m ) and put σ(0) := 0. By Example 1, σ is a µ n -signature of R. We claim that σ cannot be extended to a µ n -signature of R . Assume otherwise and write σ for an extension. As σ(Y X) = σ(X) = 0, we get
However, we can prove the existence of extensions for either two-sided generalized localizations (Theorem 10) or one-sided Ore localizations (Theorem 12).
Theorem 10. Let R be a generalized localization of R over S and G a group with −1. Every G-ordering P of R with supp P ∩ S = ∅ extends uniquely to a G-ordering of R .
Proof. The uniqueness follows from Theorem 7. Let σ be a surjective G-signature of R such that σ −1 (0) ∩ S = ∅. We claim that there exists a G-signature σ of R which extends σ. This proves the theorem because P σ ∩ R = P σ .
Pick an x ∈ R . By the definition of a generalized localization, there exists a ∈ S such that ax ∈ R. If τ : R → G is a semigroup homomorphism extending σ, then
Proof of the claim: Pick x, y ∈ R . Let p, q ∈ S be such that px, yq ∈ R. Then pxyq ∈ R and by Claim 2, σ(xy) = σ(p)
Since pxq, pyq ∈ R, Claim 2 implies that either σ(pxq) = 0 or σ(pxq) = σ(pyq). In both cases σ(pxq + pyq) = σ(pyq), so that σ(x + y) = σ(y) by Claim 2. Finally, σ(−1) = σ(−1) = −1.
Corollary 11. If R is a domain and G a group with −1, then every G-cone of R can be extended uniquely to a G-cone of Q 2 (R).
ORE'S LOCALIZATION
The theorem of Albert, Fuchs and Neumann was historically preceded by the following theorem of Neumann [Ne, Corollary 10.11 ] (see also Albert [Alb] ):
Theorem. A total ordering of a right Ore domain extends uniquely to a total ordering of its skew field of right fractions.
The aim of this section is to extend Neumann's theorem in two directions: we will replace total orderings with G-orderings and skew fields of right fractions with right Ore localizations (Theorem 12). Let us mention that different generalizations of Neumann's theorem (e.g. for lattice-ordered rings) have been given before, cf. [And, Ste] .
The reader not familiar with the definition of right denominator sets and right Ore localizations is advised to consult [La2, Section 10A] before continuing. A special case of Theorem 12 was given in [Po2, Proposition 2.7] .
Theorem 12. Let R be a ring, S ⊆ R a right denominator set and G a group with −1. Then every G-ordering P of R with supp P ∩ S = ∅ extends uniquely to a G-ordering of RS −1 .
Proof. The uniqueness follows from Theorem 7. To prove the existence, it suffices to show that every surjective G-signature σ of R satisfying σ −1 (0) ∩ S = ∅ extends to a G-signature of RS −1 . Let λ : R → RS −1 be the canonical mapping λ(r) = r1 −1 . Then λ −1 (0) = {a ∈ R | at = 0 for some t ∈ S}. It follows that λ −1 (0) ⊆ σ −1 (0), so that σ factors through R/λ −1 (0). Therefore, we may assume w.l.o.g. that λ is injective so that an element r ∈ R can be identified with its image λ(r). Set σ(rs
Proof of the claim: Assume r 1 s 1 −1 = r 2 s 2 −1 for some s 1 , s 2 ∈ S. By the definition of RS −1 , there exist u 1 , u 2 ∈ R such that s 1 u 1 = s 2 u 2 ∈ S and r 1 u 1 = r 2 u 2 . The first equality implies that σ(s 1 )σ(u 1 ) = σ(s 2 )σ(u 2 ) = 0 and the second equality implies that σ(r 1 )σ(u 1 ) = σ(r 2 )σ(u 2 ). Therefore, σ(r 1 )σ(
Proof of claim: Take any a 1 s 1 −1 , a 2 s 2 −1 ∈ RS −1 . Since S is a right denominator set, there exist s ∈ S and r ∈ R satisfying s 1 r = a 2 s. It follows that σ(s 1 )σ(r) = σ(a 2 )σ(s) and that σ(s 1 ), σ(s 2 ), σ(s) are nonzero. By definition,
. Hence if σ a 1 s −1 = 0, then σ(a 1 ) = 0 and thus by (GS 3), σ(a 1 + a 2 ) = σ(a 2 ). Similarly, if σ a 1 s −1 = σ a 2 s −1 , one concludes that σ a 1 s −1 + a 2 s −1 = σ a 2 s −1 . Finally, σ(−1) = σ(−1) = −1 ending the proof of existence.
An analogous result holds for left denominator sets. For µ n -cones, this result has been known before.
Example 14: Let α be an injective endomorphism of a domain R. If R is left Ore, then the twisted polynomial ring R := R[x; α] is left Ore [La2, Theorem 10.28] . Let D be its skew field of left fractions. If P σ is a G-cone of R and σ • α = σ, then P := z ∈ R | z = a n x n + · · · + a 0 , a n ∈ P σ \ {0} ∪ {0} is a G-cone of R which extends P σ (non-uniquely). By Corollary 13, every G-cone of R[x; α] extends uniquely to a G-cone of D.
FREE ALGEBRAS AND THEIR DIVISION HULLS
Definition: Let A be a domain, D a skew field and A → D a monomorphism. The division hull of A in D is the skew subfield generated by (the image of) A in D.
It is well-known that k<X, Y > has many non-isomorphic division hulls. A particularly interesting one is the free skew field k ( <X, Y ) >. We are interested in the following questions, with the emphasis on orderings of higher level:
(1) Does k ( <X, Y ) > have cones of any prescribed strict level? (1 ) Does every division hull of k<X, Y > have cones of any prescribed level? (2) Can every G-cone (resp. cone of higher level) of k<X, Y > be extended to a Gcone (resp. cone of higher level) of k ( <X, Y ) >? (2 ) Can every G-cone (resp. cone of higher level) of k<X, Y > be extended to a Gcone (resp. cone of higher level) of every division hull of k<X, Y >? . His examples show that the answer to (3) and hence also to (3 ) is yes for total orderings. We will later give affirmative answers to these questions for cones of arbitrary higher level.
Example 15: The answer to question (1) is yes. Namely, let F be the free group on two variables, an arbitrary total ordering of F and k((F, )) the corresponding power series field. By Lewin [Le] , the smallest skew subfield of k((F, )) which contains F and k is isomorphic to k ( <X, Y ) >. For every even number n we can construct a surjective µ nsignature σ n : k((F, )) → µ n as in Example 1. Note that σ n k((F, )) = σ n (k[F ]), so that the µ n -signature σ n | k (
<X,Y )
> gives rise to an ordering of level n/2 of k ( <X, Y ) >.
The following proposition will be used to construct various examples and counterexamples. We claim that D does not admit a cone of level 1. Namely for every cone P of level 1 we have 
Proposition 16. Form
A short calculation shows that this is a total ordering of S. Hence the mapping
induces an ordering of monomials of R 0 . Every element z ∈ R 0 can be written as z = cT k U + (higher monomials). Then σ(z) = sign(c)i is a surjective µ 4 -signature of R 0 . Using similar ideas it is possible to construct Ore domains R for ∈ N having no cones of level and containing cones of level 2 . This was first observed by Cimprič [Ci2] and later simplified by Klep & Velušček [KV] .
In order to present our next example we recall the definition of a valuation. A valuation of a skew field D is a mapping v : D → Γ ∪ {∞}, where Γ is an additively written (although not necessarily abelian) ordered group, satisfying:
To each signature σ of higher level of a skew field D we define O σ := {x ∈ D | ∃n ∈ N : σ Example 17 also gives a negative answer to the question (2 ). Question (2) remains open and a partial answer will be given in the next section; see also [Kl] . Example 19 is a variant of Example 17. It shows that there exists a division hull of k<X, Y > such that some µ 2 -cones of k<X, Y > extend and some do not.
Example 19: Let A := k<X, Y > and form R n := k(T )[U ; α n ], where α n sends T → T n and n 2. As before, R n is a left Ore domain and we can form its skew field of left fractions D n . By Proposition 16, we have an embedding of A in D n and the division hull of A in D n is the entire D n .
Let S be the free monoid on two generators X, Y . Then A = k [S] . Take the graded lexicographic ordering of S induced by X > Y , i.e., words in S are first compared according to their length and the words of the same length are then compared in the lexicographic ordering induced by X > Y . We construct a µ 2 -cone P of A by
We identify A with its image ϕ(A) in R n ⊆ D n , where ϕ : A → R n denotes the monomorphism from Proposition 16. Assume P extends to a µ 2 -ordering P of D n . In D n we have T U − U ∈ P , so (T − 1)U ∈ P . Now U ∈ P implies T − 1 ∈ P and hence T = (T − 1) + 1 ∈ P . On the other hand,
A total ordering of A which extends to D n can be constructed as in Example 14. Let Q be the total ordering of k(T ) defined by the sign of the leading coefficient. Since α n (Q) ⊆ Q, there exists a total ordering Q of R n which extends Q. Clearly, Q extends to a total ordering Q of D n . Then ϕ −1 (Q ) is a total ordering of A which extends to a total ordering of D n .
We now turn to questions (3) and (3 ). We will use Example 1 to generalize Example 3 from [Re, Section 5] in order to show that two different µ 2n -cones of k ( <X, Y ) > can induce the same µ 2n -cone of k<X, Y >.
Example 20: Write S for the free monoid on X, Y and G for the free group on X, Y . Then k<X, Y > = k [S] . As Revesz [Re] has shown, the graded lexicographic ordering of S can be extended to G in several distinct ways. Take two different extensions and . The length function on S induces a semigroup homomorphism φ : G → Z 2n given by
Now using and we can proceed similarly as in Example 1 to obtain a µ 2n -cone P of k((G, )) and a µ 2n -cone P of k((G, )). These cones obviously agree on k<X, Y >. By [Le, Theorem 2] , the division hulls of k<X, Y > in k((G, )) and k((G, )) are isomorphic to k ( <X, Y ) >. Since and do not agree on G, it follows that P ∩k (
EPIC R-FIELDS
Assume R is a ring, D a skew field and R → D an epimorphism in the categorical sense. What G-orderings of R can be extended to D, i.e., for a G-signature σ : R → G 0 when does there exist a signature σ : D → G 0 making the diagram below commutative?
This problem is best tackled using Cohn's theory of epic R-fields. Our results have already been observed for orderings of level 1 by Revesz [Re] and Craven [Cr2] . For all unexplained notation, terminology and results used in this section we refer the reader to Cohn [Co1] .
Definition: Let R be a ring. The set of all square matrices over R is denoted by M(R). We endow this set with an operation ⊕ and a partial operation ∇. The diagonal product other columns or rows is defined similarly. A n × n square matrix C is nonfull if it can be written as a product of two smaller (rectangular) matrices, say C = AB for some n × r matrix A and r × n matrix B with r < n.
It helps to think of ⊕ as multiplication on M(R) and of ∇ as a sort of addition. The set of all nonfull matrices plays the role of zero. In our considerations the Dieudonné determinant will play an important role. Therefore we must restrict to G-signatures and G-orderings for abelian groups G with −1. So throughout this section G will denote an abelian group with −1 written multiplicatively. This leads to the following definition of matrix G-signatures. 
Remark 21:
(1) If σ is a matrix signature, then P σ := σ −1 (0) is a prime matrix ideal in the sense of [Co1, Section 7.4] . We call P σ the support of σ. If we define
(2) Our matrix µ 2 -orderings coincide with total square-positive matrix cones in [Re, Section 4] or total matrix cones in Cohn [Co2, Section 9.7] or matrix orderings in [Cr2] . In order to keep the analogy with G-orderings, we have defined matrix G-orderings with the help of matrix G-signatures.
The aim of this section is to prove that a matrix G-ordering Π of R induces a matrix G-ordering of the epic R-field R(P), where P denotes the support of Π. Furthermore, we show that for a skew field a matrix G-ordering is essentially a G-ordering.
We will use the so-called Dieudonné determinant (cf. [Ar, IV.1]) for matrices over skew fields. This is a homomorphism det :
If A is a nonsingular matrix, then A = BD(µ), where B is a product of certain elementary matrices and D(µ) is diagonal and differs from the identity matrix in that its last diagonal entry is µ. The Dieudonné determinant is then defined by det(B) = 1 and
Proposition 22 ). Assume σ is a matrix G-signature of M(R). Proof.
We now use the fact that [a 2 | · · · |a n ] c I n−1 0 is nonfull together with (MS 3) to prove
(1). (2) follows from (1) as follows:
For (3), let a 1 , c 1 denote the first column of A, C, respectively, and write
If A ∈ R m×m and C ∈ R n×m , then the second matrix on the right hand side has a m × (n + 1) block of zeros after a certain permutation of columns. As the size of this square matrix is m + n < m + (n + 1), this matrix is nonfull. Thus we have replaced one column of C with zeros without changing the σ-value. Now repeat the procedure with other columns. Similarly, one can prove that
To prove (4), we apply (1) and (3) several times:
The result now follows from (MS 1) and (MS 2). As mentioned above, every square matrix A over a skew field can be written as A = BD(µ), where B is a product of certain elementary matrices and D(µ) is diagonal and differs from the identity matrix in that its last diagonal entry is µ. By the above, σ(B) = 1,
Theorem 23. Let D be a skew field.
(
(3) The mappings described in (1) and (2) are inverse to each other. In particular, there is a one-to-one correspondence between G-orderings and matrix Gorderings.
Proof. For (1) let η be a G-signature corresponding to the G-ordering P of D and define σ(A) := η(det(A)) for A ∈ M(D). Note that this is well-defined since G is abelian and
, σ is multiplicative. As det(A∇B) = det(A) + det(B), (MS 3) for σ follows from (GS 3) for η. Since ±1 ∈ D, σ(±1) = ±1. Because the support of P is {0}, σ −1 (0) is the set of all nonfull matrices. This is clearly a prime matrix ideal (actually, the only matrix ideal over a skew field).
For (2), we just restrict the corresponding G-signature σ from M(D) to D. By the previous proposition, this is a G-signature of D. This proves (2). Finally, Proposition 22(5) proves (3) finishing the proof.
Theorem 24.
There exists a bijective correspondence between matrix G-orderings of a ring R with support P and (matrix) G-orderings of the epic R-field R(P).
Proof. The proof is divided into three claims.
CLAIM 1: Assume ϕ : R → R(P) is the canonical mapping with singular kernel P and σ : M R(P) → G 0 is a matrix G-signature. Then η := σϕ : M(R) → G 0 is a matrix G-signature of R. Here, by abuse of notation, we write ϕ for the canonical extension of ϕ : R → R(P) to a mapping M(R) → M R(P) . Proof of claim: Obviously, η is multiplicative and η(±1) = ±1. Also, (MS 3) (resp. (MS 4)) for σ easily implies (MS 3) (resp. (MS 4)) for η.
CLAIM 2: Let σ : M(R) → G 0 be a matrix G-signature with support P. Take any x ∈ R(P)
× and a matrix [a 0 |A |a ∞ ] over R that is admissible for x. Define η( We can write the first matrix in the above expression as
We now show that both matrices in this determinantal sum have the same σ-value. This proves Claim 2. CLAIM 3: The operations described in Claims 1 and 2 are inverse to each other. Proof of claim: This is similar to the proof of [Cr2, Theorem 5] and is left as an exercise for the reader. Now we can answer the question given in the beginning of this section.
Corollary 25. Assume R is a ring, D a skew field and R → D an epimorphism with singular kernel P. Then a G-ordering P of R can be extended to a G-ordering of D iff P extends to a matrix G-ordering Π ⊆ M(R) with support P.
Finally we propose the following

Open problem:
(1) Let R be a ring, Σ a lower multiplicative set of square matrices over R and Π a matrix G-ordering of R with support P such that P ∩ Σ = ∅. Does Π extend to a matrix G-ordering over R Σ ? Is the extension unique? (2) Assume R is a ring, D a skew field and R → D an epimorphism. What Gorderings of R can be extended to D if G is not abelian?
We refer to [Co2, Chapter 4] for the definition of R Σ and to [FV] for its applications.
