Abstract. The spin-statistics connection is derived in a simple manner under the postulates that (1) the state vectors are only superposed with the plus sign, and (2) not only a common spin quantization axis but a complete quantization frame has to be specified. This means that the orientation of the spin states in the plane normal to the quantization axis has to be specified. Before the state vectors can be superposed their spinor ambiguity has to be removed. This is achieved by relating the orientation angles by means of rotations in spin space and taking all rotations in the same sense. The minus sign for particles with half-integral spin then obtains by applying the above principles to transition-amplitude formulas. Relativity and quantum field theory are not involved.
Introduction
The symmetrization postulate of standard quantum mechanics, I recall, postulates that any state vector or wave function of a system of identical particles must be either symmetric or antisymmetric, that is, either multiplied by +1 or by −1, when the indices of any two particles are interchanged. There are thus two classes of systems, having different types of statistical distribution of energy among the particles: systems of bosons and systems of fermions. These two classes are connected with the spins of the particles: all particles which are known to be bosons have integral spin, in units ofh, while all known fermions have half-integral (i.e., half-odd-integral) spin. In nonrelativistic quantum mechanics this cannot be proved and is taken as another postulate. The first proof is ascribed to Pauli [1] who founded it on relativistic quantum field theory. This also remained the framework of the papers which in the subsequent years refined and generalized Pauli's proof [2, 3] . In 1965, however, Feynman in his Lectures [4] objected: [ The connection] appears to be one of the few places in physics where there is a rule which can be stated very simply, but for which no one has found a simple and easy explanation. The explanation is deep down in relativistic quantum mechanics. This probably means that we do not have a complete understanding of the fundamental principle involved.
This statement presumably stimulated attempts to find such a simple explanation, preferably within nonrelativistic quantum mechanics, so that here it would also lose its status of a postulate (e.g. [5, 6, 7] ). However, Duck and Sudarshan in their comprehensive review of 1997 and 1998 [3] concluded that no satisfactory elementary explanation of the spin-statistics theorem had been achieved. Romer [8] in 2002 comes to the same conclusion. Still more recent attempts are listed in [9, 10] .
The attempt here proposed, like some of the above works, uses singlevaluedness and rotational properties of state vectors or wave functions. But it uses them in a different way. It arose from an attempt to understand the paper by York [9] in the framework of a realist interpretation that I developed some time ago [11] . The proof presented here is elementary, I think, provided two new postulates are accepted. Accepting new postulates is the price we have to pay. On the other hand, the new postulates fit into the existing conceptual scheme of quantum mechanics and do not lead to any testable prediction that would deviate from those of traditional quantum mechanics.
The strict symmetrization
In order to present the essential points in a simple way, I begin by considering a system of two identical particles described by a state vector which is a (tensor) product of two one-particle state vectors
The quantity m is the spin component, in units ofh, of the particles whith respect to an arbitrary but common spin quantization axis:
. . . Both particles have the same total spin s (S 2 | = s(s + 1)| ), and they also have the same spin component m. That is, the one-particle state vectors are all eigenvectors of the spin-component operator belonging to the eigenvalue m. For it is only in this case that there is superposition and interference of states or amplitudes. And it is only this case to which the Pauli exclusion refers. For particles with different spin components interference terms vanish because those states are orthogonal to each other. It is the very interference terms that the present paper is concerned with. Of course, superposition of states or amplitudes with different m, though not leading to interference, can still lead to intensity correlations. The quantities a and b stand for all other parameters that define the mathematical form of the state vector. They may be eigenvalues of a complete set of commuting observables, but they may also include the parameters that define the observables, for example the angles that define the spin quantization axis, with respect to which the spin components are defined. The (upper) indices in parantheses [(1), (2) ] denote the two particles, as if they could be distinguished. These indices have nothing to do with the mathematical form of the state vectors [12] .
A symmetric or antisymmetric state vector that is postulated by the standard symmetrization postulate can be obtained from an arbitrary vector |Ψ(1, 2) by adding to it or subtracting from it the "permuted" vector
thus yielding
The factor 1/ √ 2 appears because we want to deal only with state vectors that are normalized to 1.
In our approach this plus/minus-superposition is replaced by a pure plus-superposition. The general procedure of constructing the state vector for a system of N particles that takes the identity of the particles into account thus is:
First number the particles in an arbitrary way and construct the state vector |Ψ(1, 2, . . . , N ) that belongs to the given physical state. Then symmetrize this vector by applying to it the symmetrizer S
where P (α) is a permutation and c is a normalization constant. In the case of just two particles we have
This is our strict-symmetrization postulate.
As will be seen in section 5 it is an essential element of our proof to consider formulas for transitions from an initial state
to a final state
where the final single-particle states |c, m (1) and |d, m (2) differ from each other and from the initial single-particle states (e.g. different directions of propagation). Only the spin components are still the same for all, so that all states can still interfere with each other. That is, the transitions occur only in orbital space, with no involvement of spin space. The amplitude for the transition from |Ψ i to |Ψ f is then
T is a transition operator. For our proof we only need that it is symmetric and spin-independent. Formula (6) can be written as
+ c, m|
Here the first line is equal to the fourth, and the second to the third, since they differ only in the indices in parantheses, which have nothing to do with the mathematical form of the state vectors. f (a pure number) is thus two times the sum of the first and the second line, and can be written as the sum of two transition amplitudes
without any factors like 1/ √ 2 or 1/2. The second line differs from the first in that particle (1), initially in state |a, m , goes to state |d, m rather than to |c, m ; and particle (2), initially in state |b, m , goes to state |c, m rather than to |d, m .
Let us have a look on the treatment of identical particles in the Feynman Lectures [4] . State-vector or wave-function symmetrization is never mentioned in the Feynman Lectures. Instead, transition amplitudes are considered. When two transitions cannot be distinguished in principle from each other, the amplitudes, rather than the probabilities, have to be superposed. The superposition includes the phase factor e iδ :
which, following the principles of nonrelativistic quantum mechanics, is postulated to be +1 or −1. In his own proposal [6] to derive the spin-statistics connection Feynman goes further and suggests that we may take the view that the Bose rule [the plus-superposition] is obvious from some kind of understanding that the amplitude[s] in quantum mechanics that correspond to alternatives must be added.
This would mean e iδ = +1 in (8) and would coincide with the structure of our formula (7) . As formula (7) is just another way of writing formula (6), our first postulate, namely strict symmetrization (plus-superposition) of state vectors, is equivalent with Feynman's suggestion concerning probability amplitudes. However, the state vectors thus to be strictly symmetrized in our approach are not the usual ones but must have an additional variable not taken into account in standard quantum mechanics. This is the subject of our second postulate.
The spin quantization frame
The second postulate is: not only a spin-quantization axis but a whole spin-quantization frame has to be specified. Let the z-axis of this frame coincide with the quantization axis. The orientation of the x-and y-axes then also has to be specified. This means that the spin part of a single-particle state vector is not only characterized by the variable m (referring to the axis) but also by its orientation in the x-y plane, that is, by the angle of a twist about the spin-quantization axis. This angle plays a central role in our proof and I call it the spin twist angle. It is the additional variable mentioned above to be introduced in the single-particle state vectors in order to have the physical situation completely specified. Either state in Eq. (1) has its own angle, χ a or χ b , respectively, but the particular values do not matter. Thus, Eq. (4) now becomes
and Eq. (5) becomes
Neither the value of m nor the values of χ a and χ b are changed during the transition from |Ψ i to |Ψ f because we are only concerned with situations where the transition operator operates in orbital space alone. The transition amplitude (6) now becomes
and likewise formula (7) becomes
According to our first postulate there is only a plus sign in the initial and final state vectors. As will be seen, the minus sign will show up when we consider the dependence of the transition amplitudes on χ, and when we, in section 4, remove the general spinor ambiguity in the amplitudes or state vectors before they are superposed. Let us therefore consider the dependence on χ more closely. We begin with the most familiar case of spin 1/2 and recall some basic relations [13] . The operator of the spin component of a spin-1/2 particle in the direction of the arbitrary unit vector v characterized by the polar angle θ and the azimuthal angle ϕ is Sv = S x sin θ cos ϕ + S y sin θ sin ϕ + S z cos θ
Its two eigenstates are
The states |m z 0 are the eigenstates of a spin-component operator in the direction θ = 0, that is, with respect to an axis which coincides with the z-axis of that coordinate system in which θ and ϕ are defined. The variable χ ′ in Eq. (14) is the angle by which the spin part of the state is twisted about the direction of v. This direction is arbitrary and need not coincide with the common spin quantization axis. Therefore we write χ ′ rather than χ. The corresponding spin-space rotation operator is
Applying it to the eigenstates (14) means replacing the operator Sv by one of its eigenvalues. This in turn means multiplying the eigenstates by e +iχ ′ /2 or e −iχ ′ /2 , respectively. Actually, the operator (15) applies to particles of any spin, not just spin 1/2. Applying it to an eigenstate belonging to the eigenvalue m means multiplying the eigenstate by e −iχ ′ m . The eigenstates of Sv for general spin are different from those in (14) but their dependence on χ ′ is still completely contained in the rotation factor
Now, we let the direction of the common spin-quantization axis coincide with the direction of v. This direction is completely determined by the angles θ and ϕ. Therefore these angles must be the same for all particles. This does not, however, hold for χ ′ . With v now being the common spin-quantization axis, χ ′ becomes the spin twist angle χ, without prime.
We might exhibit all three angles θ, ϕ and χ explicitly and write, e.g. |a, m, θ, ϕ, χ (1) . But as θ and ϕ are always the same they may, as usual, be omitted (absorbed in a). The spin component m is also the same for all particles. We nevertheless keep it explicit because it appears in the dependence of the states on χ.
In conventional quantum mechanics the angle χ is considered irrelevant and remains unspecified. It may have contributed to this attitude that the dependence on χ, contained in the rotation factor (16), has the form of a phase factor. An overall phase factor is indeed physically irrelevant. However, as we shall see in section 5 below, we shall have to superpose functions of χ in which these phase factors are different and thus contribute to the relative phase. This is physically significant. Therefore, in the physical situation under consideration, even if nowhere else, the spin twist angle, that is, the orientation of the spin part of the state vector in the x-y plane of the spin quantization frame, is indeed relevant.
Removing the spinor ambiguity
Before ste state vectors can be superposed in a definite way their spinor ambiguity has to be removed. In this section we want to show that this can be achieved when in Eq. (11) χ a is carried over to χ b , and χ b to χ a by way of rotations that are taken always in one and the same sense.
The dependence of the state vectors on χ is completely contained in the rotation factor (16), e −iχm . The spinor ambiguity means that if we identify χ + 2π with χ then, in the case of half-integral m, both e −iχm and e −i(χ+2π)m = −e iχm , i.e. both |a, m, χ and −|a, m, χ , describe the same physical state.
Consider the state vector, or just its rotation factor e −iχm , to lie on a Riemannian surface, as shown in Fig. 1 . For integral m this surface would consist of one sheet only, and there is no ambiguity. For half-integral m, however, the surface consists of two sheets. The points on one sheet carry only one set of function values. There are then two paths leading from χ a to χ b : one counterclockwise around the center and the other clockwise. The one path always ends up in a different sheet than the other. Thus, the ambiguity is removed if we make a choice between these two paths, that is, if we take all rotations in one sense only, either clockwise or counterclockwise. This procedure is also adopted in the case of integral m where it is not really necessary but allows a unified treatment of integral and half-integral m.
For those interested in general group theory: our prescription means that for half-integral m the way from χ a to χ b and that from χ b to χ a are paths of different homotopy classes (e.g. [14] ).
By the way, a Möbius band could accomplish the same task (at least qualitatively) as the Riemannian surface if on the first round trip over the band the one set of function values is met, and on the second round trip, going on in the same direction, the corresponding other set. In fact, the devices like twisted ribbon belts ( [6] p. 58), contortions of an arm holding a cup ([6] p. 30) or simply two disks in touch with each other, the one with half the radius of the other, are similar to the Riemannian surface in that they construct an indicator of whether we are in the first or in the second turn, and that they return to the original situation after the second turn.
Calculating the total state vector
We are now prepared to take the decisive step. We begin by calculating the transition amplitude (12) between state vectors that include the spin twist angle χ.
According to section 3 we can take the χ dependence out of the state vectors and write c, m, χ a | (1) = e +iχam c, m|
However, we cannot simply insert this into Eq. (17), for then all the exponentials would cancel each other and we would get nowhere. We have to take into account that χ is an angle, the exponentials are rotation factors, and the rotations are all to be taken in the same sense. The term
e.g., means a rotation (twist) from χ b to χ a . We take the counterclockwise sense, and we consider the situation shown in Fig. 1 . Any other situation would lead us to the same result. In getting from χ b to χ a we then have to run through 2π −(χ b −χ a ). This yields the rotation factor e −i(2π+χa−χ b )m . Likewise the term
means a twist from χ a to χ b . According to Fig. 1 this means that we have to run through χ b −χ a , and we obtain the rotation factor e −i(χ b −χa)m . With this the second line of Eq. (17) becomes
with
where for the last equality we have used the fact that if the spin component m is integral (half-integral) so is the total spin s. The factor F = (−1) 2s will be the clue for the solution of our problem. The transitions in the first line of Eq. (17) occur between states which depend on the same angle. No rotations are involved here and the extra factor F is 1. In other words, there is no extra factor. The first line of Eq. (17) thus becomes c, m|
One might wonder whether the first line of Eq. (17) does not also mean rotations, say one from χ a to χ a + ε and one from χ b to χ b − ε in the limit ε → 0. In this case the factor F would be e −i2πm instead of 1. On the other hand, if we had one rotation from χ a to χ a + ε and the other from χ b to χ b + ε we would obtain the factor 1. Which infinitesimal rotations are then to be chosen? Actually, the choice should be justified by some underlying physical process. Such a process does not exist here. As the considered transition (Eq. (17)) occurs only in orbital space, not in spin space, the angles χ a and χ b remain exactly the same during the transition; just as the angles θ and ϕ, which determine the quantization axis and with this the spin component, remain exactly the same. So, no infinitesimal rotation at all is justified and the factor is indeed 1. Relating the spin twist angles to each other anyway is no physical process but a mathematical device invented for resolving the ambiguity in the spin part of the state vectors.
Notice that all this has nothing to do with the particular values that χ a and χ b happen to have in the initial state. The case where they are equal is of statistical measure zero and can be neglected.
Thus the transition amplitude (17) finally becomes
+ (−1) 2s c, m|
By a calculation paralleling that which led us from Eq. (6) to Eq. (7) we can convince ourselves that Eq. (17) can be written in terms of symmetric or antisymmetric initial and final state vectors:
Compare formula (20) with formula (11) . The difference is that the state vectors in (11) depend on the spin twist angle χ and there is no extra factor in front of the second terms in the parantheses, whereas the state vectors in (20) are independent of χ but the extra factor (−1) 2s appears. This factor yields +1 (bosons) for integral s and −1 (fermions) for half-integral s, and this is the desired connection between spin and statistics. It is the neglect of the spin twist angle χ in standard quantum mechanics that requires the factor (−1) 2s to be introduced by way of postulate. Actually, in our final formulas (19), (20) the angle χ has also disappeared. But it has left its trace in the form of the factor (−1) 2s . One may compare this with the so-called twin paradox in relativity theory where the accelaration of the travelling twin is instrumental in producing the age difference but does not appear in the final formula [15] .
The factor (−1) 2s originates from the transition formulas (17), (18), (19) . Is it, therefore, only in transition formulas that we must use symmetric or antisymmetric state vectors? Yes -in principle. But this does not restrict the generality of the procedure. For in quantum mechanics any measurable quantity is basically either a transition probability or a mean value. And the case of a mean value is formally also covered by the transition formula: when |Ψ f is equal to |Ψ i and T is a symmetric and spin-independent observable. Or, one may convince oneself that the proof also works when one has |Ψ f = |Ψ i from the beginning. What is really important are only the spin twist angles and the way they are related to each other.
6 The general N -particle case Until now we have only considered systems of two particles and two-particle state vectors that were products of one-particle vectors. We will now remove these two restrictions.
Generally, any multiple-particle state |Ψ(1, 2, . . . , N ) can be expanded in terms of a complete set of one-particle states. Thus we can write the normalized initial state as
And the strictly symmetrized (plus-superposed) and normalized initial state can be written as
where S is the symmetrizer S = (1/N !) (α) P (α) . Likewise we write the normalized final state as
and the strictly symmetrized and normalized final state as
The transition amplitude then is
Observing that S is Hermitian (S † = S) and is a projection operator (S 2 = S) we have
Consider the particular term
Any permutation P (α) can be built up from a number of transpositions (interchanges). When the permutation P (α) is the trivial one, which leaves the indices in the natural order (no transposition), then the term (24) can be written as the product of the single-particle transitions
that involve only states with the same χ in the initial and the final state. Thus, when written in terms of state vectors from which the χ dependence has been taken out, the term t becomes ) according to the reasoning in section 5 after formula (18). When the permutation P (α) contains just one transposition, say (i) ↔ (k), the term t contains one single-particle transition from χ i to χ k and one from χ k to χ i and this yields the additional factor (−1) 2s . The other single-particle transitions occur between states with the same χ and yield the factor 1. That is, the term t, formulated with states that do no longer depend on χ, acquires the factor (−1) 2s .
Continuing in this way, we see that every additional transposition in P (α) yields an additional factor (−1) 2s in t. So, a permutation that is built up from k transpositions yields the factor (−1) 2sk . This implies that the transition amplitude (23) can be written in the form f = 
We thus have the result that in the transition amplitude f of Eq. (25) the final state for particles with integral spin is symmetric (bosonic) and for particles with half-integral spin is antisymmetric (fermionic). Since the step from Eq. (21) to (22) is also possible with antisymmetrizers (A † = A, A 2 = A) instead of symmetrizers and can also be reversed, the result is equivalent to working both in the initial and in the final state with bosonic states for integral spin and with fermionic states for half-integral spin. Thus we have the desired spin-statistics connection in the general N -particle case.
