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Titre 
Etude Théorique de Quelques Aspects de la Réactivité des Bases de l’ADN – Définition de 
Nouveaux Outils Théoriques d’Étude de la Réactivité Chimique. 
Résumé 
Dans ce travail, trois types de lésions des bases de l’ADN ont été étudiés d’un point de vue 
théorique à l’aide de méthodes de chimie quantique basées sur la théorie de la fonctionnelle de la 
densité : la désamination spontanée de la cytosine et de ses dérivés, la formation de lésions tandem 
induites par des radicaux hydroxyles en milieu anaérobie et la formation de dimères de bases 
pyrimidiques suite à une exposition à un rayonnement ultraviolet. L’utilisation complémentaire de 
méthodes quantitatives statiques permettant d’explorer en partie les surfaces d’énergie potentielle 
associées à une réaction chimique et de la « DFT conceptuelle » ont permis d’obtenir des 
renseignements quant aux mécanismes réactionnels mis en jeu et de rationaliser des différences de 
réactivité entre bases nucléiques vis-à-vis de la formation d’un même type de lésion. 
 Parallèlement à ces études, une réflexion a été menée concernant le concept de mécanisme 
concerté asynchrone, en particulier en termes de sens physique de l’état de transition, de respect 
du principe de dureté maximum, et de détermination du nombre de processus primitifs impliqués. 
Enfin, un nouvel indice de réactivité locale a été développé, pertinent pour décrire la réactivité de 
systèmes moléculaires dans un état excité. 
Mots-clés 
DFT, DFT conceptuelle, ADN, réactivité chimique, bases nucléiques, désamination, cytosine, 
lésions tandem, dimères de bases pyrimidiques, mécanismes concertés asynchrones, état excité  
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Title 
Theoretical Study of Some Aspects of the Nucleobases Reactivity – Definition of New Theoretical 
Tools for the Study of Chemical Reactivity. 
Abstract 
In this work, three kinds of nucleobase damages were studied from a theoretical point of view 
with quantum chemistry methods based on the density-functional theory: the spontaneous 
deamination of cytosine and its derivatives, the formation of tandem lesion induced by hydroxyle 
radicals in anaerobic medium and the formation of pyrimidic dimers under exposition to an UV 
radiation. The complementary use of quantitative static methods allowing the exploration of the 
potential energy surface of a chemical reaction, and of “conceptual DFT” principles, leads to 
information concerning the mechanisms involved and to the rationalisation of the differences in 
the nucleobases reactivity towards the formation of a same kind of damage. 
At the same time, a reflexion was undertaken on the asynchronous concerted mechanism concept, 
in terms of physical meaning of the transition state, respect of the Maximum Hardness Principle, 
and determination of the number of primitive processes involved. Finally, a new local reactivity 
index was developed, relevant to understand the reactivity of a molecular system in an excited 
state. 
Keywords 
DFT, conceptual DFT, DNA, chemical reactivity, nucleobases, deamination, cytosine, tandem 
lesions, pyrimidic dimers, asynchronous concerted mechanism, excited state 
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“Contrary to what is sometimes supposed, the theoretical chemist is not a mathematician, 
thinking mathematically, but a chemist, thinking chemically.” 
C.A. Coulson, Préface à la 1ère édition de Valence, 1951 
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Introduction générale 
Ce travail, réalisé au sein de l’équipe « Lésions des Acides Nucléiques » du Service de Chimie 
Inorganique et Biologique, s’inscrit dans l’axe de recherche  « élucidation des mécanismes de 
formation des lésions des acides nucléiques ». Il s’agit là de comprendre de façon approfondie la 
chimie de l’acide désoxyribonucléique (ADN) car l’intégrité de cette molécule constitue la 
condition nécessaire à la conservation de l’information génétique chez tous les êtres vivants. Au 
cours de ce travail, notre intérêt s’est porté plus particulièrement sur des lésions de l’ADN pour 
lesquelles les différentes bases nucléiques montrent des différences de réactivité. L’objectif est 
donc double : il s’agit d’une part de comprendre les mécanismes réactionnels impliqués dans la 
formation des lésions étudiées et d’autre part de rationaliser les différences de réactivité observées 
expérimentalement.  
La grande taille d’une molécule d’ADN et la complexité de son environnement naturel rendent 
nécessaire l’élaboration de modèles de cette molécule pour en appréhender la réactivité. Cette 
dernière peut ensuite être étudiée expérimentalement, grâce à diverses méthodes de chimie 
analytique, mais elle peut également être simulée. C’est cette dernière approche qui a été choisie 
pour ce travail, avec à la base des simulations réalisées, la théorie de la chimie quantique. Il s’agit 
donc de comprendre par une approche microscopique les conséquences observées 
expérimentalement à l’échelle macroscopique. 
Parmi toutes les méthodes de chimie quantique dont disposent les chimistes théoriciens, ce sont 
celles basées sur la théorie de la fonctionnelle de la densité (DFT) qui ont été utilisées, pour le bon 
compromis qu’elles offrent entre fiabilité et effort calculatoire. Au contraire des autres méthodes 
de chimie quantique qualifiées d’ab initio, les méthodes DFT ne sont pas centrées autour de la 
fonction d’onde, mais autour de la densité électronique, observable physique. Ces méthodes, 
comme toutes les méthodes de chimie quantique permettent de calculer l’énergie et la structure 
électronique des systèmes moléculaires modélisés. A partir de ces deux grandeurs, divers indices 
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de réactivité dérivés de modèles qualitatifs de la réactivité chimique peuvent être évalués, 
permettant de rationaliser  voire de prédire la réactivité chimique.  
Parmi ces modèles qualitatifs, le plus connu est sans aucun doute la théorie des orbitales frontières 
qui a valu le Prix Nobel de Chimie 1981 à Kenichi Fukui. Ce modèle a permis de rationaliser de 
nombreuses règles empiriques de sélectivité en chimie organique. Depuis quelques années 
maintenant, un autre modèle est de plus en plus utilisé : celui de la « DFT conceptuelle ». C’est ce 
dernier qui a été privilégié au cours de ce travail. Son intérêt est multiple. D’une part, il permet 
généralement de retrouver les résultats de la théorie des orbitales frontières. D’autre part, il offre 
un cadre privilégié pour la définition d’indices de réactivité. Et enfin, il a permis de démontrer la 
validité de grands principes empiriques de réactivité comme le principe Hard/Soft Acids/Bases ou 
encore le principe de dureté maximum. 
Grâce aux outils théoriques qui viennent d’être cités, de nouvelles informations ont pu être 
obtenues concernant les mécanismes de formation de lésions de l’ADN étudiées, à savoir la 
désamination spontanée de la cytosine, la formation de lésions tandem induites par des radicaux 
libres et la formation photochimique de dimères de bases pyrimidiques. Des éléments de 
rationalisation ont également pu être apportés en ce qui concerne les différences de réactivité 
observées entre bases nucléiques. De plus, l’étude de ces réactions chimiques particulières a 
contribué à proposer de nouveaux outils pour l’étude d’une réaction chimique de façon plus 
générale. Ainsi, l’étude de la réaction de désamination de la cytosine a conduit à une réflexion sur 
le sens physique de l’état de transition d’un mécanisme concerté asynchrone. De plus, afin de 
comprendre les différents taux de formation des dimères de bases pyrimidiques par réactions 
photochimiques, un nouvel indice de réactivité locale pertinent pour les systèmes moléculaires 
dans leur premier état excité a été défini. Ces résultats sont présentés dans ce manuscrit, qui 
s’organise en quatre parties. 
La première partie a pour objectif d’exposer tous les concepts et toutes les définitions utilisés dans 
le reste du manuscrit. Ainsi, le chapitre 1 présente brièvement la structure de l’ADN et les lésions 
étudiées au cours de ce travail de thèse. Puis, le chapitre 2 qui traite de cinétique chimique, fait le 
lien entre les paramètres cinétiques que l’on peut obtenir d’une étude expérimentale et ceux qui 
sont proposés par les calculs de chimie quantique. Le chapitre 3 présente les différentes méthodes 
de chimie quantique disponibles pour simuler un système moléculaire, et notamment les méthodes 
basées sur la théorie de la fonctionnelle de la densité. Enfin, le chapitre 4 présente les deux 
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modèles qualitatifs de la réactivité chimique qui ont été évoqués précédemment : la théorie des 
orbitales frontières et la DFT conceptuelle.  
Chacune des trois parties suivantes est centrée sur un type de lésion. Ainsi la deuxième partie est 
consacrée à l’étude de la réaction de désamination spontanée de la cytosine, la troisième partie à 
l’étude de la formation de lésions tandem induites par des radicaux libres et la quatrième partie à 
l’étude de la formation des dimères de bases pyrimidiques par photochimie. Dans chacune de ces 
parties sont présentés les résultats directement liés à la lésion étudiée mais également les résultats 
plus généraux sur la réactivité chimique qu’ils ont inspirés. 
Ainsi la deuxième partie se compose de deux chapitres. L’objectif du chapitre 5 est de proposer un 
mécanisme réactionnel pour la désamination spontanée de la cytosine et des éléments de 
rationalisation de la différence de réactivité entre cytosine et deux formes modifiées de cette 
dernière : la 5-méthylcytosine et la 5,6-dihydrocytosine. Quant au chapitre 6, en s’appuyant sur 
l’exemple particulier de l’étape cinétiquement déterminante du mécanisme proposé pour la 
désamination spontanée de la cytosine, il propose un support théorique pour l’étude des 
mécanismes concertés asynchrones. Il s’agit en particulier de proposer une méthode pour 
déterminer le nombre de processus simples composant un mécanisme concerté asynchrone et des 
éléments théoriques pour le respect ou non du principe de dureté maximum dans ce type de 
mécanisme. 
La troisième partie se compose d’un seul chapitre, le chapitre 7 qui en s’appuyant sur un 
descripteur de réactivité défini récemment propose une explication à la différence de réactivité 
entre adénine et guanine vis-à-vis de la formation de lésions tandem induites par des radicaux 
libres. 
La quatrième partie est divisée quant à elle en deux chapitres. Le chapitre 8 présente les résultats 
de notre étude par DFT quant au mécanisme de formation photochimique d’un exemple 
particulier de dimère de bases pyrimidiques. Puis, le chapitre 9 présente le support théorique pour 
un nouvel indice de réactivité locale pertinent pour les systèmes dans leur premier état excité. Cet 
indice est utilisé pour rationaliser les différents taux de formation des différents dimères de bases 
pyrimidiques. 
Enfin, ce manuscrit se termine par quelques conclusions et perspectives. 
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Chapitre 1   
Les lésions de l’ADN 
Introduction 
L’acide désoxyribonucléique, ou ADN, est présent dans toutes les cellules vivantes. Il constitue le 
support de l’information génétique. C’est par lui que passe l’intégrité du génome. Cependant, 
paradoxalement, sa stabilité chimique est relativement limitée, et ceci même dans les conditions 
physiologiques de pH et de température. Ceci peut donner lieu à des lésions de l’ADN qui, si elles 
ne sont pas réparées, peuvent conduire à des mutations, au vieillissement cellulaire, ainsi qu’à 
l’apparition de cancers.1 Ces lésions sont caractéristiques de la structure chimique de l’ADN ainsi 
que de son environnement et des conditions auxquelles il est soumis. 
Dans ce chapitre, les structures primaire et secondaire de l’ADN sont détaillées afin d’une part de 
mettre en évidence les particularités chimiques de cette molécule, et d’autre part d’introduire la 
nomenclature utilisée dans la suite de ce manuscrit. Puis, les lésions qui ont été étudiés au cours de 
ce travail de thèse sont brièvement présentées, en termes de structure chimique de la lésion et de 
conditions de formation. Elles feront l’objet d’une présentation plus approfondie dans les chapitres 
suivants. En effet, il s’agit de donner ici un rapide aperçu des systèmes étudiés et de préciser 
l’intérêt de ces études. 
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1.1. Structure primaire de l’ADN2,3 
La structure primaire de l’ADN a été élucidée au début des années 1950 grâce aux travaux de P. 
Levene4 puis d’A. Todd.5 Il s’agit d’un polymère linéaire de nucléotides, ces derniers étant 
constitués d’une base, d’un sucre : le 2’-désoxy-D-ribose dont la structure est représentée sur la 
Figure 1-1, et d’un résidu acide phosphorique liés entre eux de la façon indiquée aux sections 1.1.2 
et 1.1.3.  
 
Figure 1-1. Structure chimique du 2’-désoxy-D-ribose. 
1.1.1. Bases 
Les bases de l’ADN sont des hétérocycles aromatiques azotés. Quatre sont communes à tous les 
êtres vivants : l’adénine (Ade), et la guanine (Gua) qui sont des dérivés de la purine, la cytosine 
(Cyt) et la thymine (Thy), dérivés de la pyrimidine (Figure 1-2). 
 
Figure 1-2. Structure chimique de la purine (a) et de la pyrimidine (b). 
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Tableau 1-1. Structures chimiques, noms et abréviations des bases, des nucléosides et des 
nucléotides dans l’ADN, d’après la référence 2. 
Base Nucléoside Nucléotide 
   
Adénine 2’-désoxyadénosine 
2’-désoxyadénosine-5’-
monophosphate 
Ade dA dAMP 
Guanine 2’-désoxyguanosine 
2’-désoxyguanosine-5’-
monophosphate 
Gua dG dGMP 
 
  
Cytosine 2’-désoxycytidine 
2’-désoxycytidine-5’-
monophosphate 
Cyt dC dCMP 
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Thymine 2’-désoxythymidine 
2’-désoxythymidine-5’-
monophosphate 
Thy dT dTMP 
Ces quatre bases peuvent exister sous différentes formes tautomériques : céto/énol, amine/imine. Il 
est cependant largement admis que certaines formes sont largement prédominantes dans les 
conditions physiologiques. Ce sont celles représentées dans le Tableau 1-1.  
Dans les organismes évolués on trouve également en quantité moindre des bases modifiées comme 
la 5-méthylcytosine, la N6-méthyladénine, et la N4-méthylcytosine, qui sont formées par 
méthylation enzymatique des bases originelles. Leurs structures sont représentées sur la Figure 1-
3. 
 
Figure 1-3. Structures chimiques de la 5-méthylcytosine (a), de la N6-méthyladénine (b) et de 
la N4-méthylcytosine (c). 
1.1.2. Nucléosides 
Les bases sont reliées au sucre par une liaison N-glycosidique s’établissant entre le carbone 1’ du 
sucre et l’azote N1 des bases pyrimidiques ou N9 des bases puriques. Cette liaison est en 
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configuration β par rapport à la liaison C4’-C5’ du sucre. L’association base-sucre s’appelle un 
nucléoside (Tableau 1-1).  
1.1.3. Nucléotides 
Une réaction d’estérification entre un groupement phosphate et un groupement hydroxyle du 
sucre, soit celui porté par le carbone 3’, soit celui porté par le carbone 5’, conduit à ce qui est 
appelé un nucléotide. La Figure 1-4 présente les structures d’un 3’-nucléotide et d’un 5’-nucléotide 
qui résultent respectivement, comme leur nom l’indique, d’une estérification en 3’ ou en 5’ du 
sucre. Aux pH physiologiques, les groupements phosphates sont deux fois déprotonés (Tableau 1-
1).   
 
Figure 1-4. Structure chimique schématique d’un 3’-désoxyribonucléotide (a) et d’un 5’-
désoxyribonucléotide (b). 
1.1.4. Polynucléotides 
Les nucléotides sont liés entre eux par des liaisons phosphodiesters s’établissant entre le résidu 
phosphate d’un 5’-nucléotide et le groupement  3’-OH d’un 5’-nucléotide voisin. Pour représenter 
la structure des polynucléotides, on utilise l’abréviation des nucléosides (voir Tableau 1-1) que l’on 
écrit de gauche à droite dans la direction 5’ 3’. 
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1.2. Structure secondaire de l’ADN 
1.2.1. Règles de Chargaff 
Au début des années 1950, E. Chargaff6,7 remarquait que l’ADN possédait en nombres égaux les 
résidus adénine et thymine, et en nombres égaux les résidus guanine et cytosine. Ceci s’explique 
par le fait que l’ADN est composé de deux molécules de polynucléotides. On parle des deux brins 
de l’ADN. Chaque base d’un brin est reliée à une base complémentaire de l’autre brin par des 
liaisons hydrogènes, formant ce que l’on appelle une paire de bases. Les groupements –NH2 et -NH 
de la cytosine, de l’adénine et de la guanine sont des donneurs d’hydrogène alors que les oxygènes 
des groupements carbonyle de la thymine, de la cytosine et de la guanine sont des accepteurs 
d’hydrogène. Ainsi,  la cytosine est complémentaire de la guanine avec laquelle elle peut former 
trois liaisons hydrogène, et la thymine complémentaire de l’adénine avec laquelle deux liaisons 
hydrogène peuvent s’établir. Ceci est mis en évidence sur la Figure 1-5. 
 
Figure 1-5. Paires de base Adénine-Thymine (a) et Guanine-Cytosine (b). Les traits en 
pointillés représentent les liaisons hydrogène qui s’établissent entre deux bases complémentaires. 
1.2.2. Double hélice 
L’appariement entre bases complémentaires n’est possible qu’à deux conditions : 
• les deux brins complémentaires doivent avoir des directions 5’ 3’ opposées, 
• les deux brins complémentaires doivent être entourés l’un autour de l’autre sous forme 
d’une double hélice, conformément au modèle élaboré par Watson et Crick en 1953.8,9 
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Les bases sont situées à l’intérieur de la double hélice, et les groupements phosphates négativement 
chargés à l’extérieur, de façon à minimiser la répulsion électrostatique. Par conséquent, l’intérieur 
de la double hélice est apolaire, tandis que sa surface est polaire. Il existe plusieurs conformations 
d’ADN en double hélice. La plus fréquente est l’ADN-B. Dans cette forme, les deux brins d’ADN 
sont enroulés l’un autour de l’autre de façon à former une hélice droite d’un diamètre de 20 Ǻ. Les 
cycles aromatiques des bases sont superposés à angle droit de l’axe de l’hélice, séparés par une 
distance de 0,34 nm. Chaque base est décalée par rapport à la précédente d’un angle de 35°. Le pas 
de l’hélice est de 3,4 nm, soit 10 paires de bases. Cette structure particulière est schématisée sur la 
Figure 1-6. 
 
Figure 1-6. Structure en double hélice de l’ADN-B. Copyright © 1983 Scientific American, 
Inc. All rights reserved. 
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1.3. Les lésions de l’ADN 
Au cours de la vie cellulaire, l’ADN est constamment endommagé puis réparé. Ceci peut être le 
résultat de l’action d’agents génotoxiques endogènes (environnement dans lequel baigne l’ADN) 
ou exogènes (substances chimiques toxiques, exposition à un rayonnement ultraviolet, exposition à 
des radiations ionisantes). Différents types d’altérations peuvent survenir parmi lesquels : 
• modification chimique d’une base 
• formation d’un site abasique par rupture de la liaison N-glycosidique 
• coupure simple brin ou double brin 
• pontage covalent entre deux bases voisines 
• pontage ADN-protéine 
Dans ce travail, notre intérêt s’est porté sur trois types de lésions particuliers: 
• la désamination de la cytosine, que l’on pourrait classer dans la première catégorie, et qui 
peut avoir une origine endogène ou exogène, 
• la formation de lésions « tandem » entre une thymine et une base purique adjacente suite à 
une exposition à un rayonnement ionisant, lésions classées dans la quatrième catégorie, 
• la formation de dimères de bases pyrimidiques suite à une exposition à un rayonnement 
ultraviolet,  lésions également classées dans la quatrième catégorie. 
Seuls ces trois types de lésions vont être présentés plus en détails dans la suite de ce chapitre.  
1.3.1. Désamination de la cytosine 
Les fonctions amines exocycliques des bases nucléiques peuvent être hydrolysées dans les 
conditions physiologiques de pH et de température. Bien que l’adénine et la guanine possèdent 
elles-aussi un groupement exocyclique amino, ce sont surtout la cytosine et la 5-méthylcytosine 
qui se révèlent sensibles à cette modification chimique, conduisant à la formation respective 
d’uracile (une base d’un acide nucléique voisin de l’ADN : l’ARN) et de thymine, tel que 
schématisé sur la Figure 1-710,11.  
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Figure 1-7. Désamination spontanée de la cytosine et de la 5-méthylcytosine en uracile et 
thymine respectivement. 
La structure en double hélice de l’ADN a tendance à protéger les bases contre leur désamination. 
Ainsi, alors que la demi-vie d’un résidu cytosine à pH=7,4 et T=37°C est d’environ 200 ans, dans 
l’ADN double brin elle monte à 30 000 ans. Il n’en reste pas moins que l’hydrolyse de la cytosine 
est l’une des lésions d’origine endogène les plus fréquentes12.  
La 5-méthylcytosine se désamine quant à elle spontanément quatre à cinq fois plus vite que la 
cytosine.13,14,15,16 Nous tenterons d’apporter une explication dans le chapitre 5. Il est à noter que la 
mutation d’un résidu 5-méthylcytosine en thymine, et la mutation associée d’une guanine en 
adénine dans le brin complémentaire est de loin la mutation la plus fréquente dans les cancers 
humains, ce qui en fait une lésion importante à étudier. 
La cytosine peut être désaminée en uracile par d’autres voies chimiques que l’hydrolyse. Deux 
d’entre elles ont été étudiées au cours de ce travail : la désamination induite par la présence 
d’oxyde nitrique,17,18 et la désamination de la forme oxydée à un électron de la cytosine19 dont les 
schémas réactionnels sont respectivement représentés sur les Figure 1-8a et 1-8b. Les résultats de 
ces études ne seront pas présentés dans cet ouvrage où il a été choisi de privilégier l’étude des 
différences de réactivité des différentes bases vis-à-vis d’une même modification chimique. 
Néanmoins, pour de plus amples informations le lecteur est invité à se reporter aux articles 
publiés.20,21 
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Figure 1-8. Schémas réactionnels simplifiés de la désamination de la cytosine induite par la 
présence d’oxyde nitrique (a), et de la désamination du radical cation de la cytosine (b). 
1.3.2. Formation de lésions tandem induites par un rayonnement ionisant 
L’homme est constamment exposé à des rayons X et γ, qu’ils soient d’origine naturelle, médicale 
ou industrielle. Or, ces rayonnements sont très énergétiques. De ce fait, lorsque les cellules 
vivantes sont soumises à un tel rayonnement, cela se traduit par un transfert d’énergie qui entraîne 
l’excitation ou l’ionisation de la molécule touchée. On parle alors de rayonnement ionisant. En 
particulier, l’eau du milieu cellulaire dans lequel baigne l’ADN peut subir une réaction de 
radiolyse, ce qui conduit à la formation de diverses espèces radicalaires très réactives, parmi 
lesquelles, des radicaux hydroxyles, des électrons hydratés et des atomes d’hydrogène selon la 
cascade de réactions indiquée sur la Figure 1-9.  
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Figure 1-19. Bilan de la radiolyse de l’eau22 
Les dommages induits par ces différents agents sont bien documentés dans la littérature23,24,25,26,27. A 
la fin des années 1990, il a été constaté qu’un seul évènement radicalaire pouvait être à l’origine de 
la formation de lésions dites complexes, i.e. à la formation de plusieurs lésions dans un 
environnement proche. Lorsque ces modifications sont adjacentes, on parle de lésions tandem28. 
En particulier, des pontages entre bases voisines peuvent survenir. Ainsi, Box et al. ont mis en 
évidence expérimentalement que l’exposition d’une solution désaérée de d(CpGpTpA) conduit à la 
formation d’une lésion notée G^T où une liaison covalente s’établit entre le groupement méthyle 
du résidu thymine et le carbone en position 8 de la guanine.29 Le mécanisme réactionnel proposé 
est le suivant : un radical HO• arrache un atome d’hydrogène du groupement méthyle de la 
thymine, ce qui conduit à la formation d’un radical R-CH2• qui est alors capable d’attaquer le 
carbone en position 8 de la guanine adjacente (Figure 1-11). Le même type de lésion se forme 
lorsque la thymine se situe du côté de l’extrémité 5’ par rapport à la guanine, de même lorsque 
c’est une adénine qui se trouve en position vicinale de la thymine.30,31 Ceci peut donc conduire à la 
formation de quatre types de lésions, dont les structures sont représentées sur la Figure 1-10. 
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Figure 1-10. Structure des pontages thymine-purine vicinaux. 
La nature de la base purique joue un rôle important dans le taux de formation de ces lésions.32 Une 
explication sera proposée au chapitre 7.  
1.3.3. Dimères de bases pyrimidiques 
Les rayons ultraviolets émis par le soleil, on le sait, sont très génotoxiques. En effet, ils sont 
largement impliqués dans le développement de cancers de la peau33,34,35,36,37. Ceci vient en partie du 
fait que les bases nucléiques présentent un maximum d’absorption dans l’ultraviolet, autour de 260 
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nm38. Par conséquent, lorsque l’ADN est soumis à un rayonnement UV, les bases nucléiques sont 
susceptibles de changer d’état électronique. Des réactions photochimiques peuvent alors avoir lieu. 
C’est le cas notamment des photocycloadditions [2+2]  entre deux bases adjacentes, qui conduisent 
à la formation de dimères de bases. Ce sont les sites bipyrimidiques qui se révèlent être les plus 
sensibles à cette modification39. Selon les liaisons mises en jeu lors de la cycloaddition, deux grands 
types de photoproduits peuvent être formés :40  
• les cyclobutadipyrimidines (Figure 1-11a) 
• les photoproduits du type pyrimidine(6-4)pyrimidone (Figure 1-11b).  
Les premiers résultent de l’addition [2+2] entre les liaisons π C5-C6 des deux bases pyrimidiques 
impliquées. Quant aux seconds, bien qu’aucun intermédiaire réactionnel oxétane ou azétidine n’ait 
pu être isolé, il est supposé qu’ils mettent en jeu l’addition [2+2] entre la liaison π C5-C6 de la base 
pyrimidique se situant à l’extrémité 5’ et le groupement carbonyle ou imine en position 4 de la 
base pyrimidique à l’extrémité 3’, selon qu’il s’agisse d’une thymine ou d’une cytosine sous une 
forme tautomérique imino.  
 
Figure 1-11. Structures chimiques de la cyclobutadipyrimidine (a) et du photoproduit de type 
pyrimidine(6-4)pyrimidone (b) formés dans le cas de deux thymines adjacentes. 
Ainsi, la formation de huit photoproduits a pu être mise en évidence expérimentalement (Tableau 
1-2). 
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Table 1-2. Structures chimiques des cyclobutadipyrimidines (CPD) et  photoproduits 
pyrimidine(6-4)pyrimidones (6-4PP) susceptibles de se former au niveau des sites dipyrimidiques.  
Site bipyrimidique Cyclobutadipyrimidines Pyrimidine(6-4)pyrimidone 
5’-TT-3’ 
  
5’-TC-3’ 
  
5’-CT-3’ 
  
5’-CC-3’ 
  
Diverses études expérimentales ont montré que ces huit photoproduits sont formés dans des 
proportions très différentes.41,42,43,44 Les chapitres 8 et 9 apporteront des éléments de rationalisation.  
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Conclusion 
Dans la plupart des cas, les cellules vivantes sont en mesure de réparer ces lésions par l’une ou 
l’autre des voies de réparation. Néanmoins, une accumulation de dommages peut entraîner une 
saturation des systèmes de réparation. De plus, l’efficacité de ces derniers diminue avec l’âge. 
Enfin, certaines lésions peuvent ne pas être reconnues par les systèmes de réparation. Or, la 
persistance de lésions peut conduire à des mutations, ce qui peut avoir des conséquences 
extrêmement graves puisque l’intégrité génétique n’est plus conservée. C’est pourquoi il est d’une 
importance vitale de comprendre les mécanismes de formation de ces lésions de manière très 
détaillée, mais également de comprendre pourquoi les bases de l’ADN présentent des différences 
de sensibilité vis-à-vis d’un même agent génotoxique.  
Les mécanismes de formation des lésions de l’ADN sont explorés de façon expérimentale depuis 
plusieurs dizaines d’années à l’aide de méthodes physico-chimiques de plus en plus performantes, 
notamment au sein du Laboratoire Lésions des Acides Nucléiques.  
Les méthodes de chimie quantique, en permettant d’étudier l’évolution de l’énergie et de la 
structure électronique au cours d’une réaction, ont déjà prouvé qu’elles pouvaient être utilisées de 
façon complémentaire à ces études expérimentales. Dans les trois prochains chapitres, les diverses 
méthodes de chimie théorique qui ont été utilisées au cours de ce travail vont être présentées. 
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Chapitre 2   
Cinétique Chimique 
Introduction 
Parmi les réactions chimiques, il est usuel de distinguer les réactions dites « élémentaires » qui 
permettent de transformer réactants en produits sans passage par un intermédiaire réactionnel, des 
réactions dites « complexes » qui correspondent à la concomitance de plusieurs étapes 
élémentaires.1,2 La façon dont ces dernières s’organisent entre elles détermine alors ce que l’on 
appelle le mécanisme réactionnel. La détermination de ce dernier constitue un véritable défi pour 
les chimistes, qu’ils abordent le problème du point de vue expérimental ou théorique. Ce n’est 
d’ailleurs souvent qu’en croisant résultats expérimentaux et résultats théoriques qu’il est possible 
de proposer un modèle acceptable au déroulement d’une réaction chimique. 
2.1. Vitesse d’une réaction chimique 
Toute proposition de mécanisme réactionnel pour une réaction chimique particulière se doit d’être 
en accord avec les données expérimentales à disposition la concernant, parmi lesquelles sa 
stœchiométrie, sa stéréochimie ou encore sa cinétique. Ainsi l’étude expérimentale d’un 
mécanisme réactionnel passe très souvent par une étude de sa cinétique. 
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2.1.1. Loi de vitesse d’une réaction élémentaire 
Les lois de vitesse des réactions élémentaires sont simples. Ce sont des réactions ordonnées, avec 
un ordre partiel par rapport à chaque réactif égal à son coefficient stœchiométrique, de sorte que 
l’ordre global est donné par la molécularité de la réaction. Ceci signifie que pour une réaction 
chimique élémentaire schématisée par l’équation (2-1), la vitesse de réaction s’écrit selon 
l’équation (2-2) : 
DCBA DCBA νννν +→+  (2-1) 
[ ] [ ] BA BAk ννυ =  (2-2) 
Le paramètre k , indépendant de la concentration en réactifs, est appelé constante de vitesse. Sa 
dimension varie selon l’ordre de la réaction. Ainsi pour une réaction d’ordre 1, elle est homogène à 
une fréquence, alors que pour une réaction bimoléculaire, elle est homogène au rapport d’une 
fréquence et d’une concentration.  
2.1.2. Loi de vitesse d’une réaction complexe 
Les lois de vitesse des réactions complexes sont souvent bien plus compliquées et n’admettent pas 
nécessairement d’ordre. Néanmoins, dans de nombreux cas il est possible d’observer un ordre 
global apparent appν  à la réaction, pas nécessairement entier, et une constante de vitesse apparente 
appk .  
2.1.2.1. Etape cinétiquement déterminante 
Dans certaines réactions complexes, et plus particulièrement dans le cas des réactions dites par 
stades, dont voici un exemple schématique : 
22
211
11
3
2
1
.
..
.
PRI
RIPRI
RIR
k
k
k
→
+→
→
 (2-3) 
il est possible qu’un seul processus élémentaire impose sa vitesse à la réaction globale. On parle 
alors d’étape cinétiquement déterminante. Il s’agit en général de l’étape dont la vitesse est la plus 
lente, que ce soit en raison d’une faible constante de vitesse, ou d’une faible concentration en 
réactif. De plus, elle doit constituer un passage obligé vers la formation des produits3. Identifier 
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l’étape cinétiquement déterminante quand elle existe peut se révéler très utile pour comprendre le 
mécanisme de la réaction4. 
2.1.2.2. Loi empirique d’Arrhénius 
Dès 1878, J. J. Hood5,6 remarquait que la constante de vitesse apparente appk  des réactions 
chimiques qu’il étudiait dépendait de la température T  selon une loi du type : 
ln app a
k E
A RT
 
= − 
 
 (2-4) 
où A  et aE  sont des constantes, et R  la constante des gaz parfaits. Cette loi empirique est 
aujourd’hui connu sous le nom de loi d’Arrhénius7, du nom du scientifique suédois qui le premier 
tenta de donner un sens physique aux constantes A  et aE , en s’inspirant des travaux de J. H. van’t 
Hoff8 en thermodynamique chimique. A  qui a la même dimension que appk  est appelé facteur de 
fréquence, et aE  qui a la dimension d’une énergie énergie d’activation. Le premier est en quelque 
sorte une mesure de la vitesse à laquelle les collisions entre les réactants ont lieu et représente la 
valeur de appk  à température infinie.  Le second peut être vu comme l’énergie minimale que 
doivent posséder les réactants pour être transformés en produits. Derrière ce second paramètre se 
cache l’idée que la réaction chimique est un évènement rare, activé thermiquement. 
Pour déterminer le mécanisme réactionnel d’une réaction, les chimistes expérimentateurs 
disposent donc de plusieurs outils : d’une part l’identification par des méthodes spectroscopiques 
par exemple, des éventuels intermédiaires réactionnels, et d’autre part la détermination des 
paramètres A  et aE  de la loi d’Arrhénius à travers l’étude de l’évolution de la constante de vitesse 
apparente de la réaction en fonction de la température.  Les chimistes théoriciens disposent quant 
à eux d’un outil complémentaire : la possibilité de construire la « surface d’énergie potentielle » 
associée à la réaction chimique étudiée. 
2.2. Surface d’énergie potentielle associée à une réaction chimique 
C’est probablement à René Marcelin9,10 que l’on doit l’utilisation de surfaces d’énergie potentielle 
en cinétique chimique. Sous cette appellation se cache la surface décrite par l’énergie totale d’un 
système moléculaire dont les noyaux seraient immobiles, lorsqu’elle est exprimée comme une 
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fonction des positions relatives de ces derniers. Un point de la surface correspond à une géométrie 
donnée du système. Par conséquent, une réaction chimique se traduit par un déplacement du 
point représentatif du système au cours de l’évolution de sa géométrie vers celle du ou des 
produit(s) à partir de celle du ou des réactif(s).  
2.2.1. Coordonnées internes 
Les positions relatives des différents noyaux atomiques constituant le système moléculaire peuvent 
être décrites à l’aide de divers paramètres géométriques tels que des distances interatomiques, des 
angles de valence ou encore des angles dièdres. Dans le cas d’un système moléculaire constitué de 
M noyaux, 3M-6 paramètres géométriques indépendants permettent ainsi de décrire la géométrie. 
On parle de 3M-6 coordonnées internes.1 Compte-tenu de ce nombre, pour la plupart des réactions 
chimiques, la surface d’énergie potentielle est en réalité une hypersurface qu’il n’est pas possible 
de représenter dans l’espace à 3 dimensions.  
2.2.2. Points caractéristiques d’une surface d’énergie potentielle 
Comme toute surface, la surface d’énergie potentielle peut présenter différents types de points 
critiques au sens topologique du terme : 
• minimum local ou global 
• maximum local ou global 
• point de selle d’ordre 1, 2, 3…., ou 3M-7. 
Les minima, globaux ou locaux, correspondent à des géométries « stables » du système moléculaire. 
Typiquement, les points représentatifs des réactants, des produits et des intermédiaires 
réactionnels correspondent à des minima de la surface d’énergie potentielle. 
2.2.3. Chemin d’énergie minimum et coordonnée de réaction 
Il existe une infinité de chemins sur la surface d’énergie potentielle permettant de relier le point 
représentatif du ou des réactant(s) et le point représentatif du ou des produit(s). Tous sont appelés 
« chemins de réaction » et leurs abscisses curvilignes correspondent à autant de « coordonnées de 
                                                 
1
 On notera que dans le cas d’un système linéaire, ce nombre est porté à 3M-5. 
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réaction ». Selon les barrières d’énergie à franchir, le fait que le système suive tel ou tel chemin est 
plus ou moins probable.  Bien que dans la réalité toutes les molécules de réactants se transformant 
en produits ne le fassent pas obligatoirement en suivant le même chemin, on recherche  les 
« chemins d’énergie minimum », définis comme ceux le long desquels chaque géométrie 
correspond à un minimum d’énergie selon toutes les coordonnées autres que la coordonnée de 
réaction. Pour une même réaction chimique, plusieurs chemins d’énergie minimum peuvent 
exister, comme ceci est mis en évidence sur la Figure 2-1.  
 
Figure 2-1. Projection d’une surface d’énergie potentielle à trois dimensions sur le plan défini 
par deux coordonnées internes. Il existe deux chemins d’énergie minimum pour relier le réactant 
R et le produit P. Les coordonnées de réaction associées, notées C.R.1 et C.R.2 sont respectivement 
représentées par des pointillés verts et des pointillés mauves.  
Si la plus haute barrière d’énergie d’un chemin d’énergie minimum est en accord avec l’énergie 
d’activation déterminée expérimentalement, la coordonnée de réaction associée permet de 
proposer un mécanisme réactionnel acceptable pour la réaction chimique étudiée. 
2.2.4. Etat de transition 
Les maxima d’énergie potentielle selon les chemins d’énergie minimum correspondent en réalité à 
des points de selle d’ordre 1 de la surface d’énergie potentielle. Ils correspondent à un maximum 
d’énergie potentielle selon la coordonnée de réaction, et à un minimum d’énergie selon les 3M-7 
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autres coordonnées. On les appelle « états de transition ». Ils jouent un rôle particulier au regard de 
la théorie éponyme qui sera développée dans le paragraphe 2.3.1. 
2.3. Exploitation de la surface d’énergie potentielle 
Les surfaces d’énergie potentielle peuvent être construites par les méthodes de chimie quantique 
qui seront présentées dans le prochain chapitre. On comprend aisément que si l’on est capable de 
construire complètement la surface d’énergie potentielle associée à une réaction chimique, il sera 
possible de déterminer le mécanisme réactionnel le plus probable. C’est en quelque sorte ce que 
proposent les méthodes dites de  « dynamique ab initio »11. Cependant, ce sont des méthodes très 
coûteuses en temps de calculs, et dans certains cas, il est possible d’obtenir des informations sur la 
vitesse d’un mécanisme réactionnel en ne calculant que certains points bien particuliers de la 
surface d’énergie potentielle. On parle alors de méthodes statiques. Ces dernières sont basées sur la 
théorie de l’état de transition développée au début du XXème siècle de façon simultanée par H. 
Eyring et par M. G. Evans et M. Polanyi12,13,14. 
2.3.1. Théorie de l’état de transition 
La théorie de l’état de transition vise à fournir une expression mathématique pour les constantes 
de vitesse des réactions élémentaires. Elle est basée sur quatre hypothèses15,16,17 : 
• Il existe une surface, située au niveau de l’état de transition,  divisant la surface d’énergie 
potentielle entre la région des réactants et la région des produits. Les trajectoires traversant 
cette surface en provenance de la région des réactants et en direction de la région des 
produits ne peuvent que conduire à la formation des produits. 
• Même lorsque réactants et produits ne sont pas à l’équilibre chimique, les réactants sont en 
équilibre avec les complexes activés (systèmes moléculaires à  l’état de transition). 
• Dans leur région, les molécules de réactants sont à l’équilibre thermique. 
• La réaction chimique est électroniquement adiabatique, et ceci même au voisinage de l’état 
de transition. 
Dans ces conditions, la constante de vitesse k est donnée par l’équation d’Eyring :  
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Bk  la constante de Boltzmann, 
h  la constante de Planck, 
R  la constante des gaz parfaits, 
T  la température, 
°∆≠ S  l’entropie d’activation, 
°∆≠ H  l’enthalpie d’activation, 
°∆≠G  l’enthalpie libre d’activation. 
Les valeurs d’activation des grandeurs thermodynamiques correspondent à leurs variations 
molaires pour aller des réactants aux complexes activés. 
Il est intéressant de remarquer que dans le cadre de la théorie de l’état de transition, pour 
connaître la constante de vitesse d’une réaction élémentaire, il suffit de connaître les paramètres 
thermodynamiques du ou des réactant(s) et ceux de l’état de transition. Il est donc tout à fait 
possible de ne caractériser que certains points de la surface d’énergie potentielle pour avoir accès à 
la vitesse d’une réaction chimique. 
L’équation d’Eyring introduit le même type de dépendance entre constante de vitesse d’une 
réaction élémentaire et température que la loi empirique d’Arrhénius. Cependant, l’énergie 
d’activation aE  que l’on peut déduire d’une étude cinétique expérimentale et l’enthalpie 
d’activation °∆≠ H  que l’on peut tirer du calcul de la surface d’énergie potentielle n’ont pas 
exactement la même signification physique. Il est important d’arriver à relier les deux afin de 
pouvoir établir une comparaison expérience/calcul. Ce lien dépend de la molécularité de la 
réaction élémentaire, ainsi que du milieu dans lequel elle se déroule (phase gazeuse / phase 
liquide). Ainsi, en phase gazeuse, il est clairement établi que : 
( )≠≠ ∆−+°∆= nRTHEa 1  (2-6) 
où ( )≠∆− n1 est défini comme la molécularité du processus. 
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En phase liquide, comme c’est le cas pour les réactions de formation des lésions de l’ADN étudiées 
dans ce travail, on considère généralement que le lien entre énergie d’activation et enthalpie 
d’activation est donnée par : 
RTHEa +°∆≈
≠  (2-7) 
2.3.2. Postulat de Hammond 
Il est courant qu’un même ensemble de réactants puisse conduire à la formation de plusieurs 
produits concurrents. Au tout début de la réaction, bien avant que l’équilibre thermodynamique 
ne soit atteint, le produit majoritaire est celui qui a été formé le plus rapidement. On l’appelle le 
produit cinétique. Lorsque l’équilibre est atteint, c’est le produit le plus stable qui est majoritaire.  
On l’appelle le produit thermodynamique. Produit cinétique et produit thermodynamique ne sont 
pas nécessairement les mêmes, comme on peut le voir sur la Figure 2-2 où dans les quatre cas, P1 
est le produit cinétique mais où il n’est le produit thermodynamique que dans les cas a, c et d. 
Compte-tenu des barrières d’activation à franchir pour former les produits, les équilibres n’ont 
parfois pas le temps de s’établir et les réactions chimiques sont alors dites sous contrôle cinétique. 
Dans ce cas particulier, pour prévoir quel produit est formé majoritairement, il faut alors être 
capable de déterminer celui qui est associé à  l’état de transition le plus stable. Grâce au postulat de 
Hammond,18 il n’est pas nécessaire pour cela de construire complètement la surface d’énergie 
potentielle. En effet, d’après ce postulat, lors d’une réaction exothermique l’état de transition 
ressemble d’un point de vue énergétique et structurel aux réactants (état de transition précoce) 
tandis que lors d’une réaction endothermique, il ressemble aux produits (état de transition tardif). 
Ceci est illustré sur la Figure 2-2 où dans les cas a et b qui correspondent à des réactions 
exothermiques l’énergie et la coordonnée de réaction des états de transition E.T.1 et E.T.2 sont 
plus proches de celles du réactant R que de celles des produits P1 et P2. A l’inverse, dans les cas c 
et d de réactions endothermiques, l’énergie et la coordonnée de réaction de E.T.1 et E.T.2 sont plus 
proches de celles de P1 et P2 que de celles de R. De ce fait, pour une réaction exothermique, il est 
possible de déterminer l’état de transition le plus stable en comparant les interactions entre 
réactants en début de réaction. Bien évidemment, à ce stade de la réaction, les interactions qui 
s’établissent entre les réactants ont tendance à déstabiliser le système moléculaire. Ce sont donc les 
interactions les moins déstabilisantes qui conduiront à l’état de transition le plus stable et donc au 
produit majoritaire. Dans le cas de réactions endothermiques, le même raisonnement est parfois 
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fait, ce qui revient à faire l’hypothèse dite de non-croisement illustrée par les cas c et d sur la 
Figure 2-2. 
 
Figure 2-2. Profils d’énergie potentielle (Epot) associés à la formation de deux produits 
concurrents P1 et P2 à partir du même réactant R. (a : réactions exothermiques sans croisement 
des profils d’énergie potentielle ; b : réactions exothermiques avec croisement des profils d’énergie 
potentielle ; c : réactions endothermiques sans croisement des profils d’énergie potentielle ; d : 
réactions endothermiques avec croisement des profils d’énergie potentielle). 
L’utilisation du postulat de Hammond permet donc de conclure quant au résultat d’une réaction 
chimique à partir de la surface d’énergie potentielle située autour des réactants. 
Conclusion 
Dans ce chapitre, il apparaît que les surfaces d’énergie potentielle sont l’outil incontournable sur 
lequel s’appuient les chimistes théoriciens pour étudier le mécanisme réactionnel d’une réaction 
particulière, ou encore pour prévoir la réactivité d’un système moléculaire. Dans le cas des 
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réactions de formation de lésions de l’ADN traitées au cours de ce travail, ce sont les méthodes 
statiques d’exploration de la surface d’énergie potentielle, basées sur la théorie de l’état de 
transition, qui ont été privilégiées par rapport aux méthodes dynamiques. Les points des surfaces 
d’énergie potentielle qui ont été évalués l’ont été par des méthodes de chimie quantique qui seront 
présentées dans le chapitre 3. Puis, dans le chapitre 4, différentes théories qualitatives de la 
réactivité chimique, s’appuyant entre autres sur le Postulat de Hammond, seront détaillées. Ces 
modèles permettent de prévoir l’allure de la surface d’énergie potentielle autour des réactants sans 
avoir besoin de la construire et ainsi d’extrapoler l’allure de la surface autour de l’état de transition. 
Les calculs quantitatifs de chimie quantique seront plutôt utilisés pour déterminer des mécanismes 
réactionnels et les théories qualitatives de la réactivité pour rationaliser des différences de 
réactivité entre deux bases de l’ADN. 
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Chapitre 3   
Méthodes de Chimie Quantique  
Introduction 
L’augmentation de la puissance de calcul des ordinateurs, l’amélioration des algorithmes, et la mise 
au point d’approches originales dans les méthodes de résolution numérique des équations de la 
mécanique quantique permettent désormais de calculer et d’exploiter les surfaces d’énergie 
potentielle avec une très grande précision. C’est ainsi qu’il est envisageable de réaliser des 
expériences dites  in silico  dans lesquelles, les réactions chimiques sont simulées sur ordinateur. Il 
est alors possible de déterminer la géométrie des réactifs, des produits, ou bien encore des états de 
transition, ainsi que de comparer leurs énergies relatives, permettant ainsi le calcul de diverses 
grandeurs thermodynamiques et la comparaison des constantes de vitesse de réaction.  Les 
méthodes de chimie quantique permettent également de calculer diverses propriétés électroniques 
des systèmes moléculaires, permettant ainsi dans une certaine mesure la prédiction ou tout du 
moins la rationalisation de leur réactivité. Ce dernier point sera plutôt détaillé dans le chapitre 4. 
3.1. Construction de la surface d’énergie potentielle 
Deux grandes catégories de méthodes de chimie quantique permettent de construire la surface 
d’énergie potentielle associée à une réaction chimique, ou tout du moins une partie de celle-ci : 
celles qui sont basées sur la fonction d’onde, et celles qui sont basées sur la densité électronique. 
Même si au cours de ce travail, nous avons presque exclusivement fait appel à des méthodes 
dérivées de la Théorie de la Fonctionnelle de la Densité (DFT pour Density Functional Theory), 
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nous avons choisi dans ce chapitre de présenter également les méthodes basées sur la fonction 
d’onde afin de fournir un aperçu des différentes méthodes de chimie quantique disponibles.1,2,3,4 
3.1.1. A partir de méthodes basées sur la fonction d’onde 
3.1.1.1 Equation de Schrödinger 
3.1.1.1.1 Fonction d’onde et équation d’onde - En mécanique quantique5, l’état d’un système 
moléculaire composé de M  noyaux atomiques et N  électrons est décrit par une fonction 
d’onde Ψ , qui dépend des M3  coordonnées spatiales { } [ ]MIIR ;1∈  des noyaux et des 
N4 coordonnées,  3N  spatiales  et N de spin,  des électrons ( ){ } [ ]Niiii r ,1, ∈= στ  . Les énergies 
permises pour le système sont les valeurs propres de l’opérateur hamiltonien Hˆ . Ces valeurs 
propres kE  ainsi que les fonctions d’onde kψ  correspondant aux états stationnaires associés sont 
déterminées par l’équation d’onde (3-1) : 
kkk EH ψψ =ˆ  (3-1) 
3.1.1.1.2. Equation de Schrödinger - L’hamiltonien d’un système moléculaire non relativiste est 
composé d’un opérateur d’énergie cinétique (Tˆ ) et d’un opérateur d’énergie potentielle (Uˆ ). Le 
premier décrit l’énergie cinétique des noyaux ( nTˆ )  et celle des électrons ( nTˆ ) tandis que le second 
rend compte de la répulsion entre les noyaux ( nnUˆ ), de la répulsion entre les électrons ( eeUˆ ) et de 
l’attraction entre noyaux et électrons ( neUˆ ). Avec des notations usuelles, l’hamiltonien 
moléculaire s’écrit donc de la façon suivante: 
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L’utilisation des unités atomiques, rappelées dans le Tableau 3-1, permet de simplifier cette 
expression : 
∑∑∑∑∑∑∑ ∑
= == ≠= ≠= =
−++
∆
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I
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i Ii
I
N
i ij ij
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I IJ IJ
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1 1111 1
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 (3-3) 
Tableau 3-1. Unités atomiques 
Grandeur Nom Symbole Valeur en unité SI6 
charge charge électrique élémentaire e  1,602 176 53 (14).10–19 C 
masse masse de l’électron em  9,109 3826 (16).10–31 kg 
action constante de Planck réduite ℏ  1,054 571 68 (18).10–34 J s 
longueur rayon de Bohr 2
0
0
4
em
a
e
piε
=  0,529 177 2108 (18).10–10 m 
énergie énergie de Hartree 2
0
2
am
E
e
h
ℏ
=  4,359 744 17 (75).10–18 J 
L’équation permettant d’obtenir les états stationnaires du système est ainsi donnée par : 
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 (3-4) 
C’est l’équation de Schrödinger7 non-relativiste indépendante du temps. 
3.1.1.2. Du problème moléculaire au problème électronique 
3.1.1.2.1. Hamiltonien électronique - Compte-tenu de ce qui précède, l’hamiltonien moléculaire 
Hˆ peut arbitrairement être décomposé de la façon suivante : 
elecn HTH ˆˆˆ +=  (3-5) 
avec nnneeeeelec UUUTH ˆˆˆˆˆ +++=  (hamiltonien électronique) (3-6) 
Si l’on note jelecE et 
j
elecϕ les valeurs et fonctions propres de l’hamiltonien électronique, la fonction 
d’onde totale du système peut alors s’écrire comme une combinaison linéaire  infinie des fonctions 
j
elecϕ où les coefficients dépendent des coordonnées nucléaires : 
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{ } [ ] { } [ ]( ) { } [ ] { } [ ]( ) { } [ ]( ),1, 1,1, 1, 1,0, ,j jk I i elec I i nucl k Ii N i NI M I M I MjR R Rψ τ ϕ τ φ+∞∈ ∈∈ ∈ ∈== ∑    (3-7) 
Avec cette écriture de la fonction d’onde totale du système, l’équation de Schrödinger s’écrit : 
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j j j j j j
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L’équation (3-8) peut donc aussi s’écrire : 
( ) ( )( ) ( )( ),2, ,
0 0 0 1
,
0
ˆ ˆ
j jM
I elec I nucl kj j j j j
n elec nucl k elec n elec nucl k
j j j I I
j j
k nucl k elec
j
T T E
M
E
ϕ φ
ϕ φ ϕ φ
φ ϕ
+∞ +∞ +∞
= = = =
+∞
=
∇ ∇
+ + −
=
∑ ∑ ∑∑
∑
 
ℏ
 (3-10) 
ou encore : 
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3.1.1.2.2. Approximation adiabatique - Dans le cas de réactions chimiques adiabatiques, i.e. 
n’impliquant qu’une seule surface électronique, on néglige tous les termes qui couplent deux états 
électroniques différents, ce qui permet de simplifier l’équation précédente de la façon suivante : 
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On peut montrer que dans le cas de fonctions électroniques non dégénérées, 0l lelec I elecϕ ϕ∇ =

, 
ce qui permet d’écrire : 
, ,
ˆ ˆ
l l l l l
elec n elec n elec nucl k k nucl kT T E Eϕ ϕ φ φ + + =   (3-13) 
3.1.1.2.3. Approximation de Born-Oppenheimer - En réactivité chimique il est commun de se 
placer dans le cadre de l’approximation de Born-Oppenheimer.8  A la base de cette approximation 
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se trouve la très grande différence de masse entre électrons et noyaux. En effet, les noyaux, bien 
plus lourds que les électrons, possèdent une énergie cinétique bien plus faible que celle des 
électrons. Il est alors usuel de faire l’approximation ˆ 0l lelec n elecTϕ ϕ ≈  d’où : 
, , ,
ˆ
l l l
n elec nucl k k l nucl kT E Eφ φ + =   (3-14) 
C’est cette dernière équation qui permet d’affirmer que dans le cadre de l’approximation de Born-
Oppenheimer les noyaux atomiques se déplacent sur une surface d’énergie potentielle solution de 
l’équation de Schrödinger électronique : 
ˆ
j j j
elec elec elec elecH Eϕ ϕ=  (3-15) 
On résout cette équation pour une position fixe des noyaux. Ainsi l’opérateur répulsion entre les 
noyaux est une constante qui dépend paramétriquement des coordonnées nucléaires : 
{ } [ ]( )MIInnnn RUU ;1ˆ ∈=  .  
Cette approximation est largement utilisée parmi les chimistes théoriciens qui étudient des 
mécanismes réactionnels à l’état fondamental. Nous ferons nous aussi cette approximation. Il faut 
cependant être conscient du fait qu’au voisinage d’un état de transition, la fonction électronique 
varie de manière importante, de sorte qu’il est tout à fait possible que l’approximation adiabatique 
et par conséquent l’approximation de Born-Oppenheimer ne soient plus valides.9 
3.1.1.2.4. Condition de normalisation - Si la fonction d’onde électronique n’a pas de sens physique, 
son module au carré représente la densité de probabilité de présence des électrons et impose que 
soit respectée l’équation suivante : 
( ) 21 1 1 1... ... , ,... , ,..., , ... .... 1elec i i N N i i N Nr r r dr d drd dr dϕ σ σ σ σ σ σ =∫ ∫ ∫        (3-16) 
La fonction d’onde électronique doit donc être normée. 
3.1.1.2.5. Principe d’antisymétrie - Les électrons, qui ont un spin demi-entier, sont des fermions. A 
ce titre, le postulat de symétrisation de la mécanique quantique impose que la fonction d’onde 
électronique soit antisymétrique vis-à-vis de l’échange de deux électrons, ce qui peut se traduire 
par :  
( ) ( )1 1 1 1, ,..., , ,..., , ,..., , , ,..., , ,..., , ,..., ,elec i i j j N N elec j j i i N Nr r r r r r r rϕ σ σ σ σ ϕ σ σ σ σ= −         (3-17) 
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3.1.1.3. Méthode Hartree-Fock 
Les mouvements des électrons d’un système moléculaire sont corrélés ; d’une part car ce sont des 
anions, et d’autre part car ce sont des fermions. Pour cette raison, l’état d’un électron ne peut être 
déterminé indépendamment de celui des autres électrons. Par contre, il existe une approximation 
qui consiste à ramener le problème à une seule particule se mouvant au sein d’un potentiel moyen 
causé par la présence de ses partenaires. C’est l’approximation de Hartree-Fock,1011,12 appelée aussi 
parfois approximation de champ moyen. Elle ne traite pas de manière très satisfaisante la 
corrélation électronique mais nous allons la présenter car elle est à la base de nombreuses 
méthodes de chimie quantique modernes plus « exactes ». 
3.1.1.3.1. Approximation orbitalaire - La première étape de l’approximation de Hartree-Fock est 
l’approximation orbitalaire qui consiste à exprimer la fonction d’onde polyélectronique comme 
une combinaison de fonctions d’onde monoélectroniques iχ  que l’on appelle spin-orbitales. 
3.1.1.3.2. Déterminants de Slater - La façon la plus simple d’écrire l’approximation orbitalaire tout 
en respectant les conditions d’antisymétrie et de normalisation est d’écrire la fonction d’onde 
polyélectronique sous la forme d’un monodéterminant dit de Slater13 où les spin-orbitales ont été 
choisies de façon à être orthogonales et normées. Dans le cas d’un système à N  électrons où la 
fonction d’onde polyélectronique est construite à partir de N  spin-orbitales occupées, le 
monodéterminant de Slater s’écrit de la façon suivante : 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 2
1 2
1 2
1 1 ... 1
2 2 ... 21
;
... ... ... ...!
...
N
N
elec i j ij
N
N
N N N
χ χ χ
χ χ χϕ χ χ δ
χ χ χ
= =  (3-18) 
Cette expression tient également compte de l’indiscernabilité entre les électrons. C’est dans le 
choix de cette forme bien particulière pour la fonction d’onde polyélectronique que réside la 
principale source de l’approximation de Hartree-Fock. 
3.1.1.3.3. Principe variationnel - L’état électronique fondamental d’un système moléculaire peut 
alors être déterminé par utilisation du principe variationnel. D’après ce dernier,  pour toute 
fonction d’onde normalisée et antisymétrique, la valeur moyenne de l’hamiltonien électronique 
sera toujours supérieure à l’énergie électronique fondamentale exacte. Ainsi la meilleure fonction 
d’onde polyélectronique est la fonction d’onde normalisée et antisymétrique qui conduira à la plus 
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faible valeur moyenne de l’hamiltonien électronique, ce qui peut se traduire par les deux équations 
suivantes : 
0
, ,
ˆ
elec essai elec elec essai elecH Eϕ ϕ ≥  (3-19) 
,
0
, ,
ˆmin
elec essai
elec elec essai elec elec essaiE Hϕ ϕ ϕ=  (3-20) 
où les fonctions 
,elec essaiϕ  sont des fonctions d’onde normalisées et antisymétriques. 
Dans la méthode Hartree-Fock, la minimisation de la valeur moyenne de l’hamiltonien 
électronique se fait uniquement dans le sous-ensemble des monodéterminants de Slater 
normalisés. La contrainte d’orthonormalité entre les spin-orbitales se traduit par l’équation (3-21) : 
( ) ( ) 11 1ik i k ikS dχ χ τ δ= =∫  (3-21) 
En introduisant des multiplicateurs de Lagrange ikε , l’équation à résoudre est la suivante : 
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( )1kJ  est appelé opérateur de Coulomb. Il est défini par les équations (3-25) et (3-26).  
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τ= ∫  (3-25) 
tel que 
( ) ( ) ( ) ( ) ( )
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12
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1 1 1k kk i iJ d
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χ χχ τ χ =  
 
∫  
(3-26) 
Il représente le potentiel moyen créé en 1τ  par un électron présent dans la spin-orbitale kχ . Ainsi 
la somme des opérateurs de Coulomb qui apparaît dans l’équation (3-23) permet de rendre compte 
du potentiel moyen ressenti par l’électron 1 dû à la présence des N-1 autres électrons. 
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( )1kK  est appelé opérateur d’échange et est défini par l’équation (3-27) : 
( ) ( ) ( ) ( ) ( )
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2 2
1 1 1k ik i kK d
r
χ χχ τ χ =  
 
∫  (3-27) 
 
On ne peut pas en donner une interprétation classique. Son origine est purement quantique et 
vient du caractère antisymétrique de la fonction d’onde polyélectronique d’essai.  
3.1.1.3.4. Equations canoniques de Hartree-Fock - Il existe une transformation unitaire des spin-
orbitales qui diagonalise la matrice des multiplicateurs de Lagrange et conduit ainsi aux équations 
canoniques de Hartree-Fock : 
( ) ( ) ( )1'1'1 iiif χεχ =  (3-28) 
avec ( ) ( ) ( ) ( )∑
=
−+=
N
k
kk KJhf
1
1111  l’opérateur de Fock (3-29) 
Les coefficients iε correspondent alors aux énergies des spin-orbitales associées. 
L’énergie électronique est alors donnée par : 
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( ) ( ) ( ) ( )∫∫
−
= 212
*
2
21
11
*
''
1
'' τττχτχτχτχ dd
rr
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3.1.1.3.5. Formalismes RHF et UHF - Afin de résoudre les équations canoniques de Hartree-Fock 
et être en mesure de trouver une expression pour la fonction d’onde polyélectronique, il est 
nécessaire de donner une forme aux spin-orbitales. Il est usuel d’exprimer ces dernières comme le 
produit d’une fonction spatiale (ou orbitale spatiale) ( )ri ϕ et d’une fonction de spin ( )σs qui ne 
peut prendre que deux valeurs opposées notées α  et β . 
( ) ( ) ( )σϕτχ srii ⊗=   (3-33) 
Deux formalismes différents ont été développés, connus sous les noms respectifs de RHF et UHF 
pour Restricted closed-shell Hartree-Fock et Unrestricted open-shell Hartree-Fock. 
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Le formalisme RHF impose que chaque orbitale spatiale décrive deux électrons, un de spin α  et 
un second de spin β . Ainsi,
2
K
 orbitales spatiales permettent de construire K  spin-orbitales.  On 
ne peut donc utiliser ce formalisme que pour des systèmes où tous les électrons sont appariés, i.e. 
des systèmes à couches fermées. 
( ) ( ) ( )( ) ( ) [ ] 



∈∈




⊗
⊗
=
2
,1,,1; KjKi
r
r
j
j
i σβϕ
σαϕ
τχ 

 (3-34) 
Au contraire, dans le formalisme UHF, il n’y a aucune restriction sur la forme des orbitales 
spatiales et deux électrons appariés peuvent tout à fait être décrits à l’aide de deux fonctions 
spatiales distinctes. K orbitales spatiales sont alors nécessaires pour construire K  spin-orbitales. 
Le formalisme UHF est principalement utilisé pour décrire des systèmes moléculaires avec une 
couche ouverte. 
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 (3-35) 
Les orbitales spatiales sont à leur tour exprimées comme combinaisons linéaires de fonctions de 
bases lθ . Nous reviendrons un peu plus tard sur ce point. 
RHF : ∑
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(3-36) 
UHF : 
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 (3-37) 
Le fait d’exprimer chaque spin-orbitale comme une combinaison linéaire finie de fonctions de base 
constitue une approximation supplémentaire, qui est généralement appelée approximation LCAO 
pour Linear Combination of Atomic Orbitals. 
3.1.1.3.6. Equations de Roothaan-Hall et de Pople-Nesbet - Dans le formalisme RHF, après 
intégration sur la variable de spin, les équations canoniques de Hartree-Fock se traduisent par : 
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( ) ∑∑
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Après définition d’une matrice F de Fock, d’une matrice S de recouvrement, d’une matrice carrée 
C de coefficient et d’une matrice diagonale Ε d’énergie orbitalaire telles que : 
( ) ( ) ( )* 11 1 1kl k lF f drθ θ= ∫   (3-39) 
( ) ( )* 11 1kl k lS drθ θ= ∫   (3-40) 
klkl cC =  (3-41) 
iii ε=Ε  (3-42) 
résoudre les équations canoniques de Hartree-Fock revient à résoudre les équations dites de 
Roothaan-Hall14,15 : 
∑ ∑
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l
K
l
likljljkl CSCF ε  (3-43) 
équivalentes à l’équation matricielle : 
Ε= SCFC  (3-44) 
Dans le cas du formalisme UHF, ne pas imposer d’avoir la même orbitale spatiale pour décrire deux 
électrons appariés conduit à la définition de deux matrices de coefficients αC et βC . Cela suppose 
aussi que les deux spin-orbitales de deux électrons appariés n’ont pas la même énergie, ce qui 
permet de définir deux matrices diagonales d’énergie orbitalaire αE et βE . Enfin, deux types 
d’opérateurs de Coulomb et d’échange peuvent être définis, conduisant à deux opérateurs et deux 
matrices de Fock : 
( ) ( ) ( ) ( )[ ] ( )∑∑
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+−+=
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où αN et βN  sont respectivement le nombre d’électrons de spin α et β . 
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( ) ( ) ( )* 1 1 11kl k lF r f r drα αθ θ= ∫     (3-47) 
( ) ( ) ( )* 1 1 11kl k lF r f r drβ βθ θ= ∫     (3-48) 
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les équations de Roothaan-Hall du formalisme RHF sont alors remplacées par les équations dites 
de Pople-Nesbet16,17,18 : 
∑ ∑
= =
=
K
l
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l
liklilikl CSCF
1 1
αααα ε  (3-49) 
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l
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l
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1 1
ββββ ε  (3-50) 
équivalentes aux équations matricielles : 
αααα Ε= SCCF  (3-51) 
ββββ Ε= SCCF  (3-52) 
On notera que ces deux équations sont couplées et doivent être résolues simultanément. 
3.1.1.3.7. Procédure SCF - Dans l’un ou dans l’autre des deux formalismes, les opérateurs de Fock 
dépendent de leurs fonctions propres au travers des opérateurs de Coulomb et d’échange. A ce titre 
une résolution par itération s’impose, qui porte le nom de procédure SCF pour Self-Consistent 
Field  (champ auto-cohérent en français). La démarche est la suivante : 
1. Spécifier le système moléculaire d’intérêt  (nature des noyaux atomiques : { } [ ]MIIZ ,1∈ , 
nombre d’électrons : N  , position des noyaux atomiques : { } [ ]MIIR ,1∈ ) et un jeu de fonction 
de bases : { } [ ]Kll ,1∈θ . 
2. Construire un jeu de spin-orbitales initial. 
3. Construire  la ou les matrices de Fock. 
4. Résoudre les équations de Roothaan-Hall ou de Pople-Nesbet et obtenir ainsi un nouveau 
jeu de spin-orbitales. 
5. Regarder si les critères de convergence sont atteints. Si oui, passer à l’étape suivante, si 
non, revenir à l’étape 3. 
6. La solution obtenue peut être utilisée pour caractériser l’énergie et la structure 
électronique du système moléculaire spécifié en à l’étape 1. 
3.1.1.3.8. Les fonctions de base - Les fonctions de base sont des fonctions spatiales qui doivent 
permettre de décrire la distribution électronique au sein d’un système moléculaire. Plus le nombre 
de fonctions de bases utilisées est important, meilleure sera la fonction d’onde polyélectronique 
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obtenue par application du principe variationnel. Néanmoins, le temps d’obtention d’une solution 
par la méthode Hartree-Fock est proportionnel au nombre de fonctions de base à la puissance 4. Le 
choix du jeu de fonctions utilisées est donc le résultat d’un compromis entre rapidité de calcul et 
qualité du résultat. 
En chimie moléculaire, deux grands types de fonctions de base sont utilisées : celles de type 
Slater13 (STO pour Slater Type Orbital) et celles de type Gaussienne19 (GTO pour Gaussian Type 
Orbital).  Elles ont la forme suivante : 
STO : ( ) ( ) ( )φθζφθζθ ,exp,,;,,, 1 lmInI YRrNrRrmln  −−=− −       (3-53) 
GTO : ( ) ( )φθαφθαθ ,exp,,;,,, 21 lmInI YRrNrRrnml  −−=− −

      (3-54) 
Ces fonctions sont centrées sur un atome défini par sa position IR

, afin de pouvoir décrire le 
comportement d’une orbitale atomique. Si les fonctions de type Slater ont une forme correcte près 
et loin du noyau, ce n’est pas le cas des fonctions de type Gaussienne qui ont la mauvaise forme au 
voisinage du noyau et décroissent trop rapidement lorsqu’on s’en éloigne. Néanmoins l’utilisation 
des GTO est plus répandue que celle des STO car le produit de deux fonctions gaussiennes est une 
fonction gaussienne intégrable et dérivable analytiquement alors que celui de deux fonctions de 
type Slater ne peut être intégré que numériquement.  
Dans le cas des GTO, pour obtenir des fonctions de base de meilleure qualité, chaque fonction est 
construite par combinaison linéaire de plusieurs fonctions gaussiennes primitives de façon à 
obtenir ce que l’on appelle une contraction de fonctions gaussiennes (CGF) : 
( ) ( )∑
=




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−−−=−
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j
IjkjkIIk RrdRrmnlPRr
1
2
exp;,,

αθ  (3-55) 
où L  est la longueur de la contraction, les jkd sont les coefficients de contraction et les jkα  sont 
les exposants des gaussiennes primitives. 
Les différents coefficients et paramètres nécessaires à l’expression des CGF sont fixés et permettent 
de définir une base de fonctions. Il existe un certain nombre de bases standard optimisées afin de 
permettre la description des structures électroniques. La principale difficulté réside dans le choix 
d’une base suffisamment étendue pour permettre une bonne description des systèmes d’intérêt 
dans la limite des ressources informatiques disponibles. 
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Selon le nombre de CGF utilisées pour décrire les orbitales atomiques d’un atome, on distingue 
différentes classes de bases : 
- Les bases minimales : Elles ne comportent qu’une seule contraction par orbitale atomique. Ainsi, 
pour l’atome de carbone, une base minimale est composée d’une seule contraction de gaussiennes 
pour chaque orbitale atomique, à savoir 1s, 2s et 2px, 2py, 2pz.  
- Les bases double-ξ (ou triple-ξ, quadruple-ξ quintuple-ξ, …) : Elles sont construites à partir de 2 
(ou 3, 4, 5, …) contractions de fonctions gaussiennes par orbitale atomique,  ceci permettant de 
décrire la fonction d’onde avec plus de souplesse et de précision. Par exemple, pour l’atome de 
carbone, une base double-ξ contient deux contractions de fonctions gaussiennes pour représenter 
chaque orbitale atomique, qui sont désignées par 1s, 1s’, 2s, 2s’, 2px, 2px’, 2py, 2py’, 2pz et 2pz’. 
- Les bases dites « split-valence » : Elles utilisent une seule contraction de gaussienne pour décrire 
les niveaux de cœur mais augmentent ce nombre pour décrire les niveaux de valence. Ainsi pour 
l’atome de carbone, la base de Pople20 notée 6-311G, qui est une base split-valence triple-ξ utilise 
une seule contraction de gaussiennes pour décrire l’orbitale atomique 1s (le chiffre 6 indique qu’il 
s’agit d’une contraction de 6 gaussiennes), et 3 contractions pour décrire les orbitales 2s et 2p : 2s, 
2s’, 2s’’, 2px, 2px’, 2px’’, 2py, 2py’, 2py’’, 2pz, 2pz’ et 2pz’’ (les chiffres 3, 1 et 1 indiquent que parmi ces 
trois contractions, il y en a une de 3 gaussiennes et deux d’une seule gaussienne). 
Des fonctions supplémentaires peuvent être ajoutées aux bases standard afin d’en améliorer la 
qualité parmi lesquelles les fonctions de polarisation et les fonctions diffuses. Les premières 
correspondent à des orbitales de moments angulaires élevés pour permettre de rendre compte du 
caractère anisotropique de la densité électronique autour des noyaux dans une molécule. Par 
exemple l’ajout de fonctions de symétrie p permet de polariser des fonctions de symétrie s, et de 
fonctions de symétrie d de polariser des fonctions de symétrie p. Les secondes utilisent de petits 
coefficients dans les gaussiennes pour permettre de décrire la présence d’une densité électronique 
loin des noyaux. Leur utilisation est particulièrement recommandée pour décrire la structure 
électronique des anions ou de molécules faiblement liées. 
3.1.1.3.9. Les limites de la méthode Hartreee-Fock - La méthode Hartree-Fock est connue pour son 
incapacité à décrire correctement l’énergie de dissociation de la molécule de dihydrogène en deux 
atomes d’hydrogène. Ceci est dû au fait qu’elle ne prend en compte que très peu la corrélation 
électronique, et ceci pour deux raisons principales : 
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• d’une part, en imposant que la fonction d’onde électronique soit un monodéterminant de 
Slater alors que dans le cas de niveaux dégénérés, plusieurs déterminants peuvent avoir des 
énergies comparables et avoir une contribution du même ordre à la fonction d’onde 
électronique (corrélation statique). 
• d’autre part en traitant la répulsion électronique comme l’effet moyen ressenti par un 
électron dû à la présence des N-1 autres alors qu’il s’agit d’interactions électrostatiques 
instantanées entre un électron et les autres (corrélation dynamique). 
3.1.1.4. Un mot sur les méthodes post-Hartree-Fock 
3.1.1.4.1. Théories des perturbations - Pour tenir compte de la corrélation électronique, les 
méthodes dites de perturbation écrivent l’hamiltonien électronique elecHˆ  comme la somme de 
deux termes : un hamiltonien de référence 0ˆH dont on connaît les fonctions et valeurs propres, et 
un hamiltonien de perturbation qui peut s’écrire V
⌢λ .  
VHH elec ˆˆˆ 0 λ+=  (3-56) 
La fonction d’onde fondamentale 0elecϕ  de l’hamiltonien total et l’énergie 0elecE associée peuvent 
alors être décrites comme des polynômes infinis de λ .  
( )0
0
i i
elec
i
ϕ ϕ λ
∞
=
= ∑  (3-57) 
( )∑
∞
=
=
0
0
i
ii
elec EE λ  (3-58) 
Les coefficients ( )iϕ  et ( )iE sont déterminés par application de la théorie de la perturbation.   
Lorsque l’hamiltonien de référence correspond à la somme des opérateurs de Fock de la méthode 
Hartree-Fock, la méthode perturbatrice est appelée méthode de Møller-Plesset.21 Si le 
développement de l’énergie électronique se fait au nème ordre, la méthode est appelée MPn. Il faut 
aller au moins au deuxième ordre (MP2) pour avoir une amélioration de la prise en compte de la 
corrélation électronique par rapport à la méthode Hartree-Fock. 
On retiendra que les méthodes dites de perturbation ne font pas appel au principe variationnel. En 
conséquence, il est tout à fait possible d’obtenir des énergies électroniques inférieures à la valeur 
exacte. 
Chapitre 3 – Méthodes de Chimie Quantique 
 
 - 67 - 
3.1.1.4.2. Interaction de configurations - Les méthodes d’interaction de configurations22 consistent 
à écrire la fonction d’onde électronique fondamentale comme une combinaison linéaire de 
monodéterminants de Slater, chacun d’entre eux correspondant à une configuration électronique 
particulière. On distingue les configurations correspondant à de simples ( S ), doubles ( D ), triples 
(T ), ou quadruples (Q ) excitations  par rapport au déterminant Hartree-Fock ( HFϕ ) : 
0
...elec HF HF S D T Qc c S c D c T c Qϕ ϕ= + + + + +  (3-59) 
Les différents coefficients sont obtenus par diagonalisation de la matrice de l’hamiltonien dans la 
base des monodéterminants de Slater. La plus petite valeur propre correspond à l’énergie 
électronique, et les coefficients forment le vecteur propre associé. 
Afin d’obtenir une fonction d’onde électronique fondamentale exacte, il conviendrait de 
poursuivre le développement jusqu’à avoir remplacé les N spin-orbitales occupées du déterminant 
de Hartree-Fock par des spin-orbitales virtuelles. C’est la méthode full-CI, qui n’est 
envisageable en pratique que pour de très petits systèmes. Selon que l’on s’arrête aux doubles 
excitations, ou que l’on prend également en compte les triples voire les quadruples excitations, la 
méthode prend le nom de CISD, CISDT ou CISDTQ. De manière générale, pour des systèmes 
standards, on estime que la méthode CISD prend en compte 80 à 90% de la corrélation 
électronique. 
3.1.1.4.3. Coupled Cluster - Les méthodes Coupled Cluster23 expriment la fonction d’onde 
électronique fondamentale comme le résultat de la transformation de la fonction d’onde Hartree-
Fock par un opérateur Te
ˆ
.  
ˆ0
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ˆ
!
T k
elec HF HF
k
e T
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ϕ ϕ ϕ
∞
=
 
= =  
 
∑  (3-60) 
L’opérateur Tˆ , appelé opérateur cluster, est défini comme : 
∑
∞
=
=
1
ˆˆ
i
iTT  (3-61) 
où chaque opérateur iTˆ  génère tous les déterminants de Slater correspondant à i excitations par 
rapport au déterminant Hartree-Fock. 
Comme pour les méthodes d’interaction de configurations, en pratique l’opérateur cluster est 
tronqué. Néanmoins, à l’inverse des méthodes d’interaction de configurations, cette troncature 
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n’induit pas de problème d’inconsistance en taille.ii2 Ceci est dû au fait qu’un opérateur iTˆ  qui 
génère i excitations peut en générer 2i, 3i, … selon la puissance à laquelle il est porté. 
Selon que l’on tronque l’opérateur Tˆ  à 2ˆT , 3ˆT  ou 4ˆT  on obtient respectivement les méthodes 
CCSD, CCSDT et CCSDTQ. 
3.1.1.4.4. Méthodes multiconfigurationnelles - Les méthodes multiconfigurationnelles24,25 
(MCSCF pour Multiconfigurational Self Consistent Field) sont proches des méthodes d’interaction 
de configurations dans le sens où elles expriment elles aussi la fonction d’onde électronique 
fondamentale comme une combinaison linéaire de monodéterminants de Slater. Cependant, dans 
les méthodes MCSCF, les degrés de liberté à optimiser par application du principe variationnel ne 
sont pas uniquement les coefficients devant les déterminants mais également les coefficients 
intervenant dans le développement des spin-orbitales comme combinaisons linéaires de fonctions 
de base. 
La plus connue des méthodes MCSCF est la méthode CASSCF (Complete Active Space Self 
Consistent Field) dans laquelle seules certaines configurations sont utilisées dans le développement 
de la fonction d’onde électronique, et ceci grâce à la définition de trois types d’orbitales : 
• les orbitales inactives, qui sont doublement occupées dans toutes les configurations,  
• les orbitales virtuelles, qui sont inoccupées dans toutes les configurations, 
• les orbitales actives à partir desquelles différentes configurations sont générées. 
Le nombre d’orbitales actives doit être choisi suffisamment grand pour permettre une bonne 
description du système mais aussi suffisamment faible pour qu’un résultat soit obtenu en un temps 
acceptable. 
3.1.2. A partir de la Théorie de la Fonctionnelle de la Densité (DFT) 
Au cours de ce travail, tous les systèmes moléculaires étudiés ont été modélisés en faisant appel à la 
théorie de la fonctionnelle de la densité. C’est en effet une méthode de chimie quantique qui jouit 
d’une très grande popularité. Elle est très proche de la méthode Hartree-Fock dans le sens où il 
s’agit également d’une méthode monodéterminantale.  Néanmoins, elle s’en écarte au sens où elle 
                                                 
2ii
 Une méthode est dite consistante en taille si elle donne ( )kmonomèremèrek ψψ =− et monomèremèrek kEE =− . 
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propose un bien meilleur traitement de la corrélation électronique. De plus, par rapport aux 
méthodes post-Hartree-Fock que nous venons de présenter, elle présente l’avantage d’être moins 
coûteuse en ressources informatiques, comme on peut le voir dans le Tableau 3-2 qui résume 
l’influence du nombre d’électrons du système moléculaire étudié sur le temps nécessaire pour 
calculer son énergie et sa structure électroniques. 
Tableau 3-2. Comportement de diverses méthodes de chimie quantique en fonction du nombre de 
fonctions de bases N utilisées. 
Facteur d’échelle Méthode 
3N  DFT 
4N  HF 
5N  MP2 
6N  MP3, CISD, CCSD, QCISD 
7N  MP4, CCSD(T), QCISD(T) 
8N  MP5, CISDT, CCSDT 
9N  MP6 
10N  MP7, CISDTQ, CCSDTQ 
3.1.2.1. Les théorèmes de Hohenberg et Kohn 
3.1.2.1.1. Modèles de Thomas-Fermi et de Thomas-Fermi-Dirac - On peut considérer que la 
théorie de la fonctionnelle de la densité prend sa source dans le modèle de l’atome élaboré par 
Thomas et Fermi dans les années 192026,27,28,29 et complété dans les années 1930 par Dirac30, dans 
lequel le nuage électronique d’un atome est modélisé par un gaz uniforme d’électrons 
indépendants. L’originalité du modèle vient du fait qu’il ne s’appuie pas sur une fonction d’onde 
mais que par des considérations de physique statistique, il permet d’exprimer l’énergie cinétique 
des électrons ( TFT ) ainsi que l’énergie d’échange ( DK ) comme des fonctionnelles3 de la densité 
électronique ρ . 
[ ] ( ) ( )25 2 33 3; 310TF F FT C r dr Cρ ρ pi= =∫
 
 (3-62) 
                                                 
3
 Une fonctionnelle est une fonction de fonction. Comme ρ  est une fonction de r , TFT  et DK  qui sont des 
fonctions de ( )rρ , sont des fonctionnelles de ρ . 
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∫
 
 (3-63) 
3.1.2.1.2. Premier théorème de Hohenberg-Kohn - Si l’on s’en réfère à la section 3.1.1 de ce 
chapitre, et à l’écriture de l’hamiltonien moléculaire,  il en ressort que l’état fondamental d’un 
système moléculaire est entièrement déterminé par le nombre d’électrons N qu’il possède, ainsi 
que par le potentiel électrostatique créé en chaque point de l’espace par l’ensemble des noyaux qui 
le constitue. Ce potentiel, qui est appelé « potentiel externe », sera noté v  dans la suite de ce 
chapitre. 
Le premier théorème de Hohenberg-Kohn31 (1964), qui se démontre aisément par l’absurde, 
affirme : 
Soit un système moléculaire dont l’état fondamental n’est pas dégénéré. 
Alors le potentiel externe v  auquel sont soumis les électrons du système moléculaire est 
déterminé à une constante additive près par la densité électronique 0ρ  de l’état fondamental.  
Or le nombre d’électrons N  du système moléculaire est lui aussi complètement déterminé par la 
densité électronique 0ρ  de l’état fondamental selon : 
( )0 r dr Nρ =∫    (3-63) 
A ce titre, la densité électronique de l’état fondamental joue le même rôle que la fonction d’onde 
électronique dans les méthodes basées sur la fonction d’onde, au sens où à partir de sa 
connaissance il est possible d’obtenir les propriétés électroniques d’un système quelconque. En 
particulier l’énergie électronique à l’état fondamental doit pouvoir s’écrire comme une 
fonctionnelle de la densité électronique. Ce sont les fondements modernes de la DFT. 
3.1.2.1.3. Deuxième théorème de Hohenberg-Kohn - Compte-tenu de ce qui précède, si l’on se 
place dans le cadre de l’approximation de Born-Oppenheimer, l’énergie électronique ( velecE ) de 
l’état fondamental doit pouvoir s’exprimer de la façon suivante : 
[ ] [ ] [ ] [ ] nnneeeevelec UUUTE +++= 0000 ρρρρ  (3-64) 
avec 0ρ  la densité électronique à l’état fondamental 
eT  l’énergie cinétique des électrons, 
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eeU  l’énergie potentielle de répulsion entre les électrons, 
neU  l’énergie potentielle d’attraction entre les noyaux et les électrons, 
et nnU  l’énergie potentielle de répulsion entre les noyaux, constante. 
L’énergie potentielle d’attraction entre les noyaux et les électrons s’exprime aisément comme une 
fonctionnelle de la densité : 
[ ] ( ) ( )0 0neU r v r drρ ρ= ∫     (3-66) 
de sorte qu’il est courant d’utiliser l’expression suivante pour l’énergie électronique : 
[ ] [ ] ( ) ( )0 0 0velec HK nnE F r v r dr Uρ ρ ρ= + +∫     (3-67) 
avec [ ] [ ] [ ]000 ρρρ eeeHK UTF +=  (3-68) 
La fonctionnelle HKF , que l’on appelle fonctionnelle de Hohenberg-Kohn, ne dépend pas du 
potentiel externe v  créé par les noyaux atomiques et est en ce sens une « fonctionnelle 
universelle » de la densité électronique.  
Le deuxième théorème de Hohenberg-Kohn29 (1964) indique qu’il est possible  d’obtenir la densité 
électronique d’un système moléculaire à l’état fondamental en s’appuyant sur le principe 
variationnel :  
Soit un système moléculaire à N électrons où ces derniers sont soumis à un potentiel externe 
v constant. 
Soit 0E l’énergie électronique de ce système à l’état fondamental. 
Supposons que cet état fondamental ne soit pas dégénéré. 
Alors 
( )
( ) [ ]0
0
,
v
elec
r r
tq E E
r dr N
ρ
ρ ρ
ρ
∀ ≥∀ ≤
=∫
 
ɶ
ɶ ɶ 
ɶ
 (3-69) 
3.1.2.1.4. Equation fondamentale de la DFT - Pour trouver la densité électronique de l’état 
fondamental, il faut donc minimiser l’énergie électronique avec la contrainte de N-représentabilité 
pour la densité électronique. Cette contrainte peut se traduire par : 
( ) 0r dr Nρ − =∫    (3-70) 
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La méthode des multiplicateurs de Lagrange permet d’en tenir compte. L’équation à résoudre est 
alors la suivante : 
[ ] ( ){ } 0velecE r dr Nδ ρ µ ρ − − = ∫    (3-71) 
où µ est le multiplicateur de Lagrange associé à la contrainte (3-70) 
L’équation (3-69) conduit directement à l’équation fondamentale de la DFT : 
[ ]
( ) ( )
[ ]
( )r
F
rv
r
E HK
v
elec


 δρ
ρδ
δρ
ρδµ +==  (3-72) 
3.1.2.2. L’approche Kohn-Sham 
D’après l’équation fondamentale de la DFT (3-70), la résolution du problème électronique est 
étroitement liée à l’évaluation de la fonctionnelle universelle de Hohenberg-Kohn HKF . 
Malheureusement, on ne lui connaît aucune expression « analytique » exacte exploitable en 
pratique. En 1965, Kohn et Sham32 ont cependant proposé une méthode qui porte aujourd’hui leur 
nom permettant d’évaluer en grande partie cette fonctionnelle. 
Rappelons que HKF  se compose d’une composante énergie cinétique des électrons eT  et d’une 
composante énergie potentielle de répulsion interélectronique eeU . 
La clé de la méthode Kohn-Sham réside dans le fait que l’énergie cinétique [ ]ρeT  des électrons 
d’un système moléculaire peut être évaluée à partir de l’énergie cinétique [ ]ρsT  des électrons d’un 
système moléculaire fictif ayant la même densité électronique que le système réel, mais dans 
lequel les électrons n’interagissent pas entre eux. 
3.1.2.2.1. Cas d’un système moléculaire sans interaction inter-électronique - Le problème 
électronique d’un système moléculaire hypothétique où les électrons n’interagiraient pas entre eux 
est soluble de manière exacte par la méthode Hartree-Fock puisqu’il n’y a pas de corrélation 
électronique à prendre en compte. 
A partir des spin-orbitales iχ obtenues, la densité électronique et l’énergie cinétique [ ]ρsT  du 
système sans interaction sont données respectivement par : 
( ) ( )∑∑
=
=
N
i
i rr
1
2
,
σ
σχρ   (3-73) 
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[ ] ∑
=
∆−=
N
i
iisT
1 2
1 χχρ  (3-74) 
Si le système hypothétique sans interaction a une densité électronique à l’état fondamental égale à 
celle du système réel,  cela signifie que les électrons du système sans interaction sont soumis à un 
potentiel externe sv différent du potentiel externe réel v . 
L’équation fondamentale de la DFT s’écrit alors : 
( ) [ ]( )r
T
rv ss 

δρ
ρδµ +=  (3-75) 
3.1.2.2.2. Equations de Kohn-Sham - Pour le système réel, d’après l’équation (3-68), 
[ ] [ ] [ ]000 ρρρ eeeHK UTF +=  (3-68) 
que l’on peut réécrire comme : 
[ ] [ ] [ ] [ ]0000 ρρρρ xcsHK EJTF ++=  (3-76) 
avec : 
[ ] [ ] [ ]{ } [ ] [ ]{ }00000 ρρρρρ JUTTE eesexc −+−=  (3-77) 
[ ]ρJ  est la partie classique de l’énergie potentielle de répulsion inter-électronique, que l’on sait 
exprimer comme une fonctionnelle de la densité électronique : 
[ ] ( ) ( )
'
'
'
2
1
rr
rr
rdrdJ 


−
= ∫∫
ρρρ  (3-78) 
[ ]ρxcE  est appelée énergie d’échange corrélation et rend compte de la différence entre l’énergie 
cinétique des électrons dans le système réel et dans le système sans interaction, ainsi que de la 
partie non classique de l’énergie potentielle de répulsion interélectronique. 
L’équation (3-77) présente l’avantage, du point de vue formel, de regrouper tout ce qui est inconnu 
dans le terme [ ]ρxcE . 
Pour le système réel, l’équation fondamentale de la DFT peut donc s’écrire : 
( ) [ ]( )r
T
rv seff 

δρ
ρδµ +=  (3-79) 
avec ( ) ( ) ( ) ( )rvrd
rr
r
rvrv xceff




+
−
+= ∫ '
'
'ρ
     (potentiel effectif de Kohn-Sham) (3-80) 
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et ( ) [ ]( )r
E
rv xcxc 

δρ
ρδ
=     (potentiel d’échange-corrélation) (3-81) 
On remarque une certaine analogie entre les équations (3-75) et (3-79) de laquelle il ressort que 
pour résoudre le problème électronique du système réel, il suffit de résoudre par la méthode 
Hartree-Fock le problème électronique d’un système sans interaction où les électrons sont soumis 
au potentiel effectif de Kohn-Sham effv . 
Les équations aux valeurs propres à résoudre sont les suivantes :  
( ) ( ) ( )111 iiiKSh χεχ =  (3-82) 
avec ( ) ( )rvh effiKS +∆−= 2
11  l’opérateur de Kohn-Sham (3-83) 
Ce sont les équations de Kohn-Sham, qui correspondent en fait aux équations canoniques de 
Hartree-Fock (3-26) dans lesquelles les opérateurs de Coulomb et d’échange sont nuls, et où le 
potentiel externe auquel sont soumis les électrons a été remplacé par le potentiel effectif de Kohn-
Sham. Les fonctions propres sont appelées spin-orbitales Kohn-Sham et les valeurs propres 
correspondent à leurs énergies respectives. Il faut bien comprendre que l’introduction de spin-
orbitales en DFT n’est pas une nécessité théorique mais bien une nécessité pratique. 
On peut voir à travers l’équation (3-80) que le potentiel effectif effv qui sert à construire 
l’hamiltonien KSh  dépend de la densité électronique et donc des fonctions propres des équations 
de Kohn-Sham. Comme la méthode Hartree-Fock, la méthode Kohn-Sham nécessite donc une 
résolution par itération de type SCF.  
Une fois la convergence atteinte, l’énergie électronique est donnée par : 
( ) ( ) [ ] ( ) ( ) nnxcxc
N
i
i
v
elec UrdrrvErdrd
rr
rr
E +−+
−
−= ∫∫∫∑
=



00
00
1
'
'
'
2
1 ρρρρε  (3-84) 
On retiendra que de manière générale, la procédure de résolution présente de nombreuses 
analogies avec la méthode Hartree-Fock. Ainsi, dans la méthode Kohn-Sham, les spin-orbitales 
sont aussi exprimées comme le produit d’une orbitale spatiale et d’une fonction de spin, et  les 
orbitales spatiales comme une combinaison linéaire de fonctions de base. Enfin, un formalisme 
restreint (RKS) et un formalisme non-restreint (UKS) de la méthode Kohn-Sham ont aussi été 
développés. 
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3.1.2.3. Approximations du potentiel d’échange-corrélation 
A l’inverse de la méthode Hartree-Fock, la méthode Kohn-Sham est formellement exacte. Elle 
permet d’introduire toute la corrélation électronique dans l’énergie d’échange-corrélation. Le 
problème central de la DFT vient du fait qu’aucune expression analytique exacte n’est connue pour 
xcE . Il est donc nécessaire d’utiliser des expressions approchées. Différents types d’approximations 
sont utilisés, conduisant à différentes classes de fonctionnelles d’échange-corrélation. 
3.1.2.3.1. Approximation locale de la densité - La plus simple des approximations est 
l’approximation locale de la densité (LDA), remplacée par l’approximation locale de la densité de 
spin (LSDA) dans le cas de systèmes moléculaires à couche ouverte. Elle consiste à considérer que 
localement, la densité électronique peut être traitée comme un gaz homogène d’électrons. On 
distingue la contribution à LDAxcE  due à l’échange (
LDA
xE ) et celle due à la corrélation (
LDA
cE ). 
Pour la première, une expression exacte est connue, que l’on doit à Dirac12. 
31
31 3
4
3
; 





=−=
pi
ρε xxLDAx CC  (3-85) 
avec [ ] ( )∫= rdrE LDAxLDAx ρρε  (3-86) 
Son équivalent en LSDA est le résultat du travail de Slater33 : 
( ) 31343431 3
4
3
;2 





=+−= ∫ pi
ρρ βα xxLSDAx CrdCE

 (3-87) 
avec αρ et βρ les densités d’électrons α et β   
Pour l’énergie de corrélation, c’est l’expression approchée déterminée par Vosko, Wilk et Nusair34 
par exploitation de résultats de calculs Monte Carlo quantiques très précis sur le gaz uniforme 
d’électrons qui est la plus utilisée. 
Bien entendu, l’approximation LDA ne peut donner de bons résultats qu’à la condition que la 
densité électronique varie lentement. Elle donne cependant de meilleurs résultats que ce qu’on 
pouvait attendre grâce à une compensation systématique d’erreurs. En effet, l’approximation LDA 
conduit à une sous-estimation de xE  et à une surestimation de cE . De manière générale, on 
considère cependant que les méthodes LDA conduisent à une surestimation des énergies de 
liaisons et à une sous-estimation des barrières d’activation.  
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3.1.2.3.2. Approximation GGA - Afin de mieux tenir compte de l’inhomogénéité de la densité 
électronique, le gradient de cette dernière peut être introduit dans la description des effets 
d’échange-corrélation. Les fonctionnelles qui en résultent sont appelées fonctionnelles GGA pour 
Generalized Gradient Approximation et s’écrivent selon la forme suivante : 
[ ] ( )∫ ∇= rdfE GGAxc ρρρ ,  (3-88) 
Comme pour l’approximation LDA, les contributions d’échange et de corrélation sont 
généralement traitées séparément.  
En ce qui concerne l’échange, la fonctionnelle proposée par Becke en 198835 (B88) est sans nul 
doute la plus populaire. Elle s’écrit comme une correction de l’énergie d’échange LDA qui permet 
d’avoir le bon comportement asymptotique. 
Pour la corrélation, de nombreuses fonctionnelles GGA ont été mises au point, parmi lesquelles 
celle de Lee, Yang et Parr (LYP)36 ou encore celle de Perdew, Burke et Ernzenhorf (PBE)37 pour 
n’en citer que deux. La première s’exprime en fonction de paramètres qu’il faut ajuster à des 
données empiriques sur l’atome d’hélium, tandis que la seconde s’exprime en fonction de 
paramètres issus de considérations physiques. C’est sans doute la raison pour laquelle PBE est 
réputée moins performante que LYP pour décrire de petites molécules mais meilleure pour décrire 
des solides. 
De manière générale on peut considérer que les fonctionnelles de la classe GGA permettent 
d’obtenir de bien meilleurs résultats que celles de la classe LDA. En particulier elles permettent de 
décrire relativement correctement les systèmes mettant en jeu des liaisons hydrogènes. Par contre, 
elles décrivent très mal les complexes de Van der Waals. 
On peut améliorer les fonctionnelles GGA en faisant également intervenir le Laplacien de la 
densité électronique et la densité d’énergie cinétique t  (obtenue à partir des orbitales Khon-Sham) 
dans l’énergie d’échange-corrélation. On obtient alors des fonctionnelles dites meta-GGA. 
( ) ( )∑
=
∇=
N
i
i rrt
1
2
2
1  χ  (3-89) 
[ ] ( )∫ ∆∇=− rdtfE GGAmetaxc ,,, ρρρρ  (3-90) 
3.1.2.3.3. Les fonctionnelles hybrides - Afin d’améliorer encore les fonctionnelles d’énergie 
d’échange-corrélation, la façon de les construire a été complètement modifiée pour donner 
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naissance à une nouvelle classe de fonctionnelles qui expriment l’énergie d’échange comme une 
fraction de l’énergie d’échange exacte (qui peut être obtenue par la méthode Hartree-Fock à 
condition de remplacer les spin-orbitales HF par les spin-orbitales KS), et une fraction d’énergie 
d’échange DFT, d’où le nom qui leur a été donné de fonctionnelles hybrides. Un tel mélange 
trouve sa justification dans la théorie de la connexion adiabatique38,39,40, d’après laquelle l’énergie 
d’échange-corrélation peut s’écrire comme : 
[ ] [ ] [ ]( )1
0
xc eeE U J d
λ λρ ρ ρ λ= −∫  (3-91) 
où λ  est appelé paramètre de couplage. 
Lorsque 0=λ , il n’y a pas d’interaction entre les électrons du système et l’énergie d’échange-
corrélation se résume à l’énergie d’échange. Lorsque 1=λ , les électrons du système interagissent 
complètement entre eux.  
En première approximation, on peut considérer que l’énergie d’échange-corrélation dépend 
linéairement du paramètre de couplage λ . De nombreuses fonctionnelles ont ainsi été 
développées, en ajustant le paramètre λ  de façon semi-empirique. 
La plus utilisée actuellement est incontestablement la fonctionnelle B3LYP41,42,35,36 , utilisée dans ce 
travail, et définie de la façon suivante : 
( ) ( ) LYPcLSDAcBxexactxLSDAxLYPBxc cEEcEbaEEaE +−+∆++−= 11 883  (3-92) 
où les paramètres a, b et c sont à ajuster par rapport à des données expérimentales. 
A l’heure actuelle, elle est utilisée dans environ 80 % des études de chimie théorique. 
3.1.2.3.4. Bilan sur les différentes fonctionnelles d’échange-corrélation - Il est désormais usuel de 
représenter ces différentes classes de fonctionnelles  à différents niveaux sur l’Echelle de Jacob de 
la DFT, selon l’expression même de J. P. Perdew.43 Toutes se situent plus ou moins haut, entre la 
méthode Hartree-Fock et la réalité chimique, comme on peut le voir sur la Figure 3-1. 
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Figure 3-1. Echelle de Jacob de la DFT. 
Le chimiste théoricien a aujourd’hui à sa disposition un grand nombre de fonctionnelles 
implémentées dans les différents logiciels de modélisation. Même si leur position sur l’échelle de 
Jacob donne une indication sur leurs performances relatives, il n’est pas toujours aisé de choisir la 
fonctionnelle la plus adaptée au problème chimique à résoudre. De nombreuses études 
comparatives ont été menées desquelles un certain nombre de conclusions peuvent être 
faites.44,45,46,47,48,49,50 On retiendra en particulier que la fonctionnelle B3LYP, de loin la plus utilisée, 
est aujourd’hui encore une fonctionnelle qui donne des résultats corrects en un temps acceptable 
dans le cas d’un problème de chimie quantique moyen. Néanmoins, elle est connue pour avoir 
tendance à sous-estimer les barrières d’activation, de 12 kJ/mol en moyenne. De plus, elle n’est pas 
très performante dans la prédiction des énergies d’interactions faibles, en particulier dans le cas de 
complexes où la dispersion prédomine. En revanche, elle reste une alternative acceptable pour 
décrire des complexes liés par liaisons hydrogènes. 
3.1.3. Cas des surfaces d’énergie potentielle excitées 
Tout ce qui a été décrit aux paragraphes 3.1.1. et 3.1.2. de ce chapitre ne s’applique qu’à la 
recherche de la fonction d’onde électronique fondamentale d’un système moléculaire et ne peut 
donc permettre de construire que la surface d’énergie potentielle fondamentale sur laquelle a lieu 
une réaction chimique. Néanmoins, il est certains cas, comme celui des réactions photochimiques, 
où il est nécessaire de pouvoir décrire un système moléculaire dans un état excité. En réalité, seuls 
les cas où l’état excité à considérer n’est pas le plus bas de sa symétrie sont problématiques.  
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3.1.3.1. Traitement par des méthodes basées sur la fonction d’onde 
Dans le cas d’un état excité qui n’est pas le plus bas de sa symétrie, il est difficile de produire une 
fonction d’onde électronique HF correcte puisque l’application du principe variationnel risque de 
conduire à un état plus bas en énergie. Il en résulte que les méthodes de perturbation et Coupled 
cluster qui construisent la fonction d’onde électronique comme une transformation de la fonction 
d’onde HF ne vont pas pouvoir être utilisées pour décrire un tel état excité. Par contre les 
méthodes d’interactions de configurations et les méthodes multiconfigurationnelles sont tout à fait 
adaptées, à condition d’inclure des fonctions diffuses dans le jeu de fonctions de base. 
3.1.3.2. Traitement par des méthodes basées sur la DFT 
Le premier théorème de Hohenberg-Kohn, qui est à la base de la DFT n’est valable que pour l’état 
fondamental, à condition qu’il ne soit pas dégénéré. Il en résulte que le champ d’application de la 
DFT se restreint normalement  aux états fondamentaux. En réalité, il peut être étendu aux états 
excités correspondant à l’état de plus basse énergie de leur symétrie.4 
Pour traiter les autres états excités, un autre formalisme a été mis au point, dans lequel un système 
moléculaire initialement dans son état fondamental est soumis à une perturbation dépendante du 
temps avec une pulsation ω  qui modifie le potentiel externe auquel ses électrons sont soumis. On 
recherche alors la réponse linéaire de la densité électronique à cette perturbation. Ce formalisme 
porte le nom de TDDFT51 pour Time-Dependent Density Functional Theory. Il repose sur le 
théorème de Runge-Gross52 selon lequel il existe une correspondance unique entre la densité 
électronique dépendante du temps et le potentiel externe dépendant du temps. A partir de là, une 
méthode Kohn-Sham dépendante du temps peut aussi être développée et les énergies d’excitation 
déterminées, permettant la construction d’une surface d’énergie potentielle adiabatique excitée. 
3.2. Exploitation de la surface d’énergie potentielle 
Une fois la surface d’énergie potentielle construite  par des méthodes de chimie quantique, il 
convient de l’exploiter pour obtenir des informations quant aux mécanismes plausibles pour la 
réaction chimique d’intérêt. En réalité, comme cela a déjà été précisé dans le chapitre précédent, il 
n’est pas nécessaire de construire complètement la surface d’énergie potentielle. Si l’on se base sur 
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la théorie de l’état de transition, la connaissance de quelques points particuliers peut suffire. Mais 
il faut être en mesure de les identifier sur la surface d’énergie potentielle.  
3.2.1. Identification des points stationnaires 
Au chapitre 2 il a été vu que d’après la théorie de l’état de transition, la constante de vitesse d’une 
étape élémentaire se déduit de la différence d’énergie entre le(s) réactant(s) et l’état de transition. 
Il faut donc être en mesure d’identifier sur la surface d’énergie potentielle les positions relatives 
des noyaux correspondant à des réactants, et celles correspondant à des états de transition. Pour 
cela, il suffit d’exploiter leurs caractéristiques topologiques : 
• les réactants sont des minima globaux ou locaux de la surface d’énergie potentielle, 
• les états de transition sont des points de selle d’ordre 1 de la surface d’énergie potentielle. 
Réactants et états de transition correspondent donc à un gradient nul de l’énergie potentielle par 
rapport aux coordonnées nucléaires. Par contre alors que dans le cas d’un réactant la matrice 
hessienne de l’énergie potentielle ne doit avoir que des valeurs propres positives, dans le cas d’un 
état de transition, une et une seule de ces valeurs propres doit être négative. 
Des algorithmes d’optimisation de géométrie sont utilisés afin de localiser ces deux types de points 
critiques sur la surface d’énergie potentielle. Il en existe de plusieurs sortes, que l’on peut classer 
en trois catégories : 
• ceux qui n’utilisent que l’énergie potentielle, 
• ceux qui utilisent l’énergie potentielle et son gradient, 
• ceux qui utilisent l’énergie potentielle, son gradient et sa matrice hessienne. 
L’algorithme qui a été utilisé dans ce travail appartient à la deuxième catégorie et est basé sur le 
principe décrit ci-après. 
Soit une fonction f de plusieurs coordonnées spatiales, représentées par la variable x , et dont on 
cherche un minimum (local ou global). Au voisinage de l’ensemble de coordonnée 0x

, d’après le 
théorème de Taylor, la fonction f peut être développée de la façon suivante : 
( ) ( ) ( ) ( ) ( ) ( )000000 2
1
xxHxxxxxfxfxf tt  −−+−∇+=  (3-93) 
Chapitre 3 – Méthodes de Chimie Quantique 
 
 - 81 - 
où 0H est la matrice hessienne de f évaluée en 0x

. 
De même : 
( ) ( ) ( )000 xxHxfxf  −+∇=∇  (3-94) 
La condition pour que f  présente un minimum en x s’écrit donc : 
( )0100 xfHxx  ∇−=− −  (3-95) 
La fonction f et son gradient sont donc évalués en ( )01001 xfHxx  ∇−= −  
A nouveau la condition pour que f  présente un minimum en x  voisin de 1x

s’écrit : 
( )1111 xfHxx  ∇−=− −  (3-96) 
où 1H est la matrice hessienne de f évaluée en 1x

 
La fonction f et son gradient sont donc évalués en ( )11112 xfHxx  ∇−= − , et ainsi de suite, k fois,  
jusqu’à  ce que ( )kxx  −  et ( )kxf ∇  aient des valeurs suffisamment faibles pour que l’on puisse 
considérer que f  présente un minimum en kx

. 
La même démarche peut être adoptée pour localiser un point de selle d’ordre 1, à condition que la 
matrice hessienne de l’énergie potentielle présente dès le départ une valeur propre négative. Il faut 
donc partir d’une géométrie proche de celle de l’état de transition. 
On retiendra qu’un algorithme d’optimisation de géométrie conduit généralement au point qui a 
les caractéristiques topologiques recherchées, situé le plus près de la géométrie de départ.  
3.2.2. Paramètres thermodynamiques 
Les méthodes de chimie quantique décrites précédemment conduisent à une énergie potentielle 
nucléaire du système qui n’a pas beaucoup de sens physique. En effet les degrés de liberté de 
translation, de rotation et de vibration des noyaux contribuent eux aussi à l’énergie totale du 
système moléculaire. Il faut donc en tenir compte pour avoir accès à une énergie interne du 
système exploitable ainsi qu’à son enthalpie, son entropie et son enthalpie libre. En effet, dans la 
formule d’Eyring de la théorie de l’état de transition, la constante de vitesse d’une étape 
élémentaire s’exprime en fonction de l’enthalpie libre d’activation. 
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Avant tout il faut donc évaluer la contribution de chaque degré de liberté nucléaire à la fonction 
de partition totale du système. Ce dernier est modélisé comme un rotateur rigide et un oscillateur 
harmonique, de sorte que les fonctions de partition de translation, rotation et vibration sont les 
suivantes : 
V
h
TkM
q Bsystèmetrans 





= 2
2pi
 (3-97) 
où systèmeM  est la masse totale du système et  V le volume d’une mole de gaz. 
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 (3-98) 
où 1I , 2I  et 3I  sont les trois moments d’inertie du rotateur rigide et σ  l’ordre du sous-groupe de 
rotation dans le groupe ponctuel de symétrie du système.  
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 (3-99) 
où les iυ  sont les fréquences de vibrations, qui peuvent être obtenues à partir de la matrice 
hessienne de l’énergie potentielle. 
Il suffit alors d’appliquer les formules de thermodynamique statistique pour en déduire les diverses 
contributions aux grandeurs thermodynamiques : 
V
B T
QTkU 





∂
∂
=
ln2  (3-100) 
PVUH +=  (3-101) 
Qk
T
QTkS B
V
B ln
ln
+





∂
∂
=  (3-102) 
TSHG −=  (3-103) 
où Q est la fonction de partition totale du système. 
3.2.3. Chemins de réaction 
Une fois que l’état de transition d’une étape élémentaire a été localisé sur la surface d’énergie 
potentielle, il peut être intéressant d’étudier l’évolution du système moléculaire pour se 
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transformer en produit(s) à partir du ou des réactant(s), i.e. son évolution le long du chemin de 
réaction. Ceci peut par exemple permettre d’identifier un intermédiaire réactionnel. 
On s’intéresse en particulier au chemin de réaction d’énergie minimale. En général, il est obtenu 
dans un système de coordonnées nucléaires pondérées en masse. La coordonnée de réaction 
associée à ce chemin, ξ , est alors appelée coordonnée de réaction intrinsèque (IRC pour Intrinsic 
Reaction Coordinate) et répond à l’équation suivante : 
( )
( )xEdgra
xEdgra
d
xd
epotentiell
epotentiell


−
=ξ  (3-104) 
où x

 représente les coordonnées nucléaires pondérées en masse. 
Physiquement, le chemin de réaction d’énergie minimale est le chemin de réaction que suivrait le 
système pour aller des réactants aux produits avec une énergie cinétique constamment nulle. 
Autant dire que ce chemin est loin de représenter ce qui se passe en réalité. Néanmoins, il est 
conceptuellement intéressant de le déterminer. 
3.3. Traitement de la solvatation 
Dans tout ce qui a été décrit jusqu’à présent, l’énergie et la structure électronique d’un système 
moléculaire sont déterminées dans le vide puisqu’aucune interaction autre qu’interne au système 
n’a été prise en compte. Or dans la réalité, les molécules sont rarement isolées mais plutôt en 
interaction avec des molécules de solvant ou autres avec lesquelles elles ne réagissent pas 
forcément mais qui peuvent avoir une influence sur leur structure électronique et leur énergie. En 
particulier, la nature du solvant, cela a pu être observé expérimentalement à maintes reprises, peut 
avoir une grande influence sur l’énergie d’activation d’une réaction chimique, voire sur la nature 
du mécanisme réactionnel mis en jeu. En d’autres termes, la solvatation peut modifier de façon 
considérable la topologie de la surface d’énergie potentielle. Pour tenir compte de la présence d’un 
solvant, deux stratégies peuvent être adoptées : soit des molécules de solvant sont explicitement 
incluses dans le système moléculaire à modéliser, soit le solvant est traité comme un continuum 
diélectrique53,54. Dans ce dernier cas, différents modèles ont été élaborés. 
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3.3.1. Généralités sur les modèles de solvatation par un continuum 
diélectrique 
Ces modèles modélisent tous la solvatation de la même façon : 
1. Une cavité est créée dans un continuum diélectrique. 
2. Le système moléculaire à solvater est placé dans cette cavité. 
De cette façon, l’enthalpie libre de solvatation peut s’écrire comme la somme de trois termes :    
tiqueélectrostarépulsiondispersioncaviténsolvatatio GGGG ∆+∆+∆=∆ /  (3-105) 
où cavitéG∆  est la variation d’enthalpie libre due à la formation de la cavité en 1.  
répulsiondispersionG /∆ est la variation d’enthalpie libre due à l’établissement d’interactions de dispersion 
et de répulsion entre le continuum et le système en 2. Enfin tiqueélectrostaG∆  traduit le fait que la 
distribution de charges du système polarise le continuum, ce qui a tendance en retour à produire 
une stabilisation électrostatique du système. 
La façon dont est définie la cavité et dont est calculée la contribution électrostatique donne lieu à 
différentes classes de modèles. Ainsi on trouve des modèles où la cavité a une forme géométrique 
simple (sphérique ou ellipsoïdale) et d’autres où elle a une forme semblable à celle du système 
moléculaire. Quant à la contribution électrostatique à l’enthalpie libre de solvatation elle peut être 
calculée à partir de la distribution de charges du système dans le vide ou à partir de la distribution 
de charges dans le solvant. 
3.3.2. Quelques modèles particuliers 
3.3.2.1. Les méthodes de Poisson-Boltzmann 
Les méthodes de Poisson-Boltzmann définissent autour du système une surface accessible au 
solvant à partir des rayons de Van der Waals de chaque atome du système. Ceci permet de définir 
la cavité. Le lien entre la constante diélectrique ε  du continuum, la distribution de charge ( )rρ  
du système, et le potentiel électrostatique ( )rφ auquel il est soumis est donné par l’équation de 
Poisson : 
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( ) ( )rr  ρ
ε
piφ 4−=∆  (3-106) 
La résolution numérique de cette équation différentielle fournit alors la valeur du potentiel 
électrostatique en chaque point de l’espace. 
La contribution électrostatique à l’enthalpie libre de solvatation est ainsi donnée par : 
( ) ( )∫=∆ rdrrG reactiontiqueelectrosta  φρ2
1
 (3-107) 
avec videsolvantreaction φφφ −=  (3-108) 
où solvantϕ  est le potentiel électrostatique en présence du solvant ( solvantεε = ) alors que videϕ  est le 
potentiel électrostatique dans le vide  ( 1== videεε ). 
La résolution numérique de l’équation de Poisson peut selon la taille du système à solvater s’avérer 
trop coûteuse en ressources informatiques et incompatible avec une optimisation de géométrie. 
Dans ce cas là, on préfèrera faire appel à un modèle de solvatation permettant une résolution 
analytique de l’équation de Poisson.  
3.3.2.2. Les modèles de Born, Onsager et Kirkwood 
Pour permettre une résolution analytique de l’équation de Poisson, la cavité doit avoir une forme 
simple. Dans les trois modèles de Born,55 Onsager56 et Kirkwood,57 il s’agit d’une sphère. C’est la 
façon de modéliser la distribution de charges dans le système qui diffère selon le modèle. Ainsi 
dans le modèle de Born il s’agit d’une charge nette, dans le modèle d’Onsager d’un moment 
dipolaire, et dans celui de Kirkwood d’une somme de multipôles. 
Des formes très simples sont alors obtenues pour la contribution électrostatique à l’enthalpie libre 
de solvatation, mais qui donnent de très mauvais résultats quantitatifs. Pour obtenir de meilleurs 
résultats, il est nécessaire de tenir compte de la séparation de charge au sein même du système à 
solvater. 
3.3.2.3. Les modèles SCRF 
L’origine de la contribution électrostatique à l’enthalpie libre de solvatation vient de ce que les 
moments électriques dans le système induisent des charges dans le solvant qui modifient à leur 
tour les moments électriques du système. Pour pouvoir décrire correctement la distribution de 
charges dans le système solvaté, il est donc nécessaire de procéder par itération à partir de la 
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distribution de charges dans le vide. Les méthodes basées sur ce schéma sont appelées les méthodes 
SCRF pour Self-Consistent Reaction Field. 
Dans ces méthodes, la fonction d’onde électronique du système est déterminée à partir d’un 
hamiltonien électronique modifié par addition d’un terme électrostatique σφ dû à la présence de 
charges surfaciques ( )ss rσ  à l’interface entre le système et le solvant. 
σφ+= 0ˆˆ HH elec  (3-109) 
avec ( ) ( )∫
−
= s
s
ss rd
rr
r
r



 σφσ  (3-110) 
où 0ˆH est l’hamiltonien électronique dans le vide. 
Les charges surfaciques sont déterminées à partir du potentiel électrostatique, qui est lui-même 
déterminé à partir de densité électronique du système selon l’équation de Poisson. 
( ) ( ) ( )ss rr  φεpiεσ ∇−= 14  (3-111) 
L’hamiltonien dépend donc de ses fonctions propres, d’où une résolution par itération. 
Selon la façon dont est construite la cavité, différents types de modèles SCRF sont définis. 
Lorsqu’elle est construite comme l’union de sphères centrées sur les atomes du système, avec pour 
rayons les rayons de Van der Waals de ces derniers, on obtient le modèle SCRF 
PCM58,59,60,61,62,63,64,65,66,67 (PCM pour Polarized Continuum Model). C’est celui qui a été utilisé dans 
ce travail. Alternativement, la cavité peut être définie à partir d’une isodensité électronique. Selon 
la méthode dont cette dernière est déterminée, on obtient le modèle SCRF IPCM68 (IPCM pour 
Isodensity Polarized Continuum Model) ou le modèle SCRF SCIPCM (SCIPCM pour Self-
Consistent Polarized Continuum Model). 
Conclusion 
Dans ce chapitre les méthodes de chimie théorique permettant de tracer au moins en partie la 
surface d’énergie potentielle, de l’exploiter pour en tirer les paramètres thermodynamiques utiles 
au calcul de constantes de vitesse, et de la corriger pour tenir compte des effets de solvatation ont 
été exposées.  
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Au cours des études présentées dans les chapitres 5 à 9, l’énergie des systèmes moléculaires a 
toujours été calculée dans le cadre de l’approximation de Born-Oppenheimer, à l’aide de méthodes 
basées sur la théorie de la fonctionnelle de la densité, offrant le meilleur compromis entre 
exactitude et temps de calcul. Le principal objectif n’étant pas d’obtenir des grandeurs d’activation 
ou de réaction les plus exactes possibles mais d’obtenir des renseignements sur les mécanismes 
réactionnels mis en jeu dans la formation des lésions de l’ADN étudiées et de rationaliser des 
différences de réactivité entre bases de l’ADN, nous n’avons pas cherché à optimiser dans chaque 
cas la fonctionnelle d’échange-corrélation à utiliser mais avons systématiquement choisi la 
fonctionnelle B3LYP dont la qualité est justifiée par sa fréquente utilisation dans la littérature. 
Quant à la base de fonctions atomiques, elle a été déterminée en fonction de la taille du système à 
modéliser et des interactions mises en jeu. De la même façon, pour obtenir un bon compromis 
entre exactitude et temps de calcul, c’est le modèle SCRF PCM qui a été choisi pour modéliser les 
effets de solvatation sur les réactions étudiées. 
De façon complémentaire à l’énergie et autres grandeurs thermodynamiques, les méthodes de 
chimie quantique présentées dans ce chapitre permettent de calculer diverses propriétés 
électroniques des systèmes moléculaires. Au chapitre suivant, des modèles théoriques vont être 
présentées qui exploitent ces propriétés électroniques pour expliquer la réactivité chimique. 
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Chapitre 4   
Modèles et indices de réactivité chimique 
Introduction 
Dans le chapitre précédent, nous avons vu que les méthodes de chimie quantique, que ce soient 
celles qui sont basées sur la fonction d’onde ou celles basées sur la théorie de la fonctionnelle de la 
densité, permettent de construire la surface d’énergie potentielle associée à une réaction chimique 
par calcul de l’énergie électronique d’un système moléculaire. Si ces méthodes permettent de 
mettre en évidence que tel chemin réactionnel est favorisé par rapport à tel autre, elles ne 
permettent pas de le rationaliser. Or, ce dernier aspect est fondamental si l’on veut être en mesure 
de prédire la réactivité chimique. Il s’agit de trouver une corrélation entre distribution 
électronique et réactivité. C’est le développement de la théorie de Hückel1,2,3,4 en 1931 qui a 
marqué le point de départ de la modélisation théorique de la réactivité. A présent, deux théories 
sont largement utilisées par les chimistes : la théorie des orbitales frontières,5,6 - et la généralisation 
de Klopman7 et Salem,8 - qui dérivent de la théorie des orbitales moléculaires et la théorie 
conceptuelle de la fonctionnelle de la densité.9,10,11 Au cœur de ces modèles se trouve l’énergie 
d’interaction entre deux partenaires chimiques qui s’approchent l’un de l’autre et se perturbent 
mutuellement. En ce sens, ils s’appuient sur le postulat de Hammond12 énoncé dans le chapitre 2 et 
visent à prédire le résultat d’une réaction chimique à partir des propriétés de ses réactants.  Ces 
modèles ont conduit à la définition de divers indices de réactivité, qui vont être présentés dans ce 
chapitre, et qui peuvent être évalués à partir des méthodes de chimie quantique présentées dans le 
chapitre précédent. 
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4.1. Des modèles empiriques de la réactivité chimique 
Un des moteurs de la construction de modèles de la réactivité chimique est de fournir un 
fondement théorique à des principes de réactivité déterminés de façon empirique. 
4.1.1. Le choix du meilleur partenaire chimique ou le principe HSAB  
Un principe de réactivité empirique qui s’est révélé très utile mais qui a dû attendre longtemps 
avant d’être rationalisé est le principe HSAB (pour Hard and Soft Acids and Bases), énoncé par 
Pearson13 en 1963. Suite à une étude approfondie de la réactivité d’acides et de bases de Lewis, il a 
proposé de classer ces derniers en quatre catégories : 
• les bases molles qui regroupent les nucléophiles très polarisables, 
• les bases dures qui regroupent les nucléophiles peu polarisables, 
• les acides durs qui regroupent les électrophiles de petite taille, très positivement chargés, 
et faiblement polarisables, 
• les acides mous qui regroupent les électrophiles de grosse taille, faiblement positivement 
chargés, et fortement polarisables. 
Il en ressort alors le principe de réactivité suivant : 
« Les acides durs se lient fortement aux bases dures et les acides mous se lient fortement aux bases 
molles » 
Si ce principe peut s’avérer très utile pour prévoir la réactivité d’un électrophile vis-à-vis d’un 
nucléophile, tel quel, il ne permet pas de la comprendre.  
4.1.2. Le choix du meilleur site d’attaque ou la régiosélectivité 
De la même façon, des lois empiriques ont été énoncées dès la fin du 19ème siècle pour rendre 
compte de la régiosélectivité de certaines réactions, bien avant que celle-ci n’ait pu être 
rationalisée à l’aide d’un modèle théorique. C’est ainsi le cas de la célèbre règle de Markovnikov, 
énoncé en 1868 par le chimiste russe : 
« Lors de l’addition d’un hydracide HX sur un alcène dissymétrique, l’atome d’halogène se fixe sur 
l’atome de carbone le plus substitué. » 
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4.1.3. Le choix de la meilleure approche ou la stéréosélectivité 
De façon analogue, certaines réactions multicentriques sont connues depuis fort longtemps pour 
être fortement stéréosélectives. C’est le cas de la très célèbre réaction de Diels-Alder qui a valu le 
Prix Nobel de Chimie en 1950 aux chimistes qui l’ont mise en évidence. L’article original a été 
publié en 192814 et en 1937, Alder et Stein énoncent la règle qui portera leur nom et que l’on peut 
reformuler ainsi :15 
Les produits de la réaction de Diels-Alder correspondent à une approche supra-supra du diène et 
du diénophile.  
Il faudra attendre presque 30 ans pour que cette règle soit rationalisée dans le cadre de la théorie 
des orbitales frontières et 70 ans pour qu’elle le soit dans le cadre de la DFT conceptuelle.  
4.2. Un modèle théorique de la réactivité chimique basé sur la 
théorie des orbitales moléculaires 
La théorie des orbitales frontières de Fukui, récompensée par le Prix Nobel de Chimie en 1981, et 
l’équation de Klopman-Salem ont ceci en commun qu’elles s’appuient toutes deux sur la théorie 
des orbitales moléculaires. L’équation de Klopman-Salem, qui a été publiée après que la théorie des 
orbitales frontières ait été initiée, a permis de préciser le domaine de validité de cette dernière. A 
ce titre, l’équation de Klopman-Salem est parfois vue comme une généralisation de la théorie des 
orbitales frontières.  
 4.2.1. Théorie des orbitales frontières 
4.2.1.1. Les électrons frontaliers 
La théorie des orbitales frontières a été développée dans les années 1950 par K. Fukui  pour 
expliquer la régiosélectivité observée lors de réactions mettant en jeu des composés aromatiques. 
Depuis, son champ d’application a été considérablement élargi, d’abord à l’ensemble des systèmes 
π, puis aux systèmes σ. L’idée originale de Fukui consiste à postuler qu’au cours d’une réaction 
entre un nucléophile et un électrophile, le transfert de charge qui a lieu au voisinage de l’état de 
transition met en jeu principalement les électrons de l’orbitale moléculaire la plus haute occupée 
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(HOMO pour Highest Occupied Molecular Orbital) du nucléophile. Il doit en résulter que la 
densité électronique associée à ces électrons qu’il qualifie de frontaliers doit permettre d’expliquer 
réactivité et sélectivité.  
4.2.1.2. La densité électronique frontière : un indice de régiosélectivité 
De cette idée d’un rôle décisif joué par les électrons frontaliers au cours d’une réaction chimique 
sont nés plusieurs indices de réactivité, dont le plus fameux est la densité électronique frontière. 
Selon le type d’attaque subie par le système moléculaire au cours d’une réaction (électrophile (E), 
nucléophile (N) ou radicalaire (R)), trois densités électroniques frontières ont été définies :16,17 
( ) ( )2)(2 HOMOrEr cf =  (4-1) 
( ) ( )2)(2 LUMOrNr cf =  (4-2) 
( ) ( ) ( )2)(2)( LUMOrHOMOrRr ccf +=  (4-3) 
où ( )HOMOrc  et 
( )LUMO
rc  sont respectivement le coefficient de la rème orbitale atomique dans la 
HOMO et dans la LUMO. 
Ainsi, ( )Erf  est la densité électronique portée par l’atome r due à la présence de deux électrons 
dans la HOMO. Plus ( )Erf  est élevée, plus l’atome r est apte à céder des électrons à un partenaire 
électrophile. ( )Erf  est donc un indice de réactivité permettant de prédire la régiosélectivité d’une 
attaque électrophile.  
De façon analogue, ( )Nrf  représente la contribution de la LUMO à la densité électronique portée 
par l’atome r si elle était doublement occupée. Plus ( )Nrf  est élevée, plus l’atome r est apte à 
recevoir un électron. Ainsi ( )Nrf  est un indice de réactivité adapté à la prédiction de la 
régiosélectivité d’une attaque nucléophile. 
Enfin, ( )Rrf  est la densité électronique portée par l’atome r due à la présence d’un électron dans la 
HOMO et d’un électron dans la LUMO. Plus ( )Rrf  est élevée, plus l’atome r est susceptible d’être le 
siège d’une attaque radicalaire. 
Compte-tenu de la définition de ces indices, il apparaît clairement que ce sont des indices 
permettant de comparer la réactivité de différents sites au sein d’un même système moléculaire. Ils 
sont tout à fait adaptés pour traiter les problèmes de régiosélectivité.   
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La théorie des orbitales frontières a permis de faire beaucoup de progrès dans la rationalisation de 
la réactivité chimique. Cependant, elle a échoué aussi dans de nombreux cas.18 La principale raison 
en est son champ d’application, qui n’a été correctement établi qu’à partir de l’équation de 
Klopman-Salem.  
4.2.2. La généralisation de Klopman et Salem 
L’équation de Klopman-Salem est basée sur l’idée que la réactivité d’un système chimique ne peut 
être définie de manière absolue mais seulement relativement à un partenaire chimique. Par 
application du postulat de Hammond, c’est le caractère plus ou moins déstabilisant de leur énergie 
d’interaction qui va gouverner l’énergie plus ou moins élevée de l’état de transition et ainsi la 
faisabilité de la réaction. En 1968, G. Klopman et L. Salem ont tous les deux exprimé cette énergie 
d’interaction comme une perturbation de la somme des énergies de chacun des partenaires 
lorsqu’ils sont isolés.  
4.2.2.1. Equation de Klopman-Salem 
Considérons deux partenaires chimiques A et B. Lorsqu’ils sont isolés l’un de l’autre, leurs orbitales 
moléculaires (OM) respectives sont développées comme une combinaison linéaire d’orbitales 
atomiques (OA) de la façon suivante : 
∑
=
=
1
,,,
i
iA
i
kAkA c φϕ  (4-4) 
∑
=
=
1
,,,
j
jB
j
lBlB c φϕ  (4-5) 
où kA,ϕ et lB ,ϕ  sont respectivement la kème orbitale moléculaire de A et la lème orbitale moléculaire 
de B. 
iA,φ et jB,φ  sont respectivement la ième orbitale atomique centrée sur un atome de A et la jème 
orbitale atomique centrée sur un atome de B. 
i
kAc , et 
j
lBc ,  sont respectivement le coefficient de la ième orbitale atomique  centrée sur un atome de 
A dans  la kème orbitale moléculaire de A, et le coefficient de la jème orbitale atomique centrée sur B 
dans la lème orbitale moléculaire de B. 
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Lorsque A et B entrent en interaction, les parties chargées de chaque partenaire entrent en 
interaction coulombienne avec les parties chargées du second partenaire. De plus, leurs orbitales 
moléculaires se perturbent les unes les autres, voire se mélangent.  L’énergie d’interaction BAE −∆  
s’écrit alors comme la somme de deux termes : un terme d’interaction électrostatique ( IEE∆ ) et un 
terme de perturbation ( PE∆ ), ce qui se traduit par l’équation (4-6). 
PIEBA EEE ∆+∆=∆ −  (4-6) 
Le terme d’interaction électrostatique peut s’exprimer de la façon suivante : 
∑ ∑
∈ ∈
=∆
atomes
AI
atomes
BJ IJ
JI
IE R
QQ
E
ε
 (4-7) 
où ε  est la permittivité locale, IQ  la charge totale portée par l’atome I  de A, JQ  la charge totale 
portée par l’atome J de B et  IJR  la distance entre l’atome I de A et l’atome J  de B. 
Selon la distribution de charges au sein des deux partenaires, IEE∆  peut être positif ou négatif, i.e. 
déstabilisant ou stabilisant. 
Quant au terme de perturbation, son développement jusqu’au deuxième ordre selon la théorie des 
perturbations conduit à une somme de deux termes : 
TCRP EEE ∆+∆=∆  (4-8) 
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(4-10) 
ip et jp sont respectivement les populations électroniques de iA,φ et de jB,φ . ijβ  est une intégrale 
de type « résonance », et ijS  l’intégrale de recouvrement entre les orbitales atomiques iA,φ et jB,φ . 
kε  et lε  sont les énergies des orbitales moléculaires kA,ϕ et lB,ϕ  non perturbées.  
RE∆  est un terme positif donc déstabilisant, qui traduit la répulsion qui s’exerce entre les orbitales 
moléculaires occupées des deux partenaires. On parle parfois de répulsion stérique.  
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Au contraire, TCE∆  est un terme négatif donc stabilisant. Il rend compte du fait que les OM 
occupées d’un partenaire se mélangent avec les OM vacantes du second partenaire, permettant 
ainsi un transfert de charge partiel entre A et B. 
4.2.2.2. L’énergie des orbitales frontières : un indice du contrôle de la réaction 
D’après  ce qui précède, l’énergie d’interaction entre deux partenaires est donc le résultat de trois 
contributions : électrostatique, stérique, et transfert de charge. De manière générale, la 
contribution stérique est la plus forte. Cependant elle dépend peu de la façon dont les deux 
partenaires s’approchent l’un de l’autre et ne permet donc généralement pas d’expliquer la 
régiosélectivité ou stéréosélectivité d’une réaction, au contraire des contributions électrostatique 
et de transfert de charge. Si entre deux approches possibles des deux partenaires, IEE∆  reste à peu 
près constante alors que TCE∆  varie beaucoup, c’est le transfert de charge qui va gouverner la 
sélectivité de la réaction. On dit alors que la réaction est sous contrôle de transfert de charge. Au 
contraire, si c’est TCE∆  qui reste à peu près constant et IEE∆  qui varie beaucoup, la réaction est 
dite sous contrôle électrostatique car ce sont les interactions électrostatiques qui vont gouverner la 
sélectivité de la réaction.  
D’après la classification de Pearson des acides et des bases de Lewis en espèces dures ou molles, il 
ressort que les espèces dures sont fortement chargées, et ont des orbitales très contractées, à 
l’inverse des espèces molles qui sont faiblement chargées et ont des orbitales peu contractées. De 
plus les acides durs ont une LUMO très haute en énergie et les bases dures une HOMO très basse. 
Par conséquent, une espèce dure est plus susceptible qu’une espèce molle de conduire à un terme 
IEE∆  stabilisant. A l’inverse, une espèce molle est plus susceptible qu’une espèce dure de conduire 
à un terme TCE∆  stabilisant. Il s’en suit que l’interaction d’un acide dur et d’une base dure conduit 
à un terme IEE∆  très stabilisant et à un terme TCE∆  presque non stabilisant alors que l’interaction 
d’un acide dur et d’une base molle conduit à deux termes IEE∆  et TCE∆  faiblement stabilisants, de 
même que l’interaction d’un acide mou avec une base molle. Enfin, l’interaction d’un acide mou et 
d’une base molle se traduit par un terme IEE∆  presque nul mais à une contribution TCE∆  très 
stabilisante. D’après le postulat de Hammond, ceci explique que les acides durs se lient 
préférentiellement aux bases dures et que les acides mous se lient préférentiellement aux bases 
molles. 
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4.2.2.3. Les coefficients des orbitales atomiques dans les orbitales frontières : un indice de 
régiosélectivité 
Si la réaction est sous contrôle électrostatique, l’expression de IEE∆  indique que l’approche la plus 
favorable est celle qui rapproche des charges élevées de signes opposés, et éloigne des charges 
élevées de même signe. On retrouve la règle bien connue selon laquelle au cours d’une réaction 
sous contrôle électrostatique, parmi toutes les interactions possibles entre l’électrophile et le 
nucléophile, la plus favorable est celle qui met en jeu le site le plus positivement chargé de 
l’électrophile et le site le plus négativement chargé du nucléophile. 
Si la réaction est sous contrôle de transfert de charge, ce sont les coefficients des orbitales 
atomiques dans les orbitales frontières qui vont être déterminants. En effet, dans chacune des 
double-sommes intervenant dans l’expression de TCE∆ , c’est le terme minimisant le dénominateur 
qui prédomine, i.e. celui faisant intervenir la HOMO de A et la LUMO de B pour la première 
double-somme, et la HOMO de B et la LUMO de A pour la deuxième. De plus, entre ces deux 
termes, celui qui au dénominateur fait intervenir la plus petite différence d’énergie entre la 
HOMO de la base de Lewis et la LUMO de l’acide de Lewis prédomine sur l’autre. On retrouve 
bien la règle selon laquelle l’interaction la plus favorable pour une réaction sous contrôle de 
transfert de charge est celle qui met en jeu l’atome du nucléophile avec le plus gros coefficient 
dans la HOMO et l’atome de l’électrophile avec le plus gros coefficient dans la LUMO. 
En ce qui concerne la régiosélectivité, l’équation de Klopman-Salem conduit donc aux mêmes 
conclusions que la théorie des orbitales frontières de Fukui dans le cas d’une réaction sous contrôle 
de transfert de charge. Il se présente cependant comme un modèle beaucoup plus général et 
permet de traiter également les problèmes de stéréosélectivité. 
4.2.2.4. La phase des orbitales frontières : un indice de stéréosélectivité 
Dans le cas d’une réaction sous contrôle de transfert de charge, d’après l’expression du terme 
TCE∆ , l’orientation relative du nucléophile et de l’électrophile la plus favorable est gouvernée par 
le recouvrement4 entre la HOMO du nucléophile et la LUMO de l’électrophile qui doit être 
maximal. Ce recouvrement dépend bien sûr de la forme relative des orbitales19 mais aussi 
beaucoup de leurs phases relatives.20,21 Ces deux aspects, qui ont valu le Prix Nobel de Chimie à K. 
                                                 
4
 On peut faire l’approximation que l’intégrale de résonance est proportionnelle à l’intégrale de recouvrement. 
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Fukui et R. Hoffmann en 1981, permettent d’expliquer la stéréosélectivité de certaines réactions 
chimiques, et notamment celles des réactions péricycliques (cycloadditions, électrocyclisations, 
transitions sigmatropiques) qui obéissent aux célèbres règles de Woodward-Hoffmann.22,23,24 
4.3. Un modèle théorique de la réactivité chimique basé sur la 
Théorie de la fonctionnelle de la densité 
La théorie de la fonctionnelle de la densité, plus récente que la théorie des orbitales moléculaires, a 
été présentée dans le chapitre précédent. Cependant, n’ont été abordés que les aspects 
calculatoires. Dans la suite de ce chapitre, c’est le traitement de la réactivité chimique dans le 
cadre conceptuel de la DFT qui va être développé. On parle pour ce modèle de « DFT 
conceptuelle », selon l’appellation de R. G. Parr.25 Nous allons voir de quelle façon les résultats des 
modèles précédents peuvent être retrouvés, et comment il est possible d’aller encore plus loin dans 
la rationalisation de la réactivité chimique et dans la définition d’indices de réactivité. 
4.3.1. Différents ensembles de représentation 
D’après ce qui a été dit dans le chapitre précédent, l’énergie électronique elecE d’un système 
moléculaire dans son état fondamental est une fonctionnelle de la densité électronique 
fondamentale, ce qui se traduit par : 
[ ]0ρelecelec EE =  (4-11) 
Elle tient compte de l’énergie cinétique des électrons, de l’attraction entre noyaux et électrons, et 
de la répulsion internucléaire. Cette dernière contribution est une constante dans le cadre de 
l’approximation de Born-Oppenheimer, ce qui conduit à s’intéresser plus particulièrement à : 
[ ] [ ] nnelecv UEE −= 00 ρρ  (4-12) 
La densité électronique fondamentale 0ρ  est déterminée par le nombre d’électrons N du système 
ainsi que par le potentiel externe v  auquel ces derniers sont soumis. La contribution [ ]0ρvE  à 
l’énergie électronique fondamentale peut donc s’écrire comme une fonction de N et comme une 
fonctionnelle de v  : 
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[ ] [ ]vNEv ,0 E=ρ  (4-13) 
Ces deux variables sont les deux variables naturelles de l’énergie électronique et définissent ce que 
l’on appelle la description canonique. On peut facilement montrer que minimiser [ ]ρvE  par 
rapport à ρ  avec la contrainte [ ] ( )∫ == NrdrN ρρ  est équivalent à minimiser E  à N  et 
v constants :26 
[ ]( ) [ ]( ) 0,
,
== vNNv vNdEd Eρ  (4-14) 
L’équation (4-14) est l’écriture du principe variationnel dans la description canonique. A ce titre 
E  peut être qualifié de potentiel canonique. 
De la même façon qu’en thermodynamique classique les fonctions d’état enthalpie, énergie libre et 
enthalpie libre peuvent être construites à partir de l’énergie interne par transformations de 
Legendre, il est possible de construire les fonctionnelles d’état Ω , F et R  à partir de E . Les 
transformations de Legendre qui leur sont associées sont les suivantes : 
[ ] [ ] NvNv µµ −=Ω ,, E  (4-15) 
[ ] [ ] ( ) ( ) rdrvrvNN ∫−= ρρ ,, EF  (4-16) 
[ ] [ ] ( ) ( ) rdrvrNvN ∫−−= ρµρµ ,, ER  (4-17) 
Les variables naturelles de Ω  sont µ  et v  ; elles définissent la description grand canonique. 
Celles de F  sont  N et ρ , qui définissent la description isomorphe. Enfin, les variables naturelles 
deR  sont µ  et ρ  ; elles définissent la description grand isomorphe.  
Le principe variationnel s’écrit selon ces trois descriptions de la manière suivante :  
[ ]( ) [ ]( ) [ ]( ) [ ]( ) [ ]( ) 0,,,,
,,,,
===Ω== ρµρµ ρµρµρ RFE dNdvdvNdEd NvvNNv  (4-18) 
Ω , F et R sont donc appelés respectivement potentiel grand canonique, potentiel isomorphe et 
potentiel grand isomorphe. 
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4.3.2. Réponse à une perturbation 
La DFT conceptuelle, comme le modèle de Klopman-Salem, s’intéresse à la variation d’énergie 
électronique suite à une perturbation. Selon le type de perturbation étudié, on se place 
préférentiellement dans l’un ou l’autre des quatre ensembles de représentation définis 
précédemment.  
Si l’on admet que l’énergie électronique est différentiable par rapport à N , ce qui est faux à 
strictement parler puisque N ne peut prendre que des valeurs entières, la différentielle du 
potentiel canonique dans l’ensemble canonique peut s’écrire de la façon suivante : 
( ) ( )∫ 




+





∂
∂
= rdrv
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d
Nv

 δδ
δEE
E  (4-19) 
De même, la différentielle du potentiel grand canonique dans l’ensemble grand canonique s’écrit : 
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 (4-20) 
La variation de E en réponse à une perturbation du nombre d’électrons et du potentiel externe, 
ainsi que la variation de Ω  en réponse à une perturbation de la valeur du potentiel chimique et du 
potentiel externe peuvent être évaluées par application du théorème de Taylor. Une troncature au 
3ème ordre conduit aux équations (4-21) et (4-22) : 
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 (4-22) 
4.3.2.1. Descripteurs de réactivité  
L’évaluation de la variation d’énergie passe donc par celle des dérivées partielles des différentes 
« fonctionnelles d’état » du système. Ce sont autant de descripteurs naturels de la réactivité du 
système. Les notations et noms qui leur sont donnés sont présentés dans les Tableaux 4-1 et 4-2.  
Chapitre 4 – Modèles et Indices de Réactivité Chimique 
 
 - 107 - 
Tableau 4-1. Descripteurs de réactivité issus de l’ensemble canonique 
Ensemble canonique 
Ordre 
Expression Nom 
Numéro 
équation 
0 
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Potentiel 
canonique 
(4-23) 
    
µ=





∂
∂
vN
E
 
Potentiel 
chimique27 
(4-24) 
1 
( ) ( )rrv N

 ρδ
δ
=




 E
 
Densité 
électronique 
(4-25) 
    
ηµ =





∂
∂
=





∂
∂
vv
NN 2
2E
 
Dureté 
chimique28 
(4-26) 
( )
( )
( ) ( )rfrvN
r
rvN Nv



 =





=





∂
∂
=





∂ δ
δµρ
δ
δ E2
 
Fonction de 
Fukui29 
(4-27) 2 
( ) ( )
( )
( ) ( )','' 1
2
rr
rv
r
rvrv NN



 χδ
δρ
δδ
δ
=





=




 E
 
Noyau de 
polarisabilité 
(4-28) 
    
γη =





∂
∂
=





∂
∂
vv
NN 3
3E
 Hyperdureté30 (4-29) 
( )
( )
( )
( ) ( )rf
rvN
rf
rvN Nv




2
2
3
=





=





∂
∂
=





∂ δ
δη
δ
δ E
 
Descripteur 
dual31 
(4-30) 
( ) ( )
( ) ( )
( ) ( )','
',
'
3
rr
rv
rf
N
rr
rvrvN Nv



 ξδ
δχ
δδ
δ
=





=





∂
∂
=





∂
E
  (4-31) 
3 
( ) ( ) ( )
( )
( ) ( )'',',''
',
'''
2
3
rrr
rv
rr
rvrvrv NN



 χδ
δχ
δδδ
δ
=





=




 E
  (4-32) 
 
Chapitre 4 – Modèles et Indices de Réactivité Chimique 
 - 108 - 
Tableau 4-2. Descripteurs de réactivité issus de l’ensemble grand canonique 
Ensemble grand canonique 
Ordre 
Expression Nom 
Numéro 
équation 
0 [ ] [ ] NvNv µµ −=Ω ,, E  
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4.3.2.2. Problèmes de la dérivabilité par rapport à N 
On peut se poser deux questions quand à la relation entre énergie électronique et nombre 
d’électrons : 
1. E  peut-elle être définie pour un nombre fractionnaire d’électrons ? 
2. Si oui, E est-elle différentiable par rapport à N ? 
La réponse à la première question est oui ; la réponse à la seconde est non. Deux approches 
équivalentes35 permettent de les obtenir : l’une basée sur le formalisme d’occupation fractionnaire 
des orbitales moléculaires de Kohn-Sham développé par Janak,36 et l’autre basée sur une approche 
statistique où un système à nombre non entier d’électrons est défini dans l’ensemble grand 
canonique comme une « moyenne » d’un ensemble de plusieurs molécules identiques avec des 
nombres d’électrons entiers différents.37,38,39,40,41  
Dans la première approche, en se basant sur le théorème de Janak qui affirme que la dérivée 
partielle de l’énergie électronique par rapport au nombre d’occupation d’une spin-orbitale est 
égale à l’énergie de cette spin-orbitale, l’énergie E  d’un système dans son état fondamental qui 
possèderait un nombre nN +  non entier d’électrons est donnée par : 
[ ] [ ] ( )∫ ≤≤+=+
n
LUMO ndxxvNvnN
0
10;,, εEE  (4-43) 
[ ] [ ] ( ) 01;,,
1
1
≤≤−−=+ ∫
+
ndxxvNvnN
n
HOMOεEE  (4-44) 
où LUMOε  et HOMOε  sont respectivement l’énergie de la spin-orbitale de Kohn-Sham la plus basse 
vacante et la plus haute occupée lorsque le système possède N électrons. x est le nombre 
d’occupation de ces spin-orbitales, qui peut varier de 0 à 1. 
Dans la seconde approche, à T=0K, l’état fondamental d’un système qui possède un nombre non 
entier nN +  d’électrons peut être défini comme le mélange statistique de deux états 
correspondant chacun à un nombre entier d’électrons : 
[ ] ( ) [ ] [ ] 10;,1,1, ≤≤++−=+ nvNnvNnvnN EEE  (4-45) 
[ ] ( ) [ ] [ ] 01;,1,1, ≤≤−−−+=+ nvNnvNnvnN EEE  (4-46) 
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Que ce soit en appliquant l’une ou l’autre de ces deux approches,E peut être définie comme une 
fonction continue de N . Mais ce n’est pas le cas de sa dérivée première par rapport à N , ni de celle 
de la densité électronique qui présentent des discontinuités aux valeurs entières de N . Il en 
résulte en particulier que le potentiel chimique et la fonction de Fukui définis selon les équations 
(4-24) et (4-27) ne sont pas réellement définis pour des nombres entiers d’électrons. Il est 
nécessaire de distinguer le cas d’un gain d’électron et celui d’une perte d’électron et donc de 
définir en particulier deux potentiels chimiques et deux fonctions de Fukui.42,43, 
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où A  est l’affinité électronique du système à N  électrons. 
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où I est le potentiel d’ionisation du système à N électrons. 
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En pratique11, pour le potentiel chimique, on l’évalue comme la moyenne de +µ et −µ .  
( ) [ ] [ ]( ) ( )AIvNvN +−=−−+=+= −+
2
1
,1,1
2
1
2
1
EEµµµ  (4-51) 
Quant à la fonction de Fukui, selon la perturbation étudiée, on utilise +f ou −f , voire 0f  définie 
comme la moyenne de  +f et −f : 
( ) [ ] [ ]( )vNvNfff ,1,1
2
1
2
10
−−+=+= −+ ρρ  (4-52) 
Enfin, pour la dureté chimique et le descripteur dual qui correspondent à des dérivées d’ordre 2 
par rapport au nombre d’électrons, il est usuel d’utiliser les expressions suivantes : 
( ) [ ] [ ] [ ]( ) ( )AIvNvNvN −=−+−+=−= −+ ,1,2,1 EEEµµη  (4-53) 
( ) ( ) [ ] [ ] [ ]( )vNvNvNfff ,1,2,12 −+−+=−= −+ ρρρ  (4-54) 
On peut noter que les expressions (4-51), (4-52), (4-53) et (4-54) peuvent également être obtenues 
par application de l’approximation des différences finies à trois points.41 
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Enfin, il peut être utile de noter que le fait que le potentiel chimique ne soit pas parfaitement 
défini selon l’équation (4-24) implique que les descripteurs de réactivité issus de l’ensemble grand 
canonique et qui mettent en jeu des dérivées par rapport à µ , comme la mollesse globale, la 
mollesse locale ou encore le descripteur dual grand canonique, ne sont pas non plus parfaitement 
définis.11 En particulier, trois mollesses locales peuvent être définies : 
( ) ( )rSfrs  ++ =  (4-55) 
( ) ( )rSfrs  −− =  (4-56) 
( ) ( )rSfrs  00 =  (4-57) 
4.3.2.3. Descripteurs globaux, locaux et non-locaux 
On peut classer les descripteurs de réactivité reportés dans les Tableaux 4-1 et 4-2 selon le degré de 
localité auxquels ils correspondent. 
Ainsi, µ , η  , γ  , N , S  et 3η
γ
 sont des grandeurs indépendantes de l’espace. Ils prennent la 
même valeur en tout point du système auquel ils se rapportent. On les qualifie de descripteurs 
globaux. Ils correspondent à la réponse d’une grandeur globale à une perturbation globale. A ce 
titre ils peuvent permettre de décrire des concepts chimiques tels que la stabilité ou encore la 
réactivité globale d’une molécule. 
Alternativement, ( )rρ , ( )rf  , ( ) ( )rf 2 , ( )rs   et ( ) ( ) ( )






− rfrf  22
1
η
γ
η
 sont des grandeurs qui 
dépendent de la position dans l’espace. Leurs valeurs diffèrent en chaque point du système qu’ils 
caractérisent. Ces descripteurs de réactivité sont appelés descripteurs locaux. Ils correspondent à la 
réponse soit d’une grandeur globale à une perturbation locale, soit d’une grandeur locale à une 
perturbation globale. Ils peuvent renseigner sur la différence de réactivité de deux sites intra- ou 
intermoléculaire. Ce sont donc des descripteurs adaptés pour décrire la réactivité locale. 
Enfin, ( )',1 rr χ , ( )', rr ξ , ( )', rrs  , ( )( ) µδ
δ






'rv
rs


 sont des grandeurs non-locales dont la valeur dépend 
de deux points de l’espace. Leur signification physique est difficile à appréhender. Ils caractérisent 
la réponse d’une grandeur locale à une perturbation locale. 
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4.3.2.4. Sens physique 
Il est important de comprendre le sens physique associé à chacun de ces descripteurs pour les 
utiliser à bon escient comme indicateurs de stabilité, réactivité ou sélectivité. 
4.3.2.4.1. Le potentiel chimique - Deux définitions différentes ont été données du potentiel 
chimique dans ce chapitre et dans le chapitre précédent : 
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
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=
Eµ  (4-24) 
C’est bien entendu de la deuxième définition qu’il tire son nom, par analogie avec le potentiel 
chimique thermodynamique. 
On peut se demander dans quelle mesure les deux définitions sont équivalentes, surtout si l’on 
tient compte du fait que d’après (3-70) le potentiel chimique est parfaitement défini, alors que 
d’après (4-24), il ne l’est pas (voir 4.3.2.2) 
D’après (4-23),  
[ ]( ) [ ]( )ρvEdvNd =,E  (4-58) 
Or : 
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Il s’agit bien là d’une approximation puisque d’après le premier théorème de Hohenberg-Kohn, 
densité électronique et potentiel externe ne sont pas des variables indépendantes. 
Par identification dans les équations (4-19) et (4-59), il ressort : 
( ) µδρ
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L’équation (4-24) renseigne directement sur le sens physique à donner au potentiel chimique et 
sur son lien étroit avec le concept d’électronégativité. En effet, en 1961, Iczkowski et Margrave44 
ont défini l’électronégativité χ comme : 
vN
E






∂
∂
−=χ  (4-62) 
De plus d’après l’équation (4-51) une expression approchée du potentiel chimique est l’opposée de 
l’électronégativité définie selon Mulliken.45 
Il semble donc raisonnable d’écrire :27 
χµ −=  (4-63) 
Il en ressort que le potentiel chimique rend compte de la propension d’un système moléculaire à 
attirer les électrons à lui.  
Soient deux partenaires A et B, avec des potentiels chimiques respectifs Aµ  et Bµ  qui entrent en 
interaction. Dans l’hypothèse qu’ils puissent s’échanger des électrons à potentiel externe constant, 
la variation d’énergie du système total s’écrit alors au premier ordre : 
BBAA NN ∆+∆=∆ µµE  (4-64) 
où AN∆ et BN∆  sont respectivement la variation du nombre d’électrons de A et de B. Par 
conservation du nombre total d’électrons : 
NNN BA ∆=∆−=∆  (4-65) 
ce qui permet d’écrire : 
( ) NBA ∆−=∆ µµE  (4-66) 
L’interaction entre A et B est donc stabilisante à condition que ( )BA µµ −  et N∆  soient de signes 
opposés. Autrement dit, c’est la différence de potentiel chimique entre les deux partenaires qui est 
le moteur du transfert d’électrons, et le flux d’électrons s’établit spontanément du partenaire de 
plus grand potentiel chimique (plus faible électronégativité) vers le partenaire de plus faible 
potentiel chimique (plus grande électronégativité). Le transfert s’arrête lorsque les potentiels 
chimiques des deux partenaires s’égalisent, en accord avec le principe d’égalisation des 
électronégativités de Sanderson.46 
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L’évaluation du potentiel chimique des systèmes moléculaires permet donc dans une certaine 
mesure de les classer parmi les acides ou les bases de Lewis. Puisque le potentiel chimique est une 
grandeur qui est négative, un acide de Lewis, qui est un accepteur d’électron, doit avoir un 
potentiel chimique très négatif. Inversement, une base de Lewis, qui est un donneur d’électron, 
doit avoir un potentiel chimique proche de zéro. 
4.3.2.4.2. La dureté chimique et la mollesse globale - Si l’on reprend l’exemple du paragraphe 
précédent de deux partenaires A et B qui entrent en interaction, conduisant ainsi au transfert 
d’une fraction d’électron à potentiel externe constant, la variation d’énergie à l’ordre 2 s’écrit : 
( ) ( )( )2
2
1 NN BABA ∆++∆−=∆ ηηµµE  (4-67) 
La fraction d’électron transférée transféréN∆  est celle qui maximise la variation d’énergie : 
BA
BA
transféréN ηη
µµ
+
−
=∆  (4-68) 
Sachant que la dureté d’un système moléculaire, d’après la relation (4-53) est forcément positive, il 
ressort clairement de l’équation (4-68) que la dureté chimique peut être vue comme la résistance 
d’un système moléculaire au transfert d’électron, qu’il s’agisse d’un gain ou d’une perte. Il s’agit 
donc également d’une mesure de la stabilité47 d’une molécule au sens où plus la résistance à un 
transfert de charge est élevée, moins ce dernier a de chance de se produire. On notera l’analogie de 
l’équation (4-68) avec la loi d’Ohm en électricité si l’on fait un parallélisme entre différence de 
potentiel électrique et différence de potentiel chimique, entre courant électrique et transfert 
d’électrons, et entre résistance ohmique et dureté chimique. 
Compte-tenu du lien qui existe entre dureté chimique et mollesse globale (4-36), plus la mollesse 
globale d’un système moléculaire est élevée, moins il résiste à un transfert d’électrons, et donc 
moins il est stable. 
Ceci est à mettre en lien avec le Principe de Dureté Maximum de Pearson48 (PMH pour Principle 
of Maximum Hardness) qui dit qu’il semble exister une loi de la nature selon laquelle les molécules 
s’arrangent de façon à être le plus dure possible. Certains éléments de justification théorique ont 
pu être apportés dans le cadre de la DFT.49 ,50,51,52,42 
4.3.2.4.3. La densité électronique - La densité électronique est sans aucun doute le descripteur 
local de réactivité le plus intuitif. Il traduit la réponse de l’énergie électronique à une variation de 
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potentiel externe à nombre d’électrons constant. Ainsi, au premier ordre, la variation d’énergie 
suite à une modification du potentiel externe ressenti par les électrons sans que le nombre de ces 
derniers ne soit modifié est donné par : 
( ) ( )∫ ∆=∆ rdrv rE ρ  (4-69) 
Si deux systèmes A et B entrent en interaction, le nombre total d’électrons est conservé mais le 
potentiel externe ressenti par les électrons en chaque point est modifié par les noyaux et les 
électrons du second partenaire. La variation d’énergie totale s’écrit : 
( ) ( ) ( ) ( )∫∫ ∆+∆=∆ BBAA rdrvrdrv  BA rrE ρρ  (4-70) 
( )Arv ∆  est la somme de deux contributions : l’une qui vient des électrons de B et qui a tendance à 
augmenter le potentiel ressenti en Ar

, et une autre qui provient des noyaux de B, qui au contraire 
diminue le potentiel externe ressenti par les électrons de A en Ar

. La réciproque est vraie 
pour ( )Brv ∆ . Comme la densité électronique est une grandeur positive, il en ressort que la 
variation d’énergie induite par l’approche de deux partenaires chimique est la somme d’une 
contribution stabilisante due à l’attraction entre noyaux de l’un et électrons de l’autre, et une 
contribution déstabilisante due à la répulsion entre les électrons de l’un et ceux de l’autre. 
4.3.2.4.4. Les fonctions de Fukui et la mollesse locale - La fonction de Fukui, définie par l’équation 
(4-27), est un descripteur de réactivité central de la DFT. Elle traduit la propension de la densité 
électronique à se déformer en r

sous l’effet d’une modification du nombre d’électrons du système. 
Elle renseigne sur la façon la plus énergétiquement favorable de modifier le nombre d’électrons du 
système.42 
Comme cela a été remarqué au paragraphe 4.3.2.2., il est courant de distinguer le cas d’un gain 
d’électron et celui d’une perte d’électron. Ainsi +f est la réponse de la densité électronique à un 
gain d’électron (ou à une attaque nucléophile) à potentiel externe constant tandis que −f  est la 
réponse à une perte d’électron  (ou à une attaque électrophile) à potentiel externe constant. Il est 
important de remarquer que compte-tenu de leurs définitions,  +f  (4-49) et −f  (4-50) sont des 
grandeurs positives. Ainsi au cours d’un transfert d’électron d’un nucléophile vers un électrophile, 
ce sont les sites de l’électrophile (E) où +f  est la plus grande qui vont voir leur densité 
électronique augmentée considérablement et ce sont les sites du nucléophile (Nu) où −f  est la 
plus grande qui vont perdre le plus de densité électronique. 
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( ) ( ) 0≥∆=∆ + EEE Nrfr ρ  (4-71) 
( ) ( ) 0≤∆=∆ − NuNuNu Nrfr ρ  (4-72) 
Ainsi, la fonction de Fukui +f  ( −f )  permet de différencier au sein d’un même système 
moléculaire les sites les plus aptes à recevoir (perdre) de la densité électronique. 
La mollesse locale est l’équivalent dans l’ensemble grand canonique de la fonction de Fukui. Elles 
sont reliées par la relation (4-37) de laquelle il ressort qu’elles contiennent la même information 
locale. Par contre, la mollesse locale contient une information globale qui n’est pas présente dans 
la fonction de Fukui. La mollesse locale, issue de l’ensemble grand canonique, est un descripteur 
de réactivité consistant en taille, au contraire de la fonction de Fukui, issue de l’ensemble 
canonique. Pour cette raison, si ( )rf   et ( )rs  peuvent être utilisées de façon indifférente comme 
indice de comparaison intramoléculaire, on préfèrera utiliser la mollesse locale comme indice de 
comparaison de nucléophilie ou d’électrophilie intermoléculaire. Au paragraphe 4.3.3.2, l’utilité de 
ces descripteurs pour rationaliser la régiosélectivité de certaines réactions entre un électrophile et 
un nucléophile sera explicitée. 
4.3.2.4.5. Les descripteurs duals canonique et grand canonique - D’après la relation (4-54) le 
descripteur dual canonique31,53 est défini comme la différence entre les fonctions de Fukui +f  et 
−f . Il peut donc prendre des valeurs positives et des valeurs négatives. Un site avec une valeur 
très positive du descripteur dual canonique correspond à un site où ( ) ( )rfrf  −+ > , i.e. un site 
plus apte à recevoir de la densité électronique qu’à en céder, ou encore plus électrophile que 
nucléophile. A l’inverse, un site avec une valeur très négative du descripteur dual canonique doit 
correspondre à un site plus apte à céder de la densité électronique qu’à en recevoir, i.e. plus 
nucléophile qu’électrophile. Enfin, un site avec une valeur du descripteur dual proche de zéro 
correspond à un site dont la capacité à recevoir et celle à céder de la densité électronique sont 
équivalentes. Au paragraphe III.3.3, l’utilité de ce descripteur pour rationaliser la stéréosélectivité 
de certaines réactions entre un électrophile et un nucléophile sera explicitée. On comprend 
cependant toute l’importance qu’il peut avoir pour caractériser la réactivité de systèmes qui sont à 
la fois nucléophiles et électrophiles. 
 La définition du descripteur dual grand canonique34 est donnée par la relation (4-40) où il apparaît 
qu’il est relié à la fois au descripteur dual canonique et à la fonction de Fukui.  
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En s’appuyant sur le fait que l’hyperdureté prend généralement des valeurs bien plus faibles que la 
dureté,30 on peut considérer que le descripteur dual grand canonique et le descripteur dual 
canonique contiennent la même information locale. Mais de la même façon que la mollesse locale 
est un indice de réactivité consistant en taille au contraire de la fonction de Fukui, le descripteur 
dual grand canonique est consistant en taille au contraire du descripteur dual canonique. Dans le 
cas d’une étude comparative de la réactivité de deux systèmes de tailles différentes, on utilisera 
donc le potentiel dual grand canonique ( ) ( )2s r plutôt que le descripteur dual canonique ( ) ( )2f r , 
pertinent seulement pour une comparaison intramoléculaire. 
4.3.3. La DFT conceptuelle et la sélectivité chimique 
Au-delà du sens physique des descripteurs de réactivité présentés précédemment, il est intéressant 
de voir dans quelle mesure ils permettent de rationaliser la sélectivité de certaines réactions. Le 
paragraphe 4.3.3.1 illustre le fait que le principe de réactivité HSAB de Pearson peut être 
rationalisé dans le cadre de la DFT. Puis les paragraphes 4.3.3.2 et 4.3.3.3 explicitent les similarités 
et les différences entre la DFT conceptuelle et les deux théories de la réactivité présentées au début 
de ce chapitre, à savoir la théorie des orbitales frontières de Fukui et le modèle de Klopman-Salem.  
4.3.3.1. La DFT conceptuelle et le principe HSAB 
Le succès d’un modèle de réactivité vient avant tout de sa capacité à rationaliser des principes de 
réactivité empiriques comme le principe HSAB de Pearson.  
Un des reproches qui a été fait à Pearson à propos du principe HSAB est le manque d’une 
définition rigoureuse de la dureté et de la mollesse. Dans le cadre de la DFT, la dureté chimique est 
clairement définie selon (4-26) et une expression en est fournie par (4-53). La classification des 
acides et des bases dans la catégorie « dur » ou « mou » que permet cette définition est en accord 
avec le principe HSAB.  De plus, il a été récemment montré par Ayers54 que la dureté chimique, 
telle qu’elle est définie dans le cadre de la DFT, peut être reliée à la charge, à la taille et à la 
polarisabilité d’un cation ou d’un anion, confirmant que l’utilisation de la DFT doit permettre de 
rationaliser le principe HSAB. 
η∝q  (4-73) 
η
1
∝r  (4-74) 
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3
1
η
α ∝  (4-75) 
où q est la charge d’un ion, η sa dureté, r son rayon atomique et α sa polarisabilité. 
Différents arguments théoriques ont été apportés au fil du temps en faveur du principe 
HSAB.28,55,56,57,58,54 Grâce aux travaux récents qui ont été menés sur le sujet,57,58,54 il semble que la 
démonstration la plus satisfaisante de l’existence d’un principe HSAB soit celle qui suit.54  
Lors de la formation d’un complexe acide-base, la variation d’énergie du système total peut être 
divisée en plusieurs contributions : celle due au transfert d’électron de la base vers l’acide ( elE∆ ), 
celle due à l’interaction coulombienne entre la charge du site réactionnel de l’acide et la charge du 
site réactionnel de la base ( CoulombE∆ ), et enfin celle due à la polarisation mutuelle des deux 
partenaires (dispersion de London) ( dispersionE∆ ).  
( )
( )BA
AB
elE ηη
µµ
+
−
−=∆
2
2
 (4-76) 
BA
BA
Coulomb
rr
qq
E
+
=∆  (4-77) 
( ) ( ) ( ) ( )6 6
3 3
2 2
A B A B A B A B
dispersion
A B A BA B A B
E
r r r r
ε ε α α η η α α
ε ε η η
− −∆ = ≈
+ ++ +
 (4-78) 
 Il apparaît clairement que la contribution due au transfert de charge sera d’autant plus stabilisante 
que les deux partenaires seront mous, et que la contribution due à l’interaction  coulombienne sera 
d’autant plus stabilisante que les deux partenaires seront durs. La contribution due à la polarisation 
est plus difficile à interpréter.  
A partir des expressions (4-76) à (4-78) et des expressions (4-73) à (4-75) qui donnent la 
dépendance de la charge, de la taille et de la polarisabilité avec la dureté, le caractère endo- ou 
exothermique des réactions suivantes peut être étudié : 
durmollemoumoumolledur ABAABA +→+ ←  (4-79) 
mouduredurdurduremou ABAABA +→+ ←  (4-80) 
molleduredurduremolledur BBABBA +→+ ←  (4-81) 
duremollemoumolleduremou BBABBA +→+ ←  (4-82) 
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duredurmollemoumolledurduremou BABABABA +→+ ←  (4-83) 
La préférence d’un complexe dur-dur par rapport à un complexe dur-mou du point de vue du 
transfert de charge, et la préférence d’un complexe mou-mou par rapport à un complexe dur-mou 
du point de vue interaction électrostatique entrent en synergie lors de la réaction de double 
échange (4-83) pour faire que cette dernière soit fortement exothermique, en parfait accord avec le 
principe HSAB.  Au contraire, la préférence d’un complexe dur-mou par rapport à un complexe 
dur-dur du point de vue du transfert de charge entre en compétition avec la préférence d’un 
complexe dur-dur par rapport à un complexe dur-mou du point de vue interaction électrostatique 
lors des réactions de simple échange (4-80) et (4-81). C’est l’effet qui a la plus forte contribution 
qui induit l’accord ou non avec le principe HSAB, ainsi que la contribution de la polarisation. La 
même compétition entre en jeu pour les réactions de simple échange (4-79) et (4-82), à ceci près 
que du point de vue transfert de charge, un complexe mou-mou est préférable à un complexe 
mou-dur, alors que du point de vue interaction électrostatique un complexe mou-dur est 
préférable à un complexe mou-mou. Ceci explique le fait qu’il soit plus fréquent de trouver des 
exceptions au principe HSAB lors de réactions de simple échange que lors de réactions à double 
échange. 
4.3.3.2. La DFT conceptuelle et la régiosélectivité 
La DFT conceptuelle permet également de traiter le problème de la régiosélectivité de certaines 
réactions chimiques. Cette partie illustre dans quelle mesure elle permet de retrouver les résultats 
de la théorie des orbitales frontières, et dans quelle mesure elle peut se montrer supérieure.  
Selon que la réaction est soit sous contrôle électrostatique soit sous contrôle de transfert de charge, 
divers descripteurs de réactivité permettent de rationaliser la régiosélectivité observée. La 
meilleure façon de trouver le descripteur pertinent est d’écrire la variation d’énergie potentielle 
induite par la perturbation provoquée par l’entrée en interaction d’un nucléophile et d’un 
électrophile,59,42,43,60 comme l’avaient fait Klopman et Salem en 1968 avec le formalisme des 
orbitales moléculaires.7,8 Lorsque deux partenaires chimiques entrent en interaction, le nombre 
d’électrons de chacun des deux partenaires est modifié sous l’effet de leur différence de potentiels 
chimiques, ainsi que le potentiel externe ressenti par les électrons de chacun, dû à la présence des 
noyaux et des électrons du second partenaire. Par application du théorème de Taylor, au second 
ordre la variation d’énergie potentielle interactionE∆  du système total s’écrit : 
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interaction A B nnE U∆ = ∆ + ∆ + ∆E E  (4-84) 
où nnU∆  est la variation de répulsion internucléaire induite par l’entrée en interaction des deux 
partenaires chimiques. 
( ) ( )( ) ( ) ( ) ( ) ( ) ''',
2
1
2
1
,1 rdrdrvrvrrrdrvrfNrNN AAAAAAAAAAAA  ∆∆+∆∆++∆




 ∆+=∆ ∫ ∫∫
+ χρηµE
(4-85) 
( ) ( )( ) ( ) ( ) ( ) ( ) ''',
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1
2
1
,1 rdrdrvrvrrrdrvrfNrNN BBBBBBBBBBBB  ∆∆+∆∆++∆




 ∆+=∆ ∫ ∫∫
− χρηµE
(4-86) 
où A est l’acide ou l’électrophile, et B la base ou le nucléophile. 
Par conservation du nombre total d’électrons,  
0>∆=∆−=∆ NNN BA  (4-87) 
La variation de répulsion internucléaire peut s’exprimer approximativement comme : 
( ) ( )∑∑
∈∈
∆−∆−=∆
B
B
A
Ann RvZRvZU
β
ββ
α
αα

 (4-88) 
d’où 
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∫ ∫
∫ ∫ ∫ ∫
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     
           
 (4-89) 
Dans l’équation (4-89), le terme de la première ligne est un terme global qui ne gouverne pas la 
régiosélectivité, au contraire des termes des trois autres lignes. 
Si l’on néglige les termes de la quatrième ligne qui sont des termes de polarisation, par rapport aux 
termes des deuxième et troisième lignes qui sont des termes de transfert de charge et d’interaction 
électrostatique, le terme qui gouverne la régiosélectivité va dépendre de la valeur de N∆ , i.e. de 
l’importance du transfert électronique, dont une valeur approchée est donnée par (4-68). 
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Si N∆  est grand, i.e. si la réaction est sous contrôle de transfert de charge, c’est le terme 
( ) ( )( ) ( ) ( )( )∫ ∫ ∆−∆ −+ rdrvrfrdrvrf BBAA   qui gouverne la régiosélectivité de la réaction. Au 
contraire, si N∆  est petit, i.e. si la réaction est sous contrôle électrostatique, la régiosélectivité est 
gouvernée par : 
 ( ) ( )( ) ( ) ( ) ( )( ) ( )∫ ∑∑∫
∈∈
∆−∆+∆−∆
B
BBB
A
AAA RvZrdrvrRvZrdrvr
β
ββ
α
αα ρρ

. 
La variation de potentiel externe ressentie par les électrons de chacun des deux partenaires est due 
à la présence des noyaux et des électrons du second partenaire, ce qui peut se traduire par :61,59 
( ) ( ) ( )rvrvrv BélectronsABnoyauxAA  ∆+∆=∆  (4-90) 
( ) ( ) ( )rvrvrv AélectronsBAnoyauxBB  ∆+∆=∆  (4-91) 
Compte-tenu du fait que le site réactif d’un agent nucléophile (électrophile) est souvent chargé 
négativement (positivement), on a : 
( ) 0>∆ rv BnoyauxA   (4-92) 
( ) 0<∆ rv AnoyauxB   (4-93) 
Quant au fait que le transfert d’électrons se fasse du nucléophile (ou base) vers l’électrophile (ou 
acide), cela implique que : 
( ) 0<∆ rv BélectronsA   (4-94) 
( ) 0>∆ rv AélectronsB   (4-95) 
Dans le cas d’une réaction sous contrôle de transfert de charge, les réactants ne sont pas 
particulièrement chargés, et la contribution électronique de la variation de potentiel externe 
l’emporte sur la contribution nucléaire d’où : 
( ) 0<∆ rvA   (4-96) 
( ) 0>∆ rvB   (4-97) 
Le terme ( ) ( )( ) ( ) ( )( )A A B BN f r v r dr f r v r dr+ − ∆ ∆ − ∆ ∫ ∫       est donc une contribution 
stabilisante à l’énergie d’interaction. Elle est d’autant plus stabilisante que l’interaction entre acide 
et base se fait entre le site de A présentant la plus forte valeur de ( )rf A +  et le site de B présentant 
la plus forte valeur de ( )rfB − . Ce résultat est le même que celui obtenu dans la théorie des orbitales 
frontières. En effet, on peut faire le parallèle entre les fonctions de la DFT +f  (4-49) et −f (4-50), 
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et les fonctions de la théorie des orbitales frontières ( )Erf  (4-1), ( )Nrf  (4-2). Néanmoins, les 
fonctions de Fukui, à l’inverse des fonctions densité électronique frontière, prennent en compte la 
relaxation orbitalaire et la corrélation électronique et permettent donc de rationaliser des 
problèmes de régiosélectivité qui ne peuvent pas l’être dans le cadre de la théorie des orbitales 
frontières.62 
Dans le cas d’une réaction sous contrôle électrostatique où les sites réactionnels de l’acide et de la 
base sont fortement chargés, la contribution nucléaire à la variation de potentiel externe l’emporte 
sur la contribution électronique et l’on a : 
( ) 0>∆ rvA   (4-98) 
( ) 0<∆ rvB   (4-99) 
( ) ( )( ) ( ) ( ) ( )( ) ( )∑∫∑∫
∈∈
∆−∆+∆−∆
B
BBB
A
AAA RvZrdrvrRvZrdrvr
β
ββ
α
αα ρρ

 est alors composé de 
deux termes stabilisants : ( )∑
∈
∆−
A
A RvZ
α
αα

 et ( ) ( )( )∫ ∆ rdrvr BB ρ , et de deux termes déstabilisants : 
( ) ( )( )∫ ∆ rdrvr AA ρ  et ( )∑
∈
∆−
B
B RvZ
β
ββ

. L’interaction entre l’acide et la base se fait donc 
préférentiellement entre un site de A portant une faible densité électronique et un site de B 
portant une forte densité électronique. On retrouve bien le même résultat que celui obtenu à 
partir de l’équation de Klopman-Salem dans le cas d’une réaction sous contrôle électrostatique. 
4.3.3.3. La DFT conceptuelle et la stéréosélectivité 
Dans le cadre de la théorie des orbitales frontières, la stéréosélectivité est principalement 
expliquée par un recouvrement maximal de la LUMO de l’électrophile et la HOMO du 
nucléophile. La phase relative des deux orbitales frontières est un élément essentiel à prendre en 
compte. Dans le cadre de la DFT, la phase des orbitales moléculaires est une information qui est 
perdue. Cependant, il est possible de rationaliser la stéréosélectivité de certaines réactions et en 
particulier de retrouver les règles de Woodward-Hoffmann en faisant appel au descripteur 
dual.31,53,34 
Avec les mêmes notations que dans le paragraphe précédent, l’écriture de l’énergie d’interaction 
comme une perturbation au troisième ordre donne : 
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(4-100) 
De la même façon que dans le paragraphe précédent, si l’on ne tient pas compte des effets de 
polarisation, la stéréosélectivité de la réaction est donnée par le terme : 
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Dans le cas d’une réaction sous contrôle de transfert de charge, la sélectivité de la réaction est 
donnée par le terme : 
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Une expression approchée de la variation du potentiel externe ressenti par les électrons de chacun 
des deux partenaires est la variation de potentiel externe induite par les électrons de l’autre 
partenaire, dont un ordre de grandeur est donné par :61 
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(4-101) 
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 (4-102) 
d’où : 
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 (4-103) 
Le premier terme,
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, cela a été vu précédemment, contrôle la 
régiosélectivité de la réaction. Le site de A où ( )rf A +  est le plus grand interagit avec le site de B 
( )'rfB −  où est le plus grand. 
La stéréosélectivité est contrôlée par le second terme : ( ) ( ) ( )
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Ce terme est stabilisant à condition que les sites de A correspondant à des valeurs positives du 
descripteur dual interagissent avec des sites de B correspondant à des valeurs négatives du 
descripteur dual, et inversement. Or les zones positives du descripteur dual correspondent à des 
sites plus électrophiles que nucléophiles, et les zones négatives à des sites plus nucléophiles 
qu’électrophiles. La stéréosélectivité est donc régie par la maximisation du nombre d’interactions 
électrophiles / nucléophiles. On peut vérifier que les règles de Woodward-Hoffmann sont en total 
accord avec cette règle.34 
4.3.4. Autres indices de réactivité : nucléophilie / électrophilie 
Mis à part les descripteurs de réactivité définis comme les dérivées partielles de l’énergie à 
différents ordre dans différents ensemble, et que l’on pourrait qualifier de descripteurs naturels, 
d’autres indices de réactivité ont été développés au fil du temps, pour décrire entre autres la 
nucléophilie et l’électrophilie. 
4.3.4.1. Réactivité globale 
On peut définir l’électrophilie d’un système moléculaire comme sa capacité à se lier fortement à 
un partenaire nucléophile par transfert d’électrons. 
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Un électrophile de potentiel chimique µ  et de dureté η  en contact avec un réservoir d’électrons 
de potentiel chimique nul acceptera des électrons jusqu’à ce que son potentiel chimique devienne 
nul lui aussi, en accord avec le principe d’égalisation des électronégativités de Sanderson. La 
quantité d’électrons nécessaire pour saturer l’électrophile est donc donnée par : 
El
El
satsatElElEl NN η
µηµµ −=∆⇔∆=−=∆  (4-104) 
Suite à ce flux d’électrons, l’énergie électronique de l’électrophile est stabilisée d’une quantité : 
( )
El
El
satElsatEl NN η
µηµ
2
2
2
1
2
1
−=∆+∆=∆ ElE  (4-105) 
Plus l’énergie de stabilisation est importante, plus le système est électrophile, de sorte qu’une 
mesure de l’électrophilie d’un système peut être donnée par :63,64 
2
2
µ
ω
η
=  (4-106) 
ω est appelé « indice global d’électrophilie ». Il s’agit d’une grandeur positive. Plus la valeur de ω  
est élevée, plus le système est électrophile. 
Ce sont en réalité des études expérimentales menées par Maynard et al.65,66 en 1998 qui ont conduit 
Parr et al. à penser que ω  pouvait être un bon indice d’électrophilie. 
Un bon électrophile est donc associé à un potentiel chimique très bas et/ou à une faible dureté 
chimique, i.e. un acide mou. 
Parallèlement au pouvoir électrophilie d’un système moléculaire, il peut être intéressant de 
mesurer le plus ou moins bon caractère nucléophuge  ou électrophuge d’un groupe partant. Les 
indices suivants ont été proposés :60,67 
( )
enucleophugNN E∆−= βλ exp  (4-107) 
avec 
( )21
2 2nucleophuge
E
µ η
ω µ η
η
+ ∆ = + + = 
 
 (4-108) 
et eV841,1=Nβ       (4-109) 
( )geelectrophuEE E∆−= βλ exp  (4-110) 
avec 
( )21
2 2electrophuge
E
µ η
ω µ η
η
− ∆ = + − = 
 
      (4-111) 
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et eV148,0=Eβ       (4-112) 
enucleophugE∆  et geelectrophuE∆  sont respectivement l’énergie de dissociation d’un nucléophuge et 
l’énergie de dissociation d’un électrophuge en présence d’un nucléophile parfait (dont l’énergie ne 
varie pas). Nλ  et Eλ  sont donc respectivement des indices de nucléofugacité  et d’électrofugacité. 
Les valeurs de Nβ  et Eβ sont choisies arbitrairement de façon à ce que ( ) 1=−HNλ  et 
( ) 1=+HEλ .67 
4.3.4.2. Réactivité locale 
Un système peut avoir un certain pouvoir électrophile global, cela ne signifie pas que tous les sites 
réactionnels le constituant ont la même capacité à recevoir des électrons, d’où la nécessité de 
définir un pouvoir électrophile local. Dans les paragraphes précédents, il a été vu que les 
descripteurs de réactivité locale ( )rf   et ( )rs   renseignaient sur la propension d’un système à 
déformer sa densité électronique sous l’effet d’un changement du nombre d’électrons du système. 
La fonction de Fukui permet de comparer la réactivité de différents sites appartenant à un même 
système alors que la mollesse locale est adaptée pour comparer la réactivité de sites appartenant à 
des systèmes de tailles différentes. Il est donc relativement intuitif de proposer l’indice suivant 
pour mesurer le pouvoir électrophile local d’un site particulier :68 
( ) ( )r f rω ω=   (4-113) 
Cet indice tient compte à la fois du pouvoir électrophile global du système, et de la différence de 
réactivité des différents sites le constituant. 
Ainsi, on peut définir quatre indices locaux de nucléophilie / électrophilie :68,69 
( ) ( )r f rω ω+ +=   (4-114) 
( ) ( )r f rω ω− −=   (4-115) 
( ) ( )0 0r f rω ω=   (4-116) 
( ) ( ) ( )2r f rω ω∆ =   (4-117) 
L’information locale est la même que dans ( )rf + , ( )rf − , ( )rf 0  et ( ) ( )rf 2 . Néanmoins, parce 
qu’ils tiennent compte de la réactivité globale du système, ces indices sont plus adaptés pour 
comparer la réactivité de sites n’appartenant pas à un même système. Cependant, parce qu’ils ne 
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sont pas consistants en taille, ils sont donc moins adaptés que : ( )rs + , ( )rs − , ( )rs 0  et 
( ) ( )( )






− rfrf  22
1
η
γ
η
.34 
4.3.5. Evaluation des indices de réactivité 
Dans ce paragraphe vont être explicitées les différentes façons d’évaluer les descripteurs de 
réactivité définis dans ce chapitre à partir du résultat d’un calcul DFT effectué selon la méthode 
Kohn-Sham, dont le principe a été présenté brièvement au chapitre 3. 
4.3.5.1. Indices globaux 
Le potentiel chimique µ  et la dureté η  sont les deux descripteurs globaux à partir desquels 
peuvent être évalués d’autres indices globaux comme la mollesse globale S ou l’indice global 
d’électrophilie ω . Ils sont définis par les équations (4-24) et (4-26) et les expressions (4-51) et (4-
53) permettent de les évaluer à partir de trois calculs DFT effectués à un même potentiel externe, 
i.e. pour une même géométrie. 
( ) [ ] [ ]( )vNvN ,1,1
2
1
2
1
−−+=+= −+ EEµµµ  (4-51) 
[ ] [ ] [ ]( )vNvNvN ,1,2,1 −+−+= EEEη  (4-53) 
Il est possible d’obtenir des expressions approchées à partir d’un seul calcul DFT, au prix d’une 
approximation basée sur le théorème de Koopmans : 
LUMOA ε−≈  (4-118) 
HOMOI ε−≈  (4-119) 
 où LUMOε  et HOMOε sont respectivement l’énergie de l’orbitale de Kohn-Sham la plus basse vacante 
et la plus haute occupée. 
Le potentiel chimique et la dureté peuvent alors être évalués grâce aux expressions suivantes : 
[ ] [ ]( )vNvN HOMOLUMO ,,2
1
εεµ +≈  (4-120) 
[ ] [ ]( )vNvN HOMOLUMO ,, εεη −≈  (4-121) 
Cependant, il faut être conscient du fait que ces expressions ne tiennent pas compte de la 
relaxation orbitalaire qui se produit lorsque le système reçoit ou cède un électron. De plus, 
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compte-tenu de la définition des orbitales Kohn-Sham, l’approximation de Koopmans70 est moins 
bonne qu’avec des orbitales Hartree-Fock. 
4.3.5.2. Indices locaux 
A partir des densités électroniques du système à N , 1+N  et 1−N  électrons, il est possible 
d’avoir accès aux fonctions de Fukui (relations (4-49), (4-50) et (4-52)), et de là aux mollesses 
locales, aux pouvoirs électrophiles locaux et aux descripteurs duals canoniques et grand 
canoniques. 
4.3.5.2.1. Négliger la relaxation orbitalaire - De la même façon que pour les indices globaux, il est 
possible d’évaluer les fonctions de Fukui à partir du résultat d’un seul calcul DFT à condition de 
négliger la relaxation orbitalaire : 
( ) ( ) 2rrf LUMO  φ≈+  (4-122) 
( ) ( ) 2rrf HOMO  φ≈−  (4-123) 
( ) ( ) ( )( )220
2
1
rrrf HOMOLUMO
 φφ +≈  (4-124) 
où ( )rLUMO φ  et ( )rHOMO φ  sont respectivement l’orbitale de Kohn-Sham la plus basse vacante et la 
plus haute occupée. 
On peut alors identifier les fonctions de Fukui aux densités électroniques frontières issues de la 
théorie des orbitales frontières, ce qui met à nouveau en avant le lien de parenté entre théorie des 
orbitales frontières et DFT conceptuelle. 
( ) ( ) ( )rfrf Nr  2≈+  (4-125) 
( ) ( ) ( )rfrf Er  2≈−  (4-126) 
( ) ( ) ( )rfrf Rr  20 ≈  (4-127) 
4.3.5.2.2. Indices locaux condensés sur les atomes - Si les indices locaux tels qu’ils ont été définis 
jusqu’à présent ont ceci de conceptuellement satisfaisant qu’ils prennent une valeur différente en 
chaque point de l’espace, il peut être intéressant d’un point de vue pratique de pouvoir associer 
une valeur à chaque site réactionnel pour permettre une comparaison quantitative, même si cela 
implique forcément une perte d’information.71 On parle alors d’indices condensés. Cela nécessite la 
définition d’un atome dans une molécule.  
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[ ] [ ] [ ]vNpvNpvNf kkk ,,1, −+=+  (4-128) 
[ ] [ ] [ ]vNpvNpvNf kkk ,1,, −−=−  (4-129) 
[ ] [ ] [ ]( )vNpvNpvNf kkk ,1,12
1
,
0
−−+=  (4-130) 
où [ ]vNpk ,  , [ ]vNpk ,1+   et [ ]vNpk ,1−  sont respectivement la population électronique de 
l’atome k dans le système à N , 1+N  et 1−N  électrons. 
Selon le type de population utilisé (Mulliken, Hirschfeld, naturelle, ou autre) différentes valeurs 
sont obtenues pour les indices condensés de Fukui.72,73,74 
A partir des indices condensés de Fukui, il est évidemment possible de construire les indices 
condensés correspondant aux autres descripteurs locaux de réactivité (mollesses locales, pouvoirs 
électrophiles locaux, descripteurs duals). 
4.3.6. Profils de réaction 
Parallèlement à l’évaluation des descripteurs de réactivité en début de réaction, il peut également 
être intéressant de tracer l’évolution des indices au cours de la réaction, afin d’étudier certaines 
lois de comportement. On parle alors de profils de réaction. Le chemin de réaction le long duquel 
l’étude est généralement menée est un chemin d’énergie minimum, telle que cette notion a été 
définie au chapitre 2 et la coordonnée de réaction associée est appelée coordonnée intrinsèque de 
réaction (IRC pour Intrinsic Reaction Coordinate).75,76 
4.3.6.1. Principes de réactivité 
Suite à la proposition d’un « Principe de Dureté Maximum » par Pearson47,48 en 1987, trois 
questions liées à l’évolution de la dureté au cours d’un processus chimique ont été étudiées : 
• La dureté est-elle minimale à l’état de transition ? 77,78,79,80,81,82,83,84,85,86 
• Lorsque le produit de la réaction est plus stable que le réactif, est-il aussi plus dur ? (et 
inversement)87  
• Lorsque plusieurs chemins réactionnels sont en compétition pour conduire aux mêmes 
produits à partir des mêmes réactifs, le chemin préférentiel est-il celui pour lequel l’état de 
transition est le moins dur ?88 
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On trouve de nombreux exemples où il semble  que l’on puisse répondre par la positive à ces trois 
questions. Il semble même qu’il s’agisse là d’un principe de réactivité plus général que le domaine 
de validité restreint imposé par la démonstration de Parr et Chattaraj50. En effet, on peut trouver 
de nombreux exemples de processus chimiques pour lesquels le principe de dureté maximum 
semble être valide sans pour autant que le potentiel chimique ne soit constant, et encore moins le 
potentiel externe.78,79,80 Parallèlement, on peut citer des cas pour lesquels le principe de dureté 
maximum n’est pas suivi.84,87,86 Or il en est un89 pour lequel les potentiels chimique et externe 
restent sensiblement constants au cours de la déformation étudiée. 20 ans après, le principe de 
dureté maximum de Pearson conserve donc un certain caractère énigmatique. 
 De par le lien qui existe entre dureté et d’autres indices de réactivité,90 le principe de dureté 
maximum se décline parfois dans la littérature sous une forme légèrement différente. C’est le cas 
par exemple du « Principe de Polarisabilité Minimum ».91,92,88,86  
De plus, depuis très récemment, un nouveau principe de réactivité est étudié par certains 
auteurs.93,94,95,96,97 Il s’agit du « Principe d’Electrophilie Minimum ».98 Selon ce principe de 
réactivité, les atomes d’un système moléculaire s’arrangent entre eux de façon à atteindre un 
minimum de leur index global d’électrophilieω . Il n’y a pas encore de démonstration rigoureuse 
de ce principe de réactivité.99 Néanmoins, compte-tenu de la définition de l’indice global 
d’électrophilie, à potentiel chimique constant, η  est maximal lorsqu’ω  est minimal.100 Par 
extrapolation, au cours d’un processus chimique, on peut observer au voisinage de l’état de 
transition un maximum du pouvoir électrophile global. 
4.3.6.2. La force de réaction 
En 1999, A. Toro-Labbé a introduit un nouvel outil pour analyser le déroulement d’une réaction 
chimique : la force de réaction.101,102 Par analogie avec la notion de force en mécanique 
newtonienne, la force de réaction F d’une étape élémentaire est définie comme l’opposée de la 
dérivée première de l’énergie potentielle elecE  du système moléculaire par rapport à la coordonnée 
intrinsèque ξ  de la réaction : 
( ) elecdEF
d
ξ ξ= −  (4-131) 
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où elecE  est l’énergie électronique du système dans le cadre de l’approximation de Born-
Oppenheimer, telle qu’elle a été définie par l’équation (3-63) au chapitre précédent. 
Cette grandeur rassemble l’ensemble des forces agissant sur le système moléculaire au cours d’une 
réaction chimique pour conduire à la transformation des réactants en produits. 
Le profil de force de réaction d’une étape élémentaire possède certaines caractéristiques qui sont 
communes à toutes les réactions élémentaires. Pour cette raison, on parle parfois de profil 
« universel ». Ainsi : 
• La force de réaction est négative pendant la phase d’activation de la réaction et positive 
pendant la phase de relaxation. 
• Le profil de force de réaction s’annule au(x) réactant(s) ( Rξ ), à l’état de transition ( TSξ ) et 
au(x) produit(s) ( Pξ ). 
• Le profil de force de réaction passe par un minimum pendant la phase d’activation 
( forceminξ ) et par un maximum pendant la phase de relaxation ( forcemaxξ ).  
Ces caractéristiques sont mises en évidence sur la Figure 4-1. 
 
Figure 4-1. Profils universels d’énergie potentielle (a) et de force de réaction (b) pour une 
réaction élémentaire. 
Les trois zéros ( Rξ , TSξ , Pξ ) et les deux extrema ( forceminξ , forcemaxξ ) du profil de force de réaction 
permettent de définir quatre zones le long du chemin de réaction. Diverses études semblent 
indiquer qu’elles correspondent à différents types de processus mis en jeu.103,104,105,106,107 Ainsi, 
l’essentiel du transfert électronique nécessaire à la transformation du ou des réactant(s) en 
produit(s) a lieu entre forceminξ  et forcemaxξ . Entre Rξ  et forceminξ  s’opère un réarrangement structural 
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visant à faciliter le futur transfert électronique tandis qu’entre forcemaxξ  et Pξ  s’opère également un 
réarrangement structural, correspondant à une relaxation du système. 
L’énergie d’activation de la réaction élémentaire étudiée est donnée par l’intégrale : 
( )
TS
R
activationE F d
ξ
ξ
ξ ξ= − ∫  (4-132) 
Ainsi, la comparaison des intégrales (4-133) et (4-134) permet de déterminer qui du réarrangement 
structural préparatoire ou du transfert électronique contribue majoritairement à l’énergie 
d’activation nécessaire à la réaction étudiée. 108 
( )
forcemin
,1
R
activationE F d
ξ
ξ
ξ ξ= − ∫  (4-133) 
( )
forcemin
,2
TS
activationE F d
ξ
ξ
ξ ξ= − ∫  (4-134) 
Ainsi, de par sa capacité à diviser naturellement le chemin de réaction en plusieurs zones, la force 
de réaction est un outil très utile pour l’analyse du déroulement d’une réaction élémentaire et des 
profils de réaction de grandeurs telles que le potentiel chimique, la dureté chimique ou encore 
l’indice global d’électrophilie.  
Conclusion 
Dans ce chapitre deux modèles théoriques de la réactivité chimique ont été présentés : la théorie 
des orbitales frontières de Fukui généralisée par Klopman et Salem et la « DFT conceptuelle ». Le 
second, qui présente l’avantage d’être basé sur l’observable densité électronique plutôt que sur la 
fonction d’onde, conduit aux mêmes résultats qualitatifs que le premier en ce qui concerne la 
rationalisation des problèmes de régio- et stéréosélectivité. Il montre cependant un caractère plus 
général et semble offrir un meilleur cadre pour la définition d’indices de réactivité.  
Dans les chapitres 5, 7 et 9 de ce manuscrit qui présentent les résultats de nos études concernant la 
rationalisation de la différence de réactivité des bases de l’ADN vis-à-vis des réactions de 
désamination spontanée, de formation de lésions tandem et de formation  de dimères de bases 
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pyrimidiques, il sera fait appel à certains de ces indices, parfois sous leur forme condensée, parfois 
sous leur forme non condensée. 
La DFT conceptuelle permet également par le tracé de profils de réaction d’étudier les principes de 
réactivité. Ces outils seront utilisés au chapitre 6, où à partir de l’exemple particulier de l’étape 
cinétiquement déterminante de la réaction de désamination spontanée de la cytosine, la différence 
entre mécanisme concerté et étape élémentaire simple vis-à-vis de certains de ces principes de 
réactivité est étudiée. 
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Deuxième partie : 
De l’étude du mécanisme de désamination de 
la cytosine à l’étude du sens physique de 
l’état de transition d’un mécanisme concerté 
asynchrone
   
Chapitre 5   
Etude mécanistique de la désamination 
spontanée de la cytosine et de ses dérivés 
Introduction 
L’hydrolyse de la cytosine en uracile est une lésion très fréquente dans les organismes vivants.1,2 La 
présence anormale d’uracile dans l’ADN est facilement détectée et la base est efficacement excisée 
par l’enzyme DNA uracil-N-glycosylase. Néanmoins, il s’agit d’une lésion potentiellement très 
mutagène puisque l’uracile est complémentaire de l’adénine alors que la cytosine s’apparie 
préférentiellement à la guanine.3 On estime qu’elle est responsable de la majorité des transitions 
C T et G A chez les mammifères.4 Les premières études cinétiques de la réaction de 
désamination spontanée de la cytosine remontent aux années 1960. Un certain nombre de faits ont 
pu être établis concernant l’influence de divers paramètres sur la vitesse de la réaction comme la 
concentration en cytosine, le pH, la température, l’environnement stérique de la cytosine ou 
encore la concentration en anions dans le milieu. Ainsi : 
• Que la cytosine soit sous la forme d’un nucléoside ou d’un nucléotide libre, ou qu’elle soit 
impliquée dans de l’ADN simple ou double brin, la réaction de désamination est d’ordre 1 
par rapport à la base.5,6,7 
• Les résidus cytosine impliqués dans de l’ADN simple brin se désaminent en uracile avec 
une constante de vitesse similaire à celle caractérisant la désamination des nucléotides 
libres dCMP en dUMP.6 Par contre, les résidus cytosine d’un double brin d’ADN  se 
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désaminent à T=37°C et pH=7,4 40 fois plus lentement que les résidus cytosine d’un simple 
brin d’ADN.7 La structure en double hélice offre donc une protection efficace contre la 
réaction de désamination de la cytosine, sans doute en rendant plus difficile l’accès des 
molécules d’eau aux résidus cytosine. 
• La vitesse de la réaction dépend fortement du pH du milieu. Ainsi, c’est entre pH=8,0 et 
pH=8,5 qu’elle est la plus lente. La catalyse acide indique que la cytidine protonée est 
impliquée dans l’étape cinétiquement déterminante de la réaction de désamination.5  
Quant à la catalyse basique, elle suggère l’implication d’ions hydroxyles, meilleurs agents 
nucléophiles que les molécules d’eau.6  
• Au pH physiologique (pH=7,4), l’énergie d’activation de la réaction de désamination de la 
cytosine sous forme nucléotidique, ou impliquée dans un simple brin d’ADN est de 117±4 
kJ/mol. 6,7 
• A un pH acide fixé, la constante apparente de vitesse associée à la désamination de la 
cytidine dépend quasiment linéairement de la concentration en anions du tampon, ce qui 
suggère un mécanisme catalysé par catalyse basique générale où les anions pourraient jouer 
un rôle nucléophile qu’il reste à préciser.5 
Malgré tous ces renseignements, le mécanisme réactionnel de désamination spontanée de la 
cytosine, qui implique très probablement une addition nucléophile en C4 de la base reste à 
confirmer. L’objet de la section 5.2 de ce chapitre est de présenter les caractéristiques du 
mécanisme réactionnel que nous proposons pour l’hydrolyse de la cytosine, en accord avec ces 
données expérimentales. 
Il a pu être observé expérimentalement que des modifications dans la structure de la cytosine 
pouvaient avoir une incidence sur la vitesse de désamination. Ainsi : 
• La cytosine méthylée en C5 est elle aussi susceptible de se désaminer dans les conditions 
physiologiques de température et de pH. Elle est hydrolysée en thymine, une des bases de 
l’ADN. La lésion est alors réparée suite à l’identification du mésappariement G :T. 
Cependant, la 5-méthylcytosine se désamine sensiblement plus vite que la cytosine. On 
estime que dans un nucléotide6 et dans l’ADN simple brin,8,9,10  la base méthylée se 
désamine 4 à 5 fois plus vite que la base normale, et qu’elle se désamine 
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approximativement 2 fois plus vite lorsque les deux bases sont impliquées dans un double 
brin d’ADN. 11 
• La 5,6-dihydrocytosine,12 les produits d’oxydation13,14 et d’hydratation15,16 de la cytosine, 
ainsi que les dimères de pyrimidines17,18,19,20 qui se forment suite à une exposition à un 
rayonnement UV, et qui possèdent tous une liaison C5-C6 saturée, ont ceci en commun 
qu’ils sont caractérisés par une constante de vitesse de désamination plus élevée que celle 
de la cytosine de plusieurs ordres de grandeurs. Les estimations des constantes de vitesse 
apparentes de désamination des dérivés saturés de la cytosine sont comprises entre 5.10-5 s-1 
et 1.10-7 s-1 dans les conditions physiologiques de pH et de température, alors que la 
constante de vitesse de désamination du nucléotide dCMP est de 2,2.10-7 s-1 à T=95°C et 
pH=7,4. 6 
L’objet de la section 5.3 est d’une part de vérifier que le mécanisme réactionnel proposé à la 
section 5.2 permet de reproduire cette différence de réactivité, et d’autre part de fournir des 
éléments de rationalisation d’une telle différence de réactivité en termes de différences dans les 
propriétés électroniques des différentes bases impliquées.  
Dans un premier temps, la démarche qui a été choisie pour mener à bien ces différentes études est 
présentée à la section 5.1. 
5.1. Démarche  
Récemment, une étude théorique du mécanisme de désamination de la cytosine a été publiée où 
l’agent nucléophile est une molécule d’eau.21 Deux mécanismes concurrents y sont étudiés. Pour le 
plus favorable, qui est schématisé sur la Figure 5-1 et qui est un mécanisme de type addition-
élimination avec une tautomérisation préalable de la cytosine, l’enthalpie libre d’activation de 
l’étape cinétiquement déterminante calculée par DFT avec la fonctionnelle B3LYP et la base de 
Pople 6-31G(d) est d’environ 215 kJ/mol. Cette barrière, associée à l’addition de la molécule d’eau 
en C4 de la cytosine, apparaît bien élevée par rapport à l’énergie d’activation expérimentale de 
117±4  kJ/mol,6,7 de sorte que l’on peut émettre des réserves quant à la pertinence de ce 
mécanisme. 
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Figure 5-1. Schéma réactionnel proposé par Almatarneh et al. pour la désamination de la 
cytosine par une molécule d’eau. 
Tout en se basant sur un mécanisme de type addition-élimination, nous avons cherché à modifier 
celui proposé par Almatarneh et al.21 pour faciliter en particulier l’étape d’addition nucléophile en 
C4 de la cytosine et obtenir ainsi un mécanisme en accord avec les données expérimentales 
disponibles. Nous avons ensuite étudié l’influence de la méthylation en C5 et de la saturation de la 
liaison C5-C6 sur ce mécanisme avec pour objectif de déterminer si la différence de réactivité 
observée pour les différents dérivés de la cytosine vis-à-vis de la réaction de désamination provient 
d’une différence de réactivité intrinsèque des bases vis-à-vis d’une ou plusieurs étapes du même 
chemin réactionnel, ou si elle ne peut s’expliquer que par des chemins réactionnels différents. La 
question se pose plus particulièrement dans le cas des dérivés saturés de la cytosine, dont on peut 
imaginer que l’absence d’aromaticité peut modifier considérablement le chemin suivi pour 
conduire au produit désaminé. 
5.2. Proposition d’un mécanisme réactionnel pour l’hydrolyse de la 
cytosine : implication d’une addition nucléophile assistée 
5.2.1. A pH neutre 
Dans un premier temps, c’est le mécanisme réactionnel de désamination de la cytosine à pH neutre 
qui a été exploré. Compte-tenu des données expérimentales mentionnées en introduction, l’agent 
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électrophile doit être la cytosine non protonée, et l’agent nucléophile une molécule d’eau, comme 
c’est le cas dans le mécanisme proposé par Almatarneh et al.21 Afin d’abaisser l’énergie d’activation 
associée à l’addition nucléophile de la molécule d’eau en C4 de la cytosine, une seconde molécule 
d’eau a été introduite dans le système moléculaire afin de jouer le rôle d’assistant à l’addition 
nucléophile.22 
5.2.1.1. Mécanisme réactionnel étudié 
Le mécanisme réactionnel proposé est un mécanisme en quatre étapes, schématisé sur la Figure 5-
2. Le réactant, noté R, est un complexe stabilisé par liaisons hydrogènes entre une molécule de 
cytosine et deux molécules d’eau. L’addition nucléophile d’une de ces dernières en C4 de la 
cytosine conduit à l’intermédiaire réactionnel IR1 où le carbone C4 est tétraédrique. Cette étape, 
associée à l’état de transition TS1, se fait avec la participation de la seconde molécule d’eau. La 
réaction ayant lieu en milieu aqueux et donc protique, l’intermédiaire réactionnel IR1 est ensuite 
protoné au niveau du groupement exocyclique –NH2, ce qui conduit à l’intermédiaire réactionnel 
cationique IR2, dont la rupture de la liaison entre le carbone C4 et le groupement exocyclique 
-NH3+ via l’état de transition TS2 conduit au complexe IR3 entre une molécule d’uracile protonée, 
une molécule d’eau et une molécule d’ammoniaque. Ce dernier est en équilibre acido-basique avec 
le complexe P entre une molécule d’uracile, une molécule d’eau et un cation ammonium.  
On peut noter deux grandes différences par rapport au mécanisme étudié par Almatarneh et al. 
D’une part l’addition nucléophile se fait sur la cytosine canonique et non plus sur le tautomère 
imino. Par contre elle met en jeu deux molécules d’eau et non plus une seule. D’autre part, 
l’intermédiaire réactionnel tétraédrique IR1 est protoné antérieurement à l’étape d’élimination. 
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Figure 5-2. Schéma réactionnel étudié au cours de ce travail pour la désamination de la 
cytosine par une molécule d’eau à pH neutre. 
5.2.1.2. Choix de la méthode à utiliser pour la modélisation 
L’évolution du système moléculaire a été étudiée par DFT avec la fonctionnelle hybride B3LYP et 
la base de Pople triple-ζ 6-311G(d,p) à l’aide du logiciel de modélisation Gaussian 03.23 Des 
fonctions de polarisation ont été incluses dans la base du fait de la nécessité de décrire 
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correctement des liaisons hydrogènes. Cependant, compte-tenu du fait que tous les systèmes sont 
soit neutres soit positivement chargés, il a été choisi de ne pas ajouter de fonctions diffuses.  
Pour chaque état de transition identifié sur la surface d’énergie potentielle, la coordonnée de 
réaction intrinsèque associée a été calculée afin de vérifier quelle étape élémentaire est ainsi 
caractérisée. 
L’enthalpie et l’enthalpie libre de chaque point stationnaire ont été évaluées à T=298K et à P=1atm 
dans le cadre de l’approximation d’un rotateur rigide et d’un oscillateur harmonique. 
Enfin, dans un souci de reproduire au mieux le solvant dans lequel se déroule la réaction de 
désamination, le modèle SCRF PCM présenté dans le chapitre 3 a été utilisé. Les données 
expérimentales étant plus nombreuses en ce qui concerne la cinétique de désamination de la 
cytosine dans un nucléotide ou dans de l’ADN simple brin, il a été choisi de modéliser le solvant 
par un continuum de constante diélectrique égale à celle de l’eau, i.e. 78,39ε = .  
5.2.1.3. Evolution de la géométrie et de l’énergie au cours du mécanisme réactionnel 
Un aperçu des géométries obtenues pour les points particuliers du mécanisme réactionnel étudié 
est donné sur la Figure 5-3. Les énergies associées sont quant à elles rassemblées dans le Tableau 5-
1. Une attention particulière a été portée à l’évolution de l’enthalpie au cours de la réaction car il a 
été vu au chapitre 2 qu’elle est reliée à l’énergie d’activation déterminée expérimentalement par 
application de la loi d’Arrhénius. Cependant, elle n’a pu être calculée que dans le vide. En effet, 
l’enthalpie est inaccessible en milieu aqueux car le modèle PCM inclut des effets entropiques de 
solvatation dans la détermination de l’énergie du système. L’évolution de l’enthalpie libre a quant 
à elle pu être suivie dans un milieu de constante diélectrique 1ε =  et dans un milieu de constante 
diélectrique 78,39ε = , ce qui permet d’analyser en partie l’influence de l’hydratation sur le 
déroulement de la réaction.  
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Figure 5-3. Aperçu des géométries des points stationnaires du mécanisme réactionnel étudié 
pour la désamination hydrolytique spontanée de la cytosine à pH neutre.  
Tableau 5-1. Enthalpie relative dans le vide ( 1Hε =∆ ), enthalpie libre relative dans le vide ( 1Gε =∆ ) 
et enthalpie libre relative en milieu aqueux ( 78,39Gε =∆ ) des points stationnaires du mécanisme 
réactionnel étudié pour la désamination hydrolytique de la cytosine à pH neutre. Les valeurs sont 
exprimées en kJ/mol et sont données relativement à {R + H+}. 
Système 1Hε =∆  1Gε =∆  78,39Gε =∆  
R + H+ 0,0 0,0 0,0 
TS1 + H+ 121,4 142,9 138,5 
IR1 + H+ 62,1 74,9 79,3 
IR2 -911,1 -865,6 42,9 
TS2 -905,1 -859,6 61,0 
IR3 -952,2 -933,6 13,7 
P -1032,2 -1001,3 -86,5 
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Le Tableau 5-1 met en évidence que dans le mécanisme réactionnel étudié, l’addition nucléophile 
d’une molécule d’eau en C4 de la cytosine reste l’étape cinétiquement déterminante, avec une 
enthalpie libre d’activation en milieu aqueux de ( )78,39 R-TS1-IR1Gε≠=∆ =138,5 kJ/mol. L’enthalpie 
d’activation dans le vide, ( )1 R-TS1-IR1Hε≠=∆ =121,4 kJ/mol, est bien plus faible que celle associée à 
l’étape correspondante dans le mécanisme étudié par Almatarneh et al. qui est de 215 kJ/mol. La 
participation d’une seconde molécule d’eau contribue donc à abaisser considérablement l’énergie 
d’activation de l’addition nucléophile. On remarquera d’ailleurs que cette valeur obtenue pour 
l’enthalpie d’activation dans le vide est très proche de la valeur de l’énergie d’activation 
déterminée expérimentalement - aE =117±4 kJ/mol. Par comparaison de l’enthalpie libre 
d’activation dans le vide et en milieu aqueux, il peut être remarqué que la solvatation n’a pas une 
grande influence sur la barrière d’énergie à franchir pour réaliser cette étape. Il paraît alors 
raisonnable de penser que l’enthalpie d’activation dans l’eau doit être très voisine de la valeur dans 
le vide. En conséquence, le mécanisme proposé pour la réaction de désamination hydrolytique de 
la cytosine à pH neutre apparaît acceptable dans le cas d’un nucléotide ou d’une cytosine 
impliquée dans un simple brin d’ADN. 
La protonation du groupement exocyclique –NH2 de IR1 est thermodynamiquement favorisée avec 
une enthalpie libre de réaction de ( )0 78,39 IR1+H -IR2rGε +=∆ =-36,4 kJ/mol. 
Les calculs montrent que l’étape suivante d’élimination d’une molécule d’ammoniaque à partir 
d’IR2, qui confère de nouveau au système son aromaticité, est relativement facile, avec une 
enthalpie libre d’activation en milieu aqueux de ( )78,39 IR2-TS2-IR3Gε≠=∆ =+18,1 kJ/mol et 
thermodynamiquement favorable avec une enthalpie libre de réaction de 
( )0 78,39 IR2-TS2-IR3rGε =∆ = -29,2 kJ/mol.  
Le transfert d’un proton de l’uracile protoné vers la molécule d’ammoniaque, constitue avec une 
enthalpie libre de réaction de ( )0 78,39 IR3-P1rGε =∆ =-100,2 kJ/mol la principale force motrice de la 
réaction, contribuant à déplacer l’équilibre +IR1+H IR2  dans le sens de la protonation de IR1. 
On notera que toutes les tentatives pour identifier un état de transition entre IR3 et P ont échoué. 
Ceci peut s’expliquer par le caractère fortement exergonique de la dernière étape du mécanisme. 
Par application du postulat de Hammond, l’état de transition doit avoir une structure très proche 
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de celle d’IR3, rendant sa localisation difficile sur la surface d’énergie potentielle, relativement 
plate à cet endroit. 
La Figure 5-4 résume graphiquement l’évolution de l’enthalpie libre au cours de la réaction, 
lorsque cette dernière se déroule en milieu aqueux. 
 
Figure 5-4. Evolution de l’enthalpie libre au cours du mécanisme réactionnel en milieu 
aqueux. 
Dans la suite, l’attention va être concentrée sur l’étape cinétiquement déterminante du mécanisme 
étudié, c’est-à-dire l’addition nucléophile assistée.  
5.2.1.4. Etude détaillée de l’addition nucléophile assistée 
Les distances caractéristiques du réactant R, de l’état de transition TS1 et du produit IR1 de 
l’addition nucléophile assistée sont représentées sur la Figure 5-5.  
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Figure 5-5. Evolution de la géométrie du système moléculaire au cours de la première étape 
élémentaire du mécanisme réactionnel étudié pour la désamination hydrolytique de la cytosine à 
pH neutre. Les distances sont exprimées en Å. 
Le réactant R est un complexe entre une molécule de cytosine et deux molécules d’eau, stabilisé 
par deux liaisons hydrogènes. Une des deux molécules d’eau se situe dans le plan défini par le cycle 
pyrimidique tandis que la seconde se situe au-dessus du carbone C4. 
Au cours de l’étape élémentaire, la molécule d’eau située dans le plan du cycle cède un proton 
(H7a) à l’azote N3 de la cytosine puis en accepte un (H8a) de la seconde molécule d’eau qui 
s’additionne alors au niveau du carbone C4 de la cytosine pour former un intermédiaire 
réactionnel où le carbone C4 est tétraédrique. Cette étape élémentaire met donc en jeu un 
mécanisme concerté à 6 centres : N3, H7a, O7, H8a, O8 et C4. 
 On peut remarquer que l’état de transition TS1 est très précoce en ce qui concerne la formation de 
la liaison C4-O8 puisque la distance entre les deux atomes est de 2,204 Å et que le caractère 
pyramidal de C4 est quasiment nul. Par contre il est très tardif en ce qui concerne le transfert de 
proton d’O7 vers N3 puisque la distance entre H7a et N3 est de 1,041 Å et celle entre H7a et O7 de 
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1,783 Å. TS1 ressemble donc à une cytosine protonée en N3 en interaction avec un anion 
hydroxyle hydraté (H3O2)-. Ceci signifie que cette addition nucléophile assistée est fortement 
asynchrone.  
Ce caractère est si prononcé que l’évolution de l’énergie potentielle et celle de la force de réaction 
au cours de l’étape présentent des profils de réaction tout à fait particuliers, mis en évidence 
respectivement sur les Figures 5-6.a et 5-6b.24 
 
Figure 5-6. Profils d’énergie potentielle (a) et de force de réaction (b) au cours de l’étape 
élémentaire R-TS1-I1 dans le vide. ξ représente la coordonnée de réaction intrinsèque. La ligne 
verticale rouge en pointillés indique la position de l’état de transition. Les lignes verticales noires 
en pointillés indiquent la position des extrema de la force de réaction. 
On peut observer la présence d’un épaulement dans le profil d’énergie potentielle avant l’état de 
transition, à ξ=-1,4, qui se traduit par un profil de force de réaction inhabituel avec un passage par 
quatre extrema : deux minima pendant la phase d’activation (ξ=-2,1 et ξ=-0,5) et deux maxima, le 
premier pendant la phase d’activation (ξ=-1,4) et le second pendant la phase de relaxation (ξ=+1,1). 
Ce profil est très différent du profil considéré comme universel pour une étape élémentaire (voir 
chapitre 4). C’est une conséquence directe du caractère asynchrone des différents processus ayant 
lieu au cours de l’étape. Ce point sera discuté plus en détail dans le chapitre 6. 
Il est important de noter que le complexe R ne correspond pas à l’orientation relative la plus stable 
d’une molécule de cytosine et de deux molécules d’eau. En effet, l’optimisation de géométrie de R 
sans contrainte conduit à la géométrie R’ représentée sur la Figure 5-7 où les trois molécules 
composant le système sont coplanaires, et qui est associée à une énergie potentielle 27,1 kJ/mol 
plus basse que R. 
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Figure 5-7. Géométrie du complexe R’ obtenue par optimisation de géométrie du complexe R 
sans contrainte. 
Le calcul IRC réalisé à partir de TS1 indique cependant que R’ et non R constitue le véritable 
réactant de l’addition nucléophile assistée. Les Figures 5-8a et 5-8b représentent les profils 
d’énergie potentielle et de force de réaction de l’étape sur un domaine plus large de coordonnée de 
réaction  intrinsèque que celui utilisé pour tracer les profils des Figures 5-6a et 5-6b.  
 
Figure 5-8. Profils d’énergie potentielle (a) et de force de réaction (b) au cours de l’étape 
élémentaire R-TS1-I1 dans le vide. ξ représente la coordonnée de réaction intrinsèque. Les lignes 
verticales rouges en pointillés indiquent la position de l’état de transition {TS1+ H+}. Les lignes 
verticales bleues indiquent la position du système {R + H+}. 
Il apparaît que la force de réaction s’annule dans la phase d’activation à la coordonnée 7,5ξ = − , 
qui correspond donc au véritable réactant de l’étape d’addition nucléophile assistée. La géométrie 
du complexe R a donc été obtenue par optimisation de géométrie sous contrainte du point de 
coordonnée 7,5ξ = −  de l’IRC, en imposant la position relative des trois molécules composant le 
complexe. Dans cet exemple particulier, le profil de force de réaction se révèle d’une utilisation 
plus commode que le profil d’énergie potentielle pour identifier le réactant de l’étape élémentaire.  
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5.2.2 A pH acide 
D’après les observations expérimentales, à pH acide, la cytosine protonée doit être impliquée dans 
l’étape cinétiquement déterminante du mécanisme réactionnel, et ceci doit aller de pair avec un 
abaissement de l’énergie d’activation apparente de la réaction puisque la cytosine se désamine plus 
vite à pH acide qu’à pH neutre.5 
5.2.2.1. Mécanisme réactionnel étudié  
Le mécanisme réactionnel que nous proposons pour la désamination hydrolytique de la cytosine 
en milieu acide est schématisé sur la Figure 5-9. Il s’agit à nouveau d’un mécanisme de type 
addition-élimination, en trois étapes, dont le réactant est le complexe Ra stabilisé par liaisons 
hydrogènes, entre une molécule de cytosine protonée en N3 et deux molécules d’eau. Il a en effet 
pu être mis en évidence expérimentalement, qu’en milieu aqueux, N3 est le site préférentiel de 
protonation de la cytosine.25 Le carbone C4 de la cytosine protonée subit alors une addition 
nucléophile d’une molécule d’eau assistée par la seconde molécule d’eau. Cette étape conduit à la 
formation de l’intermédiaire réactionnel cationique IR2 via l’état de transition TS1a. On notera que 
l’intermédiaire réactionnel IR2 est également impliqué dans le mécanisme réactionnel proposé 
pour l’hydrolyse de la cytosine à pH neutre. Par conséquent, la suite du mécanisme proposé pour 
la désamination spontanée de la cytosine à pH acide est similaire à la fin du mécanisme à pH 
neutre. Ainsi, la rupture de la liaison entre C4 et le groupement exocyclique –NH3+ de IR2 via 
l’état de transition TS2 conduit au complexe IR3 entre une forme protonée de l’uracile, une 
molécule d’eau et une molécule d’ammoniaque. Ce complexe est en équilibre acido-basique avec le 
complexe P entre une molécule d’uracile, une molécule d’eau et un cation ammonium.  
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Figure 5-9. Schéma réactionnel étudié au cours de ce travail pour la désamination de la cytosine 
par une molécule d’eau en milieu acide. 
5.2.2.2. Evolution de l’énergie au cours du mécanisme réactionnel 
Les énergies mises en jeu dans le mécanisme réactionnel proposé pour la désamination spontanée 
de la cytosine à pH acide sont reportées dans le Tableau 5-2. De la même façon que 
précédemment, l’accent a été porté sur les valeurs d’enthalpie et d’enthalpie libre dans le vide ainsi 
que sur les valeurs d’enthalpies libre en milieu aqueux.  
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Tableau 5-2. Enthalpie relative dans le vide ( 1Hε =∆ ), enthalpie libre relative dans le vide ( 1Gε =∆ ) 
et enthalpie libre relative en milieu aqueux ( 78,39Gε =∆ ) des points stationnaires du mécanisme 
réactionnel étudié pour la désamination hydrolytique de la cytosine en milieu acide. Les valeurs 
sont exprimées en kJ/mol et sont données relativement à {Ra}. 
Système 1Hε =∆  1Gε =∆  78,39Gε =∆  
Ra 0,0 0,0 0,0 
TS1a 145,1 163,8 136,0 
IR2 77,9 87,9 64,2 
TS2 84,9 93,9 82,3 
IR3 36,8 20,0 35,0 
P -43,2 -47,8 -65,2 
A pH acide, l’addition nucléophile assistée constitue, comme à pH neutre, l’étape cinétiquement 
déterminante du mécanisme de désamination spontanée. Cependant, contrairement à ce qui se 
passe à pH neutre, il semble qu’à pH acide la solvatation ait une grande influence sur les grandeurs 
d’activation liées à l’étape. En effet, alors que l’enthalpie libre d’activation est de 
( )1 R -TS1 -IR2a aGε≠=∆ =163,8 kJ/mol dans le vide, elle est abaissée à 
( )78,39 R -TS1 -IR2a aGε≠=∆ =136,0 kJ/mol en milieu aqueux, ce qui peut s’expliquer par une meilleure 
hydratation de TS1a que de Ra. Ainsi, alors que dans le vide l’addition nucléophile apparaît plus 
facile sur la cytosine neutre que sur la cytosine protonée, la tendance est inversée en milieu 
aqueux, en accord avec le fait que la désamination hydrolytique de la cytosine soit plus rapide à 
pH acide qu’à pH neutre. 
L’évolution de l’enthalpie libre au cours du mécanisme réactionnel proposé pour la désamination 
spontanée de la cytosine à pH acide lorsqu’il se déroule en milieu aqueux est représentée 
graphiquement sur la Figure 5-10, qui montre également l’évolution de l’enthalpie libre au cours 
du mécanisme réactionnel proposé pour la réaction à pH neutre. Cette figure met bien en évidence 
que l’écart de 2,5 kJ/mol entre les enthalpies libres d’activation associées aux deux étapes 
d’addition nucléophile assistée est négligeable devant les valeurs des enthalpies libres d’activation. 
Néanmoins, un tel écart suffit à expliquer la différence observée expérimentalement dans les 
constantes de vitesse de désamination de la cytosine à pH neutre et à pH acide. En effet, d’après 
l’équation d’Eyring (2-5), un tel écart dans les enthalpies libres d’activation correspond à un 
rapport de 2,7 dans les constantes de vitesse à 298K. 
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Figure 5-10. Evolution de l’enthalpie libre au cours du mécanisme réactionnel lorsqu’il se 
déroule en milieu aqueux, à pH neutre (en noir) ou à pH acide (en rouge). 
5.2.2.3. Etude détaillée de l’addition nucléophile assistée 
Dans cette section, l’étape cinétiquement déterminante du mécanisme proposé pour l’hydrolyse de 
la cytosine protonée est étudiée plus en détail. Les distances caractéristiques du réactant Ra, de 
l’état de transition TS1a et du produit IR2 de l’addition nucléophile assistée sont données sur la 
Figure 5-11. 
Comme l’addition nucléophile assistée d’une molécule d’eau en C4 de la cytosine, celle en C4 de la 
cytosine protonée met en jeu un mécanisme concerté à 6 centres. En effet, au cours de l’étape 
élémentaire, une liaison est créée entre C4 et O8, un proton (H8a) est transféré d’O8 vers O7 et un 
second proton (H7a) d’O7 vers N4. La géométrie de l’état de transition TS1a met tout à  fait en 
évidence le caractère multicentrique de l’étape avec une disposition cyclique des noyaux C4, O8, 
H8a, O7, H7a et N4. 
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Figure 5-11. Evolution de la géométrie du système moléculaire au cours de la première étape 
élémentaire du mécanisme réactionnel étudié pour la désamination hydrolytique de la cytosine en 
milieu acide. Les distances sont exprimées en Å. 
TS1a apparaît plus précoce dans la formation de la liaison C4-O8 que ne l’est TS1. Cela se voit par 
la distance C4-O8 qui est de 2,204 Å dans TS1 et de 1,544 Å dans TS1a. On remarquera également 
le caractère tétraédrique déjà fortement marqué du carbone C4 de TS1a contrairement à celui de 
TS1. A l’inverse, TS1a apparaît très tardif quant au transfert du proton H7a de O7 vers N4 avec une 
distance entre O7 et H7a de 1,015 Å. Alors que dans l’addition nucléophile assistée en C4 de la 
cytosine, les transferts de protons précèdent l’addition d’O8 en C4, lors de l’addition en C4 de la 
cytosine protonée c’est la formation de la liaison C4-O8 qui induit les deux transferts de protons. 
Ainsi, si les mêmes processus sont mis en jeu dans les deux additions nucléophiles, leur ordre est 
inversé. 
Si dans l’étape Ra- TS1a -IR2  les trois processus mis en jeu apparaissent clairement asynchrones 
compte-tenu de la géométrie assez asymétrique de l’état de transition, cela n’est pas mis en 
évidence de façon aussi flagrante que dans l’étape R-TS1-IR1 par les profils d’énergie potentielle et 
de force de réaction représentés sur les Figure 5-12a et 5-12b. On devine cependant une ébauche 
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d’épaulement d’énergie potentielle vers la valeur de coordonnée de réaction intrinsèque ξ=-5, qui 
se traduit par un palier de force dans la zone 6 4ξ− ≤ ≤ − . L’étape Ra-TS1a-IR2 est donc 
asynchrone, mais pas suffisamment pour que le profil de force de réaction présente deux minima 
dans la phase d’activation.  
 
Figure 5-12. Profils d’énergie potentielle (a) et de force de réaction (b) au cours de l’étape 
élémentaire Ra-TS1a-IR2 dans le vide. ξ représente la coordonnée de réaction intrinsèque. La ligne 
verticale rouge en pointillés indique la position de l’état de transition. Les lignes verticales bleues 
en pointillés indiquent la position du complexe Ra. 
De même que pour l’étape R-TS1-IR1, le réactif de l’étape d’addition nucléophile assistée sur la 
cytosine protonée a été identifié grâce au profil de force de réaction. Ra a été choisi comme la 
géométrie associée à une force de réaction quasiment nulle, comme cela est mis en évidence par la 
ligne pointillée verticale bleue sur la Figure 5-12b. On peut voir sur la Figure 5-12a que Ra ne 
correspond donc pas à la position relative la plus stable entre une cytosine protonée et deux 
molécules d’eau, mais c’est la mieux adaptée à l’addition nucléophile assistée, avec une molécule 
d’eau située au-dessus de C4 et la seconde molécule d’eau à proximité du groupement –amino (voir 
Figure 5-11). 
5.2.2.4. Rationalisation de la différence de réactivité entre cytosine neutre et cytosine 
protonée 
Afin de rationaliser la différence de réactivité de la cytosine neutre et de sa forme protonée en N3 
vis-à-vis de leur hydrolyse, il a été choisi de comparer les valeurs de différents indices de réactivité 
pour les deux formes acido-basiques En effet, par application du Postulat de Hammond, puisque 
cette réaction se déroule visiblement sous contrôle cinétique, la différence dans les vitesses de 
désamination doit pouvoir s’expliquer par une différence dans la réponse des deux bases à une 
même perturbation. Compte-tenu du fait que l’addition nucléophile est l’étape cinétiquement 
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limitante dans chacun des deux mécanismes proposés, ce sont des indices d’électrophilie qui ont 
été évalués. Afin de rendre compte de l’influence de la protonation sur l’électrophilie globale des 
deux bases nucléiques, le potentiel chimique µ , la dureté chimique η  et l’indice global 
d’électrophilie ω  ont été étudiés. Parallèlement, afin de voir comment est modifiée l’électrophilie 
du carbone C4 qui subit l’attaque d’une molécule d’eau, cinq indices locaux d’électrophilie ont été 
évalués dans leur forme condensée sur le noyau C4. La charge électrostatique C4q , calculée selon la 
méthode CHelpG doit permettre de décrire la capacité de C4 à être impliqué dans des interactions 
électrostatiques avec d’autres molécules. 26 Quant aux indices C4ω
+ , C4ω∆ , C4s
+  et 
( )2
C4
2
f
η
, il a été vu 
au chapitre 4 qu’ils doivent permettre de décrire dans quelle mesure C4 est apte à recevoir de la 
densité électronique de la part d’un agent nucléophile. Tous ces indices de réactivité ont été 
évalués en milieu apolaire ( 1ε = ) et polaire ( 78,39ε = ). Les valeurs obtenues sont reportées dans 
le Tableau 5-3. 
La cytosine et sa forme protonée en N3 ont un potentiel chimique plus bas que celui d’une 
molécule d’eau. Ceci est cohérent avec le fait que, dans la réaction de désamination, la molécule 
d’eau joue le rôle du nucléophile et la cytosine – neutre ou protonée – celui de l’électrophile. La 
cytosine protonée, que ce soit en milieu apolaire ou polaire a un potentiel chimique plus bas que 
celui de la cytosine, en accord avec le fait que ce soit un acide plus fort. Néanmoins, l’écart est très 
important en milieu apolaire alors qu’il est bien moindre en milieu polaire. Ainsi en milieu 
apolaire, l’écart entre le potentiel chimique de la cytosine protonée et celui de la molécule d’eau 
est très élevé – ( ) ( )1 2 1H O Cytosine protonéeε εµ µ= =− =6,04 eV – alors qu’il est bien moindre en 
milieu polaire : ( ) ( )78,39 2 78,39H O Cytosine protonéeε εµ µ= =− =1,28 eV. 
La protonation en N3 de la cytosine a tendance à abaisser la charge positive portée par le carbone 
C4 mais à augmenter son pouvoir électrophile local. Ce dernier point se traduit par une 
augmentation de la valeur des indices C4ω
+ , C4ω∆ , C4s
+  et 
( )2
C4
2
f
η
 dont il a été vu au chapitre 
précédent qu’ils pouvaient permettre de comparer l’électrophilie de sites réactionnels appartenant 
à des molécules de tailles différentes, comme c’est le cas de la cytosine et de sa forme protonée en 
N3. 
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Tableau 5-3. Potentiel chimique ( µ , eV), dureté chimique (η , eV), indice global d’électrophilie 
(ω , eV), charge partielle en C4 ( C4q , e), indice condensé en C4 d’électrophilie locale ( C4ω
+ , eV), 
indice condensé en C4 d’excès d’électrophilie ( C4ω∆ , eV), indice condensé en C4 de mollesse 
locale ( C4s
+ , 10-1 eV), indice condensé en C4 dérivé du descripteur dual grand canonique (
( )2
C4
2
f
η
, 
10-2 eV), pour la cytosine et la cytosine protonée en N3 en milieu apolaire ( 1ε = ) et polaire 
( 78,39ε = ). 
Indices Globaux Indices Locaux Condensés 
 
µ a η  a ω  a C4q  b C4ω+  c C4ω∆  c C4s+  c 
( )2
C4
2
f
η
 c 
Cytosine -3,71 5,36 1,29 0,91 0,27 0,27 0,38 0,71 
Cytosine 
protonée en N3 
-9,25 5,22 8,19 0,85 2,57 2,64 0,60 1,18 1ε =  
H2O -3,21 9,63 0,53  
Cytosine -3,74 5,58 1,26 1,07 0,34 0,32 0,49 0,81 
Cytosine 
protonée en N3 
-4,86 5,36 2,20 0,90 0,72 0,67 0,61 1,06 
 
78,39ε =  
H2O -3,58 9,44 0,68  
a Les indices globaux sont calculés à partir des équations (4-120) et (4-121) 
b La charge partielle en C4 est calculée par la méthode CHelpG 
c Ces indices condensés sont calculées à partir des équations (4-128) et (4-129) et d’une analyse de 
population de Mulliken 
Il semble donc que la différence de réactivité des formes neutre et protonée en N3 de la cytosine 
soit le résultat de deux contributions : 
D’une part, en milieu apolaire, les potentiels chimiques de la cytosine et d’une molécule d’eau sont 
proches alors que ceux d’une cytosine protonée et d’une molécule d’eau sont très éloignés. Ainsi, la 
contribution de transfert de charge du nucléophile vers l’électrophile, qui est une contribution 
stabilisante, est plus importante dans le cas de la cytosine que dans le cas de sa forme 
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protonée. Ceci explique que l’énergie d’activation associée à l’addition nucléophile soit plus 
importante dans le cas de la cytosine protonée que dans le cas de la cytosine neutre. 
D’autre part, en milieu polaire, les potentiels chimiques d’une cytosine protonée et d’une molécule 
d’eau sont bien plus proches, mais l’écart reste plus important qu’entre celui d’une molécule d’eau 
et celui d’une cytosine neutre. Cependant, le pouvoir électrophile local du carbone C4 de la 
cytosine protonée est plus important que celui de la cytosine neutre. Ceci peut expliquer qu’en 
milieu polaire, l’addition nucléophile sur la cytosine protonée soit légèrement plus facile que sur la 
cytosine neutre. 
5.2.3 Dans de l’ADN double brin 
Selon le mécanisme réactionnel présenté sur la Figure 5-2, l’accessibilité de l’azote N3 de la 
cytosine est un élément important pour que puisse se dérouler l’addition nucléophile d’une 
molécule d’eau en C4. En effet, la molécule d’eau qui joue le rôle d’assistante à l’addition 
nucléophile doit céder un proton à l’azote N3. Or dans un double brin d’ADN, cet azote est 
impliqué dans une liaison hydrogène avec la guanine complémentaire. Cette liaison hydrogène 
doit donc être rompue pour que puisse se produire l’addition nucléophile assistée, ce qui nécessite 
un apport énergétique supplémentaire et donc une énergie d’activation plus élevée. Le mécanisme 
proposé pour la réaction de désamination de la cytosine est donc en accord avec la protection 
conférée par la structure en double hélice de l’ADN contre la réaction de désamination. 
5.3. Influence de modifications structurales sur la réactivité 
5.3.1. Méthylation en C5 
5.3.1.1. Mécanisme réactionnel étudié 
La première étape pour comprendre la différence de réactivité entre la cytosine et la 5-
méthylcytosine vis-à-vis de la réaction de désamination est de déterminer si les deux bases sont 
hydrolysées selon le même mécanisme réactionnel. Ainsi, celui proposé pour la désamination 
hydrolytique de la cytosine à pH neutre a été transposé au cas de la 5-méthylcytosine. Il est 
schématisé sur la Figure 5-13.27 
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Figure 5-13. Schéma réactionnel proposé pour la désamination hydrolytique de la 5-
méthylcytosine à pH neutre. 
 
Il s’agit d’un mécanisme de type addition-élimination en trois étapes. La seule différence avec le 
mécanisme de désamination de la cytosine vient du fait que le composé 5mIR3 ne semble pas 
stable. Toutes les tentatives d’optimisation de géométrie ont conduit sans exception au complexe 
5mP. De plus, le calcul IRC réalisé à partir de la structure de l’état de transition 5mTS2 a montré 
que ce dernier relie directement 5mIR2 à 5mP. 
5.3.1.2. Evolution de l’énergie au cours du mécanisme réactionnel 
Les enthalpies et enthalpies libres dans le vide ainsi que les enthalpies libres en milieu aqueux des 
différents points caractéristiques du mécanisme proposé pour la réaction d’hydrolyse de la 5-
méthylcytosine à pH neutre sont rassemblées dans le Tableau 5-4. On notera que ces valeurs sont 
exprimées relativement au réactant 5mR dont la géométrie a été optimisée sous contrainte pour 
imposer une orientation correcte entre la molécule de 5-méthylcytosine et les deux molécules 
d’eau. Cette orientation a été choisie identique à celle déterminée à l’aide du profil de force de 
réaction dans le cas de la cytosine (voir section 5.2.1.4).  
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Tableau 5-4. Enthalpie relative dans le vide ( 1Hε =∆ ), enthalpie libre relative dans le vide ( 1Gε =∆ ) 
et enthalpie libre relative en milieu aqueux ( 78,39Gε =∆ ) des points stationnaires du mécanisme 
réactionnel étudié pour la désamination hydrolytique de la 5-méthylcytosine à pH neutre. Les 
valeurs sont exprimées en kJ/mol et sont données relativement à {5mR + H+}. 
Système 1Hε =∆  1Gε =∆  78,39Gε =∆  
5mR + H+ 0,0 0,0 0,0 
5mTS1 + H+ 115,3 136,3 134,1 
5mIR1 + H+ 62,4 75,7 79,2 
5mIR2 -911,0 -867,0 46,4 
5mTS2 -905,9 -863,3 61,2 
5mP1 -1034,9 -1004,3 -87,6 
De façon analogue à ce qui se passe avec la cytosine, l’addition nucléophile assistée constitue 
l’étape cinétiquement déterminante du mécanisme proposé pour la désamination hydrolytique de 
la 5-méthylcytosine à pH neutre. De plus, comme pour la cytosine, l’hydratation semble avoir peu 
d’impact sur les paramètres d’activation de l’étape. 
Cette addition nucléophile assistée apparaît plus facile dans le cas de la 5-méthylcytosine que dans 
celui de la cytosine. En effet, les enthalpies libres d’activation en milieu aqueux 
sont respectivement de ( )78,39 5mR-5mTS1-5mIR1Gε≠=∆ =134,1 kJ/mol et 
( )78,39 R-TS1-IR1Gε≠=∆ =138,5 kJ/mol, soit un écart de 4,4 kJ/mol.  Cet écart est cohérent avec le 
rapport de 5  observé entre les constantes de vitesse apparentes de désamination des deux bases. En 
effet, par application de l’équation d’Eyring (2-5), liant constante de vitesse et enthalpie libre 
d’activation, une telle différence conduit à un rapport de 5,9 dans les constantes de vitesse à 298K. 
5.3.1.3. Comparaison des états de transition TS1 et 5mTS1  
Une attention particulière a été portée à la géométrie de l’état de transition 5mTS1 afin de 
déterminer dans quelle mesure la différence dans les enthalpies libres d’activation entre cytosine 
et 5-méthylcytosine est liée à une différence dans la structure des états de transition. Ainsi, la 
Figure 5-14 représente côte à côte la géométrie de 5mTS1 et celle de TS1 afin de faciliter la 
comparaison. 
Globalement, la structure de 5mTS1 est très proche de celle de TS1. Néanmoins, on peut observer 
quelques différences dans les distances mises en jeu. Ainsi, les distances entre H7a et O7 ainsi 
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qu’entre H8a et O8 sont plus courtes dans 5mTS1 que dans TS1. Au contraire, les distances entre 
O7 et H8a ainsi qu’entre O8 et C4 y sont plus grandes. En d’autres termes, l’état de transition 
5mTS1 est plus précoce que TS1 en ce qui concerne les transferts des protons H7a et H8a, mais un 
peu plus tardif en ce qui concerne la formation de la liaison C4-O8. Or, il a été vu à la section 
5.2.1.4 que l’addition nucléophile en C4 de la cytosine neutre est fortement asynchrone avec le 
transfert du proton H7a devançant le transfert du proton H8a et la formation de la liaison C4-O8. 
Cela implique donc que, dans le cas de la 5-méthylcytosine, l’addition nucléophile est encore plus 
asynchrone que dans le cas de la cytosine. Cela peut être mis en évidence par le profil d’énergie 
potentielle en fonction de la distance C4-O8, représenté sur la Figure 5-15 dans le cas de la 
cytosine (en noir) et dans le cas de la 5-méthylcytosine (en rouge). On voit nettement que 
l’épaulement est plus marqué dans le cas de la 5-méthylcytosine, ce qui est cohérent avec un 
caractère asynchrone plus fort. En conséquence, la barrière d’énergie est plus large mais aussi 
moins haute. La désamination de la 5-méthylcytosine est donc plus facile que celle de la cytosine 
car l’addition nucléophile assistée se déroule de façon plus asynchrone. Cela se comprend aisément 
dans le sens où plus l’étape est asynchrone plus l’agent nucléophile ressemble à un anion 
hydroxyle, qui est un meilleur nucléophile qu’une molécule d’eau. On notera également que la 
fréquence imaginaire associée à 5mTS1 : 633 icm-1 est plus faible que celle associée à TS1 : 
705icm-1. C’est un élément supplémentaire en cohérence avec une barrière plus large dans le cas de 
la 5-méthylcytosine.  
 
Figure 5-14. Géométries optimisées au niveau B3LYP/6-311G(d,p) pour les états de transition 
5mTS1 et TS1. Les distances sont exprimées en Å. 
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Figure 5-15. Profil d’énergie potentielle en fonction de la distance C4-O8 au cours des étapes 
élémentaires R-TS1-IR1 (en noir) et 5mR-5mTS1-5mIR1 (en rouge). 
5.3.1.4. Indices de réactivité 
De la même façon que précédemment, différents indices d’électrophilie ont été évalués afin de 
rationaliser la différence de réactivité de la cytosine et de la 5-méthylcytosine vis-à-vis de leur 
désamination hydrolytique en milieu neutre. Il a été fait appel aux mêmes indices que pour 
expliquer la différence de réactivité entre les formes neutre et protonée en N3 de la cytosine. Les 
valeurs obtenues sont reportées dans le Tableau 5-5.  
Ce tableau met en évidence que la méthylation en C5 de la cytosine se traduit par une élévation du 
potentiel chimique de 0,15 eV dans le vide et 0,11 eV en milieu aqueux. Parallèlement, la dureté 
chimique baisse de 0,14 eV dans le vide et 0,17 eV dans l’eau. En conséquence, l’indice global 
d’électrophilie est sensiblement le même pour la cytosine et la 5-méthylcytosine, même si cette 
dernière apparaît globalement légèrement moins électrophile que la base non méthylée. Ceci est 
cohérent avec le fait que la présence du groupement méthyle en C5 de la cytosine apporte des 
électrons au système et diminue donc sa capacité à en accepter. 
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Tableau 5-5. Potentiel chimique ( µ , eV), dureté chimique (η , eV), indice global d’électrophilie 
(ω , eV), charge partielle en C4 ( C4q , e), indice condensé en C4 d’électrophilie locale ( C4ω
+ , eV), 
indice condensé en C4 d’excès d’électrophilie ( C4ω∆ , eV), indice condensé en C4 de mollesse 
locale ( C4s
+ , 10-1 eV), indice condensé en C4 dérivé du descripteur dual grand canonique (
( )2
C4
2
f
η
, 
10-2 eV), pour la cytosine et la 5-méthylcytosine, en milieu apolaire ( 1ε = ) et polaire 
( 78,39ε = ). 
Indices Globaux Indices Locaux Condensés 
 
µ a η  a ω  a C4q  b C4ω+  c C4ω∆  c C4s+  c 
( )2
C4
2
f
η
 c 
Cytosine -3,71 5,36 1,29 0,91 0,27 0,27 0,38 0,71 
1ε =  
5-méthylcytosine -3,56 5,22 1,22 0,74 0,28 0,28 0,44 0,84 
Cytosine -3,74 5,58 1,26 1,07 0,34 0,32 0,49 0,81 
78,39ε =  
5-méthylcytosine -3,63 5,41 1,22 0,87 0,39 0,34 0,58 0,95 
a Les indices globaux sont calculés à partir des équations (4-120) et (4-121) 
b La charge partielle en C4 est calculée par la méthode CHelpG 
c Ces indices condensés sont calculées à partir des équations (4-128) et (4-129) et d’une analyse de 
population de Mulliken 
Au niveau local, les choses sont différentes. La méthylation induit une baisse de la charge 
électrostratique positive portée par C4 de 0,17 e dans le vide et 0,23 e dans l’eau. Ceci semble donc 
suggérer que le C4 de la 5-méthylcytosine sera moins électrophile que celui de la cytosine s’il doit 
subir une attaque nucléophile sous contrôle électrostatique. Au contraire, la méthylation en C5 va 
de pair avec une augmentation des indices condensés C4ω
+ , C4ω∆ , C4s
+ et 
( )2
C4
2
f
η
. Or ces indices 
renseignent sur la capacité du carbone C4 à recevoir de la densité électronique par attaque 
nucléophile. Il semble donc que le carbone C4 de la 5-méthylcytosine sera plus électrophile que 
celui de la cytosine s’ils doivent subir une attaque nucléophile sous contrôle de transfert de charge.  
Puisque la 5-méthylcytosine se désamine plus facilement que la cytosine, cela semble donc 
suggérer que la réaction de désamination hydrolytique est sous contrôle de transfert de charge en 
milieu neutre. 
Cette conclusion doit être considérée avec prudence car la fonctionnelle B3LYP utilisée pour tous 
les calculs a tendance à abaisser les barrières d’activation et donc à faire apparaître sous contrôle de 
transfert de charge une réaction qui pourrait être sous contrôle électrostatique. Néanmoins, le fait 
de retrouver un écart entre les enthalpies libres d’activation cohérent avec les différences 
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constatées dans les constantes de vitesse apparentes de désamination de la cytosine et de la 5-
méthylcytosine laisse à penser que dans l’ensemble cette interprétation est correcte. 
5.3.2. Saturation de la double liaison C5-C6 
La saturation de la liaison C5-C6 de la cytosine est une autre modification structurale qui 
s’accompagne d’une grande modification de la vitesse de désamination. Afin d’obtenir des 
informations sur cette différence de réactivité, la 5,6-dihydrocytosine a été choisie comme modèle 
des divers dérivés saturés de la cytosine. 
5.3.2.1. Mécanisme réactionnel étudié 
Le mécanisme réactionnel proposé et étudié pour la désamination spontanée de la 5,6-
dihydrocytosine à pH neutre est schématisé sur la Figure 5-16.28 Il s’agit à nouveau d’un 
mécanisme de type addition-élimination, en quatre étapes. Néanmoins, il se distingue des 
mécanismes proposés pour la désamination de la cytosine et de la 5-méthylcytosine en plusieurs 
points.  
Le réactant est le complexe dhR entre une molécule de 5,6-dihydrocytosine et deux molécules 
d’eau. La première étape consiste en la tautomérisation du complexe dhR en dhRt où la 5,6-
dihydrocytosine se trouve sous la forme –imino. Cette étape se fait via l’état de transition dhTSt. 
Le complexe dhRt subit ensuite l’addition nucléophile d’une molécule d’eau au niveau de son 
carbone C4 avec l’assistance d’une seconde molécule d’eau. Cette étape conduit à la formation de 
l’intermédiaire réactionnel dhIR1 via l’état de transition dhTS1. La protonation de dhIR1 au 
niveau de son groupement exocyclique –NH2 conduit au complexe cationique dhIR2, à partir 
duquel la rupture de la liaison entre le carbone C4 et le groupement exocyclique –NH3+ conduit 
directement au complexe dhP, via l’état de transition dhTS2, sans passage par un intermédiaire du 
type dhIR3.  
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Figure 5-16. Schéma réactionnel étudié pour la désamination hydrolytique de la 5,6-
dihydrocytosine à pH neutre. 
5.3.2.2. Evolution de l’énergie au cours du mécanisme réactionnel 
Les enthalpies et enthalpies libres dans le vide ainsi que les enthalpies en milieu aqueux des points 
caractéristiques du mécanisme proposé pour la désamination spontanée de la 5,6-dihydrocytosine 
à pH neutre sont reportées dans le Tableau 5-6. 
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Tableau 5-6. Enthalpie relative dans le vide ( 1Hε =∆ ), enthalpie libre relative dans le vide ( 1Gε =∆ ) 
et enthalpie libre relative en milieu aqueux ( 78,39Gε =∆ ) des points stationnaires du mécanisme 
réactionnel étudié pour la désamination hydrolytique de la 5,6-dihydrocytosine à pH neutre. Les 
valeurs sont exprimées en kJ/mol et sont données relativement à {dhR + H+}. 
Système 1Hε =∆  1Gε =∆  78,39Gε =∆  
dhR + H+ 0,0 0,0 0,0 
dhTSt + H+ 42,7 51,7 44,0 
dhRt + H+ -11,7 -1,4 3,4 
dhTS1 + H+ 100,4 118,0 113,3 
dhIR1 + H+ 14,6 27,1 28,1 
dhIR2 -936,5 -890,1 22,7 
dhTS2 -929,2 -884,1 45,9 
dhP -1068,9 -1028,1 -110,5 
Comme pour les mécanismes étudiés précédemment, l’addition nucléophile assistée constitue 
l’étape cinétiquement déterminante du mécanisme avec une enthalpie d’activation dans le vide de 
112,1 kJ/mol et une enthalpie libre d’activation dans l’eau de 109,9 kJ/mol. En effet, l’étape 
préalable de tautomérisation, assistée elle aussi par une molécule d’eau, apparaît relativement 
facile avec une enthalpie libre d’activation dans l’eau de 44,0 kJ/mol. 
On notera que l’addition nucléophile en C4 de la 5,6-dihydrocytosine est associée à une barrière 
d’enthalpie libre 28,6 kJ/mol moins élevée que celle de l’addition nucléophile en C4 de la cytosine. 
Par application de l’équation d’Eyring (2-5) liant constante de vitesse et enthalpie libre 
d’activation, une telle différence conduit à un rapport de 105 dans les constantes de vitesse à 298K. 
Or à pH=7,4 et à T=37°C, il a été mesuré une constante apparente de vitesse de k= 1.10-10 s-1 pour la 
désamination de la cytosine dans de l’ADN simple brin7 et de k=6,5.10-5 s-1 pour la désamination de 
la 1-méthyl-5,6-dihydrocytosine.29 Le mécanisme proposé permet donc d’expliquer le temps de 
demi-vie bien plus court des dérivés de la cytosine possédant une double liaison C5-C6 saturée. 
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5.3.2.2. Comparaison des états cde transition dhTS1 et TS1 
 
Figure 5-17. Géométries optimisées au niveau B3LYP/6-311G(d,p) pour dhTS1 et TS1. 
Malgré des énergies d’activation très différentes, les géométries des états de transition dhTS1 et 
TS1 sont très semblables. Comme on peut l’observer sur la Figure 5-17, la disposition générale des 
atomes entre eux est la même. Pourtant, au cours de l’étape élémentaire dhRt-dhTS1-dhIR1, il y a 
transfert d’un proton (H4a) de O7 vers N4, transfert d’un proton (H8a) de O8 vers O7 et création 
d’une liaison C4-O8 alors que dans l’étape élémentaire R-TS1-IR1, si les deux derniers processus 
sont identiques, O7 cède un proton non pas à N4 mais à N3. Une observation plus précise des 
distances mises en jeu montre que, dans TS1, O7 est plus proche de H7a que de H4a alors que c’est 
l’inverse dans dhTS1. 
La distance entre H4a et N4 dans dhTS1, proche de la longueur d’une liaison simple N-H, indique 
qu’il s’agit là aussi d’un mécanisme concerté fortement asynchrone, très précoce dans le transfert 
du proton H4a. 
5.3.2.3. Indices de réactivité 
Deux questions se posent quant à la réaction de désamination hydrolytique de la 5,6-
dihydrocytosine à pH neutre : 
• Pourquoi se désamine-telle plus facilement que la cytosine ? 
• Pourquoi est-ce le C4 du tautomère imino en non celui du tautomère amino qui subit 
l’addition nucléophile ? 
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Pour tenter d’obtenir une réponse, différents indices d’électrophilie ont été évalués pour la 
cytosine, la dihydrocytosine et leurs tautomères imino respectifs. Les valeurs obtenues sont 
reportées dans le Tableau 5-7. 
Tableau 5-7. Potentiel chimique ( µ , eV), dureté chimique (η , eV), indice global d’électrophilie 
(ω , eV), charge partielle en C4 ( C4q , e), indice condensé en C4 d’électrophilie locale ( C4ω
+ , eV), 
indice condensé en C4 d’excès d’électrophilie ( C4ω∆ , eV), indice condensé en C4 de mollesse 
locale ( C4s
+ , 10-1 eV), indice condensé en C4 dérivé du descripteur dual grand canonique (
( )2
C4
2
f
η
, 
10-2 eV), pour la cytosine, la 5,6-dihydrocytosine et leurs tautomères imino, en milieu apolaire 
( 1ε = ) et polaire ( 78,39ε = ). 
Indices Globaux Indices Locaux Condensés 
 
µ a η  a ω  a C4
q  
b 
C4ω
+  c 
C4ω∆  
c 
C4s
+  
c 
( )2
C4
2
f
η
 
c 
Cytosine -3,71 5,36 1,29 0,91 0,27 0,27 0,38 0,71 
5,6-dihydrocytosine -3,48 6,04 1,00 0,86 0,40 0,34 0,66 0,92 
Cytosine 
forme imino 
-3,80 5,41 1,33 0,73 0,11 0,13 0,15 0,33 1ε =  
5,6-dihydrocytosine 
forme imino 
-3,59 6,86 0,94 0,65 0,26 0,30 0,40 0,67 
Cytosine -3,74 5,58 1,26 1,07 0,34 0,32 0,49 0,81 
5,6-dihydrocytosine -3,70 6,26 1,09 0,93 0,59 0,58 0,85 1,34 
Cytosine 
forme imino 
-3,62 5,50 1,19 0,81 0,21 0,18 0,31 0,49 78,39ε =  
5,6-dihydrocytosine 
forme imino 
-3,66 6,88 0,97 0,73 0,49 0,49 0,73 1,05 
a Les indices globaux sont calculés à partir des équations (4-120) et (4-121) 
b La charge partielle en C4 est calculée par la méthode CHelpG 
c Ces indices condensés sont calculées à partir des équations (4-128) et (4-129) et d’une analyse de 
population de Mulliken 
La saturation de la liaison C5-C6 conduit à une élévation du potentiel chimique tant pour les 
tautomères amino que pour les tautomères imino. L’effet est plus marqué en milieu apolaire qu’en 
milieu polaire. Cela s’accompagne d’une augmentation de la dureté chimique et donc 
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nécessairement d’une diminution du pouvoir électrophile global de la base. Ceci est cohérent avec 
le fait que la 5,6-dihydrocytosine est un composé plus saturé en électrons que la cytosine. 
En ce qui concerne l’électrophilie du carbone C4, la saturation de la liaison C5-C6 comme la 
méthylation en C5, induit une diminution de la charge portée par C4 et une augmentation de la 
valeur des indices condensés dérivés de la fonction de Fukui. On notera cependant que ce dernier 
effet est plus important dans le cas de la saturation de la liaison C5-C6 que dans celui de la 
méthylation en C5. Il en résulte que le carbone C4 de la 5,6-dihydrocytosine est bien plus réactif 
que celui de la cytosine vis-à-vis d’une addition nucléophile sous contrôle de transfert de charge 
comme cela semble être le cas de celle impliquée dans le mécanisme de désamination hydrolytique 
de la cytosine et de ses dérivés à pH neutre. Cela peut donc expliquer pourquoi la 5,6-
dihydrocytosine se désamine bien plus vite que la cytosine. 
Le passage du tautomère amino au tautomère imino, tant pour la cytosine que pour la 5,6-
dihydrocytosine s’accompagne d’une diminution du pouvoir électrophile tant global que local et 
ne permet donc pas d’expliquer pourquoi c’est le tautomère imino de la 5,6-dihydrocytosine qui 
subit l’addition nucléophile d’une molécule d’eau plutôt que le tautomère amino. 
La Figure 5-18 représente le descripteur dual canonique ( ) ( )2f r  pour la 5,6-dihydrocytosine, la 
cytosine et leurs tautomères imino respectifs. On remarque que l’azote N4 des formes imino est 
associé à une valeur négative de ( ) ( )2f r . Il correspond donc à un site réactionnel plus nucléophile 
qu’électrophile. Il n’est donc pas étonnant qu’il soit susceptible de prendre en charge un proton. 
Dans le cas de la forme amino de la cytosine, l’azote N3 est lui aussi un site plus nucléophile 
qu’électrophile. Par contre, la situation de l’azote N3 de la forme amino de la 5,6-dihydrocytosine 
est moins claire avec une zone plus nucléophile qu’électrophile et une zone plus électrophile que 
nucléophile. On peut donc émettre l’hypothèse que c’est la raison pour laquelle la forme imino est 
préférée à la forme amino pour l’addition nucléophile assistée d’une molécule d’eau en C4 de la 
5,6-dihydrocytosine.  
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Figure 5-18. Représentation du descripteur dual canonique ( ) ( )2f r  de la 5,6-
dihydrocytosine, de la cytosine et de leurs tautomères imino respectifs. Les zones rouges 
correspondent à des zones positives du descripteur tandis que les zones jaunes correspondent à des 
zones négatives. 
Conclusion 
Compte-tenu de tout ce qui précède, un certain nombre de conclusions peuvent être faites 
concernant la réaction de désamination hydrolytique de la cytosine : 
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Le mécanisme réactionnel proposé, de type addition-élimination, est en accord avec les données 
expérimentales disponibles concernant la cinétique de la réaction. 
La cytosine, sa forme protonée en N3, la 5-méthylcytosine et les dérivés de la cytosine avec une 
liaison C5-C6 saturée semblent se désaminer tous selon le même mécanisme. En effet, le 
mécanisme proposé permet de rendre compte des différences de constantes de vitesse apparentes 
observées expérimentalement.  
L’étape cinétiquement limitante de la réaction est l’addition nucléophile d’une molécule d’eau en 
C4 de la cytosine (ou d’un dérivé) avec l’assistance d’une seconde molécule d’eau. Cette étape met 
en jeu un mécanisme concerté à 6-centres fortement asynchrone. L’assistance de cette deuxième 
molécule d’eau est primordiale car elle permet d’abaisser considérablement l’énergie d’activation 
associée à l’addition nucléophile. 
La réaction de désamination hydrolytique de la cytosine et de ses dérivés semble sous contrôle de 
transfert de charge. En effet le carbone C4 de la 5,6-dihydrocytosine est plus mou que celui de la 
5-méthylcytosine, lui-même plus mou que celui de la cytosine. 
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Chapitre 6   
Etude théorique des mécanismes concertés 
asynchrones 
Introduction 
Le chapitre précédent a montré que l’étape cinétiquement déterminante du mécanisme proposé 
pour la désamination spontanée de la cytosine à pH neutre est une étape élémentaire assez 
particulière. En effet, elle met en jeu un mécanisme concerté impliquant plusieurs processus 
simples : 2 transferts de protons et la création d’une liaison C-O. Ces processus s’organisent entre 
eux de façon asynchrone. Le degré d’asynchronicité est tel que les profils d’énergie potentielle et 
de force de réaction1 de l’étape se distinguent des profils généralement rencontrés pour une étape 
élémentaire. Néanmoins, la synchronicité est suffisante pour que n’en résulte qu’une seule et non 
plusieurs étapes élémentaires.  
Dans ce chapitre, cette étape est étudiée, non plus du point de vue particulier de la réaction de 
désamination, mais du point de vue plus général du déroulement d’une réaction chimique. 
L’objectif est de déterminer dans quelle mesure cette étape particulière est semblable à une étape 
élémentaire « classique », et en quoi elle s’en distingue. Ainsi, dans un premier temps, divers 
profils de réaction associés à cette étape sont étudiés, certains mettent en évidence l’évolution de 
propriétés locales du système (distances, populations électroniques), d’autres de propriétés globales 
(potentiel chimique, dureté chimique, indice global d’électrophilie). Puis, un modèle théorique est 
proposé qui rend compte de la simultanéité de plusieurs processus au cours d’une même étape 
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élémentaire. Enfin, l’étape cinétiquement déterminante du mécanisme proposé pour la 
désamination hydrolytique de la cytosine en milieu neutre est étudiée dans le cadre de ce modèle, 
et une méthode est proposée pour permettre d’identifier le nombre de processus simples 
composant l’étape. 
6.1. Profils de réaction de l’étape cinétiquement déterminante de la 
réaction de désamination hydrolytique de la cytosine à pH neutre 
Afin de faire la différence entre ce qui est dû au caractère asynchrone de l’étape et ce qui est 
propre au type de réaction chimique mise en jeu, les profils de réaction de propriétés globales du 
système ont été étudiés pour l’addition nucléophile assistée et pour une étape élémentaire qui lui 
ressemble sans toutefois présenter le même caractère asynchrone : l’étape cinétiquement 
déterminante du mécanisme étudié par Almatarneh et al. en 20062 pour la désamination spontanée 
de la cytosine par une molécule d’eau, i.e. l’addition nucléophile d’une molécule d’eau en C4 du 
tautomère imine de la cytosine, sans assistance d’une seconde molécule d’eau. Les deux étapes 
élémentaires sont représentées côte à côte sur la Figure 6-1 pour en faciliter la comparaison.  
 
Figure 6-1. Schéma réactionnel de l’étape cinétiquement déterminante du mécanisme de 
désamination spontanée de la cytosine par une molécule d’eau proposé dans ce travail3 (a) et étudié 
par Almatarneh et al. en 20062 (b). La numérotation des atomes utilisée dans la suite de ce chapitre 
est indiquée. 
Dans l’étape étudié dans ce travail, le réactant R, correspondant au complexe stabilisé par liaisons 
hydrogènes entre une molécule de cytosine et deux molécules d’eau, subit  l’addition nucléophile 
d’une molécule d’eau au niveau de son carbone C4, assistée par une seconde molécule d’eau. Ceci 
conduit à l’intermédiaire réactionnel IR1 via l’état de transition TS1. Dans l’étape étudiée par 
Almatarneh et al., le réactant R_A est un complexe entre une molécule du tautomère imino de la 
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cytosine et une molécule d’eau. Il subit l’addition nucléophile d’une molécule d’eau au niveau de 
son carbone C4, ce qui conduit à l’intermédiaire réactionnel IR1_A via l’état de transition TS1_A. 
Ces deux étapes conduisent toutes deux à la formation du même dérivé de la cytosine avec un 
carbone C4 tétraédrique. En effet, le complexe IR1 correspond à un complexe stabilisé par liaisons 
hydrogène entre le dérivé IR1_A et une molécule d’eau. IR1 et IR1_A présentent respectivement 
une liaison N-H de plus, une liaison O-H de moins et une liaison C-O de plus que R et R_A. Les 
deux étapes élémentaires sont donc très voisines en ce qui concerne les processus chimiques mis 
en jeu. L’étape R-TS1-IR1 implique cependant un transfert de proton supplémentaire entre les 
deux molécules d’eau. 
 Les profils d’énergie potentielle et de force de réaction des deux étapes sont quant à eux très 
différents. En effet, l’épaulement d’énergie potentielle le long de la coordonnée intrinsèque de 
réaction de l’étape R-TS1-IR1 est absent du profil relatif à l’étape R_A-TS1_A-IR1_A. Par 
conséquent le profil de force de réaction de cette dernière étape ne présente que 2 extrema et non 
4 comme celui relatif à R-TS1-IR1. Ceci est mis en évidence sur la Figure 6-2 sur laquelle sont 
représentés les profils d’énergie potentielle et de force de réaction des deux étapes élémentaires. 
 
Figure 6-2. Profils d’énergie potentielle (a et b) et de force de réaction (c et d) associés aux 
étapes élémentaires R-TS1-IR1 (a et c) et R_A-TS1_A-IR1_A (b et d). 
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Bien que les deux étapes mettent chacune en jeu un mécanisme concerté, l’addition nucléophile 
d’une seule molécule d’eau en C4 du tautomère imine de la cytosine, sans assistance, apparaît bien 
plus synchrone que l’addition d’une molécule d’eau en C4 de la cytosine canonique assistée d’une 
seconde molécule d’eau. Afin de le vérifier, l’évolution de quelques paramètres structuraux et 
électroniques fortement modifiés au cours de ces deux étapes ont été étudiés. 
6.1.1. Analyse du profil des paramètres structuraux et électroniques 
Au cours de l’étape élémentaire R_A-TS1_A-IR1_A, H8a est transféré d’O8 vers N4 et une liaison 
est créée entre C4 et O8. Afin d’étudier la synchronicité de ces différents processus, l’évolution des 
distances H8a-O8, H8a-N4, C4-O8 et C4-N4 au cours de l’étape a été analysée. Elles sont 
représentées sur la Figure 6-3. Quant à la Figure 6-4, elle représente l’évolution de la population 
électronique en H8a et celle de la population électronique de recouvrement entre C4 et N4.4 
 
Figure 6-3. Evolution des distances N4-H8a (a), H8a-O8 (a), C4-N4 et O8-C4 (b) au cours de 
l’étape élémentaire R1_A-TS1_A-IR1_A. La ligne verticale rouge indique la coordonnée de l’état 
de transition TS1_A et les lignes verticales en pointillés noirs les coordonnées des extrema de force 
de réaction. 
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Figure 6-4. Evolution de la population électronique en H8a (a) et de la population 
électronique de recouvrement entre C4 et N4 (b) au cours de l’étape élémentaire R_A-TS1_A-
IR1_A, selon une analyse de population de Mulliken. La ligne verticale rouge indique la 
coordonnée de l’état de transition TS1 et les lignes verticales en pointillés noirs les coordonnées 
des extrema de force de réaction. 
Avant R_A-TS1_A-IR1_A 0,9ξ = − , les distances H8a-N4 et C4-O8 diminuent tandis que les distances 
H8a-O8 et C4-N4 restent sensiblement constantes. La molécule d’eau s’approche du tautomère 
imine de la cytosine afin de s’orienter correctement pour permettre les transferts électroniques qui 
vont conduire au transfert de H8a ainsi qu’à la création de la liaison C4-O8. 
Entre R_A-TS1_A-IR1_A 0,9ξ = −  et R_A-TS1_A-IR1_A 1,3ξ = + , la distance H8a-O8 augmente tandis que la 
distance entre H8a et N4 continue de diminuer. Le transfert de H8a est en cours. Cela se traduit 
notamment par la présence d’un minimum de la population électronique en H8a autour de 
R_A-TS1_A-IR1_A 0,7ξ = − . Quant à la liaison C4-O8, elle est en cours de formation puisque la 
population électronique de recouvrement entre C4 et N4 chute, traduisant la transformation de la 
double liaison en simple liaison, et que la distance C4-N4 augmente alors que la distance C4-O8 
diminue. 
Après R_A-TS1_A-IR1_A 1,3ξ = + , les distances N4-H8a, C4-O8 et C4-N4 se stabilisent. Quant à la 
distance H8a-O8 elle continue d’augmenter avant de se stabiliser à son tour, traduisant une 
rotation du groupement hydroxyle par rapport au groupement amino. L’addition nucléophile en 
tant que telle est donc terminée. Cela est confirmé par la relative constance de la population 
électronique en H8a et de la population électronique de recouvrement entre C4 et N4. 
Ainsi, en accord avec ce qui est suggéré par Toro-Labbé et al. 5, la zone des réactants se situe avant 
le minimum de force de réaction, et la zone des produits après le maximum de force. C’est entre 
Chapitre 6 – Etude Théorique des Mécanismes Concertés Asynchrones 
 - 190 - 
les deux que se produisent les transferts électroniques responsables du transfert de H8a et de la 
formation de la liaison C4-O8. 
La question se pose alors de savoir ce qu’il en est pour l’étape élémentaire R-TS1-IR1 qui présente 
4 extrema de force de réaction et donc 5 zones. Comme on peut le voir sur la Figure 6-1, au cours 
de l’étape, H7a est transféré de O7 vers N3, H8a de O8 vers O7, et une liaison est formée entre C4 
et O8. L’évolution des distances H7a-O7, H7a-N3, H8a-O8, H8a-O7, C4-O8 et C4-N3 a été 
étudiée, de même que l’évolution des populations électroniques en H7a et H8a ainsi que la 
population électronique de recouvrement entre C4 et N4. Elles sont représentées sur les Figures 6-
5 et 6-6.4  
 
Figure 6-5. Evolution des distances N3-H7a (a), H7a-O7 (a), O7-H8a (b), H8a-O8 (b), O8-C4 
(c) et C4-N3 (c) au cours de l’étape élémentaire R-TS1-IR1. La ligne verticale rouge indique la 
coordonnée de l’état de transition TS1 et les lignes verticales en pointillés noirs les coordonnées 
des extrema de force de réaction. 
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Figure 6-6. Evolution de la population électronique des atomes H7a et H8a (a) et de la 
population électronique de recouvrement entre C4 et N4 (b) au cours de l’étape élémentaire R-
TS1-IR1, selon une analyse de population de Mulliken. La ligne verticale rouge indique la 
coordonnée de l’état de transition TS1 et les lignes verticales en pointillés noirs les coordonnées 
des extrema de force de réaction. 
Avant R-TS1-IR1 2,1ξ = − , les distances entre N3 et H7a, O7 et H8a, et C4 et O8 diminuent fortement 
alors que celles entre O7 et H7a, O8 et H8a, et C4 et N3 restent sensiblement constantes. Les trois 
molécules composant le complexe R s’approchent donc les unes des autres afin de se positionner 
correctement les unes par rapport aux autres pour que les différents transferts électroniques à 
venir puissent avoir lieu.  
Entre R-TS1-IR1 2,1ξ = −  et R-TS1-IR1 1,4ξ = − , la distance N3-H7a diminue alors que celle entre H7a et 
O7 augmente. Le transfert de H7a a lieu. Les distances O7-H8a et C4-O8 continuent de diminuer 
tandis que les distances O8-H8a et C4-N3 restent constantes. La molécule d’eau qui va attaquer le 
carbone C4 de la cytosine continue de s’approcher de cette dernière de façon à avoir le placement 
adéquat pour qu’aient lieu le transfert de H8a et la création de la liaison C4-O8. 
Entre R-TS1-IR1 1,4ξ = −  et R-TS1-IR1 0,5ξ = − , la distance entre O7 et H8a diminue alors que la 
distance entre O8 et H8a reste sensiblement inchangée. Les deux molécules d’eau se positionnent 
l’une par rapport à l’autre pour permettre le transfert de H8a. La population électronique de 
recouvrement entre C4 et N4 commence à diminuer, indiquant que la liaison C4-O8 commence à 
se former. La distance entre N3 et H7a diminue très lentement indiquant que le transfert de H7a 
touche à sa fin. 
Entre R-TS1-IR1 0,5ξ = −  et R-TS1-IR1 1,1ξ = + , la distance entre O7 et H8a continue de diminuer alors 
que celle entre O8 et H8a augmente, indiquant que le transfert de H8a est en cours. La population 
électronique de recouvrement entre C4 et N4 est toujours en pleine diminution, indiquant que la 
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liaison C4-O8 est toujours en cours de formation. La distance entre N3 et H7a est sensiblement 
constante, indiquant que le transfert de H7a est achevé.  
Après R-TS1-IR1 1,1ξ = + , les distances H7a-O7 et H8a-O8 continuent d’augmenter. Quant aux 
distances C4-O8, C4-N3, N3-H7a et O7-H8a elles restent sensiblement constantes. La réaction 
chimique en tant que telle est donc terminée et les deux produits – le dérivé de la cytosine et la 
molécule d’eau - s’éloignent l’un de l’autre. 
La zone des réactants semble donc se situer avant le premier minimum de force de réaction et la 
zone des produits après le deuxième maximum de force de réaction. Le transfert de H7a a lieu 
entre le premier et le deuxième minimum et le transfert de H8a entre le deuxième minimum et le 
deuxième maximum. Les deux transferts de protons semblent donc successifs. Quant à la liaison 
C4-O8, elle se forme essentiellement entre les deux maxima de force de réaction. Ceci est résumé 
sur la Figure 6-7. 
 
Figure 6-7. Identification des différentes zones de force de réaction de l’étape élémentaire R-
TS1-IR1. 
De façon analogue à ce qui se passe avec un profil de force de réaction « classique », le profil de 
force de l’étape R-TS1-IR1 permet donc d’identifier facilement ce qui peut être appelée la zone des 
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réactants et la zone des produits. En revanche, il apparaît difficile de donner un sens à chacune des 
trois zones centrales. En effet, elles semblent résulter du recouvrement des différents processus 
composant l’étape élémentaire. 
L’enchaînement relatif des différents processus composant l’étape R-TS1-IR1 étant connu, les 
profils de réaction du potentiel chimique, de la dureté chimique et de l’indice global 
d’électrophilie ont été étudiés et comparés à ceux caractérisant l’étape R_A-TS1_A-IR1_A avec les 
objectifs suivants : déterminer dans ces profils ce qui est particulier au caractère asynchrone de 
l’étape et étudier les conséquences de l’asynchronicité sur le suivi ou non de deux principes de 
réactivité : le Principe de Dureté Maximum  et le Principe d’Electrophilie Minimum. 
 
6.1.2. Analyse du profil de potentiel chimique 
La Figure 6-8 présente le profil de potentiel chimique associé à chacune des étapes R-TS1-IR1 
(Figure 6-8.a) et R_A-TS1_A-IR1_A (Figure 6-8.b). Il a été évalué à partir de l’équation (4-120), i.e 
en négligeant la relaxation orbitalaire. En effet, il a pu être observé dans plusieurs cas que la prise 
en compte ou non de la relaxation orbitalaire modifie les valeurs de potentiel chimique (et de 
dureté chimique) mais ne modifie pas le profil général de réaction. 
 
Figure 6-8. Evolution du potentiel chimique au cours des étapes élémentaires R-TS1-IR1 (a) et 
R_A-TS1_A-IR1_A (b). La ligne verticale rouge indique la coordonnée de l’état de transition 
TS1_A et les lignes verticales en pointillés noirs les coordonnées des extrema de force de réaction. 
En cohérence avec le degré de ressemblance élevé des deux étapes élémentaires, et en particulier 
de leurs réactants et produits respectifs, on peut remarquer que R et R_A ont des potentiels 
chimiques très voisins, de même que IR1 et IR1_A. Les potentiels chimiques de ces derniers sont 
plus élevés que ceux des réactants associés. Ceci est en accord avec le fait qu’au cours de chacune 
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des deux étapes, la cytosine subit une attaque nucléophile qui la transforme en un dérivé 
globalement moins électrophile. 
Bien que globalement croissants, les deux profils présentent plusieurs extrema. Un tel 
comportement a déjà été reporté dans la littérature.5 Il a alors été suggéré que ce pouvait être un 
indicateur d’interactions spécifiques mises en jeu en différents points du chemin de réaction. Le 
profil associée à l’étape R-TS1-IR1 présente un premier minimum relatif autour de 
R-TS1-IR1 1,9ξ = −  et celui associé à l’étape R_A-TS1_A-IR1_A autour de R_A-TS1_A-IR1_A 0,9ξ = − . 
Cela semble correspondre respectivement au minimum de population électronique en H7a et au 
minimum de population électronique en H8a. Il semble donc qu’un transfert de proton se traduise 
par un minimum relatif de potentiel chimique.  
6.1.3. Analyse du profil de dureté chimique 
La Figure 6-9 présente le profil de dureté chimique associé à l’étape R-TS1-IR1 ainsi que celui 
associé à l’étape R_A-TS1_A-IR1_A. Comme le potentiel chimique, elle a été évaluée en 
négligeant la relaxation orbitalaire, à partir de l’équation (4-121). 
 
Figure 6-9. Evolution de la dureté chimique au cours des étapes élémentaires R-TS1-IR1 (a) et 
R_A-TS1_A-IR1_A (b). La ligne verticale rouge indique la coordonnée de l’état de transition 
TS1_A et les lignes verticales en pointillés noirs les coordonnées des extrema de force de réaction. 
De façon analogue à ce qui a été observé précédemment en termes de potentiel chimique, on peut 
remarquer que R et R_A ont une dureté chimique semblable, de même que IR1 et IR1_A.  
Les deux profils sont constants dans la zone des réactants et dans la zone des produits et présentent 
un minimum de dureté dans la zone intermédiaire. On peut noter que dans le cas de l’étape R_A-
TS1_A-IR1_A, ce minimum est localisé exactement au niveau de l’état de transition, en accord 
avec le Principe de Dureté Maximum,6 tandis que dans le cas de l’étape R-TS1-IR1, il est situé 
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avant, à R-TS1-IR1 0,7ξ = − . On notera également que ce minimum de dureté est plus bas dans le cas 
de l’étape R_A-TS1_A-IR1_A que dans celui de l’étape R-TS1-IR1. TS1 est donc plus mou que 
TS1_A. Ces deux derniers points semblent liés au caractère asynchrone de l’étape élémentaire R-
TS1-IR1.  
6.1.4. Analyse du profil d’indice global d’électrophilie 
Il a été vu précédemment que parallèlement au Principe de Dureté Maximum,6 un autre principe 
de réactivité a été proposé : le Principe d’Electrophilie Minimum.8 Selon ce dernier, au cours d’une 
réaction chimique, le pouvoir électrophile du système doit passer par un maximum à l’état de 
transition. Le profil d’indice global d’électrophilie9 se déduit aisément du profil de potentiel 
chimique et de celui de dureté chimique, grâce à la relation (4-106). La Figure 6-10 présente le 
profil de l’indice global d’électrophilie pour chacune des deux étapes élémentaires R-TS1-IR1 et 
R_A-TS1_A-IR1_A. 
 
Figure 6-10. Evolution de l’indice global d’électrophilie au cours des étapes élémentaires R-
TS1-IR1 (a) et R_A-TS1_A-IR1_A (b). La ligne verticale rouge indique la coordonnée de l’état de 
transition TS1_A et les lignes verticales en pointillés noirs les coordonnées des extrema de force de 
réaction. 
On peut remarquer que si les deux profils présentent un maximum de l’indice global 
d’électrophilie, le Principe d’Electrophilie Minimum n’est respecté que dans le cas de l’étape 
élémentaire R_A-TS1_A-IR1_A. En effet, le profil relatif à l’étape R-TS1-IR1 présente un 
maximum à R-TS1-IR1 1,0ξ = − , i.e avant l’état de transition, et légèrement avant la coordonnée 
correspondant au minimum de dureté ( R-TS1-IR1 0,7ξ = − ) (voir Figure 6-9a). 
Alors que le maximum d’énergie potentielle le long de l’étape élémentaire R_A-TS1_A-IR1_A 
coïncide exactement avec le minimum de dureté chimique et le maximum d’indice global 
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d’électrophilie, ce n’est pas le cas pour l’étape élémentaire R-TS1-IR1. En effet, dans le cas de cette 
dernière étape, les trois points sont distincts.  
Bien que globalement les profils de réaction de propriétés globales et locales du système, associées 
aux étapes élémentaires R-TS1-IR1 et R_A-TS1_A-IR1_A soient très ressemblants, ceux associés à 
l’étape élémentaire fortement asynchrone R-TS1-IR1 se distinguent par : 
• un profil de force de réaction à 4 extrema, très différent du profil universel, 
• une absence de coïncidence entre l’état de transition, le minimum de dureté et le 
maximum de l’indice global d’électrophilie. 
6.2. Eléments théoriques pour la décomposition d’une étape 
élémentaire en plusieurs processus plus simples 
Afin de mieux comprendre ce qui se passe au cours d’une réaction élémentaire mettant en jeu un 
mécanisme concerté, et en particulier avec pour objectif d’arriver à rationaliser le profil de force 
de réaction à 4 extrema et le profil de dureté à minimum décalé par rapport à l’état de transition, 
un modèle est proposé, qui rend compte de la simultanéité des différents processus primitifs 
composant une étape élémentaire à mécanisme concerté. La première étape consiste à modéliser 
un processus primitif  puis la suivante à modéliser la simultanéité de deux processus primitifs. 
6.2.1. Modélisation d’un processus primitif 
Considérons une réaction chimique correspondant à un processus primitif. Soit ξ la coordonnée de 
réaction intrinsèque associée à ce processus. Notons TSξ  la coordonnée de l’état de transition. La 
position du réactant est définie par ξ → −∞ , et celle du produit par ξ → +∞ . 
6.2.1.1. Profil d’énergie potentielle 
Le profil d’énergie potentielle ( )V ξ  peut être modélisé de la façon suivante :  
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≠
  
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   

  →   
−  + ∆ + ∆ − ∆ − >   ∆
−   ∆  
 (6-1) 
où ( )V R est l’énergie potentielle du réactif, V∆ °  l’énergie potentielle de réaction et 
V ≠∆ l’énergie potentielle d’activation. En effet : 
( ) ( )lim V V Rξ ξ→−∞ =  (6-2) 
( ) ( )lim V V R Vξ ξ→+∞ = + ∆ °  (6-3) 
( ) ( )TSV V R Vξ ≠= + ∆  (6-4) 
Quant à λ  c’est un paramètre positif traduisant le caractère plus ou moins large de la barrière 
d’énergie potentielle. 
 
Figure 6-11. Profil d’énergie potentielle obtenue par application du modèle (6-1) 
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6.2.1.2. Profil de force de réaction 
Le profil de force de réaction est alors obtenu par dérivation de (6-1) par rapport à la ξ : 
( )
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2 exp si
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
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 (6-5) 
Selon (6-5), la force de réaction s’annule au niveau du réactant, de l’état de transition, et du 
produit. En effet, on peut vérifier que : 
( )lim 0Fξ ξ→−∞ =  (6-6) 
( )lim 0Fξ ξ→+∞ =  (6-7) 
( )TS 0F ξ =  (6-8) 
De plus, la force de réaction est bien négative durant la phase d’activation définie par TSξ ξ≤ , et 
positive pendant la phase de relaxation TSξ ξ≥ . 
6.2.1.3. Extrema du profil de force de réaction 
Avec la définition du profil de force de réaction donnée par (6-5), le profil de la dérivée de la force 
de réaction par rapport à la coordonnée intrinsèque de réaction est donnée par : 
( ) ( )
( ) ( )
2 2
TS TS
TS
2 2
TS TS
TS
2 1 2 exp si
:
2 1 2 exp si
1 1
V
dF
d V
V V
V V
ξ ξ ξ ξ ξ ξλ λ λ
ξξ ξ ξ ξ ξ ξ ξλ λ λ
≠
≠
° °
≠ ≠
    
− −∆
 − − <  
      

    →    
− − ∆   
− − >      ∆ ∆
− −      ∆ ∆      
 (6-9) 
On en déduit facilement la position des extrema du profil de force de réaction. L’un se situe dans la 
phase d’activation à forceminξ , défini par l’équation (6-10), et un second durant la phase de 
relaxation à forcemaxξ , défini par l’équation (6-11). On peut vérifier que le premier correspond à un 
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minimum et le second à un maximum. Ceci est mis en évidence sur la Figure 6-12 qui représente 
l’allure du profil de force de réaction obtenu par application de (6-5). 
forcemin 2TS
λξ ξ= −  (6-10) 
forcemax
1
2TS
V
V
λ
ξ ξ
°
≠
 ∆
− ∆ 
= +  
(6-11) 
 
Figure 6-12. Profil de force de réaction obtenu par application du modèle (6-5) 
6.2.2. Modélisation de la simultanéité de deux processus primitifs 
Supposons que tous les processus simples composant une étape élémentaire puissent être décrits 
par le modèle précédent. Le profil d’énergie potentielle de l’étape correspond alors à la somme des 
profils de chaque processus.  
Considérons le cas d’une réaction composée de deux processus simples. Soit ξ  la coordonnée 
intrinsèque de la réaction. Soit TS1ξ  la coordonnée de l’état de transition du processus 1 et TS2ξ  
celle de l’état de transition du processus 2. Si TS1 TS2ξ ξ= , les deux processus sont synchrones ; si 
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TS1 TS2ξ ξ≠ , ils sont asynchrones. Considérons arbitrairement que TS1 TS2ξ ξ≤ . Le profil d’énergie 
potentielle ( )V ξ  de la réaction est la somme de la contribution ( )1V ξ  due au processus 1 et de la 
contribution ( )2V ξ  due au processus 2, ce qui se traduit par : 
( ) ( ) ( )1 2V V Vξ ξ ξ= +  (6-12) 
On peut définir trois zones le long de la coordonnée de réaction. Avant TS1ξ  les processus 1 et 2 
sont chacun dans leur phase d’activation. Entre TS1ξ  et TS2ξ , le processus 1 est dans sa phase de 
relaxation tandis que le processus 2 est toujours dans sa phase d’activation. Après TS2ξ , les 
processus 1 et 2 sont dans leur phase de relaxation. En reprenant les mêmes notations que 
précédemment pour les différents paramètres intervenant dans l’expression de l’énergie potentielle 
de chaque processus, et en les indiçant par 1 ou 2 selon le processus auquel ils se rapportent, le 
profil d’énergie potentielle de l’étape est donné par : 
• pour TS1ξ ξ<  : 
( ) ( ) ( ) ( ) ( )
2 2
TS1 TS2
1 2 1 2
1 2
exp expV V R V R V V
ξ ξ ξ ξξ λ λ
≠ ≠
   
− −
= + + ∆ − + ∆ −   
   
   
 
(6-13) 
• pour TS1 TS2ξ ξ ξ< <  : 
( ) ( ) ( ) ( ) ( )
( )
2
TS1
1 2 1 1 1
1
1
1
2
TS2
2
2
exp
1
exp
V V R V R V V V
V
V
V
ξ ξξ
λ
ξ ξ
λ
° ≠ °
°
≠
≠
 
 
− 
= + + ∆ + ∆ − ∆ −
  ∆
−   ∆  
 
−
+∆ − 
 
 
 
(6-14) 
• pour TS2ξ ξ< : 
( ) ( ) ( ) ( ) ( )
( ) ( )
2
TS1
1 2 1 2 1 1
1
1
1
2
TS2
2 2
2
2
2
exp
1
exp
1
V V R V R V V V V
V
V
V V
V
V
ξ ξξ
λ
ξ ξ
λ
° ° ≠ °
°
≠
≠ °
°
≠
 
 
− 
= + + ∆ + ∆ + ∆ − ∆ −
  ∆
−   ∆  
 
 
− + ∆ − ∆ −
  ∆
−   ∆  
 
(6-15) 
Chapitre 6 – Etude Théorique des Mécanismes Concertés Asynchrones 
 
 - 201 - 
Quant à la force de réaction, elle est donnée par : 
• pour TS1ξ ξ<  : 
( ) ( ) ( ) ( ) ( )
2 2
TS1 TS21 2
TS1 TS2
1 1 2 2
2 exp 2 expV VF
ξ ξ ξ ξξ ξ ξ ξ ξλ λ λ λ
≠ ≠   
− −∆ ∆
= − − + − −   
   
   
 
 
(6-16) 
• pour TS1 TS2ξ ξ ξ< <  : 
( ) ( ) ( ) ( ) ( )
2 2
TS1 TS21 2
TS1 TS2
1 2 21
1
1
2 exp 2 exp
1
V VF
V
V
ξ ξ ξ ξξ ξ ξ ξ ξλ λ λλ
≠ ≠
°
≠
 
   
− −∆ ∆ 
= − − + − − 
    ∆  
−   ∆  
 
(6-17) 
• pour TS2ξ ξ<  : 
( ) ( ) ( ) ( ) ( )
2 2
TS1 TS21 2
TS1 TS2
1 21 2
1 2
1 2
2 exp 2 exp
1 1
V VF
V V
V V
ξ ξ ξ ξξ ξ ξ ξ ξλ λλ λ
≠ ≠
° °
≠ ≠
   
   
− −∆ ∆   
= − − + − −
      ∆ ∆
− −         ∆ ∆      
 
(6-18) 
Dans le cas de deux processus asynchrones, selon la valeur relative des différents paramètres, 
quatre types de profils peuvent être obtenus pour ( )V ξ , associés à quatre types de profils pour la 
force de réaction. Ils sont représentés sur la Figure 6-13. A gauche sont représentés les profils 
d’énergie potentielle, et à droite les profils de force de réaction associés. Les courbes rouges et 
bleues sont respectivement représentatives des processus 1 et 2. Quant aux courbes vertes, elles 
correspondent à la somme des processus 1 et 2. 
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Figure 6-13. Quelques exemples de profils d’énergie potentielle et de force de réaction obtenus 
par application du modèle décrit par les équations (6-13)-(6-15). Chaque profil d’énergie 
potentielle est associé au profil de force de réaction situé directement à sa droite. Les valeurs des 
paramètres utilisés pour l’obtention des différents profils sont indiquées dans chaque cas. Les 
profils rouges caractérisent le processus 1, les profils bleus le processus 2, et les profils verts, la 
somme des deux processus. 
 Les profils d’énergie potentielle ( ) ( ) ( )1 2V V Vξ ξ ξ= +  des Figures 6-13.a1, 6-13.a3 et 6-13.a4 
présentent un seul maximum le long de la coordonnée intrinsèque de réaction, situé entre TS1ξ  et 
TS2ξ . Ainsi, ces profils sont ceux d’une étape élémentaire mettant en jeu un mécanisme concerté. 
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Le maximum d’énergie potentielle, à une coordonnée qui sera notée TSξ , correspond donc à l’état 
de transition « apparent » de l’étape.  Les profils de force de réaction ( ) ( ) ( )1 2F F Fξ ξ ξ= +  des 
Figures 6-13.b1, 6-13.b3 et 6-13.b4 s’annulent donc une seule fois le long du chemin de réaction, à 
TSξ .  
Au contraire, le profil d’énergie potentielle ( ) ( ) ( )1 2V V Vξ ξ ξ= +  de la Figure 6-13.a2 présente 
deux maxima et correspond donc au profil de deux étapes élémentaires successives. Ainsi le profil 
de force de réaction ( ) ( ) ( )1 2F F Fξ ξ ξ= +  de la Figure 6-13.b2 s’annule deux fois. 
Les profils ( ) ( ) ( )1 2V V Vξ ξ ξ= +  et ( ) ( ) ( )1 2F F Fξ ξ ξ= +  des Figures 6-13.a1 et 6-13.b1 sont 
semblables aux profils d’énergie potentielle et de force de réaction considérés comme « universels » 
pour une étape élémentaire. En effet, le profil d’énergie potentielle présente un seul maximum le 
long de la coordonnée de réaction, et le profil de force de réaction 2 extrema : 1 minimum pendant 
la phase d’activation apparente et un maximum pendant la phase de relaxation apparente. 
Les profils ( ) ( ) ( )1 2V V Vξ ξ ξ= +  des Figures 6-13.a3 et 6-13.a4, bien que caractéristiques d’une 
étape élémentaire, présentent un épaulement, respectivement avant ou après l’état de transition 
apparent de l’étape. Les profils de force de réaction ( ) ( ) ( )1 2F F Fξ ξ ξ= +  associés, représentés 
sur les Figures 6-13.b3 et 6-13.b4 présentent donc non pas 2 mais 4 extrema : 2 minima et 2 
maxima. Ainsi, si au vu du nombre de fois où la force de réaction s’annule, les profils 
( ) ( ) ( )1 2F F Fξ ξ ξ= +  des Figures 6-13.b3 et 6-13.b4 ressemblent au profil 
( ) ( ) ( )1 2F F Fξ ξ ξ= +  de la Figure 6-13.b1 caractéristique d’une étape élémentaire, au vu du 
nombre d’extrema, ils ressemblent davantage au profil ( ) ( ) ( )1 2F F Fξ ξ ξ= +  de la Figure 6-
13.b2, caractéristique de deux étapes élémentaires successives.  
Dans les cas où la somme des deux processus conduit à une seule étape élémentaire, une partie de 
la relaxation du processus 1 compense une partie de l’activation nécessaire au processus 2. Il y a en 
effet tout un domaine, défini par TS1 TS2ξ ξ ξ≤ ≤ , où la force de réaction du processus 1 (rouge) est 
positive tandis que la force de réaction du processus 2 (bleu) est négative. L’étape est d’autant plus 
facile que le recouvrement du profil de force de réaction de chacun des deux processus dans cette 
zone est important. En effet, cela revient à minimiser le travail à fournir pour l’activation du 
mécanisme concerté. 
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6.2.3. Principes de réactivité dans le cas d’un mécanisme concerté 
asynchrone 
Dans le cas d’un processus primitif seul, en supposant que le Principe de Dureté Maximum est 
vérifié et donc que la dureté chimique passe par un minimum à l’état de transition, de coordonnée 
intrinsèque de réaction TSξ , par application d’une approximation harmonique au voisinage de 
TSξ , on peut donc écrire que : 
( ) ( )( ) ( )2TSVV V R Vξ ξ ξλ
≠
≠ ∆
≈ + ∆ − −  (6-19) 
et ( ) ( ) ( )2TS TS ; 0a aη ξ η ξ ξ ξ≈ + − >  (6-20) 
d’où : 
( ) ( ) ( ) ( )( )TSa aV V R VV V
λ λη ξ ξ η ξ ≠≠ ≠ ≈ − + + + ∆ ∆ ∆   (6-21) 
Ceci implique entre autre que : 
( ) ( )d dVa
d V d
η ξ ξλ
ξ ξ≠≈ − ∆  (6-22) 
En considérant maintenant le cas d’un mécanisme concerté composé de deux processus,  l’énergie 
potentielle et la dureté chimique peuvent être exprimées comme la somme des contributions de 
chacun des deux processus. 
( ) ( ) ( )1 2V V Vξ ξ ξ= +  (6-23) 
( ) ( ) ( )1 2η ξ η ξ η ξ= +  (6-24) 
En supposant que le Principe de Dureté Maximum soit vérifié pour chacun des deux processus 
primitifs,  au voisinage de TS1ξ  on a : 
( ) ( )1 11 1
1
d dVa
d V d
η ξ ξλ
ξ ξ≠≈ − ∆  (6-25) 
De façon analogue, au voisinage de TS2ξ  : 
( ) ( )2 22 2
2
d dVa
d V d
η ξ ξλ
ξ ξ≠≈ − ∆  (6-26) 
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Dans le cas d’un mécanisme concerté, on a TS1 TS2 TSξ ξ ξ≈ ≈  où TSξ  est la coordonnée de l’état de 
transition apparent de l’étape élémentaire. Au voisinage de ce dernier, on peut donc considérer 
que les expressions (6-25) et (6-26) sont valides. On a alors : 
( ) ( ) ( ) ( ) ( )1 2 1 21 1 2 2
1 2
d d d dV dVa a
d d d V d V d
η ξ η ξ η ξ ξ ξλ λ
ξ ξ ξ ξ ξ≠ ≠= + = − −∆ ∆  (6-27) 
( ) ( ) ( )1 21 1 2 2
1 2
0
d dV dVa a
d V d V d
η ξ ξ ξλ λ
ξ ξ ξ≠ ≠= ⇔ = −∆ ∆  (6-28) 
Dans le cas d’un mécanisme concerté parfaitement synchrone on a TS1 TS2 TSξ ξ ξ= = donc la 
relation (6-28) est vérifiée à l’état de transition apparent de l’étape élémentaire. 
Dans le cas plus général d’un mécanisme concerté asynchrone ( TS1 TS2 TSξ ξ ξ≠ ≠ ), compte-tenu du 
signe des différents paramètres intervenant dans (6-28), le minimum de dureté se situe 
nécessairement dans la phase de l’étape élémentaire pendant laquelle le processus 1 est dans sa 
phase de relaxation (
( )1 0dV
d
ξ
ξ ≤ ) alors que le processus 2 est toujours dans sa phase d’activation 
(
( )2 0dV
d
ξ
ξ ≥ ), i.e. pour TS1 TS2ξ ξ ξ≤ ≤ . Comme la position de l’état de transition apparent de 
l’étape élémentaire est donnée par (6-29), le minimum de dureté coïncide avec l’état de transition 
apparent à la condition (6-30). 
( ) ( ) ( )1 20dV dV dV
d d d
ξ ξ ξ
ξ ξ ξ= ⇔ = −  (6-29) 
1 1 2 2
1 2
a a
V V
λ λ
≠ ≠=∆ ∆
 (6-30) 
Cette condition est bien sûr vérifiée dans le cas de deux processus identiques, comme par exemple 
deux transferts de protons asynchrones, mais il n’y a aucune raison théorique pour qu’elle le soit 
dans un cas plus général. 
Ainsi, dans l’hypothèse où le Principe de Dureté Maximum est un principe de réactivité valide 
pour des processus primitifs, le modèle qui vient d’être décrit pour tenir compte de 
l’asynchronicité des différents processus composant un mécanisme concerté permet de rendre 
compte du décalage entre état de transition et minimum du profil de dureté.  
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Le même type de raisonnement peut être appliqué à l’étude du Principe d’Electrophilie Minimum. 
Si ce principe est vérifié pour un processus primitif, il n’y a a priori aucune raison qu’il le soit pour 
une étape mettant en jeu un mécanisme concerté, à moins que les processus primitifs composant 
l’étape soient identiques. 
Par conséquent, l’absence de coïncidence entre le maximum du profil d’énergie potentielle et le 
minimum du profil de dureté peut être vue comme un indicateur de l’implication d’un mécanisme 
concerté asynchrone. 
Dans le cas d’une étape élémentaire, un profil d’énergie potentielle semblable à celui de la Figure 
6-13a3 ou à celui de la Figure 6-13a4 et un profil de force de réaction associé semblable à celui de 
la Figure 6-13b3 ou à celui de la Figure 6-13b4 est l’indice que l’étape met en jeu un mécanisme 
concerté asynchrone. Cependant, l’enchaînement des différents processus d’un mécanisme de ce 
type peut être tel que les profils d’énergie potentielle et de force de réaction de l’étape sont 
semblables aux profils universels. Dans ce cas, l’absence de coïncidence entre l’état de transition et 
le minimum du profil de dureté est un autre indice de l’implication d’un mécanisme concerté 
asynchrone.  
6.3. Application à l’étape cinétiquement déterminante de la 
réaction de désamination hydrolytique de la cytosine à pH neutre 
Si l’on s’en réfère à ce qui précède, compte-tenu des profils d’énergie potentielle et de force de 
réaction de l’étape élémentaire R-TS1-IR1 (Figures 6-2.a et 6-2.c), qui sont très semblables aux 
profils des Figures 6-13a3 et 6-13b3, il apparaît que l’étape met en jeu un mécanisme concerté 
asynchrone. C’est un point que l’évolution des distances et populations électroniques au cours de 
l’étape permettait déjà de présager.  
La question est alors de savoir combien de processus primitifs composent cette étape élémentaire. 
D’après les profils d’énergie potentielle et de force de réaction de l’étape, il apparaît évident que 
chacun d’entre eux peut être décomposé comme la somme de deux profils universels. Cependant, 
il a été vu que la somme de deux profils universels pouvait également apparaître comme un profil 
universel (Figures 6-13a1 et 6-13b1). L’étape R-TS1-IR1 peut donc tout autant être vue comme la 
somme de 3 processus primitifs voire plus.  
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6.3.1. Une méthode pour identifier le nombre de processus primitifs d’un 
mécanisme concerté asynchrone 
On peut supposer que les divers processus primitifs composant une étape élémentaire sont 
sensibles au nombre d’électrons du système. Un processus peut être facilité ou défavorisé quand le 
nombre d’électrons dans le système augmente ou diminue. Si les processus primitifs mis en jeu 
sont différents, l’évolution de leur barrière d’activation avec le nombre d’électrons du système doit 
être différente. Ainsi, on peut imaginer que les profils d’énergie potentielle à N+1 et N-1 électrons 
puissent permettre de dissocier deux processus qui apparaissent comme un seul lorsque le système 
possède N électrons. 
La Figure 6-14 présente le profil d’énergie potentielle de l’étape élémentaire R-TS1-IR1 dans le cas 
d’un système moléculaire à N, N+1 ou N-1 électrons, où N est le nombre d’électrons dans le 
système à l’état neutre. Le profil à N électrons est le résultat d’un calcul IRC. Quant aux profils à 
N-1 et N+1 électrons, ils ont été obtenus en modifiant le nombre d’électrons dans le système et en 
calculant l’énergie potentielle associée aux géométries données par le calcul IRC à N électrons. 
 
Figure 6-14. Profil d’énergie potentielle associée à l’étape cinétiquement déterminante du 
mécanisme proposé pour la réaction de désamination spontanée de la cytosine en milieu neutre, 
lorsque le système possède un nombre N, N-1 ou N+1 d’électrons, où N est le nombre d’électrons 
du système. 
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Alors que le profil à N électrons présente un seul maximum d’énergie potentielle ( R-TS1-IR1 0ξ = ), le 
profil à N+1 électrons en présente 2 ( R-TS1-IR1 2,0ξ = −  et R-TS1-IR1 1,2ξ = + ) et le profil à N-1 
électrons 3 ( R-TS1-IR1 1,7ξ = − , R-TS1-IR1 0, 2ξ = −  et R-TS1-IR1 0,7ξ = + ). Ceci semble indiquer que 
l’étape élémentaire se compose d’au moins 3 processus primitifs. Ceci est cohérent avec ce qui se 
passe au cours de cette étape où ont lieu 2 transferts de protons et la formation d’une liaison C-O. 
On remarquera que le maximum d’énergie potentielle du profil à N électrons a une coordonnée de 
réaction très voisine du second maximum d’énergie potentielle du profil à N-1 électrons. De 
même, le premier et le troisième maximum du profil à N-1 électrons sont respectivement voisins 
du premier et du deuxième maximum du profil à N+1 électrons. Il semble donc que chacun des 
trois profils d’énergie potentielle puisse être décomposé comme la somme de trois profils de 
processus primitifs dont les positions des états de transition seraient inchangées lorsque le nombre 
d’électrons dans le système est modifié. Les positions probables pour ces trois états de transition 
sont indiquées sur la Figure 6-14 par les rectangles en pointillés colorés (rouge pour le processus 1, 
bleu processus 2 et vert pour le processus 3). Ainsi, l’état de transition du processus 1 doit se situer 
au voisinage de R-TS1-IR1 1,75ξ = − , celui du processus 2 autour de R-TS1-IR1 0,15ξ = − , et celui du 
processus 3 autour de R-TS1-IR1 1,20ξ = + . Les géométries correspondantes sont données sur la 
Figure 6-15. 
Compte-tenu des différentes distances mises en jeu, à R-TS1-IR1 1,75ξ = − , le transfert de H7a de O7 
vers N3 est en cours tandis que celui de H8a de O8 vers O7 est à peine commencé, de même que la 
création de la liaison C4-O8. Il apparaît donc que le processus 1 doit correspondre au transfert 
d’H7a de O7 vers N3. A R-TS1-IR1 0,15ξ = − , le transfert de H7a de O7 vers N3 est presque terminé, 
celui de H8a de O8 vers O7 est en cours et la création de la liaison C4-O8 commence à peine. Le 
processus 2 correspond donc au transfert de H8a de O8 vers O7. Enfin, à R-TS1-IR1 1,20ξ = + , le 
transfert de H8a de O8 vers O7 est presque terminé et la liaison C4-O8 est en train de se former.  
Le processus 3 est donc associé à la formation de la liaison C4-O8. 
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Figure 6-15. Géométries des points du profil d’énergie potentielle de l’étape R-TS1-IR1 de 
coordonnées intrinsèques de réaction -1,75, -0,15 et +1,20. Les distances sont données en Å. 
6.3.2. Identification des processus correspondant à une attaque électrophile 
ou nucléophile 
Si le nombre d’états de transition visibles sur les profils d’énergie potentielle de la Figure 6-14 
change en fonction du nombre d’électrons, c’est principalement parce que les barrières 
d’activation associées à chacun des trois processus sont affectées par le nombre d’électrons du 
système. 
Ainsi, il semble qu’en ce qui concerne le processus 1, la barrière d’énergie soit d’autant plus faible 
que le nombre d’électrons augmente. Or ce premier processus correspond au transfert d’un proton 
d’une molécule d’eau vers l’azote N3 de la cytosine, ce qui conduit à la formation d’une cytosine 
protonée en interaction avec un anion hydroxyle. La protonation en N3 revient à augmenter 
l’espace disponible pour la délocalisation des électrons de la cytosine, augmentant l’attraction 
entre noyaux et électrons et diminuant la répulsion entre les électrons. Par conséquent, ce 
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processus est d’autant plus favorable que la répulsion électronique est grande, i.e. que le nombre 
d’électrons dans le système est grand. 
Au contraire, il semble que le processus 3 soit d’autant plus difficile que le nombre d’électrons 
dans le système augmente. Or ce processus correspond à l’addition d’un anion hydroxyle en C4 de 
la cytosine protonée. Cette réaction est d’autant plus favorable que la cytosine est chargée 
positivement, et d’autant plus défavorable qu’elle est chargée négativement. Ceci est cohérent avec 
l’évolution de la barrière avec le nombre d’électrons. 
Quant au processus 2, il est difficile de déduire des profils d’énergie potentielle l’influence du 
nombre d’électrons sur la barrière. 
Dans une certaine mesure, l’étude de l’évolution du profil d’énergie potentielle d’une étape 
élémentaire en fonction du nombre d’électrons du système permet donc de déterminer si l’attaque 
subie par le substrat est de nature électrophile ou nucléophile. En effet, une énergie d’activation 
d’autant plus basse que le nombre d’électrons augmente indique qu’il s’agit d’une attaque 
électrophile. Au contraire, une énergie d’activation d’autant plus grande que le nombre d’électrons 
diminue indique qu’il s’agit d’une attaque nucléophile. Bien entendu, ce raisonnement n’est 
valable qu’à la condition que l’électron en plus ou en moins soit localisé sur le substrat. 
6.3.3. Conséquences quant au Principes de Dureté Maximum et 
d’Electrophilie Minimum 
D’après ce qui précède, il semble que dans le cas de l’étape élémentaire R-TS1-IR1, pour chacun 
des processus simples composant l’étape, la position de l’état de transition associé soit invariante 
avec le nombre d’électrons du système.  
Supposons que cela puisse être généralisé à tous les processus primitifs.  Cela se traduit par : 
( ) ( ) ( )TS TS TS
N N-1 N+1
0V V Vξ ξ ξξ ξ ξ
     ∂ ∂ ∂
= = =     ∂ ∂ ∂     
 (6-31) 
que l’on peut aussi écrire : 
( ) ( ) ( )N TS N-1 TS N+1 TS 0F F Fξ ξ ξ= = =  (6-32) 
Il a pu être montré que ceci implique que les profils de potentiel chimique et de dureté chimique 
passent tous les deux par un extremum à l’état de transition du processus.7,8 En effet, par  
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application de l’approximation des différences finies, les dérivées première et seconde de la force 
de réaction par rapport au nombre d’électrons s’annulent à l’état de transition : 
( ) ( ) ( )N+1 N-11 02TS TS TS
F F F
N
ξ ξ ξ∂ ≈ − =  ∂  (6-33) 
( ) ( ) ( ) ( )
2
N+1 N N-12
1 2 0
2TS TS TS TS
F F F F
N
ξ ξ ξ ξ∂ ≈ − + =  ∂  (6-34) 
Or par application du théorème de Schwartz, la dérivée première de la force de réaction par 
rapport au nombre d’électrons, à coordonnée de réaction constante est égale à la dérivée première 
du potentiel chimique par rapport à la coordonnée intrinsèque de réaction à nombre d’électrons 
constant : 
N
F
N ξ
µ
ξ
 ∂ ∂ 
=   ∂ ∂   
 (6-35) 
De la même façon : 
2
2
N
F
N ξ
η
ξ
   ∂ ∂
=   ∂ ∂  
 (6-36) 
On en déduit alors que les profils de potentiel chimique et de dureté chimique présentent tous les 
deux un extremum au niveau de l’état de transition : 
( )
N
0TS
µ ξξ
 ∂
= ∂ 
 (6-37) 
( )
N
0TS
η ξξ
 ∂
= ∂ 
 (6-38) 
Par définition de l’indice global d’électrophilie :9 
2
2
µ
ω
η
=  (4-106) 
une conséquence directe en est que ce dernier passe lui aussi par un extremum à l’état de 
transition. En effet :8 
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2
2
N N N2
ω µ µ µ η
ξ η ξ η ξ
     ∂ ∂ ∂
= −     ∂ ∂ ∂     
 
(6-39) 
 
D’où : 
( )TS
N
0ω ξξ
 ∂
= ∂ 
 (6-40) 
Par conséquent, si pour un processus simple, la position de l’état de transition est indépendante du 
nombre d’électrons dans le système, comme semble le suggérer la Figure 6-14, alors pour ce 
processus simple le Principe de Dureté Maximum et le Principe d’Electrophilie Minimum sont 
respectés. Si tel est le cas, d’après ce qui a été vu dans la section 8.2, alors il n’y a aucune raison 
pour que ces deux principes de réactivité soient respectés dans le cas d’un mécanisme concerté 
asynchrone. 
Conclusion 
Dans ce chapitre, les mécanismes concertés asynchrones ont été étudiés à travers l’exemple 
particulier de l’étape cinétiquement déterminante du mécanisme proposé pour la réaction de 
désamination de la cytosine à pH neutre. Cette dernière est caractérisée par des profils d’énergie 
potentielle, de force de réaction, de dureté chimique et d’indice global d’électrophilie particuliers. 
En effet, le profil d’énergie potentielle présente un épaulement avant l’état de transition, ce qui se 
caractérise par un profil de force à 4 extrema. De plus, l’état de transition, le minimum du profil de 
dureté et le maximum du profil de l’indice global d’électrophilie sont décalés.  Ces différents 
points ont pu être rationalisés à partir d’un modèle pour le profil d’énergie potentielle d’un 
processus primitif. Un certain nombre de conclusions peuvent être faites : 
• Un profil de force de réaction différent du profil universel à 2 extrema est un indice de 
l’implication d’un mécanisme concerté asynchrone. 
• Une absence de coïncidence entre état de transition, minimum de dureté et maximum 
d’indice global d’électrophilie est également un indice de l’implication d’un mécanisme 
concerté asynchrone. 
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• L’étude du profil d’énergie potentielle d’un mécanisme concerté en fonction du nombre 
d’électrons du système peut permettre de déterminer le nombre de processus primitifs mis 
en jeu dans le mécanisme concerté. 
• L’étude du profil d’énergie potentielle d’un mécanisme concerté peut renseigner sur le 
caractère nucléophile ou électrophile de l’attaque mise en jeu dans chacun des processus 
primitifs composant le mécanisme concerté. 
• Dans le cas particulier du mécanisme concerté étudié, il semble que la position de l’état de 
transition de chacun des processus primitifs composant l’étape élémentaire soit 
indépendante du nombre d’électrons du système, ce qui implique que le principe de dureté 
maximum et le principe d’électrophilie minimum sont respectés pour chacun des processus 
primitifs. 
• Le respect des principes de dureté maximum et d’électrophilie minimum pour les 
processus primitifs implique leur non respect dans le cas de mécanismes concertés 
asynchrones, où l’état de transition global n’est qu’un état de transition apparent qui n’a 
pas le même sens physique que l’état de transition d’un processus primitif. 
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Troisième partie : 
Etude de la formation de lésions tandem 
impliquant une base purique : un nouveau 
succès du descripteur dual
   
Chapitre 7   
Différence de réactivité des bases puriques 
vis-à-vis de la formation de lésions tandem 
induites par des radicaux libres  
Introduction 
Lorsque l’ADN est soumis à un rayonnement ionisant, de type X ou γ, l’eau environnante subit une 
réaction de radiolyse. Ceci produit des espèces radicalaires très réactives susceptibles d’attaquer 
l’ADN. Lorsqu’un seul évènement radicalaire lèse l’ADN en deux sites voisins, on parle de lésions 
tandem.1,2  On distingue généralement celles qui se produisent en milieu aérobie et conduisent 
notamment à la formation de 8-oxo-7,8-dihydro-2’-désoxyguanosine, et celles qui se produisent en 
milieu anaérobie. Dans cette dernière catégorie, une liaison covalente se forme, soit entre le sucre 
et la base d’un même nucléotide, soit entre deux bases adjacentes d’un même brin d’ADN.  
Que ce soit en milieu aérobie ou anaérobie, la guanine semble plus facilement altérée que 
l’adénine.1,3,4,5,6  
Les études expérimentales qui ont été menées concernant les mécanismes de formation des lésions 
tandem impliquant une base purique permettent de distinguer deux grands types de mécanismes 
mis en jeu. En effet, dans certains cas de lésions tandem,  après qu’un premier nucléotide ait été 
endommagé par action d’un radical issu de la radiolyse de l’eau, une base purique de l’entourage 
proche lui cède 1 électron. Le radical cation de la base purique ainsi formé, très réactif, est alors à 
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son tour susceptible d’être la cible d’attaques radicalaires.1,7,8,9 Ce premier type de mécanisme est 
schématisé sur la Figure 7-1.  
 
Figure 7-1. Schéma réactionnel de formation d’une lésion tandem impliquant un transfert 
intramoléculaire d’électron. 
Dans d’autres cas de lésions tandem, le premier nucléotide endommagé par un radical issu de la 
radiolyse de l’eau attaque une base purique adjacente au niveau de son carbone C8 (ou C4), ce qui 
conduit à la formation d’une liaison covalente entre les deux portions d’ADN, liaison qui selon les 
cas, peut subsister10,11,12,13 ou être rompue.14 Ce type de mécanisme est schématisé sur la Figure 7-2.  
Selon le premier type de mécanisme, impliquant un transfert intramoléculaire d’électron de la base 
purique vers une espèce radicalaire voisine, la différence de réactivité entre guanine et adénine 
peut s’expliquer par le fait que la guanine a un potentiel d’oxydoréduction plus bas que celui de 
l’adénine.15 Ainsi il lui est thermodynamiquement plus favorable qu’à l’adénine de céder un 
électron à un oxydant voisin. 
L’objet de ce chapitre est de proposer une explication à la différence de réactivité entre guanine et 
adénine lors de la formation de lésions tandem mettant en jeu le deuxième type de mécanisme, i.e 
une addition radicalaire en C8 (ou en C4) de la guanine.  
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Figure 7-2. Schéma réactionnel de formation d’une lésion tandem impliquant une addition 
radicalaire en C8 d’une base purique. 
7.1. Démarche 
La différence de réactivité entre guanine et adénine vis-à-vis de la formation de lésions tandem a 
été étudiée de façon quantitative dans deux cas particuliers : la formation anaérobie d’une liaison 
covalente entre le carbone C5’ du 2’-désoxy-D-ribose et le carbone C8 de la base purique d’un 
même nucléotide4,5,16,17 et la formation dans les mêmes conditions d’une liaison covalente entre le 
carbone du groupement méthyle d’une thymine et le carbone C8 d’une base purique adjacente.3 
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Ces lésions sont respectivement schématisées sur les Figures 7-3.a et 7-3.b qui indiquent également 
les abréviations utilisées pour les nommer.  
 
 
Figure 7-3. Structures de lésions tandem impliquant une base purique et formées en milieu 
anaérobie suite à une exposition à un rayonnement ionisant. Pour les lésions représentées sur la 
Figure 7-3.a, une liaison covalente s’est formée entre le sucre et la base du même nucléotide alors 
que pour les lésions représentées sur la Figure 7-3.b une liaison covalente s’est formée entre deux 
bases adjacentes sur le même brin d’ADN. 
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Dans le Tableau 7-1 sont reportés les taux de formations in vitro de ces différentes lésions.  
Tableau 7-1. Taux de formation mesurés expérimentalement pour les lésions tandem R-cdG, S-
cdG, R-cdA, S-cdA, G^T, T^G, A^T et T^A dans l’ADN soumis à un rayonnement ionisant en 
milieu anaérobie. Les taux de formation sont exprimés en nombre de lésions.Gy-1.(106 bases 
normales)-1. (a: Chromatographie Liquide couplée à de la Spectrométrie de Masse par Dilution 
d’Isotope ; b : Chromatographie Liquide Haute Performance couplée à de la Spectrométrie de 
Masse en mode tandem). 
Lésion Taux de Formation Conditions Méthode Référence 
R-cdG 0,85 
S-cdG 2,66 
ADN de thymus de veau 
solution aqueuse saturée en N2O 
irradiation γ : 
- source : 60Co 
- dose : 0-40 Gy 
- taux : 30 Gy/min 
LC/IDMSa 17 
R-cdA 
S-cdA 
0,65 
ADN de thymus de veau 
solution aqueuse saturée en N2O 
irradiation γ : 
- source : 60Co 
- dose : 0-80 Gy 
- taux : 35 Gy/min 
LC/IDMSa 16 
G^T 0,66 
T^G 0,26 
A^T 0,14 
T^A 0,03 
ADN de thymus de veau 
solution aqueuse saturée en N2 
irradiation γ : 
- source : 60Co 
- dose : 0-300 Gy 
- taux : 18 Gy/min 
HPLC-MS/MSb 3 
D’après ce tableau, pour chacun des deux types de lésions tandem, on observe en moyenne dans 
l’ADN 5 fois plus de lésions impliquant une guanine qu’une adénine.  
Il est largement admis que le mécanisme réactionnel de formation de ces deux types de lésions 
tandem implique une addition radicalaire en C8 de la base purique.3,13 Cette idée est soutenue par 
des études théoriques.18,19 Les Figures 7-4 et 7-5 présentent les mécanismes réactionnels étudiés par 
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DFT pour la formation des lésions S-cdG et S-cdA, ainsi que pour la formation des lésions A^T et 
T^A.  
 
Figure 7-4. Chemins réactionnels étudiés au niveau B3LYP/6-311++G(d,p) pour la formation 
des lésions S-cdG et S-cdA.18 
Dans les deux cas, un radical HO• issu de la radiolyse de l’eau arrache un atome d’hydrogène H•, 
soit au niveau du carbone C5’ d’un sucre soit au niveau du groupement méthyle d’une thymine. 
Ceci produit un radical RR’CH•  ou RCH2• qui est le point de départ des mécanismes étudiés: R_S-
cG, R_S-cA sur la Figure 7-4 et  R_TA et R_AT sur la Figure 7-5.  
Dans le cas de l’étude de la formation de la lésion S-cdG / S-cdA (Figure 7-4), il est proposé qu’une 
addition radicalaire ait lieu en C8 de la guanine / adénine à partir de R_S-cG / R_S-cA via l’état de 
transition TS1_S-cG / TS1_S-cA, ce qui conduit à la formation de l’intermédiaire radicalaire 
IR1_S-cG / IR1_S-cA où une liaison covalente s’est formée entre le carbone C5’ du sucre et le 
carbone C8 de la guanine / adénine. L’oxydation de ce radical n’a pas été étudiée.  
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Figure 7-5. Chemins réactionnels étudiés par DFT au niveau B3LYP/6-31G(d,p) pour la 
formation des lésions A^T et T^A.19  
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Dans le cas de l’étude de la formation des lésions A^T et T^A (Figure 7-5), il est proposé qu’une 
addition radicalaire ait lieu en C8 de l’adénine à partir de R_AT et R_TA via les états de transition 
TS1_AT et TS1_TA, ce qui conduit à la formation des intermédiaires radicalaires IR1_AT et 
IR1_TA qui présentent une liaison covalente entre le carbone CT du groupement méthyle de la 
thymine et le carbone C8 de la guanine. Dans le cas de la formation de la lésion A^T, la liaison C8-
H8 de IR1_AT est alors rompue de façon homolytique via l’état de transition TS2_AT, ce qui 
conduit directement à la lésion A^T. Dans le cas de la formation de la lésion T^A, l’atome 
d’hydrogène H8 porté par le carbone C8 de IR1_AT est d’abord transféré sur le carbone C5 de la 
thymine via l’état de transition TS2_TA pour former le radical IR2_TA. A partir de ce dernier, la 
rupture homolytique de la liaison C5-H8 nouvellement formée via l’état de transition TS3a_TA 
conduit à  la lésion T^A. Alternativement, la rupture homolytique de la liaison C5-CT via l’état de 
transition TS3b_TA conduit au radical P2_TA. Il est proposé que la formation de P2_TA en 
compétition directe avec la formation de T^A soit à l’origine des taux de formation différents des 
lésions A^T et T^A (Tableau 7-1). 
Les enthalpies libres des points stationnaires impliqués dans ces mécanismes réactionnels sont 
regroupées dans les Tableaux 7-2 et 7-3. 
Tableau 7-2. Enthalpies libres relatives dans le vide ( 1Gε =∆ ) des points stationnaires des 
mécanismes R_S-cGIR1_S-cG et R_S-cAIR1_S-cA calculées au niveau B3LYP/6-311++G(d,p) 
à T=298K et P=1atm. Les valeurs sont exprimées en kJ/mol. 
Système 1Gε =∆  Système 1Gε =∆  
R_S-cG 0,0 R_S-cA 0,0 
TS1_S-cG 48,5 TS1_S-cA 62,3 
IR1_S-cG -33,0 IR1_S-cA -19,6 
D’après les valeurs reportées dans le Tableau 7-2, dans le cas de la formation des 8,5’cyclopurine-
2’-desoxynucleosides dans le vide, l’addition radicalaire en C8 de la base purique est cinétiquement 
et thermodynamiquement plus favorable dans le cas de la guanine que dans celui de l’adénine avec 
une enthalpie libre d’activation 13,8 kJ/mol moins élevée et une enthalpie libre de réaction 13,4 
kJ/mol plus négative dans le cas de la guanine. Ceci va dans le sens d’une guanine plus réactive 
qu’une adénine vis-à-vis de la formation de lésions tandem. Cependant dans cette étude, le départ 
de l’atome d’hydrogène H• porté par les carbones C5’ des radicaux IR1_S-cG et IR1_S-cA n’a pas 
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été étudié et il n’est donc pas possible de conclure quant à l’influence de la nature de la base 
purique sur cette étape. 
Tableau 7-3. Enthalpies libres relatives dans le vide ( 1Gε =∆ ) des points stationnaires des 
mécanismes R_ATA^T+H•, R_TAT^A+H• et R_TAP2_TA calculées au niveau B3LYP/6-
31G(d,p) à T=298K et P=1atm. Les valeurs sont exprimées en kJ/mol. 
Système 1Gε =∆  Système 1Gε =∆  
R_AT 0,0 R_TA 0,0 
TS1_AT 184,8 TS1_TA 173,9 
IR1_AT 44,3 IR1_TA 52,7 
TS2_AT 197,7 TS2_TA 208,2 
A^T+H• 161,8 IR2_TA 56,0 
TS3a_TA 139,6 
T^A+H• 102,8 
TS3b_TA 120,4 
 
P2_TA 3,3 
Au contraire, l’étude théorique à laquelle se rapportent les valeurs du Tableau 7-3,19 s’est intéressée 
au départ de l’atome d’hydrogène porté par le carbone C8 de la base purique après l’addition 
radicalaire, mais n’a pas étudiée l’influence de la nature de la base purique. Bien que les bases 
utilisées pour la modélisation ne soient pas les mêmes, on remarquera que dans le cas de la 
formation des lésions A^T et T^A l’addition radicalaire en C8 de l’adénine apparaît bien plus 
difficile que dans le cas de la formation de la lésion S_cdA. En effet, les étapes R_ATIR1_AT et 
R_TAIR1_TA sont respectivement associées à une enthalpie libre de réaction dans le vide de 
184,8 kJ/mol et 173,9 kJ/mol. Ceci est peut-être un élément contribuant à la plus grande 
occurrence des lésions R_cdA et S_cdA par rapport aux lésions T^A et A^T dans l’ADN. 
Afin d’une part de vérifier si l’addition d’un radical autre que celui provenant d’un atome 
d’hydrogène manquant en C5’ d’un sucre est plus facile en C8 d’une guanine qu’en C8 d’une 
adénine, et d’autre part de connaître l’influence de la nature de la base purique sur le départ de 
l’hydrogène porté par le carbone C8, nous avons choisi d’étudier les mécanismes réactionnels de 
formation des lésions G^T et T^G. 
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7.2. Etude théorique de la formation des lésions tandem G^T et 
T^G 
7.2.1. Schéma réactionnel 
Nous avons choisi d’étudier les mêmes mécanismes réactionnels pour la formation des lésions G^T 
et T^G que ceux étudiés précédemment par Xerri et al.19 pour la formation des lésions A^T et T^A. 
Ils sont représentés sur la Figure 7-6 avec les notations utilisées pour nommer les différents points 
stationnaires impliqués.  
Ainsi, les points de départ respectifs des deux mécanismes considérés sont les radicaux R_GT et 
R_TG, résultant de l’arrachement d’un atome d’hydrogène du groupement méthyle de la thymine 
des dinucléosides monophosphates 5’-GT-3’ et 5’-TG-3’ par un radical hydroxyle issu de la 
radiolyse de l’eau. Ces deux radicaux subissent alors une addition radicalaire intramoléculaire du 
carbone CT du groupement méthyle de la thymine au niveau du carbone C8 de la guanine 
adjacente. Il en résulte les deux intermédiaires réactionnels radicalaires IR1_GT et IR1_TG dans 
lesquels les carbones CT de la thymine et C8 de la guanine sont liés de façon covalente. Leur 
formation est associée aux états de transition respectifs TS1_GT et TS1_TG. L’atome d’hydrogène 
porté par le carbone C8 du dérivé de la guanine est ensuite éliminé. Cela se fait en une seule étape 
élémentaire à partir d’IR1_GT et en deux étapes à partir d’IR1_TG. En effet, la rupture 
homolytique de la liaison C8-H8 du dérivé guanine d’IR1_GT via l’état de transition TS2_GT 
conduit directement à la lésion tandem G^T. Dans le cas de l’intermédiaire IR1_TG, la position de 
l’atome d’hydrogène H8 lié au carbone C8 du dérivé de la guanine est telle qu’il est d’abord 
transféré sur le carbone C5 du dérivé thymine pour former le radical IR2_TG via l’état de 
transition TS2_TG avant que la liaison C5-H8 du dérivé thymine d’IR2_TG ne soit rompue de 
façon homolytique via l’état de transition TS3a_TG pour former la lésion T^G. 
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Figure 7-6. Chemins réactionnels étudiés en DFT au niveau B3LYP/6-31G(d,p) pour la 
formation des lésions G^T et T^G. 
7.2.2. Méthode de modélisation  
Afin d’obtenir des résultats comparables à ceux de l’étude de Xerri et al.,19 nous avons utilisé les 
mêmes méthodes de chimie quantique. Ainsi, tous les points stationnaires ont été optimisés par 
DFT au niveau B3LYP/6-31G(d,p) à l’aide du logiciel Gaussian 03.20 Une analyse vibrationnelle a 
permis de vérifier qu’il s’agissait bien selon les cas soit de systèmes moléculaires stables, soit d’états 
de transition. L’influence d’un solvant sur les énergies mises en jeu n’a pas été étudiée car l’étude 
Chapitre 7 – Lésions Tandem Induites par des Radicaux Libres 
 - 230 - 
menée par Xerri et al.19 a montré que la solvatation ne modifiait que peu les valeurs des énergies 
mises en jeu sans modifier les allures générales. 
7.2.3. Evolution de l’énergie, de la géométrie et de la densité de spin 
Les géométries obtenues pour les points stationnaires impliqués dans le mécanisme de formation 
de la lésion G^T sont présentées sur la Figure 7-7. Celles des points impliqués dans le mécanisme 
de formation de la lésion T^G sont quant à elles présentées sur la Figure 7-8.21 
 
Figure 7-7. Géométries optimisées au niveau B3LYP/6-31G(d,p) pour les points stationnaires 
du mécanisme étudié pour la formation de la lésion tandem G^T. 
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Figure 7-8. Géométries optimisées au niveau B3LYP/6-31G(d,p) pour les points stationnaires 
du mécanisme étudié pour la formation de la lésion tandem T^G. 
Afin de caractériser les différentes espèces radicalaires mises en jeu dans les mécanismes 
réactionnels étudiés pour la formation des lésions G^T et T^G, la densité de spin portée par les 
atomes de chaque point stationnaire a été évaluée par une analyse de population de Mulliken. Les 
valeurs obtenues sont reportées dans les Tableaux 7-3 et 7-4 respectivement.   
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Tableau 7-3. Densités de spin atomiques selon une analyse de population de Mulliken pour les 
points stationnaires impliqués dans la formation de la lésion G^T. 
 R_GT TS1_GT IR1_GT TS2_GT 
N1 0,04 0,03 0,00 -0,00 
C2 0,02 0,01 0,00 0,00 
O2 0,06 0,03 0,00 0,00 
N3 -0,01 -0,01 -0,00 0,00 
C4 0,02 0,01 0,00 -0,00 
O4 -0,02 -0,01 0,00 0,00 
C5 -0,22 -0,13 -0,00 0,01 
CT 0,72 0,50 0,04 0,00 
Résidu 
Thymine 
C6 0,48 0,24 0,01 -0,00 
N1 0,00 -0,01 -0,03 -0,00 
C2 -0,00 0,05 0,11 0,01 
N2 0,00 0,02 0,04 0,01 
N3 0,00 -0,02 -0,05 -0,01 
C4 -0,00 0,09 0,20 0,03 
C5 0,00 -0,02 -0,06 -0,01 
C6 -0,00 0,02 0,04 0,00 
O6 0,00 0,04 0,09 0,01 
N7 -0,00 0,29 0,53 0,09 
C8 0,00 -0,14 -0,04 -0,04 
N9 -0,00 0,04 0,07 -0,00 
Résidu 
Guanine 
H8 0,00 0,02 0,04 0,87 
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Tableau 7-4. Densités de spin atomiques selon une analyse de population de Mulliken pour les 
points stationnaires impliqués dans la formation de la lésion T^G. 
 R_TG TS1_TG IR1_TG TS2_TG IR2_TG TS3a_TG 
N1 0,03 0,02 0,00 0,00 0,02 0,03 
C2 0,02 0,01 0,00 0,00 0,03 0,00 
O2 0,05 0,03 0,00 0,00 0,08 0,02 
N3 -0,01 -0,01 -0,00 0,00 -0,00 -0,00 
C4 0,02 0,01 -0,00 0,00 0,02 0,01 
O4 -0,02 -0,01 0,00 -0,00 0,01 -0,02 
C5 -0,22 -0,12 -0,00 -0,00 -0,07 -0,09 
CT 0,71 0,47 0,04 0,01 0,00 0,01 
Résidu 
Thymine 
C6 0,50 0,26 0,01 0,03 0,87 0,23 
N1 -0,00 -0,01 -0,03 -0,01 0,00 0,00 
C2 0,00 0,05 0,10 0,03 -0,00 0,00 
N2 0,00 0,02 0,03 0,01 -0,00 0,00 
N3 -0,00 -0,02 -0,04 -0,01 0,00 -0,00 
C4 0,00 0,08 0,16 0,06 -0,00 0,00 
C5 -0,00 -0,01 -0,03 -0,03 0,00 -0,00 
C6 0,00 0,02 0,05 0,01 -0,00 -0,00 
O6 0,00 0,05 0,10 0,02 0,00 0,00 
N7 0,00 0,27 0,51 0,22 0,00 0,00 
C8 0,00 -0,13 -0,05 -0,10 -0,00 0,00 
N9 -0,00 0,05 0,09 0,00 0,00 -0,00 
Résidu 
Guanine 
H8 0,00 0,02 -0,00 0,73 0,06 0,81 
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Les enthalpies libres correspondantes sont quant à elles reportées dans le Tableau 7-5 qui rappelle 
également les valeurs obtenues par Xerri et al.19 dans le cas de la formation des lésions A^T et T^A 
pour faciliter la comparaison. La Figure 7-9 présente ces résultats sous forme graphique. 
Tableau 7-5. Enthalpies libres relatives dans le vide ( 1Gε =∆ ) des points stationnaires des 
mécanismes R_GTG^T+H•, R_TGT^G+H•, R_ATA^T+H•, R_TAT^A+H• calculées au 
niveau B3LYP/6-31G(d,p) à T=298K et P=1atm. Les valeurs sont exprimées en kJ/mol. 
Système 1Gε =∆  Système 1Gε =∆  
R_GT 0,0 R_AT 0,0 
TS1_GT 99,5 TS1_AT 184,8 
IR1_GT 30,9 IR1_AT 44,3 
TS2_GT 199,4 TS2_AT 197,7 
G^T+H• 167,2 A^T+H• 161,8 
 
R_TG 0,0 R_TA 0,0 
TS1_TG 90,7 TS1_TA 173,9 
IR1_TG 39,3 IR1_TA 52,7 
TS2_TG 188,5 TS2_TA 208,2 
IR2_TG 22,6 IR2_TA 56,0 
TS3a_TG 145,0 TS3a_TA 139,6 
T^G+H• 119,5 T^A+H• 102,8 
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Figure 7-9. Evolution de l’enthalpie libre au cours des mécanismes réactionnels étudiés pour la 
formation des lésions tandem G^T (a) et T^G (b) dans le vide. 
7.2.3.1. Les réactifs radicalaires R_GT et R_TG 
On peut remarquer sur les Figures 7-7 et 7-8 que les plans définis par les cycles aromatiques des 
deux bases ne sont parallèles ni dans R_GT ni dans R_TG, ce qui traduit une orientation relative 
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des deux bases vicinales différente de celle rencontrée dans l’ADN double brin. Ceci est dû au fait 
que les contraintes stériques sont moins importantes dans un dinucléoside que dans une double 
hélice d’ADN. Ainsi, la distance entre le carbone CT du résidu thymine et le carbone C8 de la 
guanine est de 7,324 Å dans R_GT et 3,728 Å dans R_TG alors que dans l’ADN elle est de 3,58 Å 
lorsque la guanine est du côté de l’extrémité 5’ et de 6,30 Å lorsqu’elle se situe du côté de 
l’extrémité 3’. Cependant, le fait que le modèle dinucléoside ait permis de générer 
expérimentalement les lésions T^Purine et Purine^T, et de rationaliser d’un point de vue 
théorique les taux de formation différents des lésions A^T et T^A laisse à penser qu’il doit s’agir 
d’un modèle suffisant pour comprendre la différence de réactivité entre la guanine et l’adénine 
vis-à-vis de la formation de ce type de lésions tandem. 
Conformément à ce qui est attendu,  l’électron célibataire des radicaux R_GT et R_TG est selon les 
Tableaux 7-3 et 7-4 entièrement localisé sur le résidu thymine, principalement au niveau du 
carbone CT (0,71-0,72 e) mais également au niveau des carbones C6 (0,48-0,50 e) et C5 (-0,22 e). 
Le fait que la thymine se situe du côté de l’extrémité 3’ ou du côté de l’extrémité 5’ ne semble avoir 
aucune influence notable sur la répartition de la densité de spin. 
7.2.3.2. L’addition radicalaire en C8 de la guanine 
L’étape d’addition radicalaire en C8 de la guanine à partir des radicaux R_GT et R_TG est associée 
à une enthalpie libre d’activation de 99,5 kJ/mol dans le cas de la formation d’IR1_GT, et 90,7 
kJ/mol dans le cas de la formation d’IR1_TG. Dans les deux cas il s’agit d’une étape endergonique 
avec des enthalpies libres de réaction de 30,9 kJ/mol et 39,3 kJ/mol respectivement.  
On peut remarquer que de façon analogue à ce qui a été observé par Zhang et Eriksson18 quant à la 
formation des lésions S_cdG et S_cdA, l’étape d’addition radicalaire en C8 de la base purique 
semble bien plus facile dans le cas de la guanine que dans celui de l’adénine. En effet, d’après 
l’étude de Xerri et al.,19 les formations d’IR1_AT et IR1_TA sont respectivement associées à des 
enthalpies libres d’activation de 184,8 kJ/mol et 173,9 kJ/mol et des enthalpies libres de réaction de 
44,3 kJ/mol et 52,7 kJ/mol. Cependant, la différence de réactivité des deux bases puriques semble 
plus importante dans le cas de l’addition radicalaire impliquée dans la formation des lésions 
Purine^T et T^Purine que dans celle impliquée dans la formation des lésions S_cdPurine. Les états 
de transition TS1_GT, TS1_TG, TS1_AT et TS1_TA ont cependant des structures voisines. Ainsi, la 
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distance entre le carbone C8 de la base purique et le carbone CT du dérivé de la thymine est de 
2,131 Å dans TS1_GT, 2,105 Å dans TS1_TG, 2,142 Å dans TS1_AT et 2,158 Å dans TS1_TA.  
Dans le cas de la guanine comme dans celui de l’adénine, l’addition radicalaire en C8 de la base 
purique semble cinétiquement favorisée lorsque la thymine se situe du côté de l’extrémité 5’ et 
thermodynamiquement plus favorable lorsque la thymine se situe du côté de l’extrémité 3’. 
Les radicaux IR1_GT et IR1_TG produits par cette étape ont leur électron célibataire localisé sur la 
guanine, principalement sur l’azote N7 (0,51-0,53 e), mais également sur les carbones C4 (0,16-
0,20 e) et C2 (0,10-0,11). Cette répartition est relativement similaire à celle calculée par Zhang et 
Eriksson18 dans le cas des radicaux IR1_S-cG et IR1_S-cA. L’étape d’addition radicalaire en C8 de 
la guanine se traduit donc par un transfert de densité de spin des atomes CT, C5 et C6 du radical 
thymine vers les atomes N7, C4 et C2 de la guanine. Alors que la densité de spin portée par l’atome 
C8 de la guanine est quasiment nulle dans R_GT et R_TG et dans IR1_GT et IR1_TG, il est 
intéressant de remarquer qu’elle est loin d’être négligeable dans TS1_GT (-0,14 e) et TS1_TG (-
0,13 e).  Le même résultat est observé pour les états de transition TS1_S-cG et TS1_S-cA. 
7.2.3.3. Le départ de H8 
L’étape IR1_GT-TS2_GT_G^T+H• correspond à la rupture homolytique de la liaison C8-H8 
d’IR1_GT. Ceci est confirmé par le fait que la majorité de la densité de spin de l’état de transition 
TS2_GT, dans lequel la distance entre C8 et H8 est de 2,296 Å, soit portée par l’atome H8 (0,87 e). 
Cette étape est associée à une enthalpie libre d’activation de 168,5 kJ/mol, soit 14,9 kJ/mol de plus 
que dans l’étape équivalente avec une adénine à la place de la guanine.  
L’étape IR1_TG-TS2_TG_IR1_TG correspond quant à elle au transfert de l’atome d’hydrogène H8 
du carbone C8 de la guanine d’IR1_TG vers le carbone C5 de la thymine. En effet, dans TS2_TG, 
l’atome H8 porte une densité de spin de 0,73 e. Celle portée par l’atome C6 de la thymine est très 
faible, 0,03 e mais légèrement supérieure à sa valeur dans IR1_TG (0,01 e). Par contre, dans le 
radical IR2_TG, la majorité de la densité de spin est portée par l’atome C6 de la thymine (0,87 e). 
Ceci indique que l’état de transition TS2_TG est relativement précoce, ce qui est confirmé par le 
fait que la distance entre le carbone C8 de la guanine et H8 y soit de 1,846 Å et celle entre le 
carbone C5 de la thymine et H8 de 2,869 Å. L’enthalpie libre d’activation de l’étape est de 149,2 
kJ/mol, soit 6,3 kJ/mol de moins que pour l’étape équivalente avec une adénine.  
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Enfin, la rupture homolytique de la liaison C5-H8 de la thymine d’IR2_TG est associée à une 
enthalpie libre d’activation de 122,4 kJ/mol, soit 38,8 kJ/mol de plus que celle associée à l’étape 
IR2_AT-TS3a_AT-A^T+H•. Conformément à ce qui est attendu, la majorité de la densité de spin 
de l’état de transition TS3a_TG est porté par l’hydrogène H8 (0,81 e). La distance entre le carbone 
C5 de la thymine et l’hydrogène H8 est alors de 1,975 Å, une distance relativement plus courte que 
celle entre le carbone C8 de la guanine et H8 dans l’état de transition TS2_GT. L’état de transition 
TS3a_TG apparaît donc plus précoce que l’état de transition TS2_GT.  
Compte-tenu de ce qui précède, il semble donc que la présence d’une guanine plutôt que d’une 
adénine affecte beaucoup moins la rupture homolytique de la liaison C8-H8 que l’addition 
radicalaire en C8. Cependant, de façon surprenante, la nature de la base purique semble avoir une 
influence plus grande sur la rupture homolytique de la liaison C5-H8 de la base thymine voisine 
que sur celle de la liaison C8-H8 de la base purique. 
7.2.3.4. Etape déterminante pour la différence de réactivité entre adénine et guanine 
Selon les mécanismes réactionnels étudiés pour la formation des lésions tandem G^T et T^G, 
l’addition radicalaire en C8 de la guanine n’est pas l’étape cinétiquement limitante. Néanmoins, la 
grande différence observée dans la barrière d’activation associée à l’addition radicalaire en C8 de la 
base purique selon la nature de la base purique peut expliquer la différence de réactivité entre 
guanine et adénine. En effet, il se forme plus d’intermédiaires IR1_PurineT et IR1_TPurine dans le 
cas de la guanine que dans celui de l’adénine et c’est une étape nécessaire à la formation des lésions 
Purine^T et T^Purine. Puisqu’une fois cet intermédiaire formé, le reste de la réaction semble 
moins affecté par la nature de la base purique, ceci est cohérent avec des vitesses de formation des 
lésions G^T et T^G respectivement plus élevées que celles des lésions A^T et T^A. 
7.2.3.5. Nature électrophile ou nucléophile de l’attaque radicalaire 
La différence de réactivité entre guanine et adénine vis-à-vis de la formation de lésions tandem 
semble donc liée à la plus ou moins grande aptitude des deux bases à subir une addition radicalaire 
au niveau de leur carbone C8. Pour rationaliser cette différence de réactivité, il faut avant tout 
déterminer la nature nucléophile ou électrophile de l’attaque radicalaire mise en jeu. La Figure 7-
10 présente la géométrie de l’état de transition TS1_GT ainsi que l’allure de son orbitale 
moléculaire de Khon-Sham simplement occupée (SOMO pour Single Occupied Molecular 
Orbital). Elle présente également l’allure de l’orbitale moléculaire la plus haute occupée de la 
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guanine et celle de la SOMO du radical thymine issu de l’arrachement d’un atome d’hydrogène de 
son groupement méthyle. La SOMO de TS1_GT est délocalisée sur les résidus de la guanine et de 
la thymine. On peut remarquer l’analogie entre la HOMO de la guanine et la contribution de la 
guanine à la SOMO de TS1_GT . De même, la contribution du radical thymine à la SOMO de 
TS1_GT a la même allure que la SOMO du radical thymine. Ceci signifie que la SOMO de TS1_GT 
résulte de l’interaction entre la HOMO de la guanine et la SOMO du radical thymine. En 
conséquence, le radical thymine est un radical électrophile. S’il s’agissait d’un radical nucléophile, 
la SOMO de TS1_GT devrait résulter de l’interaction entre la SOMO du radical thymine et la 
LUMO de la guanine. La guanine subit donc une attaque radicalaire électrophile au niveau de son 
carbone C8 qui joue donc le rôle de site nucléophile. 
 
Figure 7-10. Géométrie (a) et orbitale moléculaire de Kohn-Sham simplement occupée  (b) de 
l’état de transition TS1_GT. Géométrie (c) et orbitale moléculaire de Kohn-Sham la plus haute 
occupée (d) de la guanine. Géométrie (e) et orbitale moléculaire de Kohn-Sham simplement 
occupée (f) du radical thymine issu de l’arrachement d’un atome d’hydrogène du groupement 
méthyle. 
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7.3. Rationalisation de la différence de réactivité guanine/adénine 
Compte-tenu de ce qui précède, la différence de réactivité entre la guanine et l’adénine vis-à-vis 
de la formation de lésions tandem doit venir d’une différence au niveau du caractère nucléophile 
de leur carbone C8. Ceci est très nettement mis en évidence par la comparaison de leurs 
descripteurs duals canoniques respectifs, représentés sur la Figure 7-11. 
 
Figure 7-11. Descripteurs duals canoniques ( ) ( )2f r  pour la guanine (a) et l’adénine (b) 
calculés au niveau B3LYP/6-311G(d,p) par application des équations (4-54), (4-121) et (4-122), i.e. 
en négligeant la relaxation orbitalaire. Les zones rouges correspondent à des zones positives de 
( ) ( )2f r  et les zones jaunes à des zones négatives. Les positions des carbones C4 et C8 sont 
indiquées par des flèches. 
Les zones rouges correspondent à des zones positives du descripteur dual canonique et donc à des 
sites plus électrophiles que nucléophiles, comme cela a été vu au chapitre 4. A l’inverse, les zones 
jaunes correspondent à des zones négatives du descripteur dual et donc à des sites plus 
nucléophiles qu’électrophiles. En conséquence, le carbone C8 de la guanine est plus nucléophile 
qu’électrophile tandis que celui de l’adénine est plus électrophile que nucléophile. Ceci est donc 
cohérent avec le fait que le carbone C8 de la guanine subisse plus facilement une attaque 
électrophile de la part du radical thymine que celui de l’adénine.  
Les trois radicaux représentés sur la deuxième ligne de la Figure 7-2 sont en réalité des radicaux 
électrophiles. Ils réagissent donc tous les trois préférentiellement avec le carbone C8 de la guanine 
plutôt qu’avec celui de l’adénine. 
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Il est intéressant de remarquer que ces deux bases, de structures pourtant très voisines aient une 
réactivité si différente au niveau d’un site réactionnel. Comme on peut le voir sur la Figure 7-11, 
cette réactivité est également inversée au niveau du carbone C4. Ainsi le carbone C4 de la guanine 
apparaît plus électrophile que nucléophile tandis que celui de l’adénine apparaît plus nucléophile 
qu’électrophile. Or il a été montré expérimentalement qu’en milieu aérobie, le radical R1_TG, 
électrophile, peut conduire en faibles proportions à une addition radicalaire au niveau du carbone 
C4 de la guanine.10 L’équivalent avec l’adénine n’a à notre connaissance pas été rapporté. Il serait 
intéressant de l’identifier et de mesurer les taux de formation relatifs des deux lésions. Selon nos 
prédictions, la lésion tandem impliquant l’adénine devrait cette fois se former préférentiellement à 
celle impliquant la guanine.  
Il semble ici important de rappeler que le descripteur dual, issu de l’ensemble de représentation 
canonique (voir chapitre 4), n’est pas un descripteur de réactivité « size-consistent ». Néanmoins, 
parce qu’il peut prendre des valeurs positives ou négatives selon la nature de la réactivité 
(électrophile ou nucléophile) mise en jeu, il peut se révéler d’une utilisation très commode pour 
mettre en évidence des différences de nature de réactivité, et ceci même dans le cas de systèmes de 
tailles différentes, comme la guanine et l’adénine. 
Conclusion 
Au cours de ce chapitre, la différence de réactivité observée expérimentalement entre la guanine 
et l’adénine vis-à-vis de la formation de lésions tandem mettant en jeu une addition radicalaire au 
niveau du carbone C8 de la base purique a été étudiée. L’étude de deux exemples particuliers, les 
formations anaérobie d’une liaison covalente entre le carbone C5’ d’un sucre et le carbone C8 
d’une base purique du même nucléotide, et d’une liaison covalente entre le carbone du 
groupement méthyle d’une thymine et le carbone C8 d’une base purique adjacente, ont pu mettre 
en évidence que c’est l’étape d’addition radicalaire en C8 de la base purique qui est responsable de 
la différence de réactivité observée entre guanine et adénine. Lors de cette attaque radicalaire, le 
radical joue le rôle de l’électrophile et le carbone C8 de la base purique celui du nucléophile. Le 
calcul du descripteur dual canonique des deux bases a montré que le carbone C8 de la guanine est 
plus nucléophile qu’électrophile tandis que celui de l’adénine est plus nucléophile qu’électrophile. 
Ceci permet d’expliquer la différence de réactivité des deux bases. Le raisonnement peut se 
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poursuivre plus avant, permettant de prédire une différence de réactivité des deux bases vis-à-vis 
de réactions mettant en jeu leur carbone C4. 
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Quatrième partie : 
De l’étude de la formation photochimique de 
dimères de bases pyrimidiques à la 
proposition d’un descripteur de réactivité 
locale pour les états excités
   
Chapitre 8   
Etude mécanistique de la formation du  
photoproduit (6-4) impliquant deux 
thymines adjacentes 
Introduction 
Lorsque l’ADN est soumis à un rayonnement ultraviolet de type UV-B (290-320 nm), ses bases 
nucléiques peuvent être excitées puis impliquées dans des réactions photochimiques conduisant à 
la formation de lésions. C’est ainsi que sont formés les dimères de bases pyrimidiques présentés au 
chapitre 1. Ces dimères se forment au niveau de sites bipyrimidiques et peuvent être de deux 
types : les cyclobutadipyrimidines (CPD) et les pyrimidine(6-4)pyrimidones (6-4PP).1 
Conformément aux règles de Woodward-Hoffmann,2,3 les premières résultent de la 
photocycloaddition [2+2] supra-supra entre les deux doubles liaisons C5-C6 des deux bases 
pyrimidiques adjacentes. Quant aux secondes, il est supposé qu’elles impliquent la 
photocycloaddition [2+2] supra-supra entre la liaison C5-C6 de la base pyrimidique située du côté 
5’ et le groupement carbonyle / imino de la thymine / cytosine adjacente. L’intermédiaire oxétane 
/ azétidine ainsi formé se réarrange alors pour donner la pyrimidine(6-4)pyrimidone 
correspondante. Jusqu’à présent, aucun intermédiaire oxétane ou azétidine n’a pu être identifié. 
Cependant le fait qu’un intermédiaire thiétane a pu être isolé et caractérisé dans le cas de la 
formation d’un photoproduit 6-4PP entre une thymine et une 4-thiothymine4 est un élément en 
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faveur de ce mécanisme. Il est important de noter que selon ce dernier, lorsqu’une cytosine est 
impliquée à l’extrémité 3’ dans la formation d’un photoproduit 6-4PP, il est nécessaire qu’elle se 
trouve sous une forme tautomérique imino.  
Il a été mis en évidence expérimentalement que tous les photoproduits CDP et 6-4PP susceptibles 
de se former (Tableau 8-1), sont produits effectivement dans des proportions très différentes, 
comme on peut le voir sur la Figure 8-1.5,6,7,8 
Ainsi, à un site bipyrimidique donné, le photoproduit CPD se forme de façon préférentielle par 
rapport au photoproduit 6-4PP. Ceci est particulièrement vrai dans le cas des sites 5’-TT-3’ et 5’-
CT-3’, c'est-à-dire lorsque c’est une thymine qui se situe du côté de l’extrémité 3’ du brin d’ADN. 
En effet, les CPD se forment alors dix fois plus que les 6-4PP. On peut également remarquer que 
les thymines semblent plus réactives que les cytosines vis-à-vis de la formation de ce type de 
photoproduits. En effet, les lésions TT_CPD sont les plus fréquentes alors que les lésions CC_CPD 
et CC_64_PP sont plutôt rares. Enfin, on peut noter un effet de séquence puisque les 
photoproduits TC_CPD et CT_CPD ne se forment pas dans les mêmes proportions. 
L’objectif de ce chapitre est d’une part d’apporter des éléments théoriques permettant d’appuyer le 
mécanisme de formation supposé des photoproduits 6-4PP, en ce qui concerne le passage par un 
intermédiaire de type oxétane ou azétidine. Il s’agit également de fournir des éléments de 
compréhension au fait que les photoproduits 6-4PP se forment plus difficilement que les CPD 
correspondants, et ceci d’autant plus lorsque c’est une thymine qui se situe à l’extrémité 3’. Ainsi, 
il a été choisi d’étudier d’un point de vue théorique le mécanisme de formation de la lésion 
TT_64_PP. La démarche utilisée est détaillée dans le paragraphe suivant. 
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Tableau 8-1: Structures chimiques des cyclobutadipyrimidines (CPD) et  photoproduits 
pyrimidine(6-4)pyrimidones (6-4PP) susceptibles de se former au niveau des sites dipyrimidiques. 
Les notations utilisées dans la suite pour les nommer sont également indiquées. 
Site bipyrimidique Cyclobutadipyrimidines Pyrimidine(6-4)pyrimidone 
5’-TT-3’ 
  
5’-TC-3’ 
  
5’-CT-3’ 
  
5’-CC-3’ 
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Figure 8-1. Taux de formation des photoproduits CPD et 6-4PP dans de l’ADN isolé soumis à 
un rayonnement UVB, selon la référence.42. 
8.1 Démarche  
8.1.1. Choix de la TDDFT 
Eriksson et al. ont pu rationnaliser le fait que la thymine soit plus réactive que la cytosine vis-à-vis 
de la formation des cyclobutadipyrimidines en utilisant les méthodes de la DFT et à la TDDFT. 
9,10,11,12 Dans ces études, les sites bipyrimidiques sont modélisés par deux bases en interaction. Les 
sucres et le groupement phosphate par lesquels elles sont reliées l’une à l’autre sont occultés pour 
des raisons pratiques de temps de calcul. Dans un premier temps, le mécanisme de formation de 
chaque CPD est exploré à l’état fondamental par DFT. Des calculs IRC sont alors réalisés à partir 
de l’état de transition associé à la cycloaddition, puis l’énergie d’excitation verticale de chaque 
point vers le premier état singulet excité est évaluée par TDDFT, ce qui permet d’avoir accès à une 
partie de la surface d’énergie potentielle du premier état excité singulet. Les différences de 
réactivité des deux bases sont alors expliquées en termes de barrières d’activation sur la surface 
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d’énergie potentielle excitée et d’écart énergétique entre les surfaces d’énergie potentielle 
fondamentale et excitée.  
Très récemment, une étude expérimentale par spectroscopie femtoseconde a mis en évidence que 
le photoproduit TT_CPD se forme en moins d’1 ps après l’irradiation lorsque les deux thymines 
sont correctement orientées l’une par rapport à l’autre.13 Ceci suggère d’une part que la formation 
du photoproduit se fait sans barrière et passe par une intersection conique. D’autre part, le faible 
taux de TT_CPD dans l’ADN suggère que l’orientation relative des deux bases l’une par rapport à 
l’autre au moment de l’irradiation est d’une grande importance. Si le premier point incite à traiter 
le problème de formation des dimères de bases pyrimidiques par des méthodes de type CASSCF 
afin de localiser l’intersection conique mise en jeu, le deuxième point incite à modéliser les sites 
bipyrimidiques en tenant compte de la présence des deux sucres et du groupement phosphate 
reliant deux bases adjacentes. Dans le cadre de notre étude du mécanisme de formation du 
photoproduit TT_64_PP, nous avons choisi de modéliser le site bipyrimidique par un dinucléoside 
monophosphate. Avec un système de cette taille, il est difficilement envisageable de traiter le 
problème par des méthodes de type CASSCF. En effet, quelques études théoriques très récentes se 
sont intéressées à la formation des photoproduits TT_CPD et CC_CPD par CASSCF14,15,16  mais le 
système est modélisé par deux bases en interaction sans tenir compte de la présence des sucres et 
du groupement phosphate. Nous avons donc choisi d’aborder le problème selon la même méthode 
que celle utilisée par Eriksson et al., c'est-à-dire par DFT et TDDFT, tout en étant bien conscient 
du fait que si la TDDFT présente l’avantage de calculer les énergies d’excitation de systèmes de 
grandes tailles avec une exactitude relativement satisfaisante et un temps de calcul relativement 
court, elle ne permet pas de localiser les intersection coniques entre deux surfaces d’énergie 
potentielle. 17,18 Malgré tout, les bons résultats qualitatifs obtenus par Eriksson et al. dans le cas de 
la formation des CPD laisse à penser qu’il peut s’agir d’une bonne méthode pour traiter le 
problème relativement voisin de la formation des 6-4PP. 
8.1.2. Choix de la fonctionnelle et de la base 
Comme pour l’étude des réactions de désamination de la cytosine, les optimisations de géométries 
ont été faites par DFT avec la fonctionnelle B3LYP à l’aide du logiciel Gaussian 03.19 Compte-tenu 
de la taille du dinucléoside monophosphate 5’-TT-3’ (64 noyaux atomiques et 286 électrons), le 
système a été modélisé à l’aide de la base de Pople double-zeta 6-31G(d,p). Les analyses 
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vibrationnelles, les calculs IRC ainsi que l’évaluation des énergies d’excitation verticale par TDDFT 
ont été réalisés avec la même fonctionnelle et la même base que les optimisations de géométries. 
8.2 Etude mécanistique  
8.2.1 Chemin de réaction à l’état fondamental 
Dans un premier temps, le mécanisme réactionnel de formation du photoproduit TT_64_PP a été 
exploré à l’état fondamental, avec l’hypothèse d’un passage par un intermédiaire réactionnel de 
type oxétane. Ce schéma réactionnel est détaillé sur la Figure 8-2 qui précise également les 
notations utilisées pour nommer les différents points stationnaires impliqués ainsi que leurs 
atomes.  
 
Figure 8-2. Mécanisme réactionnel étudié par DFT au niveau B3LYP/6-31G(d,p) pour la 
formation de P_TT_64_PP à l’état fondamental. 
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Ainsi, à partir du réactant R_TT_64_PP qui correspond  au dinucléoside monophosphate 5’-TT-3’, 
une cycloaddition [2+2] mettant en œuvre une approche supra-supra des deux thymines a lieu 
entre la double liaison C5-C6 de la thymine de l’extrémité 5’ et la double liaison O4’-C4’ de la 
thymine de l’extrémité 3’. Il en résulte la formation de l’intermédiaire réactionnel IR1_TT_64_PP 
via l’état de transition TS1_TT_64_PP, où deux liaisons covalentes se sont établies entre le carbone 
C5 de la thymine de l’extrémité 5’ et l’oxygène O4’ de la thymine de l’extrémité 3’, de même 
qu’entre le carbone C6 de la thymine de l’extrémité 5’ et le carbone C4’ de la thymine de 
l’extrémité 3’. L’intermédiaire IR1_TT_64_PP présente donc un cycle à quatre chaînons de type 
oxétane. Le transfert intramoléculaire du proton H3’ porté par l’azote N3’ du dérivé de la thymine 
de l’extrémité 3’ vers son oxygène O4’ induit alors la rupture de la liaison C4’- O4’ et conduit alors 
directement à la formation du photoproduit TT_64_PP via l’état de transition TS2_TT_64_PP. 
8.2.1.1 Géométries et énergies 
Les géométries obtenues pour les réactants, états de transition et produits de chacune de ces deux 
étapes élémentaires sont représentées sur les Figures 8-3 et 8-4. Quant au Tableau 8-2 il présente 
l’évolution de quelques distances interatomiques affectées par la réaction.  
 
Figure 8-3. Géométries des points stationnaires R_TT_64_PP, TS1_TT_64_PP et IR1_64_PP 
optimisées par DFT au niveau B3LYP/6-31G(d,p). 
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Dans le réactant R_TT_64_PP, les plans des deux noyaux pyrimidiques sont presque 
perpendiculaires l’un par rapport à l’autre (79,5°). La distance entre le carbone C5 et l’oxygène O4’ 
est de 4,425 Å tandis que celle entre les carbones C6 et C4’ est de 4,453 Å. Dans l’ADN-B, on 
estime plutôt qu’elles sont respectivement de 3,67 Å et 4,23 Å.20 Quant à l’angle formé par les 
plans définis par les noyaux pyrimidiques, il est plutôt de 29,5°. L’optimisation sans contrainte de 
la géométrie de R_TT_64_PP conduit donc à une orientation relative des deux thymines quelque 
peu différente de celle qui existe dans l’ADN. Par contre, les distances entre les atomes impliqués 
dans la cycloaddition [2+2] sont du bon ordre de grandeur. 
Au niveau de l’état de transition TS1_TT_64_PP associé à la cyloaddition [2+2], la distance entre 
les atomes C5 et O4’ est de 1,741 Å et celle entre les carbones C6 et C4’ de 2,358 Å. La formation 
de la liaison C5-O4’ semble donc plus avancée que celle de la liaison C6-C4’. Bien que l’étape 
élémentaire R_TT_64_PP-TS1_TT_64_PP-IR1_TT_64_PP implique une formation concertée des 
deux liaisons C5-O4’ et C6-C4’, ces dernières se forment de façon légèrement asynchrone. On peut 
remarquer que les liaisons C5-C6 et C4’-O4’ sont plus longues dans TS1_TT_64_PP (1,447 Å et 
1,331 Å respectivement) que dans R_TT_64_PP (1,351 Å et 1,225 Å respectivement), traduisant le 
fait qu’elles sont en train de se transformer en simples liaisons. 
Dans l’intermédiaire réactionnel IR1_TT_64_PP, les liaisons C5-O4’ et C6-C4’ sont complètement 
formées, conférant un caractère oxétane au système. Ainsi les liaisons simples C5-C6 et C6-C4’ 
sont presque de la même longueur (1,542 Å et 1,588 Å respectivement), de même que les liaisons 
C4’-O4’ et C5-O4’ (1,459 Å et 1,464 Å respectivement). 
Dans l’état de transition TS2_TT_64_PP, associé au transfert intramoléculaire de H3’ de N3’ vers 
O4’, la distance entre N3’ et H3’ est de 1,063 Å et celle entre O4’ et H3’ de 1,727 Å. La distance 
entre C4’ et O4’ est allongée de 0,836 Å par rapport à sa valeur dans l’intermédiaire 
IR1_TT_64_PP, traduisant le fait que le transfert intramoléculaire de H3’ s’accompagne d’une 
ouverture du cycle oxétane par rupture de la liaison C4’-O4’. 
Ainsi, dans P_TT_64_PP, les deux bases thymines sont directement liées entre elles par une seule 
liaison covalente : C6-C4’. 
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Figure 8-4. Géométries des points stationnaires IR1_TT_64_PP, TS2_TT_64_PP et P_64_PP 
optimisées par DFT au niveau B3LYP/6-31G(d,p). 
Tableau 8-2. Quelques distances interatomiques mises en jeu dans les différents points 
stationnaires du mécanisme étudié pour la formation du photoproduit TT_64_PP. Les valeurs sont 
données en Å. 
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C5-C6 1,351 1,447 1,542 1,579 1,550 
C4’-O4’ 1,225 1,331 1,459 2,295 2,780 
C5-O4’ 4,425 1,741 1,464 1,384 1,413 
C6-C4’ 4,453 2,358 1,588 1,544 1,537 
N3’-H3’ 1,013 1,014 1,011 1,063 3,878 
O4’-H3’ 2,476 2,425 2,597 1,727 0,976 
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Les enthalpies et enthalpies libres de ces cinq points particuliers du mécanisme étudié pour la 
formation thermique de TT_64_PP sont reportées dans le Tableau 8-3. Elles sont données pour 
une température de T=298K et une pression de P=1 atm. La Figure 8-5 présente de façon graphique 
l’évolution de l’enthalpie libre le long du chemin étudié. 
Tableau 8-3. Enthalpies et enthalpies libres relatives dans le vide à T=298K et P=1 atm des points 
R_TT_64_PP, TS1_TT_64_PP, IR1_TT_64_PP, TS2_TT_64_PP et P_TT_64_PP à l’état 
fondamental. Les valeurs sont données en kJ/mol. 
Système 1Hε =∆  1Gε =∆  
R_TT_64_PP 0,0 0,0 
TS1_TT_64_PP 335,0 357,0 
IR1_TT_64_PP 153,3 182,0 
TS2_TT_64_PP 316,2 348,0 
P_TT_64_PP 122,4 146,9 
Comme il était prévisible, la cycloaddition [2+2], apparaît cinétiquement très improbable à l’état 
fondamental avec une enthalpie d’activation de 335,0 kJ/mol et une enthalpie libre d’activation de 
357,0 kJ/mol. Du point de vue thermodynamique, il s’agit d’une étape fortement endothermique et 
endergonique avec une enthalpie de réaction de 153,3 kJ/mol et une enthalpie libre de réaction de 
182,0 kJ/mol. Ainsi l’intermédiaire réactionnel oxétane apparaît nettement moins stable d’un point 
de vue thermodynamique que le cyclobutane TT_CPD dont la formation est selon l’étude 
d’Eriksson et al. associée à une énergie de réaction de l’ordre de 80 kJ/mol. Le produit 
P_TT_64_PP est plus stable que l’intermédiaire IR1_TT_64_PP mais visiblement moins que 
TT_CPD. Selon le mécanisme étudié, sa formation à partir de l’intermédiaire oxétane 
s’accompagne d’une enthalpie d’activation de 162,9 kJ/mol et une enthalpie libre d’activation de 
166,0 kJ/mol. Ce sont des valeurs très élevées, incompatibles avec le fait qu’expérimentalement 
l’intermédiaire oxétane n’ait jamais été isolé. En effet, la décomposition de l’intermédiaire oxétane 
en P_TT_64_PP se fait très probablement à l’état fondamental. Or des valeurs d’activation si 
élevées indiquent que le transfert intramoléculaire de H3’ de N3’ vers O4’ ne se fait pas. Le passage 
de l’intermédiaire IR1_TT_64_PP au produit P_TT_64_PP se fait donc probablement selon un 
autre processus. 
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Figure 8-5. Evolution de l’enthalpie libre pour la formation de P_TT_64_PP dans le vide à 
l’état fondamental. 
8.2.1.2. Intervention d’une molécule d’eau pour faciliter le transfert intramoléculaire de 
proton 
La formation de l’intermédiaire oxétane s’accompagne nécessairement d’une très forte distorsion 
locale de la double hélice d’ADN et probablement d’une rupture des liaisons hydrogènes avec les 
bases du brin complémentaire. On peut donc imaginer que des molécules d’eau parviennent à 
proximité de la lésion. Si c’est le cas, une molécule d’eau peut participer au transfert 
intramoléculaire d’un proton de N3’ vers O4’.  
La Figure 8-6 présente la géométrie du réactant (IR1-H2O_TT_64_PP), de l’état de transition 
(TS2-H2O_TT_64_PP) et du produit (P-H2O_TT_64_PP) de l’étape élémentaire correspondant au 
transfert intramoléculaire d’un proton de N3’ vers O4’ avec l’assistance d’une molécule d’eau. Dans 
le Tableau 8-4 sont consignées quelques distances interatomiques affectées lors de l’étape qui 
implique en réalité le transfert concerté de deux protons via un état de transition à 6 centres. Les 
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enthalpies et enthalpies libres d’activation et de réaction associée à cette étape sont reportées dans 
le Tableau 8-5.  
 
Figure 8-6. Géométries des points stationnaires IR1_TT_64_PP, TS2_TT_64_PP et P_64_PP 
optimisées par DFT au niveau B3LYP/6-31G(d,p). 
Une molécule d’eau du solvant peut entrer en interaction avec l’intermédiaire IR1_TT_64_PP 
pour former le complexe IR1-H2O_TT_64_PP où une liaison hydrogène s’établit entre 
l’hydrogène H3’ et l’oxygène Oeau de la molécule d’eau (dH3’-Oeau=2,040 Å), et une autre entre O4’ et 
l’hydrogène Heau de la molécule d’eau (dO4’-Heau=2,164 Å). Au cours de l’étape, H3’ est transféré de 
N3’ vers Oeau, Heau de Oeau vers O4’ et la liaison C4’-O4’ est rompue. La Figure 6 met en évidence le 
caractère « état de transition à 6 centres » de TS2-H2O_TT_64_PP. H3’ est alors à 1,233 Å de N3’ 
et 1,276 Å de Oeau,  Heau  à 1,098 Å de Oeau et à 1,369 Å de O4’, quant à la distance C4’-O4’, elle est 
allongée à 2,124 Å, une valeur  similaire à celle calculée dans TS2_TT_64_PP.  
Chapitre 8 – Formation du Photoproduit (6-4) Impliquant Deux Thymines Adjacentes 
 
 - 259 - 
Tableau 8-4. Quelques distances interatomiques mises en jeu dans les différents points 
stationnaires du mécanisme étudié pour la formation du photoproduit TT_64_PP. Les valeurs sont 
données en Å. 
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2O
_T
T
_6
4_
PP
 
P-
H
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_T
T
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C5-C6 1,539 1,540 1,563 
C4’-O4’ 1,469 2,124 2,708 
C5-O4’ 1,466 1,415 1,405 
C6-C4’ 1,590 1,554 1,531 
N3’-H3’ 1,022 1,233 2,646 
Oeau-Heau 0,970 1,098 1,836 
Oeau-H3’ 2,040 1,276 0,970 
O4’-Heau 2,164 1,369 0,986 
Tableau 8-5. Enthalpies et enthalpies libres d’activation et de réaction dans le vide  à T=298K et 
P=1 atm associées aux étapes élémentaires IR1_TT_64_PP-P_TT_64_PP et IR1-
H2O_TT_64_PPP-H2O_TT_64_PP lorsqu’elles se déroulent à l’état fondamental. Les valeurs 
sont données en kJ/mol. 
Etape 1Hε
≠
=
∆  1r Hε
°
=
∆  1Gε
≠
=
∆  1rGε
°
=
∆  
IR1_TT_64_PPP _TT_64_PP- 162,9 -30,9 166,0 -35,1 
IR1-H2O_TT_64_PPP-H2O_TT_64_PP 86,0 -33,7 90,9 -36,3 
L’intervention de la molécule d’eau abaisse considérablement l’énergie nécessaire à la réaction. En 
effet, l’enthalpie d’activation qui est de 162,9 kJ/mol sans molécule d’eau est ramenée à 86,0 kJ/mol 
avec l’intervention de la molécule d’eau. De même l’enthalpie libre d’activation est abaissée de 
75,1 kJ/mol pour atteindre la valeur de 90,0 kJ/mol. 
Dans l’hypothèse où l’intermédiaire IR1_TT_64_PP peut être formé photochimiquement, ce qui 
reste encore à déterminer, la décomposition de ce dernier en TT_64_PP nécessite l’intervention 
d’une molécule d’eau du solvant. Le fait que cette étape soit exergonique peut alors être un 
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élément contribuant à expliquer que l’intermédiaire oxétane n’ait pas pu être isolé 
expérimentalement. 
8.2.2 Chemin de réaction à l’état excité 
Afin de déterminer si la formation de l’intermédiaire de type oxétane IR1_TT_64_PP est possible 
selon un mécanisme photochimique, l’étape R_TT_64_PPTS1_TT_64_PPIR1_TT_64_PP a été 
explorée sur une surface d’énergie potentielle excitée.  
8.2.2.1. Identification de l’excitation mise en jeu 
La formation des photoproduits de type pyrimidine (6-4) pyrimidone impliquent le passage par un 
état excité singulet.21  
Afin de déterminer quel état excité singulet est responsable de la réaction, l’allure des orbitales 
moléculaires Kohn-Sham du réactant R_TT_64_PP et de l’état de transition TS1_TT_64_PP ont 
été étudiées. Sur la Figure 8-7 sont représentées les deux orbitales moléculaires de R_TT_64_PP les 
plus hautes occupées (HOMO et HOMO-1) ainsi que les deux plus basses vacantes (LUMO et 
LUMO+1) tandis que sur la Figure 8-8 sont représentées l’orbitale moléculaire la plus haute 
occupée (HOMO) et la plus basse vacante (LUMO) de TS1_TT_64_PP.  
On peut remarquer que les HOMO et HOMO-1 de R_TT_64_PP sont quasiment dégénérées, de 
même que ses LUMO et LUMO+1. Comme on peut le vérifier à partir de la Figure 8-9 sur laquelle 
sont représentées la HOMO et la LUMO d’une molécule de thymine isolée, les deux orbitales les 
plus hautes occupées de R_TT_64_PP correspondent à deux combinaisons linéaires des HOMO de 
chacune des deux thymines qui le composent. Quant aux LUMO et LUMO+1 elles correspondent à 
des combinaisons linéaires des LUMO des deux thymines. Alors que la HOMO et la HOMO-1 de 
R_TT_64_PP sont délocalisées sur les deux thymines, la LUMO est plutôt localisée sur la thymine 
se situant à l’extrémité 3’ et la LUMO+1 plutôt localisée sur celle située à l’extrémité 5’.  
Un calcul TD-DFT au niveau TD-B3LYP/6-31G(d,p) à partir de la structure de R_TT_64_PP 
indique que l’état singulet excité correspondant à une transition de type ππ* pouvant conduire à 
une réaction de type Paterno-Büchi est le troisième état excité singulet. En effet, les deux premiers 
états excités singulets correspondent à des transitions nπ*. Le troisième état excité singulet peut 
être atteint par une excitation verticale de 4,88 eV c’est à dire par absorption d’une longueur 
d’onde de 253,8 nm, qui se situe bien dans le domaine UV, conformément au fait que les dimères 
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de bases pyrimidiques se forment suite à une exposition à un rayonnement UV.  Cette transition 
correspond à un mélange des transitions électroniques HOMO LUMO et HOMO-1LUMO. 
 
Figure 8-7. Allures et énergies des deux orbitales moléculaires de Kohn-Sham les plus basses 
vacantes (LUMO et LUMO+1) et des deux les plus hautes occupées (HOMO et HOMO-1) du 
réactant R_TT_64_PP. 
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Figure 8-8. Allures et énergies des orbitales moléculaires Kohn-Sham la plus haute occupée 
(HOMO) et la plus basse vacante (LUMO) de l’état de transition TS1_TT_64_PP. 
On peut voir sur la Figure 8-8 que la LUMO de TS1_TT_64_PP est corrélée à la LUMO de la 
thymine à l’extrémité 5’ et à la HOMO de la thymine à l’extrémité 3’ tandis que sa HOMO est 
corrélée à la HOMO de la thymine à l’extrémité 5’ et à la HOMO de la thymine à l’extrémité 3’. 
Ceci signifie donc également que la LUMO de TS1_TT_64_PP est corrélée à la LUMO, à la HOMO 
et à la HOMO-1 de R_TT_64_PP. Quant à la HOMO de TS1_TT_64_PP elle est corrélée aux 
HOMO et HOMO-1 de R_TT_64_PP. Un calcul TDDFT au niveau B3LYP/6-31G(d,p) à partir de 
la structure de TS1_TT_64_PP montre que la transition électronique de la HOMO vers la LUMO 
est associée au premier état singulet excité. L’atteindre à partir de l’état fondamental correspond à 
une excitation verticale de 1,09 eV.  
Ainsi le troisième état singulet de R_TT_64_PP est corrélé au premier état excité de 
TS1_TT_64_PP. 
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Figure 8-9. Allures des orbitales moléculaires de Kohn-Sham la plus basse vacante (LUMO) et 
la plus haute occupée (HOMO) de la thymine calculées au niveau B3LYP/6-311G(d,p)  
8.2.2.2. Profil d’énergie potentielle à l’état excité 
De la même façon que pour R_TT_64_PP et TS1_TT_64_PP, les énergies verticales permettant 
d’atteindre l’état excité singulet impliqué dans la photocycloaddition [2+2] à partir de l’état 
fondamental ont été calculées par TDDFT pour tous les points de l’IRC réalisé à l’état fondamental 
à partir de la structure de TS1_TT_64_PP. 
Compte-tenu de la taille relativement importante du système moléculaire, le calcul IRC a été 
réalisé au voisinage de TS1_TT_64_PP mais n’a pas pu être conduit jusqu’à R_TT_64_PP. Pour 
pallier cette difficulté, nous avons exploité le fait qu’au voisinage de TS1_TT_64_PP il existe une 
relation linéaire entre la coordonnée intrinsèque de la réaction et les distances C5-O4’ et C6-C4’ 
comme on peut le voir sur la Figure 8-10. 
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Figure 8-10. Evolution des distances interatomiques C5-O4’ et C6-C4’ en fonction de la 
coordonnée intrinsèque de l’étape R_TT_64_PP-TS1_TT_64_PP-IR1_TT_64_PP dans le vide à 
l’état fondamental. 
Ainsi, à partir du point de l’IRC le plus proche de la structure de R_TT_64_PP, une optimisation 
de géométrie à été réalisée. Une valeur de coordonnée intrinsèque de réaction a alors pu être 
attribuée à différents points intermédiaires du calcul d’optimisation de géométrie à partir de leurs 
distances C5-O4’ et C6-C4’. Il a été procédé ainsi pour les points dont la structure était 
intermédiaire entre celle de TS1_TT_64_PP et celle d’un dinucléoside 5’-TT-3’ présentant une 
orientation relative des deux thymines similaire à ce qu’elle est dans une double hélice d’ADN, 
structure à laquelle on peut associer une valeur de -4 pour la coordonnée intrinsèque de réaction.  
Les énergies d’excitation verticale adéquates ont donc été calculées par TDDFT pour tous les points 
de l’IRC réalisé à partir de la structure de TS1_TT_64_PP ainsi que pour les points intermédiaires 
de l’optimisation de géométrie du point de l’IRC le plus proche de R_TT_64_PP.  
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Le résultat obtenu en terme d’énergies relatives du chemin de réaction à l’état fondamental et du 
même chemin dans l’état excité singulet impliqué dans la photocycloaddition [2+2] est présenté 
sur la Figure 8-11. 
 
Figure 8-11. Profils d’énergie potentielle de l’étape 
R_TT_64_PPTS1_TT_64_PPIR1_TT_64_PP à l’état fondamental et dans l’état excité singulet 
impliqué dans la photocycloaddition [2+2]. Les énergies potentielles sont exprimées par rapport à 
celle de R_TT_64_PP dans son état fondamental. 
L’écart énergétique entre l’état fondamental et l’état singulet excité diminue de R_TT_64_PP vers 
TS1_TT_64_PP et augmente de TS1_TT_64_PP vers IR1_TT_64_PP. Ainsi, c’est au voisinage de 
TS1_TT_64_PP que l’écart entre les deux profils est le plus faible : 0,84 eV à fondamental 0,1ξ ≈ − . Ce 
faible écart suggère un croisement évité entre la surface d’énergie potentielle correspondant à 
l’état fondamental et celle de l’état excité. On peut donc imaginer la  présence d’une intersection 
conique au voisinage de TS1_TT_64_PP. Cette dernière ne peut malheureusement pas être 
localisée à l’aide de la TD-DFT. Néanmoins, ceci semble confirmer que l’intermédiaire 
IR1_TT_64_PP peut être formé par photochimie à partir de R_TT_64_PP. 
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En suivant à l’état excité le chemin R_TT_64_PPTS1_TT_64_PPIR1_TT_64_PP, le point le 
plus stable de ce chemin peut être atteint sans avoir à franchir de barrière d’activation.  
Si l’on se base uniquement sur ces résultats de TD-DFT, cela implique qu’une fois que 
R_TT_64_PP est excité la formation d’IR1_TT_64_PP se fait très facilement puisqu’il n’y as pas de 
barrière d’activation à franchir sur la surface excitée et que le retour à l’état fondamental se fait par 
l’intermédiaire d’une intersection conique. Cette absence de barrière est incompatible avec les 
observations expérimentales. En effet, si l’on admet qu’IR1_TT_64_PP se forme très facilement 
comme semble le suggérer notre étude par TD-DFT le faible taux de formation du produit 
P_TT_64_PP doit être contrôlé par l’ouverture du cycle oxétane de l’intermédiaire 
IR1_TT_64_PP. Cependant si cette étape contrôlait effectivement la formation du photoproduit, 
puisque P_TT_64_PP se forme difficilement, l’intermédiaire IR1_TT_64_PP aurait dû pouvoir être 
isolé expérimentalement. Le fait que ça ne soit pas le cas suggère plutôt que l’étape qui contrôle les 
taux de formation des pyrimidine (6-4) pyrimidones est la photocycloaddition [2+2]. Afin de lever 
cette apparente contradiction, il serait nécessaire d’étudier le mécanisme de formation 
photochimique d’IR1_TT_64_PP par une méthode de chimie quantique plus apte à modéliser la 
réactivité des systèmes à l’état excité, comme les méthodes de type CASSCF. 
8.3. Une méthode alternative pour calculer le profil d’énergie 
potentielle à l’état excité 
L’étude de la formation photochimique d’IR1_TT_64_PP a été l’occasion de vérifier une hypothèse 
concernant une méthode alternative à la TDDFT pour connaître l’allure d’un profil d’énergie 
potentielle dans le premier état excité à partir du profil d’énergie potentielle à l’état fondamental. 
Cette hypothèse s’appuie sur la loi dite de Grochala-Albrecht-Hoffmann22 et sur l’analyse qu’en 
ont faite P.W. Ayers et R. G. Parr.23  
Selon la loi de Grochala-Albrecht-Hoffmann, une distance excd caractérisant une molécule M* 
dans son premier état excité (1er état excité singulet ou 1er état excité triplet) peut facilement être 
déduite de la distance correspondante fondd caractérisant la molécule M dans son état fondamental, 
de celles caractérisant son radical cation M•+ et son radical anion M•- ( cationd  et aniond ) selon la 
formule : 
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exc cation anion fondd d d d≈ + −  (8-1) 
Ce résultat a été rationalisé par P. W. Ayers et R. G. Parr à l’aide de la DFT. Un des points clés est 
que les densités électroniques de M*, M, M•+ et M•- sont reliées les unes aux autres par : 
( ) ( ) ( ) ( ), , , ,exc cation anion fondr r r rρ λ ρ λ ρ λ ρ λ≈ + −     (8-2) 
où λ est une coordonnée correspondant à un changement de géométrie. 
D’après ces auteurs, si l’état fondamental de M n’est pas dégénéré, ceci implique notamment  que : 
( ) ( ) ( ) ( )fondexc cation anion EE E Eλ λ λ λλ λ λ λ
∂ ∂ ∂ ∂     
≈ + −       ∂ ∂ ∂ ∂       
 (8-3) 
Prenons comme coordonnée λ  la coordonnée de réaction intrinsèque fondξ  associée à une étape 
élémentaire se déroulant à l’état fondamental dans laquelle est impliquée M. L’équation (8-3) se 
réécrit alors de la façon suivante : 
( ) ( ) ( ) ( )fondexc cation anionfond fond fond fond
fond fond fond fond
EE E Eξ ξ ξ ξξ ξ ξ ξ
       ∂∂ ∂ ∂
≈ + −              ∂ ∂ ∂ ∂       
 (8-4) 
Par définition de la force de réaction, donnée au chapitre 4, l’équation (8-4) est équivalente à 
l’équation (8-5) : 
( ) ( ) ( ) ( )exc fond cation fond anion fond fond fondF F F Fξ ξ ξ ξ≈ + −  (8-5) 
où excF , fondF , cationF  et anionF  sont respectivement la force de la réaction de coordonnée 
intrinsèque fondξ  lorsque que c’est M*, M, M•+ et M•- qui parcourent le chemin de réaction. 
L’intégration de ces forces de réaction entre une coordonnée particulière, par exemple 
fond
Rξ  la 
coordonnée du réactant de l’étape, et une coordonnée quelconque fondξ  permet d’écrire : 
( ) ( ) ( )' 'fond
R
fond
R
exc fond fond fond fond exc fondE F d E
ξ
ξ
ξ ξ ξ ξ≈ +∫  (8-6) 
( ) ( ) ( )' 'fond
R
fond
R
fond fond fond fond fond fond fondE F d E
ξ
ξ
ξ ξ ξ ξ≈ +∫  (8-7) 
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( ) ( ) ( )' 'fond
R
fond
R
cation fond cation fond fond cation fondE F d E
ξ
ξ
ξ ξ ξ ξ≈ +∫  (8-8) 
( ) ( ) ( )' 'fond
R
fond
R
anion fond anion fond fond anion fondE F d E
ξ
ξ
ξ ξ ξ ξ≈ +∫  (8-9) 
Donc : 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )
' ' ' ' '
fond
R
fond
exc fond fond fond cation fond anion fond
exc fond fond fond cation fond anion fond fond
R R R R
exc fond fond fond cation fond anion fond
E E E E
F F F F d
E E E E
ξ
ξ
ξ ξ ξ ξ
ξ ξ ξ ξ ξ
ξ ξ ξ ξ
+ − − =
+ − −
+ + − −
∫  (8-10) 
L’injection de l’équation (8-5) dans l’équation (8-10) conduit à : 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
exc fond fond fond cation fond anion fond
R R R R
exc fond fond fond cation fond anion fond
E E E E
E E E E
ξ ξ ξ ξ
ξ ξ ξ ξ
+ − − =
+ − −
 (8-11) 
qui peut encore s’écrire : 
( ) ( ) ( ) ( )exc fond cation fond anion fond fond fondE E E E Cξ ξ ξ ξ= + − +  (8-12) 
où C est une constante qui vaut : 
( ) ( ) ( ) ( )R R R Rexc fond fond fond cation fond anion fondC E E E Eξ ξ ξ ξ= + − −  (8-13) 
D’après l’équation (8-12), il est donc possible de connaître à une constante près le profil d’énergie 
potentielle associé à un chemin particulier suivi par un système dans son premier état excité à 
partir des profils du même chemin suivi par le même système dans son état fondamental, sous ses 
formes neutre, cationique et anionique. 
Nous avons voulu vérifier la validité de l’équation (8-12) dans le cas de l’étape 
R_TT_64_PPTS1_TT_64_PPIR1_TT_64_PP. La Figure (8-12) présente le profil d’énergie 
potentielle de l’étape à l’état fondamental, le profil d’énergie potentielle dans le premier état excité 
calculé par TDDFT et le profil d’énergie potentielle dans le premier état excité calculé à partir de 
l’équation (8-11) en prenant 0C = . 
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Figure 8-12. Profils d’énergie potentielle de l’étape 
R_TT_64_PPTS1_TT_64_PPIR1_TT_64_PP à l’état fondamentale (noir) et dan le premier état 
singulet excité selon les calculs TDDFT (rouge) et selon l’équation (8-11) avec 0C =  (bleu). 
L’allure du profil d’énergie potentielle issu de l’équation (8-11) est semblable à celle du profil 
correspondant obtenu par TD-DFT, bien que les valeurs absolues ne soient pas les mêmes. Cette 
différence dans les valeurs absolues vient du fait que pour tracer le profil d’énergie potentielle à 
partir de l’équation (8-11) la constante C  a été choisie égale à zéro, ce qui n’est visiblement pas le 
cas. Cependant, le fait que l’allure des deux profils soit la même suggère que l’équation (8-12) 
pourrait permettre d’étudier qualitativement la réactivité d’un système dans son premier état 
excité. Bien entendu, ceci reste à vérifier à l’aide d’autres exemples de réactions chimiques. 
Conclusion 
Dans ce chapitre, le mécanisme de formation de la lésion TT_64_PP a été étudié à l’aide de la DFT 
et de la TD-DFT au niveau B3LYP/6-31G(d,p) dans l’hypothèse du passage par un intermédiaire 
réactionnel de type oxétane issu de la photocycloaddition [2+2] entre deux thymines adjacentes. 
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Cette étude indique que l’intermédiaire oxétane peut se former par photochimie à partir de 
l’excitation du dinucléoside de l’état fondamental vers l’état singulet excité correspondant à la 
transition électronique ππ*. Le retour à l’état fondamental pourrait se faire via une intersection 
conique dont la localisation exacte n’a pas pu être déterminée par TD-DFT mais qu’il serait 
intéressant de rechercher à l’aide d’une méthode de type CASSCF. Une fois l’intermédiaire 
oxétane formé, une molécule d’eau du milieu peut induire l’ouverture du cycle oxétane. Notre 
étude DFT prévoit pour cette étape  une enthalpie libre d’activation en milieu aqueux de 
90,9kJ/mol  à T=298K. Elle apparaît de plus exergonique, avec une enthalpie libre de réaction de 
36,3kJ/mol−  à T=298K. Ce dernier point pourrait expliquer en partie que jusqu’à présent aucun 
intermédiaire oxétane n’ait pu être isolé expérimentalement. L’étude par TD-DFT indique de plus 
que le chemin déterminé à l’état fondamental pour la formation de l’intermédiaire oxétane n’est 
associé, au niveau de la surface d’énergie potentielle excitée, à aucune barrière d’énergie. Notre 
étude ne permet donc pas d’expliquer pourquoi la lésion TT_64_PP se forme en quantité bien 
moindre que la lésion TT_CPD. On peut faire l’hypothèse que cela vient du manque de pertinence 
de la TD-DFT pour étudier les mécanismes réactionnels photochimiques. Nous avons donc choisi 
de faire appel à un modèle qualitatif de la réactivité des états excités. Ce sera l’objet du prochain 
chapitre.     
De plus, dans le présent chapitre, une nouvelle méthode a été proposée pour connaître l’allure du 
profil d’énergie potentielle d’une réaction se déroulant dans le premier état excité à partir du profil 
de la même réaction se déroulant dans l’état fondamental.  Cette méthode s’appuie sur la loi de 
Grochala-Albrecht-Hoffmann. Dans le cas de la photocycloaddition [2+2] étudiée dans ce chapitre, 
elle donne des résultats qualitativement comparables à ceux obtenus TD-DFT. Ceci reste à 
confirmer à partir d’autres exemples de réactions photochimiques. 
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Chapitre 9   
Définition et exploitation d’un descripteur 
local de réactivité pertinent pour décrire la 
réactivité des premiers états excités 
Introduction 
Bien que le chapitre précédent ait permis d’apporter des éléments de validation du mécanisme 
supposé de formation des photoproduits (6-4), la raison pour laquelle ces derniers se forment de 
façon moins efficace que les cyclobutadipyrimidines correspondants,1,2,3,4 en particulier lorsque 
c’est une thymine qui se situe du côté de l’extrémité 3’, n’a pu être établie. Dans ce chapitre, le 
problème est abordé sous un angle complémentaire, celui des descripteurs locaux de réactivité de 
la DFT conceptuelle. Cette démarche est destinée à explorer le rôle de ces descripteurs dans le 
domaine de la réactivité des espèces excitées, en espérant qu’ils puissent nous apporter des 
éclairages supplémentaires sur cette réactivité. 
Les théorèmes de Hohenberg-Kohn,5 qui sont à la base de la DFT ont été, à l’origine, démontrés 
pour un système dans son état fondamental. En conséquence, les descripteurs de réactivité qui ont 
été présentés dans le chapitre 4, ne permettent en toute rigueur que de décrire la réactivité de 
systèmes moléculaires dans leur état fondamental. La validité des théorèmes de Hohenberg-Kohn5 
a depuis été étendue aux états électroniques les plus bas d’une symétrie donnée et aux ensembles 
d’états.6,7 Plusieurs études récentes se sont intéressées à la réactivité de systèmes moléculaires dans 
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un état excité le plus bas de sa symétrie.8,9 On peut citer notamment les travaux de P. Geerlings et 
al., 10,11,12,13 qui exploitent le formalisme de la DFT à polarisation de spin.14,15,16,17,18  On notera 
également les travaux de P. K. Chattaraj et al.19,20,21 qui, en s’appuyant sur la DFT dépendante du 
temps (TDDFT)22,23 et la DFT du fluide quantique,24,25,26,27,28 étudient la réactivité d’états excités par 
un suivi dynamique d’indices de réactivité.29,30 Néanmoins, l’étude de la réactivité des états excités 
par DFT reste difficile et rare.  
Dans ce chapitre, un descripteur local de réactivité est proposé pour décrire la réactivité d’un site 
appartenant à une espèce excité (9.1). Ce descripteur est ensuite exploité dans le cadre de l’étude 
de la formation photochimique des dimères de bases pyrimidiques (9.2). 
9.1. Modèle théorique 
9.1.1. Différences entre état fondamental et états excités 
D’après le premier théorème de Hohenberg-Kohn,5 le potentiel externe v  auquel sont soumis les 
électrons d’un système moléculaire est déterminé à une constante additive près par sa densité 
électronique à l’état fondamental. Puisque cette dernière détermine également le nombre 
d’électrons N  du système, il en ressort que la densité électronique fondamentale détermine 
complètement l’hamiltonien électronique du système et ainsi tous ses vecteurs propres et valeurs 
propres associées, c'est-à-dire les fonctions d’onde correspondant aux états excités et les énergies 
associées. 
Notons 0vΕ ,
1
vE …
k
vE  les énergies électroniques5 permises pour un système moléculaire à 
N électrons soumis à un potentiel externe v , 0vψ , 1vψ … kvψ  les fonctions d’onde électroniques 
associées, et 0vρ , 1vρ … kvρ  les densités électroniques correspondantes. Ainsi 0vE est l’énergie 
électronique de l’état fondamental, 1vE  celle du premier état excité et de façon plus générale, 
k
vE  
l’énergie électronique du kème état excité. 
                                                 
5
 Dans ce chapitre l’énergie électronique prend en compte l’énergie cinétique des électrons, la répulsion entre 
électrons et l’attraction entre noyaux et électrons, mais pas la répulsion entre noyaux.  
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D’après le deuxième théorème de Hohenberg-Kohn, l’énergie de l’état fondamental 0vΕ  peut être 
déterminée par application du principe variationnel. Ainsi, une double procédure de minimisation, 
traduite par les équations (9-1) -(9-3), peut conduire à 0vΕ . 
[ ]{ }0 0v vMin Eρ ρ=E  (9-1) 
où [ ] [ ] ( ) ( )0 0vE F r v r drρ ρ ρ= + ∫     (9-2) 
et [ ] { }0 ˆ ˆeeF Min T Vψ ρρ ψ ψ→= +  (9-3) 
La minimisation de l’équation (9-1) se fait sur l’ensemble des densités électroniques telles que : 
( )r dr Nρ =∫    (9-4) 
Quant à la minimisation de l’équation (9-3), elle se fait sur l’ensemble des fonctions d’onde telles 
que : 
( ) ( )21 2 1 2 1... , ,... ...N Nds d d rψ τ τ τ τ τ ρ=∫ ∫   (9-5) 
0F est appelée fonctionnelle de Hohenberg-Kohn. Elle est souvent notée HKF . Elle ne dépend pas 
du potentiel externe, c’est une fonctionnelle universelle de la densité électronique. 
0
vΕ peut alors s’écrire : 
( ) ( )0 0 0 0 0 0v v v v vE F r v r drρ ρ ρ   = = +    ∫   E  (9-6) 
où 0vρ est la densité électronique qui minimise (9-1), i.e. celle de l’état fondamental.  
Dans le cas des états excités, M. Lévy et A. Nagy31 ont montré que l’énergie du kème état excité peut 
également être déterminée par application du principe variationnel. En effet, tous les états propres 
sont des états stationnaires. L’énergie kvE  peut elle aussi être évaluée par une procédure de deux 
minimisations successives traduite par les équations (9-7)-(9-9) : 
[ ]{ }k kv vMin Eρ ρ=E  (9-7) 
avec [ ] [ ] ( ) ( ),k kvE F v r v r drρ ρ ρ= + ∫     (9-8) 
et [ ] { }ˆ ˆ,k eeF v Min T Vψ ρρ ψ ψ→= +  (9-9) 
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où la minimisation mise en jeu dans l’équation (9-7) se fait sur l’ensemble des densités 
électroniques vérifiant l’équation (9-4). Quant à la minimisation intervenant dans l’équation (9-9), 
elle se fait sur l’ensemble des fonctions d’onde vérifiant d’une part l’équation (9-5), et d’autre part 
étant orthogonales aux fonctions propres de l’hamiltonien électronique associées à ses k plus basses 
valeurs propres. 
La bi-fonctionnelle kF , appelée fonctionnelle de Levy-Nagy, n’est pas, à la différence de la 
fonctionnelle de Hohenberg-Kohn, une fonctionnelle universelle de la densité électronique. C’est 
aussi une fonctionnelle du potentiel externe, ceci pour tenir compte du fait que kvψ  est 
orthogonale à 0vψ , 1vψ , … 1kvψ − . 
L’énergie kvE  s’écrit alors : 
( ) ( ),k k k k k kv v v v vE F v r v r drρ ρ ρ   = = +    ∫   E   (9-10) 
où kvρ  est la densité électronique qui minimise (9-7), i.e. la densité électronique du kème état excité. 
La comparaison des expressions (9-6) et (9-10) conduit à la conclusion que si la densité 
électronique est bien la dérivée fonctionnelle première de l’énergie fondamentale par rapport au 
potentiel externe à nombre d’électrons constant, ce n’est pas le cas pour l’énergie d’un état excité. 
En effet : 
( ) ( ) ( )
k k
k
N N
F
r
v r v r
δ δρδ δ
   
= +      
   

 
E
 (9-11) 
Pour un état excité, les dérivées de la densité électronique ne correspondent pas, comme à l’état 
fondamental, à des dérivées exactes de l’énergie. En conséquence, la fonction de Fukui et le 
descripteur dual, définis respectivement comme les dérivées première et seconde de la densité 
électronique par rapport au nombre d’électrons à potentiel externe constant, n’ont pas le même 
sens physique pour l’état fondamental et pour un état excité. Il est donc nécessaire de dériver de 
nouveaux descripteurs locaux de réactivité qui soient pertinents pour les états excités. 
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9.1.2. Définition d’un potentiel chimique local comme descripteur de 
réactivité des états excités 
La densité électronique du kème état excité peut être déterminée à partir de l’équation (9-7) en 
introduisant un multiplicateur de Lagrange kµ  pour tenir compte de la contrainte (9-4). La densité 
électronique kvρ  est alors celle qui vérifie : 
( ) ( ) ( ) ,
k k
k kv
k v v
v
E F
v r v
r r
δ δµ ρ ρδρ δρ
 
   = = +      
 

   (9-12) 
kµ  peut être vu comme le potentiel chimique du système dans son kème état excité. De la même 
façon que le potentiel chimique 0µ du système dans son état fondamental, il s’agit d’une grandeur 
globale. 
L’expression (9-12) permet donc de déterminer la densité électronique du système après une 
excitation verticale de l’état fondamental vers le kème état excité. 
Une des particularités d’un système dans un état excité est sa tendance à retourner à l’état 
fondamental, processus qui se traduit par une réorganisation électronique et un abaissement de 
l’énergie. On peut traduire cette tendance de façon approximative en exprimant la variation de 
l’énergie électronique fondamentale suite à une variation de la densité électronique autour de la 
densité électronique excitée kvρ . Comme la densité électronique kvρ  est différente de la densité 
électronique fondamentale 0vρ , la dérivée fonctionnelle première de 0vE  par rapport à la densité 
électronique en  kvρ  est une grandeur locale, comme le traduit l’équation (9-13). Ainsi, kλ  peut 
être vu comme un potentiel chimique local.  
( ) ( ) ( ) ( )
0
k kv HK
v v k
E F
v r r
r r
δ δρ ρ λδρ δρ
   = + =   
 
   (9-13) 
La variation d’énergie électronique 0kvdE
→  traduisant la tendance du système à se relaxer du kème 
état excité vers l’état fondamental par une réorganisation électronique kvδρ est donc 
approximativement donnée par l’équation (9-14). 
( ) ( ) ( ) ( )
0
0k k k kv
v v v k v
EdE r dr r r dr
r
δ ρ δρ λ δρδρ
→  = = ∫ ∫
    
  (9-14) 
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Soit /0kλ∆ l’écart du potentiel chimique local kλ  au potentiel chimique global 0µ du système dans 
son état fondamental : 
( ) ( )/0 0k kr rλ λ µ∆ = −   (9-15) 
La variation d’énergie 0kvdE
→  s’écrit alors : 
( ) ( ) ( )0 0 /0k k kv v k vdE r dr r r drµ δρ λ δρ→ = + ∆∫ ∫      (9-16) 
Si l’on admet que cette expression, bien qu’inexacte, traduit correctement la volonté du système de 
relaxer vers l’état fondamental, 0kvdE
→ doit être négatif pour traduire l’abaissement de l’énergie 
électronique lors du processus de relaxation. 
Dans le cas d’une relaxation physique, le nombre d’électrons du système reste constant et 0kvdE
→ se 
simplifie en : 
( ) ( )0 /0k kv k vdE r r drλ δρ→ = ∆∫     (9-17) 
0k
vdE
→ est d’autant plus négatif  que la densité électronique diminue dans les zones où le potentiel 
chimique local kλ  est supérieur à  0µ  et augmente dans les zones où kλ  est inférieur à 0µ . Ainsi, 
lorsqu’un système dans son kème état excité relaxe vers l’état fondamental, il y transfert de densité 
électronique des zones où /0 0kλ∆ >  vers les zones où /0 0kλ∆ < .  
Au cours d’une réaction photochimique entre deux partenaires, il est très courant qu’une partie de 
la réaction se déroule sur une surface d’énergie potentielle excitée et se termine sur la surface 
d’énergie potentielle fondamentale après passage par une intersection conique. Le chemin de la 
réaction constitue donc en quelque sorte un chemin privilégié pour la relaxation du système 
excité. Pour le partenaire qui réagit à l’état excité, la variation d’énergie traduisant la relaxation 
induite par la réaction chimique est approximativement donnée par (9-16). Le premier terme du 
membre de droite traduit alors le transfert de charge entre le partenaire à l’état excité et le 
partenaire à l’état fondamental. Le second terme gouverne quant à lui la sélectivité de la réaction. 
L’interaction la plus favorable des deux partenaires est celle qui conduit à un transfert de charge 
du partenaire à l’état fondamental vers les sites du partenaire excité tels que /0 0kλ∆ < , et au 
contraire un transfert de charge des sites du partenaire excité tels que /0 0kλ∆ >  vers le partenaire 
fondamental. Ainsi, le descripteur local /0kλ∆  permet de rendre compte du caractère nucléophile 
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ou électrophile des sites d’un système dans son kème état excité : les sites tels que  /0 0kλ∆ <  sont 
électrophiles, et ceux pour lesquels /0 0kλ∆ > , nucléophiles.  
9.1.3. Evaluation de ce potentiel chimique local  
D’après ce qui précède, un moyen de rationnaliser la réactivité d’un système dans un état excité est 
de parvenir à évaluer le descripteur local de réactivité /0kλ∆ . Par définition : 
( ) ( )/0 0k kr rλ λ µ∆ = −   (9-18) 
En introduisant (9-13) dans (9-18), on obtient cette nouvelle expression pour /0kλ∆  : 
( ) ( ) ( )
0
/0
kHK HK
k v v
F F
r
r r
δ δλ ρ ρδρ δρ
   ∆ = −   

   (9-19) 
Par application du théorème de Taylor, ( )
kHK
v
F
r
δ ρδρ
    peut s’écrire comme la somme infinie: 
( ) ( ) ( ) ( ) ( )
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r dr
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δ ρ ρ ρδρ δρ δρ
     = + ∆     
 + ∆ ∆ 
+
∫
∫∫
 
   
   
    
(9-20) 
avec ( ) ( ) ( )00k kv vr r rρ ρ ρ∆ = −    (9-21) 
Dans le cas des premiers états excités on peut considérer que kvρ est suffisamment proche de 0vρ  
pour qu’une troncature de la série de Taylor de (9-20) au premier ordre donne une bonne 
approximation de ( )
kHK
v
F
r
δ ρδρ
    . Arbitrairement, on considèrera que cette approximation est 
valable pour 1 3k≤ ≤  : 
( ) ( ) ( ) ( ) ( )
2
0 0
01 3, ' '
'
k kHK HK HK
v v v
F F Fk r dr
r r r r
δ δ δρ ρ ρ ρδρ δρ δρ δρ
     ≤ ≤ ≈ + ∆     ∫
 
     (9-22) 
L’introduction de (9-22) dans (9-19) conduit à l’expression suivante du descripteur /0kλ∆  dans le 
cas des premiers états excités : 
( ) ( ) ( ) ( )
2
0
/0 01 3, ' '
'
kHK
k v
Fk r r dr
r r
δλ ρ ρδρ δρ
 ≤ ≤ ∆ ≈ ∆ ∫
  
   (9-23) 
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Une expression usuelle de la dérivée fonctionnelle seconde de la fonctionnelle de Hohenberg-
Kohn par rapport à la densité  électronique, qui n’est autre que le noyau ( ), 'r rη   de la dureté, est 
donnée par : 
( ) ( ) ( ) ( )
2
0 1
, ' , '
' '
HK
v
F
r r R r r
r r r r
δ ρ ηδρ δρ
  = = + 
−
   
     (9-24) 
où le premier terme du membre de droite traduit la contribution coulombienne et ( ), 'R r r  les 
contributions cinétique, d’échange et de corrélation. 
Liu et al.32 ont montré que la contribution ( ), 'R r r   est souvent négligeable devant la contribution 
coulombienne et qu’un bon modèle de ( ) ( )
2
'
HKF
r r
δ
δρ δρ  est donné par : 
( ) ( ) ( )
2
0 1
, '
' '
HK
v
F
r r C
r r r r
δ ρ ηδρ δρ
  = ≈ + 
−
 
     (9-25) 
où C est une constante. 
Ainsi, pour les premiers états excités, une expression simplifiée de /0kλ∆  est donnée par : 
( ) ( )0/0 '1 3, '
'
k
k
r
k r dr
r r
ρλ ∆≤ ≤ ∆ ≈
−
∫

 
   (9-26) 
9.1.4. Cas du premier état excité : le potentiel dual 
Dans la suite de ce chapitre, nous allons nous intéresser plus spécifiquement à la réactivité d’un 
système dans son premier état excité. L’équation (9-26) prend alors la forme suivante : 
( ) ( )
1
0
1/0
'
'
'
r
r dr
r r
ρλ ∆∆ ≈
−
∫

 
   (9-27) 
où ( ) ( ) ( )1 1 00 v vr r rρ ρ ρ∆ = −    (9-28) 
Suite à la publication de la règle de Grochala, Albrecht, Hoffmann33 évoquée au chapitre 
précédent, P. W. Ayers et R. G. Parr34 ont montré qu’une expression approchée de la densité 
électronique d’un système dans son premier état excité ( 1
,v Nρ ) pouvait être construite à partir de la 
densité électronique de l’état fondamental ( 0
,v Nρ ), de la densité du radical cation ( 0, 1v Nρ − ) et de 
celle du radical anion ( 0
, 1v Nρ + ) : 
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( ) ( ) ( ) ( )1 0 0 0
, , 1 , 1 ,v N v N v N v Nr r r rρ ρ ρ ρ+ −≈ + −
   
 (9-29) 
d’où : 
( ) ( ) ( ) ( )1 0 0 00 , 1 , 1 ,2v N v N v Nr r r rρ ρ ρ ρ+ −∆ ≈ + −     (9-30) 
Or dans le cadre de la DFT, on peut exprimer 0
, 1v Nρ −  et 0, 1v Nρ +  en fonction de 0,v Nρ  et des fonctions 
de Fukui 
,v Nf −  et ,v Nf +  définies au chapitre 4 : 
( ) ( ) ( )0 0
, 1 , ,v N v N v Nr r f rρ ρ ++ ≈ +    (9-31) 
( ) ( ) ( )0 0
, 1 , ,v N v N v Nr r f rρ ρ −− ≈ −    (9-32) 
Les équations (9-31) et (9-32) permettent d’obtenir une expression de 10ρ∆  en fonction de ,v Nf +  et 
,v Nf −  : 
( ) ( ) ( )10 , ,v N v Nr f r f rρ + −∆ ≈ −    (9-33) 
Or la différence ( ) ( )
, ,v N v Nf r f r+ −−   constitue une expression approchée du descripteur dual 
canonique ( )2
,v Nf , d’où : 
( ) ( ) ( )210 ,v Nr f rρ∆ ≈   (9-34) 
Puisque ( )2
,v Nf  peut être vu comme la variation de densité électronique induite par la promotion 
d’un électron de l’orbitale moléculaire la plus haute occupée vers l’orbitale moléculaire la plus 
basse vacante, ce résultat est cohérent. 
Une expression approchée de 1/0λ∆ est donc donnée par : 
( ) ( ) ( )21/0 fr V rλ    ∆ ≈   (9-35) 
avec 
( ) ( )
( ) ( )2 2 '
'
'
f f r
V r dr
r r
 
  
=
−
∫

 
   (9-36) 
où ( )2f  est le descripteur dual canonique du système dans son état fondamental lorsqu’il est 
soumis à un potentiel externe v . 
( )2f
V
 
   est le potentiel électrostatique créé par le descripteur dual 
canonique ; c’est pourquoi dans la suite il sera appelé potentiel dual. 
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Compte-tenu de ce qui a été dit dans la section 9.1.2, les sites correspondant à une valeur positive 
du potentiel dual sont des sites nucléophiles du système dans son premier état excité, tandis que les 
sites où le potentiel dual est négatif sont électrophiles. 
On peut s’attendre d’après l’expression (9-36) à ce que le descripteur dual canonique et le potentiel 
dual aient la même allure.35 En effet, le potentiel dual au point r

 est en quelque sorte la somme 
pondérée du descripteur dual aux autres points 'r

. Puisque le coefficient de pondération est positif 
et d’autant plus grand que 'r

 est proche de r

, les valeurs du descripteur dual au voisinage de 
r

contribuent plus au potentiel dual que les valeurs aux points qui en sont éloignés. Ceci constitue 
une justification a posteriori de l’utilisation de l’opposé du descripteur dual pour expliquer la 
réactivité du premier état excité.36 
Ainsi, au cours d’une réaction photochimique mettant en jeu un partenaire dans son premier état 
excité et un partenaire dans son état fondamental, la meilleure approche est celle qui conduit à 
une maximisation des interactions entre sites nucléophiles de l’un et sites électrophiles de l’autre, 
et vice versa ; c'est-à-dire l’approche conduisant à l’interaction des zones positives (négatives) du 
potentiel dual du partenaire excité avec les zones positives (négatives) du descripteur dual du 
partenaire dans son état fondamental. A l’inverse, une interaction entre une zone positive 
(négative) du potentiel dual du partenaire excité avec une zone négative (positive) du descripteur 
dual du partenaire dans son état fondamental est une interaction défavorable. Ce résultat est 
résumé dans le Tableau 9-1. 
Tableau 9-1. Caractère favorable ou défavorable des interactions entre un partenaire dans son 
premier état excité et un partenaire dans son état fondamental selon le signe relatif du potentiel 
dual et du descripteur dual. 
( ) ( )2fV r     du partenaire  
dans son 1er état excité 
( ) ( )2f r  du partenaire  
dans son état fondamental 
Signe Réactivité Signe Réactivité 
Nature de l’interaction 
+ nucléophile + électrophile favorable 
- électrophile + électrophile défavorable 
+ nucléophile - nucléophile défavorable 
- électrophile - nucléophile favorable 
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9.2. Application au cas de la formation des dimères de bases 
pyrimidiques 
A partir de l’exploitation du potentiel dual défini précédemment, les différents taux de formation 
des dimères de bases pyrimidiques ont pu en partie être rationnalisés en termes d’interactions 
primaires et secondaires favorables ou défavorables entre les bases en interaction. L’objectif de 
cette section est de présenter ces résultats. 
9.2.1. Méthodes de calcul 
La géométrie de la thymine, de la cytosine et du tautomère imine de la cytosine ont dans un 
premier temps été optimisés par DFT au niveau B3LYP/6-311G(d,p) à l’aide du logiciel Gaussian 
03.37 Puis pour chacune des trois bases le descripteur dual a été évalué en chaque point à partir des 
équations (4-54), (4-122) et (4-123), c'est-à-dire en négligeant la relaxation orbitalaire. Le potentiel 
dual a alors été calculé à partir de l’équation (9-36). 
9.2.2. Nature électrophile ou nucléophile des sites réactionnels 
Le signe du descripteur dual, cela a été vu au chapitre 4, renseigne sur le caractère nucléophile ou 
électrophile d’un site réactionnel pour un système dans son état fondamental. Ainsi, un site 
correspondant à une valeur positive du descripteur dual est plus électrophile que nucléophile, et 
un site associé à une valeur négative du descripteur dual à un site plus nucléophile qu’électrophile. 
Sur la Figure 1 sont représentés les descripteurs duals de la thymine, de la cytosine et du tautomère 
imine de la cytosine. 
 
Figure 9-1. Descripteurs duals canoniques de la thymine (a), de la cytosine (b) et du tautomère 
imino de la cytosine (c). Les zones rouges correspondent à des valeurs positives du descripteur dual 
et les zones jaunes à des zones négatives. 
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Quelle que soit la base pyrimidique, il apparaît qu’à l’état fondamental le carbone C5 est un site 
réactionnel nucléophile tandis que le carbone C6 est un site qui réagit préférentiellement en tant 
qu’électrophile. Quant au carbone C4, il s’agit d’un site électrophile, en accord avec le fait qu’il 
puisse subir des additions nucléophiles, comme c’est le cas dans les réactions de désamination de la 
cytosine évoquées au chapitre 5. L’oxygène O4 de la thymine et l’azote N4 de la cytosine sont des 
sites électrophiles, au contraire de l’azote N4 du tautomère imino de la cytosine qui est plutôt 
nucléophile. Ainsi, il apparaît que les trois bases pyrimidiques présentent à l’état fondamental le 
même type de réactivité vis-à-vis de leur double liaison C5-C6. Par contre la réactivité à l’état 
fondamental de la liaison C4-O4 de la thymine semble différente de celle de la liaison C4-N4 du 
tautomère imine de la cytosine. 
Le signe du potentiel dual renseigne quant à lui sur la nature électrophile ou nucléophile d’un site 
réactionnel d’un système dans son premier état excité. Un site correspondant à une valeur positive 
du potentiel dual est nucléophile et un site associé à une valeur négative du potentiel dual 
électrophile. Les potentiels duals de la thymine, de la cytosine et du tautomère imino de la 
cytosine sont représentés sur la Figure 9-2. 
 
Figure 9-2. Potentiels duals de la thymine (a), de la cytosine (b) et du tautomère imino de la 
cytosine (c). Les zones rouges correspondent à des valeurs positives du potentiel dual et les zones 
jaunes à des zones négatives. 
Pour chaque base on peut remarquer la grande similitude entre l’allure du descripteur dual et celle 
du potentiel dual. En effet, dans les trois bases, le carbone C5 est associé à un potentiel dual négatif 
et les carbones C6 et C4 à un potentiel dual positif. Quant à l’oxygène O4 de la thymine et l’azote 
N4 de la cytosine, ils correspondent à une zone positive du potentiel dual tandis que l’azote N4 du 
tautomère imino de la cytosine est associé à une valeur négative du potentiel dual. Puisque les 
zones positives (négatives) du descripteur dual correspondent à des sites électrophiles 
(nucléophiles) à l’état fondamental et les zones positives (négatives) du potentiel dual à des sites 
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nucléophiles (électrophiles) au premier état excité, ceci signifie que la réactivité des sites des bases 
pyrimidiques au premier état excité est inversée par rapport à ce qu’elle est à l’état fondamental. 
9.2.3. Interactions primaires 
On peut considérer que les dimères de bases pyrimidiques résultent de l’interaction entre une base 
pyrimidique dans son premier état excité et la base pyrimidique adjacente dans son état 
fondamental. Sur la Figure 9-3 sont représentées les interactions entre le potentiel dual de la base 
excitée et le descripteur dual de la base à l’état fondamental dans le cas de la formation des huit 
photoproduits présentés aux chapitres 1 et 8. De façon arbitraire, il a été choisi de considérer que 
c’est la base située à l’extrémité 3’ qui est excitée et la base à l’extrémité 5’ qui réagit à l’état 
fondamental. Compte-tenu de la très forte ressemblance entre l’allure du descripteur dual d’un 
système et celle de son potentiel dual, les mêmes résultats auraient été obtenus en considérant que 
c’est la base à l’extrémité 5’ qui est excitée. Les photoproduits de type cyclobutadipyrimidines 
résultent de l’interaction entre les carbones C5 et C6 de la base à l’extrémité 5’ avec les carbones 
C5 et C6 de la base à l’extrémité 3’. En ce qui concerne les photoproduits de type pyrimidine (6-4) 
pyrimidone, ils résultent de l’interaction entre les carbones C5 et C6 de la base à l’extrémité 5’ et 
les atomes C4 et O4 de la base à l’extrémité 3’ lorsqu’il s’agit d’une thymine, et des atomes C4 et  
N4 lorsqu’il s’agit d’une cytosine sous la forme tautomérique imino. 
Dans le cas de la formation des quatre photoproduits de type cyclobutadipyrimidine, les deux 
interactions mises en jeu sont toutes les deux favorables. En effet, l’interaction entre les carbones 
C5 des deux bases correspond à une interaction entre une zone positive du descripteur dual et une 
zone positive du potentiel dual, c'est-à-dire à une interaction entre le carbone C5 nucléophile de la 
base dans son état fondamental et le carbone C5 électrophile de la base dans son premier état 
excité. Quant à l’interaction entre les carbones C6 des deux bases, elle correspond à une 
interaction entre une zone négative du descripteur dual et une zone négative du potentiel dual, 
c'est-à-dire à une interaction entre le carbone C6 électrophile de la base dans son état fondamental 
et le carbone C6 nucléophile de la base dans son premier état excité. 
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Figure 9-3. Interactions mises en jeu lors de la formation des dimères de bases pyrimidiques. 
Les bases excitées sont repérées par le symbole *. Le descripteur représenté (descripteur dual ou 
potentiel dual) est indiqué dans chaque cas au-dessus de la base. Les interactions qui vont conduire 
à la formation de liaisons covalentes sont schématisées par des tirets. 
De la même façon, la formation des photoproduits TC_64_PP et CC_64_PP met également en jeu 
deux interactions favorables entre le carbone C5 de la base à l’extrémité 5’ et l’azote N4 du 
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tautomère imine de la cytosine située à l’extrémité 3’, ainsi qu’entre le carbone C6 de la base à 
l’extrémité 5’ et le carbone C4 du tautomère imine de la cytosine. Au contraire, la formation des 
photoproduits TT_64_PP et CT_64_PP met en jeu une interaction favorable entre le carbone C6 
de la base à l’extrémité 5’ et le carbone C4 de la thymine à l’extrémité 3’, et une interaction 
défavorable entre le carbone C5 de la base à l’extrémité 5’ et l’oxygène O4 de la thymine à 
l’extrémité 3’. Cette interaction défavorable correspond à une interaction entre deux sites 
nucléophiles. Ceci peut expliquer pourquoi aux sites bypirimidiques impliquant une thymine à 
l’extrémité 3’ le photoproduit de type pyrimidine (6-4) pyrimidone, issu d’une interaction 
favorable et d’une interaction défavorable se forme en bien plus faibles quantités que le 
cyclobutadipyrimidine correspondant, issu de deux interactions favorables.  
9.2.4. Interactions secondaires 
Dans l’ADN, l’orientation relative entre deux bases pyrimidiques adjacentes est fixée. Ainsi les 
plans définis par les noyaux pyrimidiques sont presque parallèles et  il y a un certain recouvrement 
entre les deux bases. Ceci peut conduire à des interactions secondaires lors de la formation des 
dimères de bases pyrimidiques qui sont représentées sur la Figure 9-4 dans le cas des sites 
bipyrimidiques auxquels le produit CPD et le produit 6-4 PP résultent de deux interactions 
favorables. En effet, à ces sites, le caractère favorable ou défavorable des éventuelles interactions 
secondaires peut être à l’origine du fait que le produit 6-4 PP se forme plus difficilement que le 
produit CPD correspondant. 
Dans le cas de la formation des cyclobutadipyrimidines TC_CPD et CC_CPD, quatre interactions 
secondaires peuvent s’établir en plus des interactions primaires conduisant au cyclobutane : une 
première entre l’oxygène O4 ou l’azote N4 de la base à l’extrémité 5’ et l’azote N4 de la cytosine à 
l’extrémité 3’, une seconde entre les carbones C4 des deux bases, une troisième entre les oxygènes 
portés par les carbones C2 des deux bases et enfin une quatrième entre les azotes N1 des deux 
bases. Chacune de ces quatre interactions est favorable puisqu’elle correspond soit à une 
interaction entre une zone positive du descripteur dual (électrophile) et une zone positive du 
potentiel dual (nucléophile), soit à une interaction entre une zone négative du descripteur dual 
(nucléophile) et une zone négative du potentiel dual (électrophile). 
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Figure 9-4. Interactions primaires et secondaires mises en jeu lors de la formation des dimères 
de bases pyrimidiques TC_CPD, TC_64_PP, CC_CPD et CC_64_PP. Les bases excitées sont 
repérées par le symbole *. Le descripteur représenté (descripteur dual ou potentiel dual) est 
indiqué dans chaque cas au-dessus de la base. Les interactions primaires, qui conduisent à la 
formation de liaisons covalentes sont schématisées par des tirets et les interactions secondaires par 
des pointillés. 
Dans le cas de la formation des pyrimidine (6-4) pyrimidones TC_64_PP et CC_64_PP, une seule 
interaction secondaire peut s’établir en plus des deux interactions primaires favorables : entre 
l’azote N1 de la base à l’extrémité 5’ et l’azote N3 de la base à l’extrémité 3’. Compte-tenu de la 
contribution de l’azote N3 au potentiel dual, cette interaction secondaire est très faiblement 
favorable.  
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Un nombre d’interactions secondaires favorables plus important dans le cas des photoproduits 
TC_CPD et CC_CPD que dans le cas des photoproduits TC_64_PP et CC_64_PP peut expliquer 
qu’aux sites bipyrimidiques 5’-TC-3’ et 5’-CC-3’ les cyclobutadipyrimidines se forment 
préférentiellement aux pyrimidine (6-4) pyrimidones correspondantes. 
Conclusion 
Dans ce chapitre, un nouveau descripteur local de réactivité a été développé, qui paraît pertinent 
pour décrire la réactivité des sites réactionnels d’un système dans un de ces premiers états excités. 
Il est basé sur l’idée que lors d’une réaction photochimique un des facteurs qui dirige la réaction 
est le fait de permettre la relaxation du système excité vers son état fondamental. Ce descripteur a 
été exploité afin de rationnaliser les différents taux de formation des dimères de bases 
pyrimidiques. Il apparaît que tous les photoproduits de type cyclobutadipyrimidine résultent de 
deux interactions favorables entre les deux bases pyrimidiques impliquées. En ce qui concerne les 
pyrimidine (6-4) pyrimidones, lorsqu’à l’extrémité 5’ se situe une cytosine sous un forme 
tautomérique imino, le photoproduit est issu de deux interactions favorables tandis que lorsqu’il 
s’agit d’une thymine une des deux interactions est défavorable. Ceci est dû au fait que l’oxygène 
porté par le carbone C4 d’une thymine et l’azote porté par le carbone C4 d’une cytosine sous forme 
imino ont des réactivités inversées. Ceci peut expliquer que les photoproduits TT_64_PP et 
CT_64_PP se forment en quantités bien moindre que les photoproduits TT_CPD et CT_CPD 
correspondants. Le fait qu’aux sites bipyrimidiques 5’-TC-3’ et 5’-CC-3’ les photoproduits 
pyrimidine (6-4) pyrimidones se forment plus difficilement que les cyclobutanes correspondants, 
alors que tous sont issus d’interactions favorables au niveau des sites impliqués dans la formation 
des cycles cyclobutane ou azétidine est imputé à un plus grand nombre d’interactions secondaires 
favorables dans le cas des cyclobutadipyrimidines.  Le fait que les thymines apparaissent plus 
réactives que les cytosines vis-à-vis de la formation des photoproduits de type 
cyclobutadipyrimidines ne peut être expliqué par le descripteur dual canonique et le potentiel dual 
car ce ne sont pas des descripteurs de réactivité « size-consistent ». De la même façon que le 
descripteur dual grand canonique est plus pertinent que le descripteur dual canonique pour 
comparer la réactivité de sites appartenant à des molécules différentes, on peut imaginer à l’avenir 
de développer un équivalent du potentiel dual dans l’ensemble grand canonique.  
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Conclusion générale et perspectives 
Dans ce travail, nous avons essayé d’apporter des éléments théoriques permettant de renseigner 
sur les mécanismes réactionnels de formation de certaines lésions de l’ADN et sur les causes des 
différences de réactivité observées entre différentes bases nucléiques vis-à-vis de la formation 
d’une même lésion. Nous avons pour cela privilégié les méthodes de modélisation moléculaire 
basées sur la théorie de la fonctionnelle de la densité et avons utilisé de façon complémentaire des 
méthodes quantitatives permettant de calculer l’énergie et la structure électronique des systèmes 
moléculaires, et la DFT conceptuelle, modèle qualitatif de la réactivité chimique. A partir de 
l’étude de ces cas particuliers, de nouveaux outils ont pu être proposés pour étudier la réactivité 
chimique, notamment en ce qui concerne l’étude des mécanismes concertés asynchrones et celle 
de la réactivité des systèmes moléculaires dans un état excité. 
1. Concernant les lésions de l’ADN étudiées 
Les formations de trois types de lésions ont été étudiées : 
• la désamination spontanée de la cytosine et de ses dérivés 
• les lésions tandem G^T et T^G 
• les dimères de bases pyrimidiques 
Au chapitre 5, un mécanisme réactionnel de type addition-élimination a été proposé pour 
expliquer la réaction de désamination spontanée de la cytosine. Ce mécanisme est en accord avec 
les principales caractéristiques cinétiques connues de la réaction, lorsque la base est sous la forme 
d’un nucléoside, d’un nucléotide ou qu’elle est impliquée dans un simple brin d’ADN. Il a nécessité 
Conclusion Générale et Perspectives 
 - 296 - 
la modélisation du milieu aqueux par un continuum diélectrique ainsi que par l’introduction 
explicite de deux molécules d’eau afin de décrire correctement l’étape cinétiquement déterminante 
du mécanisme proposé : l’addition nucléophile d’une molécule d’eau en C4 de la cytosine assistée 
par une seconde molécule d’eau du milieu environnant. Le fait que l’obtention de la structure du 
réactant, identifié par exploitation du profil de force de réaction, ait nécessité une optimisation de 
géométrie sous contraintes suggère qu’il pourrait être intéressant d’étudier le même mécanisme en 
introduisant non pas deux mais trois molécules d’eau explicites dans le système moléculaire. On 
peut envisager dans un futur proche d’étudier la réaction de désamination de la cytosine dans un 
double brin d’ADN. Il sera alors probablement nécessaire d’introduire dans le système modèle la 
guanine du brin complémentaire afin de prendre en compte la nécessité de briser localement le 
réseau de liaisons H pour permettre la réaction, et peut être les bases adjacentes de la cytosine pour 
rendre compte du faible accès des molécules d’eau à la cytosine. Afin d’obtenir un bon compromis 
entre exactitude et temps de calculs, il pourra alors être envisagé d’utiliser des méthodes hybrides 
QM/MM ou QM/QM’. L’évaluation de divers indices de réactivité issus de la DFT conceptuelle 
indique que si la 5-méthylcytosine et la 5,6-dihydrocytosine se désaminent spontanément plus vite 
que la cytosine, ceci provient d’une plus grande électrophilie locale de leur carbone C4. La 
réaction de désamination spontanée de la cytosine serait donc sous contrôle de transfert de charge.  
Au chapitre 7, le mécanisme réactionnel de formation des lésions G^T et T^G a été étudié en 
modélisant le système par un dinucléoside monophosphate. Récemment, un mécanisme 
réactionnel avait déjà été proposé pour la formation des lésions A^T et T^A. Notre étude suggère 
que les lésions G^T et T^G peuvent se former selon le même mécanisme. Ce dernier, qui implique 
l’addition d’un radical électrophile au niveau du carbone C8 de la base purique, est compatible 
avec l’observation expérimentale que la guanine conduit plus facilement à des lésions que 
l’adénine. L’évaluation du descripteur dual canonique, un indice de réactivité locale récemment 
défini, a permis de rationaliser cette différence de réactivité : le carbone C8 de la guanine est plus 
réactif que celui de l’adénine vis-à-vis de la formation de ces lésions tandem car il est plus 
nucléophile qu’électrophile alors que celui de l’adénine est plus électrophile que nucléophile. Ce 
résultat renforce l’intérêt du caractère dual de ce descripteur. En effet, il permet d’exploiter ce 
dernier pour une comparaison de réactivité locale intermoléculaire alors qu’il est normalement 
défini pour une utilisation intramoléculaire. 
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Au chapitre 8, le mécanisme réactionnel de formation du photoproduit (6-4) au niveau d’un site 
bipyrimidique 5’-TT-3’ a été étudié par DFT et TDDFT en modélisant à nouveau le système par un 
dinucléoside. Notre étude supporte l’hypothèse du passage par un intermédiaire réactionnel 
oxétane. La formation photochimique de ce dernier semblerait impliquer une intersection conique 
qu’il serait nécessaire de localiser à l’aide de calculs de type CASSCF. Cependant, notre étude ne 
permet pas d’expliquer le fait que les photoproduits (6-4) se forment si peu par rapport aux 
cyclobutadipyrimidines correspondants lorsqu’une thymine est impliquée à l’extrémité 3’. Ceci a 
conduit à la définition d’un indice de réactivité locale pertinent pour décrire la réactivité chimique 
des systèmes dans un état excité. Cet indice, présenté au chapitre 9 a été utilisé pour rationaliser 
les différents taux de formation des divers dimères de bases pyrimidiques. Ainsi, le fait qu’aux sites 
5’-TT-3’ et  5’-CT-3’ les pyrimidine (6-4) pyrimidones (6-4 PP) se forment considérablement 
moins que les cyclobutadipyrimidines (CPD) correspondantes proviendrait du fait que la 
formation des CPD impliquent deux interactions primaires favorables tandis que celles des 6-4 PP 
implique une interaction primaire favorable et une interaction primaire défavorable. De plus, le 
fait qu’aux sites 5’-TC-3’ et 5’-CC-3’, les 6-4 PP se forment légèrement moins que les CPD 
correspondantes serait la conséquence de la présence d’interactions secondaires favorables dans le 
cas de la formation des CPD, qui seraient absentes dans le cas de la formation des 6-4 PP. Ces 
résultats suggèrent la présence d’une barrière d’activation sur la surface d’énergie potentielle 
excitée associée à la formation photochimique des intermédiaires oxétanes à partir des sites 5’-TT-
3’ et 5’-CT-3’. Cette barrière n’a malheureusement pas pu être mise en évidence par notre étude 
par TDDFT. Il serait donc nécessaire de confirmer ou d’infirmer cette proposition par une étude 
CASSCF. 
2. Concernant les outils permettant d’étudier la réactivité chimique 
L’étude de la réaction de désamination spontanée de la cytosine a conduit à une réflexion plus 
générale sur les mécanismes concertés asynchrones au chapitre 6. Ainsi, des particularités dans les 
profils de réaction tels qu’un épaulement d’énergie potentielle, plus de deux extrema de force de 
réaction ou encore un minimum de dureté décalé par rapport à l’état de transition pourraient être 
des indices de l’implication d’un mécanisme concerté asynchrone. Dans ce genre de mécanisme, 
l’état de transition de l’étape élémentaire n’est sans doute qu’un état de transition « apparent », qui 
n’a pas le même sens physique que l’état de transition d’un processus primitif. En particulier, il ne 
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semble y avoir aucune raison théorique pour que des principes de réactivité tels que le principe de 
dureté maximum ou encore le principe d’électrophilie minimum soient respectés dans le cas d’un 
mécanisme concerté asynchrone. De plus, l’étude des profils de réaction en fonction du nombre 
d’électrons dans le système moléculaire pourrait permettre de déterminer le nombre de processus 
primitifs composant un mécanisme concerté asynchrone. Ceci serait une conséquence directe du 
fait que dans le cas d’un processus simple la position de l’état de transition, au contraire de 
l’énergie d’activation, est indépendante du nombre d’électrons dans le système. Il est évident que  
toutes ces propositions doivent être examinées plus en détails à l’aide de nouveaux exemples. 
La volonté de rationaliser les différents taux de formation photochimique des dimères de bases 
pyrimidiques a conduit à développer un nouvel indice de réactivité pertinent pour les systèmes 
moléculaires dans un état excité. Cet indice a été développé en exploitant le fait qu’au cours d’une 
réaction photochimique la réactivité du système dans un état excité doit constituer un chemin 
pour retourner à l’état fondamental. Dans le cas du premier état excité, cet indice correspond au 
potentiel électrostatique créé par le descripteur dual du système dans son état fondamental. Cet 
indice a permis de rationaliser différents types de sélectivité dans le cas de photocycloadditions 
[2+2]. Il serait intéressant de vérifier son utilité dans le cas d’autres réactions photochimiques. Ceci 
devrait être réalisé lors de nouvelles études pour des systèmes analogues mais aussi pour d’autres 
systèmes connus pour leur réactivité par voie photochimique.  
 
Plus généralement, les indices de réactivité issus de la DFT conceptuelle se révèlent 
particulièrement bien adaptés à l’étude de la réactivité des bases nucléiques, que ce soit à l’état 
fondamental ou à l’état excité, pour un système à couches fermées ou un système à couche 
ouverte.  Seuls quelques exemples ont été étudiés au cours de ce travail et il reste de nombreuses 
réactions à comprendre plus en détails. On notera également que le problème de la réactivité des 
bases de l’ADN peut également apporter beaucoup au développement de la chimie théorique en lui 
fournissant des exemples d’étude nombreux et variés. 
   
 
 
