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Hepatocellular carcinoma (HCC) is the most common type of liver 
cancer and the fifth common cancer in the World and Mainland China. 
It is proven in [43] that HCC induced in patients with Hepatitis-B virus 
(HBV) is actually caused by some mutations in the DNA sequences 
of the HBV virus in the primary level. The traditional approach of 
analyzing the correlation between the mutations and the diseases is by-
aligning all the DNA sequences collected. Unfortunately, it is proven 
in [42] that the multiple sequences alignment (MSA) process is quite 
inefficient because it is NP-complete. 
In order to solve this problem in a faster way, a new indexing struc-
ture is proposed in this thesis. This structure is called Sub-Sequence 
Segmentation Tree(SSST). This data structure indexes each of the char-
acters in the strings by the flanking substrings of the character. SSST is 
built by extending the substrings layer by layer. In each of the layers of 
the SSST, it stores the substrings of length where d is the depth 
of SSST. The construction process stops when each of the characters 
in the SSST is indexed by a pair of unique substrings. The advan-
tage of this structure is that it exploits the high similarities among the 
sequences in the database. Since we want to extract markers from a 
set of DNA sequences, they should be of the same species and their 
similarities must be high. The time and space complexity of this struc-
ture is 0{NL log(L)) where N and L is the number of sequences in the 
database and the lengths of the sequences respectively. 
Using this data structure, we can find the matching substrings of 
two sequences. The matching substrings are used as the delimiters of 
the regions where Dynamic Programming alignment process is needed. 
The remaining task is to align the substrings that are not the same. 
If we apply SSST in pairwise alignment problem, the time complexity 
will be about O ( ^ ) , where p is the number of pairs of uncommon 
i 
substrings between the 2 sequences. 
Furthermore, we also discovered that it is not necessary to align ev-
ery sequence in the database. Using our structure, we can align every 
sequence in the database to the reference sequence. SSST can remem-
ber the mutations that occurred before. The time complexity of marker 
extractions using SSST is 0(J^L?�which is much faster than the MSA 
process whose time complexity is All the above proposed 
approaches are tested and evaluated successfully with synthetic and 
real-life data. 
In the final part of this thesis, an application framework concerning 
the HBV-HCC relationships investigation is described and the predic-



























運行時間分別是0(NL2)和0(N2L2) ° I 
在這份論文的最終部份，我們提出一個分析HBV-HCC關係的弓丨擎0其預言正確 
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Hepatocellular carcinoma (HCC) is the most common type of liver 
cancer and the fifth common cancer in the World. Prognosis in HCC 
without treatment is poor. A study [40] of HCC on unselected patients 
shows a median survival period of 14 weeks, with only 13% surviving 
more than a year. 
In [45], it shows that there is correlation between hepatocellular 
carcinoma (HCC) and the hepatitis-B virus (HBV) infection. Statis-
tics shows 80% of HCC patients are infected by the hepatitis-B virus 
before. The probability of HCC incidence varies with sex, age and the 
living environment. HCC incidence is more common in male. It occurs 
commonly in areas where Hepatitis infection is common. 
HBV carriers who are infected in young age have more chances to 
develop HCC than those who are infected later. In [29], it shows that, 
apart from liver cancer, Hepatitis B patients often have more serious 
symptoms, such as cirrhosis. ‘ 
In [43], it shows that HCC in patients who are HBV infected is 
1 
i 
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actually caused by some mutations in the DNA sequences of the HBV 
in the primary level. The traditional approach of analyzing the cor-
relation between the mutations and the diseases is by aligning all the 
DNA sequences that we have collected. Then, we can scan the aligned 
sequences column by column to study the mutation patterns and study 
the relationship between the mutations in the DNA sequences of the 
HBV and the occurrence of HCC in the patients' bodies. Unfortu-
nately, in [42], it shows that the multiple sequences alignment (MSA) 
process is quite inefficient and it is NP-complete. 
There are many heuristics for multiple sequences alignment. They 
include Clustalw Algorithm [17] [18], Hidden Markov Model [2] [36] 
and Evolutionary Algorithm [8] [20]. Unfortunately, these heuristics ^ 
are too slow for aligning a large group of sequences. You have to spend 
2 hours on aligning a group of 100 sequences of lengths around 3000. 
If we want to investigate the relationship between the mutations in 
DNA sequences and a disease, we have to align a group of sequences 
which are extracted from organisms of the same species. DNA se-
quences from living things of the same species are often have high 
similarities among them. These methods are slow because they do 
not take advantages of high similarities of the collection of sequences. 
Apart from the running time, the memory requirement is also a prob-
lem. Both the Clustalw Algorithm and the Hidden Markov Model 
involves a Dynamic Programming process. In the algorithm book [10], 
it shows the various improvement in the Dynamic Programming. In 
32，39], it is proven that the time complexity is 0{MN), where M and 
N is the lengths of the 2 sequences. It is impossible to align sequences 
of length longer than 30,000 characters. In recent years, there are many ‘ 
improvements in Dynamic Programming (DP) which only linear space 
i 
CHAPTER 1. INTRODUCTION 3 
is needed in the alignment process [7]. Unfortunately, if we carry out 
this algorithm, the runtime will nearly be doubled. 
We have developed an indexing method that takes the advantages of 
high similarities among the sequences. By using this indexing method, 
we can align the group of sequences in a shorter period of time. 
1.2 Problem Statement 
Our problem is to find all the marker sites in a group of DNA sequences. 
Let us define the problem in a formal way. 
Sequence is an ordered list of alphabets in the character set E. 
For DNA Sequences, E = {A, G, C ,T} which represent each type of 
nucleotides respectively. 
We define a collection S of iV sequences of lengths which range from 
L — to L, so, 5 = {5i, 5^2，• •.，Sn}- For each of the sequences in S, it 
belongs to one of the M classes, {Ci, C2, C3,…,Cm}-
The Information Content and the Information Gain defined below 
follows the Shannon's definition in [44]. The Information Content 
of a group of characters is defined by: 
- ^ P ( E , ) l o g 2 P ( E , ) , (1.1) 
A;=0 
where Efc is the k^ '^  character in the set and P(Efc) is the probability 
of the appearance of the k^ ^ character. 
The word sites in this thesis refers to the columns in an alignment 
of sequences and we can treat a site as a group of characters. For 
example, we have the alignment of sequences in Table 1.1, 
The 4认 site of the aligned sequences consists of 3As and IG while 
the 5认 site consists of 3Gs and lA. 
• 
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Table 1.1: A Database for Sequences 
An Aligned Site j is a site that the weighted sum of the informa-
tion contents of its neighboring columns is smaller than the threshold, 
i.e. 
J 
+ ky^column) + E({j - kY^column)) < T—se (1-2) 
k=0 
J ^ '^window (1.3) 
where Tnoise is the threshold for the information content of the neigh-
boring columns of k^ ^ character and T i^ndow is the threshold for the 
length of the prefix and suffix of the k仇 character. 
Flanking sequences are the prefix and the suffix of an aligned mu-
tation site. Since the information contents of the neighboring sites of ! 
an aligned mutation site are smaller than the threshold, these flanking 
sequences should be of high similarities. 
We define P{Cm) as the probability of the class Cm in the data set, 
then the original Information Content of the data set is: 
M 
E{P{C,), . . . , P(Cm)) = l0g2 P{Cm) (1.4) 
m = 0 
We define \Cmi\ as the number of sequences in Class Cm whose 
i 
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characters at the aligned site j is E^ and 
P{Cmi) = (1.5) 丨 
^m : 
Then we define the term Remainder (J) as the amount of informa- ： 
tion to classify the data set. ； 
Remainder^) = ^ 汝 广 职 C u ) , ，…，P{CMi)) (1.6) || 
i=0 Cfc 1； 
The Informat ion Gain Hj (S) of an aligned site j is the difference 
I 
between the original Information Content of the Data set and , 
the amount of information to classify all the data in the data ： 
set: 
•i� 
HJ(S) = E{P{CI),尸(C2)’ …，P{CM)) - Remainder(j) (1.7) I 
fi； 
I 
A mutation site j is a Marker, if the information gain of using | 
this site to classify the record in the data set is greater than the given |j 
threshold, i.e. || 
Hj{S) > Tinfo, (1.8) I 
, i；： 
where TJn/o is the threshold for information gain. ：；| 




Example Suppose we are given the following data set in Table 1.2 
and Tnoise = 0.1, T i^ndow = 2 and Tinfo = 0.5. 
The information gain of the first site with capital characters is 0, . . i 
although it satisfies the Tnoise and Ty^ indow constraints, it is still not the 
••； 
marker site. While the information gain of the second site with capital J； 
•丨: 







CHAPTER 1. INTRODUCTION 6 
Class Sequences 
Ci . .aagt tCagat . . .acgTtgc… 
C\ . aaagttGagat.…cgTtgctt . 丨  
；, 
C2 . aaagttCagat.…cgGtgcg.. 
C2 .aaagttGagat. . .acgGtgc.. . 
；I ；! 
Table 1.2: An Example for Alignment 丨: 
iij 
•‘ " “ I 丨I， 
Marker Site 丨  
" .cgTtg … I 
'I 
. . . cgTtg . . . 丨丨! 
il 
. • .cgGtg. . . ： 
,..CgGtg, . • ；；• 
- - •,, I ‘ 1 
ill 
Table 1.3: An Example for Marker Extractions I 
] 
characters is 1 and it satisfies the Tnoise, since all the characters within i|j 
y 
the T i^ndow neighbors are the same, this site is a marker. :.'；； I • 
1.3 Outline of the thesis | 
丨I 
In Chapter 2’ we will present a brief introduction on the topic of marker I 
I' 
•： 
extractions. In Chapter 3，we will describe some related works which 
are similar to the algorithms we proposed in this thesis. In Chapter 4, 
we will introduce the indexing structure, Sub-Sequence Segmentation 
Tree (SSST), of DNA sequences. In this Chapter,we will discuss the 
construction algorithm of SSST. Apart from this, we will also analyze 
the run-time and memory requirement of this structure. In Chapter 
5, we will show the application of SSST to the problem of sequences 
alignment. Both pairwise sequences alignment and multiple sequences 
alignment will be discussed in this chapter. In Chapter 6，we will 
introduce two algorithms to extract marker sites from a collection of 
A 
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DNA sequences of the same species. In Chapter 5 and 6，we will also 
analyze the time and space complexity of the algorithm. Actually, all 
these algorithms belong to the same application framework. In Chapter 
7，we will describe the architecture and the flow of the application 
framework. Finally, we will also show the prediction correctness of the 










2.1 Biological Background 
DNA is the acronym for DeoxyriboNucleic Acid. It is the basic genetic 
element of all living things in the World. It is formed by two com-
plementary nucleotide strands in a double-helix form. A DNA strand 
consists of 4 main components, they are: Adenine(A), Guanine(G), 
Cytosine(C), Thymine(T). Two complementary strands will be paired 
up together, while A will be attached to T, and G will be attached 
to C. DNA defines the order of amino acids in a protein. The order | 
of amino acids will in turn affect the functions of protein and hence 
the development of an organism. If the DNA of an organism mutates, 
the organism will either suffer from a damage or develop a new feature 
which is beneficial to its life. In this thesis, a DNA sequence is viewed 
as a character string. This character string is spanned in the character 
set E where E = {A, G, C, T}. 
An amino acid consisted of 3 DNA components [24]. There are 20 
types of amino acids. Actually, protein can be viewed as a character 
string which is spanned in the character set E' and = 20. Amino 
8 
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acid is the basic components of protein. Protein can be classified as: 
enzymes, transport proteins, nutrient and storage proteins, contractile 
or motile proteins, structural proteins, defense proteins, regulatory pro-
teins and others. So, you can see that proteins affect every processes 
in our bodies. 
2.2 Sequence Alignments 
In order to analyze the effects of mutations in the DNA sequences on 
the outcome of diseases, we have to align all the DNA sequences in 
an existing database. In this section, we will describe the process of 
sequences alignment and introduce the traditional approach for this 
process. 
In general, sequence alignment is a process which try to maximize 
the similarities between two or more sequences. There are two types of 
sequences alignment. They are Global Alignment and Local Alignment. 
Global Alignment is an alignment process in which we try to maximize 
the similarities among two or more sequences from head to tail. The 
common method of global sequences alignment include Clustalw[17 
18], HMM[2, 36] and SAGA[20]. Global sequences alignment is the 
main concern in this thesis. Since for the marker extractions problem, 
we have to align the whole sequences to see what types of mutations 
contribute to the classification of the sequences. 
Apart from global sequences alignment, there is a type of alignment 
process in which we do not have to align the sequences as a whole, they 
are local sequences alignment [4, 21]. Local Alignment is an alignment 
process in which we just search for sub-sequences to align, such that the 
similarities of these sub-sequences are maximum, while the similarities 
of the other parts will simply be ignored. This type of alignment process 
CHAPTER 2. BACKGROUND 10 
is important because proteins with high similarities in functionality 
often share a few structural similarities in isolated regions. In this 
case, global sequences alignment may not be able to work in its full 
extend. The common tools for local sequences alignment is BLAST. 
The BLAST algorithm is a heuristic algorithm for the local align-
ment problem. Firstly, we have to find words of lengths W i in the 
query sequences. Each of these words of length W will be aligned with 
words of the same lengths in the database through the use of substitu-
tion matrix 2. The segments which score more than the score threshold 
will be extended in both directions in order to find a region of alignment 
with no gaps. All these regions will then be outputted by BLAST. 
Another problem that is similar to the local sequences alignment is 
motif discovery. Motif Discovery is to find a set of common substrings 
among sequences of the same species. The algorithm that is used for 
this problem is Gibbs，sampling [23’ 27’ 33]. 
Gibbs’ sampling algorithm will first randomly pick up some sub-
sequences, then it will try to shift each of the sub-sequences to try to 
minimize the likelihood function: 
1=1 j=i '•‘ 
where Cij is the total count of character j in position i in the aligned 
window, fij is the frequency of the character j in position i of the 
aligned window and /o j is the background count of character j in the 
sequences. 
In this thesis, we deal with the mutations in DNA sequences and 
we have to investigate the whole sequences for each of the records in 
l i t is a user-defined variable 
2Substitution matrix will be explained in the pairwise / multiple sequence alignment 
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A G C T 
A 2 - 1 - 1 -1 
G - 1 2 - 1 -1 
C - 1 - 1 2 -1 
T -1 -1 -1 2 
Deletions -2 -2 -2 -2 
Insertions -2 -2 -2 -2 
Table 2.1: An Example for substitution matrix 
the database, so global alignment process is more appropriate. 
2.2.1 Pairwise Sequences Alignment 
For Pairwise Sequences Alignment, we are given 2 sequences. Our task 
is to align them in a way to maximize the number of similar characters 
and minimize the gap penalty between them. For calculating the score 
in pairwise sequences alignment, we have a substitution matrix for this 
problem. One of the examples for substitution matrix is shown in 
Table 2.1. 
From this table, we can see that, any matching characters will score 
2 marks. Any unmatched characters will be penalized by deducting 1 
mark from the alignment. 
In the substitution matrix in Table 2.1, we can see that Deletions 
and Insertions will cost 2 marks. Actually, Deletions and Insertion are 
called gaps. They are the spaces in the alignment. In DNA sequences 
Alignment, gaps often occur in sequences. In terms of biology, gaps 
can be formed in one mutational event. So when we try to penalize the 
opening of gaps, we have to treat a sequence of gaps as a whole. In the 
substitution matrix, the deletion and insertions penalty shown is the 
penalty for each space character. For each gap opening, there is also a 
CHAPTER 2. BACKGROUND 12 
gap opening penalty which is not shown in the matrix. For a sequence 
of gap, the penalty is : PgNg + P � , where Pg is the penalty per gap 
opened, Ng is the number of gaps opened and Pq is the gap opening 
penalty. This kind of gap opening penalty is called affine gap costs. 
This is a common way of calculating gap penalty after its publications 
in [3，11，31]. 
By using the substitution matrix and the dynamic programming, 
we can find the optimal sequences alignment. For the execution of 
Dynamic Programming [10], we have to construct a (M + 1) x (iV + 1) 
matrix first, where M and N are the lengths of the 2 sequences that 
we have to align. In the first step, the matrix should be initialized to 
the state in Fig. 2.1. 
0 1 2 3 4 5 
A T C G T 
0 0 0 0 0 0 0 
1 A 0 
I 
2 C 0 
3 G 0 
4 T 0 
Figure 2.1: The Matrix in the initial state of the pairwise sequences align-
ment 
For each entry Ai^j in the matrix, a value will be assigned to it by 
the following functions. 
CHAPTER 2. BACKGROUND 13 
( 
Ai-i^j-i + Sci,cj In case of match or mismatch characters 
= 'max Ai^j-i + Pg If insertion in sequence 1 
Ai-i^j + Pg If insertion in sequence 2 
By this formula, we can assign values to the entries of the matrix. 
If the substitution matrix in Table. 2.1 is used and affine gap cost is 
not adopted, the final matrix of the alignment between the sequences 
ATCGT and ACGT is shown in the Fig. 2.2. 
0 1 2 3 4 5 
A T C G T 丨 
0 0 0 0 0 0 0 
1 A 0 2 0 -1 -1 -1 
2 C 0 0 1 2 0 -2 
3 G 0 -1 -1 0 4 2 
11. 
4 T 0 -1 1 -1 2 6 I 
Figure 2.2: The Final Matrix in the pairwise alignment of sequences ATCGT 
and ACGT 
At each assignment, the trace-back direction will also be indicated. 
This direction matrix is used to trace back to the initial state to obtain 
the optimal alignment. Here in Fig. 2.3 is the direction matrix for 
the above example and the red arrows show the path of the optimal 
alignment. 
A 
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0 1 2 3 4 
A T C G T 
0 A \ | - | \ | \ | ~ 
1 c 工 X X 三 I 
2 G 二 
3 丁 | \ | \ | - | I | \ 
Figure 2.3: The Direction Matrix in the pairwise alignment of sequences 
ATCGT and ACGT 
If affine gap cost ^ is adopted, the process is similar with this one, 
only additional arrays are used to store some extra values. This is 
shown in [3 . 
After the assignment of values to the matrix, the optimal score can 
be found in the AM,N entry of the matrix. In order to find the optimal 
alignment, we can trace back from the entry AM,N and back to the 
entry Thus a full path of alignment can be found. 
In this method, since we have to assign all the values in the direction 
matrix and the substitution matrix, the runtime is 0{MN). In [31], 
it proves that the algorithm does not need to store the whole matrix 
and the space complexity is linear to the length of either one of the 
sequences. Unfortunately, by adopting this algorithm, the runtime will 
be nearly doubled. 
3gap opening penalty 
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2.2.2 Multiple Sequences Alignment 
Multiple Sequences Alignment [5, 16] is a problem in which 3 or more 
sequences are given to maximize the number of similar characters, or in 
other words, to minimize the entropy of each aligned column. For this 
problem, we still have to minimize the gap penalty of the alignment. 
The algorithm for exact multiple sequences alignment is by N-
dimensional Dynamic Programming. Unfortunately, the space and 
time complexity is exponential, that means the problem is NP-complete. 
In order to solve this problem efficiently, a lot of heuristical approaches 
are proposed. Some of the typical solutions are Clustalw, Hidden 
Markov Model and Genetic Algorithm. 
For Cliistalw[17, 18], it will compute the pairwise alignments for 
each pair of sequences in the data set. After this process, a neighbor ‘ 
joining tree is generated. The sequences will then be aligned in an 
incremental way by using this guided tree. Since only 0{N^) times 
of pairwise alignment are done, the total time complexity is 
while the space complexity is 0{N'^L), where N and L is the number 
of sequences and the length of the sequence in the database. , 
|i 
For Genetic Algorithm (GA)[20], there is one famous algorithm i 
called, SAGA. This GA will first generate some possible alignments. 
After that, the operators of the GA will try to shift the blocks of the 
alignments or try to insert some gaps in it. For GA, the time complex-
ity is controlled by some user-defined valuables. 
One of the common ways to perform Multiple Sequences Alignment 
is by Hidden Markov Model[2, 36]. Suppose we are given N Sequences 
. . . , Xn} of lengths {Li’ L 2 ’ . . . ， W e assume that these 
sequences are generated from a Hidden Markov Model with parameters 
i 
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0 . Our task is to find ©' such that: 
9' = ARGMAX(F(XI,X2, ...,XN\Q)) ㊀ 
and 
N 
X2, . . . , XN 
i=\ 
We can use the EM algorithm to learn it [8], but this will be NP-
complete, so we use the Baum-Welch Algorithm to learn it, from 
2, 36], we know that the runtime of this algorithm is where 
S\ is the number of states present in the model. For profile HMM, the 
number of states is O(L^). So the total runtime is 0{NL^). 
2.3 Neighbor Joining Tree 
Neighbor Joining Tree is an important concept in this thesis. In Chap-
ter 5, we will discuss the applications of Sub-Sequence Segmentation 
Tree (SSST) in the area of pairwise and multiple sequences alignment. 
The method that we are going to apply for multiple sequences align-
ment is the Clustalw algorithm. There are 2 phases in this algorithm. | 
In the first phase, the Clustalw Algorithm performs quick pairwise 
sequences alignment for each pair of sequences in the database. That 
means it has to perform 斤(二一丄)times of pairwise alignments. Actually, 
the pairwise alignment here is done by FASTA Algorithm and we will 
discuss this algorithm briefly in the upcoming chapter. Actually, this 
phase is used to calculate the distances between every pair of sequences 
in the database, such that a distance matrix can be drawn from these 
results. 
By using this distance matrix, we can construct a tree called Neigh-
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bor Joining Tree. In the Fig. 2.4，there is an example distance matrix 
with 5 records. The corresponding neighbor joining tree is shown in 
Fig. 2.5. 
A B C D E 
A 0 4 4 4 4 
B 4 0 1 3 3 
C 4 1 0 3 3 
D 4 3 3 0 2 
E 4 3 3 2 0 
Figure 2.4: Distance Matrix Example 
丨. 
i 
E D B C A 
Figure 2.5: The Neighbors Joining Tree Example 
The algorithm for constructing the Neighbor Joining Tree is shown 
in Algorithm 1 
By using this algorithm, we can construct the guide tree for the 
Clustalw multiple sequences alignment algorithm. The Clustalw algo-
I 
i 
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Algorithm 1 Neighbors Joining Tree Constructions 
1： repeat 
2: Select the smallest Dij from the distance matrix; 
3： Join i and j as k; 
4: for All other sequences, m do 
5： Calculate the distance between k and m by: D .^m = + 
DJ^MVDIJ)', ’ ’ 
6： Update distance matrix; 
7： end for 
8： until Remain 2 groups of sequences {i.e. remain 2 entries in the distance 
matrix} 
rithm will be discussed in detail in Chapter 5. 
2.4 Marker Extractions 
The main theme of my thesis concerns with the marker extractions. In 




Information Gain Information gain of an attribute in a record is the 
measure of the classification power of using that attribute as the clas- � 
sifier. In the problem definition in Chapter 1，we have mathematically j丨 
j| 
defined the terms information content and information gain in 
this problem. We use information gain to choose marker sites. Since 
if a site with high information gain means sequences from different 
classes have different characters at that site while sequences from same 
class will have same character at the same position. In turn, this site 
is expected to have high classification power. 
Marker Sites Marker Sites in this thesis mean the columns in an 
alignment whose information gains are greater than the user-defined 
threshold. 
A 
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In order to find the Marker Sites, we will align all the sequences 
in the database first. Then, we will scan all the columns in the align-
ment. For each of the columns in the alignment, we will calculate its 
information gain. Columns with high information gains will be picked 
as the marker sites. We have illustrated the whole process in Fig. 2.6. 
Scan the columns of alignment column by column 
V 
C, C A T c 
Ci C A C C 
C, C A T T I The final Alignment 
Cj C G T T 
Cj C G C T 
Cj C G G T 
/ 
Calculating Information Gain 
c , c , 
C O O V 
G 0 3 ~ Information G a i n - 1 . 0 
T O O 
- 0 0 
Figure 2.6: The Process of Picking Marker Sites 
2.5 Neural Network 
15] Since the main theme of this thesis is to extract the marker sites for 
sequence classifications, the product (marker sites) of this process will, 
in turn, be used as the predictor of classes for the upcoming unknown 
sequences. In Chapter 7, we will show the application framework that 
applies our algorithm in finding the marker sites of the Hepatitis-B 
virus. The classification technique that we used in that framework is 
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Neural Network [6]. 
The design of neural network is based on the abstraction of the pro-
cessing and memory of the human brain. Neural network in computer 
is composed of a number of neurons and links which interconnect the 
neurons. There are weights for each links. Apart from links that inter-
connect the neurons, there are also input links and output links. These 
links are used to connect the inputs and the outputs of the network. 
There are many types of neural networks, the most common types 
are: Feed Forward Networks and Recurrent Networks. A typical neural 
network is shown in Fig. 2.7 
Input Layer ( i, j [ ij j 
Hidden Layer 
w 
Output Layer ( \ f j 
Figure 2.7: A Typical Neural Network 
The input value for each of the neurons is calculated with this func-
tion Inputj 
i 
Inputj = . h 
As in Fig. 2.7, it is the linear components of all the values of the 
input nodes. 
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Apart from the input function, we also have an activation function 
for each of the nodes, the typical activation functions are sign function, 
step function and the sigmoid function. They are shown in the following 
equations respectively. 
+ 1 If Input j > threshold 
actj = 
—1 I f Input j < threshold 
\ 
f 
1 I f Input j > threshold 
actj = 
0 If Input j < threshold 
\ 
actj — ——— 
•) 1 + Qinputj 
The value of each of the nodes Vj = actj . Inputj. 
In order to update the weight of each link that connects the output 
node j , we have the following equations: 
= V^^ zj + C X K X Ej{y) X a\InpuU) (2.1) 
where C is constant, Ej(y) = Output — ExpectedOutput and a'{Inputi) 
is the derivative of the activation function at value InpuU. 
Error of each of the nodes k other than output nodes will be com-
puted by this equation: 
i 
Afc = aVnputi) (2-2) 
The updates of the weights of links connected to layers other than 
the output layer are done by this equation: 
Vl^ i.fc = Wi’fc + C x InpuU X 5k (2.3) 
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The training algorithm of back propagation neural network is shown 
in Algorithm 2. 
Algorithm 2 Neural Network Training 
1： repeat 
2： for Each record y in the training data do 
3： Compute the output of the network for y; 
4： Compute the error between the output of the network for y and the 
expected output; 
5： Update the weight of edges connect the outputs by using the equa-
tion 2.1; 
6： for Each of the weights in the subsequent layer do 
7： Compute the Error for each layer by using the equation 2.2; 
8: Update the weight by using equation 2.3; 
9： end for 
10： end for 
11： unti l The network converges 
2.6 Conclusion 
In this chapter, all the background knowledge concerning the DNA , 
sequences marker extractions problem has been introduced. The most ； 
I 
important concept is the global sequences alignment. This is the main ： 
topic of this thesis. Then we have described the process of marker j 
I 
extractions. This process involves the calculation of information gain. 
Finally, we have introduced the idea of Neural Network. This is what 
our prediction engine bases on. 




The algorithms in this thesis are based on an indexing structure. We 
will then apply this structure to improve the existing pairwise align-
ment algorithm. There are similar designs in other branches of Com-
puter Science. In this chapter, we will discuss the similar designs and 




FASTA is actually an approximate string matching algorithm. It uses 
the method proposed by Pearson and Lipman in [35] to find the simi-
larities between the query sequence and the sequences in the database. 
The algorithm can be divided into 3 phases, namely, the hashing phase, 
the scoring phase and the aligning phase. 
In the hashing phase, it searches for the regions in query sequence 
and the sequences in the database which share high frequencies of exact 
word matches. In FASTA algorithm, users have to define a value for 
the parameter w, which is word length. For each of the words of length 
川 in the query sequence, it will be encoded to a base-4 number. After 
that, a dictionary of base-4 numbers which represents all the possible 
23 
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words of length w in the query sequence will be constructed. For the 
sequences in the database, they should be hashed in the same way when 
they are entered into the database. All these existing sequences should 
be indexed by this dictionary of base-4 numbers. 
After the hashing phase, we will enter the scoring phase. In the scor-
ing phase, the regions with top-10 frequencies of exact word matches 
will be extracted. Scores of these regions will then be re-calculated with 
a score matrix where replacements and exact word matches of shorter 
lengths are recognized. After this, these regions will be trimmed such 
that only characters contributed to the high scores are included. Since 
all these regions are located at different diagonals in the alignment 
matrix, the FASTA algorithm will determine the way of joining these 
regions of different diagonals. 
The final stage is the aligning phase. In this phase, all these regions 
of different diagonals will be joined together by traditional Needleman-
Wunsch Algorithm [32]. After that, a complete alignment is con-
structed. 
FASTA algorithm is quite commonly used in sequences comparisons 
and sequences alignments. In [34], it shows a software implementa-
tion of FASTA in the context of protein. For the software package of 
Clustalw [17, 18], FASTA algorithm is applied at the course of comput-
ing the distance matrix and constructing of neighbor joining tree. For 
the experimental results on Multiple Sequences Alignment in this the-
sis, those results are compared with Clustalw with FASTA installed. 
The main difference between FASTA and our algorithm is that, in 
FASTA, the word length, w, has to be defined, but for our algorithm, 
this can be dynamically determined through the construction of SSST. 
Apart from this, it is shown in [35] that a small word length is often 
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be used while there is no restriction in our algorithm. 
3.2 Suffix Tree 
Suffix Tree [14, 22]is an important indexing structure for string. This 
structure has been analyzed for more than 20 years. The basic idea 
of this tree is that it stores all the possible suffixes for a string. In 
Fig, 3.1, it shows a suffix tree for string abaab. Prom this example, 
you can see that each branch of the suffix tree is ended by a character, 
$，which is the terminal character for the suffix tree. 
ab$ / \ b $ aab$ 
$ / \ aab$ 
Figure 3.1: Suffix tree example 
There is also a type of suffix tree called implicit suffix tree. The 
difference between the implicit one and the normal one is that, the 
implicit algorithm will remove all the edges which is labelled with the 
terminal character, $, only. In Fig. 3.2, it shows an example of implicit 
suffix tree. 
For the naive algorithm for the construction of suffix tree, its time 
A 
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ab$ Z \ b 
\ aab$ 
Figure 3.2: An Implicit Suffix Tree Example 
complexity is 0{m^) [14]. In [41], Ukkonen proposed a linear-time con-
struction algorithm for suffix tree. This algorithm is actually exploiting 
the suffix extension context rules in the tree and Ukkonen also created 
！ 
a new structure called suffix links in the tree. By using this link and 
the extension rules, we don't have to traverse all the branches for each 
scanning of characters. 
The importance of suffix tree is in the context of exact string match- ^ 
ing problem. By hashing another string into the suffix tree, we can 
easily find any common substrings between them. There are also al-
gorithms which use this structure in the area of approximate strings 
matching [12]. Unfortunately, this usage often involves enumeration of 
substrings by brute force. If we use this algorithm in mutation extrac-
tions, this will be very slow. 
Actually, this structure is ideal in creating the index for each of the 
sequences. Unfortunately, we found that it is quite difficult to adapt 
the structure to marker extractions. Since for our structure, we will 
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calculate the statistics of the characters that fall into the middle of our 
flanking substrings, but it is quite difficult to adapt suffix tree to do 
such jobs. 






In this chapter, we will present the design of the Sub - S e q u e n c e Seg-
mentation Tree in detail. 
In order to find marker sites that are related to certain diseases, 
we often have to align all the sequences in the database. However, : 
multiple sequence alignment is a time-consuming process. There are 
two ways to speed up the whole process. The first one is to speed up 
the overall alignment phase, while the second one is to simply bypass 
it. One of the similarities of these two approaches is that, an indexing 
structure is needed. There are a lot of indexing algorithms related to 
text strings. We borrow the idea of an indexing structures of strings 
proposed by Eugene W. Myers[30] to devise this new algorithms. 
The main idea of our algorithm is that, we use the flanking se-
quences, that is the prefix and the suffix of each of the characters in 
the sequences, to index that positions. In order to do so, we extend 
28 
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the substrings step by step. Thus, the index structure is tree-alike. 
Similar to the indexing structures proposed by Myers, each of the 
positions in the sequences is indexed by a substring. But there are some 
differences between our algorithm and Myers' one. The first difference 
is that, for Myers' algorithm , the substrings of fixed length is encoded 
to a unique integer. But for our algorithm , we don't encode the sub-
strings. The second difference is that, we build up the index structure 
step by step with extending substrings. Another characteristic of our 
algorithm is that, the character in the middle of the flanking sequences 
will not be encoded. In order to record the information given by these 
characters, an extra data structure has to be used. The statistical data 
of the middle characters is useful for the marker extractions of the DNA 
sequences, since marker sites are picked if the information gain for this 
character is large. 
After the construction of Sub-Sequence Segmentation Tree (SSST) 
is finished, The layout of the SSST will be similar to the one in Fig. 4.1. 
4.2 Problem Statement 
Our problem is to find all the marker sites in a group of DNA sequences. 
Let us define the problem in a formal way. 
Sequence is an ordered list of alphabets in the characters set E. 
For DNA Sequences, E = {A, G, C ,T} which represent each type of 
nucleotides respectively. 
We define a collection S of iV sequences of lengths which range from 
L — 5 to L, so, 5 = {5i, 52 , . . . , SN}' For each of the sequences in S, it 
belongs to one of the M classes, {Ci, C2, C3, ...，CM}. 、 
The Information Content and the Information Gain defined below 
follows the Shannon's definition in [44]. The Information Content 
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Figure 4.1： The S3T of strings, AGGGTCATA, AGGCTCATA and ACG-
GTCAAA, after the pass 
of a group of characters is defined by: 
(4.1) 
k=0 
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Table 4.1: A Database for Sequences 
where E^； is the k^ ^ character in the set and P(Efc) is the probability 
of the appearance of the k仇 character. 
The word sites in this thesis refers to the columns in an alignment 
of sequences and we can treat a site as a group of characters. For 
example, we have the alignment of sequences in Table 4.1, 
The 4认 site of the aligned sequences consists of 3As and IG while i 
、 
the 5认 site consists of 3Gs and lA. : 
An Aligned Site j is a site that the weighted sum of the informa- i 
,1 
tion contents of its neighboring columns is smaller than the threshold, 
i.e. 
J 
+ ky^column) + E{{j - kf^column)) < Tnoise (4.2) 
k=0 
J ^ Tyjindow (4.3) 
where Tnoise is the threshold for the information content of the neigh-
boring columns of k仇 character and Tyji^ dow is the threshold for the 
length of the prefix and suffix of the k仇 character. 
Flanking sequences are the prefix and the suffix of an aligned mu-
tation site. Since the information contents of the neighboring sites of 
an aligned mutation site are smaller than the threshold, these flanking 
sequences should be of high similarities. 
We define P(Cm) as the probability of the class Cm in the data set. 
I 
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Then the original Information Content of the data set is: 
M 
E{P{Ci), P(C2) ,…，P(CM)) = P{Cm) log2 P{Cm) (4.4) 
m=0 
We define \Cmi\ as the number of sequences in Class Cm whose 
characters at the aligned site j is Ej and 
PiCmi) = (4.5) 
Then we define the term Remainder {j) as the amount of informa-
tion to classify the data set. 
-I、Y^m 广 
Remainderij) = ^ 汝 二 E[P[Cuh ’ …，尸(CWi)) (4.6) 
The In format ion Gain Hj{S) of an aligned site j is the difference 
between the original Information Content of the Data set and 
the amount of information to classify all the data in the data 
set: 
Hj{S) = E{P{Ci),尸(cy ’... ’ P (Cm ) ) - Remainderij) (4.7) 
A mutation site j is a Marker, if the information gain of using 
this site to classify the record in the data set is greater than the given 
threshold, i.e. 
HJ{S) > TINJO. (4.8) 
where Tinfo is the threshold for information gain. 
Our task is to find out all these Marker sites in the sequence collec-
tion, S. 
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Class Sequences 
Ci . .aagttCagat. . .acgTtgc.. . 
Ci .aaagttGagat.. . .cgTtgctt. 
C2 . aaagttCagat.…cgGtgcg.. 
C2 .aaagttGagat...acgGtgc... 
Table 4.2: An Example for Alignment 
Marker Site 




Table 4.3: An Example for Marker Extractions 
Example Suppose we are given the following data set in Table 4.2 
] 
a n d Tnoise = 0 . 1 , T^indow = 2 a n d Tinfo = 0 . 5 . ' 
The information gain of the first site with capital characters is 0， 
although it satisfies the Tnoise and Tyjindow constraints, it is still not the 
marker site. While the information gain of the second site with capital 
characters is 1 and it satisfies the Tnoise, since all the characters within 
the Tyjindow neighbors are the same, this site is a marker. 
4.3 Design 
In order to speed up the whole process, no matter which approaches 
we use, we need an indexing structure of the sequences. In this section, 
we will discuss how we can build this indexing structure for all the 
sequences in the database. 
The construction of the SSST can be divided into 3 parts. 
1. Choosing the reference sequence. In most of the cases, we 
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tend to select the longest sequence in the database as the reference 
sequence. Actually, one may provide any sequence including those 
which is not in the database as a reference. 
2. Hashing the reference sequence into the SSST. This step 
is to determine the depth of the SSST. 
3. Hashing other sequences in the database into the SSST. 
The first part of the algorithm is trivial, we can just scan through 
the database and then pick the longest sequence as the reference. For 
some problem instances, there is a reference sequence that is widely 
accepted by scholars all over the world. For this case, one can use this 
as the reference sequence. 
After selecting the reference sequence, the second step is to hash it 
into the SSST. In order to do so, we have to start from the layer. 丨! 
In this layer, we have to check the neighborhood characters of each of 
the characters in the reference sequence. If no node has been created 
for this substring, then we create one for it. 
For example, in Fig. 4.1，if we pick the first sequence, A G G G T -
CATA, as the reference, then for the second character of this string, 
G, its neighborhood characters are A and G. Since no node is created, 
we have to create a node A*G for this pair of characters. 
For the d^ ^ layer other than the first one, we have to look into the 
d仇 neighborhood characters of each of the characters in the reference 
sequence. Again, if the node that represents this pair of characters 
have not been created in the d仇 layer, we will create one for it. This 
process is illustrated in Fig. 4.2. 
In addition to the SSST, each node of the SSST is linked to a 
memory block which is used to store some statistical data. Statistical 
data concerns the number of each of the characters have been hashed 
A 
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into this node. And the corresponding class tags of the sequences will 
also be stored in this memory block. This information is very important 
to the marker extraction process after the constructions of the SSST. 





Node A*A not yet 
created 
^ ^ 
Node A*A created 
Figure 4.2: Tracing the Path 
For example, in Fig. 4.1 and the same reference sequence, A G G G T -
CATA, for the 3rd character, G, in the example, its neighbors are 
characters A and T. Since for this stage, this node is not created yet, 
we have to create the node G*C to represent it, while this node is 
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below the node G*T in the first layer. 
The process goes on until the d仇 complete scan of the reference 
sequence and no SSST node is hashed with 2 or more characters from 
the reference sequence. 
This algorithm is shown as Algorithm 3. 
Algorithm 3 Naive algorithm for SSST construction 
1： pick the longest sequence as the reference, r 
2： c? 0 {d is the no. of layers of the SSST} 
3： Stop 1 {Stop is the valuable indicate the termination of the loop} 
4: while Stop equals 1 do 
5： Stop <- 0 
6： for all character j in sequence r do 
7： Check the d仇 neighbors of position 产 in sequence r; 
8： Trace the path and Put the 产 position in appropriate leave nodes; 
9： if this leave is already existed for this layer then 
10： Stop 1; ‘ 
11： Increment the statistic for this existing leave; 
12： else 
13： Create a new leave node for this pair of substrings; 
14： Increment the statistic for this newly created leave; 
15： end if 
16： end for 
17： d —d+1; 
18： end while 
19： for all sequence n except r do 
20: for all character j in sequence n do 
21： Check the 2 substrings of length d that surround position 产 in 
sequence n; 
22: Trace the path of the SSST; 
23: if any node including the leave in the path that represents this 
substrings is not existed then 
24： Create a new node for this substrings; 
25: Update the statistic for this newly created leave; 
26: else 
27： Update the statistic for this existing leave; 
28: end if 
29: end for 
30： end for 
Unfortunately, this algorithm is quite inefficient because it spends 
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Name Usage 
TempPos It is a data structure to store the temporary 
position of each characters in the SSST. 
SSST It is a heap-like structure to 
store the pointer to the pattern structure. 
Pattern Structure It is used to store the statistics of each of the patterns. 
Table 4.4: Data Structures in the Improved version of the SSST 
a lot of time on tracing the path of the SSST from the root to the 
leaves. Furthermore, if we want to look into the statistics of each of 
the leaves after the construction, we have to traverse each layer of the 
SSST. This makes the whole process time-consuming. Because of these 
reasons, we have to improve the algorithm. Table 4.4 shows a list of 
new data structures used in the improved version of SSST construction 
algorithm. 
TempPos is a 2-d array, we use it to store the temporary position 
of each of the characters in the SSST. With this structure, we do not 
need to trace the paths every time we put the characters in the SSST. 
SSST nodes are the main data structures for the SSST itself. They 
are mainly used to store 2 types of pointers. The first type of pointers 
are those pointing from nodes of this layer to the nodes of next layer. 
Pointers of the second types are those from the SSST nodes to the 
pattern statistical data structures. 
In order to speed up the pattern examination time, we have another 
new data structures, a LIST, to store the statistical data. After the 
construction of the SSST, we can just scan through this list to calculate 
the statistics of the patterns without traversing the whole SSST. 
Apart from the introduction of additional data structure, there is 
also slight difference between the new algorithm and the old one. Since 
the new data structure, TempPos , presents in our new algorithm, we 
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don't need to trace the path from the root. We only have to check 
the temporary positions from TempPos, and check whether the node 
needed has been created in the next layer. If it does not exist, we can 
create a new one for it. In addition to the SSST nodes, we also have to 
create a new pattern node in the pattern list and make the pointer of 
the SSST pointing the SSST node to the corresponding pattern node. 
For the old algorithm, we update the statistical data blocks that 
linked to the SSST node. For the new algorithm, since we have the 
new pattern list here, we have to trace the pointer of the tree and 
update the statistical data in the pattern list. The new algorithm is 
presented in Algorithm 4. 
The graphical layout of the data structures of the improved SSST 
is shown in Fig. 4.3. 
4.4 Time and space complexity analysis 
In this section, we will analyze the time and space complexity of this 
algorithm. As stated in the problem statement, we will use N to rep-
resent the number of sequences in the database and L to represent the 
length of the longest sequence in the database. 
For the construction of each of the complete layers of SSST, we 
have to traverse all the sequences once, so it takes 0{NL)-i\me for 
each layer. 
The number of layers of the SSST is determined by the reference 
sequence only. In most cases, it is the longest sequence. Since nodes in 
d仇 layer of the SSST represent substrings of length 2d, for the reference 
sequence, we can have substrings of length from 0 to For the worst 
case, we have to construct 0{L) layers of SSST and the worst runtime 
will be 0 � N I ? � . 
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Figure 4.3: The Layout of the data structures of the improved SSST 
For memory Requirement, each layer of the SSST needs 0{NL) of 
memory. In the first step of the algorithm, the depth of the SSST is 
determined by the reference sequence. From the previous paragraph, 
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we know that the number of layers of SSST is bounded by 0{L). So 
the memory requirement is thus 0{NL'^). 
Fortunately, the worst case happens only when the reference se-
quence contain 1 character only which rarely happens. 
In order to analyze the actual performance of the algorithm, we 
have done a series of experiments. 
4.4.1 Performance Evaluation 
From the paragraph above, we can see that the worst case run-time 
of the algorithm is O(A^L^), where L is the length of the reference se-
quence and N is the number of sequences in the database. Because the 
worst case rarely happens, we want to know the average performance 
of the algorithm. From the results of the experiments below, we can 
see average number of layers of the SSST with different N and L. 
Experiment Setting In order to perform these experiments, we have 
2 types of data sets, they are artificial data sets and the real-life data 
sets. For the artificial set, we generate different number of sequences 
and the reference sequences of different lengths. Since our problem 
instance is mainly of primary DNA sequences ,岡=4 . The usage of 
the parameters of the experiment setting is shown in Table 4.5. We 
generated data sets of lengths 300, 600，1200’ 2400, 4800 and 9600. For 
each particular length, 100 sets were generated to work out the average 
number of layers of SSST that are needed. 
All the sequences in a data set are randomly generated with each 
of the characters in the test sequences are generated according to the 
random seeds. 
And the second data set is the HBV data set which is a real-life 
data set. This set of data is collected from a group of patients who are 
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Parameter Name Description 
N Number of sequences in the database 
L Length of the reference sequence 
S Random Seed 
A Number of sets for each L 
Table 4.5: Parameters List for the experiments 
HBV-positives. HBV-positives means the patient is the hepatitis-B 
virus carrier. This set of data contains 200 sequences of lengths about 
3200. 
All these experiments are done on a machine which runs on LINUX 
RedHat 7.3. This machine is equipped with Nix dual Intel Xeon CPU 
of 2.2GHz and IGB Memory. The algorithm is written in C and is 
compiled with gcc compiler with level 3 optimization. 
Average number of layers of SSST Evaluation Since the number 
of layers of the SSST is determined by one sequence i only, in the 
presentation of these experimental results, we will not show the number 
of sequences, N, in the database. For each data set, we use it to build 
the SSST and check the number of layers of SSST it created. After we 
have created all the SSST for each data set, we will take the average 
of the number of layers and present the following figures. 
For the real-life data set, only 6 layers of SSST is enough. Fig. 4.4 
and Table 4.6，show us the results of the experiments concerning the 
artificial data set. 
In the second sets of experiments, we want to evaluate the effect 
of the character sets to the number of layer of the SSST. This time, 
we fixed the length of the reference sequence to 4800 and try to gener-
Hhe reference sequence 
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L A Avg No. of Layers 
300 100 5.0 
6 0 0 1 0 0 ^ 
1200 "lOo" 5.6 
2400 100 6.1 
4800 100 6.7 
9600 100 7.2 
Table 4.6: The Effect of L on Number of Layers of SSST 
I 
The Performance Chart (Number of Layers against L) I 
• • 通 一•••• • ! ‘ — • • • • I • • I 
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Figure 4.4: The performance graph of the SSST construction 
ate sequence with different cardinality of the character sets, |E|. The 
Table 4.7 and Fig. 4.5 show us the result of these experiments. 
|S| A Avg No. of Layers 
2 100 12.7 
4 100 6.7 
8 100 4.1 
16 100 ^ 
Table 4.7: The Effect of |S| on Number of Layers of SSST 
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Figure 4.5: The performance graph of the SSST construction 
Prom these graphs and tables, we can see that the average number 
of layers of the SSST is in the order of logarithm of the length of the 
reference sequence. So the runtime should be much less than the bound 
0(NI?、. And the larger the character sets, the less number of layers of 
SSST is needed. Prom Table 4.7, we can see that the number of layers 
of SSST is around 4 when the cardinality of character sets equals to 8 
and 16 because 4 is the lower limit of the programme, such that any 
random matches are ignored. 
Runtime Evaluation For the real-life data set, the execution time 
for the construction of the SSST is 3.96 seconds. In order to evaluate 
the execution time of the construction of the SSST, we perform 2 sets 
of experiments. 
1. Fixed N : In the first set of experiments, we fixed the number 
of sequences, N, in the database. And we generated a number of 
data sets in which the average length of the sequences are differ-
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ent. For each L and N, we generated 100 data sets {A = 100). 
Table 4.8 and Fig. 4.6 show us the results of these experiments. 
L I iV I ” Time(s) 
300 ~ 100 100 0.12 
600 ~ 100 100 0.47 
1200~ 100 100 1.09 
2400~ 100 100 3.36 
4800~ 100 100 7.80 
9600 100 100 18.12 
Table 4.8: The Effect of L on run-time 
The performance graph (Time against L) 
I • _ • • • • • • • • 
— O u r Result 
I — y«x*k)g(x)/c I 
2 0 - -
Ol~e：— 1 1 I I I I I I I 
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 
The Lsogth of Reference Sequencas 
Figure 4.6: The performance graph (Times against L) 
From this figure and table, we can see that the runtime is in the 
order of 0(Llog(L)) while the number of sequences N is fixed. 
This results further prove that the average runtime is less than 
the theoretical time bound. 
2. Fixed L : In the second set of experiments, we fixed the aver-
age length of the sequences, L, in the database. This time we 
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generated 6 different data sets of average length equals to 2400 
ranging from 100 to 2500 sequences in each of the data sets. For 
each L and N, we generated 100 data sets {A = 100). Table 4.9 
and Fig. 4.7 show us the results of these experiments. 
L I iV I I Time(s) 
2400 100 100 2.53 
2400 200 100 4.48 
2400 400 100 8.79 
2400 800 100 17.63 
2400 1200 100 28.52 
2400 2500 100 64.15 
Table 4.9: The Effect of N on run-time 
The Porformance graph (Time against N) 
»0| 1 1 1 - n 
I — OurResuH 
I 一 y » x / c L 
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Figure 4.7: The performance graph (Times against N) 
Prom this figure and table, we can see that the runtime is in the 
order of 0{N) while the average length of the sequences L is fixed. 
Prom Fig. 4.4，we can see that the average number of layers of 
the SSST is actually in the order of the logarithm of the length of 
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the reference sequence. Since for the construction of each layer of the 
SSST, we have to traverse all the sequences once, the run-time for each 
layer is 0{NL), thus the average run-time of the algorithm is about 
0{NLlog(L)). This average runtime bound is further assured by the 
experiments conducted through fixing the parameter N and L. 
Memory Requirement Evaluation Prom the experiments above, it 
is shown that the average execution time of the construction of the 
SSST is 0{NL log(L))’ while the average number of layers of the SSST 
is 0(log(L)). 
For one particular layer of the SSST, if there is no similar pattern, 
that implies we have to store at most 0[NL) information. The bound 
of the number of layers is 0(L), so the bound for the memory require-
ment is 0{NL'^). Since the average number of layers of SSST is far less 
than 0{L), the memory requirement is overestimated in this case. 
Prom the previous experiments, we know that the average number 
of layers of the SSST is 0(log(L)), so the average memory requirement 
should be 0{NL\og{L)). 
Realistically, this bound still overestimates the memory requirement 
for the SSST. In the following experiments, we will show that the mem-
ory requirement is inversely proportional to the similarities among the 
sequences in the database. 
For this set of experiments, the generation of the sequences in the 
artificial data sets is a little bit different from the experiments above. 
Here, we first generate a base sequence for each of the data sets. After 
that, we randomly generate some mutations for each of the sequences in 
the data sets. These mutations will then be applied to the sequences in 
the data sets. The types of the mutations we generated are insertions, 
deletions and substitutions. After that, we will calculate the average 
CHAPTER 4. SUB-SEQUENCE SEGMENTATION TREE 47 
similarity among the sequences in one data set. All data sets here 
are of the same average lengths ( L= 3200 ) and of the same number 
of sequences,( N = 100 ). The data sets are grouped with different 
similarities. In order to estimate the memory requirement, we use the 
number of nodes in the pattern list for each layer to estimate it. 





Table 4.10: The Effect of Similarity on Memory Requirement 
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Ju^  
92 94 96 98 
Similarity (%) 
Figure 4.8: The performance graph (The number of patterns against Simi-
larity) 
For real-life data set, the number of nodes in all the pattern list is 
72464. This figure is comparable to that in the table, since the number 
of sequences and the average length of the sequences are comparable 
to the artificial data sets. 
CHAPTER 4. SUB-SEQUENCE SEGMENTATION TREE 48 
Prom Table 4.10 and Fig. 4.8，we can see that the memory require-
ment is small when the overall similarities of the sequences are large. 
4.5 Summary 
In this chapter, we have presented a new indexing structure called 
SSST. Substrings of the DNA sequences are stored in every layers of 
SSST. Apart from the description of the construction of SSST, we 
have also analyzed the time and space complexity of the construction 
of the SSST is O(NL^). Unfortunately, these theoretical bounds rarely 
happen, so we have to do a series of experiments to find the average 
time bound and memory requirement. 
From the experimental results, we can see that the average runtime 
and the memory requirement is 0{NLlog(L)), which is lower than the 
theoretical result, 0{NL'^). This is because the characters in the DNA 
sequences are supposed to be evenly distributed and the nodes in SSST 
will be located in different branches of SSST. In conclusion, the average 
number of layers of SSST is in the order of the logarithm of the lengths 
of the DNA sequences. 
From another set of the experiments, we can see that the memory 
requirement depends on the similarities among the DNA sequences 
in the data sets. The higher the similarities, the less space it needs. 
Actually, this can be foresee intuitively. If all the sequences in the data 
sets are the same, then the overall space requirement is reached after 
the reference sequence is hashed. This is because the algorithm will 
not create extra nodes, since all the sub-sequences in other sequences 
are the same. 
In the next chapters, we will show you the applications of the SSST 
to the other problems. 
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• End of chapter. 
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Algorithm 4 New algorithm for SSST construction 
1： pick the longest sequence as the reference, r 
2: 一 0 {d is the no. of layers of the SSST} 
3： Stop 1 {Stop is the valuable indicate the termination of the loop} 
4: while Stop equals 1 do 
5： Stop 卜 0 
6： for all character j in sequence r do 
7： Check the d^ h neighbors of position 产 in sequence r; 
8： Check its temporary position from TempPos; 
9： Check whether the appropriate leave node exists; 
10： if this leave is already existed for this layer then 
11： Stop 1; 
12： Increment the statistic for this existing leave in the corresponding 
pattern node; 
13： e l s e 
14： Create a new leave node for this pair of substrings; 
15： Create a new node in the pattern list; 
16： Make a pointer pointing from the SSST node to the newly created 
pattern node; 
17： Update the pointer of the SSST node in the previous layer; 
18： update TempPos; 
19： Increment the statistic; 
20: e n d if 
21： e n d for 
22: dZ ^ 1; 
23: e n d w h i l e 
24: w h i l e depth < d do 
25： for all sequence n except r do 
26: for all character j in sequence n do 
27: Check the d认 neighbors of position 产 in sequence n; 
28: Check its temporary position from TempPos; 
29: if this node is not existed then 
30： Create a new node for this pair of substrings; 
31： Update the statistic for this newly created leave; 
32： Create a new node in the pattern list; 
33： Make a pointer pointing from the SSST node to the newly 
created pattern node; 
34： Update the pointer of the SSST node in the previous layer; 
35： update TempPos; 
36： Increment the statistic; 
37： e l s e 
38： Increment the statistic for this existing leave in the correspond-
ing pattern node; 
39： e n d if 
40： e n d for 
41： e n d for 
42: d<- d-1 





In order to extract the markers for the classification of the DNA se-
quences, we have to align all the sequences in the database. Unfortu-
nately, multiple sequences alignment (MSA) is a time-consuming pro-
cess. There are two approaches to improve its performance. The first 
one is to improve the performance of the MSA process of a group of 
highly similar sequences, while the second one is to simply bypass the 
whole process. In the previous chapter, we have described the index-
ing structures that we used. In the following chapters, we will further 
elaborate these two approaches. 
In this chapter, we will discuss how we use the Sub-Sequence Seg-
mentation Tree(SSST) on the Global Sequence Alignment Problem. 
In the following description, we assume that we have a bunch of 
DNA sequences that come from the same species, that is, the similar-
ities among the sequences are high. Global Sequences Alignment is a 
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process of aligning all the sequences in the database while the process 
is done for the whole length of the sequences. 
The main idea of our algorithm is that, we try to use the SSST 
structure to find the similarity between any pair of sequences. Since it 
is not necessary to align those parts which are similar to each other, we 
just need to perform the Dynamic Programming method to the parts 
which are different. 
The idea of the algorithm is illustrated in the Fig. 5.1. 
We use SSST to find those We use SSST to find those 
parts which are exactly the parts which are exactly the 
same same 
• Dynamic Programming is • 
• needed here. • X ^ I X 
S H I • • • • 
Figure 5.1: The Principle of the alignment with SSST 
In this Chapter, the algorithms for sequences alignment using SSST 
will be described. Apart from the description, we will also evaluate the 
performances of the algorithms by some experiments. All the experi-
ment results will be compared with those of Clustalw. 
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A G C T 
A 2 - 1 - 1 -1 
G - 1 2 - 1 -1 
C - 1 - 1 2 -1 
T -1 -1 -1 2 
Deletions -2 -2 -2 -2 
Insertions -2 -2 -2 -2 
Table 5.1: An Example for substitution matrix 
5.2 Problem Statement 
We define E as the set of characters that we use. For example, if we 
want to align DNA sequences, then E = {A,G,C,T} and |S| = 4. 
In the problem of global sequence alignment, we are given a group of 
N sequences and a substitution matrix. The substitution matrix is a 
matrix which gives score to character matches, mismatches, insertions 
and deletions. For example, for DNA, the substitution matrix will be 
like the one in Table 5.1. 
What we have to do is to align (i.e. Insert gaps, delete characters, 
allowing mis/matches) those N sequences, such that, the score obtained 
by this alignment is maximum. 
5.3 Pairwise Alignment 
In this section, we will talk about global alignment, that is the number 
of sequences involved in the alignment, N, equals to 2. 
5.3.1 Algorithm 
The main idea of the algorithm is simple. Firstly, we have to hash 
the first sequence into the SSST. From the previous chapter, we have 
F! 
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demonstrated an improved way to build the SSST. In that improved 
algorithm, we introduce a data structure called pattern list. From the 
name of this data structure, you may know that this is actually a LIST. 
The nodes in the pattern list and the nodes in the SSST are linked up 
by some pointers.i After the hashing of the first sequence to the SSST, 
the length of the list created is the same as the length of the sequence. 
The patterns in the list are in order of their appearances in the first 
sequence. These two properties are shown in the following proof. 
L e m m a 1 After the hashing of the first sequence, The length of the 
pattern list is equal to L — 2d and the patterns in the list are in order 
of their appearances in the first sequence. 
P r o o f We first define the length of the first sequence as L. 
In the previous chapter, we have described the construction phase 
of the SSST. In the algorithm, we have a data structure called pattern 
list. There is exactly one pattern list for each layer of the tree. Only 
the pattern list for the last layer of the tree is useful 
In the first step of the algorithm, we have to hash the reference 
sequence to the SSST to determine the depth of the tree. In the course 
of the hashing process, we will create the pattern list. In the last layer 
of the SSST, one node of SSST in this layer only contain one record. 
That means, All patterns in the first sequence are hashed into the unique 
nodes. Since this is the terminal condition of the algorithm, it is trivial 
Since there are no repeats of patterns and we scan the first sequence 
from head to tail, we can see that the pattern list should contain L 一 2d 
patterns. Apart from this, we can see that the first pattern (node) in 
the pattern list of the final layer must come from the d仇 ^  characters. 
^This feature has been illustrated in the previous chapter. 
^The first scanned characters, since the first d — 1 characters are ignored. 
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After we scanned the d^^ character, we will scan the (d+1 产 character. 
Since the pattern for this character will not be repeated, it must be 
appended at the end of the pattern list. This process carry on and on, 
we can see that after we scan one character for the first sequence, the 
corresponding pattern will append at the end of the list. So the patterns 
in the list are in order of their appearances in the first sequence. 
Example As in Fig. 5.2，the first sequence for this problem is AGGGTC-
TAACATCTTA. We first assume that, we are in the stage of construct-
ing the last layer of the SSST. This figures illustrate the scanning of the 
G T * T A pattern. There are 3 patterns in the list before the scanning 
of the pattern GT*TA. The scanning of GT*TA will result in a new 
node in the pattern list. 
AGGGTCTAACATCTTA 
AQ'QT QQTC QQ'CT 
^ ^ ^ h e List before we scan GT*TA 
IIin 
AQ*GT QQ'TC GG'CT \ 
The List after we scan GTn"A I 
Figure 5.2: An example for the pattern list 
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Name Usage 
Match Store the condition of the pattern 
matching of the second sequences, 
startpt Store the start point of the subsequence of the 
second sequence where DP alignment is needed, 
endpt Store the end point of the subsequence of the 
second sequence where DP alignment is needed. 
Table 5.2: Data Structures in the SSST alignment 
Lemma 1 is a very important property for the well functioning of 
the algorithm in this application. Since by this property, when we 
are in the hashing stage of the second sequence and find a match of 
patterns between the 2 sequences, we are able to locate the positions 
where they match each other. 
In addition to the data structures we used in the construction of 
SSST, we need to have a new data structure to store the condition of 
the pattern matchings of the second sequences. This data structure is 
actually an array. This array is of length which is the same as the length 
of the second sequence. We called this array match. The Table 5.2 
shows us the new data structures or variables used in the algorithm. 
At line 15 of the algorithm 5’ we try to grab the subsequence of the 
first sequence. Since no additional information is given on the starting 
and the end points of this subsequence, it seems that it is impossible 
to do so. Fortunately, by the principle that we have proven in，we can 
easily do it. Again, at line 18, by the same principle, we can update the 
statistical data in the pattern list easily. Since the alignment produced 
has already given which positions in the second sequence should be 
aligned with that of the first sequence. 
At line 16 of the algorithm 5，we can simply grab the subsequence 
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Algorithm 5 An algorithm for pairwise sequence alignment using SSST 
1： Hash the first sequence to the SSST and use this sequence to determine 
the depth of the SSST; 
2: matchlO] — 1; 
3： for all the characters j in the second sequence do 
4: scan the flanking sequences around the character j, 
5： if we find the same flanking sequence in the tree then 
6： match[j] 1; 
7： e n d if 
8： e n d for 
9： start 0; 
10： for i = 1 to the length of the second sequence do 
11： if match [i-1] = 1 and match[i] 二 0 then 
12： startpt i] 
13： else if s tartpt > 0 and match[i] = 1 then 
14： endpt <r- i； 
15： grab the subsequence of the sequence; 
16： grab the subsequence (start, endpt) from the second sequence; 
17： perform Dynamic Programming Alignment on these 2 subse-
quences; 
18： Update the statistical data, according to the alignments. 
19： e n d if 
20： e n d for 
from the second sequence by the information provided by the variables 
startpt and endpt. 
Since we know which pattern we match at the startpt and the 
endpt positions, and from the positions of these 2 patterns in the 
pattern list, we know its position in the first sequence, so we can grab 
the subsequence from it. 
From the previous description, we can see that the principle of the 
algorithm is quite simple. We just try to use the SSST to find some 
anchor points, such that we can divide the sequences. Through the 
segmentation of the sequences, we can greatly reduced the computa-
tion required for sequence alignment using the dynamic programming 
method. Unfortunately, there are still some anomalies that will bring 
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trouble to the situation. 
The Anomalies The anomalies of the algorithm are caused by the 
ordering of the matching patterns. In some of the cases, the order of 
the matching patterns is not in an increasing order, that means it does 
not follow their orders in the pattern list. 
Actually, Normal means the patterns number of the matching pat-
terns is monotonically increasing. This is very important to the algo-
rithm because we can grab the subsequence of the first sequence easily 
by this property. Unfortunately, there are cases in which the series of 
numbers are not monotonically increasing. Below is the formal defini-
tion for the word Normal in this algorithm. 
D e f i n i t i o n 1 Let F(x) be the mapping of the x^^ of the second sequence 
to that of the first sequence. 
< 
c if the pattern can be found in 
position c of the first sequence 
F{x) 二 “ ifx = 0 
F(x — 1) otherwise, i.e. the pattern cannot 
be found in the first sequence. 
\ 
If the function F{x) is monotonically increasing for the two se-
quences that submitted to the algorithm, then the case is called nor-
mal. If the function F{x) is not monotonic increasing, then it is a 
case of anomalies. 
We have defined the term anomaly in our algorithm. In terms of 
biology, this kind of anomaly is caused by mutations. These mutations 
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make the subsequences in the same sequence repeat each other. So the 
order of the matching patterns will not follow an increasing order. If 
the matching patterns do not follow this order, it will cause difficulties 
in grabbing the subsequences. 
In Fig. 5.3，we show the idea of Anomalies. In the bottom case, 
F(x5) > F(xe), thus, F(x) is not monotonically increasing and this 
case is abnormal. Different sequences have different mutations. The 
patterns of the second sequence, due to the mutations, may matches 
with the patterns that are not in order. In these situations, the algo-
rithm may not correctly locate the subsequences of the first and the 
Dynamic programming alignment routine may fail to function. 
t t t t t 
Normal 
t t t 
Abnormal 
Figure 5.3: Normal and Abnormal Situations 
We have a 2-step method to detect this anomaly. Before we describe 
this procedure, we give a definition as follow. 
Definit ion 2 Let a be the position where anomalies occur, m be the 
position where a match is done and u be the position where there is no 
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match. We also use the regular expression to define A, M and U. 
A = a I 如 
M = m\Mm 
U = u\Uu 
We have used the array match in the previous algorithm. In the 
description of the algorithm, we have stated that only values 1 or 0 is 
assigned to the elements of the array. The value 1 actually means that 
a pattern in the second sequence is the same as one of those in the first 
sequence while the value 0 has the exact opposite meaning. So using 
the same definition above, the value of the elements of this array is 
actually in the form … M U M U M U M U … . 
W •|<1-0I«<1 
SUM ( k m unmMcli. Ihua ||«<*<>| _ 0 
hai«,KnovahM 
y 
^ ^ ^ ^ ^ ^ ^ OwUpofttwAlgnmMil 
\\ “ 
, , 卜CwhanC 
I >1 
Figure 5.4: The First Abnormal Situations, MAU 
Since the anomaly is actually a form of matching, the layout of 
the occurrence of the anomalies should be of 4 possibilities. They 
are: M A M , MAU, U A M and UAU. We have shown several graphs 
of F{x) • match[x] to show the concept of this anomalies. They are 
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Figure 5.5: The Second Abnormal Situations, UAM 
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Figure 5.6: The Third Abnormal Situations, UAU 
Figs. 5.4，5.5，5.6 and 5.7. 
In the first step of the anomalies detection procedure, we have to 
build a list of points where anomalies are found. 
The first condition where a point has to be assigned in the list is 
that there is no match in the pattern which the value of the elements of 
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Figure 5.7: The Fourth Abnormal Situations, MAM 
the array match change from 1 to 0 or 0 to 1. The second condition is 
where the previous pattern is a match and the pattern in this position 
is still a match, but it is abnormal. In normal matching pattern, the 
order of the patterns of the consecutive matching pattern must be 
consecutive, too. If the order of the consecutive matching patterns are 
not consecutive to each other, then it is abnormal. For this abnormal 
area, we have to assign a point for it. 
After we have this list, we have to find the maximal increasing 
sequence in the list by a search algorithm. In order to direct the search, 
we have the following score function Score{Pi, Pj) where i,j is the i认 
and the 产 point in the list and i < j. 
Distance{iJ) = ((i^(巧)一 尸⑴ 厂尸⑴ 2 + (厂 (尸 (乃 ) ) ( 巧一 pj 
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( 
oo if F(i) > F(j) 
Score{i,j)= 
Score[i) + Distance{i, j) Otherwise 
\ 
A l g o r i t h m 6 Find a maximal increasing sequence in the list 
1： for i from 0 to the end of the second sequence do 
2: if match[i] = 0 and match[i-1] = 1 then 
3： Need Add 1; {need to add the point in the list} 
4: else if match [i] = 1 and match [i-1] = 0 then 
5： Need Add 1; 
6: e l s e if match [i] = 1 and match [i-1] = 1 and abs (match [i] - match[j]) 
= 1 t h e n 
7： Need Add — 1; 
8： e n d if 
9： if NeedAdd = 1 then 
10： add the point i in the list. 
11： e n d if 
12： e n d for 
13： i — 0; 
14： w h i l e i < the length of the point list d o 
15： for j = i + 1 to the end of list do 
16： calculate Score{Pi, Pj)] 
17： pick the j which has the minimum score; 
18: i j\ 
19： e n d for 
20： e n d w h i l e 
After we have built the increasing list, we can start to align the 
subsequences between each of the intervals in the list. Frankly, not all 
the intervals in the list have to be aligned, if the order of patterns in 
between the two points in the list are in consecutive order, that means, 
we do not need to align that segments. Alignment is not necessary in 
these segments because Algorithm 6 already guaranteed that there is 
no anomalies in between this segments. Thus their match is legitimate. 
P r o o f o f C o r r e c t n e s s for t h i s a l g o r i t h m 
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L e m m a 2 If an alignment algorithm is correct, the alignment it cre-
ates should not he overlapped. 
Proof Prom the second step of the algorithm, we can see that if the 
start points and end points overlaps each other, then an infinitive score 
will be assigned, thus that path will not be chosen. Since no overlap of 
alignment region is ensured, so the algorithm is correct. 
Algorithm 7 is the renewed version of the alignment algorithm using 
» 
SSST. 
A l g o r i t h m 7 An renewed algorithm for pairwise sequence alignment using 
SSST 
1： Hash the first sequence to the SSST and use this sequence to determine 
the depth of the SSST. 
2: match[0] 1; 
3： F[0] — 0; 
4: for all the characters j in the second sequence do 
5： scan the flanking sequences around the character j. 
6： if we find the same flanking sequence in the tree then 
7： matchlj] 1; 
8： 
9： e l s e 
10： F[j] — F[j - 1] 
11: e n d if 
12： e n d for 
13： Do algorithm 6. ‘ 
14： for each interval (Pi, Pf+i) in the list do 
15： grab the subsequence (F(Pi), F{Pj)) of the first sequence; 
16： garb the subsequence (Pf, Pi+i) from the second sequence; 
17： perform Dynamic Programming Alignment on these 2 subsequences; 
18： Update the statistical data, according to the alignments. 
19： e n d for 
5.3 .2 T i m e and Space Complexi ty Analysis 
For the construction of the SSST with two sequences, the time bound 
is O(L^), where L is the length of the sequence. This is proven in the 
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previous chapter. Actually, in the Experiment section of the previous 
chapter, we have shown that the average execution time is much lower 
than the bound itself. 
In this algorithm, we partite the second sequence and perform Dy-
namic Programming Alignment process for each of the segment of the 
sequences. So the time bound is actually the same as the one with 
the Dynamic Programming. That is, the overall time bound of this 
algorithm is still O(L^). 
Although, the time bound is the same, this algorithm works faster 
than the original Dynamic Programming process. At the beginning of 
this chapter, we have stated that we have to work on sequences which 
are similar among them. If this is the case, then the algorithm will 
work much faster than the bound. 
The principle of this algorithm is to find a common anchor sequences 
between the 2 sequences, such that we can segment the sequence and 
align the sequence part by part. Segmentation of the sequence will save 
time. 
Let say, we can partite the sequence into p equal parts. For each 
part , the length of the sequences are To perform Dynamic Pro-
gramming for each part, we need time Since we have to 
perform p times of the DP, so the time bound is actually 0 ( y ) . In 
the algorithm, since we have to detect the anomalies in the matching 
patterns, we have to build up a list of start and end points of the areas 
in which dynamic programming alignment is needed. If we can divide 
the sequences into p parts, This process takes time O(p^). Thus the 
time needed is 0 ( y + p^). Although p = 0 (L) , if the sequences can 
be divided into several parts, then the algorithm will be pretty fast. 
The run-time speedup is shown in the Experiment section in this chap-
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ter. The following paragraph will show the criteria for the guaranteed 
speedup of the algorithm. 
Let us define e =亨,where E is the edit distance between the 2 
sequences and L is the maximum length of these 2 sequences. Prom the 
definition of e, you can see that it is the density of errors between the 
2 sequences. If £ < ； ,^ where D is the maximum depth of the SSST, 
then the algorithm is guaranteed to be faster. This idea is illustrated 
in the Figs. 5.8 and 5.9. 
If the areas that needed to be edited is not dense, then we can 
easily find an anchor sequence between them. Thus, we can divide the 
sequences and time is saved. The idea is shown in Fig. 5.8. 
If errors are not dense, we can find long enough anchor sequence (blue) 
• n ^ n n n n z n z r r n n z Q Z E n e 
Langlh>D L « ^ > D Ungti>D 
• m • T i — I — r r r - r - r r r - n i 
Figure 5.8: Situation where running time improved 
If the areas that needed to be edited are too dense, then we cannot 
find the anchor sequences between the 2 sequences. In this case, we 
have to align the 2 whole sequences without segmenting them into 
parts. So the time needed is the same as the Dynamic Programming 
process. It is shown in Fig. 5.9. 
The ideal bound for the £ is ^  and here are the reasons, li e = ^ 
and the errors are evenly distributed and we will have one error per D 
characters. This implies that we can find an anchor sequence of length 
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If errors are dense, we cannot find long enough anchor sequence (blue) 
m m m 门 n • n r n n • z e u c i d • 
U n g i x D Lan^<D L«ngft<0 
I . r. I'? .1 - 卜 , ~ ~ ~ ~ ~~ nn 
； ^ �� — — i 一 一 — — 
Figure 5.9: Situation where running time not improved 
longer than D. For SSST of D^^ layer, it can easily find the pattern 
of MEM, where M is a matching strings of length D, and E is the 
character needed to be edited. So for e < we can find this pattern 
and segmentation of the sequences is guaranteed; and time is saved. In 
the case of e = ^ and the errors are not evenly distributed, it is trivial. 
Since if one pair of errors are close to each other (with distance < D)， 
this means that there exist another pair of errors whose distance is 
greater than D. Thus segmentation of the sequence is also guaranteed. 
For the space complexity, since all the additional data structures we 
use are of length L, so the space-complexity is the same as the SSST 
itself. 
Prom this section, you can see that, if the error bound, e < 秦,then 
the running time is guaranteed to be much faster than O(L^). 
5.4 Multiple Sequences Alignment 
In this section, we will first describe an multiple sequence alignment 
algorithm, Clustalw. Then, we will introduce our newly proposed ap-
proach for multiple sequence alignment. 
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5.4.1 The Clustalw Algorithm 
From the background study chapter in this thesis, we know that the 
exact multiple sequence alignment process is NP-complete. In order 
to solve this problem in a shorter period, we have to think of some 
heuristics to solve it approximately. One of the famous heuristics is the 
Clustalw Algorithm. The Clustalw Algorithm is actually comprised of 
2 parts, the pairwise alignment and the progressive alignment phases. 
Pairwise Alignment Phase In the pairwise alignment phase, the 
Clustalw Algorithm performs quick pairwise alignment for each pair 
of sequences in the database. That means the Clustalw Algorithm has 
to perform #(二一i) times of pairwise alignments. Actually, the pairwise 
alignment here is done by Needleman-Wunsch Algorithm. Actually, 
this phase is used to calculate the distance between every pair of se-
quences in the database, such that a distance matrix can be drawn 
from this result. 
Progressive Alignment Phase After the pairwise alignment phase, ！ 
here comes the progressive alignment phase. Actually, it is a kind “ 
of neighbor joining algorithm. For easy understanding of this phase, 
we have to consider a sequence in the database as a point in a 2D 
plane. The basic idea of this part of the algorithm is to join all those 
point, such that the length of lines that are used to join them together 
is minimized. Actually, this neighbor joining algorithm is the same 
as those that are used in the problem instance of clustering in data 
mining field. Also, the details of this neighbor joining algorithm has 
been illustrated in the background chapter in this thesis. 
It seems that this part is easy. But for the traditional neighbor 
joining algorithm, the points are in geometry plane, then joining the 
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points to form a cluster is trivial. For our problem, joining the points 
together may sometimes mean joining 2 sequences together, joining an 
alignment to a sequence or may even joining 2 alignments together. 
Here are the solutions to the problem. 
1. Sequence-Sequence: It is trivial since it is just an alignment. 
2. Sequence-Alignment: Let us define the lone sequence as r. Firstly, 
we have to pick up a sequence, let say ri, from the alignment 
whose distance from the sequence r is minimum. It is easy, since 
the algorithm has already constructed the distance matrix for it. 
Since we have already aligned r and r! in the first phase. Then 
we used this (r, ri) alignment as a base, to form the alignment for 
the whole group of sequences. Here is an example: 
The sequence r is AGGCTC and the alignment is 
ri AGCCT 
r2 AGTCT 
Since the edit distance between r and n is 2 while that of r and 
T2 is also 2，so there is no difference whether r\ or r^ is picked. ( 




3. Alignment-Alignment: Firstly, we have to pick up an alignment, 
let say (r^ i，r2)，whose score is maximum and ri and r2 should 
come from the 2 different alignment group. Again, we use this 
as a base alignment, and form the new alignment for the whole 
group of sequences. Here is an example: 
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We have 2 alignments, they are: 
ri AGCCT 7-3 AGGCTC-
and 
r2 AGTCT u AG-CTCC 
Since the pair (厂2,厂4) has the smallest edit distance, so the whole 





5.4.2 M S A Us ing SSST 
In order to speed up the Multiple sequence Alignment process, we 
just try to use our SSST pairwise alignment process instead of the 
traditional dynamic programming pairwise alignment process. Apart 
from this, the whole mechanisms of the algorithm is the same as that 
of Clustalw. 
5.4 .3 T i m e and Space Complexi ty Analysis 
From the previous section, we know that the time bound for each of the 
pairwise alignment for our new algorithm using SSST is unchanged. So 
the time bound for the new multiple sequence alignment process is the 
same. 
For the first phase of the MSA process, we have to perform 斤(二一丄) 
times of pairwise alignments, where N is the total number of sequences 
in the database. Since for each pairwise alignment, the time bound is 
0(1/2)，so the time bound for the first phase is 
For the second phase of the MSA process, we have to join all those 
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sequences or alignment ioT N — 1 times. Since for each joining process, 
we have already created the alignment and the distance matrix is gen-
erated, so the time bound is 0{L). Thus the time bound for the second 
part is 0{NL). 
From the above information, we can see that the time bound for 
this MSA process is 0{J>Pl?、. From the previous section, we have 
described that , although the time bound is unchanged, if the error rate 
e is smaller than certain threshold, the reduction of running time is 
guaranteed. It is the same case in the MSA process. That is, if all the 
sequences in the database are similar to each other, the running time 
for this algorithm will definitely be shorter. 
For the space complexity, since this MSA process is adapted from 
the Clustalw Algorithm, so they are the same in the memory require-
ment. And it is 0{N'^L). 
5.5 Experiments 
We have performed a series of experiments to evaluate the performance 
of the algorithm. There are 2 parts for the experiments. We used 
artificial data sets in the first part of the experiments. While we are 
using real-life data in the second part of the experiments. In the first 
part, the generation of the sequences in the artificial data sets is like 
this: We first generate a base sequence for each of the data set. After 
that , we randomly generate some mutations for each of the sequences 
in the data sets. These mutations will then be applied to the sequences 
in the data set. The types of the mutations generated are insertions, 
deletions and substitutions. The probabilities of the generation of the 
mutations follow a set of parameters which are shown in the Table 5.3. 
Thus a set of sequences will be generated as if they come from the 
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Parameter Name Description 
N Number of sequences in the database 
Ps Probability of Substitutions 
Pi Probability of Insertions 
Pd Probability of Deletions 
Li Mean of Length of Insertions (Follow Normal Distribution) 
Ld Mean of Length of Deletions (Follow Normal Distribution) 
SDi Standard Deviation of Length of Insertions 
SDd Standard Deviation of Length of Deletions 
L Length of the reference sequence 
S Random Seed 
A Number of sets for each L 
Table 5.3: Parameters List for the experiments 
same species. 
For the real-life data, we used 10 types of sequences, they are the 
same set of the HBV genome data we have used in Chapter 4，the 
influenza virus gene sequences, the HIV virus gene sequences and the 
SARS gene sequences. 
5.5.1 Experiment Setting | 
All these experiments are done on a machine which runs on Unix Solaris 
8. This machine is a Sun Ultra 5/400 machine and it is equipped with 
512MB Memory. The algorithm is written in C and is compiled with 
gcc compiler with level 3 optimization. 
5.5.2 Experimental Results 
In the first part of the experiments, we fixed the number of sequences 
generated to 100. Apart from the number of sequences N, we also fixed 
the probability parameters where Ps = Pj = 蟲 and Pd = 
r 
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A G C T 
A 2 - 1 - 1 -1 
G - 1 2 - 1 -1 
‘ C - 1 - 1 2 -1 
T -1 -1 -1 2 
Deletions -2 -2 -2 -2 
Insertions -2 -2 -2 -2 
Table 5.4: The substitution matrix in the Experiments 
By using these parameters, the average similarity of the sequences is 
around 92%. For each data set, we did all the possible pairs of pairwise 
‘ sequences alignments and took their average time and score. The result 
for the first set of experiments is shown in Table 5.5. The substitution 
matrix that we used is the one given in Table 5.4 and the gap opening 
penalty is -10. 
� L I N I DP Pairs Avg. DP times Avg. DP with SSST times 
300 100 4950 0.07s 0.04s 
600 100 0.34s 0.12s 
1200 100 IMs Q.25s 
2400 100 4950 0.92s — 
4800 100 4950 18.74s 2.55s 
9600 100 4950 77.65s 7.81s 
Table 5.5: Performance For The Alignment Algorithm with various L 
From the result of the first set of experiments, we can see that the 
longer the DNA sequences, the greater the improvement will be. When 
1 the DNA sequences are short ( L = 300 ), the speedup is just about 
j 2 times. When the lengths of the DNA sequences reaches 9600’ the 
speedup is nearly 10 times. 
In the second part of the experiments, we fixed the average length 
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Figure 5.10: Performance Graph For The Alignment Algorithm with various 
L 
of the sequences to 2400 and fixed the number of sequences to 100. 
With this fixed length and fixed number of sequences, data sets are 
generated with different average similarities. For each data set, we did 
all the possible pairs of pairwise sequences alignments and took their 
average time and score. The result for the second set of experiments is 
shown in Table 5.6. 
Similarity Avg DP times Avg SSST times" 
2400~ 98 4.87s 0.09s 
2400~ 96 4.79s 0.22s 
2400 94 4.85s 0.67s 
2400~ 92 4.97s 0.92s 
2400 90 4.98s 1.10s 
2400 88 “ 4.76s 1.21s 
Table 5.6: Performance For The Alignment Algorithm with various se-
quences Similarity 
From the result of the second set of experiments, we can see that the 
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Figure 5.11: Performance Graph For The Alignment Algorithm with various 
sequence Similarity 
higher the DNA sequences' similarities, the greater the improvement 
will be. When the similarities among all the DNA sequences are small 
( = 8 8 % )’ the speedup is just about 4 times. When the similarities i 
reach 98%, the speedup is nearly 55 times. 
In the third part of the experiments, we performed multiple se-
quences alignment for the data set. Our algorithm is compared with I 
the clustalw algorithm which is equipped with FASTA algorithm for 
faster alignment. In these experiments, the number of sequences gen-
erated is set to 100 and all the parameters concerning the mutations 
probability are the same as those in the first set of experiments. For 
the substitution matrix, the lUB substitution matrix is used. For the 
lUB substitution matrix, the score for each match is 1.9 and the score 
for mismatch is 0 while the gap penalty and the gap opening penalty 
are the same. The result for the third set of experiments is shown in 
Table 5.7. 
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~ L N Clustalw times MSA with SSST t i m ^ 
300 I 100 I 154.11s 195.37s 
600 100 566.27s 550.13s 
1200 100 1812.32s 1237.52s 
2400 100 7634.83s 4512.39s 
4800 100 31202.27s 16235.21s 
9600 100 150062.36s 64112.76s 
Table 5.7: Performance For The Alignment Algorithm with various L 
X 10* Performance Graph for MSA 
' I 1 1 1 1 1 ~ • • — 
—MSA-SSST 
—Clu»ta lw-FASTA| 
14 - / -
12 - / 
10 - / 
/ • 
::少: 
QI I 1 I I • • I J 
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 
Lsngth of Sequences (L) 
Figure 5.12: Performance Graph For The Alignment Algorithm with various 
L 
Prom the result of the third set of experiments, we can see that the 
longer the DNA sequences, the greater the improvement will be. When 
the DNA sequences are short ( L = 300 )，the runtime of Clustalw is 
even faster than our algorithm. When the length of the DNA sequences 
reaches 9600，the speedup is about 2 times. 
In the fourth part of the experiments, the average length of the 
sequences is fixed to 2400 and data sets are generated with various 
length. We also generated data set with 1200 and 2500 sequences, but 
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it took too long to complete. Again, all the parameters concerning the 
mutations probability are the same as the first set of experiments. The 
result for the fourth set of experiments is shown in Table 5.8. 
~ L N Clustalw times MSA with SSST times" 
2400 100 7634.83s 一 4512.39s 
2400 200 30126.32s 19053.64s 
2400~ 400 127263.18s “ 79261.27s 
2400 800 4 7 6 2 8 7 . 2 6 s 3 0 5 1 2 7 . 4 4 s 
Table 5.8: Performance For The Alignment Algorithm with various N 
x i o * Peiformance Qraph for MSA with various N 
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Figure 5.13: Performance Graph For The Alignment Algorithm with various 
N 
From the result of the fourth set of experiments, we can see that the 
speedup is about 2 times for all cases. That means the improvement 
of our algorithm over the original one is not significant on this aspect. 
In the fifth part of the experiments, the length of the average length 
of the sequences is fixed to 2400 and number of sequences is fixed to 
100. With this fixed length and fixed number of sequences, data sets 
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are generated with different average similarity. The result for the fifth 
set of experiments is shown in Table 5.9. 
L I N I Similarity Clustalw times MSA with SSST times 
2400 100 98 7552.67s 448.69s 
2400 100 96 一 7731.17s — 1022.38s 一 
2400 100 94 7619.09s 3275.26s 
2400 100 ^ 7634.82s 4582.39s 
2400 100 ^ 7801.13s 4726.29s 
2400 100 88 7509.51s 4810.71s 
Table 5.9: Performance For The Alignment Algorithm with various Similar-
ity 
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Figure 5.14: Performance Graph For The Alignment Algorithm with various 
sequences Similarity 
Prom the result of the fifth set of experiments, we can see that the 
higher the DNA sequences' similarities, the greater the improvement 
will be. When the similarities among all the DNA sequences are small 
( = 8 8 % ), the speedup is less than 2 times. When the similarities 
reach 98%, the speedup is nearly 17 times. 
I 
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Finally, the results of the real data sets are shown in Table 5.10. 
In Table 5.10, it shows the average pairwise sequence alignment (PSA) 
run-time. This figure was obtained by doing all the possible pairs of 
PSA, then the mean run-time can be calculated. And the Table 5.11 
shows the run-time of multiple sequences alignment of all the real cases. 
These data sets come from [9, 13’ 19, 25’ 26, 28’ 38]. They are all 
extracted from the NCBI[1] web pages. 
Name L N Avg. Clustalw times Avg DP with SSST times „„, 
HBV 3200 200 6.52s 0.62s 丨 
Influenza A (I) 1445 5 l I t s 0.22s — 
Influenza A (II) 1427 ~~6 l ^ s 0.24s — 
Influenza A (III) 2142 10 4.49s 0.83s — 
Influenza B (I) 1041 30 1.10s 0.18s 丨 
Influenza B (II) 863 10 0.41s 0.06s | 
HIV 755 — 10 0.05s “ 
SARS 2 9 7 4 5 2 ^ 48.27s "j ! 




Name L N Clustalw times MSA with SSST times 
HBV 3200 200 7 hrs 33 mins 2 hrs 1 mins 
Influenza A (I) 1445 5 3.29s 
Influenza A (II) 1427 6 4.72s 
Influenza A (III) 2 1 4 2 1 0 ~ 71.34s 44.59s 
Influenza B (I) 1041 30 286.14s 78.31s 
Influenza B (II) 863 10 244.92s 65.27s 
HIV 755 10 209.38s 58.16s — 
Table 5.11: Performance For Multiple Sequence Alignment algorithm on real 
data 
From these experiments, we can see that the performance of MSA 
for the real data has been improved after the SSST is introduced in the 
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process. The speedup is about 2 to 4 times over the original runtime 
depends on the number and the length of the sequences in the data 
sets. 
5.6 Summary 
In this chapter, we have described an application of SSST. We apply the 
SSST to the problems of global sequences alignment. The idea of the 
improved algorithm is that, we try to find the common sub-sequences 
among the two sequences that are needed to be aligned. After that, 
we will try to use the Dynamic Programming alignment process to 
align those regions in between these common substrings. Unfortu-
nately, there are still some anomalies in this process. The matching 
substrings may not be in an increasing order. In order to solve this I 
problem, we have to sort these matching substrings first. After the ‘ 
sorting process, we will pick out the regions where alignment is unnec-
essary. Then, we can perform the DP alignment procedure. ‘ 
Experimental results show that these algorithm improves the orig- f 
inal algorithm in terms of runtime from to where ‘ 
p is the number of parts that the SSST divides the DNA sequences. 
Our algorithm does not improve much when we alter the number of 
sequences in the data sets while the length of the sequences fixed. This 
is because our algorithm for multiple sequences alignment performs the 
same number of pairwise alignments as the original algorithm. As the 
number of pairwise alignments needed is in the order of our 
algorithm does not improve much on this aspect. 





The main theme of this thesis is to find some marker sites in a group 
of DNA sequences, such that this sites can be used to classify the 
sequences from the same species later on. 
In order to solve this problem, we align all the sequences in the 
database, scan each of the columns in the alignment and then pick the 
ones with high information gains while the flanking sequences of these 
columns are similar to each other. These columns selected as potential 
sites with high information gains have different characters for different 
classes. 
Unfortunately, multiple sequence alignment procedure is a lengthy 
process. In order to solve the problem in a faster way, we propose 2 
approaches to do so. The first one is the traditional multiple sequence 
alignment procedure, with the indexing structure (Sub-Sequences Seg-
mentation Tree (SSST)) installed, the marker extraction process can be 
81 
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done quickly. The second approach, with the help of the SSST again, 
is to bypass the multiple sequences alignment (MSA) process and find 
the useful patterns. In Chapter 4, we have already described what the 
SSST is and analyze it in detail. In Chapter 5，we have described the 
idea of speeding up the MSA process by using the SSST. 
In this chapter, we will describe how the same work can be done 
without the multiple sequences alignment procedures. The basic idea of 
the algorithm is quite similar to those of MSA. This time, the reference 
sequence in the construction of the SSST plays a larger role. I will try 
to hash the other N-1 sequences into the tree, and find the similarities 
and differences with this reference sequence. 
6.2 Problem Statement 
Our problem is to find all the marker sites in a group of DNA sequences. 
Let us define the problem in a formal way. 
Sequence is an ordered list of alphabets in the characters set S. 
For DNA Sequences, E = {A, G, C，T} which represent each type of 
nucleotides respectively. 
We define a collection S of N sequences of lengths which range from 
L - S to L, So, S = {S i ,S2 , . . . ’ Sjv}- For each of the sequences in S, 
it belongs to one of the M classes, {Ci, C2, C3, ...，Cm}. 
The Information Content and the Information Gain defined below 
follows the Shannon's definition in [44]. The Information Content 
of a group of characters is defined by: 
(6.1) 
k=0 
where Ejt is the k^^ character in the set and P{Ek) is the probability 
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Table 6.1: A Database for Sequences 
of the appearance of the k仇 character. 
The word sites in this thesis refers to the columns in an alignment 
of sequences and we can treat a site as a group of characters. For 
example, we have the alignment of sequences in Table 6.1, 
The site of the aligned sequences consists of 3As and IG while 
the 5认 site consists of 3Gs and lA. 
An Aligned Site j is a site that the weighted sum of the informa-
tion contents of its neighboring columns is smaller than the threshold, 
i.e. 
J 
+ kf^column) + E[{j - kY^column)) < Tnoise (6.2) 
k=0 
J ^ Tyjindow (6.3) 
where Tnoise is the threshold for the information content of the neigh-
boring columns of k!'^  character and Tu,indow is the threshold for the 
length of the prefix and suffix of the k^ ^ character. 
Flanking sequences are the prefix and the suffix of an aligned mu-
tation site. Since the information contents of the neighboring sites of 
an aligned mutation site are smaller than the threshold, these flanking 
sequences should be of high similarities. 
We define P(Cm) as the probability of the class Cm in the data set. 
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Then the original Information Content of the data set is: 
M 
E(P(Ci)，P{C2), ...，P(Cm)) = PCOn) log2 P(Cm) (6.4) 
m=0 
We define \Cmi\ as the number of sequences in Class Cm whose 
characters at the aligned site j is E^ and 
P{Cmi)=取 (6-5) 
Then we define the term Remainder {j) as the amount of informa-
tion to classify the data set. 
Remainder⑴=^ 汝丨^ B(F(Cu), P(C2i),…’尸(CWi)) (6.6) 
The In fo rma t ion Gain Hj{S) of an aligned site j is the difference 
between the original In format ion Content of the Da ta set and 
the a m o u n t of information to classify a l l t h e d a t a in the da t a 
set: 
Hj{S) = E(P(Ci) , P(C2)’ …，P{Cm)) - Remainder^") (6.7) 
A mutation site j is a Marker, if the information gain of using 
this site to classify the record in the data set is greater than the given 
threshold, i.e. 
Hj(S) > Tinfo, (6.8) 
where Tinfo is the threshold for information gain. 
Our task is to find out all these Marker sites in the sequence collec-
tion, S. 
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6.3 The Multiple Sequence Alignment Approach 
From the description of the problem, we can see that what the most 
trivial solution to the problem is to align all the sequences in the 
database. After the alignment, we scan the aligned sequences column 
by column and pick up the columns which fulfill our criteria. These 
columns are the marker sites. 
Multiple Sequence Alignment (MSA) is an NP-complete process. 
That means, we have to spend a lot of time to perform this task. 
Fortunately, there are a lot of heuristics for this NP-complete process. 
One of those is called Clustalw algorithm. I have described this al-
gorithm in the previous chapter. This heuristics let us save a lot of 
times for small problems. If the sequences are long or there are a lot 
of sequences in the database, Clustalw algorithm still consume a lot of 
times to align them. 
For the problem of markers extraction, all the sequences in the prob-
lem come from the same species. That means, all these sequences are 
similar to each other. As this is the case, I have proposed a faster Mul-
tiple Sequences Alignment algorithm using the SSST on those similar 
sequences. 
We have described this MSA Algorithm in the previous chapter. In 
this section, I will describe how the goals can be achieved after the 
alignment is done. 
6.3.1 Des ign 
This algorithm can be divided into 2 parts, namely, the multiple se-
quence alignment part and the information gain and entropy calcula-
tion part . Fig. 6.1 shows the flowchart of this algorithm. 
In the multiple sequence alignment part, we have to align all the 
！ 
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Sequences in 
Sequence 
f ^ ^ ^ /c^telli^ / 
I -rrrtii：：' / information \ / 
\ j Gain and 
\ entropy for 
colum/ 
Figure 6.1: Flowchart for the First Approach of Markers Extraction 
sequences in the database. After that, we will have an alignment for 
these N sequences. For clearer description of the algorithm in this 
section, we will define several terms here. 
In an alignment of N sequences, since there may be insertions or 
deletions in some sequences, we have to use the，-’ character to represent 
them. Despite this, all the sequences in an alignment, including the 
blank characters, will be of the same length. We define La to be the 
length of every sequence in an alignment. Because of this feature, we 
can treat an alignment as an N x La matrix of character set E plus the 
character 
The goal of the task is to extract marker sites for classification. 
Apart from the sequences, what we have to know is the classification 
class tags of the sequences in the database. Here, we first define M as 
the number of possible classes of the sequences. 
Multiple Sequence Alignment It is trivial. What we have to do is 
to align all the sequences in the database. 
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Information Gain and Entropy Calculation After the alignment 
part, we will have an A^  x La matrix. In order to calculate the informa-
tion gain and the entropy for each column, we need an array for each 
column. This array is of size (|E| + 1)M. This array is used to store the 
number of each character present in the sequences of each of the cor-
responding classes. For each of the column in the alignment, we need 
one of this array. So the overall size of the array is LaM(|E| + 1). The 
purpose of the algorithm is to convert the N x La characters matrix to 
the array of size LaM{\T,\ + 1). Here is an example for the array. « 
Suppose, there are 2 possible classes for the sequences in the database, 
so M = 2. Moreover, there are 6 sequences in the database, so 
TV = 6. All the sequences in this database is DNA sequences, so 
E = {A, G, C, T}. The size of the array for each column is 3 x 5 = 15. 
I 
Suppose each of the sequences in this alignment is of length 4, so the I 
array will be like the one in Fig. 6.2. 
C, A G T C 
C , A C C C 
C , A - T T 
C , A A T T 
Cj A G C T 
C j A G T T 
ZI \\ 
A 3 3 A 0 1 A 0 0 A o O 
C O O C I O C 1 1 C 2 0 
G O O G 1 2 G O O G O O 
T O O T O O T 2 2 T 1 3 
- 0 0 - 1 0 - 0 0 - 0 0 
Figure 6.2: An Example for the Array in the Information Gain and Entropy 
Calculation 
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After we have converted the alignment to this array, calculations of 
information gain and entropy for each column is easy. This is done by 
the formulae 6.4, 6.6 and 6.7. 
After the calculation of all these, we can pick the columns that fulfill 
the criteria. 
This algorithm is shown in Algorithm 8. 
Algorithm 8 Algorithm for the Multiple Sequence Alignment Approach 
1： Align all the sequences in the database; 
2: for i = 0 to La d o 
3： for j = 0 to iV do 
4: Scan the character in column i for the 产 sequences in the align-
ments; {suppose it is Efc} 
5： Inspect the classification of the j仇 sequence; {suppose this is Cm} 
6： Update the entry in the array for character Sfc in class Cm in column 
i. 
7： e n d for 
8： e n d for 
9： for i = 0 to La d o 
10： calculate the information gain for column i] {entropy for this column 
is calculated on the way} 
11： e n d for 
12: for i = 0 to La d o 
13： Pick this column i up if it fulfills the criteria; 
14： e n d for 
6.4 Reference Sequence Alignment Approach 
From the beginning of this thesis, we have stated that, Multiple Se-
quence Alignment (MSA) is a time-consuming process. The problem 
we want to solve is to find the marker sites contribute to the classifica-
tion of the sequences. Multiple Sequence Alignment guaranteed that 
we can find the patterns that we want to extract. Frankly, MSA pro-
cess is sometimes too much for this task. We can do some clever tasks 
instead with the same results. 
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In this approach, what the algorithm do is to pick up the reference 
sequence. After that , we hash this reference sequence to the SSST 
structures. After we have hashed the reference sequence to the SSST, 
we will try to hash the other {N — 1) sequences in the database to 
the SSST. The hashing process of these {N - 1) sequences is slightly 
different from those we described in Chapter 4. The hashing process is 
similar to the SSST pairwise alignment algorithm. 
The process is trivial if the reference sequence can cover all the 
patterns. If the reference sequence is perfect, what we have to do 
is to perform {N — 1) times of SSST pairwise alignment algorithm. 
Unfortunately, there are cases that there are insertions in sequences 
other than the reference one. In this case, we have to do some extra 
work. Fig. 6.3 shows the reason of the existence of insertions in other 
sequences leading to extra work in the algorithm. 
From the Fig. 6.3, we can see that the reference sequence(i.e. the 
first sequence) does not cover up all the patterns. There are insertions 
from other sequences. Since the nodes of the pattern list of the SSST 
are generated from the reference sequence, the algorithm may miss a 
marker site in this case. 
The advantages of this algorithm over performing pairwise align-
ment algorithm multiple times is that, because of the SSST indexing 
structures, our algorithm can 'memorize' all those new patterns which 
come from mutations. If these patterns appear again, we do not need 
to align them with the dynamic programming again. However, if we 
perform pairwise alignment algorithm of multiple times, new patterns 
will not be recorded and if the same patterns appear again, we have 
to perform the dynamic programming alignment routine again which 
is very time-consuming. 
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^ ^ xxxxxxxxxxxxxxxxxxxxxxxxxxxxx—xxxxxxxxxxxxxxx 
J XXXXXXXXXXXXXJOCXXXXXXXXXXXXXXXXXX xxxxxxxxx 
/ xxxxxxxxx xxxxxxxxxxxxxxxxxxx xxxxxxxxxxxx 
f xxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
/ XXXxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
/ xxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxx 
I XXX---xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
• xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
R«f«f»nc« S«qu«nc« Can provide «lt th« 
•nchor* 
j 
I xxxxxxxxxxxxxxxxxxxxxxxxxXX> XXX) xxxxxxxxxxxxxxxxxxx ^ 1 mjtxjixxjt xmmiixiii m jixix xxmmx 
xxxxxxxxx xxxxxxxxxxj »C"XX>0CX) xxxxxxxxxxxxxxxxxxx 
xxxxxxxxx xxxxxxxxxx) K x x x x — xxxxxxxxxxxxxxxxxxx 
xxxxxxxxx XXXXXXXXXX} Kxxxxxxx} xxxxxxxxxxxxxxxxxxx 
xxxxxxxxx XXXXXXXXXX) Kxxxxxxx) xxxxxxxxxxxxxxxxxxx 
xxxxxxxxx- —XXXXXXXXXX) Kxxxxxxx) xxxxxxxxxxxxxxxxxxx 
xxxxxxxxx XXXXXXJ KXXXXXXXJ xxxxxxxxxxxxxxxxxxx 
XXX••_xxxx -XXXXXXXXX) KXXXXXXX) xxxxxxxxxxxxxxxxxxx 
xxxxxxxxx XXXXXXXXXX) icxxxxxxxi xxxxxxxxxxxxxxxxxxx 
Trw Reference Sequanc* cannot provld* 
ftnchor* In th«s« columnt — 
Figure 6.3: The Case that needs extra works 
111 this section, we will describe this algorithm in detail. 
6.4.1 Design 
This algorithm can be divided into 3 steps. Firstly, we hash the ref-
erence sequence into the SSST. Secondly, we hash the other sequences 
into the SSST. Thirdly, we traverse the SSST to look for the desire pat-
terns. Ill the following paragraphs, we will describe the algorithm and 
how we handle the insertions that come from the sequences in detail. 
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1. Hashing the Reference Sequence The first step of the algorithm 
is trivial, we just have to pick the reference sequence and hash it into 
the SSST and use it to determine the number of layers of the SSST. 
Usually, the reference sequence is the longest sequence in the database. 
Actually, we hash the reference sequence into the SSST to use the 
first sequence as the anchor points of the {N - 1) sequences. 
2. Hashing the other (•/V-l) Sequences After we have hash the first 
sequence into the SSST, we try to hash the other {N - 1) sequences | 
into it. For the hashing process of each of the other (N - 1) sequences, 
we follow the algorithm that has been described in Chapter 5. We hash i 
these sequences as if we are doing pairwise alignment with the reference 
sequence. 
In this process, we try to find the anchor zones of the 2 sequences. 
For these anchor zones, their patterns are the same for the 2 sequences. 
They can be easily found by the SSST. In between 2 anchor zones, we 
have to perform Dynamic Programming Alignment procedure to align 
the subsequences of the 2 sequences. For the usage of pairwise align-
ment, the process ends here and we move to the other zones requiring 
Dynamic Programming. But for the problem of marker extractions, we 
have to update the statistical data in the memory block according to 
the alignment. In addition to the update of the statistics, we also have 
to use pointers to link up the new patterns and the aligned patterns. 
This may be quite difficult to understand, so we will explain it in detail 
here. 
First of all, in the previous chapter, we have proved that the length 
of the patterns list will equal to (L - 2d), where L is the length of 
the reference sequence and d is the number of layers of the SSST after 
the hashing of the first sequence has ended. Suppose we mark these 
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(L 一 2d) patterns in color BLUE. In the hashing phase of the second 
sequence, if new patterns are created in the pattern list, it must be 
due to mutations in the second sequence. This is trivial since if there 
is no mutations, then the second sequence will strictly follow the first 
sequence and no new pattern is formed in the list. Again, we suppose 
to color these new patterns in RED. The basic idea of the algorithm is 
to correlate the RED patterns to the BLUE patterns by the Dynamic 
Programming, which is shown in Fig. 6.4. I I 
r T T T - n - T L L L I I I I I 丨 
m ^ n z T ： I I 11 M I 
This 2 Sequences will lead to the 
creation o( the pattern list below 
I I I I I I I I I I I I I I ~rrn 
The Blue patterns are created by the first sequence f 
I 1 The Red patterns are created by J 
Mutations In Second sequence 乂 
Our task Is to Hnk up the Red and Blue patterns. ‘ — 
II m* same mutationa appear again, that means then* wHI be the same K 
RED pattern, 90 w» hftve n«w anchor zon^s, and no need to align it 
again | 
Figure 6.4: The basic idea of the Algorithm 
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It seems that the 2 processes are the same, except that we have to 
update the statistics and the pointers in between the patterns nodes. 
But for certain situations, the algorithm may not be able to find pat-
terns in certain regions. In Fig. 6.3，it is an example of where the 
algorithm will fail. 
^ ^ ^ ^ Insertion appears In the second soqusnco 
r m ^ r i i i i i 1 1 
Th« F M pansma hove no BLUE pattams to point to ^ ^ ^ ^ ^ ^ ^ ^ 
Figure 6.5: The reason of the extra work 
In this figure, we can see that insertions appear in the sequences 
other than the first ( reference ) sequence. Because of these insertions, 
the RED patterns cannot correlate with the BLUE patterns. If there 
are mutations in these RED patterns in sequences other than these 
two, we cannot extract any useful patterns from these regions. This 
situation is shown in Fig. 6.5. In order to tackle this problem, we have 
to perform some extra actions. 
i 
CHAPTER 6. APPLICATIONS: MARKER EXTRACTIONS 94 
3. H a n d l i n g I n s e r t i o n s The solutions to the problem is easy. What 
we have to do is to insert these unrelated RED patterns to the BLUE 
pattern list. After that, we mark these inserted RED pattern in color 
BLUE. If other sequences insert the same or similar patterns in the 
same position, we can still find the anchor zones for these positions. 
This idea is shown in Fig. 6.6. 
^ ^ ^ ^ ^ ^ ^ ^ ^ Insertion app»ars In th« second sequence 
We Insert the RED patterns into the list and mark them as BLUE. 
I I I I I I I I I I I I I I . J J . J u 
Figure 6.6: The solution to the insertion problem 
4 . E x t r a c t i n g D e s i r e P a t t e r n s After we have hashed all the N se-
quences into the SSST, the only thing that we have to do to extract 
the marker sites is to scan through the pattern list and calculate the 
information gain using the the formulae 6.4，6.5 and 6.6. 
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6.5 Time and Space Complexity Analysis 
From Chapter 5，we know that the time bound for our pairwise align-
ment algorithm using SSST is O(L^), where L is the length of the 
reference sequence. For this algorithm, we have to perform the algo-
rithm TV-times, making the total time bound to 0{NL'^). In Chapter 
5，we have also shown that the run-time for our pairwise alignment 
algorithm is shorter than O(L^). Thus the overall runtime bound is 
shorter than 0{NL'^). i 
For space complexity, since we use the same data structures in SSST 
and some arrays to store the status. These arrays are linear to the 
lengths of the sequences, so the total space complexity for this algo-
rithm is still 0{NL\og{NL)). 
6.6 Experiments 
We have performed a series of experiments to evaluate the performance 
of the algorithm. There are 2 parts for these experiments. We use 
artificial data sets in the first part, while we use real-life data in the 
second part of the experiments. In the first part, the generation of the 
sequences in the artificial data sets is as follow: we will first generate 
a base sequence for each of the data set. After that, we will randomly 
generate some mutations for each of the sequences in the data sets. 
These mutations will then be applied to the sequences in the data 
set. The types of the mutations generated are insertions, deletions and 
substitutions. 
The probabilities of the generation of the mutations follow a set of 
parameters. Different from the previous chapter, we have to generate 
some substitutions that contribute to the classification. Again, this 
I i 
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probability is still a parameter to the sequence generation program. 
All the parameters are shown in Table 6.2. 
Parameter Name Description 
N Number of sequences in the database 
Psc Probability of Substitutions 
Pec Probability of Marker-type Substitutions 
Pi Probability of Insertions 
Pd Probability of Deletions 
Li Mean of Length of Insertions (Follow Normal Distribution) 
Ld Mean of Length of Deletions (Follow Normal Distribution) 
SDi Standard Deviation of Length of Insertions 
SDd Standard Deviation of Length of Deletions 
L Length of the reference sequence 
S Random Seed 
A Number of sets for each L 
Table 6.2: Parameters List for the experiments 
Thus we can generate a set of sequences as if they come from the 
same species. 
For the real-life data, we will use the same HBV data set used in 
the previous chapters. This time, we will also include the classification 
class tags of each of the sequences, such that we can extract all the 
markers that contribute to the classification. 
E x p e r i m e n t S e t t i n g All these experiments are done on a machine 
which runs on LINUX RedHat 7.3. This machine is equipped with Nix 
dual Intel Xeon CPU of 2.2GHz and IGB Memory. The algorithm is 
written in C and is compiled with gcc compiler. 
E x p e r i m e n t a l R e s u l t s In these experiments, we randomly generate 
some marker sites in the data sets. We will apply our algorithm on 
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them and check whether they can extract the marker sites we generated. 
The first set of experiments are done with various length of sequences 
while the number of sequences in the data set fixed to 100. Prom the 
experiments, all the 3 algorithms can extract all the generated markers 
without any false positives or false negatives. So we will compare this 
algorithm in terms of run-time. The results for these experiments are 
shown in the Table. 6.3 and Fig. 6.7. 
L I N I Clustalw times MSA with SSST times New times “ 
300 100 154.11s 195.37s 4.01s 
600 "Tm 566.27s 550.13s 13.16s 
1200 "Too 1812.32s 1237.52s 25.31s 
2400 100 7634.83s 4512.39s 99.17s 
4800 H 31202.27s 16235.21s 257.02s 
9600 100 150062.36s“ 64112.76s 796.39s 
Table 6.3: Performance For Marker Extractions Algorithm with various L 
X 10* Performance Graph (or Marker Extractions 




% 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 
Length of Sequences (L) 
Figure 6.7: Performance Graph For Marker Extractions Algorithm with 
various L 
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Prom this set of experiments, we can see that the runtime of this 
algorithm is much faster than the original algorithm. This is because 
our algorithm does not perform unnecessary alignments. The number 
of alignments changes from 0(7V"2)七。0{N) 
For the second set of experiments, they are done with various num-
ber of sequences in the data sets and the lengths of the sequences are 
fixed to 2400. The results for these experiments are shown in Table. 6.4 
and Fig. 6.8. 
L I N I Clustalw times MSA with SSST times New times 
2400 100 7634.83s 4512.39s 257.02s 
2400 200 ~~30126.32s 19053.64s 512.35s 
2400 "loo" 127263s 79261.27s — 1087.23s 
2400 ~800~ 476287s 305127.44s 2115.947" 
Table 6.4: Performance For Marker Extractions Algorithm with various N 
X10* P«f16rmarK« Graph for Markor Extractions tor various N 
5 , I ‘ I I I . I I I - — 
4.5 • I — N<w- SSST \\ 
100 200 300 400 500 600 700 800 
Number of Sequences (N) 
Figure 6.8: Performance Graph For Marker Extractions Algorithm with 
various L 
From the second set of experiments, we can see that the runtime 
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of this algorithm is linear with the number of sequences in the data 
sets. The larger the number of sequences in the data sets, the greater 
the improvement will be. So our algorithm is better for cases where a 
larger number of sequences are involved in the project. 
Finally, we apply our algorithm to the HBV data sets. The runtime 
for the clustalw algorithm is Ihr 45 mins. While the MSA with SSST 
I algorithm runs in 31 mins, and the reference sequence alignment ap-
proach runs in 73.32 seconds. The results of the experiments are shown 
in Table 6.5. The information gain column in the table is the setting 
for different threshold on the information gain of the marker sites. 
l i ^o . Gain. Clustalw MSA MSA with SSST New Algo Remarks — 
0.10 ~| 2 2 2 I No FP and No FN “ 
0.08 8 8 8 No FP and No FN 
0.06 n n 11 No FP and No FN 
0.04 32 ^ 32 No FP and No FN 
Table 6.5: Performance Chart for the HBV marker extractions 
From this set of experiments, we can see that the patterns that 
recognized by both of our algorithms are the same as those recognized 
by Clustalw, while both of our algorithm run faster than the Clustalw. 
6.7 Summary 
In this chapter, we show another application of the SSST. We apply 
the SSST in the problem of marker extractions. Firstly, we hash the 
reference sequence to the SSST. Then, we can hash the other sequences 
to the SSST. Since there is a pattern list in the SSST, it will record 
down the type of mutations that happened before. Thus, there is no 
need to align the same mutations again. 
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Apart from this, the algorithm does not perform unnecessary align-
f m e n t s . The number of alignments that are needed changes from O(N^) 
to 0(N). Thus the time bound for the problem of marker extractions 
is improved from O(N^L^) to 0 � N I ? � , 
From the experimental results, our algorithms improve significantly 
in terms of the runtime. 
• E n d of chapter. 
Chapter 7 
H B V Application Framework 
7.1 Motivations 
Hepatitis-B virus (HBV) is a virus that attacks our liver. It is believed 
that there are over 0.2 billions of people in mainland China carrying 
this virus in their bodies. In short term, the HBV do not bring great 
damage to our body. Unfortunately, evidence shows that, there is a 
large proportion of liver cancer patients who are also HBV-carriers. 
It is believed that, this is due to the mutations appeared in the DNA 
sequences of the HBV DNA-sequences. Mutations occur all the time 
in any of the DNA sequences and the HBV is no exception. Because 
there may be millions of people who are HBV-carriers may turn into 
liver cancer patients, there is an urgency to find out the relationship 
between the mutations in the DNA sequences of the HBVs and the 
emergence of liver cancer in some of the carriers. 
In this application, we will first try to collect the blood of the HBV-
carriers. Since for the HBV-carriers, their blood will contain the HBV 
itself, thus we will process this blood and try to grab the DNA of 
HBV out of it. Using PGR process i, this can be changed to a human 
^This is a process which turns the DNA to a sequences of strings including character 
101 
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readable strings composed of characters A, C, G and T. 
We took blood samples of the HBV-carriers and there are two kinds 
of outcome for the patients. They are liver cancer patients and non-
liver cancer patients. Thus, the non-liver cancer patients are the control 
cases. We use the character H to represent the cancer group of patients, 
and the character C to refer to the control group of patients. 
After we have collected the DNA strings from these patients, we will 
try to compare them. Through the comparison, we try to sort out the 
differences between the DNA strings of the 2 groups of patients. The 
process of the comparison and picking out the differences are called 
marker extractions. This algorithm has been described in detail in the 
previous Chapter. 
After we have picked out the differences that contributed to the 
classification of the patients. We can then use these features to predict 
the diagnosis of an unknown patients. For an unknown patient, we can 
extract the DNA sequences from him / her, try to find out the marker 
sites in these sequences and try to predict the diagnosis of this patient. 
In this chapter, we will describe the flow of the whole application 
framework and try to illustrate the prediction correctness of this pro-
cess. 
7.2 The Procedure Flow of the Application 
The flowchart of the application is shown in Fig. 7.1. The application 
framework can be divided into 2 parts. The first part is the markers 
extractions part. In this part, we will be given a set of HBV sequences. 
These sequences are divided into 2 classes. The cancer group (H group) 
and the control group (C group). The algorithm for this part is shown 
A, C, G and T 
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in the previous chapter. The second part is the rules training and 
prediction part. In this part, a group of marker sites, in term of the 
positions in the reference sequence of the problem, will be given. In 
addition to the statistical information to these sites, we can train the 
rules for the classification of the sequences. By using these rules, we 
can predict the class (H or C) of an unknown sequence. 
7.2.1 Markers Extract ions 
For this part, we have described it in detail in the previous chapter. 
After we have extracted the marker sites, we will represent it in terms 
of the positions in the reference sequence. After this process, we have 
a group of numbers in our hands, which are the positions of the marker 
sites ill the reference sequence. These positions and the corresponding 
statistical information will be given to the next part as illustrated in 
Fig. 7.2. 
7.2.2 Rules Training and Predict ion 
In the description of this marker extraction algorithm in the previous 
chapter, we have stated that there are statistical information stored in 
the tree. The position of the markers and this statistical information 
will be used to train the classification rules for the unknown sequences 
that will come afterwards. 
The training of the rules is simple. We use the traditional data 
mining algorithm / method to find those rules. One of the algorithm 
we use is neural networks. 
Using the positions of the marker sites in the reference sequence, 
once we have a new sequence of an unknown patient, we can align 
it with the reference sequence and try to grab the 'characters' in the 
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Figure 7.1: System Flow Chart of the HBV Application Framework 
corresponding positions and then feed them into the neural networks 
for the class prediction. 
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Figure 7.3: A Neural Network Example 
7.3 Results 
There are 200 HBV sequences in total in our database. 100 of them 
are control cases which come from the patients with no liver cancer. 
Another 100 sequences come from the patients with liver cancer. Apart 
from this classification, one more information that is known is the geno-
types of these sequences. All the sequences in the database are of geno-
types B and C. Firstly, we separately align them with our Multiple se-
quences Alignment procedure with SSST support. In this process, we 
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Figure 7.4: Processes of classification of an unknown sequence 
construct a neighbor-joining tree, in biological term, it is called Phy-
logeny Tree. The phylogeny tree of all the 200 sequences are shown in 
Fig. 7.5 in their respective genotypes B and C. 
7.3.1 Clustering 
For genotype C, we have found an interesting pattern. With the help of 
the phylogeny tree, we can see that there are 3 sub-groups in genotype 
C. The phylogeny tree of these 3 subgroups can be found in Fig. 7.6. 
w 
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Figure 7.5: Clustering of the HBV virus 
7.3.2 Classification 
Before we present the results of these experiments, we will explain a 
few terms: Sensitivity, Specificity and Accuracy as follows: 
qp„ qifinifii 一 TruePositive 
oandiiiuuy — TruePositive+FalseNegative 
Qnpri fir-ifii — TrueNegative 
• p a y tc^y — TrueNegative+FalsePositive 
Armirnmi — TruePositive+TrueNegative 
一 TruePositive+TrueNegative+FalsePositive+FalseNegative 
The following is the experimental and evaluation results. We sepa-
rated the data set into 10 parts, 9 parts of them are used to train the 
SSST and the neural networks, then we classify the remaining part, 




Figure 7.6: Clustering of the HBV virus of Genotype-C 
with its information completely blinded as the testing set. This pro-
cess is called 10-fold. 
For genotypes B and CI, we extracted 11 marker sites which have 
the highest information gain among all the records (9 out of the 10 
parts in the 10-fold procedure). For the genotypes C2 and C3, we just 
extracted 5 sites for each of these 2 genotypes. 
The Marker sites extracted for these experiments is shown in Ta-
bles 7.1，7.2，7.3 and 7.4. 
The neural network that we used is built in C and there are 3 layers 
of nodes. The number of input nodes is equal to the number of markers 
site extracted. The output is the classification of the sequences. The 
middle layer is the hidden layer and there are 9 nodes inside this layer. 
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Table 7.8 shows us the results of these experiments: 
: Marker Sites for Genotype B ( in the order of information gain ) 
2973 2712 2657 1764 3209 3051 2944 2797 1938 1747 1673 — 
Table 7.1: Marker Sites for Genotype B 
Marker Sites for Genotype CI ( in the order of information gain ) 
1915 930 3100 2489 1938 1764 1762 1314 1218 928 906 
Table 7.2: Marker Sites for Genotype CI 
I 
Marker Sites for Genotype C2 ( in the order of information gain ) 
814 2189 2131 2137 2170 
Table 7.3: Marker Sites for Genotype C2 
Marker Sites for Genotype C3 ( in the order of information gain ) 
531 1631 1857 2080 2552 
Table 7.4: Marker Sites for Genotype C3 
Number of Sequences Sensitivity Specificity Accuracy 
87 71% n % 71% 
Table 7.5: Performance for Genotype B 
Number of Sequences Sensitivity Specificity Accuracy 
^ 100% 60% 85% 
Table 7.6: Performance for Genotype CI 
These results show that the prediction accuracy is about 70% to 
80%. This is better than the traditional method for prediction of out-
come of HBV patients without computational methods. Clustalw and 
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Number of Sequences Sensitivity Specificity Accuracy 
~ ~ 40 87% 86% 86% 一 
Table 7.7: Performance for Genotype C2 
Number of Sequences Sensitivity Specificity Accuracy 
— 34 87% 50% 71% 
Table 7.8: Performance for Genotype C3 
our algorithm extract exactly the same set of marker sites from the 
HBV sequences. Our algorithm outperforms the Clustalw, since we 
extract the marker sites in shorter time. 
7.4 Summary 
In this chapter, we have described an application framework for the 
cancer prediction of a Hepatitis-B virus. The first part of the framework 
is the alignment of all the sequences. After that, we will scan the 
aligned sequences column by column to calculate the information gain 
for each column. Then, we will pick the columns with high information 
gain. These columns are the marker sites of the problem. 
The statistics of the middle characters in these markers sites will 
then be imported in the neural network. The Neural Network will be 
trained for the classification of cancer and non-cancer classes using the 
markers as input. After the training of the Neural Network, we will 
perform the prediction based on the markers' information. 
For the unknown sequences, we will check the characters in these 
marker sites. After we have checked the marker sites, we will predict 
the outcome based on the rules. 
From the result, you can. see that the accuracy is around 70% to 
W 
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80%. The performance for genotypes Cl and C2 is quite good. But the 
performance for genotypes B and Cl are not good enough. But it is 
already a significant result, since there is no similar system that works 
on HBV before. We can see that there is indeed relationship between 
the primary sequences mutations and the outcome of certain diseases. 
Our algorithm is better than Clustalw since these two algorithms 
extract exactly the same set of marker sites from the HBV sequences 
while our algorithm outperforms the Clustalw, since we extract the 
marker sites in shorter time. 
• E n d of chapter. 
Chapter 8 
Conclusions 
In this thesis, a new indexing structure, SSST, for DNA sequences has 
been proposed. The average runtime and memory requirement of SSST 
is 0{NL\og{L)). By using SSST, the runtime for both pairwise and 
multiple sequences alignment significantly improved. For the problem 
of marker extractions, we do not need to perform multiple sequences 
alignment, we just need to pick a reference sequence from the data 
set and hash this sequences to the SSST. After this, we will hash the 
other sequences one by one into the SSST. The SSST will record down 
the mutations that happened before, so mutations of the same type 
only need to align once. This algorithm improve the time bound of the 
problem of marker extractions from to 0{NL'^). 
8.1 Contributions 
SSST is used to index the DNA sequences by using the flanking sub-
sequences around the characters. This structure is specific for the pur-
pose of mutation extractions because marker sites are actually columns 
in sequences alignment with high classification power (information gain). 
The flanking sequences in front of and behind these sites have high sim-
112 
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ilarities. This indexing structure is in a tree form. Nodes in each layer 
of the structure represent substrings of length that equals to 2 x 1)， 
where d is the depth of the tree. 
The algorithm will choose a reference sequence for the construction 
of the structure at first or users can specify the reference sequence to the 
algorithm. The construction of this indexing structure will terminate 
when the substrings of the reference sequence of length 2 x (d + 1)， 
where d is the depth of the tree, do not repeat each others. Apart from 
the tree-like structure, there is also a patterns list that is linked to the 
tree nodes in the terminal depth of the tree. The order of the nodes in 
the patterns list is the same as the order of the appearances of these 
patterns in the reference sequence. 
By using this structure, we improved the pairwise and multiple se-
quences alignment algorithms. In pairwise sequences alignment, the 
indexing structure will be built by using the reference sequence. Once 
this is done, another sequence will also be hashed into the indexing 
structure. In the course of the hashing process, we can match the pat-
terns that are exactly the same in these two sequences. Unfortunately, 
there are still some anomalies in the matching sequences. That means 
the ordering of the patterns is not in an increasing order. Thus we have 
to find a maximal increasing sequences in the matching patterns. This 
action will ensure that the alignments will not overlap. Experimental 
results show that the indexing structure indeed improves the runtime 
of the pairwise sequences alignment process. 
For multiple sequences alignment, we applied the Clustalw algo-
rithm in which we compute all the possible pairwise sequences align-
ment and build the distance matrix. Prom this distance matrix, we will 
build the neighbors joining tree. After that, we will follow the neigh-
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bors joining tree to combine the sequence alignments and come up with 
a complete sequences alignment. Experimental results show that our 
improved algorithm runs faster than Clustalw even if it is speeded up 
by using the FASTA algorithm. 
Finally, we apply the indexing structure on the problem of marker 
extractions. My algorithm runs faster than the traditional method 
of marker extractions by multiple sequences alignment since this al-
gorithm does not perform unnecessary alignments and the indexing 
structure also remembers the mutations that occurred before. 
8.2 Future Works 
8.2 .1 H M M Learning 
The Hidden Markov Model is widely applied to model the DNA / 
protein sequences. After a HMM Model is constructed, we can align 
the sequences to this model by using Dynamic Programming. Since DP 
is used in the alignment process, our indexing structure can be applied 
in this process, too. Apart from the alignment, the construction of 
HMM model is done by algorithms which are very inefficient. Since 
the pat tern list is quite similar to the HMM model, the construction 
of the indexing structure can be applied to the construction of HMM 
model. 
8.2 .2 Splice Si tes Learning 
Splice Sites [37] are some important regions in DNA sequences. These 
regions are composed of specific character strings. The process of learn-
ing of recognition of Splice Sites is done by giving some training ex-
amples to the algorithm, then the algorithm is trained to recognize 
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the unknown splice sites. Our indexing structure can be used to hash 
all the training sequences. After that, those known splice sites can be 
marked in the patterns list. After that, all those unknown sequences 
can also be hashed into the same structure. If patterns in these se-
quences are hashed into some marked patterns nodes in the list, then 
splice sites can also be recognized. 
8.2.3 Faster Algorithm for Multiple Sequences Alignment 
We have provided an improvement for the multiple sequences alignment 
process in this thesis. Although the performance of this algorithm is 
better than Clustalw, the theoretical time bound has not been im-
proved. In the problem of marker extractions, we proposed a 0{NL'^) 
algorithm to solve it. Actually, this algorithm can be applied to the 
Multiple Sequences Alignment problem to improve the time bound for 
this problem from to 0{NL^). 
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