Abstract. In this paper the use of iterative methods for the solution of the carrier continuity equations in three-dimensional semiconductor device simulators is summarized. An overview of the derivation of the linear systems from the basic stationary semiconductor device equations is given and the algebraic properties of the nonsymmetric coefficient matrices are discussed. Results from the following classes of iterative methods are presented: The classical conjugate gradient (CG), the symmetrized conjugate gradient (SCG), the generalized minimum residual (GMRES), and the conjugate gradient squared (CGS) method. Preconditioners of incomplete factorization type with partial fill-in are considered. High performance implementations for these algorithms on vector, concurrent, and vector-concurrent computers are presented.
1. Introduction. The three-dimensional numerical analysis of semiconductor devices by device simulators is increasingly becoming an indispensable tool in design and optimization of micro-miniaturized devices. Such simulators compute the discrete self-consistent solution of the semiconductor device partial differential equations. We restrict ourselves to the decoupled solution method of the three nonlinear device equations on a three-dimensional nonuniform tensor product grid [15] . In this case each single nonlinear (outer) iteration consists of the solution of the Poisson equation for the electrostatic potential and of two carrier continuity equations for the electron and hole concentrations, respectively. The coefficient matrices of the discrete continuity equations in the most practical variable set n (electrons) and p (holes) are nonsymmetric. In this contribution we consider preconditioned iterative methods for the solution of these nonsymmetric linear systems. Related work is found in [12] , [19] , [21] , [28] , and [32] .
Iterative methods applied to the discrete continuity equations have to cope with high condition numbers of the coefficient matrices [1] . Another problem is the enormous numerical range of the solution vector that has to be computed accurately both in the depletion zones of the device under consideration as well as in high injection regimes. Contrary to the Poisson equation, the discrete continuity equations have to be evaluated much more accurately to guarantee the stability of the nonlinear iteration. This results in substantially higher iteration counts compared to the Poisson equation, and therefore the linear nonsymmetric solvers dominate in the solution process.
We have performed a comparative study of various preconditioned conjugate gradient type solvers of which the conjugate gradient squared (CGS) method [14] , [26] was identified as the fastest and most economical. The success of this method (and related ones) depends quite critically on robust preconditioning. We have concentrated on incomplete factorizations of the coefficient matrix. Partial fill-in substantially reduces the iteration count at the expense of more arithmetic work per iteration.
Multiple solutions of linear systems of rank (9(105 6260 (one to six scalar processors).
The outline of this paper is as follows. In 2 the semiconductor partial differential equations and the nonlinear expressions for the physical quantities within these equations are summarized, the discretization of which is discussed in 3. The brief consideration of the algebraic matrix properties in 4 provides the preliminaries for the iterative procedures outlined in 5. Robust The current densities Jn,p, are assumed to be proportional to the driving forces Fn,p. An extended drift-diffusion approach allows the treatment of hot electron effects in one-band semiconductors such as silicon. This approach for the driving forces reads [13] ( 1 grad(k'Tn )) (6) Fn=-q grad-. For the finite difference discretization of the carrier continuity equations an exponential interpolation scheme for the carrier concentrations n and p must be used [3] , [24] . This is due to an exponential dependence of the carrier concentrations on the electrostatic potential (Scharfetter-Gummel interpolation (Ut(n,p),i+l Ut(n,p),)
Ut(n,p), 4 . Algebraic properties of the coefficient matrices. The exponential interpolation scheme outlined in the last section produces a nonsymmetric, diagonally dominant, two-cyclic, seven-band coefficient matrix A.
Nonsymmetry is caused by the inequality B(-x) B(x). Diagonal dominance is due to the fact that each negative column sum of the offdiagonal elements is less than (for nonvanishing R) or equal (for vanishing R) to the main diagonal pivot.
This implies at least semidefiniteness of A. Consider the case of constant carrier temperatures T T Tp. The equality (24) and the fact that the exponentially scaled potential increments can be factored yields that A can be transformed to a symmetric, positive definite matrix A, (25) . W -. A. W, by a diagonal similarity transformation. The diagonal matrix W is positive definite and the elements w(,,p),i are given by exp (+i/2Ut) for electrons and exp (-i/2Vt) for holes. Since a similarity transformation leaves the spectrum of the matrix A unchanged, we have a nonsymmetric system of linear equations, in which A has a positive real spectrum. For local carrier temperature we are not aware of such a transformation, hence we cannot make statements of the spectrum of A in this case.
We note the enormous numerical range of the W matrices. For a maximum electrostatic potential of 100 Volts and liquid nitrogen temperature (77 K) we may expect exponents of the order log0 (Wi,max) 3275. These numbers make the explicit transformation of the linear system undesirable on standard, double precision computer arithmetics. The very large rank of A gives preference to iterative methods over sparse Gaussian elimination.
5. Selected iterative methods for the linear systems. In this section we discuss the iterative procedures that were used in our computations. In the case of symmetrizability these are the classical conjugate gradient (CG) algorithm, then a variant of CG that circumvents the explicit symmetrization (SCG), and the conjugate gradient squared (CGS) procedure. For the nonsymmetrizable case we consider the generalized minimum residual algorithm (GMRES) and again CGS.
The numerical condition of the discrete carrier continuity equations can be rather poor [1] , therefore efficient preconditioning is important. Incomplete (left or split) LU factorizations are used for preconditioning together with (left or symmetric) scaling by the main diagonal pivots D of the preconditioner, and the Eisenstat procedure [7] is used to compute the preconditioned matrix-vector multiply. In 8, where various (^) refer to the preconditioned system.
In this section we shall make explicit use of the similarity property, which was derived in the last section. In case of knowledge of the diagonal transformation matrices W, an explicit transformation (e.g., during the sparse matrix assembly) of the linear system into symmetric form is the most straightforward approach provided that the computer arithmetic is sufficiently accurate for the numbers generated by the similarity transformation. This transformation saves matrix storage and the classical preconditioned conjugate gradient algorithm (CG) is the optimal iterative method.
The very large number range in the iterates can be circumvented by a variant of the conjugate gradient algorithm, e.g., proposed in [11] . In this case the diagonal transformation matrices are confined to the inner products in the variant of the CG algorithm given in Table 1 [6] , [16] .
The GMRES algorithm minimizes the two-norm of the residual at each iteration [26] given in Table 3 . Both algorithms construct approximations to the solution in the same Krylov subspace as GMRES, but a biorthogonality condition to the transposed system is used rather than an orthogonality condition to In Table 4 the arithmetic work of the iterative procedures is listed. These figures refer to one linear iteration. For the restarted GMRES(m) method the iteration counter is incremented after the computation of one new orthogonal basis vector. An incomplete factorization preconditioner of alternating direction type, PT, with tridiagonal matrix factors, has been proposed in [5] . The basic idea is to use tridiagonal factors that lend themselves more to parallelization, rather than triangular factors as with ILU, at the same time maintaining the ILU sparsity pattern. For a seven-point stencil such a factorization would read (29) PT We refrained from an implementation on a supercomputer.
The most commonly used and probably most efficient preconditioner, at least on scalar computers, is incomplete LU factorization with allowable fill-in denoted by ILV(k), see, e.g., [2] , [4] , [12] . The index k denotes a controllable sparsity pattern along the matrix diagonals, k 0 denoting no fill-in, k 1 denoting fill-in caused by the original nonzero pattern but no further, and so on. As expected, a higher degree of fillin reduces the iteration count. However, the number of operations for the factorization and for each iteration as well as the memory requirements increase considerably. For example, the ILU(1) preconditioner needs four extra diagonals within the original seven-diagonal nonzero pattern. For the fill-in ILU preconditioners we are not aware of a comparably efficient implementation to compute the preconditioned matrix vector multiply as proposed by Eisenstat for the ILU(0) [7] , [29] .
The two ILU (0) [20] . We further exclude computers that permit only unity-stride vector operations such as the CYBER 205 and disregard optimization measurements possibly required by memory bank and related conflicts.
We aim at a production code that is as generally applicable as possible. This can be achieved by a reordering technique that does not change the preconditioner and produces long vector lengths. The hyperplane method, which is a plane-diagonalwise reordering, excellently reported in [2] , [29] , achieves this goal. The price for the rather general implementation we are aiming at is indirect addressing by list vectors.
If the unknowns as well as the matrix elements are indexed by (il, i2, Special attention has to be paid to the meshpoints at the simulation boundary.
Addressing (nonexisting) elements at the boundary points can be prevented by proper IF statements in the code or by computing the unknowns at the boundary outside the loop. We decided to extend the array of the unknowns such that unallowed addressing at the boundaries cannot happen. This is done by allocating an array of size NX. NY. (NZ + 2) for the vector of the unknowns X(I) and filling the front and back plane of this vector with zeros. Then the code for the solution of the lower triangular system for k 0 is surprisingly simple:
I=LIST(M) X (I)=1% (I)-B (I) X (I-I)-D (I) X (I-NX)-F (I) X (I-NXNY).
R denotes the right-hand side and B, D, F the strictly lower triangular part of As.
The inner loop is vectorizable. The implementation for the upper triangular system and the higher order recurrences (k 1, 2) is straightforward. The approach sketched above is used in a similar manner to vectorize the ILU factorization at the beginning of the iteration. Using the computational front approach, additional parallelism can be achieved by twisting the incomplete factorization in one specific direction [29] , [30] . Then the factorization and the backsubstitutions can be performed concurrently from both ends to the center and from the center to both ends. Since such a twisting splits the domains into two equal halves, the mean hyperplane vectorlength in each half is decreased unless the number of meshpoints in the direction of splitting is significantly larger than the number of meshpoints in the remaining directions. It has been reported in [29] that the twisted hyperplane approach tends to decrease the iteration count in the linear solver, however, such an effect could not be verified with our type of equations. We think that the twisted hyperplane method is not advantageous, at least on a two-processor machine. To qualify the performance of the hyperplane-ILU(k) implementation, tests have been carried out on a Fujitsu VP200, a Cray-2, an Alliant FX40, and a Digital VAX 6260 computer. In Table 5 The values in Table 6 show the convergence speed improvement factors the level 1, 2 preconditioners must reach to beat the ILU(0) preconditioner. As can be seen, In Table 8 the iteration history of the majority carriers (holes) are listed, in Table 9 the minorities (electrons) are listed. The spectral condition number estimate a varies only marginally during the nonlinear iterations.
As can be seen from the tables, the iteration counts of the CG algorithm correspond nicely to the bounds suggested by the spectral condition number. The CGS algorithm converges twice as fast as the CG method for the best conditioned problem (majorities with ILU (1)).
Convergence curves for the three iterative methods with the matrices from the first nonlinear iteration are given in Figs. 1 1.0e+00
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