I. INTRODUCTION
Turbulence theory is far from a completed subject in hydrodynamics and is both more complex and less weIl understood in magnetohydrodynamics (MHD). Turbulence is studied as a fundamental physical process, but there is also a need to understand how turbulence affects natural and manmade complex systems. Driven by these applications, the subject of turbulence modeling (see, e.g., Ref. 1) has evolved in parallel to mathematical turbulence theory. There have been at least several recent efforts to develop MHD turbulence models."m5 At present, MHD turbulence is clearly recognized as being of central importance to numerous subjects of ongoing research, e.g., the sun, the heliosphere, space plasmas, and cosmic ray acceleration and propagation. While these applications may eventually require precise accounts of the dynamical evolution of turbulence, the immediate need is to include reasonable quantitative estimates of MHD turbulence in dynamical models appropriate to the specific application.
In the present paper we describe and evaluate several simple models of MHD turbulence, touching upon hydrodynamic models as well. The models include only a minimum number of energy variables and length scales, and are based upon ideas already found in the literature, and we evaluate their performance relative to a set of accurate spectral method simulations. This permits an assessment of the level of accuracy that might be expected when such models are built into applications in forms that may resemble hydrodynamic K-E models.' Our main conclusion is that turbulent decay rates can be reliably estimated to within a factor of two for a duration of at least several energy-halving times.
II. BACKGROUND AND APPROACH
Our principal goal is to discuss and evaluate several phenomenological models for the decay of energy and related quantities in homogeneous incompressible MHD turbulence. Our treatment will extend only to simple "one-point models" that involve no specific information about the wavenumber spectra of excitations. Even within this class of models our treatment will be incomplete, since a large number of models of this type are possible. Most of the physical principles for constructing models of MHD turbulence are familiar in the literature,"-'2 and we will draw freely from these sources.
The incompressible MHD equations involve the solenoida1 fluid velocity u and the magnetic field B. The magnetic field B is written as the sum of a locally uniform mean value, B,, and a Huctuating part b. The equations are cast in Alfven speed units,13 in which the magnetic field is measured in terms of its associated Alfvdn speed (B+(47q~)-" 'B, uni- form mass density p), and the characteristic speed is chosen to be that associated with the fluctuations. The dynamical equations are conveniently written using Elsasser variables,14 z,=ur+_b, 0) 2iS "'Corresponding author: 302-83 l-8117; fax 302-831-1843; r-mail: hossain@battol.udel.edu TABLE I. Simulation parameters for 64' spectral simulations: mean magnetic field strength Ha, viscosity V, resistivity p, time step dt, halving time for total energy t(Eo/2), time of maximum enstrophy ft.&,,), initial normalized cross helicity CT~=ZHJE=~.Z~ -Z?)/(Z:+Zt), and the initial Alfvdn ratio r,=E,/E, (all times given in units of characteristic time ? Dissipation due to a small viscosity u and resistivity j.~, which act mainly at the small scales, are represented by S+ . Note that in this system of units the Alfvdn speed associated with the mean magnetic field is VA= Bc .
length scale. A second length scale can easily be included, as can dependence upon D, at least in principle.
For homogeneous MHD turbulence we are particularly interested in the dynamical behavior of the fluctuation energy per unit mass, E=(~u~'+~b~2)/2=(~z+]2+[z-~2)/4, and the Auctuation cross helicity density, H, = (u. b). These quantities are rugged invariants of the ideal MHD equations and particularly relevant to the theory of turbulent spectral transfer. 15-r8 The so-called Elsasser energies Z', = (Iz+ I") and Z?=(1~-1~) are equivalent ideal invariants. However, no combination of these invariants distinguish whether energy resides in the magnetic or velocity field. That property is measured by the 'residual energy' or 'energy difference' D=(~u~2-~b~2)=(z+ . z-). which, unlike the energy and cross helicity, is not an ideally conserved quantity. This fact makes a significant difference to the development of phenomenological models. The amount of E or H, present is not modified by the nonlinear terms that mediate spectral transfer from the large energetic eddies through the inertial range (if one is present). In the idealized high Reynolds number limit, these quantities can change only when excitations reach the dissipative scales. In contrast, the dynamical couplings can change the value of the energy difference D. In particular, both nonlinear and wave-like couplings can repartition kinetic and magnetic fluctuation energies.
To provide a data base for comparison with the models, we assembled a set of three-dimensional MHD numerical simulations, employing a Fourier spectral (Galerkin)'g~20 method in periodic geometry. The runs that enter into the discussion in this paper use a code with spatial resolution 643, a full dealiasing algorithm, and viscosity equal to resistivity, usually with dimensionless value l/200. Dealiasing is achieved'by extending arrays to 312 their original sizes by padding zeroes. The properties of the various runs are recorded in Table I for reference in the later discussion. We have also tabulated, for each run, the energy halving times, t(Eo/2), and the time t(!J,,J, when the enstrophy is the maximum. As we can see, the energy halving times range from 0.67 to 4.67: varying by almost an order of magnitude. For the runs with initial broad spectrum the enstrophy maximum occurs at or near t=O. The time at which ,j2 is maximum in its evolution is within 10% of t(a,,.J.
In the following section we will review and evaluate a familiar one-point energy decay model for homogeneous hydrodynamic turbulence. This will involve one energy and a single length scale. In contrast MHD phenomenology has a greater complexity. To treat cross helicity effects, the theory needs to include both 2: and Zs , as well as at least one To illustrate the variety of behavior seen in these simulations, we refer first to Fig. 1 , showing the time history of E for five simulations, designated as Runs 07, 15, 18, 20, and 25 . Four of the runs exhibit somewhat similar energy decay and are grouped together. Run 18, which decays most quickly, has nearly zero cross helicity H, and non-zero energy difference D. Run 20, which decays most slowly, is the only one of these five runs with a large-scale mean magnetic field; here Bo-8. Run 25 is a purely Navier-Stokes (NS) hydrodynamic run. The other two runs are distinguished by values of H, and D which are both non-zero (Run 15) and both -0 iRun 07). The four panels of Fig. 2 1\,,,,,,,,,,,,,,,,,,r,,,, unbalanced Z", and 25 remain so, causing the phenomenon of dynamic alignment,21-239"s in which the value of normalized cross helicity u,=2H,lE=(Z~-Z?)/(Zt+Z?) grows in time. The magnetofluid become progressively more " Alfv&ic" as the turbulence is increasingly dominated by fluctuations of one sense. In Runs 7 and 18 (panels 2a and 2cj there is only a small difference between the two Elsasser fields, although there is a slight growth in Run 07. Figure 3 shows the progression of the wavenumber spectrum in time for Run 07, which, in a sense to be defined below (section VII B), is most like Navier-Stokes flow, even though magnetic and kinetic energies are nearly equal. The spatial resolution and Reynolds numbers of our simulations (v-'~~200) are necessarily lower than would be optimal for exploring high Reynolds number turbulent decay. Nevertheless, the spectra indicate a reasonably good resolution of dynamically important spatial scales, a hint of a near-power law inertial range (over less than a decade in wavenumber), and a rollover at an energy-containing scale near dimensionless wavenumber 5 or thereabouts (Fig. 3) .
These simulations illustrate the phenomena that we seek to describe with approximate models for the decay of global energy variables in MHD. The MHD results have a greater variety of behavior than the Navier-Stokes result (Run 25), which has Z",-=Z!. =D. Therefore, before describing and evaluating the MHD phenomenology, we review and analyze the simpler and better known phenomenology for the decay of energy-containing eddies in hydrodynamics.
Ill. DECAY OF ENERGY-CONTAINING EDDIES IN HYDRODYNAMIC TURBULENCE
A simple and reasonably accurate phenomenological model exists for turbulent hydrodynamic energy decay at high Reynolds number, such as that plotted in Fig. 1 for Run 25. This model has a rich history that provides important background and motivation for development of MHD turbulence models. Historically, Taylor,24 l&man and Howarth,25 and others investigated the decay of (twice) the total energy per unit mass, ZL*, in homogeneous isotropic turbulence. Taylor's theory obtained a t-* time dependence when the correlation (outer) scale /' was assumed constant. Karman proposed a self preservation hypothesis that the correlation functions preserve their shape according to a similarity law during the decay.
For homogeneous turbulence, the self preservation hypothesis was supposed to apply to all spatial scales that are large compared to the viscous or dissipation scale v. As described by Batchelor,26 various experimental observations, particularly in wind tunnels, "'28 suggest that approximately zL*, t-l, with the length scale / TX &. Such dynamic evolution is fully consistent with the self-preservation assumption. Since most of the fluctuation energy is found at scales h% 7, this behavior is identified as the decay law for the total energy, i.e., the decay law for the energy-containing eddies. The only scales not included are those near the dissipation scale or smaller, and structures at such large scales that the homogeneity assumption breaks down. ' The approach of Karman and Ho~arth,~~ Kolrnogoroff,29-31 Batchelor,% and others motivates a family of decay laws by associating the decay time or spectral transfer time, rs, with the characteristic nonlinear time, rnl = X/u, obtained by dimensional analysis aIone. Here, A is a length-scale characterizing the energy-containing eddies. Usually it will be the correlation scale or integral scale.a6 The nonlinear time also equals the characteristic eddy lifetime and is assumed to be the only time scale relevant to the problem. One can immediately write an energy equation
Similarly by dimensional analysis a X equation is written to supplement (3):
Here, CY and /? are positive constants of order unity that are formally undetermined by dimensional analysis. Equations (3)-(4) define a complete phenomenological model for the evolution of the energy-containing eddies. The system of equations can be solved readily upon observing that u2Xa'P= const, which yields
The characteristic time for development of self-similar decay is A = ue(o~+ 2/3)/(2X0), where the zero subscript signifies evaluation at to. At large times X/u m t becomes independent of the parameters a and p. For the choice of constants a= 1 and p= l/2 in (3) and (4), the solutions (5)-(6) behave at large time as U2qt-t&1,
A--(t-tOj1'2, 3 ,, (,,,,,,,,,,,,,,,,,, which is precisely the behavior associated with selfpreservation of the shape of the correlation function (in fact, any ff=2p gives the same result). The simple pair of coupled differential equations du'ldt = -u3/F and dt'ldt= u/2 that predict this decay law are described, though not emphasized as such, in the same paper by Karman and H~warth.~ Note that 8 is a large-scale characteristic dynamical length scale in the Karman and Howarth theory and can depend upon the various length scales that enter into the description of the large-scale turbulence. Here, it is associated simply with the correlation scale X. Various corrections to the t-' law303"23" emerge by departing from either strict homogeneity or strict dynamical self-preservation at the very largest scales. These refinements improve the theoretical un-derpinnings as well as agreement with experiments, but they do not significantly alter the exponents for energy decay and growth of the correlation scale.
In contrast to these theories, assuming a stronger condition of similarity, that is, scale-free self-preservation (or selfsimilarityj, leads to inertial range theory." This additional property implies a power-law dependence of the energy spectrum across a subrange of wavenumbers and is appropriate only for fluctuations with characteristic lengths, 1'. satisfying c'*k' 9 17. Thus, the range of wavenumbers associated with the inertial range is a subset of those to which the energy-decay theories of Taylor and Karman may apply.
Kolmogoroff's version of the energy-decay theory34 was perhaps the first to write clearly a pair of coupled differential For our numerical comparisons we use data from threedimensional simulations of incompressible fluid (and magnetotluid) turbulence based on a Fourier spectral method'9V2o in a periodic box of size (2 rr)'. Details of the initial conditions are given in Appendix A, and a summary of the simulations discussed here appears as Table I . Run 25 in the table is relevant to the hydrodynamics case.
To apply the phenomenological model (3)-(4), we must first calculate the length scale X for the energy-containing eddies, Our definition is based upon the longitudinal integral scale used in isotropic turbulence theory,a6
where l?(k) is the omni-directional energy spectrum, and the denominator is equal to the total energy per unit mass E. For the discrete wave-vector space of the simulation it is more convenient to use the modal energy spectrum E(k), so that
The total energy is E = &E(k). In our simulations, the evolution of A is limited by the fact that there is a largest allowed wavelength, i.e., the scale of the spatial periodicity. The phenomenology has been developed for turbulence in an infinite domain, so we introduce a finite box size correction to the behavior of X: $3u l-k, [ 1 mm (11) where X,, is a scale associated with the box size. We have usually taken X,,= rrJ2.
To assess the accuracy of the model represented by (3) and (11), we accumulate simulation data and subject it to several tests, the results of which are illustrated in Fig. 4 . First, the numerical value of the decay rate (du"ldt),i, is calculated at regular intervals, using finite differences. An effective LY at each time is obtained by dividing the magnitude of (dU'/dt)si, by the value of u3/X computed using the simulation data for the same instant. Panel 4a plots the putative values of cr obtained in this way. Clearly, a! is not strictly constant as assumed in the model. Part of this is caused by a start-up transient in the dynamics, and we do not expect Eq. (3) to apply during the first characteristic time (about 1 time unit on the abscissa). In contrast, during the remainder of the simulation, (Y remains fairly steady, and the model estimates the instantaneous decay rate of total energy to within a factor of 1.5 to 2. A similar test of Eq. (11) is shown in Fig. 4b , where the numerically determined time rate of change of X is compared with the right hand side of (11) to extract an effective p at each time. The values of p are of order unity, and between t=2 and 3 there is a plateau near p-0.5. During this same period, we see from Panel 4a that (Y=+ 0.9.
Figures 4a and 4b indicate that the simple family of Navier-Stokes phenomenologies (3) and (11) work reasonably well in predicting the instantaneous decay rate, using phenomenological constants a-0.9 to 0.95 and p-O.4 to 0.5 that are not far from the values associated with the selfpreservation hypothesis. A more difficult challenge for the model is to explain the time history of the decaying energy, since in this case the errors in estimating the decay rate are cumulative. Figure 4c shows a comparison of E(t) for Run 25 with the integrated solution of Eqs. (5) and (ll), starting with initial data from simulation time t= 1 to avoid start-up transients. The constants used in the comparison were a=0.95 and p=O.45. Similarly, the results for the time history of h are shown in Fig. 4d , again comparing the simulation results in Run 25 with the solution of (ll), integrating once again from t= 1 to 4. The theory and simulations are in reasonable agreement, particularly when we recall the relatively low Reynolds number of the simulation.
Evidently, the simple phenomenological model can describe homogeneous hydrodynamic turbulence in a finite box satisfactorily, once the finite size effect is taken into account. Finite box size is a severe limitation on. the growth of h. In the above comparisons, the length scale A does not change significantly over the entire period of evolution. As a result, the comparison may test mainly the structure of the energy (3) and (11) using a pair of best fit (Y and p starting at t= 1. Superimposed discrete points are data from the simulation.
decay equation. As in the comparison of instantaneous decay rates, we see that order unity constants work well. Note that if A is strictly held constant then p=O identically. Then Eq. (5) implies u--t-'.
A recent experiment35 with length scale of the energy containing eddies approximately constant did tind u-t-' consistent with Taylor's theory. '4 At associated with Z:, or possibly a single length scale that is a composite of these two. The length scales A2 , are defined as
IV. PHENOMENOLOGICAL MODELS OF MHD DECAY
We now consider several one-point models for decaying MHD turbulence. They involve the evolution of the meansquare Elshser variables 2: = (1 z+ 1 a). The complete model will also include an evolution equation for the length scales where Zi=Zk[z+-(k) j2.
For models with just one spatial scale, it is convenient to introduce a weighted combination Another quantity that can enter the models is the mean correlation of the two Elsasser fields D =(z+ . z-), which is also proportional to the difference between the kinetic and magnetic energies, ( u2-b'). We have investigated several versions of the models in which the decay of Zl depends upon D. However, because D generally decays very rapidly to values near zero, it has little influence on the model comparisons. Therefore, to keep the models simple, we only present results from models in which D does not influence the decay of Zi. We will briefly discuss a model equation for the decay of D itself in a later section. tion effects associated with the fluctuating magnetic field.7 Under the isotropy assumption, the wave period at wavenumber k is of order (kVA) -I (the Alfvdn speed in our units is VA= Bc). These ideas can be directly carried over to the energy-containing range by using X t in place of k- ' . This leads to a characteristic Alfvdn time Kraichnar? and Dobrowolny et &.21, 22 applied the approach of Karman and Kolmogoroff for hydrodynamic models to the turbulent decay of the Elsasser energies 24 in MHD. For the present purposes, the first step is to write the decay of Zi in terms of spectral transfer times r," ,
The triple correlation also decays due to the nonlinear process characterized by T,~, but the Kraichnan phenomenology6 neglects this effect, because of the assumed strength of the mean magnetic field. For cases where both effects are important, one possible way to write the total rate of triple decorrelation is as a sum of the hydrodynamic and the mean field rates '": (16) This equation defines r,: , but by considering the structure of the dynamical equations (2), these spectral transfer times can be estimated in terms of several characteristic time scales. The first is rir, the characteristic nonlinear time, generalized for MHD in Elsasser representation, "' We can combine the triple decorrelation time scales and the hydrodynamic nonlinear times scales to form the spectral time scale":
This time scale represents the approximate rate at which an energy-containing eddy decays due to the nonlinear term in (2), which arises from correlations with turbulent structures of the other sense. Consequently, the typical lifetime of these triple correlations, Q-Z, is also important. In addition, energy decay has been argued to depend upon wave-propagation effects that are present, represented by a characteristic Alfvenic time scale ri . The superscript I!I on each of these variables admits the possibility that they are generally different for the two Elsasser fields. Each of these quantities has been discussed previously,"~7,10-'2 but mainly in the context of inertial range phenomenology, and then in essentially an isotropic turbulence approximation. Therefore, one reason for investigating several phenomenological models for MHD energy decay is that it is unclear how these earlier inertial range arguments are properly applied in the energycontaining range. Taking into account possible ambiguities concerning the definitions of the time scales themselves, we expect that the spectral transfer times will depend on the various characteristic scales so that .?~=r,t(r,:,r,,,r~,r,,r.:,r,).
Estimates of this type for the spectral transfer time in the inertial range, parametrized by wavenumber and dependent upon the cross helicity, have been used by Dobrowolny et al. '" and by Grappin et al.lOvl' What we shall refer to as "Model A" consists of using (17) to estimate the spectral transfer time in (13).
The evolution of the length scales A+. are given by:
Here, ei, =2:/r: . The last term is the finite box size correction, with A,,= rr/2 assumed here. Model A is a plausible and straightforward extrapolation of existing inertial range phenomenological theory to the global decay problem. It will be compared to numerical simulations in section V. For strong mean magnetic field, Model A is essentially an extension of Kraichnan's model6 for inertial range spectral transfer into the energy-containing range. When Z,aBa, the energy decay equation becomes (19) A. Model A In connection with the inertial range Kraichnan' argued In a symmetric model for which CY+ = cy-and X+ = X-, the that the steady energy-transfer rate of 2 fields must be didecay rates of Z", and 2: are equal, so their difference rerectly proportional to the lifetime of the triple correlations mains constant. This difference is proportional to the cross 7s. He then pointed out that the triple lifetime should be helicity. Therefore, while the total energy decreases, the norcomparable to the period of the relevant Alfvin waves due to malized cross helicity a,=2H,lE=(Z:
the mean magnetic field, when propagation is sufficiently increases. This is the argument originally given by Dobro-' strong that rA<r,,l. The suggestion has been made that the wolny et a1.22 for dynamic alignment in the limit that the inertial range triple correlation also decays due to propagatriple decay rate is controlled by the Alfven time. There are several ways in which models distinct from Model A but equally plausible can be constructed. One way is to adopt a symmetrized pair of equations for the evolution of the length scales, for example, This choice permits a convenient special case to be considered, in which h+ and X-. are assumed to have the same initial value. Because their equations of motion are the same, this allows us to define a single scale h=h+ = X + .
As a separate assumption, the spectral transfer time for Model B is taken to be simply the nonlinear time, i.e., r5= T,,~ (weak Bo). Thus the model dynamical equations are dZ2, Zz,Zdt=-a + A ' and dZ?.
Equations (20). (21), and (22) The length scale equation becomes
In this form the model affords simple analytical solutions. The system of equations (21), (22), and (23) possesses a conservation property:
where the superscript 0 designates the initial value of the field. Thus, we can eliminate one of the Z,'s. Let us define a new variable, Z, such that Z=a-Z+-a=a+Z-+a,
05)
where a=(cr-Z:-cr+Z!)/2. Now we have two simultaneous equations to solve:
These two equations can be solved by dividing (26) by (27) and using the conservation property (24). Details of the general solution are relegated to Appendix B. Here, we discuss the special case when Zt =Z! , i.e., a =O. Thus, Z+ = Z-. = Z. Then, the solution to Model B 1 becomes,
where CUE a+(~-and
For the case of a+ = cr-this solution reduces to the NavierStokes case described in section III. We return to this question of the Navier-Stokes limit of MHD in section VII B.
C. Model B2
As a third possibility, we form a model closely related to Model Bl but with different dynamical equations for the length scales. We group this along with Model Bl under the label "Model B" but designate it specifically as Model B2. It is formed by writing dhc ldt--h, /T:~, or, using Eq. (14),
No correction for finite box size is included explicitly in (30), although in the comparisons with simulations we incorporate a factor [ 1 -At/X,,,] as was done in Eq. (20). Note that when one of the fields Z, vanishes, the length scale of the nonvanishing field ceases to evolve. This is consistent with the fact that the spectral transfer ceases when one of the fields is zero. The length scale of the vanishing field formally grows according to (30), but this does not violate any principle because no excitation is present.
Model B2 makes use of the nonlinear times in Eq. (30), with distinct length scales, so that the appropriate dynamical equations for the energy decay are [see ( ln section V, Model B2 will be evaluated using the simulation data base, along with Models A and B 1. Model B2 possesses a class of conservation laws. For arbitrary $ c # 1, we find that where the exponents q+ satisfy (34) and we designate the constant values C+= = X,Zz'. These conservation laws permit us to easily obtain analytic solutions. They can be cast into a more revealing constraint between Z, and Z-:
Zwhich is constant. This allows the solution to be reduced to an integral for Z* . Nice solutions are found for integer values of 4+ and $-.
For (a k = 1, the special case where 2/?, = (Y* , the above conservation laws take the form: which can be integrated to give (37) where C=a+C-/(a-C+).
This connection between Z+ and Z-can be used to eliminate one of the Z, yielding the closed form solutions,
and z-(t)=Z-(to)
where C' = l/C. The conservation laws (36) bear a strong resemblance to the Navier-Stokes case (3) and (4) which, when 2P=a, admits the conservation property If the Z, and Z-are equal then the MHD Model B2 reduces to two independent models (one for the + variables, one for the -ones), each like the Navier-Stokes model. Moreover, if there is only one length scale A = h + = X-then Models B 1 and B2 are identical to one another.
V. NUMERICAL EVALUATION OF THE MODELS
A. Model A To evaluate the accuracy of Model A we begin by testing whether Eq. (13) represents a reasonable estimate of the instantaneous decay rates of 2; obtained from the numerical simulations. For the decay of Zt , Model A uses (14)- (17) to compute the right hand side of (13). This value is compared to the value of dZ:ldt determined directly from the simulations by taking finite differences. The ratio of the model value for dZ$ldt to the value determined from the simulation can be thought of as a time-dependent value of LY+ , which is supposed constant in the model. Figure 5 depicts the time-dependent values of a+ from the eighteen MHD simulations in Table I . One sees immediately that the general trend in time is for cr+ to increase. For a few runs this increase is by more than a factor of ten, and for some parameters the increase is by a factor of 25 by t= 8. In this and other similar figures we do not label individual runs since we are interested to study the general behavior of the decay rates. We do not attempt to fit our models to individual runs.
The behavior of (Y-is no better than those shown in Fig. 5 for ff+. We regard this level of variation as unacceptably large in contrast to the variation in the other two models (cf. Fig. 6a ). Model A with constant LL+ leads to large errors in estimates of instantaneous decay rates, and integrating (13) to find the time dependence of Z", would produce even worse errors. Consequently, we discard Model A as a viable option. While there are many weaknesses in any such simple turbulence model, the main difficulty here seems to be the strong influence of the Alfven time dependence in Eqs. (17) and (16). This will enter the discussion later in the paper.
B. Decay rates in Models Bl and B2
When examining decay rates as we did in the previous section, the dynamical equations for the length scales do not enter the procedure, since A+ , X -, and, if needed X, are directly evaluated from simulation data. Similarly, when separate values of the two length scales are used in Models Bl and B2, there is no distinction between the two models if only the Z: decay rates are computed. Following the approach described above, we evaluate the accuracy and time stability of a+ and QL by calculating the right hand sides of (31) and (32) from simulation data and comparing these Model B estimates of dZ$ldt with finite difference values of the same quantities from the simulation records of Zt (t) .
First we consider results from simulations having no mean magnetic field, i.e., B,=O (Table I) . For these runs, Fig. 6 illustrates the values of cr+_ computed in the way described above. The time history of LY+ in Fig. 6a species because initial values have Z", SZ<). For the full hind the actual decay rate as time progresses, i.e., larger valrange of parameters in these simulations, cr, varies by no ues of (Y are indicated at later times. This may in part be more than about a factor of two, the central value lying becaused by the limitations on our simulations for sustaining tween 0.5 and 1 in the later times of Fig. 6a . Unlike the truly turbulent behavior for many characteristic times. At late results of Model A (note the scale change in ordinate),,all times the fields are small and then the nonlinear terms in the values in Model B are less than about 2.0 for t<8. The dynamical equations are negligible compared to the linear calculated values of a-shown in Figure 6b for the same dissipative decay term. The latter implies exponential decay runs are even more tightly clustered, with 0.4< LY-C 1.0 durin time. The late time trend in Figs. 6a and 6b may also in ing 2<t<7
for almost all runs. It is therefore possible to part be related to the fact that these phenomenological modchoose values of both (Y? in the range of about 0.5 to 1 .O and els possesses conservation properties discussed in sections get reasonably good decay rates from the Model B formulae IV B and C. The conservation property would force a slow for runs with Bo=O. We note a systematic trend in Figs. 6a down of the Z+ field if Z-is small. This built-in conservaand 6b that the Model B decay rate systematically falls betion property emulates a property of the pointwise full MHD equations. If one of the Elsasser variables is zero then the spectral transfer ceases completely. But this conservation property may not be an exact property of MHD. In addition, there is a rapid increase in a, very early in the runs, suggesting a transient startup period during which the correlations associated with turbulent spectral transfer are being established. To partially account for these effects, we present the same data again in Fig. 6c and Fig. 6d , now plotted against total energy remaining in the turbulence rather than against time. These figures exhibit an extended interval, the energy range of about 0.9>E>0.2, during which the curves of cr, are relatively flat or stable.
We turn now to the performance of Model B in runs having non-zero values of Bo. Figure 7 shows values of CY~ determined as described above and plotted vs. energy. Once again we see that Model B estimates decay rates of Zi in reasonable agreement with those directly computed. The ratios of estimated to computed decay rates again cluster about a central value of order unity, though perhaps at a slightly lower value than for the Bo=O runs. In fact, the clustering is possibly better for runs with non-zero Bo. A general estimate ~~~-0.4 seems appropriate for runs with non-zero mean magnetic field.
C. Time evolution in Models Bl and B2
Model B predicts instantaneous decay rates well enough that we will examine its predictions in greater detail. In the previous subsection, the differences between Model Bl and Model B2 were minimal since the evolution equations for the length scales were not used. A stronger challenge for the models is to compare the computed time history from the model with that from the simulations. Also, models Bl and 82 now differ, B2 having two length-scales governed by (30), while Bl has a single length-scale satisfying (23). To eliminate the influence of initial transients, we use data from f= 1 as the initial parameters in the models, and compare their predictions with the simulations after that time. Some of our parameter fits are designated as optimized, by which we mean a rough trial and error procedure.
In Fig. 8 we illustrate such a comparison for Run 07, which begins with zero cross helicity, unit Alfvdn ratio, and Ba=O. This run is in some ways quite similar to a NavierStokes run (see section VII B). Figure 8a shows the time history of Zt and 25 from the simulation between t = 0 and 4. The integrated model solutions shown on the same panel use (Y+ = a-=0.8, /3+ =0.45, and p-=0.60. For the same simulation, Fig. 8b shows the evolution of the two length scales A+ defined in Eq. (12) and compared to the model predictions in the same way. The behavior of the model is reasonable but far from exact. However, comparing these results for Run 07, a "pseudo-Navier-Stokes" run, with Figs. 4c and 4d, we see that the Model B2 predictions are of the 'same level of accuracy as the simple hydrodynamic model in accounting for the energy decay in the hydrodynamic simulation. eled evolution commences at simulation time t = 1. Note that Fig. 9 displays two model solutions. In one, the model solutions use parameters optimized for that simulation (a+ = 1.3, a-=0.8, /3+=0.5, p-=0.3).
In the other case, typical parameters found from the average behavior of the full set of simulations are used ( CX? = 1.0, ,Gt = 0.5). We can see that with the optimized constants, the model is again accurate at a reasonable level, but for the non-optimized typical constants, the results are much less satisfactory. In Fig. 9 , Model B2 is compared with Run 15, a simuAs a third and final example of Model B's ability to lation with relatively high cross helicity, a high Alfvin ratio predict global energy decay, we examine Run 20, which has (kinetic/magnetic energy = 3), and Bo=O. Again the moda strong mean magnetic field B. = 8. Here the initial values of r-: upon rA and thus upon both Ba and the rms fluctuation h. However, the calculated decay "constants" for Model A varied by an unacceptably large amount, especially for runs with a large mean magnetic field and/or large cross helicity.
Both of these observations can be understood by appeaiing to the effects of spectral anisotropy. Numerical simulations of both freely decaying37-39 and driven4' turbulence have shown that wavenumber spectra in dissipative MHD turbulence become distinctly anisotropic in the presence of a uniform mean magnetic field of sufficient strength. This anisotropy is consistent with relatively rapid spectral transfer in wave-vector directions that are nearly perpendicular to the mean field and accordingly slower spectral transfer parallel to the mean field. This phenomenon has been described in terms of a resonance argument.37
Spectral anisotropy is clearly seen in the present simulation data base even though the initially loaded fluctuation spectra are all isotropic. Figure 11 shows the energy spectrum at the end of the simulation for two runs as a function of X-,= ] k-k@[ and kll= k. g, where the mean field is Bs = BOG. Panel 1 la shows that the spectrum for Run 07 with Bo= 0 remains almost completely isotropic. However, the spectrum in Run 20 becomes highly anisotropic as is illustrated in Panel 11 b. As the above spectral transfer arguments predict, the contours are extended further in the perpendicular direction, indicating preferential spectral transfer towards smaller scales with variations transverse to the mean held.
The main distinction between Models A and B is in the way that Alfvinic decor-relation effects are handled. In Model A, all wave-vectors experience the full decorrelation effect of the mean field Bu, as though they were all aligned with the mean field. Model B on the other hand represents the opposite extreme: there is no Alfvenic decorrelation effect, as if all wave-vectors were perpendicular to B. . Run 20 indicates a situation intermediate to these two extremes. The increased anisotropy due to enhanced perpendicular transfer evidently tends to suppress Alfvdnic decorrelation effects. In the inertial range this effect modifies the effective Alfven time from rA(k) = (kBo) -', a value appropriate for slab turbulence, to 1 k. B,]-', so that the angle of k relative to the mean field B. enters explicitly. An anisotropic version of rs is also appropriate for the energy-containing range, where the spectral transfer rate [cf. (17)] for anisotropic turbulence should be modified to read 1 2; 1 -3-=-x* (Z~+B&OSe~)' (41) 7s where cos& measures the degree of anisotropy37*38 of the zL spectrum in the energy-containing range.
We attempt to account for anisotropy by using the spectral transfer rate (41) to modify the decay equations (13), producing a model that is a hybrid of Model A and B. However, no dependence of rA upon b is retained (see discussions in the summary sectionj. Figure 12 shows the results of the anisotropy-modified model for Run 20 with B. = 8. The values of the anisotropy angles used are cos8+=0.3 and cos@-=0.2, while (Y+ = a-= 1. Again applying the model solutions only after t = 4, we see that the anisotropic model is reasonably accurate for both Z:(t) and Z!(t) and works about as well as Model Bl with optimized constants C-X* .
The anisotropic model for simulations with Bs# 0 admits a plausible physical interpretation. However, one needs to know how 19 scales with B. and other factors such as Reynolds number. In principle, 6 can also depend upon time or energy. Some similar simulations3" suggest that anisotropy increases with time, Reynolds number, and/or Bo. One possibility, suggested by the clustering of decay rate ratios in Fig. 7 for several different values of B,, is that Bt satisfies 2, + BOcos~+~2Z~ . This has the effect of halving the decay rate relative m the B. = 0 value, roughly consistent with the numerical results. This approximation has the simple interpretation that cos8=b/Bo, which also emerges from anisotropic theories of reduced MHD."' To illustrate this scaling we plot in Fig. 13 the quantity BacosB-/Z+ synthesized from the decay rates for Z-in simulation runs with non-zero B. in the same spirit used in CY? computations of sections V A and V B. Here we have used (41) for 7,; . Figure 13 shows that all curves have the tendencies to saturate in the neighborhood of unity. The spread of the curves surely decreases as a function of time. If all curves approach unity then the above discussion about halving of the decay rates for non-zero B, runs relative to the Bo=O runs would exactly hold true. Similar behavior is seen in synthesized Bncos~+/Z-(not shown here).
While further study of the anisotropy effect is warranted, at present we note that one implication of the above hypothesis is that decay rates become independent of B. once the mean field is strong enough to produce significant anisot- FIG. 14. Time evolution of total energy for three runs with Bo=O, 3 and 8.
Note the large changes in the decay rates as B0 increase from 0 to 3, and the lack of change for further increases in B, .
ropy. We can see some evidence in support of this by comparing the time histories of three runs that are identical except for their values of Bo. This is illustrated in Fig. 14, for runs having Bo=O, 3, and 8. A large difference is seen between cases with zero mean field and B,, = 3, but very little additional difference is seen when B. is raised to 8.
B. Behavior of the energy difference
The models discussed so far have not dealt explicitly with the energy difference D. The main reason is that we have applied the models after the startup transient period that lasts about a nonlinear time, and during that phase most of the initial D (if any) decays to zero. After that D maintains a small negative value (if B,= 0) or is very small. When the mean field is strong enough, D oscillates about zero. In addition, the dynamical equations for the fields Zk and 1% that we adopted in the models do not involve D. However we might inquire as to how accurate a very simple timedependent model for D might be.
Estimating the turbulent decay rate of D is not as straightforward as for Z$, because it is not conserved by nonlinear interactions in either the energy-containing or the inertial range. However, from closure equations7 and perturbative arguments"2 (similar to weak turbulence theory), one can argue that D tends to relax toward zero. This conjectured tendency toward equipartition of MHD energy between magnetic and kinetic ingredients is known as the Alfv&n effect.6'7'42 However, equipartition must be adopted with caution. There are a number of indications that magnetic energy in the inertial range may be somewhat larger than the kinetic energy, from closures,721* solar wind observations,"3-45 and MHD simulations.46-48 At the larger scales that tend to dominate the energy budget, there are additional effects, such as inverse cascades'8'13 and dynamo action that might cause excess total magnetic energy. Mechanisms for generating turbulence might give rise to excess kinetic energy, e.g., due to large-scale shear flows. These and other factors may complicate the development of a very accurate model for D(t) .
Here we adopt a simplified approach, based upon the discussions presented by Pouquet et al., 7*" and Mangeney et al., 49 and presented previously in Matthaeus et al.36 The model is
where r* is defined as the time scale for decay of the total energy, r*= -(Zt+Z?)/(Z:-l-Zt).
Here rA=X/BO is the Alfvenic time associated with the single length scale A, defined just below Eq. (12).
We will not dwell upon a justification for this model here, since it is considered as reasonable but somewhat ad hoc. We note simply that the right hand side incorporates two effects. Fist, the dynamical tendency for the energy difference to decay toward zero due to the Alfvdn effect is modeled by a relaxation time rA= MB,, in accord with the suggestion of Pouquet et al7 Second, the net effect of transfer of D towards finer scales is estimated following the arguments of Grappin et al. ' I for the inertial range. The essence of their reasoning is that D is driven at a rate equal to the net direct spectral transfer rate of the energy. We have given a variation of this argument36 in which just the kinetic energy u2 appears in the direct transfer term, and we adapt this approach to the energy-containing range, giving rise to the second term in Eq. (42). The sign of the direct transfer term is selected to agree with simulations and observations, in which an excess of magnetic energy is frequently seen. Note that when the total magnetic field vanishes, Eq. (42) reduces to the ordinary (a= 1) hydrodynamic decay model, Eq. (3).
We employed Eq. (42) to approximate the time histories of D(t) from the simulation data base. Figure 15 depicts the time histories from Run 07, 15, and 18, all of which have a Bo= 0 (for BO= 0 runs, D--+0 rapidly with subsequent oscillations). Runs 15 and 18 initially had excess kinetic energy (Table I ). In these two simulations, D decays rapidly towards zero, over roughly a nonlinear time, and remains there subsequently. This is also seen in the model results. For Run 18, which has more robust decay due to lower cross helicity, the model overshoots and gives a negative tail much larger than the simulation itself, near about t = 2. For the remaining case, Run 07, there is equipartition initially and zero cross helicity. Again there is qualitative agreement for the model, which predicts a negative bias initially, as seen in the simulation. However, it remains negative for too long a time. These results for the time dependent D model are somewhat reasonable, but not extremely accurate. We defer investigation of further developments regarding D(t), recalling that the energy decay models work best after the transient period, and that D has approached zero to a reasonable approximation by that time, in both the model and the simulations. 
VII. FURTHER ANALYSIS OF THE MODELS
A. Dynamic alignment
It is widely recognized21'50*8 that the MHD equations exhibit tendencies of dynamic alignment, by which we mean that the magnitude of the normalized cross helicity (T, grows in time. Dynamic alignment is not proven to be a universal property of all MHD solutions, and indeed, there are situations, such as the radially evolving solar wind,45 or homogeneous turbulence with strong shears" in which alignment is known not to occur. However, it is generally thought that homogeneous MHD turbulence lacking a strong magnetic inverse cascade and lacking strong velocity shears, will usually engage in dynamic alignment. Even these two exceptional cases might well display dynamic alignment after an initial transient period. In many cases52'17 a certain amount of dynamic alignment, even if non-monotonic, accompanies other MHD relaxation processes.
The question is, do the models for the decay of energycontaining eddies presented in section IV also show the tendencies of dynamic alignment in the mean? Here we take this to mean: does the normalized cross helicity (r, =2H, IE show monotonic growth towards cr,= ? l? (The sign is determined by the initial conditions.)
Let us examine the time rate of change of uC ,
For simplicity, we use the two later models (Bl and B2) in evaluating the right hand side of (43). We assume that the majority (minority) species is the larger (smaller) Elsasser field and that 2% >Z"_ . A straightforward substitution gives:
Here, E is the sum of the two fields 2: + 25 . Therefore, for ~+X-Z-<~J-X+Z+ the sign of dmfdt is preserved. Implicit in this is that the Zr versus time curves never cross each other. If on the other hand a+X-Z->a-h+Z+, o= can evolve in the opposite direction to dynamic alignment. Often for simplicity we want to use symmetrical models having ~!+=a-. In those cases, the above condition implies dynamic alignment whenever the length scales A, and hare not too dissimilar. By constructing a situation in which the minority species resides at very much longer wavelength than the majority species, departures from dynamic alignment can be achieved. Clearly in a symmetric single length scale model, dynamic alignment always occurs. B. Navier-Stokes limit of MHD There are two separate limits which are related to Navier-Stokes turbulence. First, if Z, and Z-are equal, then both Model Bl and Model B2 have the same structure as the model for Navier-Stokes turbulence, Eqs. (3) and (4). In this limit b#O, but the velocity and magnetic fields have analogous roles. Second, in terms of the primitive variable equations, reduction to Navier-Stokes flow requires that z+ = z-pointwise (i.e., b-t 0). This state, with high electrical conductivity may be susceptible to instabilities that give rise to dynamo action, the permanent generation of an energetically significant magnetic field. In the models, the pointwise reduction to hydrodynamics implies that the normalized energy difference a, - (uL -~ h">l(u'+h') take on its maximal value of 1. However, dynamo instability can lead to vo 4 0 later.
In these models we have not considered including the evolution of D in the dynamical equations for the energies 2:. Therefore, we cannot address the issue of whether maximal D or vanishing D brings the decay rates of MHD most closely into accord with Navier-Stokes turbulence. However the simulations [along with the simple model for D(t j] shows that D vanishes very quickly during the transient phase. This may suggest that the only requirement for the hydrodynamic analogy within the context of the decay models is the equality of Z, and Z-, i.e., zero cross helicity. In connection with this, it is notable that the typical values of CY .+ = a-= 0.8 and p+ = p-= 0.5 compare quite reasonably to typical values for the hydrodynamic model of a= 0.9 and /?=0.5. Thus, a run like Run 07 which has Z+ =Z-can be thought of as a pseudo Navier-Stokes run.
C. Is vanishing cross helicity a maximal decay state?
All three models for MHD energy decay described above yield stationary states when one of the fields Z* is zero. This property is built-m to emulate the property of the full set of MHD equations, that time evolution ceases if one of the Elsasser variables zt( x,t) vanishes. Thus we have no spectral transfer with maximal cross helicity, o,= + 1. To what extent is increasing cross helicity associated with de-: creasing energy decay rate? Dynamic alignment provides at least heuristic support for the assertion that cross helicity decreases decay rates, since it is associated with an ideal conservation law. To the extent that this constraint is more restrictive when 1 cr,] is large, one would expect smaller maximum possible decay rates of energy. In spite of intuition regarding this issue, like the dynamic alignment process itself, the question of whether vanishing cross helicity is a maximal energy decay state remains unanswered for the MHD equations, as far as we are aware. How about the same issue in the models for decay'? Let us take a simple model where h is constant and we consider only the evolution of Z: and Zt
We can use only one LY without loss of generality. The statement that LY= 1 in this special case corresponds to the symmetric model with (Y+ = cr-in the notation of the rest of the paper. Let us define the energy E to be 2: f 25 . We re-write the evolution of total energy E in terms of one of the fields, say, Z?=y:
y=-g=a(E-y)&+yJEq.
By inspection we see that the well known result that if cross helicity is maximal, i.e., y is zero or equal to E, then the decay rate vanishes. To find the maximum decay rate we differentiate (47) with respect to y:
; y3" z.'
+Y"2(E-y) .
(48)
For LY= 1, the curve (47) has a maximum at y = E/2 [i.e., the r.h.s. of (,48) is zero] and is symmetric about this point. That is, for zero cross helicity, the energy decay rate is maximum. For the general case when a# 1, then the curve is not symmetric about y = El2 and the maximum decay rate does not occur at y = E/2. Thus, there exists a non-zero cross helicity for which the decay rate of energy is maximal. The conclusion is that one must use symmetric models with a+ -(Y-to maintain the intuitive (but in general unproven) property that zero cross helicity should correspond to a state of maximal energy decay.
D. Cross helicity and conservation laws
Dynamic alignment appears to be associated with the constraint of inviscid conservation of cross helicity.zm7 This conservation property is a constraint on the nonlinear couplings in the incompressible MHD equations. When small but finite viscous or Ohmic dissipation coefficients are present, the conservation law is broken, and one would expect in general that some cross helicity decay will accompany decay of the Elsasser energies. Approximate conservation of cross helicity has formed the basis for a number of theoretical treatments of dynamic alignment and other MHD relaxation processes5"*t7 and it is an exact property of the phenomenology."
Unfortunately, there is no indication in the present study (or in others as far as we are aware) that there is an exact conservation law related to the cross helicity at large but tinite Reynolds numbers. In all cases there is indication of cross helicity decay (temporal changes in Zt -Z?) , as well as decay of related quantities such as Z+ -Z-. However, we have not been able to examine all possibilities, such as Z,P -CZ.! for arbitrary p and C. It is noteworthy that each of the phenomenological models examined in the present study possesses conservation laws of these types. For example, see Eqs. (24) and (33). These conservation laws each produce distinctive behavior of the model solutions both at long times and at large values of cross helicity. (When dynamic alignment is active, these two cases are connected.) Consequently, especially in large cr, runs, the decay phenomenologies become less accurate. This is usually indicated by a late time change in the effective values of a!+ as we saw in Figs. 6 and 7. This problem appears to be intimately associated with the fact that the conservation laws in the model do not accurately reflect conservation properties of the exact MHD equations.
VIII. SUMMARY
In this paper we have investigated several phenomenological models for incompressible MHD turbulence. Energy decay in these simple one-point models involves only the two Elsasser energies and their associated length-scales. The huge-scale Alfven speed enters as a parameter, as does possibly a measure of the spectral anisotropy. We also discussed a model for the energy difference that did not influence the energy decay itself. Based upon comparisons of simulation results and predictions of the models, we came to several main conclusions which we summarize here.
The straightforward extension of Kraichnan'8 inertial range phenomenology to the energy-containing range does not work as well as a simple energy decay model of the Karman-Kolmogoroff type, in which there is no explicit dependence of the modeled spectral transfer and decay rates upon either the large-scale Alfvdn speed or that associated with the rms value of b. There is some influence of the Alfvdn speed upon the simulation results however.
A better performing and more physically appealing model is produced by taking spectral anisotropy into account. This produces a model that is conceptually related to both those discussed above [Models A and B] . This model has the energy decay equations: dZ: 1 z2,z+ -=---dt A hr (49) where the parameter A FJ 1 when Bu= 0, and A = 2 when B+ 1. This parameter emulates the effects of spectral anisotropy.'7-"9 Along with Eq. (49), we have suggested use of an equation for the correlation length scales h+ . The length scale equations have not been very well-tested in the present study, largely because finite box size constrains the evolution. with present computer capabilities, it appears to be very difficult to examine the unconstrained length scale evolution. Nevertheless the length scale models appear to behave qualitatively correctly relative to the simulation results. In terms of physical motivation, we have somewhat of a preference, given its simplicity, for the length scale equations in Model B2, namely, Finally, we adapted a model equation for the energy difference D from earlier theoretical suggestions.7,",36,49 The equation we examined is
where r* is defined as the time scale for decay of the total energy, and rA= h/VA is the Alfvdn period of the energycontaining eddies. In many cases we found it convenient to deal with the single composite correlation scale h=(.Z2,A++Z?X-)/(Z:+Z:).
We have found that the performance of all of the models examined, including the above best-effort model, becomes less acceptable at very large cross helicities and at late times. We have argued that this is due to the fact that all of these models have some conservation law associated with or related to the cross helicity. Such a conservation law is responsible for the ability of the model to display dynamic alignment in time, as is observed in the simulations. However, the models' conservation laws are not exact properties of MHD, and cause errors in the limits in which they play the strongest role. This stands as a challenge to future theory: to find a simple but improved conservation law which permits improved model performance at high cross helicity.
The energy difference model, like the length-scale dynamical models, did not perform as accurately in the tests as did the decay rates of the energies. In this case, we identified a specific weakness. It appears that the direct transfer term in Eq. (51) is too strong, and is in need of further modifications.
Several additional aspects of the phenomenological models were discussed in section VII, focusing on limiting behavior at small and large cross helicity, and the relationship of MHD models to hydrodynamic ones.
It is completely clear that the level of analytical modeling of MHD turbulence represented by the phenomenological models discussed here will in no way replace detailed examination of MHD theory itself. However, our main conclusion is that relatively simple models of MHD global decay appear to work reasonably well in predicting energy and cross helicity decay rates, for a reasonable range of parameters. The modest criterion used in this assessment is simply that the instantaneous decay rates are estimated correctly within a factor of two or so, for several large-scale nonlinear timescales. We expect that the models examined here will be useful as simple estimates of decay and heating due to MHD turbulence in a number of applications where, at least initially, high accuracy is not crucial. 18728. Computations were performed at the San Diego Supercomputer Center.
Thus, we obtain one equation in Z as a function of time:
APPENDIX A: INITIAL CONDITIONS The initial modal spectrum for the velocity has the following form:
This spectrum is almost flat below k=lco (designated as "knee" in Table I ) and has a power law form -k-q for wavenumbers larger than ko. Typically we have used qU= 1 II3 corresponding to E(k)-km5 '". The amplitude of the Fourier modes are set to zero outside of a wavenumber range k<k, and k>k,.
For the excited range, the real part of the Fourier amplitude is determined in terms of potential functions by Re[u(k)l-(kX~~~-kX(kX~)R2)lu(k)l, where gl and g2 are unit variance Gaussian random numbers. The imaginary part is selected in an equivalent manner. Specific values of kI-and kH for various runs are listed in Table I as "k-range."
The magnetic modal energy also has a similar form, Again the spectral shape and a set of random Gaussian numbers are used to select appropriate potentials that enforce the solenoidal property. The normalizing constants are tidjusted after the fact to control the total energy. At this stage the constants A, to rl,, can be adjusted to yield a particular Alfv& ratio ?-A. For uncorrelated v(k) and b(k) the cross helicity is vanishingly small. To generate a non-vanishing cross helicity, a correlation is introduced between the random numbers selected for the velocity field and those selected for the magnetic field. 
