Abstract. For a connected semisimple real Lie group G of non-compact type, Wallach introduced a class of K-types called small. We classify all small K-types for all simple Lie groups and prove except just one case that each elementary spherical function for each small K-type (π, V ) can be expressed as a product of hyperbolic cosines and a Heckman-Opdam hypergeometric function. As an application, the inversion formula for the spherical transform on G ×K V is obtained from Opdam's theory on hypergeometric Fourier transforms.
Introduction
Let G be a connected real semisimple Lie group with finite center. Let G = KAN be an Iwasawa decomposition of G. K-bi-invariant C ∞ functions on G are called spherical functions and are important in the analysis of functions on the Riemannian symmetric space G/K. In particular, a key role is played by those spherical functions that are elementary. Here a spherical function φ is called elementary if it is non-zero and satisfies the functional equation
K φ(xky)dk = φ(y)φ(x)
for any x, y ∈ G (dk is the normalized Haar measure on K), or equivalently, if it takes 1 at 1 G ∈ G and is a joint eigenfunction of the algebra D of the invariant differential operators on G/K (cf. [HC1, Hel2] ). It is well known that the spherical transform (also called the Harish-Chandra transform) defined by elementary spherical functions essentially gives the irreducible decomposition of L 2 (G/K). Now suppose (π, V ) is any irreducible unitary representation of K (a K-type for short). When we consider the analysis of sections of the vector bundle G × K V in a parallel way to the case of G/K (which corresponds to the trivial K-type), there naturally appears a notion of elementary spherical functions for (π, V ). Unfortunately the general theory for such functions, which has been developed by [G, War, Ti, GV] and others, has some inevitable complexity. But it can be considerably reduced when the algebra D π of the invariant differential operators on G × K V is commutative (cf. [Ca] ). We know from [De, Theorem 3] 2 )φ(g)π(k −1 1 ) for any g ∈ G and k 1 , k 2 ∈ K.
The space of π-spherical functions is denoted by C ∞ (G, π, π) . A π-spherical function φ is called elementary when it is non-zero and satisfies
for any x, y ∈ G.
As we see in §3.2 in detail, D π naturally acts on C ∞ (G, π, π) .
Theorem 1.2 ([Ca, Theorem 3.8]). A given φ ∈ C ∞ (G, π, π) is elementary if and only if it takes id V at 1 G and is a joint eigenfunction of D π .
The theorem is certainly central when we investigate analytical properties of elementary π-spherical functions. However, to get even a little of explicit results, two more things seem necessary, namely, the structure of D π and a version of Chevalley restriction theorem for C ∞ (G, π, π) . As shown below, both of them are available if (π, V ) is small in the sense of Wallach.
Definition 1.3 ( [Wal, §11.3]). A K-type (π, V ) is called small if V is irreducible as an M -module.
In this paper we restrict ourselves to the study of elementary π-spherical functions for small K-types. So hereafter let (π, V ) be a small K-type. First, we have a lot of the same results as in the case of the trivial K-type. For example, there is a generalization of the Harish-Chandra isomorphism by Wallach (Theorem 3.1):
Here S(a C ) is the symmetric algebra for the complexification of the Lie algebra a of A.
(As usual, when a capital English letter denotes a Lie group, the corresponding German small letter denotes its Lie algebra.) W is the Weyl group defined, as usual, by W =M /M withM being the normalizer of A in K. S(a C ) W is the subalgebra of S(a C ) consisting of the W -invariants. Furthermore we have Theorem 1.4. For any λ ∈ a * C (the dual linear space of a C ), there exists a unique φ π λ ∈ C ∞ (G, π, π) such that Moreover, φ π λ is real analytic on G. Thus the elementary π-spherical functions are parameterized by λ ∈ W \a * C .
The proof of the theorem is given in §3.3, together with two integral formulas for φ π λ . Now, since one easily sees from (1.1) the restriction φ| A of any φ ∈ C ∞ (G, π, π) to A takes values in End M V and since the C-algebra End M V is isomorphic to C by Schur's lemma, φ| A is identified with a C-valued C ∞ function on A. Let Υ π (φ) ∈ C ∞ (a) be the composition of φ| A with exp : a ∼ − → A.
Theorem 1.5 (the Chevalley restriction theorem).
The restriction map Υ π is a linear bijection between C ∞ (G, π, π) and C ∞ (a) W .
The proof is given in §3.1. Through this bijection, (1.3) is translated into a condition on Υ π (φ π λ ) to be a joint eigenfunction of a commuting family of differential operators on a. The family consists of the π-radial parts of D ∈ D π . The π-radial part of the Casimir operator, which has a prominent role in the family, is expressed in a uniform way by use of a parameter κ π associated with (π, V ) (Theorem 3.9). The parameter κ π , whose precise definition is given in §3.4, is a W -invariant function on the set Σ = Σ(g, a) of restricted roots. (In general, a Weyl group invariant function on a root system is called a multiplicity function.) Of course, we could proceed further with our study analogously to the case of the trivial K-type, which would include calculation of the c-function for each individual (π, V ) by rank-one reduction. But we take an alternative route, attaching importance to the fact that in almost all cases the system of differential equations for Υ π (φ π λ ) coincides with a hypergeometric system of Heckman and Opdam [HO] up to twist by a nowherevanishing function. In general, their hypergeometric system is defined for any triple of a root system Σ in a * , a multiplicity function k on Σ , and λ ∈ a * C . (Σ spans a * by definition. Throughout the paper a root system is assumed crystallographic.) If k satisfies a certain regularity condition, their system has a unique Weyl group invariant analytic solution F (Σ , k, λ) such that F (Σ , k, λ; 0) = 1. The solution F (Σ , k, λ) is called a hypergeometric function associated to the root system Σ , which is thought of as a deformation of the elementary spherical function for the trivial K-type by an arbitrary complex root multiplicity k. When dim a * = 1, F (Σ , k, λ) reduces to a Jacobi function, which is studied by Koornwinder and Flensted-Jensen prior to [HO] (cf. [Koo] ). A Jacobi function is essentially a Gauss hypergeometric function. We review the definition and fundamental properties of F (Σ , k, λ) in more detail in §4.
To state our main result, we fix some notation. Let Σ + be the positive system corresponding to N . For any α ∈ Σ let g α be the restricted root space and put m α = dim g α . Then m : Σ α → m α ∈ Z >0 is a multiplicity function on Σ. We put Here we consider a and a * as inner product spaces by the Killing form B(·, ·) of g. Likewise, for any root system Σ in a * and multiplicity function k on Σ we put (1.5)δ(Σ , k) = 
The proof of the theorem is divided into two large steps. As the first step, we derive in §5 a simple condition on Σ π and k π for the validity of (1.6) under the assumption that Σ π ⊂ Σ ∪ 2Σ (Proposition 5.9). This condition consists of only a few equations between k π , m and κ π . Thus κ π encodes all the information on (π, V ) needed for our purpose. As the second step, we determine the values of κ π for each small K-type (π, V ) of each non-compact simple real Lie group G in order to find a pair of Σ π and k π using the condition in the first step. The existence of such a pair is actually confirmed in each case except π 2 ofG 2 . In this process all small K-types are classified for each G. This generalizes a result of Lee which classifies small K-types for each split real simple Lie group (cf. [Le1, Le2] ). The case-by-case analysis in this step is carried out in §6. We also prove in §6.9 that in the case of π 2 ofG 2 , (1.6) never holds for any choice of Σ π and k π .
As a detailed explanation of Theorem 1.6, the concrete information obtained in the second step is summarized in §2. That is, the classification of small K-types and one or two possible choices of Σ π and k π for each small K-type (except π 2 ofG 2 ). Now, for each our choice of Σ π and k π , the factorδ
in (1.6) extends to a nowhere-vanishing real analytic function on a. Indeed, this can be written as a product of hyperbolic cosines (Proposition 5.4), whose concrete form in each case is also presented in §2.
If G is of Hermitian type, a small K-type is nothing but a one-dimensional unitary representation of K ( §2.6, Theorem 6.11). Hence in this case Theorem 1.6 restates results of [Hec2, Chapter 5] and [Sh1] . If G has real rank one, then the hypergeometric function in (1.6) is a Jacobi function. Hence in the rank one case, one can see some known results are essentially equivalent to Theorem 1.6. For example, a result of [FJ] for the one-dimensional K-types of the universal cover of SU(p, 1), that of [CP] for the lowest-dimensional nontrivial small K-types of Spin(2p, 1) (p ≥ 2) and that for the small K-types of Sp(p, 1) obtained by [Ta] , [Sh2] and [DP] .
According to Oshima [Os] , a commuting family of W -invariant differential operators on a is necessarily equal to a system of hypergeometric differential operators up to a gauge transform under the conditions: (1) W is of a classical type; (2) the symbols of the operators span S(a C ) W (complete integrability); and (3) the operators have regular singularities at every infinity. In view of this, our result is not so surprising since the family of π-radial parts of D ∈ D π satisfies (2) and (3). Also, the exceptional case in Theorem 1.6 suggests the possibility that there might be a new class of completely integrable systems associated with the Weyl group of type G 2 . Now, Formula (1.6) enables us to reduce a large part of analytic theory for elementary π-spherical functions to the one for Heckman-Opdam hypergeometric functions. For example, Harish-Chandra's c-function for G × K V equals a scalar multiple of the c-function for Heckman-Opdam hypergeometric functions (Theorem 7.2), and the π-spherical transform (the spherical transform for G × K V ) is a composition of a multiplication operator and a hypergeometric Fourier transform introduced by [Op3] (Theorem 7.4). Using them we can obtain the explicit formula of Harish-Chandra's c-function and the inversion formula of the π-spherical transform. These applications are discussed in §7.
Detailed description of the main result
In this section we list all small K-types for each non-compact real simple Lie group G up to equivalence. (Actually the classification is given for each real simple Lie algebra of non-compact type since a small K-type for G is always lifted to that for any finite cover of G.) In addition, for each small K-type π other than the one exception stated in §1, we present one or two combinations of Σ π and k π for which (1.6) is valid. Though there may be some or infinitely many other choices of such Σ π and k π (cf. §6.2), we do not pursue all the possibilities. The results of this section will be proved in §6.
2.1. The trivial K-type. First of all, the trivial K-type (π, V ) is small for any G. In this case, (1.6) holds with Σ π = 2Σ and
In the rest of this section we basically treat only non-trivial small K-types.
Simple Lie groups having no non-trivial small K-type.
There is no non-trivial small K-type in each of the following cases:
• G is a complex simple Lie group;
• g so(2r + 1, 1) (r ≥ 1);
• g e 6(−26) (E IV);
• g f 4(−20) (F II).
2.3. The case g = sp(p, 1) (p ≥ 1). Suppose G = Sp(p, 1) (p ≥ 1) and K = Sp(p) × Sp(1). Then G is simply-connected. Let pr 1 and pr 2 be the projections of K to Sp(p) and Sp(1) respectively. For the irreducible representation (π n , C n ) of Sp(1) SU(2) of dimension n = 1, 2, . . . , the K-type π n • pr 2 is small. If p = 1 then π n • pr 1 is also a small K-type. There are no other small K-types. Let Σ = {±α, ±2α} if p ≥ 2 and
2 ∓ n, we have (1.6) and δ
2.4. The case g = so(2r, 1) (r ≥ 2). Suppose G = Spin(2r, 1) (r ≥ 2) and K = Spin(2r). Then G is simply-connected. For s = 0, 1, 2, . . . , the irreducible representation π ± s of K = Spin(2r) with highest weight (s/2, . . . , s/2, ±s/2) in the standard notation is small. There are no other small K-types.
, we have (1.6) and δ
and G is simply-connected. Let pr 1 and pr 2 be the projections of K to Spin(p) and Spin(q) respectively. We may assume
(i) Let σ denote the spin representation of Spin(q) if q is odd, and either of two half-spin representations of Spin(q) if q is even. Then π = σ • pr 2 is a small K-type. For this π,
and k π ±e i ±e j = 1 2 so that (1.6) holds andδ
In addition, if p is even and q is odd, then π = σ • pr 1 with either half-spin representation σ of Spin(p) is a small K-type. For this π, we can choose
2 . There are no other non-trivial small K-types.
2.6. The Hermitian type. Suppose G is a non-compact simple Lie group of Hermitian type. Let Σ long = {α ∈ Σ | α with the longest length} and
is small if and only if dim V = 1. Hence the set of small K-types is naturally identified with a rank one lattice in √ −1z * , where z denotes the center of k. Let G alg be the analytic subgroup for g in the connected, simply-connected, complex Lie group with Lie algebra g C . Let π 0 ∈ √ −1z * be a generator of the rank one lattice in the case when G = G alg . Then any K-type π is identified with νπ 0 ∈ √ −1z * for some ν ∈ Q. For this π, we can choose Σ π = Σ long ∪ 2Σ middle ∪ 2Σ long and k π with
so that (1.6) holds andδ
2.7. The case Σ is of type F 4 . Let G be a simply-connected real simple Lie group with Σ of type F 4 . We exclude the complex simple Lie group of type F 4 , which is covered in §2.2. There are the following four possibilities:
Thus K is the direct product of a simple compact group K 1 and K 2 := SU(2). Let pr 2 denote the projection K → SU(2). Let (σ, C 2 ) be the irreducible representation of SU (2) of dimension 2. Then π := σ • pr 2 is the only non-trivial small K-type. Let Σ short Σ long be the division of Σ according to the root lengths. Putting
2.8. Split Lie groups with simply-laced Σ. Let G be a split real simple Lie group. We assume its restricted root system Σ is simply-laced with rank ≥ 2. We also assume G is simply-connected. Let π be one of the small K-types stated above. Then putting Σ π = Σ and k
2.9. The split Lie group of type G 2 . Let G be the simply-connected split real simple Lie groupG 2 of type G 2 . Then K = K 1 × K 2 with K 1 K 2 SU(2). Let t be a Cartan subalgebra of k. The root system ∆ k for (k C , t C ) is written as {±α 1 } {±α 2 }. We assume {±α i } is the root system of ((k i ) C , (t ∩ k i ) C ) (i = 1, 2) and ||α 1 || < ||α 2 || with respect to the norm induced from B(·, ·). Let pr i be the projection of K to K i (i = 1, 2). 
2 . In contrast, if π = π 2 , then (1.6) never holds for any choice of Σ π and k π .
Spherical functions
Suppose (π, V ) is a small K-type of a connected real semisimple Lie group G = KAN with finite center. In this section we study general properties of (elementary) π-spherical functions.
3.1. The Chevalley restriction theorem. Let θ be the Cartan involution corresponding to K. The differential of θ for g is denoted by the same symbol. Let g = k + s be the Cartan decomposition by θ.
Let us prove Theorem 1.5. Suppose first φ ∈ C ∞ (G, π, π) .
Here we note φ(exp H) is a scalar operator. This shows Υ π maps C ∞ (G, π, π) into C ∞ (a) W . The injectivity of Υ π is clear from G = KAK. In order to show the surjectivity, take any f ∈ C ∞ (a) W . Then by the ordinary Chevalley restriction theorem
The theorem is thus proved.
3.2. The algebra of invariant differential operators.
Here (π * , V * ) is the contragredient representation of (π, V ). Let U (g C ) be the complexified universal enveloping algebra of g and U (g C ) K its subalgebra consisting of the Ad(K)-invariant elements. As a left-invariant differential operator on G, each element of
It is known that the homomorphism is onto and its kernel equals U (g C ) K ∩ U (g C ) Ker π * (cf. [De] ). Here Ker π * denotes the kernel of π * :
by the Poincaré-Birkhoff-Witt theorem. Let us consider the following linear map:
where ρ :
The following generalization of Harish-Chandra's celebrated exact sequence is given in [Wal, §11.3.3] :
This in particular induces an algebra isomorphism
3.3. Joint eigenfunctions and integral formulas. Suppose λ ∈ a * C and put
This is a (G)-submodule of the space
In fact, letting Ω g and Ω k respectively the Casimir elements of U (g C ) and U (k C ) relative to the Killing form B(·, ·), we see
is an End C V -valued real analytic function since it is identified with an element of
We shall prove Theorem 1.4 with the following integral formula:
Here for g ∈ G we define A(g) ∈ a and u(g) ∈ K to be the unique elements such that g ∈ N exp A(g) u(g). It is easy to see φ π λ defined by (3.1) is a π-spherical function. We
To complete the proof, we must show the uniqueness of φ π λ . To do so, suppose φ is a π-spherical functions satisfying (1.3). Define a linear map Φ :
This implies
is either End C V or {0}. In order to show the former case never happens, assume
Since φ π λ − φ is real analytic, we have φ π λ − φ = 0, the desired uniqueness.
Thus Theorem 1.4 implies (3.3) and hence (3.4). Hel2, Ch. I, Lemma 5.19] . Hence by (3.1)
Thus we get (3.5). Now for any a ∈ A it follows from (3.3) and (3.5) that
which proves (3.6).
Remark 3.4. The uniqueness of φ π λ is also obtained by general theory (cf. [Ca, Theorem 3.8] , [GV, Theorem 1.4.5] ). By use of (3.5) we can rewrite (3.1) as
Here given [Ca, (42) ], [Kn1, (14.20) 
]).
3.4. The multiplicity function κ π . For any λ ∈ a * let H λ ∈ a be the unique element such that λ = B(H λ , ·). For each α ∈ Σ we choose an orthonormal basis X
of g α with respect to the inner product − ||α|| 2
B(·, θ·). Note that X
α is independent of the choice of X
and is M -invariant since M acts isometrically on g α . Now the first assertion follows since
is an orthonormal basis of g wα .
Since π is small, it follows from Schur's lemma that
2 is a scalar operator. We denote this value by κ π α , namely
By the second statement of Lemma 3.5, Σ α → κ π α is a multiplicity function. The next lemma is useful to calculate κ π α 's in various examples:
Proof. By the following theorem, Tr(π(X α + θX α ) 2 ) takes a constant value for any X α in the unit sphere of g α . The rest of the proof is easy. Note M 0 acts trivially on g α for α ∈ Σ with m α = 1.
is diagonalizable since it is skew-Hermitian with respect to the inner product of V . With a basis {v 1 , . . . , v n } of V and real numbers λ 1 , . . . , λ n , write
From Lemma 3.6 we have
Hence κ π α ≤ 0 and the equality holds if and only if π(X α + θX α ) = 0. This, together with Theorem 3.7, proves the proposition.
The radial part of the Casimir operator.
Let Ω m and Ω a be the Casimir elements of U (m C ) and U (a C ) relative to B(·, ·), respectively. Note π(Ω m ) is a scalar operator. We denote its value by π . Theorem 3.9. For any φ ∈ C ∞ (G, π, π) it holds that
Proof. Suppose H ∈ a reg . It follows from [HC2, Lemma 22] and [War, Proposition 9.1.2.11] (see also [Sh1, Proposition 2.3] ) that the equality
and in the same way
Hence we calculate
3.6. Radial parts of general invariant differential operators. Let R be the unital algebra of functions on a reg generated by (1 ± e α ) −1 (α ∈ Σ + ). The Weyl group W acts on R naturally. The algebra of differential operators on a reg with coefficients in R is identified with R ⊗S(a C ) as a linear space. Let a − := {H ∈ a | α(H) < 0 for any α ∈ Σ + } and
is expanded in a power series µ∈NΣ + a µ e µ which absolutely converges on a − . We define M to be the maximal ideal of R consisting of the power series without constant term.
is W -invariant and is of the form
Remark 3.11. We call ∆ π (D) in the theorem the π-radial part of D. It follows from Theorem 3.9 that (3.10)
Proof of Proposition 3.10. First, we claim that for an arbitrary
Indeed, since for each α ∈ Σ + and i = 1, . . . , m α one has
the claim can be easily shown by induction on the degree of D.
Next, for any H ∈ a reg the linear map
where dm is the normalized Haar measure on M . Then we can rewrite (3.11) in the following way:
acts on t φ and φ as a differential operator. On the other hand, we have
Here the second equality holds since t φ(e H ) and E j t φ(e H ) are scalar operators. Note that
is also a scalar operator. Let E j ∈ S(a C ) be the product of this scalar value and E j (j = 1, . . . , k). Then the operator ∆ π (D) defined by (3.9) satisfies (3.8).
Finally, since for each w ∈ W any compactly supported C ∞ function on {e H | H ∈ wa − } is (uniquely) extended to a π-spherical function on G by Theorem 1.5, we get the uniqueness of ∆ π (D). The W -invariance of ∆ π (D) easily follows from this.
We denote this subalgebra by ∆ π (D π ).
Theorems 1.4, 1.5, and Proposition 3.10 imply
and is a subspace of A (a) (the space of real analytic functions on a).
Heckman-Opdam hypergeometric functions
In this section a denotes any finite-dimensional linear space with inner product B(·, ·). Let (·, ·) be the symmetric bilinear form on a * C induced from B(·, ·). Let Σ be a (possibly non-reduced) crystallographic root system in a * . Its Weyl group is denoted by W . In a series of papers starting from [HO] , Heckman and Opdam define and study the hypergeometric function F (Σ , k, λ) ∈ A (a) associated to Σ . Here k is a C-valued multiplicity function on Σ with some regularity condition and λ ∈ a * C . The hypergeometric function F (Σ , k, λ) is a natural generalization of Υ π (φ π λ ) with the trivial K-type π, allowing the root multiplicities m to be generic complex numbers k. In this section we review the definition and some fundamental properties of F (Σ , k, λ). We refer the reader to [Op4, Hec2] for details. 4.1. Hypergeometric differential operators. Let K(Σ ) be the space of multiplicity functions on Σ . This is a linear space with dimension equal to the number of the Worbits in Σ . Regarding a as an Abelian Lie algebra equipped with an inner product, we define Ω a and H α (α ∈ Σ ) as in §3. Fix a positive system Σ + ⊂ Σ . Let R denote the unital algebra generated by (1 − e α ) −1 (α ∈ Σ + ). Let M be the maximal ideal of R consisting of those f that are expanded in the form f = µ∈NΣ + \{0} a µ e µ on a − := {H ∈ a | α(H) < 0 for any α ∈ Σ + }. As in §3.6, R ⊗ S(a C ) denotes the algebra of differential operators with coefficients in R .
Remark 4.1. In the setting of §3, let π be the trivial K-type. Then the radial part of the Casimir operator given by (3.10) equals L(2Σ, k) with
.
is an algebra homomorphism. L(Σ ,k) do not depend on the choice of Σ + . Now suppose λ ∈ a * C and let us consider the following three conditions for f ∈ A (a):
As we see below these conditions characterize F (Σ , k, λ).
Definition of the hypergeometric functions. Put
there is a unique formal series in the form
The series actually converges absolutely on a − . Thus for a generic λ
is a well-defined real analytic function on a − . We have immediately from (4.6) that F (Σ , k, wλ) =F (Σ , k, λ) for w ∈ W and that for H ∈ a − and a generic λ satisfying
Definition 4.6. Put
This is a real analytic function on a satisfying (HG1)-(HG3).
4.3. Regularity conditions on k. Suppose k ∈ K(Σ ). For H ∈ a a so-called Cherednik operator is defined by
where ∂ 
These conditions can be applied to any f ∈Â 0 . Define a bilinear form ·,
The Dunkl operator for H ∈ a with multiplicity parameter k ( [Du1] ) is defined bȳ
The space P(a) of polynomial functions on a is identified with S(a C ) via B(·, ·), so that T k (H)'s act on S(a C ). This action also extends to an algebra homomorphismT k (·) :
Theorem 4.7. The following conditions on k ∈ K(Σ ) are all equivalent:
for any λ ∈ a * C it holds that any f ∈Â 0 \ {0} satisfying (HG1 ) and (HG2 ) takes a non-zero value at 0; (6) for any λ ∈ a * C there exists some f ∈ A (a) satisfying (HG1)-(HG3); (7) there exists a Zariski dense subset Z ⊂ a * C such that for any λ ∈ Z there exists some f ∈Â 0 satisfying (HG1 )-(HG3 ) .
is the unique real analytic function on a satisfying (HG1)-(HG3) (or equivalently (HG1 )-(HG3 ) ). In particular the definition of F (Σ , k, λ) is independent of the choice of Σ + .
Proof. The uniqueness follows from (5).
Proof. Let T − k (ξ) (ξ ∈ a) stand for the Cherednik operator defined by using −Σ as a positive system. For f ∈ A (a) define σf ∈ A (a) by (σf )(H) = f (−H). Observe that T − k (ξ)σf = σT k (−ξ)f for any ξ ∈ a. Hence for any f satisfying (HG2 ) we have
Thus the desired equality follows from Corollary 4.8.
Proof. Immediate from (4.7) and the previous corollary.
Remark 4.11. The prototype of the theorem is a similar result for Opdam's generalized Bessel functions obtained by Dunkl, de Jeu and Opdam [DJO, §4] . They also give for each type of irreducible Σ a very explicit description of the singular set of those k which do not satisfy (2). By the theorem this singular set equals K(Σ ) \ K reg (Σ ).
The rest of this subsection is devoted to the proof of Theorem 4.7. For d = 0, 1, 2, . . . let S d (a C ) be the subspace of S(a C ) ( P(a)) consisting of homogeneous polynomials of degree d. SinceT k (H) is a homogeneous operator of degree −1 for any H ∈ a \ {0},
The next lemma is easily observed:
Since dim S ≤d (a C ) < ∞, the left and right radicals of ·, · d k have the same dimension. Let us consider an auxiliary condition:
Proof of (2)⇔(3)⇔(3) ⇒(4). Suppose (2). For any
Then from the lemma above we have
Next, one easily sees (3)⇒(3) ⇒(4) since S ≤d (a C ) ⊥Â 0,>d with respect to ·, · k by the lemma.
To deduce (2) from (3) , take an arbitrary
The implication (1)⇒(6)⇒ (7) is obvious.
Lemma 4.13. For any
Proof. Because there is a non-empty open subset U k 0 ⊂ a * C such that (4.7) holds for any (λ, H) ∈ U k 0 × a − and k = k 0 .
Hence by Theorem 4.5 we have (5)⇒(1). (7) is true. Then we can find λ ∈ Z such that D (λ) = 0. But for a function f ∈Â 0 of (HG1 )-
Proof of (7)⇒(3). Suppose l-Rad
The proof is complete if we show (4)⇒(5). To do so, we needs the graded Hecke algebra H = H(Σ + , k) by [Lu] . The algebra H is isomorphic to CW ⊗ S(a C ) as a C-linear space. Here the group algebra CW of W and S(a C ) are identified with subalgebras of H by w → w ⊗ 1 and D → 1 ⊗ D. These two subalgebras relate to each other as follows: 
Proof of (4)⇒(5). Let λ ∈ a * C and suppose f ∈Â 0 satisfies (HG1 ), (HG2 ) and f (0) = 0. Take an arbitrary D ∈ S(a C ) . Then by the last lemma there existsD ∈ S(a C ) W such that
This shows f ∈ r-Rad k .
Matching conditions
We return to the setting of §3. Thus (π, V ) is a small K-type of a connected noncompact real semisimple Lie group G with finite center. The purpose of this section is to get an easy and concrete condition on a root system Σ π and a multiplicity function k π for the validity of (1.6).
Coincidence of differential operators.
Let Σ is a root system in a * (a = Lie A) and k a multiplicity function on Σ . In addition, we suppose Σ ⊂ Σ ∪ 2Σ and the Weyl group W for Σ equals W . Let Σ + := Σ ∩ (Σ + ∪ 2Σ + ). Then the notation in §3 and that in §4 are fully compatible. Note that the algebra R , which is generated by (1−e α ) −1 (α ∈ Σ + ), is a subalgebra of R, which is generated by (1 ± e α ) −1 (α ∈ Σ + ), and that
Proof. Letting Σ = 2Σ and
Hence it follows from (3.10) and the Proposition 4.2 that
Using the equality 1 cosh
we get the proposition.
Let us consider general Σ and k again. The algebra homomorphism γ ρ(k) : R ⊗ S(a C ) → S(a C ) defined by (4.3) can be regarded as a part of the algebra homomorphism
Lemma 5.2. The subalgebra
Proof. By the same argument as in [Hec2, §1.2], we can prove the restriction of 
holds, namely, the operators in (4.2) and (5.1) coincide. Then we have
Moreover, for any
Proof. Define an algebra homomorphism τ :
, the second assertion of the proposition. Now it holds that ,k) . But these two subalgebras actually coincide by Theorem 3.1, Proposition 4.3 and the second assertion.
Since the functions sinh 
If this is the case then
2 .
In particular,δ
2 extends to a nowhere-vanishing real analytic function on a taking 1 at 0 ∈ a.
Proof. The first statement is immediate since for each α ∈ Σ ∪ 2Σ we have the expansion
Next, (5.5) holds since for each α ∈ Σ + \ 2Σ + sinh α ||α||
Theorem 5.5. Suppose (5.3) and (5.4) hold for a choice of Σ and k. Then k ∈ K reg (Σ ) and it holds that
Proof. Suppose λ ∈ a * C . By Proposition 5.4,δ(Σ , k)
extends to a real analytic function on a taking 1 at 0 ∈ a. This is clearly W -invariant. Also, it follows from Corollary 3.13 and Proposition 5.3 that this function satisfies (HG2) in §4.1. Thus
by the implication (6)⇒(1) in Theorem 4.7. Finally, (5.6) follows from Corollary 4.8.
In the notation of Theorem 1.6 our result is summarized as follows. Let Σ π be a root system in a * and k π a multiplicity function on Σ π . Then (1.6) holds if the following conditions are satisfied:
Note that if (MC3) is true, then each root in Σ is proportional to some root in Σ π . Hence the Weyl group of Σ π equals W under (MC1) and (MC3). It is not so hard to observe that under (MC1), (1.6) holds only if both (MC2) and (MC3) are true. (We do not use this fact in the paper.) Conditions (MC1)-(MC3) will be further simplified after we look into the structure of (π, V ) more precisely.
The associated split semisimple subgroup. Let b be a Cartan subalgebra of
We denote the set of real roots by Σ real , which is naturally identified with a subset of Σ. A restricted root α ∈ Σ belongs to Σ real if and only if m α is odd (cf. [Hel1, Chapter X, Exercises F]). Now
is a reductive subalgebra of g. Its semisimple part is
which is a split semisimple Lie algebra with Cartan subalgebra a split ([Kn2, Chapter VII, §5]). The restricted root system of g split is identified with Σ real . Let G split be the analytic subgroup for g split (the associated split semisimple subgroup). Let M 0 denote the identity component of M . If we put 
Proof. Let µ be the highest weight of V | M 0 with respect to a lexicographical order of √ −1b * and define V µ by (5.8). Since
and hence is equal to V . By the highest weight theory, Proof. Let ∆ m be the root system for (m C , b C ). Suppose α ∈ Σ has an even root multiplicity. Then α / ∈ Σ real and all b C -weights of m C -module (g α ) C are not zero. Hence by the representation theory of complex reductive Lie algebra, any b C -weight of (g α ) C (or equivalently, that of {X α + θX α | X α ∈ (g α ) C }) is outside the root lattice Z∆ m . Let µ be as in Proposition 5.6. Then by the proposition, µ − λ belongs to Z∆ m for any b Cweight λ of V . But this means the difference of µ and any b C -weight of the M -submodule Proof. Suppose α ∈ Σ with m α = 1 is given. One has α ∈ Σ real and g α ⊂ g split . Take
α , which is common to both g and g split . Hence κ (1) for any α ∈ R with m 2α = 0
(2) for any α ∈ R with m 2α > 0
Proof. Suppose α ∈ R and m 2α > 0. Then m α is even (cf. [Hel1, Chapter X, Exercises F]) and κ π α = 0 by Corollary 5.7. Thus those parts of (5.3) and (5.4) that relate to α, 2α and 4α are reduced to:
In addition, since Σ π is a root system, either k π α or k π 4α is zero. Hence by an elementary argument (5.9) is still reduced to the condition in (2). The condition in (1) for α ∈ R with m 2α = 0 is obtained in a similar way.
Case-by-case analysis
In this section, all the results in §2 will be proved through case-by-case analysis. We start with some preparation. Let G be a non-compact real simple Lie group with finite center. Note that G is connected by definition.
Proof. By assumption, one has for any
But since s = k∈K Ad(k)a, k 1 is an ideal of g, which must be {0} since k 1 ⊂ k = g.
Corollary 6.2. The Lie algebra k is generated by {X
It follows that the Lie subalgebra k 0 generated by
} is an ideal of k. Hence the orthogonal complement k 1 of k 0 in k with respect to B(·, ·) is an ideal satisfying the assumption of Lemma 6.1. Thus we get k 1 = {0} and k 0 = k.
6.1. The trivial K-type.
Proposition 6.3. A small K-type (π, V ) is trivial if and only if
Proof. Note Ker k π := {X ∈ k | π(X) = 0} is an ideal of k (and in particular, it is a subalgebra). If we assume (6.1), then Ker k π = k by Proposition 3.8 and Corollary 6.2, showing π is trivial. The converse is clear from Proposition 3.8.
The result on the trivial K-type stated in §2.1 readily follows from (6.1) and Proposition 5.9. 
w∈W sgn(w)e wλ w∈W sgn(w)e wρ .
Put Σ π = cΣ and k π ≡ 1 with any c > 0. Then one easily has for any λ ∈ a *
w∈W sgn(w)e wρ .
Hence (1.6) holds for infinitely many combinations of Σ π and k π .
Other simple Lie groups having no non-trivial small K-type.
We have no non-trivial small K-type for those real simple Lie groups G with the following Lie algebras:
The argument for the first three cases is the same as for the complex case. Suppose g = f 4(−20) and (π, V ) is a small K-type of G. Let α is a short restricted root. Then it follows from Corollary 5.7 and Proposition 3.8 that X α + θX α ∈ Ker k π \ {0} for any X α ∈ g α \ {0}. Now since Ker k π is an ideal of the simple Lie algebra k so(9), one has Ker k π = k and hence (π, V ) is the trivial K-type.
6.4. The case g = sp(p, q).
Then G is connected, simply-connected Lie group and M = M 0 (cf. [Kn2, Appendix C, §3] ). Let H = R + Ri + Rj + Rk be the field of quaternions. We use the following realization:
and the multiplicity of each restricted root is as follows:
Let pr 1 and pr 2 be the projections of K to Sp(p) and Sp(q) respectively. Proof. Suppose first p ≥ q ≥ 2. Then we have a restricted root vector
Observe that X e 1 −e 2 + θX e 1 −e 2 belongs to neither sp(p) nor sp(q). Thus there is no proper ideal of k that contains X e 1 −e 2 + θX e 1 −e 2 . Now, for any small K-type (π, V ) of G, X e 1 −e 2 + θX e 1 −e 2 ∈ Ker k π by Corollary 5.7 and Proposition 3.8. This means Ker k π = k and hence (π, V ) is the trivial K-type. Next suppose p > q = 1 Then π n • pr 2 is small since pr 2 (M ) = Sp(1). Also, κ πn•pr 2 short = 0 by Corollary 5.7. To calculate κ πn•pr 2 long take a root vector
which is normalized as in Lemma 3.6. Under
. . , −n + 1) and from Lemma 3.6 one has κ πn•pr 2 long = − n 2 −1 3 . Take any X e 1 ∈ g e 1 \{0}. We have X e 1 +θX e 1 ∈ Ker k (π n •pr 2 ) by Corollary 5.7 and Proposition 3.8. Since Ker k (π n • pr 2 ) = sp(p) for n ≥ 2, we see X e 1 + θX e 1 ∈ sp(p) and sp(p) is generated by X e 1 + θX e 1 as an ideal of k. Now, for any small K-type (π, V ) of G, X e 1 + θX e 1 ∈ Ker k π by the same reason as above. This means sp(p) ⊂ Ker k π and π equals some π n • pr 2 .
Finally suppose p = q = 1. Then M = SU(2) is diagonally embedded to K = SU(2) × SU(2). Since any K-type is given as the exterior tensor product π m π n of two irreducible representations of SU(2), its restriction to M equals the interior tensor product π m ⊗ π n . By the representation theory of SU(2), π m ⊗ π n is irreducible if and only if either π m or π n is trivial. Hence {π n • pr i | i = 1, 2, n = 1, 2, . . .} is the complete set of small K-types. The values of κ πn•pr i are calculated in the same way as in the previous case.
The result of §2.2 follows from this theorem and what we discussed in § §6.2-6.4. Also, Theorem 6.4 and Proposition 5.9 easily imply the result of §2.3. 6.5. The case g = so(p, q). Suppose g = so(p, q) (p ≥ q ≥ 1). (We exclude the cases so(1, 1) R and so(2, 2) sl(2, R) ⊕2 .) Under the natural inclusion so(p, q) ⊂ sp(p, q), k, a and m are identified with the intersections of so(p, q) and those for sp(p, q). In particular, k = so(p) ⊕ so(q) and
One has Σ ⊂ {±e i | 1 ≤ i ≤ q} ∪ {±e i ± e j | 1 ≤ i < j ≤ q} and the multiplicity of each restricted root is as follows:
Taking some finite covering group of G if necessary, we may assume K = K 1 × K 2 with k 1 := Lie K 1 so(p) and k 2 := Lie K 2 so(q). Furthermore, if k i so(r) with r ≥ 3, then we may assume K i Spin(r) (i = 1, 2). The projections K → K i and k → k i are denoted by pr i (i = 1, 2). We generalize this result to all cases in the subsequent two theorems. Remark 6.7. We already studied so(2r + 1, 1) (r ≥ 1) in §6.3 and so(4, 1) sp(1, 1) in Theorem 6.4. Also, so(2, 1) sl(2, R) su(1, 1) will be covered in §6.6.
Let E ij denote a matrix whose entry is 1 in the (i, j)-position and 0 elsewhere. Let
Proof of Theorem 6.6. Suppose first π is small. Then by Proposition 5.6 there is only one isotypic component in the restriction of π to m = so(p − 1). In view of the branching law for so(p) ↓ so(p − 1) (cf. [GW, Theorem 8.1 .4]), it is possible only when π is equivalent to some π ± s in the theorem. Conversely, let π = π ± s with representation space V . Then π is small since π| M 0 is irreducible by the branching law. To calculate κ π short we take restricted root vectors
They constitute an orthonormal basis of g e 1 , so that κ π
2 ) constitute a basis of the Cartan subalgebra of k C and ∆
} is the system of positive roots, where we let {ε i } be the dual basis of {H i } . For i = 2, 3, . . . , p 2 take root vectors
Then one has for i = 2, 3, . . . ,
From these we calculate in
Applying this to the highest weight vector of V , we obtain (p−1)κ π short = −s(s+p−2).
One easily has the result of §2.4 by Theorem 6.6 and Proposition 5.9. Proof. Choosing a Cartan subalgebra b ⊂ m suitably, we may assume
A, C ∈ so(q),
if p − q is even, and
A ∈ so(q + 1),
Suppose p ≥ 3. Let (τ, V ) be a non-trivial irreducible representation of K 2 and consider the K-type (π, V ) := (τ • pr 2 , V ). If q = 2 then this is always small since V is onedimensional. For q ≥ 3, we assert that (π, V ) is small if and only if τ is a (half)-spin representation σ of K 2 = Spin(q) and that
is a small K split -type and is non-trivial since pr 2 (K split ) = pr 2 (K). It then follows from Theorem 6.5 that τ is a (half)-spin representation. We also have κ π long = − 1 4 by Corollary 5.8.
Next, note p > q in all cases of the theorem and we have a restricted root vector
for which X e 1 +θX e 1 ∈ k 1 \{0}. It is easy to check there is no proper ideal of k 1 = so(p) that contains X e 1 +θX e 1 . (Note so(p) is simple for p = 3, 5, 6, . . . .) Hence by Proposition 3.8, a small K-type (π, V ) is written as (π, V ) = (τ • pr 2 , V ) for some irreducible representation τ of K 2 if and only if κ π short = κ π e 1 = 0. It follows from Corollary 5.7 that if p − q is even then all small K-type are of this type. We claim the same thing holds if q is even. To show this, we may assume p is odd. If (p, q) = (3, 2), then so(3, 2) sp(2, R) and the claim in this case will be shown in the first paragraph of the proof of Theorem 6.11. Suppose (p, q) is a general combination of an odd p and an even q (p > q ≥ 2) and let (π, V ) be any small K-type. Let V µ be as in Proposition 5.6. Since (π| K split , V µ ) is a small K split -type, it follows from Theorem 6.5 (iii) or the claim for (p, q) = (3, 2) that k 1 ∩ k split = so(q + 1) acts trivially on V µ . Note that F 2,1 ∈ k 1 ∩ k split commutes with m C and that V = π(U (m C ))V µ by Proposition 5.6. Thus F 2,1 acts trivially on V . By the simplicity of k 1 = so(p), we have k 1 ⊂ Ker k π, which proves our claim. Note that (i) and (iii) are already proved up to this point.
In order to show (ii), suppose p is even, q is odd and p > q ≥ 3. Thanks to Theorem 6.5 (ii), we may also assume p − q ≥ 3. Let (π, V ) is a small K-type such that π| K 1 is nontrivial. We assert that π| K 2 is trivial. In fact, if k 1 ∩k split = so(q +1) acts trivially on V µ in Proposition 5.6, then the same argument as in the last paragraph implies π| K 1 is trivial, a contradiction. Thus the action of k 1 ∩ k split = so(q + 1) on V µ is non-trivial and hence that of k 2 ∩ k split = k 2 = so(q) is trivial by Theorem 6.5 (ii). (We also see κ π long = − 1 4 by Corollary 5.8.) Since V = π(U (m C ))V µ and since k 2 commutes with m C , k 2 acts trivially on V , proving the assertion. Therefore there exists a non-trivial irreducible representation τ of k 1 = so(p) such that π = τ • pr 1 . Now, by Proposition 5.6 there is only one isotypic component in the restriction of (τ, V ) to m = so(p − q). In view of the branching laws for the orthogonal Lie algebras (cf. [GW, Theorems 8.1.3, 8.1.4] ), it is possible only when τ is a half-spin representation. Conversely, let (σ, V ) be any of two half-spin representations of K 1 = Spin(p). The proof is complete if we can show π = σ • pr 1 is small and κ π short = −1. Let : Spin(p) → SO(p) be the canonical projection. Then
is a small 'K-type' of the double cover of SL(p, R) by Theorem 2.1.)
But since −1 (diag(−1, . . . , −1)) is contained in the center of Spin(p), V is irreducible as a pr 1 (M )-module. This proves the smallness of π = σ • pr 1 . Finally, we can directly check X e 1 in (6.2) is normalized as in Lemma 3.6 and the eigenvalues of π(X e 1 + θX e 1 ) are ± √ −1. Thus κ π short = −1.
All the results stated in §2.5 follow from Theorem 6.8 (ii), (iii) and Proposition 5.9.
6.6. The Hermitian type. Let G be a non-compact real simple Lie group of Hermitian type. There exists a central element Z ∈ k such that J = ad(Z) is a complex structure of s = g −θ . Let 2e 1 , . . . 2e l be the longest roots in
. Their values are listed below:
Lemma 6.9. By replacing X 2e i with −X 2e i if necessary, we have
Here b is a Cartan subalgebra of m.
Proof. It is well known that
we have for i = 1, . . . , l Proof. This is clear from (6.3) since Ad(m)Z = Z for any m ∈ M .
Proof. First we assume g = sp(p, R). Then m = {0} and t = p i=1 R(X 2e i + θX 2e i ) is a Cartan subalgebra of k. Since t ⊂ k M by Corollary 6.10, M is a finite subgroup of the Cartan subgroup corresponding to t and in particular is Abelian. Thus any small K-type π is one-dimensional. We claim κ π middle = 0 for such π. Indeed, [k, k] equals the orthogonal complement (RZ) ⊥ of RZ in k with respect to B(·, ·). Since α:middle
one sees by Lemma 6.9 that {X α + θX α | X α ∈ g α } ⊂ [k, k] for any middle α. Since [k, k] ⊂ Ker k π, our claim follows from Proposition 3.8.
Next, suppose g is a general simple Lie algebra of Hermitian type and (π, V ) is a small K-type. We claim κ π short = κ π middle = 0. This was shown in the previous paragraph for g = sp(p, R) and in Theorem 6.8 (i) for g = so(p, 2). For the remaining cases, the claim follows from Corollary 5.7. Now, by Proposition 3.8, π(X α + θX α ) = 0 for any restricted root vector X α of any α ∈ Σ with short or middle length. On the other hand, by Corollary 6.10, each π(X 2e i + θX 2e i ) is a scalar operator. Hence by Corollary 6.2, π(X) for any X ∈ k is a scalar operator. This proves V is one-dimensional.
Let z and π 0 ∈ √ −1z * be as in §2.6. If we identify π 0 with one-dimensional representation of k, then it follows from [Hec2, Proposition 5.3 .2] that
Hence if (the differentiation of) a small K-type π is written as π = νπ 0 for some ν ∈ Q, then κ π long = −ν 2 . This and Proposition 5.9 imply the result stated in §2.6.
6.7. The case Σ is of type F 4 . Let G be a simply-connected real simple Lie group with Σ of type F 4 . As in §2.7, we exclude the complex simple Lie group of type F 4 . Thus g is one of f 4(4) , e 6(2) , e 7(−5) and e 8(−24) . Among these f 4(4) is of split type. Let Σ short and Σ long be as in §2.7. From [B] one sees there exists a sequence of embeddings (6.4) f 4(4) ⊂ e 6(2) ⊂ e 7(−5) ⊂ e 8(−24) .
The following table summarizes some necessary data on these Lie algebras:
Thus in any case K is the product of two simple compact groups. We generalize this to Theorem 6.13. The last theorem also holds for g = e 6(2) , e 7(−5) and e 8(−24) .
Proof. Suppose g = f 4(4) and let π = σ • pr 2 be as in Theorem 6.12. Since κ π short = 0, it follows from Proposition 3.8 that
Since α∈Σ short {X α + θX α | X α ∈ g α } is the orthogonal complement of α∈Σ long {X α + θX α | X α ∈ g α } in k with respect to B(·, ·) and k 1 is that of k 2 , one has
Now let g be one of e 6(2) , e 7(−5) and e 8(−24) . We use with the obvious meanings the notation G , K , k , g α , and so on. Fix an embedding G → G so that k ∩ g = k and a = a. We claim k 2 su(2) is an ideal of k . Indeed, since g α ( = g α ) commutes with m for each α ∈ Σ long ,
This proves our claim since m and k generate the Lie algebra k by Theorem 3.7. Thus
Conversely, let ν be any non-trivial small K -type. Then it follows from Corollary 5.7 and Proposition 3.8 that α∈Σ short {X α + θX α | X α ∈ g α } ⊂ Ker k ν ∩ k 1 . By the simplicity of k 1 , k 1 ⊂ Ker k ν and there exists a non-trivial irreducible representation τ of K 2 = SU(2) such that ν = τ • pr 2 . Now we claim pr 2 (M ) = pr 2 (M ). Indeed, since
we have G split ⊂ G and M split ⊂ M . On the other hand, since (6.5) implies m ⊂ k 1 , one has M 0 ⊂ K 1 . Hence pr 2 (M ) = pr 2 (M 0 M split ) = pr 2 (M split ) ⊂ pr 2 (M ) = pr 2 (M ). Since the opposite inclusion is obvious, we get the claim. Thus ν| K = τ • pr 2 is a small K-type. This is non-trivial since dim τ > 1. By Theorem 6.12 we conclude τ = σ.
These two theorems and Proposition 5.9 imply the result of §2.7. 6.8. Split Lie groups with simply-laced Σ. Let G be one of the simply-connected split real simple Lie groups of type A l (l ≥ 2), D l (l ≥ 3) and E l (l = 6, 7, 8) . Let (π, V ) be a small K-types listed in Theorem 2.1. Then it follows from [Le2, Lemma 4.2] that κ π α = − 1 4 for any α ∈ Σ. (For the type D l case, we already know this by Theorem 6.5 (i).) Thus Proposition 5.9 implies the result of §2.8. 6.9. The split Lie group of type G 2 . Let G =G 2 , the simply-connected split real simple Lie group of type G 2 . We use the same notation as in §2.9. Let Σ short Σ long be the division of Σ according to the root lengths. From [Le2, Lemmas 4.2, 4.3 ] the values of κ π 1 and κ π 2 are as follows:
Hence if π = π 1 then we have the same result as for the split simply-laced case. Suppose π = π 2 and let us prove we cannot find any combination of Σ π and k π for which (1.6) holds. To do so, assume (1.6) holds for some (Σ π , k π ). Thenδ
2 is nonsingular at 0 and hence for each α ∈ Σ there exists β ∈ Σ π which is proportional to α. 
for some constant C. Since the members of {sinh
The results in §2.9 are thus proved.
Spherical transforms
Let G be a non-compact real simple Lie group with finite center and (π, V ) a small K-type. In this section we apply our main formula (1.6) to the calculation of HarishChandra's c-function for G × K V and the theory of π-spherical transform. We note each combination of Σ π and k π in §2 is chosen so that
7.1. Weight functions. The weight functionsδ G/K andδ(Σ π , k π ) defined by (1.4) and (1.5) are normalized so thatδ
1 2 in (1.6) takes 1 at 0 ∈ a. In the literature,
are often used.
Lemma 7.1. Suppose (1.6) and (7.1) are valid for Σ π and k π . Theñ
Proof. By a calculation similar to the one for (5.5) we have
The lemma then follows from this and (5.5).
7.2. Harish-Chandra's c-function. Let a + := {H ∈ a | α(H) > 0 for any α ∈ Σ + } and a
where the Haar measure dn onN := θN is normalized so that
The integral in (7. 
Hence (7.6) follows from (7.5) and Corollary 4.10.
7.3. The π-spherical transform. Let C ∞ c (G, π, π) be the subspace of C ∞ (G, π, π) consisting of the compactly supported π-spherical functions. For φ 1 ∈ C ∞ (G, π, π) and φ 2 ∈ C ∞ c (G, π, π) define the convolution φ 1 * φ 2 ∈ C ∞ (G, π, π) by
where dg is a Haar measure on G. Since (π, V ) is a small, C ∞ c (G, π, π) is a commutative algebra by [De, Theorem 3] . For φ ∈ C ∞ c (G, π, π) we define its π-spherical transform by (7.7)φ(λ) = . Since the trace of the integrand of (7.7) is K-bi-invariant, we have using (3.4)
Hence by Theorem 1.5 the π-spherical transform is identified with the integral transform
for f ∈ C ∞ c (a) W . Here C ∞ c (a) W = {f ∈ C ∞ (a) | f with compact support}. Let Σ be a root system in a * and k a multiplicity function on Σ . For f ∈ C ∞ c (a) W we define its hypergeometric Fourier transform F = F(Σ , k) by This makes sense when δ(Σ , k) is locally integrable.
Remark 7.3. The hypergeometric Fourier transform is introduced by Opdam [Op3] as the Cherednik transform. If Σ = 2Σ and k 2α = m α /2, then F(Σ , k) equals (7.8) for the trivial K-type π, that is, the Harish-Chandra transform (cf. [GV, Chapter 6] , [Hel2, Ch. IV] , [War, Chapter 9] ). If Σ has real rank one, then F(Σ , k) reduces to the Jacobi transform (cf. [Koo] ).
Theorem 7.4. Suppose (1.6) and (7.1) are valid for Σ π and k π . Then δ(Σ π , k π ) is locally integrable and it holds with F = F(Σ π , k π ) and e(Σ π , k π ) in (7.3) that (7.10)f = 2 e(Σ π ,k
Proof. The local integrability follows from (5.4), while (7.10) is direct from (1.6), (7.2), (7.8) and (7.9). Moreover the π-spherical transform f →f uniquely extends to the isometry
Proof. Under (7.1) all the statements are immediate from (1.6), (7.2), (7.6), (7.10) and Theorem 7.5. So suppose (7.1) is not valid. Even in this case, one easily sees that δ(Σ π , k π ) is locally integrable and that Formulas (7.2), (7.6) and (7.10) hold by replacing 2 e(Σ π ,k π ) with some constant. Hence the corollary follows.
As we can see from the list in §2, there exists at least a pair of Σ π and k π satisfying (1.6) and (7.11) unless (π, V ) is one of the following:
(1) (π, V ) for g = sp(p, 1) (p ≥ 1); (2) (π ± s , V ) in §2.4 for g = so(2r, 1) (r ≥ 2); (3) (π, V ) in §2.5 (ii) for g = so(p, q) (p > q ≥ 3, p : even, q : odd); (4) (π, V ) for a Hermitian G; (5) (π 2 , C 2 ) in Theorem 2.2 forG 2 .
For (5), the elementary π-spherical functions cannot be expressed by Heckman-Opdam hypergeometric functions. The harmonic analysis in this exceptional case is therefore to be studied separately. But we do not go further with it in this paper.
For (1)- (4), every Σ π chosen in §2 is of type BC. Suppose first that G has real rank one and let Σ π = {±α, ±2α}. Then the inversion formula and the Plancherel-type formula for the Jacobi transform F are available under the assumption which is much weaker than that of Theorem 7.5 (cf. [FJ, Appendix 1], [Koo] ). From this we can deduce a result on the π-spherical transform for (1), (2), and (4) with g = su(p, 1) corresponding to Corollary 7.6. In fact, such a result is shown by [DP, Sh2] for (1), by [CP] for (2) with s = 1, and by [FJ] for (4) with g = su(p, 1). If c π (λ) has zeros in a * + + √ −1a * then the inversion and Plancherel-type formulas contain discrete spectra in addition to the same continuous spectrum as in the formulas of Corollary 7.6.
Next, let us consider (4) for G with higher rank. If the parameter ν of the onedimensional K-type π given in §2.6 satisfies 2|ν| ≤ max{m α 2 , 1} for α ∈ Σ long , then we can apply Theorem 7.5 to deduce Corollary 7.6. The general inversion and Planchereltype formulas are given by [Hec2, Chapter 5] for |ν| < 1 2 m α 2 (α ∈ Σ long ) and by [Sh1] for an arbitrary ν. Both [Hec2] and [Sh1] employ Rosenberg's method ( [R] ) for the classical Harish-Chandra transform. If |ν| is sufficiently large, the Plancherel measure contains spectra with lower-dimensional support along with the most continuous spectrum in Corollary 7.6. Possible spectra with lower-dimensional support are obtained by calculating residues of c π (λ) −1 in a * + + √ −1a * (see [Sh1] for details). Finally suppose (π, V ) is (3). In the notation of §2.5 one has from Theorem 7.2 that with a positive constant C. Thus c π (λ) has no zero in a * + + √ −1a * . Hence it is very likely that we could prove the same result as Corollary 7.6 for π by Rosenberg's method. However it is more desirable that a general result on F for Σ of type BC would hold under a weaker assumption than that of Theorem 7.5 and from this we could deduce all the results for (1)-(4) in a uniform way. We will discuss this problem elsewhere.
