




SARJA - SER. A I  OSA - TOM. 387
ASTRONOMICA - CHEMICA - PHYSICA - MATHEMATICA
Studies of Eu- and Yb-induced 
Reconstructions on the Si(100) Surface
by
Riitta Perälä
From the Department of Physics and Astronomy 






Professor Juhani Väyrynen 
Department of Physics and Astronomy 






Docent Jouko Lahtinen 
Laboratory of Physics 





Dr. Ergo Nõmmiste 
Institute of Physics 


















ISBN 978-951-29-3774-5 (PRINT) 
ISBN 978-951-29-3775-2 (PDF) 
ISSN 0082-7002 





Acknowledgements ........................................................................................................ 4 
 
Abstract .......................................................................................................................... 5 
 
List of papers ................................................................................................................. 6 
 
1. Introduction ......................................................................................................... 8 
 
2. The Si(100) surface .............................................................................................. 9 
 
2.1. The asymmetric dimer model ..................................................................... 10 
2.2. Steps on the Si(100) surface ....................................................................... 11 
2.3. A thermodynamic description of the Si(100) surface ................................. 13 
2.4. Defects on the Si(100) surface ................................................................... 16 
 
3. Experimental methods ...................................................................................... 18 
 
3.1. Low energy electron diffraction (LEED) ................................................... 18 
3.2. Scanning tunneling microscopy/spectroscopy (STM/STS) ........................ 20 
3.3. Synchrotron radiation photoelectron spectroscopy (SR-PES)  ................... 24 
3.3.1. Synchrotron radiation ..................................................................... 24 
3.3.2. Photoelectron spectroscopy ............................................................ 26 
3.3.3. Spectral line shape analysis ............................................................ 33 
3.4. Other methods ............................................................................................ 34 
 
4. Experiments ....................................................................................................... 37 
 
4.1. Experimental set-ups .................................................................................. 37 
4.2. Sample preparation ..................................................................................... 40 
 
5. RE metal induced reconstructions on Si(100) ................................................. 42 
 
5.1. Introduction to rare earth metals on silicon ................................................ 42 
5.2. Two dimensional RE metal reconstructions on Si(100) ............................. 43 
5.3. Nanowire formation and the growth of 3D RE-silicides on Si(100) .......... 44 
5.4. Results and discussion of papers ................................................................ 46 
 
6. Summary ............................................................................................................ 54 
 
References .................................................................................................................... 56 
 




I would like to express my gratitude to my supervisor, Professor Juhani Väyrynen, who 
first introduced me to the subject of surface science and has provided his support and 
the excellent conditions to carry out this work ever since. 
I am grateful to Dr. Mikhail Kuzmin for introducing me to the fruitful research area of 
rare earth metals on semiconductor surfaces. His cooperation during visits to Turku 
and our beamtimes in MAX-lab have formed the basis to this work. In addition, he has 
provided ‘on-line’ discussion services whenever I have needed them. 
Professor Edwin Kukk is acknowledged for arranging periods of financial support. 
Docent Jouko Lahtinen and Dr Ergo Nõmmiste are acknowledged for their valuable 
comments upon reviewing this thesis. Dr Milla Kibble is thanked for reviewing the 
language in the thesis. 
The present and former colleagues in the Materials Physics and Materials Science 
groups are acknowledged for their cooperation. I would especially like to mention 
Tapio Ollonqvist, who first introduced me to the synchrotron radiation; Hannu Ollila, 
who maintained our experimental set-up in the best possible condition and solved our 
technical problems, even the non-scientific ones; Teemu Laine, Mika Kivitörmä, 
Riikka-Liisa Vaara, Sari Mattila, Taina Laiho, Robert Socha, Pekka Laukkanen, and 
Marja Ahola-Tuomi, who have been inspiring colleagues as well as friends outside the 
laboratory. All of the ladies who participated in the activities arranged by ‘The 
Materials Science Girls’ are acknowledges for joyful times. 
The MAX-lab staff are acknowledged for the excellent organization of our visits and 
for the pleasant working environment. Special thanks go to the beam line manager of 
BL33, Dr. T. Balasubramanian. 
The Personnel in the Department of Physics and Astronomy are thanked for their 
cooperation. 
Financial support from the EC Transnational Access to Research Infrastructures project 













This thesis presents experimental studies of rare earth (RE) metal induced structures on 
Si(100) surfaces. Two divalent RE metal adsorbates, Eu and Yb, are investigated on 
nominally flat Si(100) and on vicinal, stepped Si(100) substrates. Several experimental 
methods have been applied, including scanning tunneling microscopy/spectroscopy 
(STM/STS), low energy electron diffraction (LEED), synchrotron radiation 
photoelectron spectroscopy (SR-PES), Auger electron spectroscopy (AES), thermal 
desorption spectroscopy (TDS), and work function change measurements (∆φ). 
Two stages can be distinguished in the initial growth of the RE/Si interface: the 
formation of a two-dimensional (2D) adsorbed layer at submonolayer coverage and the 
growth of a three-dimensional (3D) silicide phase at higher coverage. The 2D phase is 
studied for both adsorbates in order to discover whether they produce common 
reconstructions or reconstructions common to the other RE metals. For studies of the 
3D phase Yb is chosen due to its ability to crystallize in a hexagonal AlB2 type lattice, 
which is the structure of RE silicide nanowires, therefore allowing for the possibility of 
the growth of one-dimensional (1D) wires.   
It is found that despite their similar electronic configuration, Eu and Yb do not form 
similar 2D reconstructions on Si(100). Instead, a wealth of 2D structures is observed 
and atomic models are proposed for the 2×3-type reconstructions. In addition, 
adsorbate induced modifications on surface morphology and orientational symmetry 
are observed. The formation of the Yb silicide phase follows the Stranski-Krastanov 
growth mode. Nanowires with the hexagonal lattice are observed on the flat Si(100) 
substrate, and moreover, an unexpectedly large variety of growth directions are 
revealed. On the vicinal substrate the growth of the silicide phase as 3D islands and 
wires depends drastically on the growth conditions. The conditions under which wires 
with high aspect ratio and single orientation parallel to the step edges can be formed 
are demonstrated.   
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Most physical properties of a surface depend on the specific atomic structure of the 
surface, and can be largely different from those of a given bulk solid. The creation of a 
semiconductor surface creates dangling bonds with charge densities that are 
energetically unfavourable; therefore, the surface reconstructs to minimize its energy. 
The main principles of surface reconstruction for elemental semiconductors are as 
follows: (i) the surface rearranges to reduce the amount of surface dangling bonds, (ii) 
the surface rearranges to produce a semiconducting surface by opening a gap between 
the highest occupied and lowest unoccupied surface states, and (iii) the surface 
structure is the lowest energy structure kinetically obtainable under the given 
preparation conditions. A constraint on the surface relaxations is that there is a limited 
amount of local surface and subsurface strain that can be accommodated. The surface 
reconstruction is determined by the balance between the energy gain due to the 
reduction of the dangling bonds and the energy cost due to induced strain.  
The most intensively studied semiconductor surface has been Si(100) due to its 
major role in the electronic device industry. As a result, the atomic and electronic 
properties of the Si(100) surface are documented in detail. The conventional 
lithographic fabrication methods of the microelectronics industry are about to come to 
their fundamental limits in the effort to produce ever-smaller devices. Alternative 
techniques to create structures in nanometer scale are based on self-organized growth 
and self-assembly on atomically well-defined surfaces. 
Epitaxial growth is one of the most important techniques used to fabricate various 
electronic and optical devices, as well as nanostructures such as quantum wires and 
quantum dots, because it gives highly perfect structures with high density. However, 
the common problem is that such nanostructures are randomly placed on substrates. 
Rare earth (RE) metal silicides have attracted interest in the academic community and 
in industry as they can have applications, for example, in integrated electronic circuits. 
The RE silicides have characteristic properties, like the lowest known Schottky barrier 
height on n-type Si, a low temperature of formation, a good electrical and thermal 
conductivity, and moreover, they can be grown epitaxially on Si(100). 
In this thesis the growth of the two divalent RE metals, Eu and Yb, on Si(100) 
have been investigated. Several experimental techniques have been applied to study the 
RE/Si interface formation. As a substrate, two types of single crystal Si(100) surface 
were used: nominally flat and vicinal. The coverage range of the RE metal varied from 
submonolayer regime up to 20 monolayers.  Two different phases can be distinguished 
in the growth process: a two-dimensional wetting layer with ordered reconstructions 
and a three-dimensional silicide phase. The aim of this study was to investigate the 
formation and properties of both of the above phases. 
Introduction
 
2. The Si(100) surface 
 
Silicon crystallizes into a diamond lattice, which is built out of two interpenetrating 
fcc sublattices, as shown in Fig. 2.1. The bulk lattice constant a0 for Si is 5.43 Å and 
the surface lattice constant a on the (100) surface is 3.84 Å. In the diamond lattice, 
each atom is tetrahedrally bonded to its nearest neighbours. In the case of Si, the bonds 
have a purely covalent character. It can be expected that the surface of a bulk solid 
with covalent bonds reconstructs significantly and is chemically active. 
 
 
Fig.2.1. Ball and stick model of the diamond lattice. Each atom is bonded to two pairs of 
atoms in the other sublattice with a tetrahedral bonding configuration. Atomic layers 
parallel to the (100) plane (the top plane of the cube) are separated by a0/4 where a0 is the 
bulk lattice constant. The lattice constant of the (100) surface is a. Modified from ref. [1]. 
  
The bulk truncated (100) surface has two dangling bonds (sp3-hybrid orbitals) per 
surface atom, which is an energetically unstable condition. The surface reconstructs by 
forming Si dimers, thus the number of dangling bonds per atom is reduced from two to 
one. Dimerization leads to the doubling of periodicity along the bond direction, ie, the 
surface exhibits a 2×1 structure. Even on nominally flat Si(100) surfaces, steps are 
formed spontaneously due to an anisotropic surface stress tensor; the surface is formed 
of terraces separated by steps which are a single atomic layer high. Because of the 
tetrahedral bonding configuration in the diamond lattice, the dimer direction is 
orthogonal on consecutive terraces, giving rise to the existence of both 2×1 and 1×2 
domains. The surface reconstruction was first introduced by Schlier and Farnsworth in 
1959 [2] when they observed a (2×1) low energy electron diffraction (LEED) pattern. 
Besides the 2×1 structure, other periodicities were found by diffraction methods: a 
c(4×2) structure by LEED [3, 4], and (2×2) and c(4×2) structures by He diffraction [5]. 
Several alternative models have been proposed for the reconstructed Si(100) surface: a 
vacancy model where half of the surface atoms are missing or a symmetric dimer 




atoms [6, 7], an asymmetric dimer model [8, 9], and a dimer plus π-bonded chain 
model [10].  
First real space scanning tunneling microscopy (STM) images in the mid 1980s by 
Tromp et al. [11] and Hamers et al. [12] evidenced the dimerized reconstruction 
showing the presence of both symmetric and asymmetric dimers at the surface. The 
debate as to weather the dimers were symmetric or asymmetric (ie, tilted) still 
remained. The surface dimer is bound by a σ bond formed from a pair of adjoining 
dangling bonds. The remaining two dangling bonds form a weaker π-like bond 
associated with an empty π* orbital. In the two-dimensional surface, the π and π* 
orbitals broaden into bands, which overlap in the case of symmetric dimers leading to a 
metallic surface. However, on the basis of photoemission studies [13 – 15], the surface 
has been found to be semiconducting. Therefore, either strong electron correlation 
effects or dimer tilting are required to open a gap between the occupied and 
unoccupied π surface states [16].  
 
2.1.  The asymmetric dimer model 
 
The current consensus is that the dimers are asymmetric. The asymmetric dimer 
model is supported by a wealth of calculations [8, 9, 17 – 36], whilst some calculations 
favour the symmetric model [37, 38]. Tilted dimers have been demonstrated by several 
experimental methods as well [11, 12, 14, 31, 39 – 51].  
The dimer tilting has two major consequences: Firstly, it opens up a Jahn-Teller-
like gap between the electronic states located on the up- and down-atom; the sp3 
tetrahedral hybridization is distorted, so that the up-atom becomes more p-like, while 
the down-atom becomes more sp2-like. This results in two dangling bond bands, an 
occupied Dup band, and an empty Ddown band, yielding a semiconducting surface [52]. 
Secondly, the higher-order reconstructions can be formed by different configurations 
of alternating dimer-tilt directions. Alternate dimers can buckle in opposite directions 
giving a p(2×2) reconstruction. If alternate dimer rows are not in phase, then a c(4×2) 
structure is obtained. Ihm et al. showed that the 2×1 reconstruction was not the ground 
state of the Si(100) surface since a lower total energy was achieved with higher-order 
reconstructions such as p(2×2) and c(4×2), and predicted that an order-disorder phase 
transition would occur at around 250 K [22]. This phase transition was experimentally 
shown by Tabata et al. to occur at about 200 K from the c(4×2) to 2×1 [26]. The first 
low temperature STM images at 120 K by Wolkow showed the number of tilted dimers 
increasing at the expense of symmetric dimers and the existence of p(2×2) and c(4×2) 
domains [44]. The symmetric character of dimers in the STM images taken at room 
temperature (RT) is due to flipping of the dimer atoms between the up and down 
positions on a time scale much shorter than the STM measurement time [50, 53]. The 
structures of the Si(100) surface formed by asymmetric dimers and unit cells of 2×1, 
p(2×2), and c(4×2) reconstructions are presented in Fig. 2.1.1 (a). Figure 2.1.1 (b) 





Fig. 2.1.1. (a) Surface structure of the Si(100) formed by asymmetric dimers. The up and 
down dimer atoms are presented by large and small circles, respectively.  From top to 
bottom, unit cells of 2×1, p(2×2), and c(4×2) reconstructions are indicated. From ref. 
[27]. (b) Optimised structure of the asymmetric Si(100)2×1 dimer model resulting from 
calculations by Ramstad et al. [33] and Krüger and Pollmann [35]. The bond lengths are 
given in Å, from ref. [52].  
 
The energy gain due to dimer formation is about 2 eV per dimer [33, 35] and the 
dimer tilting further lowers the total energy by 0.14 eV per dimer [35]. For the p(2×2) 
and c(4×2) reconstructions with alternating tilt directions, additional energy gains 
result from the interactions between neighbouring dimers along a dimer row (0.05 eV 
per dimer) and interactions of nearest neighbour dimers in two neighbouring dimer 
rows (0.003 eV per dimer) [33]. Therefore the c(4×2) reconstruction is lowest in 
energy. 
 
2.2. Steps on the Si(100) surface 
 
The dimer rows on the Si(100) surface run in orthogonal [011] directions, hence 
there are two distinct types of steps: the steps are aligned either parallel or 
perpendicular to the dimer row direction on the upper terrace. The step height on the 
Si(100) surface is typically quantized by single or double atomic layers. According to 
Chadi’s notation [53], the single layer steps are called SA and SB, and the double layer 
steps DA and DB, where the subscripts A and B denote steps aligned parallel and 
perpendicular to the dimer rows on the upper terrace, respectively. Further, the SB, DA 
and DB steps can be either non-rebonded or rebonded; the rebonded configuration 
saturates the dangling bonds at the step edge. The different step-edge configurations 






Fig.2.2.1. Top views of step-edge configurations on the Si(100) surface [53]. Open circles 
denote atoms with dangling bonds and dashed lines indicate the step edge position. 
 
The step-edge formation energies were first calculated by Chadi [53] giving the 
following energies: 0.02 eV/2a (SA), 0.30 eV/2a (SB, rebonded), 0.10 eV/2a (DB, 
rebonded), and 1.08 eV/2a (DA). Similar results which agree in terms of the order of 
the  formation energies have been obtained from other calculations [28, 31, 54 – 56] 
and measurements [57 – 59].  
The Si(100) surface is intrinsically under anisotropic surface stress, σ; the stress is 
tensile along the dimer bond (σ||) and compressive normal to the dimers (σ⊥). The stress 
anisotropy (σ|| – σ⊥) induces an ordered stress-domain structure, ie, a uniform single 
domain surface breaks up into a stripelike structure with steps separating alternating 
stress domains [60]. Therefore, the nominally flat surface exhibits terraces of width L 
separated by SA and SB steps. The surface tends to minimize its energy with smaller L, 
which is set against the energy cost due to the generation of more boundaries and so 
the surface configuration is a balance between these competing terms. The 
energetically favourable SA steps are straight, whereas the SB step edges are rough and 
contain kinks [57]. 
Vicinal surfaces, which are slightly miscut in the [011] directions, are formed by 
regular arrays of (100) terraces and steps that accommodate the misorientation. One 
would expect, by looking at the step formation energies, that the vicinal surface at 
equilibrium would consist of only double layer steps. However, the vicinal Si(100) 
surfaces exhibit a sequence of orientational phase transitions. For very small miscut 
angles, < 0.03°, a hill and valley structure with a step loop is observed [61]. In the 
range 0.03 – 0.1°, phases of wavy steps and relatively straight steps coexist [62]. From 




from single layer steps to double layer steps occurs at around 2° [63 – 66]. The fraction 
of double layer steps increases gradually with an increasing miscut angle, as pairs of 
single layer steps collapse into double layer steps; there is no abrupt transition at a 
given critical miscut angle or a coexistence of spatial regions of single and double layer 
steps  [67, 68]. At about 4° the surface contains predominantly double layer steps, 
which are always of the type DB due to the high formation energy of the DA steps, thus 
exhibiting a single domain 2×1 reconstruction. Figure 2.2.2. shows STM images of the 




Fig. 2.2.2. Scanning tunneling microscope image of vicinal Si(100) surface miscut towards 
the [011] direction. (a) Double domain reconstruction where straight SA and rough SB 
steps alternate for a small miscut angle of 0.5°. Filled state image (29×29 nm2) taken at 
196 K shows partial c(4×2) ordering, from ref. [69]. (b) Single domain 2×1 reconstruction 
with DB steps for the miscut angle of 4°, empty state image (20×20 nm2) taken at RT.  
 
Step bunching occurs on the vicinal Si(100) surface either after DC heating for  
about 100 hours at high temperature (~1000 °C) or after induction by adatom 
adsorption [70]. On a relatively flat surface, when the heating current is applied in a 
step-down direction, the terraces with dimers oriented perpendicular to the current 
expand, while in the case of a step-up current, the terraces with dimer orientation 
parallel to the current expand. On surfaces with narrow terraces, the step-up DC 
heating induces step bunching [71]. Adsorption of Au induces a “hill-and-valley” 
reconstruction with (119) facets [72] and adsorption of Ag leads to the formation of 
multiple double steps [73]. 
 
2.3. A thermodynamic description of the Si(100) surface 
 
Surfaces can be described using Gibbs’ thermodynamic formalism. The 
thermodynamic behaviour of surfaces is governed by the surface free energy, which 
depends on energetic parameters related to the steps: step free energy, kink creation 




as a function of macroscopic parameters (see Fig.2.3.1): the miscut angle θ and its 
orientation φ , and the temperature T. The surface free energy per unit area γ(θ,T) is  
 γ θ γ θ θ, , tan tanT T f T
d
q Ta f a f a f a f= + +0 3, (2.3.1) 
where γ(0,T) is the surface free energy per unit area for the low-Miller-index surface, d 
is the step height, f(T) is the free energy per unit length for forming a step of height d, 
and q(T)|tanθ|3 is the energy cost per unit area due to step-step interactions [74]. Here 
only steps running along a high-symmetry direction are considered. However, both the 
functions f(T) and q(T) depend also on the angle φ , ie, deviations of the step edge 
direction from the high-symmetry direction. Williams et al. have developed theories of 
statistical mechanical to describe the surface free energy by step-related parameters, as 




Fig.2.3.1. (a) Vicinal surface (with respect to a low-Miller-index surface) composed of 
steps and kinks. Parameters used for description of surface energetics are indicated: the 
misorientation anglesφ  and θ, the average distance between neighbouring steps L, the kink 
length k, and the kink height d. Modified from ref. [1]. (b) The Gruber-Mullins model 
applied to the Si(100) surface. A meandering SB step edge is trapped between the hard 
walls formed by two neighbouring straight SA step edges, from ref. [74]. 
 
Formation energies of step edges and kinks 
At zero temperature, steps contain forced kinks to accommodate the misorientation 
with respect to high-symmetry axes. At higher temperatures, thermally induced kink 
pairs appear. There are two types of kinks along the step edge: those pointing towards 
the lower terrace (positive kinks) and those pointing towards the upper terrace 
(negative kinks). The unit of the kink length, k, in the step edge of the Si(100) surface 
is 2a (a = 3.84 Å) and, in general, kinks are formed in units of two dimers, ie, with a 











∑ b g =
where n  denotes the probability that there is a positive or negative kink of length 2ak 
[74]. The equilibrium structure of an anisotropic Si(100) surface for a single layer S
k±
A 
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, r ≥ 2,    (2.3.4) 
where ε ⊥a f  refers to the nearest-neighbour interaction in a unit building block 
 along (perpendicular to) the substrate-dimer-row direction, and δ refers to 
the second-nearest-neighbou he following val es have been found: 
2 2a a×b g
r interaction [76]. T u
ε ⊥ = ±3 6 0 2. .a fk Tb f , ε = ±5 7 0 3. .a fk Tb f , and δ = − ±1 0 0 3. .a fk Tb f , where Tf is the 
temperature where the step roughness is frozen [76]. Further [74], the step edge 
formation energy for an SA (SB) step is then 
 ESA = +
⊥ε δ
2
,   (2.3.5) 




),    (2.3.6) 
and the kink formation energy for a kink of length k is 




1b g , k ≥ 1 ,  (2.3.7) 
 ( E k k kEkink S SB A, = + − = −
⊥ε δ δ
2
1b g , k ≥ 1). (2.3.8) 
The formation energies of double-layer step edges and their kinks can be determined 
similarly [59].  
 
Step-step interactions
Step interactions arise from entropic and energetic origins. The entropic repulsive 
interaction emerges since step cannot cross one another. The Gruber-Mullins model 
[77] of a meandering step trapped between two hard walls (see Fig. 2.3.1), can be 
applied to the Si(100) surface, so that the SB and SA steps correspond to the meandering 
step and the hard wall, respectively. Each step-step collision decreases the number of 
configurations available per step by a factor of 2 and thus reduces the entropy by kbln2. 
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For an average spacing L between neighbouring steps, the average distance between 
successive collisions is L k2 2/ . The increase in free energy per unit step-edge length 
due to entropic repulsion is thus k L k Tb
2 2 2− ln . 
Energetically driven interactions due to the anisotropic surface stress tensor are 
predicted by elasticity theory which states that force dipoles along step edges lead to 
step formation energy contribution varying as L-2, and that strain relaxation of stress 
across step edges leads to contribution varying as lnL. For large terrace widths, the 
strain relaxation step interactions (lnL) predominate over the direct step interaction (L-
2). The strain relaxation energy per unit step length for the single-layer stepped surface 
is [60, 64]: 

















,  (2.3.10) 
where ν is the Poisson ratio (of Si), µ is the bulk modulus (of Si), and a is the 
microscopic cutoff length (ie, the surface lattice constant). The orientational transition 
from a single-layer-stepped surface to a double-layer-stepped surface is understood by 
considering the step-edge free energy difference, ∆f, between the surfaces. Besides the 
step-edge free energies of pairs of single layer steps ( f fSA SB+ ) and of a double layer 
step ( fDB ), the contribution of the strain relaxation term is taken into account (strain 
relaxation does not occur on the single-domain double-layer-stepped surface), giving 
the free energy difference of [74]
 ∆f f f C L
a




KJ −2 ln π .   (2.3.11)  
For a sufficiently large L, the strain relaxation term stabilizes the single-layer-stepped 
surface. 
 
2.4. Defects on the Si(100) surface 
 
Surface defects may affect reactions on the surface, for example adsorption and 
desorption, epitaxial growth and surface diffusion. Linear defects in the form of steps 
are intrinsically present at the Si(100) surface. Another type of defect is missing 
dimers, which according to STM measurements, are dispersed over the surface 
typically covering a few percent of the total surface area. The defects are classified as 
single missing dimers, double missing dimers, and double missing half-dimers and are 
labeled as A, B, and C-type defects, respectively [79]. Alternatively, the A and B-type 
defects are called 1-DV and 2-DV, where DV refers to dimer vacancy [80]. The more 
complex C-type defect is revealed to be due to dissociative adsorption of water 
molecules [81, 82]. The defects can form complexes of several DVs or an ordered 2×n 
phase, where the DVs align themselves perpendicular to the Si dimer rows forming 
trenches which are separated by n Si dimers, n typically being between six and ten 
[83]. Such a reconstruction is often related to a very small amount of Ni contamination 







Fig. 2.4.1. STM images showing defects on the Si(100) surface: (a) A, B, and C-type 








3.1.  Low energy electron diffraction (LEED) 
 
Low energy electron diffraction (LEED) is the oldest diffraction technique applied 
to surfaces. It was first used in  electron scattering experiments on nickel by Davisson 
and Germer in 1927 [88]. Electrons, as charged particles, interact strongly with matter 
and their mean free path in a solid is short. The typical kinetic energy of electrons in 
LEED is between 20 and 300 eV, which corresponds to the minimum in the curve of 
mean free path, see Fig. 3.3.5. Thus LEED is a surface sensitive probe. According to 
the de Broglie relation, the wavelength of electrons, λ, is 
 λ Å








,   (3.1.1)  
where h is Planck’s constant, p is the momentum, m is the mass, v is the velocity, and E 
is the energy. It can be seen from eq. (3.1.1) that the energy of electrons in LEED fits 
into the range of distances between atoms in solids (≈1 Å) and therefore interference of 
the electrons and the solid surface is expected. The incident and scattered electrons are 
presented by wave vectors k0 and k’, respectively. The magnitude of the wave vectors 
is 
 k = 2π
λ
,  (3.1.2)  
and hence k = p/ħ. 
The scattering process can be visualized using the Ewald sphere construction in 
reciprocal space (Fig. 3.1.1), which is reduced into two dimensions since the scattering 
occurs only in the upper-most atomic layer(s). The reciprocal lattice vectors (a*, b*) 





* , *= =2 2π π  . (3.1.3)  
Thus distances in the reciprocal space are directly proportional to momentum [89]. The 
criteria for constructive interference for the elastically scattered electrons is that the 
change in the electron wave vector must be equal to a reciprocal lattice vector g given 
by 
 k k g a b0' * *− = = +h k  (h,k = 0,1,2..). (3.1.4)  
Equation (3.1.4) is called the Laue condition for diffraction. In elastic scattering |k’| = 
|k0|; only the direction of the wave vector is changed, not the magnitude. The Ewald 
sphere construction is made by placing a sphere of radius |k0| into the reciprocal lattice. 
The vector k0 begins at the centre of the sphere and ends at an arbitrary lattice point. 
The Laue condition is satisfied when the scattered wave vector, k’, ends on a reciprocal 
lattice point on the sphere. The LEED pattern is a reflection of reciprocal space. 
Changing the incident electron energy changes the radius of the sphere; an increase in 
energy increases the number of LEED spots on the screen. Usually the incident beam is 
normal to the surface, thus the LEED pattern is symmetric and converges towards the 









Fig.3.1.1. Diffraction process occurring at a surface in real space (a) and corresponding 
two-dimensional Ewald sphere construction in reciprocal space (b).  From ref. [89].   
 
A schematic illustration of typical display-type LEED apparatus is shown in Fig. 
3.1.2. The electrons are emitted from a cathode, collimated by a lens system, 
accelerated to the desired energy, and finally come out from a drift tube. The electron 
beam is nearly monoenergetic and hits the sample surface at normal incidence. The 
detector consists of hemispherical concentric grids. The first grid, the sample, and the 
drift tube are grounded so that there is a field free region between the sample and the 
first grid. The second and third grids are at a negative potential slightly lower than the 
primary electron energy so as to repel the inelastically scattered electrons. The fourth 
grid is grounded and, after passing it, the elastically scattered electrons are accelerated 
towards the fluorescent screen with a positive voltage [90]. In the screen, the positions 
of the interference maxima form the diffraction pattern. 
LEED has become a standard laboratory technique since one short LEED 
experiment rapidly gives information about the surface order and quality. When the 
surface is reconstructed or covered with adsorbates, analysis of the LEED patterns 
using the simple geometric theory of diffraction (ie, determination of the directions of 
the interference maxima) can be used to determine the surface symmetry and unit cells 
of the periodic structures. As well as gaining a simple geometric interpretation, the 
intensities of the LEED spots can be measured. In the spot profile analysis method 
(SPA-LEED) variations of the intensities of the diffracted beams with angle near the 
preferred directions are analysed using kinematic theory giving information about 
partial disorder on the surface [91]. A complete structural analysis is obtained from the 
I/V-spectra, which measure the intensity of each diffracted beam as a function of the 
primary electron energy. Atomic positions within the unit cell can be determined from 
the I/V-spectra. However, the quantum mechanical treatment with dynamic theory is 







Fig. 3.1.2. Schematic illustration of a typical display-type LEED apparatus. Principle of 
operation is described in the text. From ref. [90].  
 
 
3.2.  Scanning tunneling microscopy/spectroscopy (STM/STS) 
 
Scanning tunneling microscopy (STM) was invented by Binnig and Rohrer in 1981 
[94 – 96]. Nowadays STM is widely applied in surface science since it offers real space 
information of structural and electronic properties of the surface, including non-
periodic structures, with atomic resolution. It is based on quantum mechanical 
tunneling of the electron wave function through a potential barrier. The operation 
technique of STM is simple: a sharp tip is scanned across the sample surface. When a 
small bias voltage, V, is applied between the tip and the sample, and the tip is brought 
close enough to the sample, electron tunneling through the vacuum becomes possible 
and a tunneling current, I, starts to flow. The current flows from the tip to the sample or 
vice versa, depending on the bias polarity; for positive V (in reference to the sample) 
the unoccupied states of the sample are probed and for negative V, the occupied states. 
The principle is shown schematically in Fig. 3.2.1. Obviously, both the tip and the 
sample need to be semiconductors or conductors. The distance, d, between the tip and 
the sample is typically ≈1 nm. The STM image is commonly acquired as a constant 
current topography (CCT), where a feedback circuit system is used to keep the 
tunneling current constant at the chosen bias voltage and the image is constructed by 







Fig. 3.2.1. The principle of STM. A tunneling current I starts to flow when bias voltage V is 
applied between the tip and sample separated by a small enough distance d.  From ref. [1]. 
 
The tunneling effect is shown in Fig. 3.2.2. Two electrodes with a work function φ 
are separated by a vacuum gap. Inside the electrodes, the wave functions of states are 
periodic. Outside, these wave functions decay exponentially with distance into the 





/c 2 h  [1]. When the electrodes are 
brought close together, with distance d, the overlap of the decaying wave functions 
becomes large enough to facilitate the tunneling. Under an applied voltage, a 
measurable current I is generated, which is given by [89] 




Fig. 3.2.2. The tunneling effect. When the distance between electrodes 1 and 2 is large, as 
in (a), the electron wave functions decay into the vacuum, whereas at a sufficiently short 
distance the tunneling occurs between the electrodes (b), from ref.  [89]. 
  
The essential quantity for theoretical treatment of STM is the tunneling current. 
However, the one-dimensional model above is not adequate to describe the complex 




Hamann [97], relates the observed atomic corrugation to the local density of states of 
valence or conduction electrons. Lang presented calculations in which the effect of an 
adatom on the surface was taken into account [98]. Tsukada et al. introduced 
simulations which included the electronic states of both the sample and the tip [99]. In 
the model of Tersoff and Hamann, the tunneling current I is expressed with the 
Bardeen’s equation [100]. Assuming that the tip is a point probe and in the limit of a 
small sample bias voltage and low temperature, the local tunneling current is reduced 
to [97] 
 I r E F∝ E−∑ Ψν
ν
νδ0
2b g b g , (3.2.2)  
where Eν  is the energy of the state Ψν  of the sample surface. The right hand side of eq. 
(3.2.2) is the local density of states (LDOS) at the Fermi level EF at position r0  of the 
point probe. Thus the STM image in this case is a contour map of constant surface 
LDOS. An important question which arises when trying to interpret STM images is 
how these images are related to the position of atoms at the surface; the topographic 
image is a convolution of electronic and geometric properties of the sample surface. 
The atomic scale resolution of STM results from the exponential dependence of I 
on the barrier thickness. The probability of achieving tunneling changes by almost an 
order of magnitude for a one angstrom change in the barrier width [89, 101]. 
Furthermore, due to this exponential dependence, the tunneling current will mainly 
flow through the leading atom at the end of the tip, thus providing an atomically sharp 
tip apex. The effect is illustrated in Fig. 3.2.3. In experiments, the ideal tip 
configuration is not accomplished leading to artifacts in the STM images: a multiple tip 
causes multiplied imaging, a dull or dirty tip makes all the features in the image look 
the same, contamination of the tip by the sample causes streaking and a loss of 
resolution, and improper adjustment of feedback parameters produces tails or shadows 




Fig. 3.2.3. The tunneling current decays exponentially as a function of the separation 
between the sample and tip. In the case of multiple atoms on the tip apex, the current flows 






In the spectroscopic mode of operation, STM has the significant advantage of 
providing information at atomic spatial resolution. Other surface spectroscopy 
techniques, such as ultraviolet photoemission spectroscopy (UPS), inverse 
photoelectron spectroscopy (IPES), and electron energy loss spectroscopy (EELS), 
give information averaged over a large surface area, whereas in STM the tunneling 
comes from specific locations with an area typically 5 Å in diameter [101, 102].  
Spectroscopic operation of STM can be utilized using several techniques. In 
voltage dependent imaging conventional topographic STM images (CCTs) are 
acquired at different bias voltages. Essentially qualitative information is obtained by 
comparing images taken from the same area as a function of the bias voltage. When a 
voltage V is applied on the sample, the states lying within an energy window E eVF −  
contribute to the tunneling. In particular, for semiconductors, the images taken near 
either side of the bandgap are dominated by distinct surface states revealing the 
relationship between the occupied and unoccupied states.  
Modulation techniques, the most common example of which is scanning tunneling 
spectroscopy (STS), measure dI/dV simultaneously with the surface topography. In 
such techniques, a high-frequency modulation voltage is applied with a constant bias 
voltage and the component of the tunneling current which is in phase with the applied 
modulation is measured; the average tunneling current is kept constant [89]. The 
constant average tunneling current causes 1/V dependence on dI/dV, which makes it 
difficult to use at low voltages. Also, STS cannot probe the electronic structure of 
states near EF, which is often of primary interest in studies of semiconductors [102]. 
In a method which Hamers et al. [103] called Current Imaging Tunneling 
Spectroscopy (CITS), in addition to obtaining a topographic image, the tunneling I-V 
curve is measured at each location during the raster scan over the surface. Using a 
sample-and-hold technique, the feedback control system is switched on and off. When 
the feedback loop is locked, the applied bias voltage is rapidly ramped through an 
energy interval (for example from – 2 V to + 2 V), and the tunneling I-V curve is 
measured. The feedback loop is then reactivated to re-establish the original conditions 
of topographic imaging, ie, a constant stabilization voltage Vstab and the adjustment of 
tip height to maintain a constant current [101, 102]. The value of Vstab influences I-V 
curves since the sample-tip separation may be different at each location. Therefore, the 
spectroscopic data is usually represented by normalized (dI/dV)/(I/V) curves. 
Normalization of the differential conductivity by the total conductivity removes, to a 
great extent, the exponential dependence on voltage and sample-tip separation [104].  
In addition to imaging surfaces, STM is nowadays used for atomic-scale 
manipulation of surfaces. Single atoms and molecules can be manipulated to create 
artificial structures, which can be characterized in situ by STM/STS, thus providing 
insights into physical and chemical phenomena at an atomic level. The manipulation 
can be induced by controlling tip-sample interactions, tunneling electrons or electric 
field between the tip and the sample.  
In lateral manipulation, a particle at the surface is moved with the tip along the 
substrate surface without loosing contact with the substrate. The tip is brought very 
close to the particle, so that, as well as the weak van der Waals interactions, chemical 




demonstrated by Eigler and Schweizer in 1990 when they wrote the “IBM” logo with 
Xe atoms on a Ni(110) surface [106]. In vertical manipulation, a particle is transferred 
from the surface to the tip and vice versa. The transfer process can be realized by using 
an electric field between the tip and the sample, or by exciting with inelastic tunneling 
electrons, or by making tip-atom/molecule mechanical contact [107]. The electric field 
induced manipulation is performed by changing the polarity of the applied bias 
voltage; an atom/molecule having a dipole can experience either an attractive or 
repulsive force from the tip [107]. In inelastic electron tunneling induced manipulation 
processes, controlled excitations of atoms and molecules can be performed. Low 
energy electrons or holes are injected from the tip to a target atom/molecule on the 
surface and the tunneling electron energy is transferred to the target through a 
resonance state leading to various excitations [107]. 
With an appropriate manipulation technique, or combination of several techniques, 
it is possible to create molecular switches, contacts and engines [105], or to investigate 
individual steps of a chemical reaction as in the so-called Ullmann reaction where 
dissociation, diffusion, and association have been realized in a step-by-step manner 
[108].  
 
3.3.  Synchrotron radiation photoelectron spectroscopy (SR-PES) 
 
3.3.1. Synchrotron radiation 
 
Electromagnetic radiation emitted by a charged particle (electron or positron) 
moving along a circular orbit at relativistic speed is called synchrotron radiation. In a 
typical synchrotron radiation source the electrons are injected into a storage ring from a 
linear accelerator and then follow a path determined by magnetic fields. In the storage 
ring, the path of electrons contains straight sections between the curved areas. Three 
types of magnetic devices are generally used to generate the synchrotron radiation: 
bending magnets in the curved areas, and wigglers or undulators, which are periodic 
magnetic structures inserted in the straight sections. The energy lost to synchrotron 
radiation is returned to the electrons when they pass a radio frequency cavity after each 
circle. 
The angular distribution of radiation emitted by an electron in a circular orbit is, in 
the classical case, spread over a large range of angles. In the relativistic case, when the 
velocity of electrons approaches the speed of light the angular distribution of radiation 
is concentrated in a narrow cone tangential to the orbit (Fig. 3.3.1). Figure 3.3.2 








Fig.3.3.1. The angular distribution of radiation emitted by an electron in the classical case 




Fig.3.3.2. Synchrotron radiation produced by bending magnets, undulators, and wigglers. 
On the left, the trajectory of an electron in the magnetic field is shown, in the middle the 
angular distribution of the radiation is presented and compared to the angular width of the 
natural radiation cone, 1/γ, and on the right the radiation spectrum is seen. From ref.  
[110].  
 
The superiority of synchrotron radiation to other radiation sources is due to its 
unique properties [109 – 111]: 
(i) A wide spectral distribution. The photon energy range is 10-1 – 105 eV, 
which corresponds to wavelengths 103 – 10-1 Å. The energy is tunable, 




(ii) A high intensity and collimation to a small area. The measuring time is 
short and even trace amounts of elements can be observed. 
(iii) Polarization. The radiation is linearly polarized in the plane of the orbit 
and elliptically polarized outside the plane of the orbit. 
(iv) Time structure. The electrons travel in bunches so that the radiation is 
pulsed with high frequency.  
 
3.3.2. Photoelectron spectroscopy 
 
The photoemission process 
Photoemission spectroscopy (PES) is based on the photoelectric effect first 
observed by Hertz in 1887 and explained by Einstein in 1905. The principle of PES is 
to measure the kinetic energy EK of photoelectrons emitted from the sample after 
photon excitation; this in turn gives the binding energy EB of the electron in the sample 
via the relation  
 E h EK B= − −ν φ ,  (3.3.1) 











Fig. 3.3.3. Schematic illustration of the photoemission process. The atom is excited by an 
incident photon (hν) and the excited state is relaxed upon emission of an electron from 1s 
level. 
 
The photoemission spectra from solids are commonly interpreted using the three-step 
model introduced by Berglund and Spicer [112, 113]. It divides the complicated 
photoemission process into three steps: the excitation of the photoelectron, its journey 
through the solid to the surface, and its penetration through the surface into the 
vacuum. The three-step model does not obey the uncertainty principle because it 
assumes that the optical excitation takes place at a given point in the solid before 
propagation and transmission into the vacuum, and that the inelastically scattered 
electrons lose their energy after the optical excitation. In the correct one-step model 
one considers the excitation from an initial state, which is a Bloch wave in the crystal, 
into a damped final state near the surface. The short mean free path of the electrons in 
the solid is taken into account by the damping. Such models are of importance to the 






Fig. 3.3.4. Illustration of three-step and one-step models  [114]. 
 
 Surface sensitivity 
 Photoelectron spectroscopy is a surface sensitive technique since the mean free 
path of electrons in the solid, λ, is short. The dependence of λ on electron energy is 
presented by the “universal curve”, Fig. 3.3.5. It is independent of the element and has 









The binding energy 
 The binding energy EB of the photoelectron emitted from an N-electron system is 
the total energy difference between the final state, with N – 1 electrons, and the initial 
state with N electrons: 
  E E N E NB f i= − −1a f a f ,   (3.3.2)  
where Ef(N – 1) is final state energy and Ei(N) is the initial state energy. The energies 
are often considered as one-electron eigenvalues in terms of the Hartree-Fock model: 
 E E N E N EB f
HF
i
HF c= − − +1a f a f ∆ , (3.3.3)  
where EHF is the total energy in the limit of Hartree-Fock approximation (ie, the kinetic 
energy, Coulomb, and exchange terms of each individual electron are calculated as 
though all other electrons in the system form a static background [116]) and Ec is a 
correlation term to take into account all discrepancies between the real total energy and 
EHF. According to Koopmans’ theorem, based on the “frozen approximation”, the 
binding energy is equal to the negative orbital energy –εk of a level k (here k denotes 
the level from which the photoelectron is emitted):  
 EB = k−ε . (3.3.4)  
However, the assumption that the final state remains unaffected upon the 
photoemission fails; the electrons left in the system, which now contains a hole, 
rearrange to minimize their total energy. This relaxation effect can be considered in 
two parts: 1) an intra-atomic relaxation of the electrons on the atom itself and 2) an 
extra-atomic contribution from the screening caused by the surrounding atoms in the 
solid. The binding energy is, more accurately, 
 E E kB k
R Ec= − − +ε a f ∆ ,   (3.3.5)  
where ER(k) is the relaxation energy of orbital k [116].  
A core-level chemical shift gives rise to differences in binding energies of the same 
atom in different chemical states, e.g., oxidation state, lattice site, or molecular 
environment [90, 115, 117]. The chemical shift effect can be interpreted in terms of 
initial state effects using the charge potential model. The binding energy difference 
∆EB of an atom i in two different valency states 1 and 2 is written as  
 ∆E E E K q q V VB B B i i i i= − = − + −2 1 2 1 2 1a f a f a f a f a f a f ,  (3.3.6) 
where K is a proportionality constant, qi is the valence charge, and V qi j
j
ijr= ∑ /  is a 
potential (often called the Madelung potential) arising from charges qj centred at 
positions rij relative to atom i [90]. In covalent solids the Madelung potential is weak 
and short ranged, but in ionic solids it becomes significant. The Madelung term is 
opposite in sign to the valency charge term, thus it decreases the chemical shift. The 
amount of chemical shift is typically a few eV. In cases where screening differs from 
one chemical environment to another, the final-state contributions to the chemical shift 
become noticeable and a term ∆E E ER R R= −2a f a f1 should be added in order to 
describe the difference in relaxation energies ER. 
In addition, other effects may contribute to the observed binding energy, for 
example band bending at semiconductor surfaces, shake-up and shake-off satellites, 





Surface core level shifts 
Surface core level shifts (SCLS) are the binding energy differences between the 
atoms at the surface and those in the bulk, typically of the order of a few tenths of an 
eV. They are associated with the reduced coordination at the surface, and thereby the 
dissimilar valence properties of the surface and bulk atoms. After being first observed 
in 1978 [118], the importance of SCLS in surface studies has increased significantly. In 
particular, adsorption of foreign atoms on the surface modifies the chemical 
environment of the neighbouring surface atoms, leading to additional core level lines. 
In the spectrum, there should be as many lines as inequivalent substrate sites since a 
given core level shift corresponds to a given chemical environment. 
One way to describe the SCLS is using a formalism introduced by Williams and 
Lang [119] and further developed by Spanjaard et al. [120]. The measured SCLS 
(denoted as ∆SB) is given by 
 ∆SB S S B BE N E N E N E N= − − − − −1 1a f a f a f a f ,  (3.3.7) 
where ES(B)(N) is the total energy of the system in the surface (bulk) expressed as a 
function of the number of the electrons (N) in a particular core level. By expanding the 
total energies to a Taylor series and using the density functional formalism, we will get 
two contributions:  
 ∆conf chem
SB B S











ε εc h ... . (3.3.9)  
The equation (3.3.8) is just Koopmans’ theorem, which includes the changes in 
configuration and chemical environment before the photoelectron is emitted from the 
atom. The equation (3.3.9) accounts for all other contributions to the SCLS, ie, the 
final state effects induced upon the core hole formation.  
Another approach to the SCLS phenomenon has been introduced by Johansson and 
Mårtensson [121] based on thermodynamical quantities. In the thermodynamical 
model, it is assumed that the core hole is fully screened and the screening electron 
occupies the lowest unoccupied valence state. Moreover, it is assumed that a fully 
screened atom of nuclear charge Z with a deep core hole (denoted by Z*) can be 
replaced by a neutral atom of nuclear charge Z+1 (equivalent-core approximation). 
Under these assumptions, a Born-Haber cycle is used to calculate the binding energy 
shift between bulk and free atoms or between bulk and surface atoms. Figure 3.3.6. 
shows the Born-Haber cycle for SCLS of clean metal surfaces. A starting point is Z-
metal with N=NS+NB atoms [NS(B) is the number of surface(bulk) atoms], which are 
removed from the metal. From a friction x of these atoms, the core electron is removed. 
These Z*-ions are neutralized by adding a valence electron. Two metals are built up 
from the Z and Z*-atoms, finally the two metals are mixed and the Z*-atoms are 
considered as impurities in the Z-metal. The equivalent-core approximation is used to 




ZE E= −+1  , (3.3.10) 
where ES is the variation of energy per surface atom, induced by the creation of the 







Fig. 3.3.6. Born-Haber cycle for the core level binding energy shifts of clean surfaces  
[120]. 
 
The above models can be extended to adsorbate-covered surfaces using 
modifications described in ref. [120].  
In the case of Si(100), limited resolution complicated the identification of the 
SCLS components in the 2p spectra prior to the high resolution work by Landemark et 
al. [45]. In this study, four SCLS components with shifts of +0.49, +0.21, -0.06, and –
0.22 eV relative to the bulk component were resolved for the c(4×2) structure and 
closely similar values were found for the (2×1) structure (Fig. 3.3.7, left panel). The 
components at +0.49 eV and  -0.06 eV were assigned to the up- and down-atoms of the 
Si dimer, respectively, and the peak at –0.22 eV was assigned to second layer Si atoms 
whereas the origin of the peak at +0.21 remained unresolved. Such results could not be 
interpreted within the initial state theory, which predicted remarkably different shifts, 




theory and interpreted the shifts in terms of core hole screening. An enhanced 
screening was observed at the surface and, due to the particular electronic structure of 
the Si(100) surface (with filled dangling bond state localized at the up-atom and empty 
dangling bond states localized at the down-atom), the hole localized in the down-atoms 




Fig. 3.3.7. Left panel: First high resolution core level spectra of Si(100) by Landemark et 
al. where four surface components were resolved. The components denoted by S, SS, and S’ 
are assigned to the up-atoms, down-atoms, and second layer atoms, respectively. From ref. 
[45]. Right panel: Calculated SCLSs of Si(100) by initial state (top) and final state (middle) 
theories, and experimental values taken from the left panel (bottom). Black bar is bulk 
component B; grey, hatched, and white bars correspond to up-atom, down-atom, and 
second layer atom components, respectively. From ref.  [122]. 
  
The energy reference level 
 In experiments, conducting samples (also semiconductors or conducting samples 
with a thin insulating overlayer) and the spectrometer are brought to electric contact so 
that their Fermi energies are at the same level; thus the work function in eq. (3.3.1) is 
the spectrometer work function φsp as illustrated in Fig. 3.3.8. For metals, EF can be 
found experimentally as it is equivalent to the maximum kinetic energy at which 
electron emission occurs. Thus φsp can be determined and the zero of the EB scale can 
be located at EF. The value of φsp remains constant for a particular spectrometer under 
unchanged environment. In semiconductors, EF lies in the band gap and cannot be 
directly observed, however, the position of EF in the spectrum can be defined using a 




due to the doping and surface states in the band gap, giving an additional contribution 
to the energy reference problem [116]. Insulating samples experience positive charging 
due to electron emission, which is usually compensated by a flow of extra electrons. 
Finding the correct reference level for measured EB for insulators requires knowledge 











   
Fig. 3.3.8. Energy level diagram for the photoemission process. The sample and 
spectrometer are electrically connected so that their Fermi energy levels (EF) coincide. If 
the work functions of the sample and spectrometer (φs and φsp, respectively) differ, a 
contact potential φcontact is formed. The measured kinetic photoelectron energies (EK) are 
independent of the sample work function.  
  
 Peak intensity
The intensity of a photoelectron peak depends on the cross section (σ) of the 
photoelectric effect, which is the transition probability from the initial state ψi to the 
final state ψf [90]. The photon beam can be treated as a small perturbation H’ 
 H e
mc
' = ⋅ + ⋅
2
A p p Aa f , (3.3.11)  
where p = − ∇ih  is the momentum operator and A is the vector potential of the 
incident electromagnetic wave: 
 A r e k r, expt A i ta f a f= ⋅ −0 2πν , (3.3.12)  
where e is a unit vector in the direction of the light polarization, A0 the amplitude, k the 
wave vector with k = 2π/λ and λ = the wavelength. The transition probability is then 
proportional to the squared matrix element (summed over N electrons): 








2= < ⋅ ⋅∇
=
∑ψ exp k ra f >ψ . (3.3.13)  
If we further assume that λ is large compared to the atomic dimensions, eq. (3.3.13) 
simplifies to the “dipole approximation” 
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The approximation which is most commonly used to calculate the matrix element is 
derived from the one-electron picture and from the assumption that the primary 
excitation is rapid with respect to the relaxation of the remaining electrons (the 
“sudden approximation”).  
 
 Line shape 
The width of a photoelectron peak is determined by the lifetime of the core hole, 
the instrumental resolution, and the presence of unresolved satellite structures [89, 115, 
117]. The line width is expressed in eV as FWHM, the full width at half maximum of 
the peak. In the spectrum there is always a background due to the electrons that have 
lost their energy in inelastic scattering.  
The intrinsic line width due to the finite core hole lifetime is given by the 




,  (3.3.15) 
where Γ is the width, h is Planck’s constant, and τ is the core hole lifetime. 
Instrumental contribution is caused by energy spread of the incident photon beam and 
the resolution of the analyzer. The line shape due to lifetime broadening is Lorentzian 
and that due to instrumental broadening is Gaussian [115]. Satellite features can arise 
from coupling of the hole to the vibrational states, multiplet splitting, or shake-up 
satellites. In metals, the outcoming photoelectron may transfer part of its kinetic energy 
to excite a valence electron to the conduction band, which induces an asymmetric tail 
to the higher BE side of the peak. The line shape for semiconductors can be considered 
symmetric.  
 
3.3.3. Spectral line shape analysis 
 
In this work, the peak fitting procedure of Si and RE-metal photoemission spectra 
was done using the Origin 6.1 program and Voigt lineshape, which is a convolution of 
Lorentzian and Gaussian functions. The inelastic background was removed using the 
Shirley method [123]. Metallic samples often exhibit asymmetric line shape that cannot 
be fitted by a symmetric Voigt function. Doniah-Sunjic –lineshape, with a singularity 
parameter α related to the amount of asymmetry can be applied to metallic samples. 
Such a fitting was also tested in the case of RE-metals, but the value of the α-parameter 
was found to be close to zero, ie, the line shape was found to be symmetric.  
Several physical constraints were taken into account to restrict the number of free 
parameters and to obtain reliable fitting results: 
• The Lorentzian width (LW) was fixed.  
• Spin-orbit splitting was kept constant for each line (e.g., for all Si 2p 
components throughout a series of spectra for various RE –metal coverages). 
• The branching ratio of the spin-orbit-split components was expected to have 
the statistical value (e.g., 2:1 for 2p3/2 and 2p1/2 components). However, small 
variations were allowed.  
• The number of components was chosen to be as small as possible in the limit 




• The Gaussian width (GW) and energy shifts (ie, the SCLSs) of different 
surface components were variable parameters. For an individual component, 
the GW and SCLS were kept constant throughout the fitting. Surface-related 
components had slightly higher GWs than the bulk component. 
The fitting parameters and atomic origins of components in the Si 2p spectra of the 
clean Si(100) surface are well established, e.g. the in high-resolution photoemission 
study by Landemark et al. [45]. Therefore, by first fitting the spectra from a clean 
Si(100) surface and comparing the obtained parameters with those in the literature, the 
reliability of the procedure could be confirmed.  
 
3.4.  Other methods 
 
Auger electron spectroscopy (AES), thermal desorption spectroscopy (TDS), and 
work function change (∆φ) measurements have also been applied in the study of the 
flat Yb/Si(100) interface [Paper I]. A short description of these methods is given here. 
The initiation of an Auger process is the ionization of a core level. The excitation 
is typically carried out by electrons with an energy of 1 – 10 keV, or by photons in the 
soft X-ray regime [115]. An electron falling from an outer level fills the initial core 
hole and the released energy is transferred to a third electron, an Auger electron, which 
is emitted from the atom. An alternative decay mechanism is X-ray fluorescence where 
the excess energy is given up to an outgoing photon. In Fig. 3.4.1 the Auger process is 
illustrated using the K, L1, and L2,3 levels, ie by the KL1L2,3 transition (using 
conventional X-ray notation). An electron from L1 shell fills the initial core hole in the 
K shell and an electron from the L2,3 shell is ejected. The energy of the Auger electron 
is  
 E E E EKL L K L L1 2 3 1 2 3, ,
*= − − ,  (3.4.1) 
where Ei are the binding energies of the ith atomic energy levels. The star in E  
denotes that it is not the ground state of level L
L2 3,
*
2,3, but the binding energy of L2,3 level in 














Fig. 3.4.1.  Illustration of the KLL Auger process. Left: The initial core hole in the K shell 
can be created by electron or photon excitation. Right: An electron from the L shell fills the 
initial hole and the excess energy is transferred to another L electron, which is emitted and 





Auger electron spectroscopy is based on measuring the kinetic energy of the 
emitted electron, which is unique to each atom and independent of the mechanism used 
to create the initial core hole, as seen from equation (3.4.1). Thus AES provides 
elemental identification, except for H and He. When recording the spectra in the 
energy range of 0 – 2 keV, the electron escape depth λ in solids is few nanometers, ie, 
AES is surface sensitive (see Fig. 3.3.5. for mean free path). The incident electron 
beam penetrates much deeper than the escape depth of electrons into the solid and is 
able to ionize atoms in the depth of 1 – 2 µm, as shown schematically in Fig. 3.4.2. 
This induces high background to the Auger spectrum; therefore, quantitative analysis 
of the Auger spectra is complicated. In practice, the Auger spectra are often recorded in 
the electronically differentiated mode: dN(E)/dE as a function of E. The Auger peak 
heights can be used as a measure of relative surface concentrations if experimental 
conditions are otherwise held constant [90].  
In combination with ion sputtering, AES is often applied to depth profiling. 
Scanning Auger microscopy (SAM) takes advantage of the high spatial resolution of 
AES. 
 
Fig. 3.4.2. Schematic presentation of the electron scattering in AES [115]. 
 
In thermal desorption spectroscopy (TDS), also known as temperature 
programmed desorption (TPD), the sample is heated with a controlled temperature 
program and the species desorbing from the sample are measured, e.g. by mass 
spectrometry. Adsorbed particles from inequivalent adsorption sites will desorb at 
different temperatures, therefore the number of features in the TD spectrum gives a 
suggestion of the number of possible adsorption sites on the surface. The shape of TD 
peaks is characteristics of reaction order, n, which in turn gives qualitative information 
of the reaction kinetics. The desorption rate rdes can be expressed by the Polanyi-
Wigner –equation, which can be written as 
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where β = dT
dt
 is the temperature ‘ramp’ (heating rate), T the temperature, t the time, θ 
the adsorbate coverage, ν the pre-exponential (frequency) factor, Edes the activation 
energy of desorption, and R the molar gas constant. Several methods have been used to 
evaluate the desorption parameters in eq. (3.4.2). Correct results are obtained by the so-
called complete method; approximate methods like leading edge analysis, the Redhead 
method, Arrhenius plots, and heating rate variations are easy to apply and acceptably 
accurate as long as their limitations are properly taken into account [124].    
The electronic charge density near the surface of a crystal tunnels into the vacuum 
region, which creates an electrostatic dipole layer at the surface. The surface layer,  the 
so-called double layer, determines the work function. Adsorption of atoms or 
molecules causes charge redistribution in the double layer, and the value of the work 
function is strongly dependent on the coverage and atomic arrangement of the 
adsorbate. For semiconducting substrates, interaction with adsorbates can cause a shift 
of the Fermi level that gives an additional contribution to the work function. The work-




Fig. 3.4.4. (a) Electron-density distribution at the edge of a metal surface  [1]. (b) An 
illustration of the contact potential measurement: When the distance d between two 
parallel plates is varied, the charge density on the surfaces changes, but the contact 
potential remains unchanged, which induces a current flow between the plates. By applying 
an external potential bias and adjusting it so that no current flows, the external bias 





The experimental techniques described in the previous section should be operated 
in an ultra high vacuum (UHV) environment in order to reach the required level of 
surface specificity. One reason is due to the techniques themselves: in electron 
spectroscopy and LEED, the mean free path of the electrons should be long enough to 
prevent a loss of electrons due to collisions with residual gas molecules. Secondly, the 
most stringent requirement on the vacuum conditions arises from the need for a clean 
and stable surface. When working with the extreme surface sensitivity any 
contamination or instability has to be avoided. 
 
4.1.  Experimental set-ups  
 
The experiments were performed in The Laboratory of Materials Physics at 
University of Turku, Finland (LEED, STM/STS), and in The MAX-laboratory at Lund 
University, Sweden (LEED, SR-PES), and in The A. F. Ioffe Physico-Technical 
Institute in St. Petersburg, Russia (AES, TDS, ∆φ). The experimental set-ups used in 
Turku and Lund, and described below, represent typical systems where the requisite 
UHV pressure regime is achieved by a combination of turbomolecular pumps, ion 
pumps, and titanium sublimation pumps. Inside the systems, a sample can be 
transferred between the different chambers without breaking the UHV conditions. 
In the Turku laboratory, the experimental system consists of a loading chamber, 
preparation chamber, analyzing chamber including STM-unit, and KRIPES-chamber 
(Fig. 4.2.1). Several experimental techniques are available: STM/STS, AFM, LEED, 
X-ray photoemission spectroscopy (XPS), ultraviolet spectroscopy (UPS), k-resolved 
inverse photoemission spectroscopy (KRIPES), and TDS. Several procedures can be 






Fig.4.2.1. Schematic illustration of the experimental set-up in Turku laboratory [126]. 
 
 
The MAX-laboratory is a synchrotron radiation facility where our experiments 
were carried out at beamline 33 (BL33) in the MAX I storage ring. Technical details 
can be found in Table I. The end station, shown in Fig. 4.2.2, has a loading chamber 
(Air-lock), preparation chamber, sample transfer chamber, and analyzing chamber for 
angle resolved photoemission measurements (ARUPS chamber). The photon energy 
range (15 – 200 eV) is suitable for valence band measurements as well as Si2p core-


























Table I. Technical parameters of beamline 33 in the MAX I storage ring of MAX-lab [127]. 
TECHNICAL DATA: 
Source:   Bending magnet, 12 mrad. 
Pre-focusing optics:   Vertically and horizontally focusing spherical mirrors. 
Monochromator:   5.5 - 5.8 m, 162 deg. SGM with three gratings  
(300 l/mm, 700 l/mm and 1500 l/mm) and  
a movable exit slit. 
Energy range:   15 - 200 eV. 
Energy resolution:   E/dE = 4x103 - 1.5x104. 
Higher order 
suppression optics: 
  Two plane mirrors with variable angle of incidence and  
C, Al and Si coatings. 
Re-focusing optics:   Toroidal mirror. 
Photon flux on 
sample: 
  1010 - 1011 ph/s. 
Spot size on 
sample: 
  2 x 1 mm2. 
Experimental 
station: 
  This is a commercial surface science system from VG Microtec.  
It consists of a preparation chamber, a sample storage chamber,  
a sample introduction chamber and an analyzer chamber.  
The preparation chamber is equipped with LEED, ion sputtering  
gun, gas-inlet system and a number of optional ports for user  
owned sample preparation accessories. The analyzer chamber is 
equipped with a goniometer mounted angular resolved electron  
energy analyzer (ARUPS10) specially designed to have an 
electronically variable angular resolution (±0.4 to ±2.0 deg.). 
 
 
4.2.  Sample preparation 
 
Samples were cut from mirror-polished n-type Si(100) wafers doped by P (1 – 2 Ω 
cm). The vicinal wafers were miscut by 4° from the (100) plane towards the [011] 
direction. The size of the sample pieces was 3 – 5 mm × 12 mm. The samples were 
rinsed with ethanol and de-ionized water before inserting into the UHV. In the UHV, 
the samples were degassed at 600 °C for several hours, usually over night. In order to 
remove all contaminants and obtain a well-ordered surface, the samples were treated 
using sophisticated flashing procedures. The details of flashing depend on whether the 
sample is flat or vicinal. Flat samples were flashed a few times at 1150 °C for 30 – 60 s 
each time, then annealed at 980 °C for 10 min, and finally cooled slowly to room 
temperature. Preparation of a good vicinal Si(100) surface is not straightforward but 
requires careful temperature and pressure control. Flashing of vicinal samples at 1150 
– 1200 °C was repeated until the total time at high temperature and low pressure was at 




and kept there for 5 minutes. The procedure was finished by gradual cooling to RT at a 
rate of 20 °C/min. The temperatures were measured by infrared pyrometers with an 
estimated accuracy of ± 20 °C. 
The deposition of adsorbate materials Eu and Yb was performed using homemade 
W-coil evaporators. The fluxes of Eu and Yb were measured by a quartz-crystal 
microbalance thickness monitor. In some experiments, an independent calibration 
using a separate Si(111) sample was applied. The phase diagrams for the Eu/Si(111) 
and Yb/Si(111) systems as a function of metal coverage are well-defined from previous 
experiments [Paper VIII, Paper XII, 128, 129]. The deposition rate was 0.3 – 1.0 
monolayers (ML)/min. One monolayer is defined as the number of atoms on a bulk-
truncated Si(100) surface, that is, 6.78 × 1014 atoms/cm2. It corresponds to a thickness 
of 3.3 Å and 2.8 Å for Eu and Yb, respectively. 
The formation of well-ordered RE/Si surface reconstructions does not take place at 
room temperature; therefore annealing is required. The annealing temperature should 
be high enough to stabilize the ordered surface phases but below the temperature where 
desorption of adsorbate starts. There are two alternative procedures, either one can 
perform the evaporation at RT and subsequently anneal the sample, or keep the Si 
substrate at an elevated temperature during deposition. The former method was applied 
in our studies except for vicinal Yb/Si(100), where both techniques were used. The 
annealing temperature was 600 °C for Eu/Si surfaces, 530 °C for flat Yb/Si surfaces, 
and 540 – 640 °C for vicinal Yb/Si systems. The time required for the subsequent 
annealing varied between 3 and 10 minutes. 
It should be mentioned that the same sample preparation procedure and similar 
devices for measuring the temperatures and evaporation fluxes, as well as LEED, were 
available in the Turku laboratory and MAX-laboratory. In addition, the base pressure 
in both UHV systems was in the same regime, that is 2 × 10-10 mbar or below. Thus we 








5.1.  An introduction to rare earth metals on silicon 
 
The rare earth (RE) series in the atomic data table starts from lanthanum (atomic 
number 57) and ends to lutenium (atomic number 71) and is characterized by a 
progressive filling of the 4f subshell. When attached to Si surfaces, the RE metals, as 
well as the related IIIA metals Sc and Y, react easily and form silicides. The study of 
RE metal silicides began in the early 1980’s and it was soon noticed that they form a 
distinct class among the other transition metal silicides [130]. Important properties, 
which make RE silicides attractive for various applications, are a low temperature of 
formation, linear growth rate with time, good electrical and thermal conductivity, and 
the lowest known Schottky barrier heights on n-type Si [131, 132]. Interest has, in 
particular, been focused on the structural properties of the RE-Si interfaces promoted 
by the formation of epitaxially ordered RE silicides, as first evidenced on Si(111) 
[133], and furthermore, by observation of 2D epitaxial growth [134]. 
The outer electronic configuration of RE metals is determined by delocalised 6s 
and 5d electrons, which form a hybridized conduction band in the solid state. The 4f 
electrons are highly localized and do not directly participate in covalent bonding. All of 
the RE bulk metals are trivalent except for Yb and Eu, which are divalent [135]. In 
compounds and alloys the valency of RE metals is dependent on the chemical 
environment; three types of configurations are possible: (i) an integer valency of 2 or 3; 
(ii) a multiple valency of 2 and 3 where the RE atoms at different lattice sites have the 
valency of 2 for one type of site and the valency of 3 for the other type of site; (iii) a 
dynamical intermediate (mixed) valency state in which a given electron can be found at 
a given time either localized in the 4f subshell or delocalized in the conduction band, 
thus leading to a noninteger valency number between 2 and 3. Such a fluctuating 
valency occurs for Ce, Sm, Eu, Tm and Yb [135], providing these elements with the 
capability to change their valency as a function of the chemical environment. The 
electronic configuration of the 4f subshell, which can be obtained from 4f 
photoemission spectra, can be used to determine the chemical state of these elements in 
a given environment. 
In rare earth silicides most of the RE atoms are trivalent or exhibit multiple 
valency. However, Eu is divalent [136] whereas Yb can be either divalent or have a 
mixed valency [137].  
The RE silicides are formed in three major stoichiometries: in the metal rich forms 
as RE5Si3 and RE5Si4 silicides, as monosilicides RESi, and as disilicides of varying 
composition RESi(2-x), where x is between 0 and 0.3. The interface formation is a 
multistep process where the metal-rich silicide-type phases are likely to be formed at 
the reacted room-temperature interfaces and the transition to Si-rich disilicide-type 
phases occurs upon thermal activation, ie annealing the reacted surface at an elevated 
temperature or via a reaction directly on the Si surface maintained at an elevated 
temperature. The disilicides have been of most interest to researchers. Especially 
interesting is the RESi1.7 silicide with AlB2 crystal structure forming epitaxial 
reconstructions on the Si(100) and Si(111) surfaces. 
RE metal induced reconstructions on Si(100)
Ordered RE/Si phases were first found on Si(111), as reviewed in Refs. [131, 132, 
138]. It was suggested in [139] that only amorphous silicide phases would occur on the 
Si(100) surface. However, interest soon turned towards the technologically more 
important Si(100) for the following reasons: ordered two-dimensional Sm-induced 
reconstructions on Si(100) were observed in the submonolayer coverage regime [140 – 
142], a possibility to form epitaxial RE-silicides also on Si(100) was introduced in the 
study of the Gd/Si interface [143], and epitaxial growth was reported for Lu [144], Er 
[145] and Y [146]. Finally, 1D RESi wires were discovered on Si(100); they were first 
observed for Dy [147] and later for Er [148].  
 
5.2.  Two dimensional RE metal reconstructions on Si(100) 
 
In general, the growth of RE metals on Si can be considered in terms of the 
Stranski-Krastanov growth mode. A two dimensional layer wets the surface prior to 3D 
growth starting as islands or wires on top of the wetting layer which persists on the 
substrate. However, the growth is not purely Stranski-Krastanov type since the 3D 
structures can appear at such low coverages that areas of uncovered Si surface still 
exist [149]. There are also reports of 3D growth on a bare Si substrate for Ho [150], Dy 
[151] and Er [148, 152]. The role of 2D reconstructions is significant being the first 
stage in the growth process, and a large variety of ordered phases has been observed 
for the different RE metals on Si(100). Some general trends can be found among the 
2D structures. A reconstruction with the 2×3 periodicity is formed by Nd [153], Sm 
[142, 154], Eu [Papers II – IV], Er [155] and Yb [Paper I, Paper II, 153, ]. In the cases 
of Nd and Yb, the 2×3 type structure can also appear as a modified 2×4 structure 
[Paper I, Paper II, 153]. Another subgroup consists of Gd [156, 157], Dy [156, 158, 
159], and Ho [150], which form a 2×4 reconstruction followed by one which is 2×7. 
Within this group the 2D structure is closely related to the formation of nanowires. 
That is, the NW width is determined by the 2D reconstruction.  
Scanning tunneling microscopy images of the low coverage 2×3 and 2×4 structures 
have revealed a construction formed by bright and dim maxima arranged in bright-dim 
pairs and in units of bright-dim-bright or dim-bright-dim for the 2×3 and 2×4 
structures, respectively. The positions of STM maxima with respect to the Si substrate 
correspond to the original positions of Si dimers for Yb, Nd, Dy, Gd, and Ho [150, 
153, 156, 158] whereas for 2×3-Sm the registry of maxima with respect to the Si 
dimers is out of phase [154]. However, the number of metal atoms per STM maxima is 
under debate; for Yb, Nd, Dy, and Gd it has been suggested that the number of metal 
atoms is equal to the number of STM maxima [153, 156, 158], but for Ho 1.5 atoms 
per a 2×4 unit cell with the three maxima were proposed [150]. For Gd, Dy, and Ho, 
the 2×7 structure contains the former 2×4 structure as a subunit [150, 156]. For Yb and 
Nd the 2×3/2×4 phase is followed by a 2×6 structure [Paper I, 153]. 
In addition other 2D phases have been reported, for example: c(4×2), 4×2, 5×2 and 
c(5×4) for Er [155, 160], 2×1-“wavy” for Eu [Paper III] and Sm [154], 3×2 for Sm 
[154], 2×8 for Gd [157], 1×3 for Yb and Nd [153], and in addition to 1×3, also 1×5 and 





RE metal induced reconstructions on Si(100)
5.3.  Nanowire formation and the growth of 3D RE-silicides on Si(100) 
 
Three-dimensional silicide growth starts as isolated islands, which coalesce as the 
amount of RE metal increases, forming a continuous film. For example, silicide islands 
with rectangular shape have been reported for Dy [161, 162], Nd [153], Yb [153] and 
Sm [154]. Transmission electron microscopy (TEM) studies of continuous silicide 
films in the thickness regime of tens of nanometers have revealed the growth of 
epitaxial RESi2-x for Yb [163], Dy [164], Er and Tb [165]. 
In heteroepitaxial growth, the difference in lattice constants of the substrate and the 
growing material play a crucial role. A deviation from the perfect lattice match induces 
strain between the constituents. Anisotropy in the strain leads to anisotropic growth; 
the orientation where the lattice mismatch is small is the most favourable direction of 
growth whereas growth is diminished in the direction with a large mismatch. 
Therefore, the RE silicides exhibiting a good lattice match in one direction and a 
variety of positive and negative lattice mismatches in the orthogonal direction, may 
also form 1D nanowires on the Si(100) substrate. 
  
Lattice mismatch model 
The lattice-mismatch model assumes that the RE nanowires have crystallized in a 
hexagonal disilicide RESi2-x lattice structure where the self assembly arises from a 
small lattice mismatch of the [112 0] silicide axis (the a axis) along one of the Si[011] 
directions and a large mismatch of the [0001] silicide axis (the c axis) along the other 
Si[011] direction [148, 149]. The RESi2-x structure is an AlB2 type crystal where planes 
of the RE metal and Si alternate along the [0001] axis. Vacancies are introduced in the 
Si plane in order to relieve the strain [166]. Lattice constants of the RESi2-x structure 
for several RE silicides and their mismatch to the Si(100) lattice are presented in Table 




Fig. 5.3.1. a) A unit cell of RESi1.67, which is the hexagonal AlB2 structure with one of the 
six Si atoms missing [167]. b) A schematic illustration of the relative orientation of the 
silicide and the Si substrate [149]. 
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Table II. Lattice constants of some hexagonal RE silicides.  Mismatch as compared to the 
Si(100) surface with a lattice constant of 3.84 Å, is expressed as a percentage. From ref. 
[151]. 
 
Lattice mismatch between hexagonal phase of various rare earth silicides 
and Si(100) 








3.66  (–4.69)  3.87  (+0.78)  
YSi2 (hexagonal)  3.842  (+0.05)  4.144  (+7.92)  
Sm3Si5 (hexagonal)  3.90  (+1.64)  4.21  (+9.64)  
GdSi2 (hexagonal)  3.877  (+0.96)  4.172  (+8.65)  
DySi2 (hexagonal)  3.831  (–0.23)  4.121  (+7.32)  
HoSi2 (hexagonal)  3.816  (–0.63)  4.107  (+6.95)  
ErSi2-x (hexagonal)  3.79  (–1.30)  4.09  (+6.51)  




Nanowires with the RESi2-x lattice on the Si(100) have been reported for Er [148, 
168 – 179], Sm [178, 179], Dy [147, 149, 159, 162, 177 – 181], Gd [177 – 179, 181 – 
183], Ho [149, 150], Yb [Paper VI, Paper VII], and Ce [184]. For Gd another type of 
NW with an orthorhombic structure has been observed [183]. The formation of NWs 
depends on the annealing time and temperature and the metal coverage; formation of 
NWs usually occurs at low coverage at ~ 600 °C after a short annealing time, whereas 
higher temperature or prolonged annealing, as well as a higher coverage, leads to the 
formation of 3D islands [159, 169]. It has been suggested that the hexagonal phase is 
related to the NWs whereas tetragonal or orthorhombic phases correspond to 3D 
islands [170, 173, 181].  
On the anisotropic Si(100) surface the RE nanowires have a preferential 
orientation, that is, they tend to grow perpendicular to the Si dimer rows [148]. The 
growing nanowires interact with the steps on the substrate in such a way that they 
never cross a step edge. As the end of a NW approaches a step edge, it causes a “snow-
plow” effect where the terrace retreats from the wire, leading to step bunching [148, 
149, 159, 169, 175, 177]. On the double domain Si(100) surface, growth is limited 
either when the advancing NW meets another orthogonal NW, since the NWs never 
cross one another, or when the retreating step bunch in front of the NW has become too 
high to penetrate [179, 182]. 
The vicinal Si(100) surface offers a growth template with only one preferential 
orientation for the NW formation, ie, that parallel to the step edges. Furthermore, a 
probability of the growing NW meeting limiting obstacles, such as step bunches, kinks 
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or another NW running in an orthogonal direction, is considerably diminished. A few 
studies of RE nanowires on the vicinal Si(100) substrate have been reported [171, 172, 
176, 178, 179, 181, 184]. In these studies, the single orientation of the NWs was 
confirmed and it was found that high aspect ratios of the order of 1000 could be 
achieved. The single nanowires usually form bundles. On the vicinal substrate the 
bundle width has shown to be dependent on the original terrace width for Gd, Er, Dy 
and Sm [179]. 
Electronic properties of the NWs have been studied by scanning tunneling 
spectroscopy (STS), which measures the local electronic structure. For Dy [149], Ho 
[149, 150] and Gd [179, 182] metallic behaviour was found for NWs while the 
surrounding 2D layer was found to be non-metallic. 
 
5.4.  Results and discussion of papers 
 
In the present study, Eu and Yb induced surface reconstructions on flat and vicinal 
Si(100) substrates have been investigated. Among the RE metals, Eu and Yb are 
peculiar since they are divalent, having a stable electronic configuration with half filled 
or completely filled 4f subshells, respectively. They are expected to be less reactive 
than the other RE’s, and therefore the onset of silicide formation in these RE/Si(100) 
systems is expected to occur at a higher coverage than for the other RE’s, thus enabling 
the study of 2D reconstructions on the surface without the presence of the silicide 
phase. The two stages of RE/Si(100) interface formation were studied. The 2D layer 
formation in the submonolayer RE metal coverage regime was examined for both the 
metals. To study the silicide formation stage, Yb was chosen, as the Yb silicide has an 
ordered AlB2 structure. 
 
Papers I – IV  
The two-dimensional adsorbed layer was examined in Papers I – IV. In Paper I, the 
formation of 2×3 and 2×6-Yb reconstructions on a flat Si(100) substrate were studied 
using AES, TDS, ∆φ, LEED, and STM. In Paper II, we studied Eu- and Yb-induced 
reconstructions on the vicinal Si(100) substrate at 0.1 – 0.3 ML using LEED, STM, 
and PES. In Paper III, Eu-induced 2×3 and so-called “wavy” structures and a double- 
to single-domain transition on the slightly miscut Eu/Si(100) surface at 0.4 ML were 
studied by LEED and STM. The formation of the 2×3-Eu reconstruction was examined 
in details by LEED, STM, STS, and PES in Paper IV. 
The STM images from both Eu/Si and Yb/Si surfaces were strongly dependent on 
the applied bias voltage. The Eu/Si images were also affected by the tunneling current . 
Thus the STM images represent not only the geometric structure but the electronic 
effects as well. Several possible models were considered for the 2×3 type 
reconstruction common to both adsorbates. By analysing the results obtained by 
experimental methods many of the proposed models could be ruled out, and finally the 
most plausible atomic models were found. The detailed atomic structures of 2×3 units 
were found to be somewhat different for Eu/Si and Yb/Si; moreover, the suggested 
models differ from those proposed earlier in the literature for other 2×3 phases. It can 
be concluded that the adsorbate atoms have a crucial role in the formation of metal-
induced 2×3 reconstructions on the Si(100) surface. The atomic models for the Yb and 
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Eu induced Si(100)2×3 phases are shown in Figs. 5.4.1. and 5.4.2., respectively. For 
Yb/Si, it is suggested that adsorption takes place in valley sites on the Si surface 
exhibiting unreconstructed 1×1 ordering. For Eu/Si, it is suggested that adsorption  
takes place in pedestal and valley sites with the underlying surface exhibiting a 1×3 
reconstruction formed by rows of Si dimers and monomers running in a direction 
perpendicular to the original dimer row direction. Such model was found to be in 






Fig. 5.4.1.  Models for Yb-induced reconstructions on Si(100). (a) The 2×3 unit is 
composed of one Yb-up atom, one Yb-down atom, and one vacancy whereas in the 2×4 unit 
cell there are three Yb atoms ordered either by up-down-up or down-up-down. (b) 
Schematic model of the complicated 2×6 structure where the features, which were 
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Fig. 5.4.2. Atomic model for the Eu-induced 2×3 reconstruction on Si(100). The underlying 
Si surface exhibits a structure similar to the H-terminated Si(100)1×3 surface (a), Eu 
atoms are adsorbed in pedestal and valley sites (b) in agreement with the STM features  
obtained at different biases (c). The bias voltages at which the different empty state STM 
features (labeled as A – E) were observed are indicated in (c). Four nonequivalent Si 
atoms with different bonding environments found within the suggested model, in agreement 





Fig. 5.4.3.  Electronic structure measurements of clean Si(100) and Eu-Si(100)2×3 (a) 
Spectra obtained by STS: I-V spectrum of Eu-Si(100)2×3 (curve a), (dI/dV)/(I/V) spectra of 
Eu-Si(100)2×3 (curve b) and clean Si(100) (curve c).  (b) Deconvolution of Si2p spectra 
measured by SR-PES using photon energy of 130 eV and emission angles 0° and 60°. 
Besides the bulk component B, four surface components are found for the clean Si(100)2×1 
(SU, SD, D, and C ) and for the Eu-Si(100)2×3 (S1 – S4). From Paper IV. 
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On the vicinal Si(100), miscut by 4°, 2×3-type reconstructions similar to those 
described above, were verified in the low coverage (0.1 – 0.3 ML) regime [Paper II]. In 
addition, the adsorption of Eu and Yb drastically affects the step morphology. 
Adsorption of Eu almost preserves the terrace step configuration until at ~0.3 ML, 
when the terrace width is increased. In contrast, Yb induces a big modification to the 
terrace step configuration; single atomic layer steps appear which bunch into groups of 
several steps. As a result, terraces with either the 2×3 structure or perpendicular 
3×2/4×2 structure occur. The photoemission results suggest that in the 2×3 and 
3×2/4×2 phases the chemical environment and bonding configuration of the Si atoms 
are similar. Both RE metals tend to straighten the step edges, ie the number of kinks is 
less than on the clean surface. 
In Paper III a double- to single-domain transition on the slightly miscut Eu/Si(100) 
surface at 0.4 ML was studied by LEED and STM. The smooth morphology of clean 
surface is broken, leading to the formation of an ordered domain pattern with lower 
2×3 reconstructed terraces and higher “1×2” terraces composed of the so-called 
“wavy” structure, as shown in Fig. 5.4.4. The originally straight SA steps convert into 
rough SA’ steps, and rough SB steps into straight SB’ steps. The orientational phase 
transition is reversible: the reconstruction can be reverted to the double domain 2×3 
phase by a partial desorption of Eu or to the double domain “1×2” reconstruction by 
extra adsorption. The origin of the phase transition is discussed in terms of an 
anisotropic strain in the 2×3 phase and a minimization of the length of domain 




Fig. 5.4.4. Empty-state STM images of the Eu/Si interface at 0.4 ML: (a) 2×3 and c(2×6) 
reconstructions and (b) “wavy” structure. In (c) schematic models of the clean Si(100) 
surface miscut by 0.4° (top) and the single domain Eu/Si surface at 0.4 ML of Eu (bottom) 
are shown. From Paper III. 
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A similar wavy structure has been observed on Si(100)for Ba [185] and Sm [154]. 
All of these metals (Eu, Ba, and Sm) also exhibit the 2×3/c(2×6) phases. For Sm, the 
wavy structure was described as zig-zag defect chains surrounded by buckled Si dimers 
[154]. The model proposed for Ba consists of two oblique mirror symmetric unit cells 
containing buckled Ba dimers located on the second layer Si atoms, which have a 
dimerized 1×2 reconstruction [185]. The same kind of reconstruction can be adopted 
for Eu/Si based on the STM and LEED results; the (1×2) LEED pattern is suggested to 
originate from the underlying Si layer, as was suggested in the case of Ba/Si. 
 
Papers V – VII  
The formation of the Yb silicide phase was studied in Papers V – VII. On a flat 
Si(100) surface, the growth of the 3D silicide phase at 0.9 – 20 ML and the structure of 
the 2D wetting layer were studied by LEED and STM in Paper V, and silicide 
nanowire formation observed at 0.9 ML was studied by STM in Paper VI. In Paper 
VII, the Yb/Si interface formation was studied on a vicinal substrate by LEED and 
STM as a function of the coverage (1.0 – 4 ML) and the growth method. 
The results from AES, TDS, and ∆φ measurements in Paper I revealed the onset of 
the Yb silicide phase formation occurring at a Yb coverage of 0.5 – 0.6 ML. The 
growth of Yb on Si(100) was found to follow the Stranski-Krastanov growth 
mechanism: a stable 2D wetting layer was observed to cover the surface prior to the 3D 
growth [Paper V, Paper VI]. This is in agreement with the TDS observation that the 
adsorbed 2D phases have a higher thermal stability than the 3D silicide phase, and 
therefore, the formation of the former is energetically more favourable than the 
formation of the latter. 
The structure of 2D layer in the silicide growth regime is composed of rows, which 
can have different inter-row spacing leading to the specific 1×n periodicities. On the 
flat substrate 1×5, 1×9, and 1×3 periodicities were evidenced at low Yb coverage, 
whereas at high coverage and on the vicinal substrate, the 1×3 structure was found 





Fig. 5.4.5. Evolution of the Yb/Si(100) surface morphology as a function of Yb coverage. 
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 Isolated 3D islands start to grow randomly on the 2D layer. The size and number 
of islands increase with the Yb coverage, as shown in Fig. 5.4.5. Almost complete 
coalescence is reached at 20 ML. Neither the hexagonal structure nor any long range 
ordering was found on top of the islands; however, the side faces of the 3D islands 
have a regular structure. 
Despite earlier speculation that Yb would not form nanowires due to its relatively 
large lattice mismatch on both the hexagonal axis directions [149, 153], the growth of 
hexagonal AlB2 type NWs was observed at 0.9 ML on the flat substrate [Paper VI]. 
Typical dimensions observed for such NWs were:  height 0.3 – 1.0 nm, width ~ 6 nm, 
and length ~ 600 nm. It has been shown theoretically that an anisotropically strained 
island has always an anisotropic shape; it is thermodynamically favourable for the 
island to elongate only to one direction, which is the less-strained direction [186]. 
When applied to RE silicide nanowires, this implies that it is not necessary to have a 
large strain anisotropy; a small difference in the lattice mismatch in the two directions 
may be sufficient to promote the growth along one direction. In contrast to other 
RE/Si(100) nanowire systems, an unexpectedly wide variety of wire orientations was 
observed, namely, [011], [01 1], and [001]. The wire grown along the [001] direction, 
ie, the off-a-axis direction, reveals a lattice structure where the silicide a- and c-axes 
are still parallel to the [01 1] Si directions but not the longer and shorter axes of 
nanowires. This is believed to be a consequence of the somewhat enhanced (in terms of 
the other RE silicides) mismatch along the [112 0] azimuth for the hexagonal Yb 




   
Fig. 5.4.6. (a) Collision of two Yb silicide nanowires, labeled as A and B, on a flat Si(100) 
surface oriented in the [01 1] and [001] directions, respectively. (b) Magnification of the 
boxed area in (a) and a line profile across the NW bundle. (c) Magnification of the side 
face of the NW highlighted by a box in (b). From Paper VI.  
 
On the vicinal Si(100) substrate miscut by 4°, the formation of nanowires vs. 3D 
island growth, as well as the orientation of the Yb-induced 2D reconstruction, showed 
dependence on the growth method [Paper VII]. Ytterbium was either deposited at RT 
 51 
 
RE metal induced reconstructions on Si(100)
followed by annealing at ~ 610 °C, or the deposition was performed directly onto the 
surface at an elevated temperature of ~ 610 °C.  
Figure 5.4.7. shows the 2D wetting layer reconstruction, which in STM images 
appears as a stripelike structure. The spacing between individual stripes is 3a, which 
induces the 3× periodicity seen in the corresponding LEED patterns. Deposition at RT, 
followed by annealing at ~ 610 °C, produced the stripes oriented perpendicular to the 
step edges [Fig. 5.4.6 (a)] whereas deposition at ~ 610 °C produced stripes running 





Fig. 5.4.7. Empty-state STM images of Yb-induced 2D reconstructions on vicinal Si(100) 
and corresponding LEED patterns. (a) and (c) 2.0 ML Yb deposited at RT and 
subsequently annealed at ~ 610 °C, (b) and (d) 4.0 ML Yb deposited at ~ 610 °C. The 
switchover of stripe orientation is evidenced. From Paper VII. 
 
The Yb deposition at RT followed by annealing induces a 3D phase formation 
similar to the flat Yb/Si(100) system; small islands start to grow randomly on the top 
of the 2D layer and the number and size of islands increases with increasing coverage. 
Figure 5.4.8 (a) shows the islands on the surface, which has 2.5 ML of Yb deposited at 
RT and is subsequently annealed at 610 °C. The height of the islands is typically a few 
nanometers, and their diameters vary in the range of 5 to 50 nm.  
The growth of NWs was observed on the samples deposited directly at 610 ºC. At 
2.5 ML, pseudo-nanowires appeared as compact rods with their longer side oriented 
along the steps. The rod in Fig. 5.4.8 (b) has width and height about 19 and 4 nm, 
respectively, and its sides have a stepped structure resembling the 3D island sides in 
(a), suggesting the epitaxial quality of the 3D rod bulk structure. The top of the rod is 
atomically smooth, and its atomic structure was revealed to be composed of (3×2) 
building blocks. When Yb coverage is increased to about 4 ML, the NWs appear as 
bundles of two or more wires. Typically their length is hundreds of nanometers, but 
some of them extend to thousands of nanometers, as in Fig. 5.4.8 (c). The width of the 
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NWs is 10 – 40 nm and height 4 – 6 nm for the wires in the length range of hundreds 
of nanometers. For the longer wires, the width and height are larger. The detailed 
atomic structure of the NWs remains unsolved. However, ordered dislocations running 
in two directions, across and along the wires, were found. In particular, a periodicity of 
9a along the NW was observed, in good agreement with the (3×2) structure found for 
the rod. Such periodicities are also consistent with the hexagonal AlB2 structure. Under 
the growth conditions used in this study, the Si rich silicide phase is expected to form 
[132]. Taking into account the phase diagrams of the Yb-Si system [187, 188] and the 
fact that a lattice mismatch of up to ~ 2 % can be compensated by the elastic strain 
[189], the only plausible silicide phase with appropriate lattice parameters for 1D 





Fig. 5.4.8.  STM images of 3D growth on the vicinal Yb/Si(100) interface. (a) Islands 
induced by deposition of 2.5 ML Yb at RT and subsequent annealing at 610 ºC, 100×100 
nm2. Nanowires are formed due to deposition of 4 ML Yb at 610 ºC: (b) a compact rod, 
85×85 nm2, (c) bundles of nanowires, 1510×2000 nm2. From Paper VII. 
 
The formation of the 2D reconstructions and the silicide phase requires the 
rearrangement and mass transport of both Si and Yb atoms. When the two Yb-induced 
2D structures with orthogonal (3×1) and (1×3) units are formed on the single-domain 
Si(100)2×1 surface, the upper-most Si layer is expected to be removed in order to 
provide the rotation of the (3×1)-type domain by 90°. Such Si rearrangement can play 
an important role in the process of the Yb silicide formation and may drive the 1D Yb 
silicide growth. The Yb silicide NWs are found only upon Yb deposition at the 
elevated temperature, that is, with the (1×3) arrangement of the 2D layer. On this basis, 
it can be assumed that the formation of the unidirectional (1×3) reconstruction 
stimulates the 1D silicide growth in the Yb/Si(100) system. It still remains unclear 








In this thesis, the formation of the RE/Si(100) interface (RE = Eu, Yb) has been 
studied using several experimental methods, mainly LEED, STM/STS, and 
photoemission. The substrates were either nominally flat or vicinal Si(100) surfaces. 
The two stages which can be distinguished in the process, namely the formation of an 
adsorbed 2D layer and a growth 3D silicide phase, were examined in detail. 
It was demonstrated that Eu and Yb induce a rich variety of 2D reconstructions. 
Atomic models were proposed for the 2×3 type structure observed for both metals. 
Even though such structures appear geometrically similar and the electronic 
configurations of Eu and Yb are closely related, no common model was found. The 
2×3 unit cell contains two metal atoms, which for Yb are on valley sites of the 
unreconstructed 1×1 surface, whereas for Eu the formation of the 2×3 unit cell includes 
rearrangement of the underlying Si atoms into a structure similar to the H-terminated 
Si(100) 1×3 surface. Therefore, the adsorbate atoms have a significant role in the 
formation of 2×3-type structures on Si(100). To further understand the structure of the 
(2×3) and (2×4) phases, theoretical calculations are required. Recently, first-principles 
ab initio DFT calculations were performed for Yb/Si(100)-(2×3) and -(2×4) structures 
[Paper XVII] and a similar work is under process for the Eu/Si(100)-(2×3) system. 
The morphology and orientational symmetry of the Si(100) surface are affected by 
Eu and Yb adsorption. For Eu, a reversible double- to single-domain transition was 
observed at 0.4 ML on a slightly miscut substrate. The structure was formed by 
alternating lower 2×3 reconstructed terraces and higher “1×2” terraces composed of the 
so-called “wavy” structure. The step edge configuration was also altered; initially 
straight step edges were converted to rough ones and vice versa. For vicinal substrates, 
the adsorbates induced a remarkable straightening of step edges. The surface 
configuration with terraces separated by equally spaced steps was disrupted due to RE 
metal adsorption; the terrace width and step height varied depending on the adsorbate 
atom and coverage. The growth method as well as Yb coverage had a significant effect 
in the orientation of the Yb-induced 3×1-type 2D wetting layer reconstruction on a 
vicinal substrate. The deposition of Yb at RT, followed by subsequent annealing at ~ 
610 °C, lead to an orientation perpendicular to the step edges, whereas a deposition 
directly at 610 °C produced the reconstruction with orientation parallel to the step 
edges. At low coverages, stripes running across and along the step edges coexisted. 
The onset of the Yb silicide phase formation occurred at 0.5 – 0.6 ML and growth 
proceeded via the Stranski-Krastanov mode. On the flat substrate, the growth of the 
silicide phase as 3D islands was observed up to a coverage of 20 ML, at which point an 
almost complete coalescence of islands was seen. 
The growth on Yb silicide nanowires with the hexagonal AlB2-type structure, 
which has an anisotropic lattice mismatch with the Si(100) surface, was demonstrated. 
The nanowires were observed on a flat substrate at 0.9 ML exhibiting unexpectedly 
large variety of growth directions. 
On a vicinal substrate, the form of the Yb silicide phase was shown to be strongly 
dependent on the growth conditions. When deposited at RT and subsequently annealed, 
Yb induced a 3D silicide island growth similar to that observed on a flat substrate. 
Summary
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