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1 Introduction
Games with cyclical structures are ubiquitous in game theory. Simple examples like Matching
Pennies and Rock-Paper-Scissors are routinely used to illustrate the concepts of mixed strategies
and mixed strategy Nash equilibria in any introductory class to game theory. Beyond their
pedagogical value, these simple examples have a wide range of application in game theory.
Evolutionary game theory is one prominent example and, e.g., the mating strategies of the
common side-blotched lizard have been shown to follow a rock-paper-scissors pattern (Sinervo
and Lively, 1996). A cyclical game structure can be captured by circulant payoﬀ matrices, in
which each row vector is rotated by one element relative to the preceding row vector (Hofbauer,
Schuster, Sigmund, and Wolﬀ, 1980; Diekmann and van Gils, 2009). Games with circulant
payoﬀ matrices have been studied extensively in the literature on evolutionary game theory
(Hofbauer and Sigmund, 1998) and population dynamics (Hofbauer, Schuster, Sigmund, and
Wolﬀ, 1980; Diekmann and van Gils, 2009). Circulant payoﬀ matrices also underly certain
classes of coordination games, starting with matching games, that have been studied in the
literature on symmetries and focal points (Casajus, 2000; Janssen, 2001).1
The class of games we study here is important for at least two ﬁelds of applications. First,
the analysis of the convergence properties of various evolutionary dynamics for cyclical game
structures has often focused on uniformly mixed strategies. Games in which this strategy
proﬁle is the unique equilibrium constitute important examples of convergence failure (see,
e.g., Sandholm, 2010, Chapter 9.2.1, pp. 327-330). Still, many games with a cyclical structure
have more than one equilibrium and the non-convergence to one particular equilibrium may
not be conclusive for the convergence properties of the whole system. Second, matching games
and more general coordination games constitute an archetypal framework to analyze features
external to the games’ formal structure. The cyclical game structure provides a framework
where strategies cannot be diﬀerentiated according to diﬀerences in payoﬀs. Yet, matching
games are just one particular representation of such symmetric frameworks and many diﬀerent,
equally appropriate cyclical game structures may exist (see, e.g., Alós-Ferrer and Kuzmics,
2013). A rigorous characterization of the set of Nash equilibria of cyclical game structures in
general is still missing.
The aim of this paper is to bridge these gaps and provide a more general analysis of games
with a cyclical structure. More precisely, we investigate a class of ﬁnite two-player normal-form
n × n games we coin circulant games, in which the players’ payoﬀ matrices are circulant. We
also require that the ﬁrst row of each matrix is ordered. This approach allows us to integrate
classical examples from Game Theory into one single class of games. Well-known games such
as the ones mentioned above, as well as subclasses of common-interest and coordination games
(including matching games) belong to the class of circulant games.
Our results shed new light on the common features shared by these games. Our main
results identify the exact number of (pure or mixed) Nash equilibria in circulant games. We
also obtain necessary and suﬃcient conditions for the existence of pure strategy Nash equilibria
and, in case of non-existence, for the uniqueness of the uniformly mixed Nash equilibrium (a
proﬁle which we show to be a Nash equilibrium for all circulant games). As a consequence
of our main results we obtain that the maximal number of Nash equilibria in these games is
exactly 2n − 1. The number of pure strategy Nash equilibria is either 0, 1, 2, or n. Further,
we are also able to characterize the structure of the set of mixed Nash equilibria. The best
response correspondences induce an equivalence relation on each player’s set of pure strategies.
In any Nash equilibrium all strategies within one equivalence class are either played with strictly
1The simplest example of a matching game is Heads and Tails. If both players match the strategy of the
other player each player gets a payoff of 1, otherwise each player receives a payoff of zero.
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positive or with zero probability. We show how to derive the equivalence classes, allowing for
a characterization of the support of all Nash equilibrium strategies.
Our results also contribute to the literature on the number of Nash equilibria in ﬁnite two-
player normal-form n × n games. Provided that such a game is non-degenerate the number
of Nash equilibria is ﬁnite and odd (see, e.g., Shapley, 1974). Quint and Shubik (1997) show
that for any odd integer number y between 1 and 2n − 1, there exists a game with exactly y
Nash equilibria. However, as shown in von Stengel (1997), 2n − 1 is not an upper bound on
the number of Nash equilibria in such games. New upper bounds on the number of distinct
Nash equilibria are established in Keiding (1998) and von Stengel (1999). For the class of
coordination games 2n − 1 is the (tight) upper bound on the number of equilibria (Quint and
Shubik, 2002). Our results show that this is also true for the class of circulant games.
Recently, several other articles have analyzed subclasses of games with a special focus on
diﬀerent notions of cyclicity. Duersch, Oechssler, and Schipper (2012) consider symmetric two-
player zero-sum normal-form games and deﬁne generalized rock-paper-scissors matrices (gRPS )
in terms of best response cycles. In their setting, a game has a pure strategy Nash equilibrium
if and only if it is not a gRPS. Bahel (2012) and Bahel and Haller (2013) examine zero-sum
games that are based on cyclic preference relations on the set of actions and characterize the set
of Nash equilibria. In the former paper, actions are distinguishable, i.e., one speciﬁc actions is
the beginning of the cyclic relation, and there exists a unique Nash equilibrium. In the latter,
actions are anonymous, i.e., each action can be seen as the beginning of the cycle without
aﬀecting the relation, and depending on the number of actions the Nash equilibrium is unique
or there exists an inﬁnite number of Nash equilibria.
The remainder of this paper is structured as follows. Section 2 introduces the class of circu-
lant games. Section 3 states the main results and presents a recipe to characterize the support
of all Nash equilibrium strategies for a given circulant game. Section 4 presents generalizations
of circulant games and Section 5 concludes. All proofs are relegated to the appendix.
2 Circulant Games
Let Γ = ((S1, S2), (pi1, pi2)) be a ﬁnite two-player normal-form game where Si = {0, 1, . . . , ni−1}
denotes player i’s set of pure strategies and pii : S1× S2 → R denotes player i’s payoﬀ function
for i = 1, 2.2 We will write player i’s payoﬀ function as the n1 × n2 matrix Ai = (a
i
kl)k∈S1,l∈S2
given by aikl = pii(k, l). Thus in both matrices each row corresponds to a pure strategy of player
1 and each column to a pure strategy of player 2. Following the notation in e.g. Alós-Ferrer
and Kuzmics (2013), we will also write pii(s|s
′) for player i’s payoﬀ if he chooses a strategy
s and player −i chooses strategy s′. The set of mixed strategies for player i is denoted by
Σi. For σi ∈ Σi, σi(s) denotes the probability that σi places on the pure strategy s ∈ Si.
The set of all pure strategies played with strictly positive probability is denoted by supp(σi).
Payoﬀ functions are extended to the sets of mixed strategies through expected payoﬀs. Given
a mixed strategy σ−i of player −i, a best response for player i against σ−i is a strategy σi
such that pii(σi|σ−i) ≥ pii(σ
′
i|σ−i) for all σ
′
i ∈ Σi. The set of best responses for player i against
a strategy σ−i of the other player is denoted by BRi(σ−i). A ﬁnite two-player normal-form
game is non-degenerate (Quint and Shubik, 1997) if for any mixed strategy σi of player i with
| supp(σi)| = m, player −i has at most m pure strategy best responses against σi. In what
follows Γn denotes a ﬁnite two-player normal-form game in which S1 = S2 = S
n = {0, . . . , n−1}.
The following two results are well-known and will be used throughout the paper.
2We choose to label players’ strategies from 0 to ni − 1 as this will later simplify notation significantly.
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Proposition 1 (Best Response Condition, Nash, 1951). Let Γ be a finite two-player normal-
form game. Then σi ∈ Σi is a best response to σ−i ∈ Σ−i if and only if for all si ∈ Si
σi(si) > 0⇒ pii(si|σ−i) = max
s∈Si
pii(s|σ−i).
Proposition 2 (Shapley, 1974; Quint and Shubik, 1997). Let Γ be a finite non-degenerate
two-player normal-form game with strategy set S1 = S2 = S. Then
(i) Γ has a finite and odd number of Nash equilibria.
(ii) if T1, T2 ⊆ S then Γ has at most one Nash equilibrium (σ1, σ2) such that supp(σ1) = T1
and supp(σ2) = T2.
Circulant games will be deﬁned through circulant matrices (see Davis, 1979) which we
introduce now.
Definition 1. A matrix A ∈ Rn×n is circulant if it has the form
A =


a0 a1 a2 · · · an−1
an−1 a0 a1 . . . an−2
an−2 an−1 a0 . . . an−3
...
...
...
. . .
...
a1 a2 a3 · · · a0


and anti-circulant if
A =


a0 · · · an−3 an−2 an−1
a1 · · · an−2 an−1 a0
a2 · · · an−1 a0 a1
... . .
. ...
...
...
an−1 · · · an−4 an−3 an−2


.
Circulant and anti-circulant matrices are hence fully speciﬁed by the ﬁrst row vector. Each
remaining row vector is rotated by one element relative to the preceding row vector. We are
now ready to deﬁne a circulant game.
Definition 2. A two-player normal-form game Γn is a circulant game if
(i) each player’s payoff matrix is either circulant or anti-circulant,
(ii) a10 > a
1
1 ≥ · · · ≥ a
1
n−1, and
(iii) either a2n−k > a
2
n−k+1 ≥ · · · ≥ a
2
n−1 ≥ a
2
0 ≥ a
2
1 ≥ · · · ≥ a
2
n−k−1 or a
2
n−k > a
2
n−k−1 ≥ · · · ≥
a21 ≥ a
2
0 ≥ a
2
n−1 ≥ · · · ≥ a
2
n−k+1 for some 1 ≤ k ≤ n.
The parameter k is called the shift of Γn.
The shift describes the position of player 2’s largest payoﬀ in the ﬁrst row of his payoﬀ
matrix. As we will see later, knowing the shift and the number of pure strategies suﬃces to
determine the exact number and structure of Nash equilibria in circulant games.
Note that if Ai is circulant then aij = aj−i and if Ai is anti-circulant then aij = ai+j where
the indices are to be read modulo n, e.g. −1 = n−1, n+1 = 1, etc. In a circulant game, if player
1’s payoﬀ matrix is circulant then pi1(s|s
′) = a1s′−s and if player 1’s payoﬀ matrix is anti-circulant
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then pi1(s|s
′) = a1s+s′. Similarly if player 2’s payoﬀ matrix is circulant then pi2(s|s
′) = a2s−s′ and
if player 2’s payoﬀ matrix is anti-circulant then pi2(s|s
′) = a2s+s′. Throughout the paper the
sum and diﬀerence of two strategies (and the multiplication of a strategy with an integer) in a
circulant game is to be read modulo n.
In a circulant game the entries in the ﬁrst row of player 1’s payoﬀ matrix (weakly) decrease
when moving from left to right with a10 being the unique maximum payoﬀ. The entries in
the ﬁrst row of player 2’s payoﬀ matrix (weakly) decrease either when moving from the largest
payoﬀ to the right, or when moving from the largest payoﬀ to the left. The shift k is determined
by the position of the unique maximum payoﬀ in the ﬁrst row of player 2’s payoﬀ matrix. A
shift of k = n corresponds to a20 being player 2’s largest payoﬀ. A shift of k = 0 is of course
possible but for notational convenience is formally represented by a shift of k = n.
Since in a circulant game the sum of the payoﬀs in each row and each column is constant,
if one player plays the completely uniformly mixed strategy, then all of the other player’s pure
strategies yield the same payoﬀ. An immediate consequence of this is the following.
Lemma 2.1. Let Γn be a circulant game. Then σ
∗ = (σ∗1, σ
∗
2) where σ
∗
i (s) = 1/n for all s ∈ S
n,
i = 1, 2, is a Nash equilibrium of Γn.
We can classify circulant games according to whether the players’ payoﬀ matrices “rotate”
in the same or in opposite directions.
Definition 3. A circulant game is iso-circulant if the players’ payoff matrices are either both
circulant or both anti-circulant matrices. It is counter-circulant if one player’s payoff matrix
is circulant and the other player’s payoff matrix is anti-circulant.
For n = 2 every iso-circulant game is also counter-circulant and vice versa, as any circulant
2 × 2 matrix is also anti-circulant. For n ≥ 3, however, the class of iso-circulant games is
disjoint from the class of counter-circulant games. Iso-circulant games with shift k = n capture
the class of (weakly ordered) circulant coordination games.
Example 1 (Matching Pennies).
The game given by
A1 =
(
1 −1
−1 1
)
, A2 =
(
−1 1
1 −1
)
is the well-known Matching Pennies game. Both players’ payoff matrices are circulant (and
anti-circulant) and for player 2, a2n−1 = a
2
1 = 1 is the largest payoff. Hence, it is an iso-
circulant (and also a counter-circulant) game with shift k = 1. [(1/2, 1/2), (1/2, 1/2)] is a Nash
equilibrium of this game. As we will show later it is the unique one.
Example 2 (Rock-Paper-Scissors).
The game given by
A1 =

 3 2 12 1 3
1 3 2

 , A2 =

 1 2 32 3 1
3 1 2

 .
is Rock-Paper-Scissors. Strategies are labeled such that for player 1, strategy 0 is ‘Rock’, strategy
1 is ‘Scissors’, and strategy 2 is ‘Paper’ and for player 2, strategy 0 is ‘Scissors’, strategy 1
is ‘Rock’, and strategy 2 is ‘Paper’. Both players’ payoff matrices are anti-circulant and for
player 2, a2n−1 = a
2
2 = 3 is the largest payoff. This is an iso-circulant game with shift k = 1.
[(1/3, 1/3, 1/3), (1/3, 1/3, 1/3)] is a Nash equilibrium of this game. As we will see later it is the
unique one.
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Example 3 (4× 4 Coordination Game).
The game given by
A1 =


5 4 3 2
2 5 4 3
3 2 5 4
4 3 2 5

 , A2 =


5 4 3 2
2 5 4 3
3 2 5 4
4 3 2 5


is an example of an iso-circulant game with shift k = 4 as both players’ payoff matrices are
circulant and for player 2, a2n−4 = a
2
0 = 5 is the largest payoff. The uniform probability dis-
tribution over all pure strategies, [(1/4, 1/4, 1/4, 1/4), (1/4, 1/4, 1/4, 1/4)], constitutes a Nash
equilibrium. It is, however, not the only one. As we will see later, our results immediately
imply that this game has 15 Nash equilibria.
The following two games are examples of counter-circulant games. In both games player 1’s
payoﬀ matrix is anti-circulant and player 2’s payoﬀ matrix is circulant.
Example 4.
A1 =


4 3 2 1
3 2 1 4
2 1 4 3
1 4 3 2

 , A2 =


1 4 3 2
2 1 4 3
3 2 1 4
4 3 2 1


This is a counter-circulant game with shift k = 3 as for player 2, a2n−3 = a
2
1 = 4 is the largest
payoff. The uniform probability distribution over all pure strategies [(1/4, 1/4, 1/4, 1/4), (1/4, 1/4, 1/4, 1/4)]
is a Nash equilibrium of this game. As we will see later this game has 3 Nash equilibria.
Example 5.
A1 =


5 4 3 2 1
4 3 2 1 5
3 2 1 5 4
2 1 5 4 3
1 5 4 3 2

 , A2 =


3 2 1 5 4
4 3 2 1 5
5 4 3 2 1
1 5 4 3 2
2 1 5 4 3


This is a counter-circulant game with shift k = 2 as for player 2, a2n−2 = a
2
3 = 5 is the largest
payoff. The uniform probability distribution over all pure strategies [(1/5, 1/5, 1/5, 1/5, 1/5), (1/5, 1/5, 1/5, 1
is a Nash equilibrium of this game. As we will see later this game has 7 Nash equilibria.
3 Main Results
In this section we present the main results on the number and the structure of Nash equilibria
in circulant games. We start by presenting some preliminary lemmata that we require to state
the main results. All proofs are relegated to the appendix.
3.1 Preliminaries
Lemma 3.1. Let Γn be a circulant game with shift k in which player 1’s payoff matrix is
anti-circulant and let d = gcd(k, n).
(i) If Γn is iso-circulant, then in any Nash equilibrium (σ1, σ2), for all s ∈ S
n, σi(s) = 0 if
and only if σi(s+ km) = 0 for all m = 0, . . . ,
n
d
− 1, i = 1, 2.
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(ii) If Γn is counter-circulant, then in any Nash equilibrium (σ1, σ2), for all s ∈ S
n, σ1(s) = 0
if and only if σ1(−s + k) = 0 and σ2(s) = 0 if and only if σ2(−s− k) = 0
Given an iso-circulant game Γn, we can deﬁne an equivalence relation ∼ on the set S
n by
s ∼ s′ if and only if s = s′ +mk for some 0 ≤ m ≤ n
d
− 1, where d = gcd(n, k). Denote the
equivalence class of s ∈ Sn by I(s). Note that, s′+m1k 6= s
′+m2k for all 0 ≤ m1 < m2 ≤
n
d
−1.
Hence I(s) = {s + mk|0 ≤ m ≤ n
d
− 1} contains n/d elements and there are d diﬀerent
equivalence classes. Let I(Sn) = {I(s)|s ∈ Sn} be the set of equivalence classes. Suppose
player 1’s payoﬀ matrix is anti-circulant. By Lemma 3.1(i) two strategies are equivalent if and
only if in any Nash equilibrium either both are simultaneously played with positive probability
or both are simultaneously played with zero probability.
For a counter-circulant game let C1(s) = {s,−s+k} and C2(s) = {s,−s−k} for all s ∈ S
n.
Note that any class C1(s) contains at least one and at most two elements. It contains one
element if −s+k ≡ s mod n and two elements if −s+k 6≡ s mod n. The former occurs if and
only if either 2s = k or 2s = n+ k. Thus there is a singleton class if and only if either k
2
∈ Sn
or (n+k)
2
∈ Sn, i.e. if either k or (n + k) is an even number. In particular there can be at most
two singleton classes. Similarly, any class C2(s) contains one element if −s − k ≡ s mod n
and two elements if −s − k 6≡ s mod n. The former occurs if and only if either 2s = n − k
or 2s = 2n − k. Thus there is a singleton class if and only if either n − k or 2n − k is an
even number, which holds if and only if either k or (n + k) is an even number, i.e. if and only
if k
2
∈ Sn or (n+k)
2
∈ Sn. We deﬁne Ci(S
n) := {Ci(s)|s ∈ S
n}, i = 1, 2. Suppose player 1’s
payoﬀ matrix is anti-circulant. Then, by Lemma 3.1(ii), s′ ∈ Ci(s) if and only if in any Nash
equilibrium either both s and s′ are simultaneously played with positive probability or both
are simultaneously played with zero probability. For an iso-circulant game, the set I(Sn) is a
partition of Sn by construction. It can be shown (Lemma B.3 in the appendix) that this is also
true in the case of counter-circulant games and C1(S
n) and C2(S
n), respectively.
The following lemma covers the connection between the support of a strategy of player i
and the best response of player −i against that strategy.
Lemma 3.2. Let Γn be a circulant game in which player 1’s payoff matrix is anti-circulant.
(i) If Γn is iso-circulant then if σi ∈ Σi and I(s) ∈ I(S
n) are such that supp(σi) ∩ I(s) = ∅
then BR−i(σi) ∩ I(−s) = ∅.
(ii) If Γn is counter-circulant then if supp(σ−i) ∩ C−i(s) = ∅ for C−i(s) ∈ C−i(S
n) then
BRi(σ−i) ∩ Ci(−s) = ∅.
3.2 The Number of Nash Equilibria
Theorem 1. Let Γn be an iso-circulant game with shift k and let d = gcd(k, n) denote the
greatest common divisor of k and n. Then Γn has 2
d − 1 Nash equilibria.
Since by deﬁnition k ≤ n, necessarily gcd(k, n) ≤ n. It follows that an iso-circulant game
can have at most 2n−1 Nash equilibria. Further, an iso-circulant game has a unique Nash equi-
librium if and only if gcd(k, n) = 1. Together with Lemma 2.1, this implies that if gcd(k, n) = 1
then the unique Nash equilibrium is the one where both players place equal probability on each
pure strategy. Some immediate consequences of these results are the following.
Matching Pennies (Example 1) is an iso-circulant game with shift k = 1. Hence, [(1/2, 1/2), (1/2, 1/2)]
is the unique Nash equilibrium. Rock-Paper-Scissors (Example 2) is an iso-circulant game with
shift k = 1. Hence, the unique Nash equilibrium is [(1/3, 1/3, 1/3), (1/3, 1/3, 1/3)].
7
Proposition 3. Let Γn be an iso-circulant game with shift k. Γn has n pure strategy Nash
equilibria if and only if k = n. Further, Γn has no pure strategy Nash equilibrium if and only if
k 6= n.
By the last proposition an iso-circulant game Γn has either 0 or n pure strategy Nash
equilibria. The 4×4 coordination game in Example 3 is an iso-circulant game with shift k = 4.
As gcd(4, 4) = 4, by Theorem 1, this game has 24 − 1 = 15 Nash equilibria. By Proposition 3
four of these are in pure strategies.
Theorem 2. Let Γn be a counter-circulant game with shift k.
(i) If n is odd, then Γn has exactly 2
n+1
2 − 1 Nash equilibria.
(ii) If both n and k are even, then Γn has exactly 2
n
2
+1 − 1 Nash equilibria.
(iii) If n is even and k is odd, then Γn has exactly 2
n
2 − 1 Nash equilibria.
It follows that a counter-circulant game can have at most 2
n
2
+1−1 Nash equilibria. Further,
a counter-circulant game has a unique Nash equilibrium if and only if n = 2 and k = 1. Example
4 is a counter-circulant game with shift k = 3. As n is even and k is odd, by Theorem 2(iii) the
game has 22 − 1 = 3 Nash equilibria. Example 5 is a counter-circulant game with shift k = 2.
As n is odd, by Theorem 2(i) the game has 23 − 1 = 7 Nash equilibria.
Proposition 4. Let Γn be a counter-circulant game with shift k.
(i) Γn has exactly one pure strategy Nash equilibrium if and only if n is odd.
(ii) Γn has exactly two pure strategy Nash equilibria if and only if both n and k are even.
(iii) Γn has no pure strategy Nash equilibrium if and only if n is even and k is odd.
In Example 4 n is even and k is odd, hence by Proposition 4(iii) none of its three Nash
equilibria are in pure strategies. In Example 5 n is odd, hence by Proposition 4(i) one of its
seven Nash equilibria is in pure strategies.
It follows from (i) and (ii) in Proposition 4 that the class of counter-circulant games with
even shift is a class of games for which a pure strategy Nash equilibrium always exists.
3.3 The Structure of Nash Equilibria
The next lemma shows that only speciﬁc subsets of Sn can arise as the support of a Nash
equilibrium strategy of player 1.
Lemma 3.3. Let Γn be a circulant game in which player 1’s payoff matrix is anti-circulant.
(i) If Γn is iso-circulant then for any union U =
⋃m
j=1 I(s
j) of elements of I(Sn) there
is a unique Nash equilibrium (σ1, σ2) such that supp(σ1) = U . Further, for any Nash
Equilibrium (σ1, σ2) there is a union U =
⋃m
j=1 I(s
j) of elements of I(Sn) such that
supp(σ1) = U .
(ii) If Γn is counter-circulant then for any union U =
⋃m
j=1C1(s
j) of elements of C1(S
n)
there is a unique Nash equilibrium (σ1, σ2) such that supp(σ1) = U . Further, for any
Nash Equilibrium (σ1, σ2) there is a union U =
⋃m
j=1C1(s
j) of elements of C1(S
n) such
that supp(σ1) = U .
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By Lemma 3.3, there exists a straightforward way to characterize the support of all Nash
equilibrium strategies for a given circulant game. Moreover, once we know what to look for the
weights of the strategies in the support can be easily derived.
Consider ﬁrst the case of an iso-circulant game with n and k, and let d = gcd(n, k). We
can transform the game so that player 1’s payoﬀ matrix is anti-circulant (see Lemma A.1(i)
in the appendix). Recall that by Lemma 3.1(i) the circulant structure of the payoﬀ matrices
allows us to deﬁne an equivalence relation on the set of pure strategies Sn for each player. For
a pure strategy s ∈ Sn, the corresponding equivalence class I(s) = {s +mk|0 ≤ m ≤ n
d
− 1}
contains n/d elements and there are d diﬀerent equivalence classes. In any Nash equilibrium
all strategies within one equivalence class are either played with strictly positive or with zero
probability. It follows from Lemma 3.3(i) that in any Nash equilibrium the support of either
player’s strategy is the union of classes in I(Sn) = {I(s)|s ∈ Sn} and further that for any such
union of classes in I(Sn) there is a unique Nash equilibrium in which player 1’s strategy has
this union as its support. Further, if the mixed strategy proﬁle (σ1, σ2) is a Nash equilibrium
with supp(σ1) =
⋃m
j=1 I(s
j) for some strategies s1, . . . , sm ∈ Sn then by Lemma 3.2(i) it follows
that supp(σ2) =
⋃m
j=1 I(−s
j). The actual probabilities for each pure strategy of course depend
on the actual payoﬀs, however, the structure of the supports is the same for all iso-circulant
games with the same shift and the same number of pure strategies.
Let us revisit the 4×4 Coordination game from Example 3. We can transform this game so
that both payoﬀ matrices are anti-circulant (see Table 1 and Lemma A.1(i) in the appendix). In
this game n = k = d = 4 and hence there are four (singleton) classes: I(0) = {0}, I(1) = {1},
I(2) = {2}, and I(3) = {3}. Each class is part of a (pure strategy) Nash equilibrium in which
supp(σ1) = I(s) and supp(σ2) = I(−s), and there are four such combinations. For instance,
in one Nash equilibrium player 1 plays the strategy s = 1, i.e. chooses support I(1) and player
2 plays s = 3, chooses support I(−1) = I(3). Analogously, the three remaining pure strategy
Nash equilibria are given by the proﬁles (0, 0), (2, 2), and (3, 1). Further, each union of two
classes is part of a (mixed strategy) Nash equilibrium in which supp(σ1) = I(s
1) ∪ I(s2) and
supp(σ2) = I(−s
1) ∪ I(−s2). There are six such combinations, e.g., in one Nash equilibrium
player 1 puts positive probability only on I(0) and I(1) and player 2 puts positive probability on
I(−0)∪ I(−1) = I(0)∪ I(3). The probabilities are easily derived from the corresponding indif-
ference conditions and the Nash equilibrium strategy proﬁle is [(1/4, 3/4, 0, 0), (3/4, 0, 0, 1/4)].
Similarly, there are four Nash equilibria in which the support of player 1’s (and player 2’s)
strategy is the union of three classes, e.g., [(1/4, 1/4, 1/2, 0), (1/2, 0, 1/4, 1/4)]. Finally, there
is one Nash equilibrium where player 1’s (and player 2’s) strategy put positive probability
on all four equivalence classes, i.e. plays a completely mixed strategy: [(1/4, 1/4, 1/4, 1/4),
(1/4, 1/4, 1/4, 1/4)].3
Consider now the case of a counter-circulant game with given n and k. We can transform
this game so that player 1’s payoﬀ matrix is anti-circulant (see Lemma A.1(ii) in the appendix).
Recall that by Lemma 3.1(ii) we can deﬁne an equivalence relation on set of pure strategies
for each player. For all s ∈ S let C1(s) = {s,−s + k} denote the corresponding equivalence
class of player 1 and C2(s) = {s,−s− k} the one of player 2. Note that any class C1(s), C2(s)
contains at least one and at most two elements. It follows from Lemma 3.3(ii) that in any Nash
equilibrium the support of player 1’s strategy is a union of classes in C1(S
n) = {C1(s)|s ∈ S
n}
and that for any union of classes in C1(S
n) there is a Nash equilibrium in which the support of
player 1’s strategy has this union as its support. Further, if (σ1, σ2) is a Nash equilibrium with
supp(σ1) =
⋃m
j=1C1(s
j) for some strategies s1, . . . , sm ∈ Sn then by Lemma 3.2(ii) it follows
that supp(σ2) =
⋃m
j=1C2(−s
j).
Let us revisit the game in Example 4. Here, n = 4 and k = 3. There are two classes for
3Table 1 in the appendix contains the remaining Nash equilibrium profiles.
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player 1: C1(0) = C1(3) = {0, 3} and C1(1) = C1(2) = {1, 2}. Correspondingly there are two
classes for player 2: C2(0) = C2(1) = {0, 1} and C2(2) = C2(3) = {2, 3}. There are two Nash
equilibria in which the support of player 1’s (and player 2’s) strategy consists of a single class,
e.g. [(1/4, 0, 0, 3/4), (1/4, 3/4, 0, 0)]. Further there is one equilibrium in which both players play
the completely mixed strategy [(1/4, 1/4, 1/4, 1/4).4
4 Generalizations
By our deﬁnition there are games that are not circulant games, but can be transformed into
one by a simple relabeling of strategies. We chose to exclude those games from our deﬁnition
for ease of exposition. However, the results presented above also apply for these games.
It is not necessary to insist on each row containing the same entries. All our proofs go
through if payoﬀs are transformed in a way that preserves the order of entries in each row and
in each column of the payoﬀ matrices.
Example 6. In the 3× 3 game with payoff matrices
A1 =


3.1 1.9 0.8
1.5 0.9 3.4
0.5 3.2 2.1

 , A2 =


0.7 2.2 3.5
1.8 2.6 0.1
3.0 0.5 2.8

 .
the order of payoffs in each row and in each column is the same as in Rock-Paper-Scissors
(Example 2). The proof of Theorem 1 can easily be generalized to this case to show that this
game has a unique Nash equilibrium. As the sum of payoffs in each row is not constant, however,
the unique Nash equilibrium is not the strategy profile in which both players play the uniformly
mixed strategies.
In this sense, our results on the number and the structure of Nash equilibria only depend
on the order of payoﬀs in the rows and columns of the payoﬀ matrices.
Our results further generalize to coordination games in which players obtain a strictly pos-
itive payoﬀ if and only if they use the same strategy and a payoﬀ of 0 otherwise i.e., so-called
games of pure coordination. The resulting payoﬀ matrices are of the form
A1 =


a0 0 0 · · · 0
0 a1 0 . . . 0
0 0 a2 . . . 0
...
...
...
. . .
...
0 0 0 · · · an−1

 , A2 =


a0 0 0 · · · 0
0 a1 0 . . . 0
0 0 a2 . . . 0
...
...
...
. . .
...
0 0 0 · · · an−1


Proving that such games have 2n−1 Nash equilibria works analogously to the proof of Theorem
1.
5 Conclusion
In this paper we introduce and investigate a class of two-player normal-form games we coin cir-
culant games. Such games have a straightforward representation in form of circulant matrices.
4Table 2 in the appendix shows the Nash equilibria and the equivalence classes for the two counter-circulant
games we introduced in Example 4 and 5.
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Each player’s payoﬀ matrix is fully characterized by a single row vector, which is rotated to
obtain the rest of the matrix. All circulant games have a Nash equilibrium where players ran-
domize between all pure strategies with equal probability (uniformly mixed Nash equilibrium),
but might have many other pure and mixed Nash equilibria.
The circulant structure underlying the payoﬀ matrices has interesting implications. First,
the best response correspondences induce a partition on each players’ set of pure strategies
into equivalence classes. In any Nash Equilibrium all strategies within one class are either
played with strictly positive or with zero probability. Second, there exists a simple one-to-one
correspondence between the players’ respective equivalence classes. If some player puts zero
probability on one class, the other has one corresponding equivalence class he plays with zero
probability. Finally, a single parameter k fully determines the strategy classes and the relation
between the players’ classes. The parameter itself only depends on the position of the largest
payoﬀ in the ﬁrst row of a player’s payoﬀ matrix. For a given circulant game, knowing k and
the number of pure strategies n suﬃces to calculate the exact number of Nash equilibria and
to describe the support of all Nash equilibrium strategies. As an immediate consequence of our
main results we establish 2n − 1 as the tight upper bound on the number of Nash equilibria in
these games.
The class of circulant games contains a large variety of games with cyclical payoﬀ structures
including well-known games such as Matching Pennies, Rock-Paper-Scissors or subclasses of
coordination and common interest games. We shed new light on the features these games have
in common focusing on the circulant structure of their payoﬀ matrices. For example, Matching
Pennies is not only the two-strategy variant of Rock-Paper-Scissors. Beyond their common
zero-sum properties the two games belong to the same sub-class of circulant games. Both are
characterized by k = 1 and the only Nash equilibrium is the uniformly mixed one. The common
denominator that connects these games is the balanced payoﬀ structure induced by the circulant
matrices with a shift of k = 1. Moreover, this reinterpretation is robust in the sense that only
relative payoﬀs matter. We can write down many variants of Rock-Paper-Scissors, including
asymmetric evaluations of wins or losses and variants that cannot be transformed into zero-sum
games. Yet, the balanced structure is preserved and the best players can do is to randomize
between all pure strategies with equal probability.
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A Transformation of Games
Lemma A.1. (i) Let Γn be an iso-circulant game in which both players’ payoff matrices are
circulant. There is a permutation of row vectors that fixes the first row in both matrices
and transforms both players’ payoff matrices into anti-circulant matrices.
(ii) Let Γn be a counter-circulant game in which player 1’s payoff matrix is circulant. There
is a permutation of row vectors that fixes that first row in both matrices and transforms
player 1’s payoff matrix into an anti-circulant matrix and player 2’s matrix into a circulant
matrix.
Proof. (i) A matrix A is anti-circulant if and only if A = PC, where C is a circulant matrix
and
P =


1 0 · · · 0 0 0
0 0 · · · 0 0 1
0 0 · · · 0 1 0
0 0 · · · 1 0 0
...
...
...
...
...
0 1 · · · 0 0 0


(Davis, 1979, p. 162, Corollary). The matrix P switches rows i and n+1− i and ﬁxes the ﬁrst
row. Using this result, we obtain that PA1 and PA2 are anti-circulant matrices since both A1
and A2 are circulant matrices.
(ii) Using the matrix P deﬁned as in (i), we obtain that PA1 is anti-circulant (Davis, 1979,
p. 162, Corollary). As A2 is anti-circulant, A2 = PC for some circulant matrix C (Davis, 1979,
p. 162, Corollary). Hence PA2 = P (PC) and since P = P
−1 (Davis, 1979, p.28, equ. (2.4.22)),
we obtain that PA2 is a circulant matrix.
B Proofs of Main Results
We remind the reader that the sum and the diﬀerence of strategies in a circulant game as well
as multiplications of integers with strategies are read modulo n. Central to the proofs of our
main results is Proposition 5 below.
Proposition 5 identiﬁes suﬃcient conditions under which the number of Nash equilibria of
a ﬁnite two player normal-form game can be calculated by merely identifying one parameter of
the game. Under the hypotheses of Proposition 5, each Nash equilibrium strategy of a player
corresponds to one speciﬁc combination of elements of a partition of that player’s strategy set.
Moreover, for each possible combination of elements of the partition there exists exactly one
corresponding Nash equilibrium strategy. The parameter necessary to determine the number
of Nash equilibria is the cardinality of the partition.
The proof of Theorem 1 (Theorem 2) ﬁrst establishes that iso-circulant (counter-circulant)
games satisfy the hypotheses of Proposition 5. Once this is done, determining the cardinality
of the partitions is merely a counting exercise.
Proposition 5. For the two-player normal-form game Γn let S1 = {[s]1|s ∈ S
n} and S2 =
{[s]2|s ∈ S
n} be partitions of Sn such that |S1| = |S2|. If Γn, S1, and S2 satisfy
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(a) for all Nash equilibria (σ1, σ2), and all s, s
′ ∈ Sn, if s′ ∈ [s]i then σi(s) = 0 if and only if
σi(s
′) = 0,
(b) for all σi ∈ Σi, i = 1, 2, supp(σi) ∩ [s]i = ∅ for [s]i ∈ Si implies BR−i(σi) ∩ [−s]−i = ∅,
(c) for all s ∈ Sn, Γn has a Nash equilibrium (σ1, σ2) with supp(σ1) = [s]1 and supp(σ2) =
[−s]2,
then
(i) for any M ⊆ S1 Γn has a unique Nash equilibrium (σ1, σ2) with supp(σ1) =
⋃
[s]1∈M
[s]1;
(ii) Γn has exactly 2
|S1| − 1 Nash equilibria.
Proof. (i) Given ∅ 6= M ⊆ S1 let −M := {[−s]2|[s]1 ∈ M} ⊆ and let Γ
M
n be the reduced game
where player 1’s set of strategies is
⋃
[s]1∈M
[s]1 and player 2’s set of strategies is
⋃
[s]1∈M
[−s]2
(and the payoﬀ functions are restricted accordingly).
Claim A: LetM ′ ⊆M ⊆ S1 be a nonempty subset of S1 and let (σ
M ′
1 , σ
M ′
2 ) be a completely
mixed Nash equilibrium of ΓM
′
n . Then (σ
M
1 , σ
M
2 ) deﬁned by σ
M
1 (s) = σ
M ′
1 (s) if [s]1 ∈ M
′ and
σM1 (s) = 0 otherwise, and σ
M
2 (s) = σ
M ′
2 (s) if [s]2 ∈ −M
′ and σM2 (s) = 0 otherwise is a Nash
equilibrium in ΓMn .
Since (σM
′
1 , σ
M ′
2 ) is a completely mixed Nash equilibrium of Γ
M ′
n , all strategies in
⋃
[s]1∈M ′
[−s]2
yield the same payoﬀ for player 2 against σM1 . By hypothesis (b), since supp(σ
M
1 ) =
⋃
[s]∈M ′[s],
no strategy outside
⋃
[s]1∈M ′
[−s]2 can be a best response for player 2 against σ
M
1 . Analo-
gously all strategies in
⋃
[s]1∈M ′
[s]1 yield the same payoﬀ for player 1 against σ
M
2 , and since
supp(σM2 ) = −
⋃
[s]1∈M ′
[−s]2, no strategy outside
⋃
[s]1∈M ′
[s]1 is a best response for player 1
against σM2 . Hence, by Proposition 1, (σ
M
1 , σ
M
2 ) is a Nash equilibrium in Γ
M
n . This proves the
claim.
Claim B: For any ∅ 6= M ⊆ S1, the reduced game Γ
M
n has exactly one completely mixed
Nash equilibrium.
Let ∅ 6= M ⊆ S1 be such that |M | = m. We will prove the claim by induction over m.
Note ﬁrst, that by hypothesis (b), in any Nash equilibrium (σ1, σ2) of Γ
M
n , supp(σ1) is a union
of elements of M .
Form = 1, this follows by hypothesis (c). Form > 1, by induction hypothesis we obtain that
for all ∅ 6= M ′ (M the reduced game ΓM
′
n has a unique completely mixed Nash equilibrium. By
Claim A, for every ∅ 6= M ′ (M there is a Nash equilibrium (σM1 , σ
M
2 ) in Γ
M
n with supp(σ
M
1 ) =⋃
[s]∈M ′[s]. As by Proposition 2(ii) for any ∅ 6= M
′ ( M there can be at most one Nash
equilibrium (σ1, σ2) in Γ
M
n with supp(σ1) = M
′ we obtain that there is exactly one such Nash
equilibrium. This implies that ΓMn has at least 2
m − 2 Nash equilibria.
Suppose there is no completely mixed Nash equilibrium in ΓMn . Then Γ
M
n has exactly 2
m−2
Nash equilibria. From hypotheses (a) and (b) it follows that Γn is non-degenerate and hence that
ΓMn is non-degenerate. By Proposition 2(i) Γ
M
n must have an odd number of Nash equilibria,
which contradicts the fact that 2m − 2 is even. Hence there is at least one completely mixed
Nash equilibrium and again because ΓMn is non-degenerate by Proposition 2(ii) there is exactly
one. This proves the claim.
By Claim B, for ∅ 6= M ⊆ S1, Γ
M
n has exactly one completely mixed Nash equilibrium
(σM1 , σ
M
2 ). By Claim A, this induces a Nash equilibrium (σ1, σ2) in Γn with supp(σ1) =⋃
[s]1∈M
[s]1. Any Nash equilibrium (σ
′
1, σ
′
2) 6= (σ1, σ2) with supp(σ
′
1) =
⋃
[s]1∈M
[s]1 would induce
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a completely mixed Nash equilibrium in ΓMn diﬀerent from (σ
M
1 , σ
M
2 ), a contradiction. Hence
Γn has exactly one Nash equilibrium (σ1, σ2) with supp(σ1) =
⋃
[s]1∈M
[s]1.
(ii) From (i) it follows that for any ∅ 6= M ⊆ S1 there is a unique Nash equilibrium (σ1, σ2)
in Γn such that supp(σ1) =
⋃
[s]1∈M
[s]1. Further, by hypothesis (a), for any Nash equilibrium
(σ1, σ2) of Γn there is ∅ 6= M ⊆ S1 such that supp(σ1) =
⋃
[s]1∈M
[s]1. As S1 has 2
|S1| − 1
nonempty subsets, Γn has exactly 2
|S1| − 1 Nash equilibria.
The following lemma is required in the proofs of Lemmata 3.1 and 3.2.
Lemma B.1. Let Γn be a circulant game with shift k in which player 1’s payoff matrix is
anti-circulant.
(i) For all σ2 ∈ Σ2 and all s ∈ S
n if σ2(s) = 0 then −s /∈ BR1(σ2) .
(ii) If Γn is iso-circulant, then for all σ1 ∈ Σ1 and all s ∈ S
n if σ1(s) = 0 then (−s − k) /∈
BR2(σ1) .
(iii) If Γn is counter-circulant, then for all σ1 ∈ Σ1 and all s ∈ S
n if σ1(s) = 0 then (s− k) /∈
BR2(σ1) .
Proof. (i) Let σ2 ∈ Σ2 be such that σ2(s) = 0 for some s ∈ S
n. Since player 1’s payoﬀ matrix is
anti-circulant pi1(s|s
′) = a1s+s′. We will show that there exists a strategy for player 1 that yields
a strictly higher payoﬀ against σ2 than strategy −s. Let l := min{s < l
′ ≤ s+n−1|σ2(l
′) > 0}.
Since n > 1 the set {s < l′ ≤ s + n− 1|σ2(l
′) > 0} is non-empty and l exists. By construction
of l, σ2(s) = · · · = σ2(l − 1) = 0. We claim that pi1(−s|σ2) < pi1(−l|σ2). To see this, note that
pi1(−s|σ2) =
s+n−1∑
t=l
σ2(t)a
1
t−s
and
pi1(−l|σ2) =
s+n−1∑
t=l
σ2(t)a
1
t−l.
Comparing these payoﬀs for t = l we obtain that a1t−l = a
1
0 > a
1
t−s = a
1
l−s, where the
strict inequality holds by part (ii) of Deﬁnition 2. Further, for l < t ≤ s + n − 1 we have
0 ≤ t − l < t − s ≤ n − 1 and hence that a1t−l ≥ a
1
t−s again by part (ii) of Deﬁnition 2. Since
by construction of l, σ2(l) > 0 we obtain pi1(−s|σ2) < pi1(−l|σ2) which proves the claim. Hence
−s /∈ BR1(σ2).
(ii) Let σ1 ∈ Σ1 and s ∈ S
n be such that σ1(s) = 0. Since player 2’s payoﬀ matrix is anti-
circulant, pi2(s|s
′) = a2s′+s for s, s
′ ∈ S. Since Γn is a circulant game, by part (iii) of Deﬁnition
2 either a2n−k > a
2
n−k+1 ≥ · · · ≥ a
2
n−1 ≥ a
2
0 ≥ a
2
1 ≥ · · · ≥ a
2
n−k−1 or a
2
n−k > a
2
n−k−1 ≥ · · · ≥ a
2
1 ≥
a20 ≥ a
2
n−1 ≥ · · · ≥ a
2
n−k+1. We will only prove the result for the former case as the proof for
the latter works analogously .
Let l := min{s < l′ ≤ s + n − 1|σ1(l
′) > 0} which exists since {s < l′ ≤ s + n − 1|σ1(l
′) >
0} 6= ∅. Then σ1(s) = · · · = σ1(l − 1) = 0. We claim that pi2(−s − k|σ1) < pi2(−l − k|σ1). To
see this, note that
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pi2(−s− k|σ2) =
s+n−1∑
t=l
σ1(t)a
2
t−s−k
and
pi2(−l − k|σ2) =
s+n−1∑
t=l
σ1(t)a
2
t−l−k.
For t = l we have a2t−l−k = a
2
n−k > a
2
t−s−k = a
2
l−s−k, where the strict inequality holds by
part (iii) of Deﬁnition 2. Further, for l < t ≤ s+ n− 1 we have a2t−l−k ≥ a
2
t−s−k by part (iii) of
Deﬁnition 2 since t− l−k < t−s−k, −k ≤ t− l−k < n−k−1, and −k < t−s−k ≤ n−k−1.
Since by construction of l, σ1(l) > 0 we obtain that pi2(−s−k|σ1) < pi2(−l−k|σ1) which proves
the claim. Hence (−s− k) /∈ BR2(σ1).
(iii) Let σ1 ∈ Σ1 and s ∈ S
n be such that σ1(s) = 0. Since player 2’s payoﬀ matrix is
circulant, pi2(s|s
′) = a2s−s′ for s, s
′ ∈ S. Since Γn is a circulant game, by deﬁnition either
a2n−k > a
2
n−k+1 ≥ · · · ≥ a
2
n−1 ≥ a
2
0 ≥ a
2
1 ≥ · · · ≥ a
2
n−k−1 or a
2
n−k > a
2
n−k−1 ≥ · · · ≥ a
2
1 ≥
a20 ≥ a
2
n−1 ≥ · · · ≥ a
2
n−k+1. We will only prove the result for the former case as the proof for
the latter works analogously. Let l := min{s < l′ ≤ s + n − 1|σ1(l
′) > 0} which exists since
{s < l′ ≤ s + n − 1|σ1(l
′) > 0} 6= ∅. Then σ1(s) = · · · = σ1(l − 1) = 0. We claim that
pi2(s− k|σ1) < pi2(−l − k|σ1). To see this, note that
pi2(s− k|σ2) =
s+n−1∑
t=l
σ1(t)a
2
s−k−t
and
pi2(l − k|σ2) =
s+n−1∑
t=l
σ1(t)a
2
l−k−t.
For t = l we have a2l−k−t = a
2
n−k > a
2
s−k−t = a
2
s−k−l. Further, for l < t ≤ s + n − 1 we have
a2l−k−t ≥ a
2
s−k−t by part (iii) of the deﬁnition of circulant game since l − k − t > s − k − t,
−k ≥ l − k − t > −n − k + 1, and −k > s − k − t ≥ −n − k + 1. Since by construction
of l, σ1(l) > 0 we obtain that pi2(s − k|σ1) < pi2(l − k|σ1) which proves the claim. Hence
(s− k) /∈ BR2(σ1).
Lemma B.1 allows us to rule out certain strategies as best responses for player i if player
−i plays some strategy with zero probability in the case that player 1’s payoﬀ matrix is anti-
circulant. By (i) if player 2 plays a strategy s with probability 0 then for player 1 strategy
−s cannot be a best response. Similarly, (ii) and (iii) state that if in an iso-circulant (counter-
circulant) game player 1 places probability 0 on strategy s then −s − k (s − k) cannot be a
best response for player 2.
We are now ready to prove Lemmata 3.1 and 3.2. It follows from Lemma 3.1(i) and Lemma
3.2(i) that iso-circulant games satisfy hypotheses (a) and (b) in Proposition 5. Analogously,
Lemma 3.1(ii) and Lemma 3.2(ii) establish that counter-circulant games fulﬁll (a) and (b) in
Proposition 5.
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Proof of Lemma 3.1. (i) The “if” part is trivial. To see the “only if” part let (σ1, σ2) be a Nash
equilibrium of Γn and let s ∈ S
n be such that σ1(s) = 0. By Lemma B.1(ii), σ2(−s−k) = 0 and
consequently by Lemma B.1(i) σ1(s + k) = 0. Iterating this argument yields σ1(s +mk) = 0
for all m = 0, . . . , n
d
− 1. If σ2(s) = 0 the argument works analogously.
(ii) By Lemma B.1(i) and (iii) for any Nash equilibrium (σ1, σ2) and any s ∈ S
n we obtain
σ1(s) = 0⇒ σ2(s− k) = 0⇒ σ1(−s+ k) = 0
and
σ1(−s + k) = 0⇒ σ2(−s) = 0⇒ σ1(s) = 0.
Analogously, for player 2, we obtain
σ2(s) = 0⇒ σ1(−s) = 0⇒ σ2(−s− k) = 0
and
σ2(−s− k) = 0⇒ σ1(s+ k) = 0⇒ σ2(s) = 0.
Proof of Lemma 3.2. (i) First, let s ∈ Sn be such that supp(σ1)∩ I(s) = ∅. By Lemma B.1(ii),
−s−(m+1)k /∈ BR2(σ1) for all 0 ≤ m ≤ n/d−1. As {−s−(m+1)k|0 ≤ m ≤ n/d−1} = I(−s)
we obtain BR2(σ1) ∩ I(−s) = ∅.
Next, let s ∈ Sn be such that supp(σ2)∩I(s) = ∅. By Lemma B.1(i), −s−mk /∈ BR1(σ2) for
all 0 ≤ m ≤ n/d−1. As {−s−mk|0 ≤ m ≤ n/d−1} = I(−s) we obtain BR1(σ2)∩I(−s) = ∅.
(ii) If supp(σ−i)∩C−i(s) = ∅ for C−i(s) ∈ C−i(S
n), then, since C−i(s) = {s,−s+(−1)
i−1k},
by Lemma B.1(i) and (iii), −s, s+ (−1)i−1k /∈ BRi(σ−i). Hence BRi(σ−i) ∩ Ci(−s) = ∅.
The following Lemma B.2 establishes that iso-circulant games fulﬁll hypothesis (c) in Propo-
sition 5 and is used in the proofs of Theorem 1 and Proposition 3.
Lemma B.2. Let Γn be an iso-circulant game in which both players’ payoff matrices are anti-
circulant. For every s ∈ Sn, there is a Nash equilibrium (σ1, σ2) such that supp(σ1) = I(s) and
supp(σ2) = I(−s).
Proof. Given s ∈ Sn, deﬁne σ1(s) = d/n for all s ∈ I(s) and σ2(s) = d/n for all s ∈ I(−s).
By construction supp(σ1) = I(s) and supp(σ2) = I(−s). By Lemma 3.2(i), no strategy outside
I(s) can be a best response for player 1 against σ2 and no strategy outside I(−s) can be a
best response for player 2 against σ1. Further, pi1(s|σ2) =
∑n/d−1
m=0
d
n
as+s+mk = pi1(s
′|σ2) for all
s, s′ ∈ I(s) and analogously pi2(s|σ1) = pi2(s
′|σ1) for all s, s
′ ∈ I(−s). Proposition 1 yields that
(σ1, σ2) is a Nash equilibrium of Γn.
We are now ready to prove Theorem 1 and Proposition 3.
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Proof of Theorem 1. If Γn is an iso-circulant game in which both players’ payoﬀ matrices are
anti-circulant then by Lemma 3.1(i), Lemma 3.2(i) and Lemma B.2, Γn and S1 = S2 = I(S
n)
as deﬁned in section 3.1 then satisfy the hypotheses of Proposition 5. As |I(Sn)| = d, it follows
that Γn has 2
d− 1 Nash equilibria. If Γn is an iso-circulant game in which both players’ payoﬀ
matrices are circulant, there is a permutation of row vectors that transforms both players’
payoﬀ matrices into anti-circulant matrices while ﬁxing the ﬁrst row in both matrices (Lemma
A.1(i)). This permutation, which is essentially a relabeling of the players’ strategies, does not
aﬀect the number of equilibria. Hence, the proof is complete.
Proof of Proposition 3. Note ﬁrst that if both players’ payoﬀ matrices are circulant then by
Lemma A.1(i) the game can be transformed into a diﬀerent version of the same game in which
both players’ payoﬀ matrices are anti-circulant by a permutation of row vectors. Since such a
permutation does not aﬀect the number of pure strategy Nash equilibria, we assume wlog that
both players’ payoﬀ matrices are anti-circulant.
To see the “if” part suppose k = n. Then by construction, each class I(s) is a singleton set
and there are n disjoint classes. Hence by Lemma B.2, Γn has at least n pure strategy Nash
equilibria. By Lemma 3.1(i), in any pure strategy Nash equilibrium (σ1, σ2), supp(σ1) = I(s)
for some s ∈ S and hence Γn has exactly n pure strategy Nash equilibria.
To prove the “only if” part let Γn have n pure strategy Nash equilibria and let (s1, s2) be one
of them. By Lemma 3.1(i), I(s1) must be a singleton set. By construction, I(s1) is a singleton
set if and only if k = n.
This proves the ﬁrst part of the theorem.
To see the second part, note that by construction of the classes I(s) is a singleton set if and
only if k = n for any s ∈ S. Further by Lemma 3.1(i) and Lemma B.2, Γn has a pure strategy
Nash equilibrium if and only if there is a singleton equivalence class I(s). Hence, Γn has no
pure strategy Nash equilibrium if and only if k 6= n.
Before we can turn to the proofs of Theorem 2 and Proposition 4 we require a couple
more preliminary lemmata. One hypothesis in Proposition 5 requires the sets S1 and S2 to be
partitions of the strategy set. While this is true by construction for I(Sn) in the case of iso-
circulant games, the following Lemma B.3 shows that the C1(S
n) and C2(S
n) form a partition
of Sn.
Lemma B.3. Let Γn be a counter-circulant game. For i = 1, 2 the set Ci(S
n) is a partition of
Sn.
Proof. We will prove the result for i = 1 as the proof for i = 2 works analogously. Since
s ∈ C1(s) for all s ∈ S
n, it follows that
⋃
s∈Sn C1(s) = S
n. If there is s ∈ C1(s) ∩ C1(s
′) for
some s, s′ ∈ Sn, then then since s ∈ C1(s) either s = s or s = −s+k. If s = s then Ci(s) = Ci(s).
If s = −s + k then −s + k = s− k + k = s. In any case it follows that C1(s) = C1(s). Using
the same argument one obtains C1(s) = C1(s
′) and hence that C1(s) = C1(s
′).
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The following Lemma B.4 establishes that counter-circulant games fulﬁll property (c) in
Proposition 5.
Lemma B.4. Let Γn be a counter-circulant game in which player 1’s payoff matrix is anti-
circulant and let σ = (σ1, σ2) ∈ Σ1 × Σ2.
(i) Ci(s) is a singleton set if and only if C−i(−s) is a singleton set.
(ii) For every s ∈ Sn, there is a Nash equilibrium (σ1, σ2) such that supp(σ1) = C1(s) and
supp(σ2) = C2(−s).
Proof. (i) Suppose that Ci(s) is a singleton. By construction, s ≡ −s+(−1)
i−1k mod n which
is equivalent to −s ≡ s+ (−1)ik mod n. This holds if and only if C−i(−s) is a singleton.
(ii) Note that this follows from (i) and Lemma 3.2(ii) if C1(s) is a singleton set. Hence,
suppose that C1(s) = {s,−s + k} contains two elements. Then, by (i), C2(−s) = {−s, s− k}
contains two elements and neither 2s = k nor 2s = n + k. Choose σ1(s) as the solution to
xa2−2s + (1− x)a
2
−k = xa
2
−k + (1− x)a
2
2s−2k, i.e.
σs1(s) =
a22s−2k − a
2
n−k
a22s−2k − a
2
n−k + a
2
n−2s − a
2
n−k
.
By deﬁnition a2n−k is player 2’s largest payoﬀ implying that a
2
2s−2k − a
2
n−k < 0 since 2s 6= n+ k
and that a2n−2s − a
2
n−k < 0 since 2s 6= k. Hence σ1(s) ∈]0, 1[.
Choose σs2(−s) as the solution to xa
1
0 + (1− x)a
1
2s−k = xa
1
−2s+k + (1− x)a
1
0, i.e.
σs2(−s) =
a10 − a
1
2s−k
a10 − a
1
2s−k + a
1
0 − a
1
−2s+k
.
By deﬁnition a10 is player 1’s largest payoﬀ. Hence as 2s 6= k a
1
0 − a
1
2s−k > 0 and a
1
0 −
a1−2s+k > 0 implying that σ2(−s) ∈]0, 1[. By Lemma 3.2(ii) and Proposition 1, (σ1, σ2) is a
Nash equilibrium.
The set C1(S
n) is a partition of the strategy set for player 1 while C2(S
n) is a partition of
the strategy set for player 2. By Lemma 3.2(ii) a class C1(s) of player 1 “corresponds” to a class
C2(−s) of player 2 in the sense that if player 1 puts probability 0 on all strategies in C1(s) then
none of the strategies in C2(−s) are a best response for player 2 and vice versa. Part (i) of
Lemma B.4 states that two corresponding classes contain the same number of elements. By (ii)
for every class C1(s) there is always a Nash Equilibrium such that player 1’s strategy has this
class as its support while player 2’s strategy has support C2(−s). The equilibrium constructed
to prove (ii) is such that player 1 chooses his strategy (with support C1(s)) such that player
2 is indiﬀerent between all strategies in C2(−s) (and vice versa). As Γn is a non-degenerate
game, by Proposition 2(ii) this is the unique equilibrium (σ1, σ2) such that supp(σ1) = C1(s)
and supp(σ2) = C2(−s).
We are now ready to prove Theorem 2 and Proposition 4.
Proof of Theorem 2. If Γn is a counter-circulant game in which player 1’s payoﬀ matrix is anti-
circulant and player 2’s payoﬀ matrix is circulant then by Lemma B.3, C1(S
n) and C2(S
n) as
deﬁned in section 3.1 are partitions of Sn. Further, by Lemma B.4(i), |C1(S
n)| = |C2(S
n)| and
by Lemmata 3.1(ii), 3.2(ii), and B.4(ii), Γn, S1 = C1(S
n), and S2 = C2(S
n) satisfy properties
(a)-(c) in Proposition 5 and hence Γn has 2
|C1(Sn)| − 1 Nash equilibria.
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To prove (i)-(iii) it hence suﬃces to determine |C1(S
n)|. Note that any class C1(s) contains
either one or two elements. It contains one element if and only if −s + k ≡ s which occurs if
and only if either 2s = k or 2s = n + k. Further, there are at most two singleton classes.
(i) If n is odd, then either n−k is odd (if k is even) or 2n−k is odd (if k is odd). Hence there
is one singleton class in C1(S
n) and since all other elements of C1(S
n) contain two elements,
|C1(S
n)| = (n− 1)/2 + 1 = (n + 1)/2.
(ii) If both n and k are even, then both k and n + k are even and k/2, (n + k)/2 ∈ Sn.
Hence there are two singleton classes in C1(S
n) and since all other elements of C1(S
n) contain
two elements, |C1(S
n)| = (n− 2)/2 + 2 = (n + 2)/2.
(iii) If n is even and k is odd, then n+k is odd and hence neither k/2 ∈ Sn nor (n+k)/2 ∈ Sn.
Hence there is no singleton class and hence all elements of C1(S
n) contain 2 elements, implying
that |C1(S
n)| = n/2 = n/2.
If Γn is a counter-circulant game in which player 1’s payoﬀ matrix is circulant and player
2’s payoﬀ matrix is anti-circulant, there is a permutation of row vectors that transforms player
1’s payoﬀ matrix into an anti-circulant matrix. Applying the same permutation of row vectors
to player 2’s payoﬀ matrix yields a diﬀerent version of the same game in which strategies are
diﬀerently labeled and player 1’s payoﬀ matrix is anti-circulant and player 2’s payoﬀ matrix
is circulant (Lemma A.1(ii)). This permutation does not aﬀect the number of Nash equilibria
and hence the proof of Theorem 2 is complete.
Proof of Proposition 4. Note ﬁrst that if player 1’s payoﬀ matrix is circulant then by Lemma
A.1(i) the game can be transformed into a diﬀerent version of the same game in which player
1’s payoﬀ matrix is anti-circulant by a permutation of row vectors. Since such a permutation
does not aﬀect the number of pure strategy Nash equilibria, we assume wlog that player 1’s
payoﬀ matrix is anti-circulant.
(i) By Lemmata 3.1(ii) and B.4(ii), Γn has one pure strategy Nash equilibrium if and only
if one of the classes C1(s) is a singleton set, which by construction happens if and only if n is
odd.
(ii) By Lemmata 3.1(ii) and B.4(ii), Γn has two pure strategy Nash equilibria if and only if
two of the classes C1(s) are singleton sets, which by construction happens if and only if both n
and k are even.
(iii) By Lemmata 3.1(ii) and B.4(ii), Γn has no pure strategy Nash equilibrium if and only
if none of the classes C1(s) is a singleton set, which by construction happens if and only n is
even and k is odd.
Finally, we prove Lemma 3.3.
Proof of Lemma 3.3. (i) To see the ﬁrst part, let M =
⋃m
j=1 I(s
j) be a union of elements of
I(Sn). By Lemma 3.1(i) and Lemma B.2, Γn and S1 = S2 = I(S
n) as deﬁned in section 3.1
then satisfy the hypotheses of Proposition 5. Hence, there is a unique Nash equilibrium (σ1, σ2)
with supp(σ1) = M .
To prove the second part, let (σ1, σ2) be a Nash equilibrium. By Lemma 3.1(i), supp(σ1) is
a union of elements in I(Sn).
(ii) Too see the ﬁrst part, letM =
⋃m
j=1C1(s
j) be a union of elements of C1(S
n). By Lemma
B.3, C1(S
n) and C2(S
n) as deﬁned in section 3.1 are partitions of Sn. Further, by Lemma B.4(i),
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|C1(S
n)| = |C2(S
n)| and by Lemma 3.1(ii), Lemma 3.2(ii), and B.4(ii), Γn, S1 = C1(S
n), and
S2 = C2(S
n) satisfy properties (a)-(c) in Proposition 5. It follows that there is a unique Nash
equilibrium (σ1, σ2) with supp(σ1) = M .
To prove the second part, let (σ1, σ2) be a Nash equilibrium. By Lemma 3.1(ii), supp(σ1)
is a union of elements in C1(S
n).
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Appendix C: Tables
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Table 1: Examples of iso-circulant games.
Matching Pennies Rock-Paper-Scissors 4× 4 Coordination
Matrix Player 1
(
1 −1
−1 1
) ( 3 2 1
2 1 3
1 3 2
)  5 4 3 24 3 2 5
3 2 5 4
2 5 4 3


Matrix Player 2
(
−1 1
1 −1
) ( 1 2 3
2 3 1
3 1 2
)  5 4 3 24 3 2 5
3 2 5 4
2 5 4 3


Shift k 1 1 4
gcd(n, k) 1 1 4
Number of Equilibria 1 1 15
Equivalence Classes I(0)={0} I(0)={0} I(0)={0}
I(1)={1} I(1)={1} I(1)={1}
I(2)={2} I(2)={2}
I(3)={3}
Nash Equilibria
Pure s1 = 0, s2 = 0
s1 = 1, s2 = 3
s1 = 2, s2 = 2
s1 = 3, s2 = 1
Support 2 Classes σ1 = (1/2, 1/2) σ1 = (1/4, 3/4, 0, 0)
σ2 = (1/2, 1/2) σ2 = (3/4, 0, 0, 1/4)
σ1 = (1/2, 0, 1/2, 0)
σ2 = (1/2, 0, 1/2, 0)
σ1 = (3/4, 0, 0, 1/4)
σ2 = (1/4, 3/4, 0, 0)
σ1 = (0, 1/4, 3/4, 0)
σ2 = (0, 0, 1/4, 3/4)
σ1 = (0, 1/2, 0, 1/2)
σ2 = (0, 1/2, 0, 1/2)
σ1 = (0, 0, 1/4, 3/4)
σ2 = (0, 1/4, 3/4, 0)
Support 3 Classes σ1 = (1/3, 1/3, 1/3) σ1 = (1/4, 1/4, 1/2, 0)
σ2 = (1/2, 1/3, 1/3) σ2 = (1/2, 0, 1/4, 1/4)
σ1 = (1/4, 1/2, 0, 1/4)
σ2 = (1/4, 1/2, 0, 1/4)
σ1 = (1/2, 0, 1/4, 1/4)
σ2 = (1/4, 1/4, 1/2, 0)
σ1 = (0, 1/4, 1/4, 1/2)
σ2 = (0, 1/4, 1/4, 1/2)
Support 4 Classes σ1 = (1/4, 1/4, 1/4, 1/4)
σ2 = (1/4, 1/4, 1/4, 1/4)
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Table 2: Examples of counter-circulant games.
Example 4 Example 5
Matrix Player 1

 4 3 2 13 2 1 4
2 1 4 3
1 4 3 2




5 4 3 2 1
4 3 2 1 5
3 2 1 5 4
2 1 5 4 3
1 5 4 3 2


Matrix Player 2

 1 4 3 22 1 4 3
3 2 1 4
4 3 2 1




3 2 1 5 4
4 3 2 1 5
5 4 3 2 1
1 5 4 3 2
2 1 5 4 3


Shift k 3 2
n 4 5
Number of Equilibria 3 7
Equivalence Classes
Player 1
Singleton C1(1) = {1}
2 Elements C1(0) = C1(3) = {0, 3} C1(0) = C1(2) = {0, 2}
C1(1) = C1(2) = {1, 2} C1(3) = C1(4) = {3, 4}
Player 2
Singleton C2(4) = {4}
2 Elements C2(0) = C2(1) = {0, 1} C2(0) = C2(3) = {0, 3}
C2(2) = C2(3) = {2, 3} C2(1) = C2(2) = {0, 3}
Nash Equilibria
Pure s1 = 1, s2 = 4
Support 1 Class mixed σ1 = (1/4, 0, 0, 3/4) σ1 = (3/5, 0, 2/5, 0, 0)
σ2 = (1/4, 3/4, 0, 0) σ2 = (3/5, 0, 0, 2/5, 0)
σ1 = (0, 3/4, 1/4, 0) σ1 = (0, 0, 0, 4/5, 1/5)
σ2 = (0, 0, 1/4, 3/4) σ2 = (0, 1/5, 4/5, 0, 0)
Support 2 Classes σ1 = (1/4, 1/4, 1/4, 1/4) σ1 = (3/5, 1/5, 1/5, 0, 0)
σ2 = (1/4, 1/4, 1/4, 1/4) σ2 = (3/5, 0, 0, 1/5, 1/5)
σ1 = (1/5, 0, 2/5, 1/5, 1/5)
σ2 = (1/5, 1/5, 1/5, 2/5, 0)
σ1 = (0, 2/5, 0, 2/5, 1/5)
σ2 = (0, 1/5, 2/5, 0, 2/5)
Support 3 Classes σ1 = (1/5, 1/5, 1/5, 1/5, 1/5)
σ2 = (1/5, 1/5, 1/5, 1/5, 1/5)
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