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18
-vi -
Introduction
Whenever a numerical method is utilized to solve the governing differential equations of a problem, error is introduced by the discretization process which reduces the continuous mathematical model to one having a finite number of degrees of freedom. The discretization errors are defined as the difference between the actual solution of the differential equation and its numerical approximation. Reliable estimation of these errors is essential to guarantee a certain level of accuracy of the numerical solution, and is a key component of adaptive procedures. Estimation of the discretization error in the Boundary Element Method (BEM) is the focus of this work.
There are several recent surveys of the literature on error estimation and adaptivity, and the reader is directed to the appropriate references. KITA and KAMIYA (1994) HAQUE (1992a, 1992b) , and BABUSKA and SURI (1994) . MACKERLE (1993 MACKERLE ( , 1994 has compiled a long listing of references on mesh generation, refinement, error analysis and adaptive techniques for FEM and BEM that were published from 1990 to 1993. The volume edited by BABUSKA et al. (1983) presents adaptive techniques for the FEM and the Finite Difference Method (FDM). A general a posteriori error estimation method, which can be applied to the FEM, BEM, and FDM has been presented by KELLY et al. (1987) . The above references indicate the importance of the field of error estimation and adaptivity in the numerical analysis of partial differential equations.
Recent textbooks in the FEM emphasize the field of adaptive solution techniques.
The book by ZIENKIEWICZ and TAYLOR (1989) includes a chapter on "error estimation and adaptivity" (Chapter 14), which can be supplemented by References [58, 59, 601. The recent book by SZABO and BABUSKA (1991) is primarily concerned with this subject. Due to the importance of this topic, textbooks on the BEM will likely follow the same trend.
Quite naturally, the BEM literature on error estimation and adaptivity shows a significant influence of the FEM. Although it is certainly possible to benefit from the FEM technology, a simple translation of concepts from one method to the other may not be the most appropriate. GUIGGIANI (1990) has commented that more attention should be devoted to techniques intrinsic to the BEM, and within this spirit, the method proposed herein is rooted in the boundary integral methodology.
A new local error estimate, based upon hypersingular integral equations, is introduced in this report. These equations have proven to be highly useful in a variety of situations, and their definition and numerical evaluation are now well understood (see, for example, GRAY 1989; GRAY et al. 1990; KRISHNASAMY et al. 1992a; GUIGGIANI et al. 1992; ROSEN and CORMACK 1992 . The measure of the error on the boundary of a body is taken as the amount by which the solution to the standard Boundary Integral Equation (BIE) fails to satisfy the equally valid hypersingular BIE.
Distinctive advantages of this approach are that the estimator does not require boundary values away from the nodal points, it does not involve any adjustable parameters, it is defined by an analytical formula, and it is intrinsic to the BEM. This allows the derivation of a relationship between the exact and estimated errors, and provides a natural extension of the procedure to interior error estimates. It is worth mentioning that, despite its importance, interior error estimation has not received attention in the BEM literature. Furthermore, a primary goal of this report is to present extensive test calculations which validate the error method and provide a reasonable basis for claiming that the proposed error estimates are reliable and will perform well in most situations.
The remaining sections of this report are organized as follows. First, the basic BIEs are given, and the method for estimating the local error on the boundary is presented, including the derivation of a relationship between the exact and the estimated errors. Next, the method for interior estimates is developed. This includes error estimates for both the function (e.g. potential) and its derivatives. Subsequent to the theoretical part of this work, some aspects concerning the computational implementation are discussed, and numerical examples comparing the exact and estimated errors are presented. Afterwards, a framework for sensitivity analysis of the errors on the boundary and in the interior is introduced. Finally, conclusions are stated and promising directions for future research are discussed.
Local Error Estimates
A method for a posteriori evaluation of the error on the boundary, d B , and in the interior, B , of the domain 0 = B U d B is presented in this section. For interior error estimation, the formulation is developed for both the field variable and its derivatives (e.g. potential and interior gradients for potential problems). For simplicity, the error estimates will be defined in the context of the two dimensional Laplace equation 02$ = 0 . However, the method is general, and applicable to any boundary integral formulation (see Appendix).
Boundary Integral Equations
For simplicity, the subscript notation will be employed for differentiation, with the capital/lower case letters utilized to distinguish differentiation with respect to the collocation point P and the field point Q (integration variable), respectively, in a BIE. Here, D and d refer to generic unit direction vectors, and 4 denotes the potential.
With the above notation, the boundary integral formulation for the two dimensional Laplace equation can be written as
where #n is the boundary flux (normal derivative of 4), ds denotes a differential length element, and the Green's function is taken as the point source potential
Equation (1) is valid for points P in the interior B (thus the coefficient 1 for the leading term). However, as discussed by LUTZ and GRAY (1993), it is also valid for P on the boundary, provided the singular integrals are defined as a limit-to-the-boundary. Let aBd and aB, denote the portions of the boundary having Dirichlet (4 prescribed) and Neumann (4n prescribed) boundary conditions, respectively. Thus, Eq.
(1) can be employed to solve for the unknowns 4 on aB, and 4n on dBd, and d B = dBd + aB,.
For P E B , the integrands in Eq.
(1) are not singular, and the derivative of this equation with respect to P can be computed by interchanging the order of differentiation and integration. The resulting gradient BIE can therefore be expressed as where D = (Dl,Da) is any specified unit direction vector. Once again, a well defined integral equation on the boundary, P E LIB, results by defining the singular integrals as a limit in which P approaches d B (GRAY 1989, 1993).
Boundary Error Estimate
Assume now that a particular problem has been solved using Eq. (l), resulting in approximate solutions 4 and 4n for the unknown boundary values of potential and flux, respectively. These approximate solutions, together with the specified boundary conditions, determine these boundary functions on the approximate geometry. Although these functions have been determined to satisfy Eq. (l), in whatever sense this equation was approximated (e.g. collocation, Galerkin), these values are not necessarily consistent with Eq. (3).
The proposed error estimate € ( P ) is defined as the error which arises when the approximate solution is substituted into Eq. (3). Thus, where represents the approximated boundary geometry. Therefore, the estimator E(P) is quite simply the amount by which the solution to the standard BIE (Eq. (1)) fails to satisfy the hypersingular BIE (Eq. (3) ). The specific choice of the vector D in the definition of the error estimate will be given later on this report.
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The estimator could have been defined with the sign reversed. The decision to employ Eq. (4) has been guided by the results of computational experiments with the interior error estimates (see Section 4). Moreover, if the boundary error estimates are to be used for a self adaptive mesh refinement procedure, an appropriate error norm is generally used in the refinement process (e.g. GUIGGIANI 1990; SZABO and BABUSICA 1991). In this case, only the magnitude of the local error is needed.
Note that the estimator defined by Eq. (4) does not require boundary values away from the nodal points, it does not involve adjustable parameters, it is defined by an analytical formula, and it is intrinsic to the BEM. These properties are important for the derivations presented in the remainder of this report.
Relationship Between the Exact and the Estimated Errors
Most previous definitions of error estimates for the BEM have been essentially heuristic in nature, and thus it would be difficult to derive a mathematical relationship between the exact and estimated errors. The error estimate presented in this work has a concrete mathematical formulation, rooted in the BEM, and consequently such a relationship is naturally obtained, as shown below.
If 4(Q) and ( & , ) ( & )
represent the exact solution, Eq. For a collocation point P with Dirichlet boundary conditions, the estimator is a measure of the error in the normal derivative, and E(P) = €dN ( P ) , where N = n ( P ) . The relationship between E(P) and E ( P ) gives rise to an interesting possibility for obtaining an even better estimate of the discretization errors. As the left hand side in Eq. (8) (or equivalently, Eqs. (9) and (10)) is known, the unknown values E+(P), P E aB, and E4,(P), P E a B d , can be determined. Of course, the exact error will not be computed because it has been assumed that aB z E, and numerical approximation will be required to solve for E. Nevertheless, this procedure might yield a more accurate error estimate than E . This is a fruitful area for further investigation.
Interior Error Estimates
As pointed out previously, interior error estimation is a subject that has not received attention in the BEM literature. Assessment of the interior error is important to investigate the behavior of field variables, especially in the neighborhood of corners, kinks, or locations with high boundary curvature. Moreover, it may have important applications in at least two areas of nonlinear BEM analysis, the Dual Reciprocity Method (DRM) and material nonlinearities. The DRM has been applied to a range of nonlinear problems (see, for example, the book by PARTRIDGE et al. 1991). This method leads to a formulation involving boundary integrals only, however, interior nodal points are also included in the formulation. Therefore, error estimation for the DRM should involve both boundary and interior error estimates.
WEI et al. (1994) have recently performed elasto-viscoplastic shape optimization of two dimensional solids by the BEM. They have stated that "The choice of mesh, especially the internal cells, is crucial for the solution of this class of problems. The best approach is to use adaptive meshing during the iterative optimization process." Therefore, numerical analysis of materially nonlinear problems by the BEM (for further information, see the book by CHANDRA and MUKHERJEE 1995) is a field where interior error estimation is of fundamental importance. In this case, domain integrals must also be added in the error formulation.
As will be demonstrated by the numerical examples in Section 4, & ( P ) provides an effective estimation of the error everywhere on the boundary. As a consequence, it is possible to develop an interior error estimate based upon the boundary error estimates.
-6 -This formulation is developed below, and error estimates are presented for both the potential $ and its directional derivatives 4~.
Error Estimate for $ ( P ) , P E B
For an interior point P E B , the exact solution satisfies whereas the approximate solution at P is given by 
As all quantities on the right hand side of Eq. (17) are known, €4(P) can be calculated. 
Remarks
Of the four remarks presented below, the first three concern relevant characteristics of the proposed a posteriori error estimates. The last remark discusses differences between this work and a previous error estimation technique which relies on hypersingular integral equations.
Remark 1. Directional derivatives in the hypersingular BIEs.
The vector D in Eqs. (3) and (4) has not been specified yet. One would like to choose a direction D for which the error estimate E best tracks the exact error in the problem.
Computational tests, involving two dimensional problems, have been performed with both
where N and T denote the normal and tangential unit vectors, respectively, on the boundary aB at the source point P. Our tests indicate that using D N in Eq. (4)
provides more reliable error estimates than using D T . However, the use of D = T in Eq. (4) might be useful in other situations, such as fracture mechanics problems (see Section 6 ). An advantage of the error method presented here is that it can be readily extended to three dimensional problems. Note that the functional form of the error equations remain the same, i.e. Eqs. (4), (17) and (20) hold for both two and three dimensional problems. For three dimensional problems, using Eq. (4) with the directional derivatives taken normal to the boundary is simpler and more efficient than using this equation with the directional derivatives taken tangent to the boundary. The former Specifically, assume that a particular problem has been solved using Eq. Similarly to Eq. (4), the sign in Eq. (22) is also arbitrary. For the error in the interior, equations analogous to (17) and (20) 1994a, 1994b) . In this method, both the standard and the hypersingular BIEs are employed, the choice being dictated by the prescribed boundary condition. Thus, the ability to interchange the role of the two equations is essential for applying the error estimation approach to this new, and potentially important, approximation method. Test error estimation calculations using the Symmetric-Galerkin BEM are in progress. The formulation for the interior error estimates, presented in Section 2.3, is not continuous to the boundary. Continuity at the boundary is clearly a desirable property, and at the expense of additional computation, is achievable. The basic idea is to take &+ on aB, and €+n on dBd, obtained from Eq. (4), as "boundary conditions" t o Eq. (l), -9 -thereby solving for €4 on 8Bd and €bn on 8B,, rather than assuming that they are zero. This procedure will lead to a set of boundary errors which provide a continuous limit to the boundary of the interior errors. Although the assumptions of zero error, Eqs. (15) and (16), are reasonable, they are of an heuristic nature and do not have theoretical justification. The reason for first examining the method as described above is that it requires less computational effort, and will probably suffice for most applications.
Remark 4. Related work.
An error indicator which also relies upon the ability to evaluate hypersingular integrals was recently proposed by INGBER and MITRA (1992) . The approach suggested in the present report, for evaluation of the error on the boundary, is therefore related to that discussed by these authors, but there is a fundamental difference in the two techniques. The idea motivating the procedure by INGBER and MITRA (1992) is to measure the discrepancy between the imposed boundary conditions and the boundary element solution. They define the Error Indicator EI(j) for a boundary element aBj as :
As discussed above, the indicator E(P) proposed herein (Eq. 
Numerical Aspects
This section briefly describes some aspects of the numerical implementation employed in the computational tests. Isoparametric Overhauser elements are used in the approximation of Eqs. In two dimensions, the Overhauser element utilizes four consecutive boundary nodes, {Sk}2=1, to define the interval between the second and third nodes [S2,S3] . The explicit parametric form is:
-10 -where t E [0,1] and SI, = (zz,yk) are the coordinates of the four points defining the element. The shape functions Ark (k = 1, . . . , 4 ) are:
As indicated above, Overhauser elements are used in the discretization of both potential and flux in Eqs. In order to assess various features of the proposed error estimates, the following examples are presented:
(1) Dirichlet problems For all but the last test calculation, the problems possess a simple analytical solution, allowing a comparison between the exact and estimated errors. The potential field is specified as
where z = x t i y , i = g, and X(.) denotes the real part of the complex function. As the goal with this procedure is to assess the accuracy of the proposed error estimates, a fourth order potential field is employed to ensure that the Overhauser cubics introduce error. The corresponding gradient of the potential in Eq. (27) is (28) V(b(x,y) = (4x3 -12xy2 , 4y3 -12x2y) .
Unless otherwise stated, D N has been used for the error estimate in Eq. (4), and the meshes for the elliptical geometries) x2/u2 + y2/b2 = 1, have been discretized with equal angles. This discretization procedure is likely to introduce more error variation over the boundary than using a discretization with equal arc length. The last example represents a more practical problem geometry and boundary conditions for which there is no analytical solution available.
Dirichlet P r o b l e m s
Two types of problems are considered here. The first is a circle of unit radius with two discretizations, and the second are ellipses with different aspect ratios, u/b = 2.00 and a/b = 1.25.
Circle
The unit circle x2 +y2 = 1 is subjected to Dirichlet boundary conditions. In the present example) N = (x,y) and, from Eq. (28), 4~( x , y ) = 4x4 -24x2y2 + 4y4. Note that both polynomials 4 and 4~ are of fourth order, while the Overhauser elements are cubic. Two mesh discretizations have been considered, one with nodes at 10" intervals (36 nodes and elements) and the other one with nodes at 5" intervals (72 nodes and -12 -elements). Figure 2 shows the comparison between the exact and estimated errors for the two discretizations. The main feature of this graph is that the estimated errors follow the same trend of the exact errors for both discretizations. This graph also shows that (1) for each discretization, the estimator given by Eq. (4) overestimates the error; (2) as expected, the magnitude of the errors for the finer mesh (72 nodes) are smaller than the corresponding ones for the coarser mesh (36 nodes); ( 3 ) the difference between the estimated and exact errors are smaller for the finer mesh (72 nodes) than for the coarser one (36 nodes); and (4) the symmetry of the problem is captured by both the BEM solution (Eq. (1)) and the hypersingular BIE for the boundary error estimate (Eq. (4)).
To illustrate the influence of the direction vector D and to justify our choice for D G N in Eq. (4), the circle with 36 nodes has been considered again. Figure 3 shows a comparison between the exact and estimated errors using D G T in Eq. (4). Note that in this case, the estimated and exact errors are out of phase. Therefore, the use of D E N is apparently more reliable than the use of D ZE T . 
Ellipses

Mixed Boundary Conditions
Again, the elliptical geometry with a / b = 2 is considered here, and the coarser mesh discretization with 36 elements is employed. The mixed boundary conditions are Dirichlet on the top (y 1 0), and Neumann on the bottom (y < 0) of the ellipse (Eqs. (27) and (28), respectively). Two modeling strategies are presented below. 
36
Node number 
Simple Modeling
The element connectivity for this example has followed the standard approach employed in the previous examples, that is, nothing special is done at the y = 0 junctures of L3Bd and aB,. As the change in boundary conditions occurs at a smooth part of the boundary, this is appropriate. This same boundary value problem and discretization are used in the next two sections. The influence of boundary conditions on the errors can be seen by comparing Figures 6 and 7 . It is interesting to note the similarity on the shape of the estimated error curves in either case.
"Double Node" Modeling for Change in Boundary Conditions
To introduce large errors, and therefore to test whether the error estimate I can respond to significant errors, the modeling near y = 0 was altered. Two extra nodes (37 and 38) have been added at the end of the nodal coordinates list. The "double nodes" are 1 and 37, and 19 and 38. Nodes 1 and 19 are on the Dirichlet endpoints, and nodes 37 and 38 on the Neumann endpoints of the boundary. The element connectivity for this example is illustrated by neighborhood of the y = 0 regions of the boundary. Figure 9 shows a comparison between the exact and estimated errors for this example. This graph shows that, as expected, the errors are concentrated on the double nodes, i.e. 1, 19, 37 and 38, and on their immediate neighbor nodes, while for the rest of the boundary the errors are much smaller. The error estimate given by Eq. (4) captures the trend of the actual errors, and gives a clear indication of serious problems in the "double node" region.
Interior Error Estimates
As mentioned previously, interior error estimation is an important area of investigation.
The purpose of this section is to examine the reliability of the formulation presented in Section 2.3. The calculation of the interior error makes use of previously calculated boundary error estimates. Numerical results are presented for both the potential 4 and its directional derivatives 4~. Figure 10 shows a comparison between the exact and estimated errors for the potential on the circle x 2 + y2 = (0.4)2 interior to the ellipse x2 + ~~/ ( 0 . 5 )~ = 1. There are 36 interior points at 10" intervals. The graph in Figure 10 shows that (1) the estimator given by Eq. (17) overestimates the magnitude of the interior errors; (2) the estimator provides a good prediction of the inflection points, shape, and magnitude of the actual error curve; and (3) the difference between the exact and estimated errors is smaller on Node number Figure 9 : Exact ( E ) versus estimated ( E ) errors for the elliptical geometry (38 nodes and 36 elements) using double node modeling for change in boundary conditions. Nodes 1 and 19 on the Dirichlet endpoints, and nodes 37 and 38 on the Neumann endpoints of the boundary.
Error for 4 ( P ) , P E B
the top than on the bottom part of the circle. This last observation is quite reasonable, as Dirichlet boundary conditions are specified on the top of the ellipse, and the error is being calculated for the potential $. Figure 12 shows a comparison between the exact and estimated errors for the directional derivatives of the potential on the same interior circle employed above. For each interior point, the direction D is the outward unit normal to the circle specified in a counterclockwise sense. Therefore, from Eq. (28), $D = (4x4 -24x2y2 + 4y4)/0.4. There are 36 interior points at 10" intervals. The graph in Figure 12 shows that (1) the estimator given by Eq. (20) overestimates the magnitude of the interior errors; and (2) the estimator provides a good prediction of the inflection points, shape, and magnitude of the exact error curve. Note that there are two kinks in the exact error curve, one at the top and one at the bottom of the circle. This is probably due to the proximity of these points to the boundary. The distance between these points and the ellipse is 0.1 and the element length on the top or bottom of the ellipse is 0.1738. In this case, the techniques for interior point evaluation by ZHAO et aZ. (1994) could be employed for accurate computation of interior potential gradients. 
Error for $ D ( P ) , P E B
D
It is interesting to note the similarity of the shape of the error curves in Figures 10  and 12 , which have been obtained for two different quantities, i.e. the potential and its directional derivatives, respectively. This similarity is expected because, for the points on the circle x2 + y2 = (0.4)2, $D = lo$, where $ is given by Eq. (27) . As might be expected, the magnitude of the errors for the potential (see Figure 10 ) is less than those for its derivatives (see Figure 12) . However, this is not always the case, as can be seen from the next example. Figure 13 shows a comparison between the exact and estimated errors for the directional derivatives of the potential on the straight segment from y = -0. 4 There are 15 equally spaced interior points, one at each 0.05 length interval. For this example, the estimator given by Eq. (20) once again gives a good prediction for the shape and magnitude of the actual errors. 
Verification of the "Symmetry" of the Method with Respect to Equations (1) and (3)
The "symmetry" of the two BIEs, one for solution of the problem and one for error estimation, has been discussed in Section 2.4 (Remark 2). To support this argument, an example with Dirichlet boundary conditions is presented here. It is worth mentioning that there is a rationale for solving Dirichlet problems using the hypersingular BIE. INGBER and MONDY (1993) and GRAY e t al. (1994) have pointed out that a stable second kind integral equation is obtained by employing a hypersingular equation for this type of problem, while the standard boundary integral formulation leads to a potentially unstable first kind integral. Figure 15 shows the exact versus estimated errors for the elliptical geometry (36 nodes) with a / b = 2 and Dirichlet boundary conditions. The boundary value problem has been solved by Eq. (3), and the errors have been estimated by Eq. (22) . In this example, the estimator underestimates the error. However, the shape of the actual error curve is well predicted. This can be easily verified by normalizing both the exact and the estimated errors with respect to the maximum error for each quantity. This is shown in Figure 16 . The trend of this graph shows that the normalized estimated errors overestimate the normalized actual errors for this example.
Generic Example: L-Shaped Object
The last example, extracted from Reference [5] , is reasonably representative of geometry and boundary conditions that arise in practice, and it does not have an analytical solution. The geometry is shown in Figure 17 . The left vertical face of the object is maintained at q4 = 1000 units, while the right vertical face is forced to be at 6, = 0 units. All the other boundaries are perfectly insulated, i.e. 4n = 0 units.
The discretization adopted for the L-shaped object consists of 97 nodes (92 geometrically distinct nodes and 5 double nodes at the corners) and 92 Overhauser elements. Table 2 compares the results obtained with the present implementation and those reported in Reference [5] for the symmetric Galerkin boundary element analysis with analytical evaluation of singular integrals. The discretization used in Reference [5] consists of 92 distinct nodes and 46 isoparametric quadratic elements. The present discretization and the one in Reference [5] have the same set of nodal points in the boundary element mesh. From Table 2 , it is observed that a good agreement between the two boundary element solutions is achieved. As noted in Section 2.4 (Remark 2), it would be very interesting to estimate the error in a symmetric Galerkin context using the ideas presented in this report. Figure 18 shows the estimated errors for the L-shaped object discretized with 97 nodes and 92 Overhauser elements. The two more pronounced peaks are at nodes 47 (n = ( 0 , l ) ) and 55 ( n = (1,0)), which correspond to the endpoints of the circular arc. These error peaks are expected because regions with high curvature are expect to have a large error. Moreover, the error at node 47 is bigger than the error at node 55. This too is reasonable, as node 47 is located at the long thin part of the L-shaped object. There are smaller peaks at nodes 1, 25, 31, 69, and 77. These are the corner nodes. The double nodes, corresponding to each of these corner nodes are located at the end of nodal list, i.e. nodes 93 to 97. There is a perturbation on the error curve involving nodes 8 to 14. This is an interesting phenomenon. It is probably due to the influence of change of curvature on the part of the boundary which is immediately above the segment from nodes 8 to 14. Finally, this example shows that the estimator given by Equation 22 also gives a very good indication of the actual error for this complicated example.
Analytical Sensitivity Analyses of the Error Estimates on the Boundary and in the Interior
The explicit form of the error estimates (Eqs. (4), (17) and ( Evaluation of the sensitivity of the errors is important in applications such as shape optimization using adaptive refinement (BUGEDA and OLIVER 1993). For example, by means of sensitivities (error and boundary mesh), the error estimates on aB can be projected from one design to next one in the iterative loop of the optimization process.
Note that, in this case, an a posteriori error estimate provides, by projection, an a przorz error estimate for the new design. (17) and (20) provide a posteriori estimation of the discretization errors, Eqs. 
Conclusions and Extensions
This work indicates that the combination of the standard and hypersingular integral equations provides a good basis for evaluating the discretization error in boundary element analysis. The error estimation method consists of substituting the approximate boundary element solution into the corresponding hypersinguIar integral equation. The boundary error estimates can then be employed for evaluating the interior error esti-mates for the potential and the directional derivatives of the potential. As pointed out previously, the argument which led to Eq. (4) is "symmetric", in that the role of the two equations (1) (17) and (20) . However, in this vector field case, the boundary error is a vector, the interior displacement error is also a vector, and the interior stress error is a tensor. These are basic forms for the errors, and if desired, an appropriate error norm can be obtained from the error components. The local error estimation method presented in this report is intrinsic to the BEM technique. It is applicable to any boundary integral formulation, can be readily extended to three dimensional problems (see Section 2.4), and allows a pointwise estimation of the discretization error. With respect to this last point, it is worth mentioning that in many design problems, one is interested in assessing the error at particularly critical parts of the boundary. Therefore, the error E(P) could be evaluated just at points in these specific regions of interest.
Extensive numerical testing of the error estimates has been carried out for the two dimensional Laplace equation. The influence of several factors have been investigated, such as geometry of the body, boundary conditions and discretization. The numerical results show that both the boundary and interior error estimates provide a remarkably faithful tracking of the exact error curve and a reasonable estimate of the magnitude of the exact error. Preliminary and encouraging results have also been obtained to validate the "symmetry" argument for error estimation.
There are some interesting topics for future investigation. For example, development of error estimates with a continuous limit to the boundary, the use of Eq. (8) to obtain an error estimate which might be better than the one given by Eq. (4), error estimation using a symmetric-Galerkin BEM formulation, sensitivity analysis of the error estimates, and extension of the error estimates to non-linear and vector field problems. The present work also offers room for extension to other applications such as fracture mechanics and solution adaptive techniques. In what follows, brief explanations, concerning these two applications, are given.
A very interesting subject for future research is the extension of the present method to crack problems, which includes error estimation in fracture mechanics (see, for example, JAYASWAL and GROSSE 1993). In one technique, both the hypersingular integral equation and the standard BEM equation are already employed on the crack surface to solve the problem (GRAY et al. 1990 ; GRAY and SOUCIE 1993). Therefore, there is no longer an additional equation available for the error estimation. One possibility, however, is to use the hypersingular equation, with the direction D being taken tangent -29 -to the crack surface.
As the error estimation method appears to provide a reliable tracking of the actual error, it should be highly suitable for a self adaptive procedure. A natural extension of this work consists of using the local errors as the driving parameters of an adaptive mesh refinement scheme, e.g. h-refinement. While the boundary errors & give information about the error distribution, an automatic adaptive refinement gives results within a specified accuracy. A word of caution: when using Overhauser elements, an r-refinement strategy is not recommended because undesirable oscillations in the approximated functions can be generated. This is due to the uneven element distribution, which is typical of the r-refinement (e.g. Ingber and Mitra 1986).
The range of application of the new error estimates is potentially broad. For instance, they could be of advantage for error estimation of radiosity (method for simulating global illumination) solutions, which are governed by a Fredholm integral equation of the second kind (see, for example, LISCHINSKI et al. 1994). Finally, use of the techniques presented in this report could also contribute towards a reliable and automated environment in computational mechanics (TWORZYDLO and ODEN 1993) employing BIE techniques.
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Appendix: Error Estimation Method in Elasticity
A general methodology for error estimation has been presented in Section 2. Following this procedure, a formulation is presented for evaluating the discretization error in elasticity problems. This formulation illustrates the general scheme to be adopted for error estimation in vector field problems. The definition of singular and hypersingular integrals below is once again taken as a limit-to-the-boundary (GRAY 1989; GRAY et al. 1990 ). In the interest of brevity, only the main equations are given.
The standard direct BEM formulation for linear elasticity (RIZZO 1967) , in the absence of body forces, can be written as where u i and ri are the displacement and traction vectors, respectively, and Tij and Uij are the usual Kelvin kernels. For a linear elastic isotropic body, the internal stresses can be obtained by differentiating the displacements at internal points (Eq. (36)) and introducing the displacement derivatives into the stress-strain relationship where X and p are the Lam6 constants for the material, and Sij is the Kronecker delta. After some algebra, the stress BIE can be written in a compact form as where the differentiated Kelvin kernels S k i j and Dkij can be found in many books on BEM, e.g. CHANDRA AND MUKHERJEE (1995).
The traction BIE can be obtained from Eq. (38) as follows
72(P) = aijivj
where N = n(P) ( N = Nie; and e; (i = 1,2,3) are global Cartesian unit vectors)
Boundary Error Estimate
Assume that a particular problem has been solved using Eq. (36), resulting in approximate solutions U and .?.
for the unknown boundary values of displacements and tractions, respectively. Although these functions have been determined to satisfy Eq. (36), they are not necessarily consistent with Eq. (39) . The proposed error indicator vector E ( P ) is defined as the error which arises when
