ABSTRACT Non-orthogonal multiple access (NOMA) is one innovative technology that provides low latency, high system capacity, high spectrum efficiency, and massive connectivity to solve several challenges suffered by a fifth generation (5G) mobile communication system. NOMA on the uplink with superior research value was widely mentioned at Mobile World Congress and has been released in the latest technical report by the Third Generation Partnership Project (3GPP). However, how to decode all users' signals on the uplink NOMA precisely and in parallel and achieve the separation of the superimposed users' signals is the major challenge. Therefore, an improved uplink NOMA scheme through adaptively weighted factors aided parallel interference cancellation (PIC) algorithm and multiple access (MA) signature is proposed to solve the problem. In this paper, we first briefly discuss the research status of the MA signatures used to separate superimposed users' signals. In addition, we review the existing interference cancellation algorithms used by receivers to decode message signals, which mainly include a successive interference cancellation (SIC) algorithm and the PIC algorithm. And the research value of the PIC algorithm on uplink NOMA is highlighted. Then, we briefly formulate the effect of the bias in decision statistics and adaptive weighted factors aided PIC algorithm is proposed to reduce the biased estimation. Finally, yet important, we comprehensively evaluate the performance of the proposed improving PIC algorithm in terms of bit error rate (BER), computational complexity, sum data rate, and delay estimation errors.
I. INTRODUCTION
Development in wireless communication technologies and growth of smart terminals put new requirements on multiple access technologies on fifth generation (5G) mobile communication system. Major requirements are caused by internet of things (IoT) and mobile internet. Modern communication scenarios such as virtual reality, health services demand enhanced broadband, intensive communication, low latency and high spectrum efficiency [1] , [2] . Evolving multiple access technologies are used to achieve high spectral efficiency. From the first generation to the fourth generation of wireless communication technologies, the access technologies in wireless communication systems have under-
The associate editor coordinating the review of this manuscript and approving it for publication was Prakasam Periasamy. gone frequency division multiple access (FDMA), time division multiple access (TDMA), code division multiple access (CDMA) and orthogonal frequency division multiple access (OFDMA). Non-orthogonal multiple access (NOMA) [3] technology allows multiple users to simultaneously share the same time-frequency resource, so it has attracted a lot of attention as a novel and promising multiple access scheme for 5G [4] . In addition, NOMA used on uplink has been released in the latest technical report supported by the Third Generation Partnership Project (3GPP) [5] .
A. EXISTING RESEARCH
NOMA technology can be divided into three categories, which are code-based NOMA, such as sparse code multiple access (SCMA) [6] , pattern division multiple access (PDMA) [7] , [8] , multi-user shared access (MUSA) [9] , resource spread multiple access (RSMA) [10] , etc., interleave-based NOMA [11] , such as interleave-grid multiple access (IGMA) [12] , interleave division multiple access (IDMA) [13] , etc., and power domain NOMA [14] . Although NOMA schemes are different, they all use the same technologies which include separation of superimposed users' signals and interference cancellation.
1) SEPARATION OF SUPERIMPOSED USERS' SIGNALS
Since the signals of multiple users are superimposed on the same time-frequency resources, how the receiver distinguishes different users' signals is growing up to be an important research topic. The transmitter allocates different power to each user's signal according to channel quality information (CQI) on power domain NOMA scheme and the receivers use successive interference cancellation (SIC) algorithm to subtract the interference users' signals step by step according to signal to interference plus noise ratio (SINR) [15] . The interleave-based NOMA scheme separates different users' signals via user-specific interleavers [16] . The code-based NOMA scheme spreads users' symbols information through user-specific multiple access (MA) signatures (also called spreading signatures) and the receivers use the same MA signatures to separate different users' signals [5] . Design of MA signatures supporting large scale connection is a challenging task for all NOMA scenarios and it also influences the choice and complexity of NOMA system [17] , [18] . In general, design with users' long MA signatures is desirable because it tends to exhibit low cross correlation between competing users' signals while increases multiplexing capacity. The current MA signatures can be divided into the following categories from the latest 3GPP specifications [5] • Bit level based processing. NOMA achieves the separation of multiple users' signals by randomizing signals from other users during bit level processing. There are primarily two methods of randomization which include scrambling and interleaving. The transmitter introduces user-specific scrambling sequences and interleavers, and the corresponding receivers use the same user-specific scrambling sequences and interleavers to separate different users' signals. Xiong et al. [19] verified that the introduction of the bit level interleaving and symbol level grid-mapping process can provide tremendous user multiplexing capability as well as block error rate (BLER) performance.
• Symbol level based processing. The symbol level MA signatures are mainly classified into three types, which are user-specific spreading with NR legacy modulation, user-specific spreading with modified modulation and scrambling and user-specific spreading with zero-padding. MA signatures applied in user-specific spreading with NR legacy include Welch Bound Equality (WBE) sequence, Generalized welch-Bound Equality (GWBE) sequences, complex-valued sequences with quantized elements, equiangular tight frames (ETF)/Grassmannian sequences, QPSK-based sequences, sparse spreading patterns, and MUI-qualified sequences. MA signatures used by user-specific spreading with modified modulation and scrambling achieve separation of different users' signals via symbol level spreading and scrambling techniques. MA signatures applied in user-specific interleaving with zero-padding distinguish different users' signals by means of user-specific symbols padding methods.
• User-specific sparse resource element (RE) mapping.
MA signatures based on user-specific sparse RE mapping are used in NOMA schemes such as SCMA, PDMA and IGMA. For a NOMA system with regular sparse resource mapping, where N users' signals share R REs in a non-orthogonal fashion. The sparsity of mapping is regarded as MA signatures.
• OFDM symbol staggered transmission pattern. Userspecific starting transmission time is considered as the MA signature in ACMA [20] . The user-specific starting time of each transmission is distributed over the OFDM symbols of the first N −1 time slots in a total time period of N time slots.
2) INTERFERENCE CANCELLATION
Interference cancellation technology is a part of very important physical layer technologies which execute interference cancellation in successive, parallel or hybrid fashion [21] , [22] . SIC algorithm sorts the superimposed users' signals according to the SINR of the received signal, and only detects and eliminates one user's signal in each iteration. In order to alleviate the error propagation caused by SIC algorithm, Ling et al. [23] proposed a multiple decision aided successive interference cancellation (MD-SIC) algorithm that introduce multiple codewords as the candidates to combat the error propagation, instead of choosing one codeword for each user in traditional SIC detection. And the size of each user's codeword candidate set is controlled by a designed threshold. Yan et al. [24] evaluated the influence of the codeword level SIC algorithm and the symbol level SIC algorithm on the signals' decoding performance in downlink NOMA system. The main difference between codeword level SIC algorithm and symbol level SIC algorithm is that channel decoding and signal re-encoding are involved in codeword level SIC algorithm while not in symbol level SIC algorithm. Therefore, the signal decoding performance of codeword level SIC algorithm is preferable to that of the symbol level SIC algorithm. Although SIC algorithm enhances the SINR gains as the increase of the number of iterations, the SIC algorithm has serious error propagation and delay, which do not comply with the requirements for low latency and high reliability in 5G wireless communication.
Parallel interference cancellation (PIC) algorithm detects and decodes all users' signals in a parallel fashion so that the delay of signal processing is decreased effectively. In order VOLUME 7, 2019 to alleviate the biased estimation in the process of signal estimation, Correal et al. [25] proposed a PIC algorithm with fixed weight factors, where signal estimation was eliminated partially during each iteration. The probability of signal decoding error becomes smaller and smaller as the number of iterations increases, and the signal estimation is finally close to the unbiased estimation. To the best of the authors' knowledge, current research does not accurately determine the weighting factor through the decoding error ratio of the PIC algorithm after each iteration in NOMA system. In addition, the application of PIC algorithm for NOMA has not been deeply studied.
B. MOTIVATION AND CONTRIBUTIONS
With the increase of the number of iterations, the error propagation of the SIC algorithm will become ever more serious. Therefore, the number of superimposed users cannot generally exceed two in downlink NOMA system [26] . Therefore, interference cancellation technologies with better performance and higher computational complexity will be primarily applied in uplink NOMA system because of powerful signal processing capability in the base station (BS). PIC algorithm with the advantages of low latency, high rate and high reliability has become research hotspot on uplink NOMA. How to differentiate the signals of different users at the receiver is still a challenge since multiuser's signals are superimposed in non-orthogonal fashion in NOMA system. Separation of multiuser's signals depends on the signals' power difference in SIC algorithm, but the PIC algorithm need separate all users' signals in parallel at the same time. Therefore, the application of MA signatures is essential in PIC algorithm. We select the GWBE MA signature sequences as the MA signatures in the uplink NOMA for the simple purpose and propose an adaptive weighted factors aided PIC algorithm in this paper. The contributions of this paper are as follows
• We describe and introduce the characteristics and generation of GWBE MA signature sequences in detail.
• For the uplink NOMA system, we propose an improved PIC algorithm combining the signal detection algorithm based elementary symbol estimator (ESE) [27] such that the biased estimation of the transmitted signals can be optimized to approach unbiased signals estimation.
• We evaluate the performances of uplink NOMA system using the improved PIC algorithm and GWBE MA signature sequences and make comparisons with the complete PIC algorithm (traditional PIC algorithm), the partial PIC algorithm with fixed weighted factors and the SIC based on the minimum mean squared error (MMSE-SIC) algorithm.
C. PAPER ORGANIZATION
The remainder of this paper is organized as follows: Section II presents the system model which consists of uplink NOMA system model, GWBE MA signature sequence and multiuser signal detection algorithm based on ESE. Section III discusses the biased estimation during PIC process and introduces the improved PIC algorithm. Section IV evaluates the performances of the proposed solution comprehensively, and concluding remarks are drawn in section V.
II. SYSTEM MODEL
In this section, we describe the system model of uplink NOMA and GWBE MA signature sequence. In addition, multiuser signal detection algorithm based ESE in the receiver is selected to further improve NOMA system performance.
A. SYSTEM MODEL ON NOMA
Without loss of generality, we consider a BS serving N uniformly distributed users for uplink NOMA system. The BS and each of the users use a single antenna configuration. An illustration of uplink NOMA system is shown in Fig. 1 .
The received superimposed signals y consisting of signals from N users and noise signal can be expressed as follows
where p i represents the power of the i th user signal, h i = |h i |e θ i represents the channel coefficient vector from the BS to the i th user and b i represents symbols vector of the i th user. Notation w represents the additive white Gaussian noise (AWGN) signal vector with zero mean, σ 2 variance, and double sided power spectral density N 0 , i /2. Each user spreads its symbols information using a J -length MA signature sequence s i , i = 1, 2, . . . , N , and the receiver uses the same MA signature sequences to separate different users' signals.
The received superimposed signals y is despread using the same MA signature sequences, and the sum of the m th bit information of all users can be represented as follows
It is assumed that multiuser signal detection algorithm based ESE is used, and PIC algorithm is considered as interference cancellation algorithm. Vector r(m) is the input of the multiuser signal detector, and the output of the multiuser signal detector is the log likelihood ratio (LLR) value. For each independent parallel decoder, the sum of the output estimation can be expressed as followŝ
whereĥ i (m) represents the channel estimation between the BS and the i th user, andb i (m) represents the signal estimation of the i th user. Letr k (m) be the estimation of the received signal r(m) after k th iteration. A weighting factor λ k i is designed for the estimationb i (m) after k th iteration in consideration of the difference of users' signals and iterations. So (3) can be changed as followŝ
Vector
T can be regarded as one set consisting of weighting factors that vary with the iterations and system loading in k th iteration. The estimation after (k − 1) th iteration multiplied by the vector of weighting factors will be used as the input of the k th iteration. Multiple iterations until more accurate users' signals are derived.
B. GWBE MA SIGNATURES SEQUENCE
It is assumed that the transmitted symbols vector b n of the n th user spreads its symbols information by a J -length MA signature sequence s n , and the matrix of MA signature sequences that each column remarks one MA signature sequence is S. Matched filter (MF) f n is employed by the receiver to obtain the estimation of the received signals. The post processed SINR n can be expressed as follows
where trace(·) represents the trace operator, v n represents the noise component in the SINR n , and w is the zero-mean AWGN vector with a covariance matrix I, i.e., an identity matrix. The trace(·) term in the denominator is the total squared correlation (TSC). If the post processed noise is white, the noise power of each v n is the same. So TSC can be directly used as a performance metric and it can be expressed as follows
It is necessary to assign different power to each user's signals in an realistic communication system, so (6) can be written as follows
The optimal MA signature sequences can be obtained by minimizing the T sc as follows
A lower bound known as Welch Bound (WB) is defined for the T sc . The optimal sequence obtained is called the GWBE MA signature sequences when the T sc satisfies
It should be noted that elements of the GWBE MA signature sequences are irregular complex values, which may increase the complexity for NOMA system implementation. For received signals with equal signal power, the GWBE MA signature sequences reduce to the WBE MA signature sequences.
Let
, which is the correlation matrix of the interference plus noise for the n th user. It can be identified that minimizing the denominator (or equivalently maximizing SINR n ) is a well-known Rayleigh quotient problem. From this, the Eigen vector corresponding to the minimum Eigen value of R n can be considered as GWBE MA signature sequence for the n th user, if it is assumed that f n is matched to s n .
Each user updates its MA signature sequence using a method named fixed-point iteration method. In a given sequential user order, each user first randomly selects a MA signature sequence, and the n th user updates its MA signature sequence by solving the Eigen value problem of R n while other MA signature sequences are kept fixed. Other users use the same method to update the MA signature sequences. After the final update in the given iteration, the first user restarts the updates. This repeats until convergence.
C. MULTIUSER SIGNAL DETECTION
The optimal multiuser detection (MUD) algorithm like MAP [28] and ML [29] can obtain the estimation closest to the original transmitted signal, but evidently, the computational complexity of the optimal multiuser detection algorithms may not be affordable for practical systems with a large number of active users. Signals detection algorithms with lower computational complexity and better detection performance are the preferred target. ESE algorithm is a typical soft input soft output (SISO) iterative detection algorithm. Unlike MAP algorithm which detects symbols from all users at the same time, to decode symbols for one user, ESE algorithm treats signals from other users as noise by using central limit theorem [27] . Only the estimation and computation of mean and variance of interfering users' signals will cause additional operations. And the computation complexity of ESE is proportional to the modulation order and the number of users. The received signals are the combination of all users' signals plus noise, which is can be expressed as follows
Others' signals and AWGN are all treated as noise when processing n th user's signals, so (9) can be reconstructed as
where
interference plus noise signal and δ n (m) is approximated as a Gaussian variable according to the central limit theorem. So the expectation and variance of δ n (m) can be expressed as follows
Furthermore, according to (11) and (12), the conditional Gaussian probability density function of r(m) can be formulated as follows
According to (13) , the extrinsic LLR of the n th user can be calculated and then used as the input of the channel decoder.
III. PROPOSED ALGORITHM A. BIASED ESTIMATION ANALYSIS ON PIC
Unbiased estimation of the transmitted signals is always desirable in the signal estimation process. Unfortunately, the unbiased estimation of the transmitted signals cannot approach in practical systems due to the effects of multiple access interference (MAI), imperfect interference cancellation and channel estimation. The estimation of the desired signals is correlated with the interfering users' power and bit value, which lead to the production of the biased estimation during decision statistics [25] . In a PIC process with K iterations, the decision statistic of the m th bit b n (m) of the n th user after the k th iteration is Z k n,m . The expectation of Z k n,m considering the m th bit's estimationb k−1 n (m) after the (k −1) th iteration can be expressed as follows
It is obvious in (14) that a bias is existed in the mean of the decision statistics and the bias in the mean increases linearly with system loading N and is inversely proportional to the processing gain G.
B. ADAPTIVE WEIGHTED FACTORS AIDED PIC ALGORITHM
In order to mitigate the biased estimation of the transmitted signals, an adaptive weighted factors aided PIC algorithm (the following is referred to as the improved PIC algorithm) is proposed. The optimization of the biased estimation is based on multiplying the signal estimation before signal reconstruction by a set of adaptive weighted factors after each iteration. In [30] , multiplying multiplication factors less than one has been implemented in the interference cancellation algorithm while the multiplication factors are fixed and set artificially. There are two main contributions to the introduction of adaptive weighted factors in each iteration for the improved PIC algorithm. On the one hand, it reduced the biased estimation in the decision statistics process. On the other hand, it significantly reduced the variance of the decision statistics after interference cancellation.
It is assumed that the estimation of the transmitted signals after the k th iteration is represented asr
(m). First of all, an objective function that measures the interference cancellation errors rate of the received signals using the mean square error ratio between the residual interference signals and the received signals is defined as follows
In order to minimize the interference cancellation error rate (or equivalently maximizing γ ), the numerator item of (15) can be minimized as follows
Least mean square (LMS) algorithm can be applied by (16) to adjust the weighted factors because (16) is based on minimum mean square error. It is assumed that vector c k (m) generated after signal reconstruction is the input of the k th iteration. Each element in vector c k (m) is the reconstructed signal of one user. The weighted factors vector λ k which an element corresponds to a user's weighted factor can be calculated as follows
where · represents norm computation, notation v represents adaptive parameter and e k (m) * represents conjugate of e k (m). Convergence of λ k+1 can be achieved in mean square if v ∈ (0, 2). The smaller v is, the slower λ k+1 converge, which results in more thorough interference elimination. Similarly, the larger v is, the faster λ k+1 converge, which results in rougher interference cancellation. Interference cancellation errors vector after the k th iteration expressed by e k (m) can be formulated as follows
Then the process of the interference cancellation for the n th user after k th iteration can be formulated as follows
More accurate decision can be obtained depending on k n (m) after k th iteration. In the improved PIC algorithm, the output of the conventional decoder is regarded as the initial input of the first iteration.
And then the expectation of the decision statistics for b k n (m) in the case of knowingb k−1 n (m) can be formulated as follows
It can be found from (20) that the bias of signal estimation is significantly reduced by introducing weighting factors less one. The block diagram of improved PIC algorithm is shown in Fig. 2 . 
IV. SIMULATION RESULTS AND DISCUSSIONS
A link level simulation study was carried out in order to evaluate the performance metrics of uplink NOMA system with the proposed method in this section. The results are discussed in terms of computation complexity, bit error rate (BER), sum data rate and delay estimation errors. It's worth noting that the PIC algorithm perform one or more iterations while the SIC-MMSE algorithm only perform once completely. As NOMA system has been standardized yet, the simulation parameters in this work follow the 3GPP. The simulation parameters are defined in table 1.
A. INTERFERENCE CANCELLATION ERRORS ANALYSIS
This section analyzes the BER performance of the improved PIC algorithm compared with the complete PIC algorithm, the partial PIC algorithm with fixed weighted factors, the MMSE-SIC algorithm and the analytical PIC algorithm. First of all, the estimation of transmitted signals can be regarded as unbiased estimation since the weighted factors are used to adjust the estimated results of the users' signals. The BER can be calculated during each iteration actually and the BER performance will be enhanced as the number of iterations increases according to the principle of PIC algorithm. The BER for the k th iteration of the n th user can be formulated as follows
where Q(·) represents standard Q function. Fig. 3(a) , Fig. 3(b) and Fig. 3(c) represent the BER versus the signal to noise ratio (SNR) for the improved PIC algorithm, the complete PIC algorithm, the partial PIC algorithm with fixed weighted factors, the MMSE-SIC algorithm, and the analytical PIC algorithm for the case of unbiased estimation. The second and third row in the legends of figures represents the weighted factors of the partial PIC algorithm with fixed weighted factors and the adaptive parameter v of the improved PIC algorithm during each iteration, respectively, which is applicable in all the simulation diagrams below. It can be observed from the results that the BER performance of these interference cancellation algorithms promotes with the increase of SNR and the number of iterations. The complete PIC algorithm has the worst BER performance since the biased estimation does not be adjusted. The fixed weighted factors of the partial PIC algorithm enable to adjust the biased estimation to some extent. However, limitations caused by the change of the channel environment lead to that the fixed weighted factors are not popular in other communication scenarios, so the BER performance of the partial PIC algorithm with fixed weighted factors in slightly better performance than the complete PIC algorithm. The biased estimation can be adjusted adaptively for the improved PIC algorithm so that the BER performance is very close to that of the analytical PIC algorithm. The decoding performance of the SIC-MMSE algorithm is considerably affected by error propagation, which lead to that the BER performance of the SIC-MMSE algorithm is worse than that of the improved PIC algorithm in the low SNR environment. And with the interference of users' signals being eliminated continuously, the smaller the signal power is, the larger the SNR gains will be on the basis of the SIC principle, which bring about a little bit better BER performance than that of the improved PIC algorithm in high SNR environment under three iterations. Other important discovery is that the BER performance of the improved PIC algorithm enables to approach that of the SIC-MMSE algorithm in 3 th iteration and much better than that of the SIC-MMSE algorithm in 5 th iteration. Fig. 4(a) , Fig. 4(b) and Fig. 4(c) show the BER versus the number of users for the improved PIC algorithm, the complete PIC algorithm, the partial PIC algorithm with fixed weighted factors, the MMSE-SIC algorithm, and the analytical PIC algorithm for the case of unbiased estimation. From these simulations, the BER performance of these interference cancellation algorithms decreases with the number of users increase. The BER performance of the SIC-MMSE algorithm is the best in the case of two users while displays badly in the place where the number of superimposed users exceeds four. The reason why the BER performance becomes worse and worse is that decoding performance is seriously affected by error propagation under lager superimposed users circumstance. In addition, the BER performance of the complete PIC algorithm is slightly better than that of the SIC-MMSE algorithm when the number of superimposed users exceeds four. And the BER performance of the improved PIC algorithm is preferable to that of the partial PIC algorithm with fixed weighted factors and very close to that of the analytical PIC algorithm. Of course, we can also observe from Fig. 4(a), Fig. 4(b) and Fig. 4(c) that the BER performance of these PIC algorithms continues to grow with the increase of the number of iterations. In addition, comparison of the BER performance curves shows that adoption of the improved PIC algorithm results in significant performance improvements over that of the SIC-MMSE algorithm with the increase of the number of PIC iterations.
B. SUM DATA RATE ANALYSIS
In this part, the performance of sum data rate in uplink NOMA system is analyzed. The data rate of each user is analyzed first before sum data rate in the uplink NOMA system where the improved PIC algorithm is used in the receiver. Because the signals of each parallel user are interfered by other users' signals and noise signals during signals detection and decoding, the data rate of the n th user can be formulated as follows
where ρ represents the SNR. It is can be observed from (22) that the user's data rate is mainly related to SNR, its signals power and other users' signals power. Interference from other users has a negative impact on the data rate of each user, and the more the number of superimposed users' signals, the lower the data rate of the user. According to (22) , the sum data rate of the uplink NOMA system equipping with the improved PIC algorithm for the receiver can be described as follows
Similarly, the sum data rate of the uplink NOMA system with the SIC-MMSE algorithm can be described as follows
where R N ,SIC represents data rate of the last user in the SIC-MMSE algorithm. With the continuous processing of interference elimination, the SNR gains of the SIC-MMSE algorithm become larger and larger, which caused by that the SIC-MMSE algorithm reduces the interference of one user's signal after each interference cancellation. The improved PIC algorithm multiplies a set of adaptive weighted factors by the estimated signals in each iteration to get unbiased estimation of the transmitted signals. Thus, the MAI and noise signals are also adjusted optimally. Fig. 5 compares the sum data rate performance in the uplink NOMA systems where receivers employ the improved PIC algorithm, the complete PIC algorithm, the partial PIC algorithm with fixed weighted factors, and the MMSE-SIC algorithm respectively, and the assumption of three iterations for PIC algorithm is made. According to (24) , the uplink NOMA system equipping with SIC-MMSE algorithm in the receiver has the best sum data rate performance since the data rate from the 2 th user to N th user increases gradually. The uplink NOMA system that improved PIC algorithm is used in the receiver appears the closest sum data rate performance to that of the NOMA system where the SIC-MMSE algorithm is used for the receiver. The uplink NOMA system where the partial PIC algorithm with fixed weighted factors is used for the receiver decreases the MAI and noise signals to a certain extent so that the sum data rate performance is better than that of the uplink NOMA system with the complete PIC algorithm but poorer than that of the uplink NOMA system with the improved PIC algorithm.
C. DELAY ESTIMATION ERRORS ANALYSIS
The delay estimation error performance is an important performance indicator in uplink NOMA system. We have assumed that the receiver's structure under study achieves synchronization during signals processing. However, this assumption does not hold in more realistic communication scenarios and the decision statistics are adversely affected by the time jitter, uncertain propagation channel and movement of the users [25] . The estimation errors are assumed to be a Gaussian random variable with zero mean. We can only simulate limited possible delay estimation errors since the number of frames in the transmission process is limited. Fig. 6 displays the effect of the delay estimation errors on the VOLUME 7, 2019 FIGURE 6. Effects of delay estimation errors on uplink NOMA system performance, K = 3, SNR = 10dB.
BER performance of the uplink NOMA system under various interference cancellation algorithms. The simulation results indicate that the receiver with the improved PIC algorithm displays the best robustness.
D. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of the interference cancellation algorithms in NOMA system is crucial for both implementation and simulation. Higher computational complexity requires the receiver to use a high speed processor to improve system performance and reduce signal processing delay. This part mainly quantifies the computational complexity of the SIC-MMSE algorithm, the complete PIC algorithm, the partial PIC algorithm with fixed weighted factors and the improved PIC algorithm, respectively. The computational complexity can be defined as the number of floating point operations (FLOP) required to decode a bit [31] , [32] . It is assumed that the total number of iterations of the PIC algorithm is K , the frame length N b , the maximum number of multipath signals processed by correlators at the receiver is L, and the number of samples per bit is N s . The computational complexity of the complete PIC algorithm and the partial PIC algorithm with fixed weighted factors can be defined as follows
The computational complexity of the SIC-MMSE algorithm can be defined as follows
The computational complexity of the improved PIC algorithm needs additional computation compared to the other PIC algorithm since weighted factors need to be calculated. The computational complexity of the improved PIC algorithm can be expressed as follows
where operator(λ k ) represents the number of FLOP required to compute a set of weighting factors during the kth iteration and it can be formulated as follows (28) where C k PIC and T k PIC represent the number of FLOP and time required to decode a bit during the kth iteration in the complete PIC algorithm, respectively. And T k PIC,improved represents the time to decode a bit during the kth iteration in the improved PIC algorithm.
The comparison between interference cancellation algorithms is presented in terms of computational complexity and is shown in Fig. 7 . It can be observed from the simulation is that the improved PIC algorithm has the highest computational complexity, and the partial PIC algorithm with fixed weighted factors has the same computational complexity as the complete PIC algorithm. The computational complexity of the partial PIC algorithm with fixed weighted factors does not increase comparing the complete PIC algorithm since the weighted factors are fixed. The MMSE-SIC algorithm has the lowest computational complexity because the receiver with MMSE-SIC algorithm only needs to detect and process one user's signals every time.
V. CONCLUSION AND OUTLOOK
In this work, a GWBE MA signature sequence is introduced to solve the separation of multiuser's signals, and an adaptive weighted factors aided parallel interference cancellation algorithm to improve the receiver performance of NOMA system is presented. The improved PIC algorithm provides better BER performance and lower delay estimation errors compared to the other interference cancellation algorithms widely used. Besides, the improved PIC algorithm can achieve the closest sum data rate performance to the MMSE-SIC algorithm. And the numerical results prove the superiority of the improved PIC algorithm over the other PIC algorithms and the MMSE-SIC algorithm and hence is a promising interference cancellation algorithm for the receivers in uplink NOMA system. However, the improved PIC algorithm has the highest computational complexity compared to other interference cancellation algorithms mentioned in this work. Fortunately, advanced technologies such as multi-core processors, multi-thread and even graphical processing unit (GPU) enables us to run the work more efficiently.
The work will be extended to more interference cancellation technologies like expectation propagation algorithm (EPA) with hybrid interference cancellation algorithm and enhanced ESE algorithm. Further, the extension will analyze the performance of the proposed method with multiple input multiple output (MIMO) technology. 
