Metal stamping character (MSC) automatic identification technology plays an important role in industrial automation. To improve the accuracy and stability of segmentation and recognition for MSCs, an algorithm based on multi-directional illumination image fusion technology is proposed. First, four grayscale images are taken with four bar-shape directional light sources from different directions. Next, based on the difference in surface grayscale characteristics for the different illumination directions of the surface's stamped depression regions and flat regions, the image background is extracted and eliminated. Second, the images are fused using the difference processing on the images in the two groups of relative illuminant directions. Third, mean filter, binarization, and morphological closing operations are performed on the fused image to locate and segment the character string in the image, and the characters are normalized by correcting the skew of the segmented character string. Finally, histogram of oriented gradient features and a backpropagation neural network algorithm are employed to identify the normalized characters. Experimental results show that the algorithm can effectively eliminate the interference of factors such as oil stains, rust, oxide, shot-blasting pits, and different background colors and enhance the contrast between MSCs and background. The resulting character recognition rate can reach 99.6%.
Introduction
Characters are one of the main methods for information identification, recording, and storage. Metal stamping characters (MSCs) are widely used in the identification of industrial products because they are hard to alter and permanently preserved. The high-quality automation of character recognition on industrial products is highly desirable in the manufacturing and periodic inspection of these products. Inspection is performed at various production stages. It is clear that the earlier method of using human inspectors, however, misses a considerable number of defects because humans are unsuitable for such simple and repetitive tasks. Automated vision inspection can be a good alternative to reduce human workload and labor costs as well as to improve inspection accuracy and throughput.
Unfortunately, MSCs constantly change over time and vary through the manufacturing process flow. For example, spray paint and other similar processing cause the color of the characters to vary process by process. Because the colors of the MSCs are generally similar to the background, the contrast between the two regions is very low. Besides, annealing, incineration, and other processes, as well as stacking or service over the long term, will produce oxide scale or rust on the metal surface that further reduces the contrast between the characters and the background; sometimes, such characters are hard to distinguish even with the human eyes. Finally, hydraulic oil stains, shot-blasting process, the spatter of welding slag, electrostatic adsorption of iron powder, and other artifacts of the product manufacturing and service process also obscure the pressed characters and reduce the image quality. The traditional optical character recognition (OCR) techniques, such as text recognition [1] [2] [3] , license plate recognition [4] [5] [6] , and ID card identification [7, 8] , have been developed for decades and achieved great success in different commercial systems. But most of them are designed for images with high quality and often fail to produce good results when applied for MSCs. To adapt to the development and promotion of intelligent manufacturing technology, achieving OCR for MSCs is particularly important.
Studies on OCR technology mainly focus on two aspects: character segmentation and character recognition. OCR in scenes with deep learning algorithm is one of the most important research areas in computer vision, and it has been studied for many years with different successful applications, although there are lots of research on text recognition in different scenarios, such as for printed document or manuscripts [9, 10] ; however, the research on OCR technology for MSCs or industrial field application is rarely in the current literature. Character segmentation, which is the precondition of character recognition, heavily influences the accuracy of character recognition. Hence, digital imaging processing technology is used to enhance image quality to improve the accuracy and stability of character segmentation. In contrast, recognition algorithms based on different feature descriptors have been investigated in many studies. In stamping character segmentation, Li et al. first classifies the labeled image into several planes from the darkest to the brightest [11] . The printed text on the label is extracted from the binarized image of the darkest plane. Then, the block of printed text is determined using connect components analysis and removed. Finally, the pressed characters are extracted successfully. The character segmentation success rate of their algorithm can reach 93.4%. The main reason for the segmentation failure is the uneven distribution of the image grayscale caused by deformation of the image. Gao et al. extracted two binary images of characters stamped on mechanical parts using a histogram of oriented gradient (HOG)--based local dynamic threshold algorithm and the Otsu method [12] . The two results were fused to obtain a more optimal binary image. Although the quality of the binarized image obtained by this algorithm is obviously improved, the results in this paper show that the result is still not satisfactory for images with strong background interference. Danijela et al. proposed a combination of a threshold adjustment control loop and image data merging methods [13] . Two-dimensional entropy feedback control was used to enhance image quality and improve the accuracy of character segmentation. In stamping character recognition, Li et al. first used a Gabor filter to directly extract the local stroke features of the convex character image in the horizontal, vertical, and left and right diagonal directions and constructed a Gabor feature space with rotation and scale invariance based on the total energy and invariance of the Gabor filter output to improve the accuracy rate of character recognition [14] . The accuracy rate of this algorithm can reach 97.83% (based on a single character image after successful segmentation). In addition, some studies highlight the contrast between characters and backgrounds by obtaining the depth information of the characters. Quan et al. used sinusoidal grating projection and phase-shifting techniques to conduct the three-dimensional reconstruction of characters on a shadow wall and then obtain the depth information of stamped characters to complete the character structure and recognition [15] . However, this method needs to design complex system markings and requires a large amount of calculation, which is not ideal in the industrial field in practice. Chen et al. used the simplified photometric technology to obtain the normal vector of each point in the sample and then used a graph-based clustering method to segment imprinting characters [16] . The algorithm makes full use of the three-dimensional surface features of imprinting characters, but it has specific requirements regarding the material of object and cannot adapt to the different reflection models of different materials. Similar photometric stereo methods are also proposed by Ikehata et al. [17] , Tsiotsios and Davison [18] , et al., and they are useful complements to the existing techniques for background removal and are especially useful when there was no template available. However, for the task of OCR, the estimation of the surface topology is not the final goal, and it is not necessary to reconstruct the surface contour; similar image acquisition strategy needs to be studied.
Multi-directional illumination technology is a kind of image processing method that obtains the projection image of the target object under different light sources from fixed points and then approximates the three-dimensional structure of the target surface through image fusion technology. Although many studies have focused on multi-directional illumination-based surface detection techniques, most efforts have been put into algorithm development to recognize surface textures or segment defects. The effect of scratched or embossed character detection and classification on metallic surfaces under multiple illuminant directions has been less discussed. Liao et al. utilized a metal surface under 16 different lighting directions for image fusion processing to enhance image contrast and detect and classify surface defects [19] . León et al. captured and fused 32 images of a metal surface shot from different illumination directions to calculate the pit area for automatic monitoring of surface quality [20] . Racky et al. obtained object images under the illumination of two different directional light sources and enhanced the contrast of embossed characters using morphological techniques on the shadows formed in different directions to achieve effective character segmentation [21] . Leung and Malik provided a unified model to construct a vocabulary of prototype tiny surface patches with associated local geometric and photometric properties extracted from images under directional lights, and they studied a large collection of images of different materials to build a three-dimensional texton vocabulary [22] . They then used the vocabulary to characterize any material.
In this study, an MSC recognition algorithm based on multi-directional illumination is proposed. The algorithm analyzes the gray value difference of a point under different illumination directions and the difference is used to fuse the images to enhance the contrast between the stamping character and its background. Then, the fused image is preprocessed and single character images are divided and normalized. HOG features are used as the feature descriptor for a normalized single character. Finally, a backpropagation (BP) neural network is used to train and recognize MSCs from the extracted features to verify the effectiveness of the algorithm. Our system was implemented on Window 7 with a 16-GB RAM and an Intel 64 bit 3.40-GHz CPU. C/C ++ support for Visual Studio (VS) is provided to enable cross-platform C and C++ development using VS (version 2013) on Windows. OpenCV (version 2.4.9) which mainly aimed at real-time computer vision was installed in Visual Studio environment.
Image acquisition system and method analysis
To obtain images of a target object under illumination from different directions, the image acquisition system shown in Fig. 1 was designed. Here, Fig. 1a is the designed light source system, which is composed of four symmetrically distributed bar light sources called L 1 , L 2 , L 3 , and L 4 . To distinguish each light source, it is identified by its azimuth angle. In the system layout, each light source was set as a positive light source, as shown in Fig. 1b , where h is the vertical distance between the light source and target and α is the irradiation direction of the light source. An industrial camera (acA 1600-20gm, Basler, Germany) was used. The output image of the camera is an 813 × 618 grayscale image. After the system has been set up, four sample images of the target object under different lighting directions can be obtained by controlling the acquisition sequence of the camera.
Because the radiation intensity of light is inversely proportional to the square of the radiation distance, the difference in the distance between a point on the surface of the target object and the light source will greatly influence the radiation intensity of the light sources received by each point. This will result in a sampled image with an uneven distribution of brightness contours under the illumination conditions of a close light source with a low angle, as shown in Fig. 1b . Figure 1d -g shows the brightness contour of a target object illuminated from different directions. In each figure, the color change from red to blue represents the decreasing brightness caused by illumination direction. Further, it can be found by analyzing the brightness cloud map that the surface area near the light source is significantly brighter than that far from the light source. Moreover, there are highlight areas on the reflective panel of the recessed area of each stamping character, as the partial enlarged detail shown in Fig. 1d shows. This is because the brightness of light reflected from the phototropic face of the character area concave with respect to the camera is significantly higher than that reflected from the object surface and the backlit surface of the character recessed area. When the lighting direction is changed, the brightness level in the concave area of the stamped character also changes, as shown in the enlarged regions in the images of Fig. 1d , f. Because the brightness value in the grayscale image is directly related to the gray value of the pixel point, the change in gray value in each image will also follow the above rules. If the background information of each grayscale image can be removed and the high-luminance areas in the recessed areas that appear at various angular positions, where Φ = (0°, 90°, 180°, 270°), are extracted, these four images can be fused, as shown in Fig. 1c , and a contrast-enhanced image is obtained for character recognition.
Algorithms and experiments

Image fusion
To fuse images to enhance the contrast between characters and background, it is necessary to retain useful information in the recessed area caused by stamped characters and eliminate the information in the image background. The proposed method extracts and eliminates the background information using the following steps: First, a linear interpolation algorithm is used to reduce the size of the original image. Second, the reduced image is blurred using a median filter algorithm to eliminate the MSCs on the surface to obtain an approximate background image in which the overall brightness distribution of the image is preserved. Third, the linear interpolation algorithm is then used to enlarge the blurred image back to the original image size and is used as the background of the original image. Finally, setting the reference gray value of the image 128, the background is eliminated by subtracting the gray values of the original image from those of the background image. This can be described as follows:
where Scale(•) represents the linear interpolation operator of the image, in which n is the magnification factor and 1/n is the minification factor. The value of n is associated with the width of a stamping character. Operator MedianBlur(•) is the median blur filter for the image, I(i, j) is the original image, I B (i, j) is the grayscale background image, I E (i, j) is the grayscale image after background homogenization, and i and j are the pixel coordinates of the image. Figure 2a shows the captured image of a target object at Φ = 180°. The approximate background image processed according to Eq. (1) is shown in Fig. 2b . Here, image zoom factor n was set to 11 according to the width of the sample's stamping character, and the filtering kernel of the median filter algorithm was a 5 × 5 matrix. The line-scan method is used to analyze the variation of the gray values of the pixels in Fig. 2 . Without loss of generality, the scan line S in Fig. 2a is taken as an example, and its corresponding scan line in the approximate background image (Fig. 2b) is S′. The behaviors of the pixel gray values of the original and approximated background image along this scan line are plotted as C and C′, respectively, as shown in Fig. 2c .
The curves in Fig. 2c show that because the light source is on the left side of the object (Φ = 180°), the gray value of the image progressively decreases from left to right. However, the existence of the surface recessed area caused by the stamping character in the original image (Fig. 2a) results in a sudden change in the grayscale level. This sudden change shows that the gray value at the backlit face of the recessed area is reduced sharply, as indicated by the hollow circles in Fig. 2c , while the gray level at the reflective surface is increased to different degree, as indicated by the solid circles in Fig. 2c . In the approximate background image (Fig. 2b) , the image grayscale value curve C′ maintains the change in gray level more smoothly because the effects of the MSCs have been eliminated. This verifies the feasibility of image background extraction algorithm presented above. Because the image background has been extracted, it can be subtracted from the original image using Eq. (2). The result and new pixel gray values for scan line S in Fig. 2a are shown in Fig. 3a . As this image shows, the fluctuations of the pixel gray values in the recessed areas are significantly stronger than those in the flat region image after the background has been eliminated, which verifies the effectiveness of the image background elimination algorithm. The image fusion is then implemented using the following equations. To verify the effectiveness of the image fusion algorithm, first, the background elimination processing was performed on the images obtained from Φ = 0°, 90°, 180°, and 270°, respectively. Then, the four images were fused using Eqs. (3)- (5), and the fusion result is shown in Fig. 3b . Comparing the images with and without fusion, it can be seen that in the stamped recessed areas of the fused image, there are unidirectional and stable fluctuations of the pixel grayscale value in the image whether on the reflecting surface or the backlit surface. This means that the contrast between the MSCs and the background is clearly enhanced, which is useful for locating the recessed areas and segmenting the MSCs.
Character segmentation and recognition
Character segmentation
The character segmentation process is shown in Fig. 4 . First, the mean filtering algorithm is used to improve the smoothness of the fused image, then the Otsu method is adopted for binarization. The result is shown in Fig. 5a . In this figure, the red dashed circles indicate some connected components with small areas, which are usually noise in the image, while the green solid circle indicates a hollow space inside the character. These kinds of artifacts affect the accuracy of character segmentation. To eliminate their influence, the method proposed in this paper uses the connected component labeling method to traverse all of the connected components in the binary image to eliminate connected components generated by noise by determining their area [23, 24] . Then, the hollow parts of the binary image are filled with a morphological closing algorithm [25] . The result is shown in Fig. 5b . To accurately locate the character in the image, a horizontal projection function is used to draw the horizontal grayscale projection image of Fig. 5b . Its projection result is shown in Fig. 5c . The grayscale projection image generally consists of one or more independent projection peaks. Using the start and end points of each peak, Fig. 5b can be divided into corresponding sub-images, and then the target area can be located according to the number, length, width, aspect ratio, and area features of the connected component in the sub-images. The location results are shown in Fig. 5d . Figure 6a is the segmentation result of a single line of characters from Fig. 5d . Because of the uncertainty in the stamping process (such as manual feeding and mold deformation), the MSCs inevitably have a certain amount of skew. Skew correction for the characters is necessary for improving the character recognition rate. To correct the skew, the connected components in Fig. 6a are marked, and the coordinates of the weighted center point of each connected component are calculated, as indicated by the orange dots in Fig. 6b . Then, the least squares method is used to fit these points to a straight line, as indicated by the yellow line in Fig. 6b . Using the slope of the straight line, the angle of the character string in the initial image is calculated, and then an affine transformation is used to correct the rotation, as shown in Fig. 6c . The connected component labeling algorithm is used again to separate single characters. The character segmentation results are shown in Fig. 6d. 
Character recognition
The HOG feature is a reliable method for capturing the gradient information on the borders of character strokes in an image as well as the shapes of character strokes that are crucial for text recognition, so it is adopted to describe the characteristics of a single character image [26] . In the method proposed in this paper, an M × N input image was taken, as shown in Fig. 7a as an example. To extract the HOG feature, the block shown in Fig. 7b with a size of m b × m b is used to traverse the input image in the horizontal and vertical directions with a step size of m s . The block is divided into four cells of equal size m c × m c . Because the gradient values in each cell have been calculated, the spatial histogram is calculated according to the gradient direction and amplitude by dividing the gradient direction into nine bins, as shown in Fig. 7b . Hereafter, the histogram features in four cells were merged into a 36-dimensional block feature. By traversing the image, a feature matrix composed of all the block features is obtained, as shown in Fig. 7c. A feature vector is then obtained by concatenating each row and column of the feature matrix, as shown in Fig. 7d . The feature vector describes the features of the entire input image. The dimension of the feature vector 
is determined by m s , m c , and m b , which have a substantial influence on the character recognition accuracy. This influence is discussed below. HOG is a non-linear feature. To identify characters, a three-layer (namely the input layer, the output layer, and the hidden layer as shown in Fig. 8 ) BP neural network was used as a classifier for character recognition [27, 28] . The BP algorithm is a monitored learning method through the gradient algorithm for solving the question of the weight, and the training course is stopped when the error function reduces to below a given tolerance. Then, the fixed structure of a BP model is obtained. The sigmoid function is employed as the activation function:
The number of input layer neurons of the neural network is the dimension d of the extracted HOG feature, the number of output layer neurons is the number of classifications l, and the number of hidden layer neurons q was calculated using the following empirical equation [29] .
4 Results and discussion
Effect of imaging parameters
The distance h between the light source and the target, the illumination direction α of the light source, and the light intensity I L all affect the imaging quality and thus the fusion result. According to the theory of light radiation intensity, geometric parameters h and α are mutually restricted, so this paper only discusses the influence of α and I L . Figure 9 shows the fusion results of three different samples at I L = 35 cd for α at 70°, 60°, 50°, 40°, 30°, and 20°, respectively. The results show that a change in α has little effect on the image fusion result of the target characters. Figure 10 shows the fusion results for the light intensity changes from 10 to 55 cd at the two extreme illumination directions, α = 70°and α = 20°, of the proposed system. A comparison shows that, when the light intensity is set to a low level, such as from 10 to 25 cd, the character image has low brightness and there are many hollow areas in the characters. As the light intensity increases, such as from 30 to 45 cd, the hollow areas gradually become smaller and fewer. As the light intensity further, such as at I L = 55 cd, the edges of the characters are blurred because excessive light intensity causes the difference between the brightness of the character's edge and the image background to be small. In the final system, α is set to 30°and I L is set between 35 and 45 cd.
Adaptability analysis
Because of the complexity of the industrial environment, MSCs are inevitably subject to various disturbances and contamination. The disturbances and contaminants include the bumps, scratches, oil stains, and handprints left by manual transportation during transport; the rust due to long-term storage; a large amount of surface oxide caused by annealing or pits on the metal surface caused by shot-blasting; and the color of the characters or the background, which can change frequently during the painting or spraying process. To study the adaptability of the algorithm, experiments on the recognition of MSCs under different conditions were carried out in this study. Figure 11 shows sample color pictures under different initial conditions, while Fig. 12 presents the result obtained after fusion enhancement and binarization using the algorithm proposed in this paper. As can be seen from Fig. 12a -c, the images after the fusion process can effectively suppress the slight disturbances shown in Fig. 11a -c. In addition, for characters that are difficult to identify with the naked eye because of large areas of rust (Fig. 11d ), large-scale oxide disturbance (Fig. 11e) , and pit disturbance (Fig. 11f ) , some of the existing OCR methods did not obtain acceptable results. In contrast the algorithm proposed in this paper obtained better results (see Fig. 12d-f ). In addition, the proposed algorithm also has strong robustness against color changes of the image. For example, for samples with different colors, as shown in Fig. 11g , h, the proposed algorithm demonstrates good adaptability. And experiments have shown that all of the following sample images can be accurately recognized by the proposed algorithm.
Feature recognition analysis
The proposed vision system was applied to the regular inspection and manufacturing lines of civilian liquefied petroleum gas cylinders. The MSC number of the cylinders consists of 10 digits 0 to 9, 26 characters "a" to "z", 1 special character "-", so the character samples were divided into 37 categories. Each category had 75 characters by segmentation of the captured image, so the character sample had a total of 2775 characters. All character samples were divided into training and test sets. The number of samples of the training set was 1850, and the sample number of the test set was 925. Experiments were carried out on the four groups of HOG features with different parameters listed in Table 1 . The recognition results and runtime for a single hidden layer neural network are shown in Table 2 . These results show that the recognition rate with the proposed method is suitable for industrial online application, and the recognition rates of HOG1 and HOG3 are better than those of HOG2 and HOG4 because they have higher dimensions d, which mean that the HOG feature contains more information for feature discrimination.
To further demonstrate the performance of the proposed algorithm in this paper, the current research algorithms about metal stamping character are compared. The research of the other four algorithms is based on a single original image, and the proposed algorithm is based on multi-image fusion. As Table 3 shows, the proposed method obtains a superior character recognition accuracy of 99.6%.
Conclusions
In this study, an algorithm based on multi-directional lighting image fusion technology was proposed to enhance the contrast between MSCs and their background to improve the accuracy and stability of MSC segmentation and recognition. To evaluate the performance of the proposed model, the performance of the algorithm under different lighting conditions, image disturbances, and algorithm parameters was evaluated.
The obtained results have revealed that light intensity has a greater effect on the image fusion result than light direction. In fact, a light intensity value in the range of 35-45 cd is suitable for industrial application in the proposed system. The obtained results also revealed that the algorithm is robust to the interference of oil stains, rust, oxide, shot-blasting pits, and different background colors and can significantly enhance the contrast between MSCs and the background. Therefore, the proposed method can greatly reduce the dependence on the character segmentation and recognition algorithm. All of these results show that the proposed method is an effective method for identifying MSCs.
However, considering MSCs with different character depths and widths will result in different lighting requirements, and multiline MSCs will increase the difficulty for character segmentation, so we will further improve the proposed algorithm to improve its robustness and adaptability. These will be explored in the next study. 
