Abstract. The purpose of this paper is to study the p-part of motivic cohomology and algebraic K-theory in characteristic p (we use higher Chow groups as our definition of motivic cohomology). The main theorem states that for a field k of characteristic p, H i (k, Z(n)) is uniquely p-divisible for i = n. This implies that the natural map K M n (k) − → Kn(k) from Milnor K-theory to Quillen K-theory is an isomorphism up to uniquely p-divisible groups, and that Kn(k) is p-torsion free.
Introduction
The purpose of this paper is to study the p-part of the motivic cohomology groups H i (k, Z(n)) and the higher algebraic K-groups K n (k) of a field k of characteristic p. We take Bloch's higher Chow groups as our definition of the motivic cohomology of a smooth quasi-projective variety over a field, H p (X, Z(q)) = CH q (X, 2q − p).
This agrees with the motivic cohomology defined by the second author by [19, II, Theorem 3.6.6] , and with the motivic cohomology groups defined by Voevodsky if one assumes resolution of singularities, [28, Prop. 4.2.9, Theorem 4.3.7] . Motivic cohomology and K-theory are related by the spectral sequence of Bloch and Lichtenbaum [6] , having motivic cohomology groups as E 2 -term and converging to K-theory. It is known that the motivic cohomology groups H i (k, Z(n)) are trivial for i > n, and agree with the Milnor K-group K M n (k) for i = n. However, the motivic cohomology groups are not known to vanish for i < 0.
The question of determining motivic cohomology groups of k can be divided into the calculation of the rational motivic cohomology groups, H i (k, Q(n)), and the motivic cohomology groups with mod l r -coefficients, H i (k, Z/l r (n)). For l different from the characteristic of k, the Beilinson-Lichtenbaum conjecture states that there should be an isomorphism
We derive various applications of this result. For example, we show that Gersten's conjecture with mod p-coefficients holds for smooth varieties over discrete valuation rings with residue characteristic p.
As another application, we determine the motivic cohomology and K-theory sheaves for the Zariski topology on a smooth schemes X over a perfect field of characteristic p. Via local to global spectral sequences, this implies that there is a spectral sequence from motivic cohomology to K-theory H s−t (X, Z/p r (−t)) ⇒ K −s−t (X, Z/p r ), and K n (X, Z/p r ) = 0 for n > dim X. Finally we show that Bloch's cycle complexes z n (−, * ) [−2n ], localized at p, satisfy most of the axioms for Beilinson and Lichtenbaum, as extended by Milne [21] . Further applications for topological cyclic homology will appear in [9] .
The proof of the theorem is another variation on the theme that the Bloch-Kato conjecture implies the conjecture of Lichtenbaum and Quillen, and is motivated by the ideas in [17] . In the case at hand, the conjecture of Bloch-Kato should be reinterpreted as the theorem of Bloch-Kato [5] In paragraph 2, we recall the definition of the logarithmic de Rham-Witt groups and define its relative version as the kernel of the restriction map. Relative motivic cohomology groups are defined as the cone of the restriction map on cycle complexes. We prove two results relating motivic cohomology to K-theory in paragraph 3. For example, for a semi-localization of a regular k-algebra for k a field of characteristic p, motivic cohomology with Z/p-coefficients agrees with the logarithmic de Rham Witt groups. In particular, there is a map from relative motivic cohomology to the relative logarithmic de Rham-Witt groups.
Letˆ m be the semi-localization of the algebraic m-cube Spec k[t 1 , . . . , t m ] with respect to the 2 m points where all coordinates are either 0 or 1. Let T m be the set of ideals (t i − ), 1 ≤ i ≤ m, ∈ {0, 1}, and S m = T m − {(t m )}. In paragraph 4, we show, assuming the main theorem for n − 1, that
H i (ˆ m , S m , Z/p(n)) = 0 for i = n H i (ˆ m , T m , Z/p(n)) = 0 for i > n.
In particular, the long exact relativization sequence for the sets of ideals T m and S m gives an exact sequence
Thus, it suffices to show that the map H n (ˆ m , T m , Z/p(n)) − → H n (ˆ m , S m , Z/p(n)) is injective. Comparing with the analogous sequence for the relative logarithmic de Rham Witt sheaves, the snake lemma shows that this in turn follows from the surjectivity of
for a different value of m. To prove this statement, let ∂ˆ m+1 be the boundary ofˆ m+1 , i.e. the closed subscheme defined by the ideal i t i (t i − 1), and viewˆ m as the face t m+1 = 0 of ∂ˆ m+1 . Since Bloch's higher Chow groups give reasonable motivic cohomology groups only for smooth schemes, we define motivic cohomology of ∂ˆ m+1 to be the cohomology of the complex formed by cycles on the faces of ∂ˆ m+1 which agree on the intersections. We define
Paragraph 5 is devoted to the proof the existence of the following commutative diagram. Here s is a functorial splitting of the canonical map (we omit the coefficients Z/p(n)).
The proof that the map γ is surjective (paragraph 6) relies on the understanding of the structure of torsion sections ν n (∂ˆ m , T m ) ⊆ ν n (∂ˆ m ), i.e. the sections in ν n (∂ˆ m ) which vanish on each of the faces (t i − ).
We finish the proof of the main theorem in paragraph 7, where we show that for each section x ∈ ν n (∂ˆ m+1 ), there is a semi-local smooth scheme U x over k containing ∂ˆ m+1 as a closed subscheme, such that x lifts to ν n (U x ) ∼ = H n (U x ). But H n (U x ) maps to all groups in the lower row of the above diagram. Since the right vertical composition is surjective, the same holds for the middle composition, and this implies the surjectivity of α m .
Finally, in paragraph 8 we derive consequences of the main theorem. It is a pleasure to thank Bruno Kahn for his helpful comments.
Preliminaries
2.1. For a commutative ring R, let Ω R be its absolute Kähler differentials and Ω
Then Ω * R forms a complex with differentials d, and we denote by ZΩ n R and dΩ n−1 R the cycles and boundaries, respectively. For two rings R and S, we have
Consequently,
and Ω * R⊗S is the total complex associated to the double complex Ω * R ⊗ Ω * S . For a principal ideal (f ) of R, the second exact sequence for differentials gives us an exact sequence
and hence we get
For an F p -algebra R, the inverse Cartier operator C −1 is the map
Note that the Cartier operator C is defined only for smooth R, and gives an isomorphism ZΩ n R /dΩ n−1 R C − → Ω n R in this case. We define the logarithmic de Rham Witt group ν n (R) of R as the kernel of the Artin-Schreier map
If R is essentially smooth over a perfect field of characteristic p, then by Illusie [13] ν n is the subsheaf of Ω n generated locally for theétale topology by d log a 1 ∧ . . . ∧ d log a n , and ν n (R) its global sections. Moreover, for R semi-local, there is an exact sequence [12] 
If I 1 , . . . , I m are ideals of R, we define the relative logarithmic de Rham-Witt groups as the kernel of the restriction maps
2.2. The Milnor K-groups of a field F are defined as the quotient of the tensor algebra by the Steinberg relations
For a field F with nontrivial discrete valuation, uniformizer π and residue field k, there is the tame symbol homomorphism
which is determined by {π, u 2 , . . . , u n } → {ū 2 , . . . ,ū n } and {u 1 , u 2 , . . . , u n } → 0 for u n ∈ F units in the valuation ring. For R an essentially smooth semi-local ring over a field k, we define
There exists a universally exact Gersten resolution for Milnor K-theory [7, Example 7.3(5)], hence we have
The fundamental theorem of Bloch-Gabber-Kato [5] relates Milnor K-theory and logarithmic de Rham Witt sheaves of fields:
2.3. The Quillen K-groups of a ring R are the homotopy groups of the classifying space of the Q-construction, similarly for K-groups with coefficients. There is a long exact sequence
The product structure of K-theory induces a canonical map from Milnor K-theory of fields to Quillen K-theory. For R an essentially smooth semi-local ring over a field, one can prove as in [23, theorem 5.11 ] that there is a Gersten sequence
and there is a spectral sequence [23, prop. 5.5, 5.11]
Via the Gersten sequences, the map from Milnor to Quillen K-groups of fields induces a map K M n (R) − → K n (R) for any regular ring of essentially finite type over a field. This is clear for a smooth ring over a perfect field, and in general one uses a colimit argument as in the proof of Proposition 3.1 below.
2.4.
We recall the definition of the cubical version of motivic cohomology groups. Let k be a field, and let
We have the 2q faces of codimension 1, i ⊆ q defined by (t i − ) for i = 1, . . . , q and ∈ {0, 1}. We call an arbitrary intersection of these, including q itself, a face of q . Let ∂ + q be the divisor consisting of all faces i except 0 q . For a regular k-variety X, the cubical version of Bloch's cycle complex is defined as follows, see [18] : Let S be a finite set of closed subsets of X with X ∈ S, and assume for simplicity that the intersection of two sets of S is again contained in S. If Y ⊆ X is a subscheme of X, then by abuse of notation we denote the set of closed subsets {S ∈ S|S ⊆ Y } again by S when we talk about cycles on Y .
The group z n (X, q) S is the group of codimension n cycles Z on X × q such that
Intersection with the face
, which we will sometimes denote by z n (X) S ,
By associativity of the intersection product, we have for smooth S ∈ S
If X is affine, then the inclusion
is a quasi-isomorphism; by [19, Ch.2, Theorem 3.5.14] this holds for the simplicial version of cycle complexes, and by [18, Theorem 4.7] the simplicial version and the cubical version agree.
2.5. Suppose X = Spec R is affine, with closed subschemes
We assume that each subscheme Y J of X is regular, and let S be the set of all Y J . Since the complexes we are going to construct are quasi-isomorphic if we increase the number q of closed subschemes by (10), we may increase this number if necessary. The relative cycle complex z n (X, Y 1 , . . . , Y m , * ) S is defined as the total complex of the double complex
The complex z n (X, * ) S lies in degree 0, and each cycle complex is viewed as a cohomological complex in negative degrees. The maps in the above complex are restriction maps (9) in even degrees and their negative in odd degrees.
If m + 1 ≤ q, then one easily sees that the map of complexes
identifies the first term with
2.6. We define relative motivic cohomology groups of X to be
By (10), this is independent of the choice of S. There is a long exact sequence
Since the cubical and simplicial version of the cycle complexes agree, there is a local to global spectral sequence [3] E s,t
and similarly with Z/p r -coefficients. For R essentially smooth over k and semi-local there is a Gersten resolution
3. Motivic cohomology and K-theory For a field k, H i (k, Z(n)) = 0 for i > n, and there is an isomorphism
in particular,
In the cubical definition, a different normalization of the map of (12) given by Totaro [27] is:
In the simplical version, the map is given by Nesterenko-Suslin [22, theorem 4.9] :
Proposition 3.1. Let R be a semi-localization of a regular k-algebra for k a field of characteristic p. Then there are isomorphisms
Proof. We use Quillen's method to reduce to the case R essentially smooth over a perfect field: There exists a subfield k of k which is finitely generated over F p and a semi-localization R of a regular k -algebra of finite type such that R = R ⊗ k k. By letting k i run through the finitely generated subfields of k containing k , we can assume that k is finitely generated over F p , since all functors in the proposition commute with direct limits. But if R is a localization of a regular k-algebra of finite type, and k is finitely generated over F p , then R is a localization of a finite type regular F p -algebra, so we can assume k = F p .
Consider the following diagram
The upper square is commutative by the following lemma, and the lower diagram is commutative up to sign by [12] . The vertical maps are isomorphisms by (7) and (12). This implies that the induced map on the kernel of the horizontal maps is an isomorphism as well. But the kernel of the upper horizontal map is H n (R, Z/p(n)) by (11) , of the middle horizontal map K M n (R)/p by (6) , and of the lower horizontal map ν n (R) by (5).
Lemma 3.2. Let R be a discrete valuation ring over the field k with quotient field F and residue field f. Then the following diagram commutes
Proof. By multiplicativity, we only have to check commutativity of the diagram for symbols of the form {u 1 , . . . , u n−1 , π} and {u 1 , u 2 , . . . , u n } with u i = 1 units of R. The first symbol maps to the point
in z n (F, n). This point extends to a curve in z n (R, n), and the boundary map for motivic cohomology is calculated by intersecting it with faces to get an element of z n (R, n − 1) = z n−1 (f, n − 1). But this curve only meets the face t n = 0 of n,R , in the point
(recall that Spec f is the subscheme of Spec R given by π = 0). Similarly, a symbol of the second type is mapped to the point
and does not meet any of the faces of n,R . Hence its image in z n (R, n − 1) is zero. Q.E.D.
Note that as a consequence of the proposition, the logarithmic de Rham Witt sheaves are generated by d log's locally for the Zariski topology.
If R is the semi-localization of a smooth k-algebra and I 1 , . . . , I m ideals of R such that R/I j is essentially smooth, then Proposition 3.1 implies that there is a canonical map
In fact, defining
there is a map
3.1. Bloch and Lichtenbaum prove that there is a spectral sequence relating motivic cohomology and algebraic K-theory of fields:
The following proposition will only be used in the applications, but we give the proof here, because it is of independent interest:
The composition of the isomorphism of Nesterenko-Suslin with the edge homomorphism of the Bloch-Lichtenbaum spectral sequence,
, agrees with the natural map from Milnor K-theory to Quillen K-theory.
Proof. We use the simplicial definition of motivic cohomology and first recall how the edge morphism n : H n (k, Z(n)) − → K n (k) is constructed, see [6] for details: Let ∂∆ 
This in turn gives isomorphisms
and hence the identification
We note that the terms in the relativization sequence have a natural right-K * (k)-module structure via the structure morphism, compatible with the maps in the sequence.
Let Z be a subscheme of ∆ n k which is disjoint from ∂∆
In particular, a zero dimensional subscheme z on ∆ n k which has support disjoint from ∂∆ n k canonically determines an element i
and the composition of n with the identification (16) is the edge homomorphism of the spectral sequence. We have to show that the following diagram commutes
We first consider the case n = 1. For a commutative ring R and ideal I, let H R,I be the category of finitely generated R-modules M of finite projective dimension, with Tor R p (M, R/I) = 0 for all p > 0. Let H R/I be the category of finitely generated R/I modules of finite projective dimension. By Quillen's resolution theorem, ΩBQH R,I is a model for the K-theory space K(R) of R, and similarly ΩBQH R/I is a model for K(R/I). In addition, if g is an automorphism of (R/I) n , then the image of g under the boundary homomorphism
is the class [R n , R n , g]. We apply these considerations to K 0 (∆ 1 , {(0, 1), (1, 0)}), setting
× be a unit, giving the point z = (
We identify K 1 (k) with the component K 1 ((1, 0) ) of K 1 ({(0, 1), (1, 0)}), so the image of a unit u ∈ K 1 (k) = k × under the boundary isomorphism
given by the triple (R, R, (1, u)),
Note that α(0, 1) = 1, α(1, 0) = u −1 , and R/α is the R-module k(z). The short exact sequence of triples 0 − → (R, R, id) We prove the general case by induction on n. Take u 1 , . . . , u n in k × with n i=j u i = 1 for all j = 1, . . . , n. Let
The line l u ⊆ ∆ n defined by the equations
contains the point z, and intersects ∂∆ n only in the faces t n = 0 and t n−1 = 0. We calculate the class of i 
. Here p and q are the points of intersection of l u with the face t n−1 = 0 and t n = 0. One easily checks that
The map
defines an affine-linear isomorphism of (l u , t n−1 = 0, t n = 0) with (∆ 1 k , (0, 1), (1, 0)), and sends the point z to
Using the case n = 1, we see that the image i z * (1) in K 1 (k) in the above diagram is u n . We have to calculate i
Since this map is a map of right K * (k)-modules, we have i be the inclusion of the faces t s = 0 and t s = 1 intoˆ m . We have the identities
Similarly, we define projection maps for 1 ≤ s ≤ m and 1 ≤ s < m, respectively, p s : (t 1 , . . . , t m ) → (t 1 , . . . , t s−1 , t s+1 , . . . , t m ) q s : (t 1 , . . . , t m ) → (t 1 , . . . , t s−1 , 1 − (t s − 1)(t s+1 − 1), t s+2 , . . . , t m ).
The following identities hold
4.2. We have the subcomplex
is a quasi-isomorphism for s ≤ 2m and the inclusion
ker S is functorially split for s<2m.
Proof. By contravariant functoriality, there are maps
We can assume that the proposition holds forˆ m−1 and proceed by induction on s. For s ≤ 2m, consider the following commutative diagram of complexes:
If we can show that the map ι s is split surjective for s < 2m and surjective for s = 2m, then the second statement of the proposition follows, and all rows of the diagram define distinguished triangles in the derived category of complexes. Since by induction the two right vertical maps are quasi-isomorphisms, the left vertical maps will be quasi-isomorphisms as well.
Consider the following diagram, 0 0
ker S , i.e. and element of z n (ˆ s m , * ) S mapping to zero under ι t for t < s, and letᾱ = ρ s (α) in z n (ˆ m , * ) S by ρ s . We have to show thatᾱ lies in the kernel of ι t for t < s. This follows from (18) for t < s ≤ m:
For s > t > m this follows from (19) : It remains to show the surjectivity of the restriction map
This is clear for n = 0, because both complexes are zero: The group z 0 (ˆ m , q) is generated by the generic point ofˆ m × q , which has non-zero restriction to all faces.
For n > 0, the group z n (ˆ m−1 , 0) S is zero, as a cycle onˆ m−1 which intersects a vertex properly must necessarily avoid the vertex, andˆ m−1 is the semi-local scheme of the set of vertices in m−1 . Thus
proving surjectivity in this case. Now suppose q > 0. Identify q × m with q+m by ((x 1 , . . . , x q ), (t 1 , . . . , t m )) → (x 1 , . . . , x q , t m , . . . , t 1 ) and make a similar identification of q × m−1 with q+m−1 . This identifies q ×ˆ m and q ×ˆ m−1 with subschemes of q+m and q+m−1 , and identifies the map i * m of (22) with the map i * q+1 for q+m . Letī q+1 andbe the restriction of i q+1 and, respectively. Then the pull-back alonggives a splitting to (22) because i * q+1 q * q = id. It is a map from z n (ˆ 2m m , q) S to z n (ˆ m , q) S , because the restriction ofq * q (x) to all but the last face of q is trivial if the same holds for x. Similarly, it is a map from z n (ˆ 2m m , T m−1 , q) S to z n (ˆ m , S m , q) S , because the restriction ofq * q (x) to all but the last face ofˆ m is trivial if this holds for x. Note however that the map i * m of (22) is not split surjective as a map of complexes, becauseq * q does not commute with the differentialī * q of the complexes.
Q.E.D.
4.3.
We are now ready to calculate some relative motivic cohomology groups:
Proposition 4.2. a) There is an isomorphism
b) Let i = n and assume that H j (k, Z/p(n )) = 0 for j = n < n. Then
Proof. We first show by induction on m that for s < 2m, there is an exact sequence
Indeed, by Proposition 4.1, there is an exact sequence
, and by induction on m, the last term injects into H i (ˆ s m , Z/p(n)). Taking i = n and s = 2m − 1, this proves (a) in view of Proposition 3.1. Note that γ factors through
, so for (b) it suffices to show that this latter group vanishes. The long exact relativization sequence
is split by the structure map and gives
Thus we have to show that the map
is an isomorphism, or by homotopy invariance, that the restriction map
is an isomorphism. For this, we know by the same proof as in [25, theorem 2.4] , that the local-to-global spectral sequence
is concentrated on the line s = 0:
). Similarly, the Gersten conjecture for semi-local regular rings gives
Comparing the Gersten resolution for the sheaf H i (Z/p(n)) on A m andˆ m we get the exact sequence
By induction on n, the last term vanishes, giving the isomorphism we need. Q.E.D.
Corollary 4.3.
We have
In particular, there is an exact sequence
Proof. By definition of T m and S m , there is a long exact relativization sequence
We see from this sequence for varying m, that
and that
But the latter group is the cohomology of the complex z n (ˆ m+2n+1−i , T m+2n+1−i , * )
ker S in degree 1 by Proposition 4.1, which is zero. Q.E.D.
Remark. The only place where we use Z/p-coefficients in this section is the induction hypothesis in the last paragraph of Proposition 4.2. For example, the proof of Proposition 4.2 and the (trivial) fact that H i (F, Z(n)) = 0 for i > n and any field F shows that
Similarly, H i (ˆ m , T m , Z(n)) = 0 for i > n, and this also holds for mod l-coefficients. In particular, the map Bloch's higher Chow groups form a Borel-Moore homology theory, hence our definition of motivic cohomology via higher Chow groups is reasonable only for smooth schemes. In order to deal with ∂ˆ m , we give the following ad hoc construction of= ker
Again, these are cohomology classes on faces which agree on the intersections of two faces. Note that there are restriction maps
because cycles coming fromˆ m agree on the intersection of the faces of ∂ˆ m . On the other hand, the cohomology of the kernel of a map between two complexes maps to the kernel of the induced map on cohomology, hence by 4.1 there are restriction maps
5.3. If we let ι t be the map induced by the inclusion ∂ˆ t m → ∂ˆ m , then by Proposition 3.1 and (25) we have
Consider the following commutative diagram:
The vertical maps in the above diagram are compatibly split for s < 2m. In particular, there is a commutative diagram:
Proof. We will show in each case that there are maps i * s , j * s , p * s and q * s satisfying the equations (18) and (19) . For then we can immitate the proof of Proposition 4.1 to get the splitting. For ν n , we have the four maps by contravariant functoriality, and there is a short exact sequence For z n and H n (−) ker we have exact sequences
Here ι s is the projection to the corresponding summand in (24) , and (25), and one sees from the second description in (24) and (25) that the image of ι s is contained in the relative cohomology group indicated. It suffices to show that the map ι s is split surjective. We define mapsp * s andq * s by factoring throughˆ m :
Note that the mapsp * s andq * s have image in the kernel defining the relative cycle complex and cohomology groups, respectively. Furthermore, together with the maps ι s they satisfy the equations (18) and (19) , hence the proof in diagram (20) goes through.
Compatibility for the map between cohomology groups is obvious, because the map id − ρ s ι s on complexes induces the map id − ρ s ι s on cohomology.
For the compatibility for the map between ν n and H n (−) ker with the splitting, we have to check that the splitting is compatible with the map of (26) . Since the splitting is given by x → x − ρ s ι s x, it suffices to show that
But this follows from the following commutative diagram. The upper composition is ρ s ι s x, since the map ρ s for ν n factors through ν n (ˆ m ):
Torsion in ν n
In this section we are going to prove the following theorem 
is surjective.
Proof. Let ω ∈ ν n (ˆ m , T m ) and consider the following short exact sequence:
By Theorem 6.1, each element of ν n (∂ˆ m , T m ) is a sum of elements of the form df 1 ∧ . . . ∧ df n with i f i = 0 on ∂ˆ m . Letf i be lifts of the functions f i tô m . We pull these functions back to ∂ˆ m+1 via p m+1 , and let f i be the function
is a section of ν n (∂ˆ m+1 , S m+1 ) with restriction df 1 ∧ . . . ∧ df n to ∂ˆ m and with trivial restriction to the other faces. Thus we can assume that ω is contained in ν n (ˆ m , ∂ˆ m ). Cover ∂ˆ m+1 by the two open sets U = ∂ˆ m+1 − {t m+1 = 0} and V = ∂ˆ m+1 − {t m+1 = 1}. We lift ω via p m+1 to ν n (V ). Since ω| ∂ˆ m = 0, this lift agrees with the zero section of ν n (U ) on U ∩ V . Thus we can glue these sections, to get a section of ν n (∂ˆ m+1 ) which vanishes on ∂ˆ m+1 − {t m+1 = 0}. Q.E.D.
We proceed with the proof of Theorem 6.1. We call the differentials on ∂ˆ m which vanish on each face torsion differentials: 
either t s |a I , or s is in I, for each index I. Since this is holds for each s, we have T v |a I t i1 · · · t in as desired.
Proposition 6.4. We have
Proof. We first note that 
By Lemma 6.3 and Proposition 6.4, Theorem 6.1 is equivalent to the statement:
Obviously, dΩ
and it suffices to show that the complex
is exact. We begin with the following special case:
is exact.
Proof. First note that Ω *
Rm⊗A is isomorphic to the total complex of the double complex Ω * Rm ⊗ Ω * A by (3). Since Ω j A is an F p -module, tensoring with Ω j A over F p is exact. Hence Ω * Rm⊗A,tor is the total complex of the double complex Ω * Rm,tor ⊗ Ω * A . On the other hand, the total complex is exact if the rows of the double complex are exact, so it suffices to prove the proposition for R m .
We proceed by induction on m and assume the result for m−1 and all F p -algebras A. We have
Assigning degree one to t m and dt m and degree zero to t i and dt i for i < m, we can give each element of Ω n Rm a degree, since i l =i t l dt i is homogeneous. This is compatible with differentials, hence decomposes Ω n Rm into a direct sum of subcomplexes.
Suppose ω is in ZΩ Proof. Since H i (Z(n)é t ) = 0 for i > n, and since motivic cohomology with Qcoefficients is the same as theétale version, we know that R n+1 * Z (p) (n)é t is ppower torsion. Consider the following map induced by Z(n) Zar − → R * Z(n)é t , The upper right hand group is trivial, so it suffices to show that the left vertical map is an isomorphism. But by the previous theorem, both terms agree with ν n . Q.E.D.
