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Abstract 
    Proton exchange membrane fuel cells (PEMFCs) are promising candidates as power 
sources due to their high energy conversion efficiency, power density and low 
pollutants emission. Water management is of vital importance to achieve maximum 
performance and durability from PEMFCs. The main object of this work was to develop 
a mathematic model to better understand the water transport in PEMFCs under practical 
conditions. The aim is to enhance the output power of fuel cells by establishing 
effective water removal and distribution strategies.  
     A single-phase flow, along the channel, isothermal model of a PEMFC is developed 
and validated against experimental data. Reactant flow and diffusion are simulated 
using the Navier-Stokes equation and Maxwell-Stefan equation, respectively. Water 
transport through the membrane is described by the combinational mechanism in which 
electro-osmotic drag, back diffusion and hydraulic permeation are all included. 
Agglomerate assumption is applied for the catalyst layer structure. This model is used to 
study the effects of the catalyst layer properties on cell performance. The model 
indicates that the rapid decrease in current density at lower cell voltage is due to an 
increased oxygen diffusion resistance through the ionomer film.  
      A two-phase flow, across the channel, isothermal model is developed. The water 
phase transfers between water vapour, dissolved water and liquid water are taken into 
account and liquid water formation and transport are introduced. Liquid water occupies 
the secondary pores of the cathode catalyst layer to form a liquid water film on the outer 
boundary of the ionomer film. This model is used to study the influence of catalyst layer 
parameters and operating conditions on the cell performance. The model provides useful 
guidance for optimisation of the ionomer volume fraction in the cathode catalyst layer 
and the relative humidity of the cathode gas inlet.  
      A two-phase flow, across the channel, non- isothermal model is developed. The 
model considered the non-uniform temperature distribution within the fuel cell. The 
modelling results show that heat accumulates within the cathode catalyst layer under the 
channel. Higher operating temperatures improved the fuel cell performance by 
increasing the kinetic rate, reducing the liquid water saturation on the cathode and 
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increasing the water carrying capacity of the anode gas. Applying higher temperature on 
the anode and enlarging the width ratio of the channel/rib could improve the cell 
performance. 
      A multi-variable optimisation of the cathode catalyst layer composition is 
represented by a surrogate modelling. Five design parameters, platinum loading, 
platinum mass ratio, ionomer volume fraction, catalyst layer thickness and agglomerate 
radius, are optimised by a multiple surrogate model and their sensitivities are analysed 
by a Monte Carlo method based approach. Two optimisation strategies, maximising the 
current density at a fixed cell voltage and within a specific range, are implemented for 
the optima prediction. At higher current densities, cell performance is improved by 
reducing the ionomer volume fraction and increasing the catalyst layer porosity.  
      The one-dimensional, isothermal, time dependent and steady state models for the 
anode of a direct methanol fuel cell (DMFC) are developed. The two models are based 
on the dual-site mechanism, in which the coverage of intermediate species of methanol, 
OH and CO on the surface of platinum and ruthenium are included. Both the effect of 
operating conditions and electrode parameters are investigated. The distributions of 
methanol concentration and overpotential inside the electrode are represented and the 
current densities predicted by the intrinsic and macro kinetics are compared.  
    From the analysis of the different models developed in this thesis, the main results 
can be summarised as: (1) Mass transport resistance resulted from the oxygen diffusion 
through the ionomer film surrounding the agglomerate is the main reason for the rapid 
fall of current density at lower cell voltage. (2) Ionomer swelling has a significant effect 
on fuel cell performance because it resulted in a decrease in the porosity and an increase 
in the ionomer film thickness, leading to an increase in the oxygen transport resistance. 
(3) Catalyst layer composition has a vital impact on the utilisation of the platinum 
catalyst and cell performance. (4) Heat accumulates within the cathode catalyst layer 
under the channel. Applying higher temperatures on the anode optimises the 
temperature distribution within the MEA and improves the cell performance. (5) Cell 
performance is improved by enlarging the width ratio of channel/rib. However, the 
improvement is limited by the sluggish oxygen reduction reaction.  (6) For the methanol 
oxidation reaction in a Pt-Ru anode, the intrinsic current density is determined by the 
coverage ratios of the intermediate species. The structure and property of the electrode 
also play an important role in determining the anode performance of a DMFC. 
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Nomenclature 
A cross-sectional area, m2  
As reaction surface area per unit platinum mass, m
2 kg-1 
a specific area, m-1  
C dimensionless concentration 
c concentration, mol m-3 
cp,i specific heat capacity of species i, J mol
-1 K-1 
D diffusivity, m2 s-1 
Dc capillary diffusion coefficient, m
2 s-1 
Dij Maxwell-Stefan diffusion coefficient matrix, m
2 s-1 
iD
~
 partial variance 
d pore diameters, m 
Er effectiveness factor 
rE

 average effectiveness factor 
E0 open circle potential, V 
Ecell cell voltage, V 
EW equivalent weight of Nafion® membrane, g mol-1  
F Farady’s constant, 96485 C mol-1 
f platinum mass ratio to Pt/C 
f column vector of length ns 
H Henry’s constant, Pa m3 mol-1  
I dimensionless current density  
i current density, A m-2  
i0 exchange current density, A m
-2 
J(s) Leverett function 
k rate coefficient, s-1 
ki thermal conductivity of species i, W m
-1 K-1 
kr relative permeability 
kp hydraulic permeability, m
2  
L length of the flow channel, m  
l thickness, m 
Li volume fraction of species i 
Mj molecular weight for specie j, kg mol
-1 
Mn mean molecular weight, kg mol
-1 
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Greek letters 
 charge transfer coefficient 
w  water activity  
 (1-3)F/RgT = (1-4)F/RgT 
 water content 
 viscosity, Pa s 
 density, kg m
-3  
MT Thieles’s modulus 
mPt platinum loading, mg cm
-2  
mC carbon loading, mg cm
-2 
N number per volume, m-3  
Nj molar flux of  specie j, mol m
-2 s-1 
n number 
p pressure, Pa 
Q reactant gas flow rates, m3 s-1 
R symmetric correlation matrix 
R reaction rate, mol m3 s-1 
Rg ideal gas constant, 8.314 J mol
-1 K-1 
RM membrane resistance,  m
-2 
RH relative humidity 
r radius, m 
S source term 
s liquid water saturation 
T temperature, K 
t time, s 
u velocity vector, m s-1 
V mole volume, m3  
w mass fraction 
X normalised distance (x/lCL) 
x design matrix of sample 
x mole fraction 
ix
~  design variable i 
Y normalised distance (y/L) 
y column vector 
%M volume fraction of primary pores occupied by ionomer 
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 porosity 
 thickness of ionomer/liquid water coating, m 
 oxygen diffusion rate through the coating, s-1 
 overpotential, V 
 surface tension, N m-1 
 coverage ratio 
c contact angel,  
s electronic conductivity, S m
-1 
M ionic conductivity, S m
-1 
 potential, V 
w association parameter for water (the value is 2.6) 
 dimensionless modulus,  020 MeCL cnFDlia  
 dimensionless modulus,  
eff
sCL lia 
2
0  
 MMOD 2 , m s
-1 
Superscripts 
0 intrinsic 
d dissolved 
eff effective 
ref reference 
eq equilibrium 
l liquid 
g gas 
Subscripts 
a anode 
ads   adsorption 
agg agglomerate 
C carbon 
c cathode 
CL catalyst layer 
des desorption 
GDL gas diffusion layer 
i   species i 
j species j 
Kn Knudsen diffusion 
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loc local  
M Membrane/ionomer in PEMFCs and methanol in DMFCs 
P void space 
Pt platinum 
Pt/C   platinum dispersed carbon 
p primary pores 
r relative 
S GDL penetration 
s secondary pores 
T temperature or total 
w liquid water 
sat saturation 
tot total 
vl vapour to liquid 
vd vapour to dissolved 
dl dissolved to liquid 
Mathematical operators 
 Nabla operator 
t

 time derivative 
  summation 
 modulus 
exp exponential function 
ln natural logarithm function 
log 10 base logarithm function 
Abbreviations 
1D one dimensional  
2D two dimensional  
3D three dimensional  
AFC alkaline fuel cell 
ACL anode catalyst layer 
ANN artificial neural network 
B-V Bulter-Volmer 
CCD charge coupled device 
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CCL cathode catalyst layer 
CFD computational fluid dynamics 
CL catalyst layer 
CHP combined heat and power 
DC direct electricity 
DHE dynamic hydrogen electrode 
DMFC direct methanol fuel cell 
EOD electro-osmotic drag 
FCV fuel cell vehicles 
FEM finite element method 
HOR hydrogen oxidation reaction 
GDL gas diffusion layer 
GSA global sensitivity analysis 
KRG Kriging model 
LB Lattice Boltzmann 
M2 multi-phase mixture 
MC Monte Carlo 
MCFC molten carbonate fuel cell 
MEA membrane electrode assembly 
MOR methanol oxidation reaction 
NMR nuclear magnetic resonance 
OCP open circuit potential 
ORR oxygen reduction reaction 
PAFC phosphoric acid fuel cell 
PDE partial differential equation 
PEMFC proton exchange membrane fuel cell 
RBF radial basis function 
RTD residence time distribution 
SHE standard hydrogen electrode 
SPE solid polymer electrolyte 
SOFC solid oxide fuel cell 
TPB triple phase boundary 
VHLC variable heating and load control 
VRE voltage reversal effect 
VOF volume of fluid 
WCC water carrying capacity 
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Chapter 1.   Introduction 
1.1 Hydrogen, the next generation energy source 
    Energy is vitally important to every aspect of modern society. The entire 
industrialised infrastructure of the world would collapse without energy.  The rapid 
industrialisation and urbanisation lead to an increasing consumption of energy. As 
shown in Figure 1-1, the world’s primary energy consumption increases more than ten 
times from 1900 to 2000. Today, the global energy requirements are mostly dependent 
on fossil fuels, which is about 80% of the present world energy demand  [2]. This will 
eventually result in the depletion of limited fossil energy resources (for example coal 
and oil) and the environmental pollution. By 2050, oil and gas supply is unlikely to be 
able to meet the global energy demand [3]. The CO2 content in the atmosphere has 
increased 30% since the industrial era begin, leading to a global warming [4]. In order 
to prevent the depletion of fossil fuels and decrease their negative effect on climate 
change, increasing focus is being placed on renewable energy to satisfy the growing 
energy demand [5]. According to the report of 2013 from the Renewable Energy Policy 
Network [6], the renewable power capacity (excluding the hydropower) worldwide has 
exceeded 1470 Giga watt (GW) in 2012, up about 8.5% from the previous year.  
 
 
Figure 1-1 World primary energy consumption from 1900 to 2000 [1] 
(RES: Renewable Energy Source; Ngas: Natural gas) 
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    Hydrogen is suggested as the ideal energy carrier for the future. This is because 
hydrogen can be obtained from several resources, in particular, fossil, renewable and 
nuclear resources. Hydrogen is the lightest and one of the most plentiful elements in 
nature. Hydrogen makes up approximate 75% of all the matter in the universe and its 
density is 7.5% of air. Hydrogen has a range of excellent properties over the 
conventional power sources. However, hydrogen is not a primary energy source. It must 
be produced by other energy sources before using as a clean energy [6]. Figure 1-2 
illustrates how hydrogen can be produced as an energy carrier by multiple hydrogen 
production methods and how hydrogen can be used as various end-user applications.  
 
 
Figure 1-2 Hydrogen as an energy carrier linking multip le hydrogen production methods, through storage 
to various end-users [5]  
Obviously, hydrogen can be produced from a variety of resources, contributing 
significant security to energy supply. Hydrogen will be in the long-term produced from 
renewable energy sources by developed technology, such as water electrolysis. 
However, in the short-term, hydrogen is produced in large quantities from fossil fuels 
reformation [7]. For example, in 2007, the annual production of hydrogen is about 0.1 
Giga ton (Gton), 98% from the reforming of fossil fuels, such as oil refining and 
ammonia and methanol production [8]. The portion of hydrogen produced by renewable 
energy sources has increased in recent years. Renewable energy contributed 2.0% of 
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total global energy consumption in 2005 [9], and it increased to 19% in 2012[6]. For 
instant, renewable energy met 27% of the electricity demand of Italy in 2012 [6]. The 
expansion of combined heat and power (CHP) plants helps Denmark maintaining the 
same primary fuel consumption more than 30 years, which has so far saved 14 % of 
fossil fuels [10]. The European roadmap for the development of hydrogen and fuel cell 
technologies has now set a target of 1 GW of distributed power generation capacity 
from fuel cells by 2015 [3]. 
    Researchers believed that the strong relationship between hydrogen and electricity 
provided an opportunity of achieving the sustainable use of energy. Fuel cells are 
considered as ideal devices capable of replacing traditional internal combustion engines 
as the primary way to convert chemical energy into electricity [11]. 
1.2 Fuel cells 
    A fuel cell is an electrochemical device that converts chemical energy of fuel (e. g. 
hydrogen or methanol) directly into direct current (DC) electricity. Unlike the 
traditional internal combustion engine, fuel cell produces electrical energy through 
electrochemical reaction, rather than through combustion. A single fuel cell consists of a 
pair of anode and cathode, and an electrolyte in between. Individual fuel cells can be 
connected in series to form a fuel cell stack, which can generate higher power for 
portable and stationary application.  
    The first observation of a fuel cell effect was made by Shoenberin in 1838 [12]. 
Based on this work, the first fuel cell was demonstrated and developed by Grove in 
1839 [13] and 1822 [14]. The fuel cell used platinum strips and sulphuric acid as the 
electrodes and electrolyte, respectively. Electrical energy was produced by combing 
hydrogen and oxygen. In the following one hundred years, fuel cells were not 
practically used until the U.S. space program, Gemini and Apollo program, in 1960s. 
The first practical fuel cell applications were in the Gemini Program. In the following 
Apollo Program, fuel cells were used to provide electricity for life support, guidance 
and communications. In spite of the continued successful application in the U. S. space 
program, fuel cells were “forgotten” for terrestrial applications until the early 1990s. In 
1993, Energy Partners demonstrated the first passenger car running on PEM fuel cells  
[15]. 
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    A typical process of electricity generation from fuels involves several energy 
conversion steps. The efficiency of the traditional combustion engines is limited by the 
Carnot efficiency because the energy conversion steps are not 100% efficient [16]. Fuel 
cells circumvent all the energy conversion steps and generate electricity in a single step. 
This makes fuel cells more efficient than the combustion systems. Moreover,  fuel cell 
operating on hydrogen is zero emission; the only exhausts are water and heat. A variety 
of advantages make them promising candidates as power sources for portable and 
stationary applications. 
    Although fuel cells have a variety of advantages, some disadvantages, such as high 
cost and low durability, remain big barriers that slow down their commercialisation [16]. 
In order to make the fuel cells economically competitive, new technological solutions 
must be developed. 
1.2.1 Types of fuel cells 
    Depending on the different electrolyte used, fuel cells can be categorised in five 
groups, namely: 
a. Alkaline fuel cells (AFC) 
b. Proton exchange membrane or polymer electrolyte membrane fuel cells 
(PEMFC) 
c. Phosphoric acid fuel cells (PAFC) 
d. Molten carbonate fuel cells (MCFC) 
e. Solid oxide fuel cells (SOFC) 
AFCs adopt an immobilised liquid KOH, while PEMFCs use a perfluorinated 
membrane, such as Nafion, and PAFCs apply an immobilised liquid H3PO4 as the 
electrolyte, respectively. Hydrogen and oxygen (air) are the fuel and oxidant used in 
AFCs, PEMFCs and PAFCs, which are typically operated under 220 C. MCFCs are 
high-temperature (approximate 600 C) fuel cells that use an electrolyte composed of a 
molten carbonate salt mixture suspended in a porous, chemically inert ceramic matrix. 
MCFCs use natural gas, biogas as well as hydrogen as the fuel. The operating 
temperature of SOFCs (800-1000 C) is higher than that of MCFCs. SOFCs use a solid 
oxide materials, such as ceramic, as the electrolyte which conducts negative oxygen 
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ions from the cathode to anode. Oxygen or air is used at cathode while hydrogen or 
hydrocarbon, such as methane, is used as the fuel at anode. Note that in the PEMFC 
group, fuel cells used methanol as the fuel is categorised as another type of fuel cell, 
direct methanol fuel cell (DMFC). Although all types of fuel cells are based on the same 
electrochemical principles, they all operate at different temperature ranges, incorporate 
different materials, and differ in the performance characteristics and fuel tolerance. The 
main characteristics of each types of fuel cell are shown in Table 1-1 [17, 18].  
Table 1-1 Description of major fuel cell types 
 AFC PEMFC PAFC MCFC SOFC DMFC 
Electrolyte  
Liquid KOH 
(immobilised) 
Polymer 
membrane 
(e.g. 
Nafion

) 
Liquid H3PO4 
(immobilised)  
Molten 
carbonate 
Ceramic 
(usually 
Y2 O3-
stabilised 
ZrO2) 
Polymer 
membrane 
(e.g. 
Nafion

) 
Charge 
carrier 
OH
-  
H
+ 
H
+
 CO3
2- 
O
2- 
H
+
 
Operating 
temperature  
60-220 C 80-220 C 150-220 C 
600-700 
C 
800-1000 
C 
50-120 C 
Catalyst 
Ni, Ag, metal 
oxides and 
noble metals 
Platinum Platinum Nickel 
Perovskites 
(ceramic) 
Platinum 
and 
Ruthenium 
Cell 
components 
Carbon based 
Carbon 
based 
Carbon based 
Stainless 
based 
Ceramic 
based 
Carbon 
based 
Fuel 
compatibility 
Hydrogen Hydrogen Hydrogen 
Hydrogen, 
methane 
Hydrogen, 
methane, 
carbon 
monoxide 
Methanol 
    The research reported in this thesis is focused on PEMFC and DMFC operating with 
Nafion as electrolyte. Their operation, performance, design and application will be 
described in the next sections. 
1.2.2 Proton exchange membrane fuel cell (PEMFC) 
    The first practical fuel cell was developed by General Electric Company (GE) in the 
1950s. GE was awarded the contract for the Gemini space program in 1962. The fuel 
cell in the Gemini program is a 1 kW PEMFC system with a platinum loading of 35 mg 
Pt cm-2. The observed current density was 37 mA cm-2 at 0.78 V [19]. In the 1960s, 
improvements were made by incorporating Teflon in the catalyst layer directly adjacent 
to the electrolyte. Considerable improvements were made from the early 1970s onward 
with the adoption of the fully fluorinated Nafion membrane [20].  
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    A typical PEMFC unit (see Figure 1-3) consists of a membrane electrode assembly 
(MEA) sandwiched between the flow field plates of the anode and cathode in which 
flow channels are machined. The MEA includes three parts, gas diffusion layer (GDL) 
and catalyst layer (CL) on anode and cathode, respectively, and polymer electrolyte 
membrane in between. At anode, hydrogen flows into the anode flow channel and 
transport to the CL through the GDL, and then oxidises into protons and electrons in the 
anode CL (reaction 1-1). The protons pass through the polymer electrolyte membrane 
and reach to the cathode CL, while the electrons travel via an external circuit to the 
cathode. At the same time, at cathode, air or oxygen flows into the cathode flow channel 
and transport to the CL through the GDL. In the cathode CL, oxygen combines with the 
protons and electrons, which generated in the anode CL, to produce water (reaction 1-2).  
 
Figure 1-3 Schematic d iagram and basic principle of operation of a PEMFC  
    Anode reaction:    2eH2H2                                                                            (1-1)  
    Cathode reaction:  OH2e2HO
2
1
22 

                                                          (1-2) 
    Net cell reaction:   OHO
2
1
H 222                                                                        (1-3)  
The thermodynamic potential for the reaction (1-2) calculated from the standard 
chemical potentials at 25 C and 1.0 atm is 1.23 V versus standard hydrogen electrode 
(SHE).  
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    In the case of a fuel cell supplied with reactants gases without the closed electrical 
circuit, the observed practical cell potential is called the open circuit potential (OCP). 
The OCP is lower than the theoretical potential due to the activation losses, especially at 
the cathode, in the fuel cell even when no external current is generated [16]. The 
relationship between fuel cell potential and current density is called the polarisation 
curves, which is obtained by subtracting the activation polarisation losses, ohmic losses, 
and concentration polarisation losses from the equilibrium potential. Figure 1-4 shows 
the polarisation curve and different voltage losses in a PEMFC. Note that a majority of 
the voltage losses occur at the cathode due to the sluggish oxygen reduction reaction 
(ORR) [21]. 
 
Figure 1-4 Voltage losses in the fuel cell and the resulting polarisation curves [17] 
    The major application of PEMFCs focuses on transportation due to their potentia l 
impact on the environment, e.g. the low emission. Stationary electricity plants and 
portable power sources are the other important applications.  In the last decade, the 
interest and involvement of the scientific and engineering communities and companies 
in the PEMFC technology have continuously increased. The total number of the granted 
fuel cell patents increased approximate 350% during 2000 to 2010. In 2010, 1801 
granted fuel cell patents were published by the U.S. and European patent offices, and 
this number increased to 2732 in 2011 [22, 23]. Automakers such as General Motors 
(GM), Honda, Toyota, have paid considerable attention on developing their fuel cell 
vehicles (FCV) and announced plans of commercialising their FCV by 2015 [24]. 
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Intelligent Energy, an intellectual property rich company in UK, launched its first 
commercial off-grid hydrogen fuel cell, UppTM, in 2013. UppTM is a smart PEMFC 
device that can conveniently power and charge all the compatible hand-held electronic 
devices via universal serial bus (USB) [25]. 
1.2.3 Direct methanol fuel cell (DMFC) 
    Direct methanol fuel cells (DMFCs) are a subcategory of proton exchange membrane 
fuel cells in which methanol solution is used as the fuel. Because the liquid fuel is used, 
DMFCs have a variety of excellent features over hydrogen PEMFC. The main 
advantage is the ease of transport of methanol, stable energy output at all environmental 
conditions. In DMFCs, methanol is directly electro-oxidised on the catalyst surface, 
resulting in a standard electromotive force of 1.20 V [26].  
 
Figure 1-5 Schematic d iagrams and operating principle o f a typical DMFC 
DMFCs have a similar configuration and operating principle in comparsion with 
PEMFCs. In a DMFC employing an acid electrolyte, methanol is directly oxidised to 
carbon dioxide at the anode. The thermodynamic potential for the anode reaction 
(reaction 1-4) calculated from the standard chemical potentials at 25 C and 1.0 atm is 
0.03 V versus standard hydrogen electrode (SHE). At the cathode, oxygen combines 
with the proton and electrons and is reduced to water. The thermodynamic potential for 
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the cathode reaction (reaction 1-5) is 1.23 V (vs. SHE). Finally, a standard 
electromotive force of 1.20 V is generated according to the net cell reaction (reaction 1-
6). The schematic diagram of a typical DMFC with proton conducting membrane and 
the operating principle are demonstrated in Figure 1-5. 
    Anode reaction:     6e6HCOOHOHCH 223                                           (1-4) 
    Cathode reaction:  O3H6e6HO
2
3
22 
                                                          (1-5) 
    Net cell reaction:   2223 COO2HO
2
3
OHCH                                               (1-6) 
    Although the thermodynamic potential for reaction (1-4) is 0.03 V (vs. SHE), because 
of the number of electrons involved, the equilibrium value is not readily realisable, even 
with the best possible catalysts. Furthermore, because of the high degree of 
irreversibility of reaction (1-5), even under open-circuit conditions, the overpotential at 
the oxygen electrode is about 1.2 V which represents a loss of about 20% from the 
theoretical efficiency.  
 
Figure 1-6 Polarisation curves for a DMFC and its constituent electrodes  [26] 
    A main drawback of DMFCs is the very sluggish methanol oxidation reaction in the 
anode, which coupled with the inefficient cathode reaction, leads to a low overall 
performance, particularly at low temperatures [27]. Due to the property of the Nafion 
membrane, methanol is able to migrate through the membrane from anode to cathode, 
which not only causes loss of fuel but also deteriorates cathode performance. Methanol 
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crossover is therefore considered to be another drawback in DMFC operation [28]. In 
short, the kinetics and mass transport process within the DMFCs are more complex than 
those from hydrogen PEMFCs [29, 30]. Consequently, the output cell voltage in a solid 
polymer electrolyte (SPE) DMFC is much lower than the ideal thermodynamic value, 
and it decreases with increasing current density [31]. A typical polarisation curve for a 
DMFC is schematically shown in Figure 1-6, which illustrates the limitations to the 
performance of the DMFC. 
    DMFC is an appropriate alternative to rechargeable battery technology and an ideal 
solution as the auto motive and portable power sources. Several research communities 
and companies have developed the DMFC stack for practical application [32]. For 
example, Sony developed a DMFC system combined with a Li- ion secondary battery in 
2008. This hybrid system improved the peak output of the single DMFC from 1 W to 3 
W [33]. In 2009, Toshiba launched its first commercial DMFC product: DynarioTM, 
which can be used as an external power source for mobile digital products use [34]. 
Oorja Protonics, a U.S. manufacturer of methanol fuel cells, announced the installation 
of the OorjaPacTM Model III units in 2011. The energy output capacity is 29 kWh day-1 
and it can work 12-16 hours without refuelling [35]. 
1.3 Fuel cells modelling 
    Modelling plays a significant role in the process of fuel cell design and development.  
Normally, the fuel cell design and development process begins with a set of 
requirements, including power output, operating conditions, size limitation, safety 
specifications, and others.  Based on the knowledge of materials and processes involved 
in the fuel cells, modelling is performed to predict the fuel cell performance. The 
modelling helps the designer to determine the best candidate designs or improve the 
existing designs that satisfy the requirement.  
Modelling can provides a better understanding on the electrochemical reactions and 
mass transport occurred within the fuel cells, for example, the reactants profiles [36], 
temperature distribution [37], and polarisation curves obtained [38]. It can give a quick 
prediction of the fuel cell performance under various given operating conditions, 
material properties and fuel cell geometries. Modelling reduces the time, effort and cost 
associated with the experimental studies and provides a theoretical guidance on the 
development and optimisation of the fuel cells [39]. 
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Even though numerous fuel cell models are available, the complicate chemical and 
physical processes inside fuel cells are not fully coupled. In other words, specific 
models normally focus on particular aspects. The thesis fills the knowledge gap between 
the previous fuel cell models and improves the simulation accuracy by fully coupling 
the following six processes simultaneously occurres, namely, agglomerate model for 
oxygen reduction reaction (ORR) within the cathode catalyst layer, two-phase flow 
model for liquid water saturation and transport within the cathode electrode, non-
isothermal model for heat generation and transport, combinational mechanism for water 
transport through the membrane, water phase transfer and membrane/ionomer swelling.  
1.4 Project objectives and thesis structure  
    A main objective of this programme is to develop a better understanding of water 
transport in PEMFCs under a variety of load conditions. The aim is to develop a 
computational model which is capable of analysing and predicting the behaviour of a 
PEMFC equipped with a Nafion membrane. This model will give guidance to enhance 
the PEMFC output by optimising the composition of the electrode and operating 
conditions. 
    The research programme is comprised of the following targets: 
a. A review of PEMFC modelling approaches. 
b. Developing a mathematical relationship for the composition of the catalyst 
layers of the anode and cathode.  
c. Developing a single-phase flow model to analyse the mass transport along the 
flow channel and within the porous media.  
d. Developing a two-phase flow model to study the dissolved water transport 
through the membrane and the liquid water distribution in cathode. 
e. Developing a non- isothermal model to analyse the temperature distribution 
within the MEA. 
f. Optimising the composition of the cathode catalyst layer based on surrogate 
modelling. 
g. Developing a time dependent isothermal model for the DMFC anode to study 
the macro kinetic of methanol oxidation, in which methanol transport process 
and oxidation reaction are coupled. 
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This thesis is divided into eight chapters as follow: 
Chapter 1. An overview of the hydrogen energy and fuel cell technology. 
Chapter 2. A literature review of the different fuel cell modelling approaches. 
Chapter 3. A detailed description of the fundamentals, principles and governing 
equations. 
Chapter 4. A single-phase flow isothermal model is developed to analyse the 
distribution of the reactant species in flow channel and porous electrode. 
This model is used to study the water content distribution within the 
membrane and the effect of catalyst layer parameters on fuel cell 
performance. 
Chapter 5. A two-phase flow isothermal model is developed to study the water phase 
transfer, dissolved water transport through the membrane and ionomer, 
and liquid water distribution in cathode catalyst layer and gas diffusion 
layer is represented.  
Chapter 6. A two-phase flow non- isothermal model is developed to investigate the 
temperature distribution in MEA, and the influence of temperature on 
membrane water content, liquid water saturation, and cell performance. 
Chapter 7. A multiple surrogate model is developed to optimise the cathode catalyst 
layer composition. Five design parameters are optimised and their 
sensitivities are analysed by a Monte Carlo method based approach.   
Chapter 8. The time dependent and steady state macro kinetic models for methanol 
oxidation in a porous anode of a DMFC are presented. These models are 
used to investigate the effect of operating conditions on the transient 
response and the effect of electrode parameters on the anode performance. 
Chapter 9. Conclusions of the study are summarised and future research trends and 
directions are recommended.  
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Chapter 2.   Overview of water management, optimisation and 
performance of PEMFCs and DMFCs 
2.1  Introduction 
    By now, research and development in fuel cell technology have resulted in a broad 
range of insights on aspects to material, design, manufacturing and operating of 
PEMFCs and DMFCs [40-43]. These variations indicate that there are a multitude of 
factors governing the performance of the PEMFCs and DMFCs, of which some physical 
design or operation can be optimised to improve the fuel cell performance, for example, 
the platinum and ionomer loadings of the catalyst layer [44-47], the relative humidity of 
the reactant gas inlet [48, 49], as well as the flow field configuration [50-55]. 
    This chapter reviews the state-of-art research and development on the modelling, 
design and optimisation of the PEMFCs and DMFCs. As a vital important issue of fuel 
cell operation, water management including water transport and liquid water flooding 
are reviewed. Following the review of modelling approach and experimental study for 
water transport, the overview of the PEMFCs optimisation is represented. At the end of 
this chapter, the anode behaviour of the DMFCs is reviewed.  
2.2 Overview of water transport and flooding in the PEMFC 
    For PEMFCs, the perfluorinated membranes, such as Nafion, are typically used as 
the electrolyte. Ionomer is required in the catalyst layers preparation for the purpose of 
proton transport from the anode catalyst layer, through the membrane, to the cathode 
catalyst layer. As shown in Figure 2-1, on the membrane-catalyst layer boundary, 
Nafion membrane is connected with the ionomer in the catalyst layers, for both the 
anode and cathode. Water in PEMFCs acts as the lubricant which makes the fuel cell 
system running smoothly [56]. It can be fed into the PEMFCs system by the gas inlet 
or/and generated by the oxygen reduction reaction (ORR) at cathode. Water existes as 
water vapour in the gas mixture, which is absorbed by the Nafion membrane as well as 
the ionomer in the catalyst layer becoming the dissolved water. When current is 
generated, the proton migration through the membrane is associated with a drag of 
water molecules from the anode to the cathode. This so-called electro-osmotic drag 
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(EOD), together with the electrochemical water production, leads to a water 
accumulation at the cathode.  
 
Figure 2-1 Structure of catalyst layers in PEMFCs 
Due to the generated gradient of water concentration between the anode and cathode, a 
certain amount of water could diffuse back from the cathode to the anode, which is an 
opposite direction against the EOD. In addition, the pressure difference between the 
anode and cathode could drive a water transport through the membrane, which is called 
hydraulic permeation. The water transport occurred in a PEMFC is schematically shown 
in Figure 2-2. 
 
Figure 2-2 Water transport mechanis m inside the PEMFCs [56] 
          Chapter 2. Overview of water management, optimisation and performance of PEMFCs and DMFCs  
15 | P a g e  
 
    Maintaining a subtle equilibrium between membrane dehydration and liquid water 
flooding is the key issue to achieve maximum performance and durability for PEMFCs  
[57, 58]. On one hand, water is required to guarantee the good proton conductivity of 
the proton exchange membrane, where protons move in the hydrated parts of the 
ionomer via dissociation of sulfonic acid bonds. The protons cannot migrate in dry 
proton exchange membrane, where the sulfonic acid bond cannot be dissociated, lead to 
a decrease of ionic conductivity [59]. Furthermore, lower ionic conductivity hinders the 
access of protons to the active sites of catalyst layer, resulting in an increase in 
activation polarisation [60]. On the other hand, excess water formed within catalyst 
layers needs to be transported to flow channels through gas diffusion layers and 
removed by reactant gas out of the PEMFC system (see Figure 2-3) or else excess water 
will block the flow channel and the pores of the porous electrodes and then increase the 
mass transport resistance. This phenomenon, which can be considered as one of the 
most important limiting factor of PEMFC performance, is known as “flooding”. 
 
Figure 2-3 Converging capillary tree water transport mechanism [126] 
    Cathode flooding, anode flooding and flow channel flooding are the three main types 
of flooding included in the PEMFC system. They are determined by temperature, gas 
flow rate, pressure and humidity of the reactant gases. Generally, flooding of the 
cathode and the anode are linked to high current density that results in a greater water 
formation rate than the removal rate. Moreover, even if liquid water floods into both 
side of the electrodes [61, 62], water flooding is more prone to occur at the cathode, 
because water formed within the catalyst layer of the cathode, especially at higher 
current density [63]. The accumulation of liquid water in the channels is observed only 
after complete saturation of the gas with water vapour because the evaporation and 
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water vapour transport are relatively faster than liquid water transport [62]. The 
thickness of the membrane, water content of the membrane and humidity of the reactant 
gases in turn determine the concentration gradient of water between anode and cathode. 
Furthermore, membrane water content and reactant gas humidity are dependent on the 
gas inlet humidification and the temperature and pressure in the gas channels  [63]. 
Besides, back diffusion prevails over electro-osmotic drag at lower current density; and 
electro-osmotic drag prevails over back diffusion while higher current density is 
achieved, thus the anode (including the membrane) tends to dry out, even the cathode is 
well hydrated at high current density [64]. 
    Membrane dehydration is the most serious negative influence on the fuel cell 
performance. It is more likely to occur at the anode side of the membrane due to the dry 
reactant gas inlet and the effect of electro-osmotic drag. The pores of membrane shrink 
under the dehydrated condition, leading to lower water back diffusion, especially for the 
operating conditions such as higher temperature and higher current density. 
Consequently, the proton exchange membrane dehydrates, resulting in a remarkable 
decrease in the conductivity and a big increase in the ionic resistance [58, 64, 65]. In 
addition, severe drying condition leads to irreversible degradation of the membrane [66, 
67]. All types of flooding lead to instant increase in mass transport losses, gas starvation 
and immediate drop of cell potential. As shown in Figure 2-4, the time dependent 
performance of current density at 0.6 V vs. SHE (standard hydrogen electrode) is 
observed [68]. The gas flow path can be temporarily blocked by liquid water, giving 
rise to a sharp reduction in current density.  
 
Figure 2-4 A typical water flooding pattern in a PEMFC operated at constant cell voltage [56] 
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    It is important to note that one of the most serious negative effects of cathode 
flooding is the voltage reversal effect (VRE). In the case of oxygen starvation, not 
enough oxygen supplied at cathode. H3O
+, which generated by water molecule and 
proton at cathode according to Eq. (2-1), would be reduced by electron instead of 
oxygen, resulting in a significant drop of potential.  
  eOHOHH 222 322     ( 
0 = 0.00V)                           (2-1) 
The original electron consuming process of oxygen reduction reaction (Eq. 2-2) would 
be replaced by the new electron consuming process (Eq. 2-3) as follow: 
OHeHO 22 244 
          ( 0 = 1.23V)                           (2-2)                                                       
OHHeOH 223 222 
     ( 0 = 0.00V)                           (2-3)                                              
Consequently, the cathode potential decreases from 1.23 V to 0.00 V at current off and 
from 0.80 V to -0.1 V at current on.  
    Polarisation occurs while current flows through the electrode. The cathode 
polarisation causes potential to change more negative and anode polarisation more 
positive [68], for example 0.1 V. As a result, the output voltage of the cell decreases 
from 0.7 V to -0.2 V under the effect of VRE (see Figure 2-5). 
 
Figure 2-5 Voltage reversal effect (VRE) in PEMFC [56] 
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2.3 Overview of modelling of water transport in PEMFC 
    Numerical modelling of PEMFC is important for better understanding of the transport 
processes in PEMFC because of the experimental drawbacks such as difficulty of 
performing the different experimental measurements simultaneously, unrealistic 
operating conditions, and high cost of materials and testing instruments. Numerous 
models have been developed to describe water management and liquid water transport 
in PEMFCs over the last decade [69-73]. Depending on different descriptions on water 
formation and transport, the models can be mainly categorised into four groups: 
dynamic models, lumped models, flooding models and other models associated with the 
effect of geometrical configuration.  
    In early 1990s, some simple models have been developed. These models were all 
simplified models which all applied the assumption that the reactant and charge only 
transport along one direction. The numerical models developed by Springer et al. [74, 
75] and Bernardi and Verbrugge [21, 76] are usually considered as the pioneering 
modelling works for PEMFC. These models are essentially one dimensional models 
considering the membrane, catalyst layer and gas diffusion layer based on solving the 
conservations equations by assuming homogeneous materials and using effective 
transport properties. After that, Nguyen and White [77] and Fuller and Newman [78] 
developed pseudo two dimensional models by further considering the flow channels, 
which considered the effect of water humidity inlet and temperature distributions, 
providing more detailed water and thermal management capability. However, the 
models developed in this period are too simple to simulate the very complex PEMFC 
system although they laid the foundation for PEMFC modelling. 
    More numerical models were developed in the late 1990s. Yi and Nguyen [79, 80] 
and Gurau et al. [36] developed two dimensional models to explore more detailed 
transport phenomena in PEMFCs. These models illustrated the utility of multi-
dimensional models in the understanding of the internal conditions of PEMFC, such as 
the reactant and water distribution. Gloaguen and Durand  [81], Bultel et al. [82-84] and 
Marr and Li [85] developed the agglomerate models. These models applied simplified 
catalyst layer structures by assuming that the large agglomerates were formed by 
ionomer and platimum/carbon particles on the level of micrometre. Compared to the 
models developed earlier, more detailed mass and charge transport phenomena were 
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analysed more accurately because these models extended the one dimensional or pseudo 
two dimensional to the two dimensional. It is important to note that all the models 
developed were based on the single phase assumption, which treated the water as 
vapour, including the water formed in the cathode catalyst layer and supplied along with 
the humidified gas inlet. The water condensation within the porous electrodes and the 
flow channels was not considered. Although there was not sufficient evidence to 
conform that water could be condensed in catalyst layers and gas diffusion layers while 
the PEMFC system operated in normal condition. However, condensed water in the 
flow channels has been observed by some instruments such as high-resolution camera 
[86, 87]. Generally, ideal single phase assumption is applied when reactant gases are 
oxidised or reduced at the surface of solid catalyst (Pt-Ru and other binary or ternary 
alloy). In reality, the condensed water could change the single-phase flow problem to a 
two-phase flow problem. 
    In the 2000s, multi-dimensional models have been developed by many researchers to 
solve a complete set of conservation equations (such as continuity and Navier-Stokes) 
coupled with electrochemical reactions (for example the kinetics of oxygen reduction at 
cathode). Computational fluid dynamics (CFD) code and some commercial software 
(such as Fluent, COMSOL) based on finite volume methods were adopted to develop 
such models, and more complicated geometry and transport phenomena were 
investigated. In the area of three dimensional geometry, the models developed by Dutta 
et al. [88, 89], Zhou and Liu [90], Berning et al. [91], Mazumder and Cole [92], Lee et 
al. [93], Um and Wang [94] and Wang and Wang [95] were considered as the 
pioneering works in this field, these models mainly considered a single flow channel 
with the major components of reactant gases. Large scale simulations considering multi-
channel or small stacks were also carried out [96-99]. Without doubt, these models give 
more accurate and more specific analysis on the distribution of reactant gases (H2 and 
O2), water vapour, and pressures. The main impediment to the widespread use of these 
multi-dimensional models is the requirement for the computer hardware.   
    In fact, reasonable simplification of the complex multi-dimensional models is 
considered as the practical way of modelling the complicate transportation and reaction 
inside of the PEMFC with lower computational requirement. In order to simplify the 
models and reduce the amount of computation for conservation equations, some 
modelling works neglected liquid water formation by assuming liquid water as super 
saturated water vapour [77-79]. The real two-phase flow models, which give more 
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accurate prediction than the previous models with single-phase assumption, have also 
been developed by Nguyen et al. [100-103], Djilali et al. [104-106], Mazumber and 
Cole [107], and Wang et al. [108, 109]. These two-phase flow models solved the mass, 
momentum and species transport conservation equations for the gas mixture, with an 
extra conservation equation for liquid water transport. However, the accurate and 
detailed water transport behaviour cannot be studied in these models because the 
interface tracking between liquid water and gas is not permitted. As a result, the volume 
of fluid (VOF) model, based on liquid water dynamics in order to investigate water flow 
in single serpentine flow channel, was developed by Quan et al. [110].  
    Overall, a large number of numerical models have been developed by researches 
around the world.  The main difference between the models developed in different 
period is presented in Table 2-1. In short, the development of these models is from 
simple to complex, from general to specific. In spite of the great changes of the equation 
forms in the models, all the processes are described based on some basic laws, for 
example, the laws of conservation of energy and momentum. Developing a 
comprehensive and comparatively simple model for the PEMFCs under practical load 
conditions by reasonably simplify the complex multi-dimensional models is our main 
objective of the modelling work. Furthermore, the experimental data will be obtained to 
validate the simulation results. 
Table 2-1 Development of modelling work on the PEMFC 
Models 
Period of 
development 
Dimensions of 
reactant, products 
and charge 
transportation 
Accuracy of 
modelling process 
comparing to 
practical fuel cell 
Complexity of the 
models and 
computer hardware 
requirement 
1D and pseudo 
2D 
Early 1990s One dimension Crude Simple and low 
2D Later 1990s Two dimensions Medium Medium 
3D and multi-
dimensional 
2000s Three dimensions Precise  Complex and high  
2.3.1 Modelling of water transport through the membrane 
    The previous modelling efforts on water transport through the membrane can be 
classified into three types: diffusive, chemical potential and hydraulic models. The 
diffusive model can be explained with dilute solution theory by considering the 
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membrane as solvent while water and proton as solute. This theory assumes that the 
interaction between different solute species can be neglected, and only the interaction 
between solute (water and proton) and solvent (membrane) is considered. Then the flux 
of solute species in solvent can be described by using the Nernst-Planck equation. 
Nernst-Planck equation is a conservation of mass describing the flux of ions under the 
influence of both an ionic concentration gradient and an electric field. The general form 
of Nernst-Planck equation is: 
)(  i
B
ii
iii
i c
k
ezD
ccD
dt
dc
u                                (2-4) 
where t (s) is time, Di (m
2 s-1) is the diffusivity of the solute specie i, ci (mol m
-3) is the 
concentration of the solute specie i, u (m s-1) is the velocity of the fluid, zi is the valence 
of ionic specie i, e (1.60218 10-19 C) is elementary charge, kB (1.3806505 10
−23 J K-1) 
is the Boltzmann constant, T (K) is temperature. 
For water transport, i
B
ii c
k
ezD
 becomes zero because water is in zero valence. For 
proton transport, ii cD  becomes zero by assuming constant concentration of proton 
through the membrane. Furthermore, icu  becomes zero for both the water and proton 
transport due to the fact that the membrane does not move. Therefore, the Nernst-Planck 
equation for proton transport is simplified to Ohm’s law [111],  
  Mi                                                       (2-5) 
By further considering the effect of electro-osmotic drag, the water transport is 
simplified to [112]:  
F
i
ncDJ dragwMw                                               (2-6) 
where M  (Ω
-1) is the membrane conductivity,   (V) is the potential, MD  (m
2 s-1) is 
the diffusivity of water through the membrane, dragn  is electro-osmotic drag coefficient 
through membrane, wc  (mol m
-3) is water concentration, F (C mol-1) is Faraday’s 
constant, i (A m-2) is the current density. 
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The diffusive model is the most successful model for water transport through membrane 
since its initial application by Springer et al. [74, 75]. By further considering the 
interaction between different solute species, the chemical potential model is developed. 
The proton and water transport through membrane therefore can be explained by 
concentrated solution theory [112, 113] as 
H
Mdrag
M
F
n
i 

                                         (2-7) 
F
i
nJ dragwww                                               (2-8)  
where H  (J mol
-1) and w  (J mol
-1) are the chemical potential of proton and water, 
respectively. w  is water transport coefficient through membrane.  
    Comparing Eq. (2-5) with Eq. (2-7) and Eq. (2-6) with Eq. (2-8), it can be noticed 
that the concentration (c) is replaced by chemical potential (  ), the diffusion 
coefficient (D) is replaced by transport coefficient (α), and one more term is added in 
Eq. (2-7) to account for the multi-component interaction. The biggest obstacle of the 
widespread use of the chemical potential model is the difficulty in obtaining the 
transport parameters. As a result, the chemical potential model is less popular than the 
diffusive model. 
    In the diffusive and chemical potential models, the convective transport caused by 
pressure gradient across membrane is not considered. However, the convective transport 
could happen when water enlarges the pores of the membrane. To fill the gap, the 
hydraulic model is developed [21, 76] according to two assumptions: 
(1) The membrane is assumed to be fully hydrated to allow the maximum possible 
convective transport.  
(2) Constant gas volume fraction in membrane is assumed. 
Consequently, water flux due to pressure gradient and electro-osmotic drag can be 
calculated by Nernst-Planck equation. Generally, the hydraulic model neglects the 
diffusive transport, and the water flux can be represented by the following equation: 
F
i
np
k
cJ dragw
w
p
ww 

                                           (2-9) 
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where 
pk  (m
2) and 
w  (Pa s) are the permeability and dynamic viscosity of water in 
membrane. Due to the effect of electro-osmotic drag, the anode side of the membrane is 
often prone to dry out. Therefore, the fully hydrated membrane assumption remains 
questionable. In fact, water convective transport is only considerable while the pressure 
gradient exists between the anode and cathode. If the inlet gas pressure of anode is as 
same as that of cathode, the water convective transport could be neglect because 
diffusive transport and electro-osmotic drag have bigger influence on the water 
transport. The merits and demerits of these three types of models are summarised in 
Table 2-2. 
Table 2-2 Comparison between the water transport models  
Model Merits Demerits 
Diffusion model- 
Springer et al. [74, 
75] 
1. Membrane conductivity was 
associated with water content. 
2. Capable of determin ing the 
membrane conductivity in 
moderate and high hydration cases . 
1. Lack of accuracy at very low 
membrane water content. 
2. Failed to describe the water    
concentration through the 
membrane in case of saturation. 
3. Restricted to Nafion membrane. 
Chemical potential 
model- 
Weber and 
Newman [112] 
1. The frictional forces on species 
motion were considered. 
2. The electrostatic interactions were 
taken into account. 
3. Both the pressure and activity are 
incorporated as the driving force. 
4. Bridging the gap between the 
single-phase and two-phase models 
1. A multitude of parameters. 
2. Difficulty in obtaining the 
values of the parameters. 
3. Complicated boundary 
conditions. 
4. Only works on Nafion 
membrane. 
Hydraulic model- 
Bernard i and 
Verbrugge [21, 76] 
1. Both the pressure and electric 
potential fo rces were included in 
the driving force. 
2. Electro-osmotic drag, back 
diffusion and hydraulic permeation 
were all considered for water 
transport through the membrane.  
1. Requiring the values of the 
membrane parameters. 
2. Impossible to account for the 
membrane structure. 
3. The chemical interaction 
between water and membrane 
materials was not considered. 
2.3.2 Modelling of water transport in porous electrodes 
    A variety of different models have been developed for modelling the water transport 
in the porous electrodes, including gas diffusion layers and catalyst layers. Depending 
on the assumption of the morphology of the porous electrodes, the models can be 
categorised into two groups, namely homogenous and non-homogenous models. In the 
homogenous models, the porous electrodes are assumed to be constructed by 
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homogeneous materials, while the non-homogenous model applies real or simplified 
micro-structure of the porous electrodes. When the porous electrodes are assumed as 
homogeneous, the entire computational domain shares the same properties, such as 
conductivity, permeability and porosity. The overall effect of micro-structure is usually 
reflected by the effective coefficient. Thus, the geometry generation and model solving 
process are greatly simplified and result in an easier model development and lower 
requirement of the computer hardware. The drawback of this assumption is the lack of 
precision about the detailed process within the porous electrodes, such as nucleation 
water. The modelling works before 2000s usually adopts the homogeneous assumption 
[21, 72-84].    
    The gas diffusion layer is typically made up of three-dimensional random carbon 
fibre and its real structure is highly anomalous [114-116]. In order to accurately 
simulate the electrochemical reactions and transport processes occurred in a real or 
simplified gas diffusion layer, e.g. the liquid water formation and transport, numerous 
models have been developed [55, 63, 66, 94, 95, 108, 109, 117-121]. The volume of 
fluid (VOF) model [63, 66, 94, 95, 108, 109, 117] and Lattice Boltzmann (LB) model 
[55, 118, 119, 120, 121] are the two types of the most popular models for liquid water 
transport in the gas diffusion layers. In this literature review, the VOF model is 
presented as an example. Under isothermal condition, by omitting the phase change and 
electrochemical reaction, the VOF model with two phases, reactant gas and liquid water, 
can be presented by the following conservation equations.  
Conservation of mass for the two-phase mixture:  
0)( 


u
t

                                               (2-10) 
Conservation of momentum for the two-phase mixture: 
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Conservation of momentum for the liquid water only: 
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where  (kg∙m-3) and  (kg∙m-1∙s-1) are the density and dynamic viscosity of the two-
phase mixture, respectively, and they are the volume averaged values.  The volume 
averaged density and viscosity can be described as follow: 
llgg ss                                                   (2-13) 
llgg ss                                                   (2-14) 
1 lg ss                                                      (2-15) 
where s is the volume fraction, and the subscript l and g represent the liquid and gas 
phases, respectively. 
In the momentum equation Eq. (2-11), Su (kg m
-2 s-2) is the source term accounting for 
the surface tension effect, which can be calculated as  
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2
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
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
                                                (2-16) 
where   (N∙m-1) is the surface tension coefficient between the two phases, and   (m-1) 
is the surface curvature defined as 
)]sin()cos([  ww

                                      (2-17) 
where w

 and w

 (m s-1) are the unit vectors normal and tangential to the wall surface, 
and  () is the contact angel.  
    Note that the shape of the interface between the two phases at the wall depends on the 
wettability of the wall. By using the VOF model in a micro-structure of the gas 
diffusion layers, the movement of liquid water under the effect of pressure gradient and 
contact angel can be observed [117]. Figure 2-6 shows the transient liquid water 
discharging from the gas diffusion layer with the pressure gradient of 6.5105 Pa m-1 
and contact angel of 135. It can be observed that liquid water is removed under a 
pressure gradient and finally only a small amount of liquid water is left in the GDL. 
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Figure 2-6 Transient liquid water d ischarging from GDL obtained from VOF model [117] 
(Pressure gradient is 6.5105 Pa m-1 and the contact angel is 135) 
    Catalyst layer is the core of the PEMFC in which electrochemical reaction occurred. 
The catalyst layers are prepared by spraying the catalyst particle (such as Pt-Ru alloy) 
contained ink onto the carbon paper. The difference between the catalyst layer and gas 
diffusion layer is that the catalyst particle is surrounded by the carbon fibre in the 
catalyst layers and result in much small pores than that of the gas diffusion layers. 
Therefore, the VOF model is hard to be applied to the micro-structure of the catalyst 
layers [114]. The general process of the electrochemical reaction includes two steps, 
diffusion and reaction. First of all, the reactants must transport through the porous 
media and reach the surface of the catalyst particles. Then the reactants are absorbed on 
the surface of the catalyst particle where products are generated via chemical reactions. 
Finally, the products generated on the surface of the catalyst particle must move away.  
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    The models mentioned previously applied a variety of approaches to describe the 
catalyst layer. Depending on the degree of complexity, these approaches can be 
categorised into three groups. In the simplest approach, the catalyst layers are treated as 
reactive boundaries between the gas diffusion layer and membrane [91, 122]. For 
example, Jeng et al. [122] developed a simple two dimensional across-the-channel 
model to study the mass transport of the reactant gases through the gas diffusion layers. 
The effectiveness of the gas diffusion layers was evaluated under different current 
densities and an optimal thickness of the cathode gas diffusion layer was suggested. 
Berning et al. [91] developed a three dimensional, non- isothermal model to investigate 
the temperature distribution in the MEA. However, the catalyst layers were treated as 
one-dimensional boundaries in this model. It is important to notice that this kind of 
approach always over estimate the current density due to the ignorance of the mass 
transport resistance in the catalyst layer.  
    The second approach assumes the catalyst layer as a thin film fully flooded with 
liquid water or ionomer. This approach is adopted in the model developed by Marr and 
Li [85], in which the void space within the cathode catalyst layer was fully occupied by 
liquid water. This model can give a reasonable simulation on the cell performance 
during higher current densities. However, it underestimated the cell performance during 
lower current densities due to an increase in mass transport within the catalyst layer.  
    In the last approach, the catalyst layer is assumed as a porous two or three 
dimensional domain filled with catalyst particles agglomerate. The void spaces within 
the agglomerates (inter-agglomerate space) and between the agglomerates (outer-
agglomerate space) are defined as the primary and secondary pores, respectively. Both 
the primary and secondary pores can be filled with ionomer, liquid water, and reactants. 
The models applied this approach is called the agglomerate models, which can be 
further subcategorised into three sub-groups namely slab, cylindrical and spherical 
agglomerate models [115] as shown in Figure 2-7. 
    In order to give a more accurate simulation on the diffusion-reaction process occurred 
in the catalyst layer, agglomerate models are usually preferred. In the agglomerate 
models, the catalyst particles, ionomer and void space are assumed to be 
homogeneously mixed to form the micrometre agglomerates. In the spherical 
agglomerate model, the diameter of the agglomerate is less than 10 m [116]. 
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Figure 2-7 Schematic representation of the agglomerate catalyst layer 
    Due to the fact that the sluggish oxygen reduction reaction (ORR) occurred at the 
cathode, the agglomerate models are therefore usually adopted in the cathode catalyst 
layer. At cathode, the rate expression of oxygen reduction can be presented as: 
222 OOO
ckR                                                     (2-18) 
In order to account for the mass transport from the outer boundary to the centre of the 
agglomerates, the effectiveness factor, rE , is introduced into Eq. (2-18) as follow: 
222 OOrO
ckER                                                   (2-19) 
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The effectiveness factor can be considered as an indicator of catalyst utilisation. 
    By the effort of the agglomerate model, the ORR kinetics is simulated quantitatively. 
As the production of ORR, the amount of water can be therefore calculated. 
2.4 Flow field design 
    There are mainly four types of typical flow fields, namely parallel (conventional), 
serpentine, interdigitated and pin- type, employed in the practical applications. The 
features and differences are shown in Figure 2-8 as follow: 
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Figure 2-8 Four types of typical flow field designs [53] 
     In the parallel flow field, diffusion is the dominant mechanism for the transport of 
reactants and products. The conventional flow field is an energy saving design because 
very low inlet pressure is required for the gas flow at the inlet. However, the 
accumulation of reactant gas and liquid water are prone to occur because the transport 
rate is limited by diffusion. The parallel flow field is popular due to its simple mass 
transport mechanism and low inlet pressure requirement. 
    In the serpentine flow field, the pressure and concentration of the reactant gas 
decrease along the flow channel from the inlet to the outlet. If the channel cross-section 
is small while the channel length is very long, the pressure drop between the adjacent 
channels becomes substantial, significant pressure gradient is therefore set up across the 
porous electrode, much larger than the pressure gradient along the flow channel, 
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resulting in a considerable cross leakage flow between the adjacent channels. This 
significant cross leakage flow through the porous electrode induces a strong convection 
in the electrode, resulting in a reinforced transport of the reactant gas to the catalyst 
layer for electrochemical reaction and an accelerated moving of product water from the 
active sites of catalyst layer to the flow channels. Therefore, this flow field design with 
a convective feature is most widely used and shows the most interesting of industrial 
collaboration. However, serpentine flow channel design is not the ideal flow field 
configuration due to a number of problems. For example, the substantial pressure drop 
due to the relatively long reactant flow path in the serpentine flow channel, which is 
considered as a significant power loss.  
    The flow channel design is a dead-end mode in the interdigitated flow field. When 
the reactant gases feed into the flow channel, they cannot flow out along the channel 
directly but flow through the porous gas diffusion layers. Therefore, the transport 
mechanism is converted from a diffusion mechanism to a forced convection mechanism. 
The shear force resulted from the gas flow helps to flush liquid water out of the 
electrode, thus effectively reducing the water flooding and significantly improving the 
cell performance [123]. However, higher inlet pressure is needed for gas flowing 
through the gas diffusion layers, which leads to a significant power loss.  
    The pin-type flow filed is a commonly utilised configuration, which provides random 
and multiple flow paths to the reactant gases. Therefore, one of the outstanding 
advantages of the pin-type flow filed is the low pressure drop between the inlet and the 
outlet. However, non-uniform flow and stagnant areas tend to occur at various places of 
the channels [124]. This significantly decreases the reactants transport efficiency and 
thus the overall fuel cell performance.  
    As stated by Liu et al. [50], an appropriate flow field design improves the reactant 
transport and the efficiency of the thermal and water management. The optimised flow 
filed is capable of reducing the activation polarisation and internal ohmic losses. The 
fuel cells with a parallel and an interdigitated flow fields were firstly experimentally 
compared by Nguyen [51] in 1996 and numerically compared by Kazim et al. [52] in 
1999, respectively. They found that, as a new flow filed design, the interdigitated flow 
fields improve the fuel cell performance by enhancing the oxygen transport and 
reinforcing the water removal from the catalyst layer under forced gas convect ion.  Four 
different flow filed designs including parallel, interdigitated, serpentine and pin-type, 
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were numerically compared by a three dimensional model developed by Sousa et al. 
[53]. The serpentine flow fields with different dimensions were further studied and 
optimised by the experiment and model of Liu et al. [50]. The effect of different 
channel shapes on pressure drop, oxygen distribution, liquid water formation and 
transport, as well as fuel cell performance were studied in recent years [44, 45]. 
2.5 Experimental measurement and visualisation of liquid water  
    Liquid water formation and transport can be observed d irectly or indirectly by 
experimental measurement including direct visualisation, nuclear magnetic resonance 
(NMR) imaging, beam interrogation and fluorescence microscopy.   
    Direct visualisation has the advantage of providing high resolution image of water 
transport in flow channels. Transparent flow channels are required when optical devices, 
such as high-speed camera [86, 87], infrared cameras [125] and charge-coupled device 
(CCD) cameras [126], are applied. It is useful to observe the effect of operating 
conditions on the formation, growth and movement of the droplet. For example, as 
shown in Figure 2-9, Hussaini and Wang [127] applied an operating fuel cell with a 
transparent flow channel of cathode to observe the liquid water flooding on the surface 
of the gas diffusion layer and in the flow channel. The two-phase transport, in the form 
of droplet, film and slug, is occurred in micro-channels of the PEMFC. However, the 
direct visualisation technique always provides images of liquid water in flow channels 
only because of the opaque materials of the gas diffusion layers and catalyst layers.  
    NMR is widely used in water visualisation by measuring the emitted signal from the 
excited H nuclei in an external magnetic field in PEMFC with opaque structures. This 
technique has successfully detected liquid water in the flow channels of an operating 
PEMFC. For example, Minard et al. [128] observed the dehydration of the membrane 
by employing the NMR technique. However, the NMR technique can only be used to 
observe water in the membrane rather than within paramagnetic materials like carbon. 
As a result, water content in the gas diffusion layers and catalyst layers is impossible to 
be detected by this technique. 
    Neutron imaging, electron microscopy and X-rays are the three frequently employed 
techniques included in the beam interrogation. The principle of neutron imaging is 
based on the sensitive response of neutrons to hydrogen-containing compounds such as 
water [129].This technique provides in-situ analysis on an operating PEMFC, such as 
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visualisation of water accumulation and distribution of water in the cathode porous 
electrodes and flow channels. The drawback of this technique, which limites the 
widespread application, is the high cost and the availability of radiation equipment that 
provides a neutron source. As shown in Figure 2-10, electron microscopy can be used to 
observe vapour condensation and liquid water morphology in porous gas diffusion 
layers and catalyst layers [114, 130].  Moreover, the X-ray image technique can give the 
temporal and spatial resolution of water formation and transport inside a PEMFC. These 
two techniques all show strong potential for the visualisation of water.  
 
Figure 2-9 Magnified view of flow patterns in channels captured by the high resolution Olympus video 
microscope and the illustrations of liquid water generation and distribution [127] 
    Fluorescence microscopy is one of the important techniques for detecting the water in 
a PEMFC. This technique is based on the phenomenon that certain material, such as H 
nuclei, emits energy detectable as visible light when irradiated with the light of a 
specific wavelength. Fluorescence microscopy in conjunction with optical photography 
provides a method to visualise the micro-scale transport of liquid water on the surface 
of gas diffusion layers [131] and the dynamic water droplet behaviour emerging from 
the gas diffusion layers into flow channels [132].  
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Figure 2-10 ESEM micrographs of vapour condensation and liquid water b reakthrough in electrode [114] 
    The overview of the different visualisation techniques is summarised in Table 2-3. 
Table 2-3 Water visualisation techniques and their applications  
Water visualisation 
techniques 
Type of 
visualisation 
Basic principle  
Scope of 
application 
Direct visualisation Direct Optical photography 
Transparent flow 
channels 
NMR Indirect 
The spin of nuclei in an external 
magnetic field  
Flow channels 
and membrane  
Beam interrogation Indirect 
The sensitive response of neutrons to 
hydrogen-containing compounds 
GDL, CL and 
membrane 
Fluorescence 
microscopy 
Indirect 
Certain material emits energy detectable 
as visible light when irradiated with the 
light of a specific wavelength 
GDL 
2.6 Overview of PEMFC numerical optimisation 
    Numerical optimisation has been an active research area since 1960s [133]. It has 
been used in many applications, such as, structural [134], aerospace [135] and 
automotive engineering [136].  The common principle of the numerical optimisation is 
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to efficiently search for an optimal design in a coupled mathematical algorithm with the 
aid of a computational analysis tool. Only a few designs need to be evaluated using the 
optimisation algorithm, the computational time is therefore reduced. Optimal design 
helps the researchers to create a new design or improve an existing one. In order to 
account for the inter-relationship between various parameters and optimise several 
objectives simultaneously in a fuel cell design, a multi-objective optimisation is always 
used. A mathematical formulation of such a problem is given by: 
Maximise or minimise            T
nJJJJ ],......,,,[ 321J(x)   
W.R.T                                      kx    for k = 1, 2, 3, …… , n 
Subject to:                                0(x)ih    for   i = 1, 2, 3, …… , p                            (2-22) 
                                                 0(x)ig    for   i = 1, 2, 3, …… , q                             
                                                  UL xxx   
where J(x) is the vector of objectives. In fuel cell design, the objective can be cost, 
performance, durability and others, which is represented by Ji individually. xk is known 
as the design variables, which are related to objective vector, J(x). xL and xU are the 
lower and upper bounds of design variable xk. hi(x) and gi(x) are the design constraints.  
    Design of fuel cells is a challenging endeavour because a multitude of physical and 
chemical phenomena need to be optimised simultaneously to achieve the best 
performance. Normally, it requires the evaluation of a set of possible designs. Due to 
the fact that the number of possible designs increases sharply as the number of design 
variables increase. For example, the number of possible designs is 105 for a design with 
ten variables and five possibilities per variable. It is impossible to evaluate all possible 
designs. As a result, some design variables have to be constrained as constants to reduce 
the number of possible designs. This is the so-called sub-optimal design. The sub-
optimal designs in fuel cell optimisation mainly focus on the following aspects: flow 
field design, electrode design, operating condition optimisation and fuel cell stack 
optimisation. Similarly, the optimisation has to mainly concentrate on limited important 
objectives, while ignoring other design objectives.  
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    The first efforts in the flow field design and optimisation were published in 2004 by 
Grujicic et al. [137]. The unique optimisation objective was to maximise the current 
density at a cell voltage of 0.7 V with an interdigitated flow field. The design 
parameters included cathode pressure inlet, cathode gas diffusion layer thickness, the 
width and ratio of gas channel and current collector. However, all design variables 
reached the bounds in the optimal design. In 2006, Lin et al. [138] optimised the 
channel width ratio, porosities of gas diffusion layers and catalyst layers using a 
gradient-based optimisation algorithm (simplified conjugate gradient method). The 
optimal channel width ratio of 0.54, GDL porosity of 0.6 and CL porosity of 0.3 were 
obtained in the optimisation results.  
    Song et al. [44, 45] are considered as the pioneers of optimisation of the fuel cell 
electrode using numerical optimisation approach. The catalyst layer composition was 
optimised in order to achieve the maximum current density at the cell voltage of 0.6 V. 
The design variables were ionomer volume fraction, platinum loading and the thickness 
of the catalyst layer. The optimal distributions of Nafion ionomer and platinum were 
obtained. The optimisation results indicated that the optimal ionomer loading was 
around 30 wt. % [44], and the electrode performance was improved by placing more 
ionomer and platinum near the membrane [45].  Secanell et al. optimised both platinum 
loading and performance of a complete MEA [46] based on the previously developed 
optimisation framework [139]. The design variables included platinum loading, ionomer 
loading, GDL porosity and platinum mass ratio. Figure 2-11 shows that the cell 
performance was improved using the parameters obtained from the optimal design. The 
optimisation results showed that the platinum loading had to be controlled within the 
range of 0.1 to 0.5 mg cm-2, as higher loading resulted in a waste of platinum rather than 
an increase in current density.  
    The improved cell performance can be achieved with higher operating temperature, 
inlet pressure and stoichiomeric flow ratio [140-142]. Consequently, both an accurate 
fuel cell model and a complete fuel cell system model have to be coupled in the 
optimisation of operating conditions. Otherwise, the optimisation algorithm would 
always choose the higher values of the operating parameters [143]. The pioneering 
efforts in the operating conditions optimisation can be found in 2000 by Mawardi et al. 
[144]. The objective was to maximise the power density at a fixed current density. The 
design variables included operating temperature, pressures of anode and cathode, mole 
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fractions of the gas inlet, stoichimomerty and relative humidity.  Minimising membrane 
hydration, maximising temperature rise and cell voltage were the additional constraints. 
The optimisation results indicated that the optimal operating conditions strongly depend 
on the current densities. Wu et al. [145] optimised the efficiency of the fuel cell system 
at low, medium and high current densities. The design variables used were the operating 
temperature, pressure of cathode gas inlet, stoichiometry and relative humidity. The 
optimisation results suggested that, for a realistic system, the optimal cathode 
stoichiometry was between 1.25 and 2, cathode pressure between 1.5 and 3 atm, and 
cathode relative humidity between 10% and 15%. 
 
Figure 2-11 Po larisation curves of the base design and optimal design at the cell vo ltage of 0.476 V [139] 
       Fuel cell stack optimisation has received little attention compared with the flow 
field design, electrode design and operating condition optimisation. In the fuel cell stack, 
the clamping load applied to a PEM fuel cell stack is considered as the most important 
effect on fuel cell performance due to the influence on electron transfer, mass and 
thermal transport [146]. Zhou et al. [147] proposed a finite element method (FEM) in a 
developed two-phase flow model to study the effect of cathode gas diffusion layer 
deformation on the fuel cell polarisation curves. The modelling results showed that an 
optimal compression deformation exists when the contact resistance was considered. 
Mohamed and Jenkins [148] optimised the number of cells in series based on a 
simplified zero dimensional, isothermal fuel cell stack model, in which the optimisation 
objective was to maximise the power output. Recently, Zhou et al. [149] developed a 
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cold start model for PEM fuel cells aimed at optimising the start-up methods. As a 
novel method, the variable heating and load control (VHLC) was proposed.  
    Numerical optimisation is able to provide insight for fuel cell design including cost 
reduction, performance improvement, and efficiency increase. As a relative new 
research area, numerical optimisation of needed fuel cells has attracted the growing 
interest. 
2.7 Overall review of DMFC 
    Modelling the DMFC can lead to a greater understanding of the cell and its 
interactions with other components in the system. Because of the similarities with the 
PEMFC, modelling of the DMFC using polymer electrolyte membranes (PEMs) can 
follow similar approaches to hydrogen PEM fuel cells, although there are of course 
some crucial differences as will be discussed.  
    Overall modelling of the DMFC can be carried out at various levels focusing on one 
or more different aspects or components in the cell as below: 
1. Anode catalysis. The mechanism of methanol oxidation is not known, but it is 
known that simple Butler-Volmer expressions are not appropriate.  
2. PEM transport and conductivity. As well as facilitating proton transfer from anode 
to cathode the crossover of methanol and water is important in determining 
performance. 
3. Cathode catalysis. Oxygen reduction is kinetically a faster process than methanol 
oxidation, but its overpotential behaviour will have a significant influence on 
overall cell behaviour. In addition, methanol oxidation at the cathode which 
through a mixed potential has severe repercussions on cell voltage.  
4. Fluid transport in porous backing layers. This influences the transport of reactants 
methanol and oxygen to the catalysts and the transport of products carbon dioxide 
and water away from the catalysts.  
5. Fluid mechanics in the flow channels. This impacts on the local variation of 
methanol in the cell and is influenced by variations in velocity and pressure as also  
is the associated equilibrium between the methanol and water and carbon dioxide 
gas. This and many other factors will influence the current distribution over 
individual cells. 
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6. Current and potential distribution in the catalyst layers. The electrodes in the 
DMFC are essentially three dimensional to provide a high specific area. The current 
is thus distributed in a direction normal to overall current flow and this distribution 
should be determined for both the anode and the cathode.  
7. Thermal energy and heat transfer. The electrochemical inefficient use of methanol 
leads to significant amounts of heat generation in the cell and thus local variations 
in temperature and heat transfer rates may influence cell behaviour.  
8. Cell stacking. The practical application of multi-cell units requires, in principle, an 
integration of all the above factors. In addition, due regard must be taken of the 
variation in temperature in the cells and in the requirements of feeding air and 
methanol to the many compartments in the cell, i.e. cell manifolds. Such behaviour 
can see variations in performance from one cell to the other.  
9. Dynamics. The application of the DMFC will inevitably impose a varied load 
demand on the unit and the ability or not of the cell to respond effectively to the 
load demand will be crucial.  
    The types of models can vary from simple analytical and empirical models to detailed 
physicochemical models to stochastic models which cover single environments, such as 
electrodes, to complete fuel cell systems.  
    Scott et al. [150] developed a simple cell performance model describing mass 
transport in the porous electrode structures and the potential and concentration 
distributions in the electrode regions. The model incorporated the influence of methanol 
crossover based on a combination of diffusion, electro-osmotic drag and pressure. 
Cruickshank and Scott [151] presented a simplified DMFC model to predict the cell 
voltage characteristics depending on some key parameters obtained from measured 
permeation rates of methanol and water through Nafion 117 membranes. Sundmacher 
and Scott [152] developed a steady state, isothermal cell model accounting for mass 
transfer and charge transport processes in the different fuel cell layers. Kulikovsky 
[153-155] reported analytical models employing a semi-empirical approach to account 
for the limiting current behaviour. The general expression for the voltage-current curve 
was based on exact solution for the catalyst layer reaction and includes the 
overpotentials due to transport limitation in diffusion backing layer and due to methanol 
crossover. 
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    The simplest DMFC performance models combine theoretical differential and 
algebraic equations with empirical determined parameters. However the estimated 
parameters from the experimental data are normally specific to certain types of cells and 
valid for a limited range of operating conditions. The advantage of these models is their 
simple structure and the low computational effort to perform predictions for existing 
designs [156-161]. 
    Kauranen and Skou [156] reported a DMFC model describing both the oxygen 
reduction and the crossed-over methanol oxidation in the cathode and showed that the 
oxygen reduction current is reduced in the presence of methanol oxidation due to 
surface poisoning. Argyropoulos et al. [160] presented a liquid feed DMFC model to 
predict the cell voltage versus current density. The model was based on a semi-
empirical approach in which methanol oxidation and oxygen reduction kinetics were 
combined with effective mass transport coefficients for the fuel cell electrodes. Dohle 
and Wipperman [161] developed a DMFC model to predict polarisation curves and the 
permeability of methanol based on a set of parameters adjusted from experiments 
performed in a wide range of operating conditions.  
    Methanol oxidation in anode porous electrode plays a vital role in determining the 
fuel cell performance [156, 162-167]. There have been a range of studies of the 
mechanism of methanol oxidation and several rate/kinetic models were proposed. It is 
generally thought that the rate determining step is surface reaction between COads and 
OHads. It has been proposed that methanol and hydroxyl groups are adsorbed on 
different parts of the surface on carbon supported platinum. Kaurenan and Skou [156] 
developed a model for methanol oxidation on carbon supported platinum in which the 
rate of the surface reaction was limiting and that the hydroxyl adsorption was assumed 
in Nernstian equilibrium and followed a Langmuir adsorption. The rate of adsorption of 
the intermediate CO was expressed by a Temkin adsorption rate equation.  -CO and -OH 
adsorption were assumed to occur at different sites of the supported catalyst. Observed 
experimental limiting currents were accredited to the adsorbed OH-groups reaching 
saturation coverage. The model overall gave reasonable agreement with experimental 
observed anode polarisation although aspects of methanol mass transport were not 
considered.  
     Nordlund and Lindbergh [162] developed an agglomerate model for the porous 
DMFC anode using kinetic expressions for methanol oxidation based on the formation 
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of adsorbed methanol, CO and OH species. The transport of methanol in the spherical 
agglomerate was described by radial (Fick's) diffusion. It was shown that the mass 
transport did not limit cell performance but that liquid phase mass transport was of 
importance at lower methanol concentrations.  
     However, despite significant research on methanol oxidation, the mechanism is not 
fully known and the adsorption of the various reactive intermediates may involve a 
combination of single site and dual site processes. These species may include those 
proposed in the mechanism of Freelink [163] for Pt alloys. Mayer and Newmann [164, 
165] have presented modeling and data analysis of transport phenomena in a SPE (solid 
polymer electrolyte)-DMFC. In contrast to most of the earlier models, which employed 
a simple Butler-Volmer (B-V) relationship for describing the electrode kinetics for 
methanol oxidation at the anode, the model due to Mayer and Newmann follows the 
reaction mechanism proposed by Gasteiger et al. [166]. Scott and Argyropoulos [167] 
proposed a one dimensional potential distribution model which used a kinetic model 
derived from the adsorption model of Nordlund and Lindbergh [162]. This model 
provided an analytic solution for the current density at various overpotentials and 
methanol concentrations shown in Figure 2-12.  
 
Figure 2-12 Experimental data and modelling results of the methanol oxidation at a DMFC anode at 60 
C (left) and 90 C (right) [167] 
     However, it is important to state that the mechanistic model alone cannot generally 
be substantiated for porous high surface area electrodes because of influences of current 
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distribution, variable geometry and mass transport. Thus for modelling, electrode 
structure and ionic and electronic conduction within, mass transport effects together 
with a kinetic model of the oxidation, are required to predict electrode polarisation and 
thereby cell voltage vs. current density behaviour.  
    There has been useful information published on the time varying performance of the 
DMFC with regard to stability studies. The effect of current pulsing on performance has 
been reported [168]. More detailed studies of the dynamic voltage response under 
varied current loads have been also reported for small and large scale cells [169 ,170] 
under a range of different operating conditions (see Figure 2-13). The cell responded 
rapidly and reversibly to changes in magnitude and rate of change of load.  
 
Figure 2-13 Effect of pulsed methanol solution flow on DMFC performance [170] 
    Modelling of the dynamic behaviour of the DMFC has been limited to only a few 
studies, although, in principle, most steady state models can be readily adopted for 
dynamic simulation by introducing time derivatives. Dynamics are important from the 
point of assessing cell and system stability to fluctuation in variables as well as for 
control purpose. Schultz et al. [171, 172] have extended their steady state models to 
simulate dynamic operation. Through simulation of the pulsing of methanol feed 
solution concentration, it was shown that an enhanced cell output was maintained. This 
enhancement, confirmed experimentally, was due to the reduction in the impact of 
methanol crossover on oxygen reduction. The dynamic model was also used to simulate 
the operation of the DMFC in a vehicular application. Gerteisen [173] presented a 
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dynamic model to investigate the coupled reaction mechanisms in a DMFC and therein 
associated voltage losses in the catalyst layers. The model accounted for the crossover 
of methanol from anode to cathode and oxygen from cathode to anode. The reactant 
crossover results in parasitic internal currents that were finally responsible for high 
overpotentials in both electrodes, so-called mixed potentials. A simplified and general 
reaction mechanism for the methanol oxidation reaction (MOR) was selected, that 
accounted for the coverage of active sites by intermediate species occurring during the 
MOR. The simulation of the anode potential relaxation after current interruption 
showed an undershoot behaviour as seen in the experiment data. The model help 
explain that this phenomenon was due to the transients of reactant crossover in 
combination with the change of CO and OH coverage ratios on Pt and Ru, respectively.  
    When direct methanol fuel cells are used for portable power sources, it is impossible 
to keep the cell temperature constant and thus it is important to know the cell 
performance at varying cell temperatures. In the DMFC there can be an increase in the 
transient cell temperature, driven by the waste heat that is generated for DMFC 
operation. This can be beneficial for cell performance through increased kinetics and 
mass transport, but the temperature rise also increases the amount of methanol crossover 
from the anode to the cathode, which causes high mixed cathode overpotential and 
ultimately lowers the overall DMFC efficiency. A transient-thermal model based on a 
lumped system was developed and implemented in a one dimensional (1D), two phase 
DMFC model [174]. The main focus was investigation of the transient thermal 
behaviour of DMFCs and its influence on methanol crossover, cell performance, and 
efficiency. This model indicated that insufficient cooling of DMFCs can eventually lead 
to thermal runaway, particularly under high methanol- feed concentrations. Hence an 
efficient cooling system was needed to safeguard DMFC operations and enhance the 
performance of DMFCs for portable DMFC applications. A dynamic non-linear circuit 
model for passive methanol fuel cells was presented by Guarnieri et al. [175]. The 
model considered mass transport, electronic and proton conduction, methanol 
adsorption and electrochemical kinetics into account. Adsorption and oxidation rates, 
which mostly affect the cell dynamics, were modelled by a detailed two-step reaction 
mechanism. A fully coupled equivalent circuit was solved by assembling first-order 
differential equations into a nonlinear state-variable system in order to simulate the 
electrical evolution of the fuel cell from its initial conditions. The runtime of a DMFC 
can be predicted from the current load and the initial methanol concentration. The 
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model showed that the fuel cell dynamics over short and long time scales is dominated 
by mass transport in the diffusion layers and in the membrane and by electrochemical 
effects in the triple phase boundaries (TPBs) inside the catalyst layers. 
2.8 Conclusions 
    Water formation and transport mechanisms and the negative effect of liquid water 
flooding on the fuel cell performance are overviewed and the mathematical models for 
water formation and transport are chronologically summarised in this chapter.  Based on 
the water formation mechanism and the water transport processes described, the models 
for water transport through the Nafion membrane are mainly categorised as three types: 
diffusion models, chemical potential models and hydraulic models. The merit and 
demerit of each type of models are compared in this chapter. For the water transport 
through the Nafion membrane, a model accounted for the electro-osmotic drag (EOD), 
back diffusion and hydraulic permeation will be developed.  
    The oxygen oxidation reaction (ORR) at the cathode is one of the main sources for 
liquid water generation. In order to accurately simulate the ORR inside the porous 
catalyst layer, the agglomerate model has to be adopted. Liquid water movement 
through the porous electrodes, including catalyst layers and gas diffusion layers, can be 
simulated by the volume of fluid (VOF) model and Lattice Boltzmann (LB) model. The 
VOF model and the agglomerate model will be combined in this thesis to provide an 
effective way for modelling the liquid water formation and transport through the porous 
electrodes. 
    Liquid water formation and movement can be experimentally detected and observed. 
The basic principles and scopes of each visualisation techniques are concluded and 
compared. In addition, different flow field designs are introduced and compared.  
    The fuel cell performance can be improved by optimising the composition of the 
electrode and operating conditions. Fuel cell optimisations in terms of flow field design, 
electrode design, operating condition optimisation and fuel cell stack optimisation are 
overviewed. The property of the cathode catalyst layer plays an important role in 
determining the fuel cell performance. Therefore, an optimal composition of the cathode 
catalyst layer will be studied in this thesis. 
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    The methanol oxidation behaviour within the porous anode of the DMFC is 
overviewed. For the purpose of appropriately modelling the methanol oxidation reaction 
(MOR), a dual-site mechanism of methanol oxidation on Pt-Ru binary catalyst is 
adopted instead of the simple Butler-Volmer kinetics. The steady state and time 
dependent performance of the DMFC are dominated by both the MOR kinetics in the 
catalyst layer and the mass transport in the gas diffusion layer and in the membrane.  
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Chapter 3.  Fundamentals, principles and governing equations 
3.1 Introduction 
    The electrochemical and physical phenomena occurred in PEMFCs, including the 
polarisation curves, profiles of the reactant and product species, velocities of species, as 
well as the temperature distributions, can be described by coupling the electrode 
kinetics with the conservation equations of mass, momentum, energy and charge. In this 
chapter, the fundamentals, principles are given and the governing equations used in the 
model are presented.  
3.2 Electrode kinetics 
3.2.1 Butler-Volmer kinetics 
    Fuel cells operation is based on the electrochemical reactions occurring 
simultaneously at the anode and cathode, which have been presented by Eq. (1-1) to Eq. 
(1-6) in Chapter 1. The reaction rate of an electrochemical reaction is defined as the 
speed of the electrochemical reaction proceeds on the electrode surface. Electrical 
current is generated by the electrons released and consumed in the electrochemical 
reaction processes. Current density is the current per unit surface area. According to 
Faraday’s law, current density is proportional to the charge transferred and the 
consumption of reactants per unit area: 
inFNi                                                               (3-1) 
where n is the amount of substance, F (96385 C mol-1) is the Faraday’s constant, Ni 
(mol m-2 s-1) is the flux of reactant per unit area, i (A m-2) is the current density.  
    An electrochemical reaction involves either oxidation or reduction of reactant species. 
Typically, the oxidation process produces electrons while the reduction process 
consumes the electrons as follow: 
Rd  Ox + ne-                                                      (3-2) 
    On an electrode at equilibrium conditions (no external current is generated), both the 
oxidation and reduction processes occur at equal rates. The net current density 
generated is the difference between the electrons released and consumed: 
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)( RdbOxf ckcknFi                                                   (3-3) 
where k f and kb (s
-1) are the forward (reduction) and backward  (oxidation) reaction rate 
coefficient, cOx and cRd (mol m
-2) are the surface concentration of the oxidised and 
reduced species, respectively. The reaction rate coefficient for an electrochemical 
reaction is a function of the Gibbs free energy as follow: 
)exp(/
TR
G
h
Tk
k
g
B
bf

                                                (3-4) 
where kB (1.3810
-23 J K-1) is the Boltzmann’s constant, h (6.62610-34 J s) is the 
Planck’s constant,  Rg (8.314 J mol
-1 K-1) is the universal gas constant, T (K) is the 
temperature, and G (J mol-1) is the Gibbs free energy, which is considered to consist of 
both chemical and electrical terms. Consequently, for a reduction reaction:  
 FGG Rdch                                                 (3-5) 
and for an oxidation reaction: 
 FGG Oxch                                                  (3-6) 
where Gch (J mol
-1) is the Gibbs free energy of the chemical component,  (V) is the 
potential, and αRd  and αOx are the transfer coefficient for reduction and oxidation 
reactions, respectively.  
    Note that in the case of multi-step electrochemical reactions, αRd + αOx is generally 
equal to n/v, where n is the number of electrons transferred in the overall reaction and v 
is the stoichiometric number. The forward and backward reaction rate coefficients in Eq. 
(3-3) are represented, respectively: 
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                                              (3-7) 
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                                                (3-8) 
Therefore, from Eq. (3-3) to Eq. (3-8), the net current density expression is obtained: 
                                                                       Chapter 3. Fundamentals, princip les and governing equations 
47 | P a g e  
 
 
)]exp()exp([ ,0,0
TR
F
ck
TR
F
cknFi
g
Ox
Rdb
g
Rd
Oxf



                         (3-9) 
At equilibrium, the forward and backward reactions proceed simultaneously, generating 
zero net current. In this case, the current densities for both forward and backward 
reaction are equal.  
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                  (3-10) 
where i0 (A m
-2) is the exchange current density, k0,f  and k0,b (s
-1) are the reaction rate 
constant of the forward and backward reaction at standard conditions (25 C and 
atmospheric pressure),  eq (V) is the equilibrium or reversible potential.  
    As described in Chapter 1, the equilibrium potential for a hydrogen PEMFC anode is 
0 V and for a DMFC is 0.03V, while the equilibrium potential for the cathode operated 
with oxygen is 1.229 V at standard conditions. By combing Eq. (3-9) and Eq. (3-10), a 
relationship between the current density and the overpotential is obtained, which is 
known as the Butler-Volmer (B-V) equation. 
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                                 (3-11) 
where  (V) is the overpotential, defined as the difference between the electrode 
potential and the equilibrium potential. The B-V equation is valid for both anode and 
cathode reaction in a PEMFC: 
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                              (3-13) 
    The anode overpotential is positive, which makes the first term in the bracket of Eq. 
(3-12) negligible and results in a negative sign of the anode current density obtained. 
Similarly, the cathode overpotential is negative, which makes the second term in the 
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bracket of Eq. (3-13) negligible and leads to a positive sign of the cathode current 
density. 
3.2.2 Agglomerate kinetics  
    The electrochemical reactions, in which electrons, protons and gas are involved, only 
take place on the surface of the catalyst. Reactant gas transport through the micro pores 
within the catalyst layer, electrons travel through the electrically conduct ive solid, and 
protons migrate through the electrolyte. According to the functions of different 
component within the catalyst layer, the existence of triple phase boundaries (TPB) is 
needed [176], where the content of electrolyte (for proton transfer), void space (for gas 
transport) and platinum dispersed carbon (for catalysis and electron transfer) interact 
(see Figure 3-1).  
 
Figure 3-1 A  simplified schematic diagram of the triple phase boundary (TPB) in a catalyst -electrolyte-
pores interacted electrode [176] 
    In order to provide a more accurate description of the catalyst layer structure, the 
spherical agglomerate model is adopted, in which each agglomerate is assumed to 
consist of three components: platinum dispersed on carbon (Pt/C), ionomer and void 
space. The void space within the agglomerate is defined as the primary pores and the 
void space between the agglomerate is defined as the secondary pores. The primary 
pores are partially occupied by the ionomer, whereas the secondary pores are partially 
occupied by the ionomer and liquid water surrounding the agglomerate. The structure of 
the catalyst layer is schematically represented in Figure 3-2. Reactant gas has to 
dissolve in the ionomer/water film before reaching the catalyst particles. Thus, the 
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simple Butler-Volmer relationship can’t describe the kinetics, as the transport of the 
dissolved species in the ionomer/water film should be taken into account.  
 
Figure 3-2 Sketch of the catalyst layer based on agglomerate assumption [177] 
In the agglomerate assumption, six key processes were included: 
a. Multicomponent diffusion of reactant gases; 
b. Reactant gases dissolution at the electrolyte/water film outer boundary;  
c. Diffusion of dissolved reactant gases through the electrolyte/water film;  
d. Diffusion of dissolved reactant gases within the agglomerate; 
e. Electrochemical reactions occurred on the Pt/C surface; 
f. Electrons and proton transport through the solid and electrolyte phases, 
respectively. 
As shown in Figure 3-3, the concentration of the dissolved species at the outer and inner 
boundary of the ionomer/water film are represented by ci,out and ci,in (mol m
-3), 
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respectively. The concentration of the dissolved species at the outer interface is 
described by Henry’s law as: 
i
i
outi
H
p
c ,                                                        (3-14) 
where pi (Pa) and Hi (Pa m
3 mol-1) are the partial pressure and Henry’s constant of 
reactant species i, respectively. 
 
Figure 3-3 Schematic representation of reactant gas diffusion through the ionomer film surrounding the 
agglomerate  
By postulating that the species flux goes from regions of high concentration to regions 
of low concentration, with a magnitude that is proportional to the concentration gradient. 
The diffusion of reactant through the ionomer/water film therefore can be described by 
Fick’s law: 
r
c
DN ieffii


                                                   (3-15) 
where Ni (mol m
-2 s-1) is the reactants mole flux through the ionomer/water film, effiD  
(m2 s-1) is the effective diffusion coefficient of reactants, ci (mol m
-3) is the reactant 
concentration, and r (m) is the radius.  
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It is assumed that the ionomer/water film is present in the agglomerate evenly, and the 
film is much thinner than the size of the agglomerate, and the molar rate is conserved in 
the ionomer/water film, namely the molar rate is constant at the outer boundary of the 
ionomer/water film. Thus, the reactants mole flux through the ionomer/water film can 
be derived as follow: 
r
c
DrC ieffi


 )4( 2                                        (3-16) 
Boundary conditions:         
aggrr  ,             inii cc ,  
                                            aggrr ,      outii cc ,                                                  (3-17) 
where C (mol s-1) is a constant. Integrating Eq. (3-16) and applying the boundary 
conditions in Eq. (3-17) leading to: 
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where ragg (m) is the radius of the agglomerate,   (m) is the thickness of the 
ionomer/water film. Combing Eq. (3-16) and Eq. (3-18), the reactants mole flux is 
obtained as follow: 
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                                     (3-19) 
According to mass balance, at steady state, the amount of the species consumed equals 
to the species diffusion to the active surface. 
iiagg RNa                                                      (3-20) 
where aagg (m
-1) is the specific area of the agglomerate, defining as the surface area per 
agglomerate volume, and Ri (mol m
-3 s-1) is the reaction rate. 
Assuming the reactions of either hydrogen oxidation, oxygen reduction or methanol 
oxidation as the first-order kinetics with respect to the reactant concentration [115, 178, 
179] gives: 
iaggi ckR                                                              (3-21) 
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where kagg (s
-1) is the reaction rate coefficient representing the reactions occurred in the 
agglomerate. By introducing the effectiveness factor into Eq. (3-21), the overall reaction 
rate only depends on the reactant concentration at the outer boundary of the agglomerate, 
obtained as: 
outiaggaggaggi ckER ,,                                                (3-22) 
where Ri,agg (mol m
-3 s-1) is the reaction rate based on the agglomerate volume and, Eagg 
is the effectiveness factor of the agglomerate, which represents the geometry of the 
agglomerate and the reactant mass transport resistance within the agglomerate. For the 
spherical agglomerates, the effectiveness factor can be described as follow [115]: 
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where MT,agg  is the Thiele’s modulus, a dimensionless parameter [115]. 
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                                                (3-24) 
where 
eff
aggiD ,  (m
2 s-1) is the reactant effective diffusion coefficient inside the 
agglomerate.  
According to Faraday’s law, the volumetric current density is related to the reactants 
consumption rate via the following equation: 
iniaggaggaggi cknFEi ,,                                                   (3-25) 
ii,agg (A m
-3) is the volumetric current density based on the agglomerate volume, and the 
subscript i refers to anode or cathode, respectively. Combining equations from Eq. (3-19) 
to Eq. (3-22) the concentration of the dissolved species at the inner boundary of the 
ionomer/water film is obtained as: 
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Substituting Eq. (3-26) into Eq. (3-25), gives 
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Substituting Eq. (3-14), the Henry’s law, into Eq. (3-27): 
1
, ]
)(1
[ 


eff
iaggagg
agg
aggaggi
i
aggi
Dra
r
kEH
p
nFi

                             (3-28) 
The current density obtained from Eq. (3-11) could transfer to volumetric current 
density after corrected by the specific area of the electrode. The agglomerate volumetric 
current therefore can be related to the Butler-Volmer kinetics as: 
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On the inner boundary of the agglomerate, the intrinsic volumetric current density is 
obtained as: 
iniaggaggi cnFki ,,                                                    (3-30) 
Comparing Eq. (3-29) with Eq. (3-30), the reaction rate is obtained: 
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Thus the volumetric current densities generated inside the electrodes of anode and 
cathode can be calculated by Eq. (3-29). 
3.3 Catalyst layer property 
3.3.1 Porosity of the catalyst layer  
    Most previous works assume the agglomerate as a solid nucleus in which no primary 
pores exist. However, in practice, both primary pores and secondary pores exist within 
the agglomerate and between agglomerate, respectively [180, 181]. 
    The total volume of the catalyst layer consists of five components including ionomer 
(M), platinum (Pt), carbon black (C), void space (P) and solid portion(S).  
SPCPtMtot VVVVVV                                   (3-32) 
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where the volume of the void space consists of two parts: primary pores (
pPV , ) and 
secondary pores (
sPV , ).  
As shown in Figure 3-2, the primary pores are the void space within the agglomerates 
and the secondary pores are the void space between the agglomerates, thus we have: 
sPpPP VVV ,,                                            (3-33) 
The platinum dispersed carbon (Pt/C) is constructed by platinum and carbon, thus 
CPtCPt VVV /                                           (3-34) 
Dividing both sides of Eq. (3-34) by the total volume of catalyst layer ( totV ), the sum of 
volume fractions of all components is equal to unity. Eq. (3-32) and Eq. (3-33) becomes, 
respectively, to  
CLSCPtM LLLL 1                                 (3-35) 
spCL                                                (3-36) 
where the terms on the right side of Eq. (3-35) represent the volume fraction of ionomer 
(LM), platinum (LPt) carbon (LC), solid portion (LS), primary pores (p), and secondary 
pores (s), respectively, which are written as: 
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The volume fraction of platinum, carbon and ionomer were related to their mass loading 
and densities and the thickness of the catalyst layer as 
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Normally, platinum is dispersed in carbon black to construct the catalyst particles. 
Therefore, the volume fraction of platinum dispersed on carbon (Pt/C) is the sum of the 
volume fractions of platinum and carbon, which is given as follow: 
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where the platinum mass ratio to that of carbon (abbreviated as platinum mass ratio) is 
introduced as: 
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                                                   (3-40) 
Due to the clamping force of the membrane electrode assembly (MEA), the gas 
diffusion layer can penetrate into the catalyst layer. The volume fraction of the solid 
portion of the catalyst layer is defined as: 
                 )1( GDLGDLS LL                                               (3-41) 
where LGDL is the percentage of gas diffusion layer penetrating into catalyst layer and,  
GDL is the porosity of the gas diffusion layer. The porosity of the catalyst layer is 
therefore being written as: 
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3.3.2 Agglomerate density 
    The iomomer firstly partially fills up the primary pores within the agglomerate then 
covers the agglomerate to form a thin film. The total volume of ionomer is:  
,, MaggMM VVV                                                           (3-43) 
where aggMV , (m
3) is the volume of ionomer within the agglomerate and, ,MV (m
3) is the 
volume of ionomer existed as the thin film surrounding the agglomerate. Due to the fact 
that the agglomerate particles consists of platinum dispersed carbon (Pt/C), ionomer and 
primary pores, the total volume of the agglomerate is: 
pPaggMCPttotagg VVVV ,,/,                                                  (3-44) 
The volume fraction of ionomer within the agglomerate ( Magg, ) and the volume 
fraction of primary pore space within the agglomerate ( pagg, ) are introduced as: 
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By substituting Eq. (3-45) into Eq. (3-44), the total volume of the agglomerate becomes 
to: 
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The volume of the individual agglomerate particle (without the ionomer film) is 
3
,
3
4
aggiagg rV                                                                (3-47) 
Dividing Eq. (3-47) by Eq. (3-46), the total number of the agglomerate particles can be 
calculated as follow: 
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Assuming the platinum is homogenously dispersed in carbon black, the volume fraction 
of the primary pores of the agglomerate (before filled with ionomer) equals to the 
volume fraction of the total void space (including primary and secondary pores) of the 
entire catalyst layer, leading to: 
CLpaggMagg   ,,                                                          (3-49) 
Substituting Eq. (3-49) into Eq. (3-48) and dividing Eq. (3-48) by the total volume 
( totV ), the agglomerate density can be obtained, which is defined as the number of 
agglomerate particles per volume of catalyst layer, as follow: 
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3.3.3 Thicknesses of the ionomer and liquid water films 
    The volume of agglomerate with the ionomer film is equal to the volume of platinum 
dispersed carbon, ionomer and primary pores, leading to: 
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Substituting Eq. (3-51) into Eq. (3-32): 
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Substituting Eq. (3-48) into Eq. (3-52) then dividing both side by 
totV  gives 
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From Eq. (3-37) and Eq. (3-45), we have 
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Substituting Eq. (3-46) and Eq. (3-49) into Eq. (3-54) gives 
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Then the volume fractions of the primary and secondary pores can be obtained as: 
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By substituting Eq. (3-57) into Eq. (3-53), the thickness of the ionomer thin film can be 
calculated by the following equation: 
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Defining the volume fraction of the primary pores occupied by the ionomer as: 
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Then Eq. (3-58) becomes to: 
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If the primary pores are completely occupied by the ionomer ( 1% M ), Eq. (3-60) 
changes to: 
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It is important to note that the volume fraction of the ionomer with the agglomerate 
(
Magg, ) is impossible to bigger than the porosity of the catalyst layer ( CL ). 
Assuming that the ionomer is hydrophilic, any liquid water is assumed to coat the entire 
surface of the individual agglomerate to generate a liquid water film adjacent to the 
outer boundary of the ionomer film. The total volume of the liquid water generated can 
be obtained as: 
totCLw VsV                                                     (3-62) 
where s  is the liquid water saturation, which is defined as the volume fraction of the 
void space occupied by liquid water.  
Averaging the total volume of the liquid water to each individual agglomerates, the 
volume of the liquid water surrounding each agglomerate is: 
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Then the liquid water film thickness is given as: 
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Substituting Eq. (3-50) into Eq. (3-64): 
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where 
's  is the corrected liquid water saturation, defined as the volume fraction of the 
secondary pores occupied by the liquid water.  
3.3.4 Specific area  
The reaction surface area per unit platinum mass (m2 kg-1) can be calculated by an 
empirical equation as follow [182, 183]: 
323 10)5.15953.20157.15879.227(  fffAs                        (3-66) 
The specific area of the catalyst layer (m-1), defined as the total active area per volume 
of catalyst layer, can be written as [182, 183]: 
s
CL
Pt
CL A
l
m
a                                                                 (3-67) 
The specific area of the agglomerate, defined as the total active area per volume of 
agglomerate, is 
totagg
totCL
agg
V
Va
a
,
                                                               (3-68) 
Substituting Eq. (3-46) and Eq. (3-49) into Eq. (3-68) leads to: 
aggaggCL
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3
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3

                                                    (3-69) 
The specific area of the agglomerate covered by the ionomer is : 
2' )1(
agg
w
aggagg
r
aa

                                                       (3-70) 
3.4 Water phase transfer and transport through the membrane 
3.4.1 Phase transfer and transport through the membrane 
    Water exists as three different phases in different solvents [184-186] including the 
dissolved water in the membrane and ionomer, water vapour and liquid water in the 
porous media and flow channels. The dissolved water is the membrane and ionomer 
absorbed water, which enters the membrane and ionomer from the water vapour dur ing 
water uptake and leaves the membrane and ionomer in the liquid phase when the water 
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content of membrane and ionomer reaches complete saturation. The main phase transfer 
mechanisms include: phase transfer between liquid water and water vapour via 
condensation and evaporation, phase transfer between dissolved water and water vapour 
by membrane and ionomer absorption or water uptake, and phase transfer between 
liquid water and dissolved water during the process of membrane and ionomer 
desorption.  
    Water transport in the membrane plays an important role in determining the water 
content in the membrane/ionomer [184-188]. During fuel cell operation, water transport 
through the membrane occurs via three mechanisms: electro-osmotic drag (EOD) of 
water molecules carried by protons migrating from anode to cathode, back diffusion 
driven by the concentration gradient of water, and convection generated by the pressure 
gradient.   
    In order to mathematically describe the dissolved water transport through the 
membrane, a second order partial differential equation (PDE) is developed by following 
the traditional diffusive approach as follow: 
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
         (3-71) 
The term on the left hand side of the equation refers to the water accumulation, water 
migration by electro-osmotic drag (EOD), the back diffusion and the hydraulic 
permeation, respectively. ML  is the volume fraction of ionomer ( ML =1 in membrane, 0 
< ML <1 in catalyst layer), 
d
wc  (mol m
-3) is the concentration of the dissolved water, dn  
is the EOD coefficient, which is expressed as 225.2   [184-189], MwD  (m
2 s-1)  is the 
diffusion coefficient of water through the membrane, Mpk ,  (m
2) is the hydraulic 
permeability of water in the membrane, w  (Pa s) is the water viscosity, p  (Pa) is the 
pressure. dwS  (mol m
-3 s-1) is the source term. The concentration of the dissolved water 
depends on the water content of the membrane and ionomer, which can be calculated by 
the following equation [188]: 


s
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w
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
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                                                            (3-72) 
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where 
M (kg m
-3) is the density of dry membrane, EW (g mol-1) is the equivalent 
weight of membrane, and 
sk  is the swelling coefficient, representing the volume 
increase of the membrane and ionomer.  
    Dissolved water is absorbed by the membrane and ionomer when the concentration of 
the dissolved water is smaller than the equilibrium concentration, which is the 
maximum dissolved water being carried by the membrane and ionomer. After reaching 
the equilibrium concentration, the dissolved water move away from the membrane and 
ionomer in the liquid water phase, during the process of membrane and ionomer 
desorption. The source terms regarding the process above are expressed as : 
)( dw
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wadsvd cckS             
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w
d
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w cc                                     (3-74) 
The subscripts vd and dl in the source term represent the water phase change from 
vapour to dissolved water and from dissolved water to liquid water, respectively. adsk  
and desk  (s
-1) are the adsorption and desorption rate coefficient, calculated by [189, 190]:  
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where WV and MV  (m
3 mol-1) are the partial molar volume of water and the dry 
membrane, respectively. eqwc (mol m
-3) is the equilibrium dissolved water concentration, 
which is determined by the equilibrium water content according to Eq. (3-72). The 
equilibrium water content is determined by empirical correlations based on water uptake 
measurements [184], given as:  
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The actual water content is proposed as a function of water activity:  
10.3685.3981.17043.0 32  wwww                     (3-79) 
where 
w  is a function of both water vapour partial pressure and liquid water saturation 
[186], expressed as:  
s
p
p
x
sat
ww 2                                                  (3-80) 
3.4.2 Liquid water transport in the porous electrode 
    At a steady state condition, applying the continuity equation on liquid water and gas 
phase, respectively, the following equations are obtained: 
lw
l
w
l
w SM )( u                                                           (3-81) 
      gw
g
w
g
w SM )( u                                                          (3-82) 
where wM  (kg mol
-1) is the molecular weight of water and,  (kg m-3),u (m s-1) and S
( mol m-3 s-1) are the density, velocity and source term of liquid water and water vapour, 
respectively. The subscript w represents water, and the superscripts l and g represent the 
liquid water and gas phase, respectively.  
According to the Darcy’s law, the velocity of the liquid water and gas phase can be 
related to their partial pressure as: 
l
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l
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
u                                                           (3-83) 
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g
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u                                                          (3-84) 
where K  (m2),  (Pa s) and p  (Pa) are the permeability, viscosity and partial pressure 
of the liquid water and gas phase, respectively.  
The pressure difference between the wetting and non-wetting phase within the porous 
media is defined as the capillary pressure ( cp ), which is expressed as: 
lgc ppp                                                    (3-85) 
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Substituting Eq. (3-85) into Eq. (3-83), the liquid water velocity becomes to: 
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Introducing the liquid water saturation into the expression above, gives  
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where s is the liquid water saturation, defined as the volume fraction of the liquid water 
in the porous media. 
Capillary pressure can be related to the liquid water saturation via [191]: 
)())(cos( 21 sJ
K
p c
c                                         (3-88) 
where )(sJ is the Leverett function, and is given by [191]: 
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Normally, the porous electrode is hydrophobic, therefore the Leverett function is 
expressed in terms of the liquid water saturation and the contact angel, c , is between 
90 and 180. The surface tension , for liquid water - air system, is taken as 0.0625 
N/m. Combing Eq. (3-87) and Eq. (3-88), the liquid water velocity is expressed in terms 
of liquid water saturation as: 
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The permeability of liquid water and gas phase can be associated with the permeability 
of the porous media via: 
KkK lr
l   ,  KkK gr
g                                              (3-91) 
where rlk  and rgk are the relative permeability of liquid water and gas phase, which are 
proportional to the cube of liquid water saturation as: 
 3sk lr  ,  
3)1( sk gr                                              (3-92) 
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Substituting Eq. (3-84) and Eq. (3-91) into Eq. (3-90) leads to: 
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Substituting Eq. (3-93) into Eq. (3-81) and taking the liquid water accumulation into 
account, the liquid water saturation can be calculated by the as follow: 
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where cD  (m
2 s-1) is the capillary diffusion coefficient, which is calculated using the 
following expression: 
ds
sdJ
K
k
D
l
w
l
rc
c
)(
)(
)cos( 21


                                                 (3-95) 
At a steady state, if the velocity of the gas phase can be neglected, Eq. (3-94) becomes a 
second order partial differential equation with respect to the liquid water saturation, 
shown as follow: 
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The source term, vlS  (mol m
-3 s-1), is introduced for the interfacial mass transfer rate of 
water by condensation and evaporation, which is defined as: 
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where conk  (s
-1) and evak  (atm
-1 s-1) are the condensation and evaporation rate 
coefficient, respectively. 
3.4.3 Water vapour transport in porous electrode 
    The transport of all involved gas species, including water vapour, within the porous 
electrode is described by the Maxwell-Stefan equation shown as follow: 
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where g
iw ,
g
jw  and iM (kg mol
-1) are the mass fraction, mole fraction and molecular 
weight of species i, respectively. 
ijD (m
2 s-1) and T
iD (m
2 s-1) are the multi-component 
diffusion coefficient and the thermal diffusion coefficient, which will be discuss in 
detail in Section 3.6.5 and Section 3.6.9, respectively, T  is the temperature, g
iS (mol m
-3 
s-1) is the source terms, which account for the electrochemical reactions taken place 
within the porous catalyst layer shown as follow: 
F
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                                    (3-99) 
Note that g (kg m-3) is the density of the gas mixture, which is given by the ideal gas 
law: 
RT
Mp n
g
g                                                      (3-100) 
where gp  (Pa) is the pressure of the gas mixture and nM  (kg mol
-1) is the mean 
molecular weight of the gas mixture, which can be related to the mole fraction of the 
component as follow: 
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where n is the number of component gas in the gas mixture and, iM (kg mol
-1) is the 
molecular weight of the species i. 
In the practical condition, the fuel cell anode typically dehydrates. Therefore, assuming 
no liquid water exists at the anode [184]. The water phase transfer mechanism is only 
from vapour to dissolved water in the anode catalyst layer. The relationship between the 
sources terms of water in different phase within different region of the fuel cell are 
listed in Table 3-1, shown as follow:  
Table 3-1 Source terms of water vapour, liquid water and dissolved water 
 Anode GDL Anode CL Cathode CL Cathode GDL 
Water vapour 
v
wS = 0 
v
wS = - vdS  
v
wS =
g
wS - vdS -
vlS  
v
wS = - vlS  
Liquid water 
l
wS  = 0 
l
wS  = 0 
l
wS = dlS + vlS  
l
wS = vlS  
Dissolved water 
d
wS = 0 
d
wS = vdS  
d
wS = vdS - dlS  
d
wS = 0 
Note: The unit for every source term is (mol m
-3
 s
-1
) 
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3.4.4 Membrane and ionomer swelling  
    The polymeric matrix of the membrane and ionomer expands leading to an increase 
in their volume when membrane/ionomer water absorption (water uptake) occurs. 
Normally a dry Nafion membrane/ionomer swells approximately 20% when fully 
hydrated by water vapour [188, 192]. The membrane penetrates into the gas diffusion 
layer combined with the platinum catalyst to form the catalyst layer. The membrane in 
the catalyst layer co-exists with the ionomer. Membrane and ionomer swellings have 
two effects on fuel cell performance. For the membrane, higher swelling increases the 
ionic conductivity and the water diffusion coefficient, while for the ionomer higher 
swelling increases the thickness of the iomomer film surrounding the agglomerate and 
decreases the void space within the catalyst layer leading to an increase in species 
transport resistance, specifically oxygen diffusion [188].  
    Depending on the directions of membrane swelling, there are two types of membrane 
deformation: the through-plane membrane thickness increasing and the in-plane 
membrane buckling. The through-plane membrane thickness increase is caused by the 
zero or low fastening force from gas flow fields to the MEA [193]. Due to the fact that 
the membrane is fixed between the bipolar plates under a relative high clamping force, 
the thickness of the portion of the membrane under the current collector ribs is 
impossible to change during membrane water absorption (water uptake). However, the 
in-plane buckling occurs within channel portions at grooved gas flow field as shown in 
Figure 3-4. Compared to the through-plane thickness increasing, the in-plane buckling 
is more important as the in-plane stress is the major stress component in the membrane 
[194]. The in-plane buckling could have a significant impact on the channel flow as the 
MEA bulges into the channel. The bulged gas diffusion layer into the flow channels 
increases the mass transport resistance and can lead to pinhole formation of the 
membrane under the channel [195].  
    Because the catalyst layer is very thin compared with the gas diffusion layer and 
membrane, the volume increase of the catalyst layer therefore can be neglected while 
the ionomer swelling occurres. It is reasonable to assume that ionomer swelling only 
increases the thickness of the ionomer film surrounding the agglomerate and decreases 
the volume fraction of the void space.  
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Figure 3-4 Sketch of the membrane and ionomer swelling and the bulged MEA into flow channel  
By further assuming the shape of the swelled membrane is a half ellipse as shown in 
Figure 3-4, the major radius and the minor radius can be calculated as follow: 
swell
MA
xy

2

                                                              (3-102) 
where x (m) and y (m) are the major radius and the minor radius, respectively. swellMA  (m
2) 
is the increased area of the swelled membrane, which is re lated to the membrane water 
content by:  
)1()( sChRib
swell
M kWHHA                                   (3-103) 
Note that the major radius of the ellipse is equal to the half height of the flow channels, 
gives: 
2
ChHy                                                                (3-104) 
By combing Eq. (3-102) and Eq. (3-104), the minor radius of the ellipse is obtained as: 
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And the volume fraction of the ionomer after swelling is calculated by the following 
equation: 
)1( sM
swell
M kLL                                           (3-106) 
3.5 Governing equations 
   By coupling the conservation equations of mass, momentum, species, energy and 
charge, the complicate physical and chemical phenomena occurred within the fuel cells 
can be described in details. The general forms of the governing equations used in 
Chapter 4 to Chapter 7 are represented in detail in Appendix A. 
3.6 Constitutive relations and model parameters 
    It is necessary and important to estimate and select the parameters rigorously in a 
particular model as the parameters input may have a strong influence on the final 
simulation results. Sometimes, the unreasonable parameters make errors in the 
simulation process. The parameters represent the physical and chemical properties of 
the materials and reactants involved, therefore it is important to fully understand the 
relationships between every parameter and the operating conditions, such as 
temperature, pressure and relative humidity. The model can be simplified by defining 
some insensitive parameters as constants.  In this section a detailed description on the 
parameters obtained is presented.  
3.6.1 Kinetic parameters 
The electrochemical reaction kinetics described by both the Butler-Volmer equation 
and the agglomerate model have been given in Section 3.1. Two important kinetic 
parameters, the transfer coefficient and exchange current density, are investigated in this 
section. At this point, it is important to highlight that the kinetics parameters used in this 
work are identical to that in an acid system.   
Transfer coefficient 
    The transfer coefficients are first shown in Eq. (3-5) and Eq. (3-6) to account for the 
electrical effects on the change of Gibbs free energy in an electrochemical reaction. As 
shown in Eq. (3-12) and Eq. (3-13), forward and backward reactions co-exist in the 
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oxidation reaction on anode and the reduction reaction on cathode. The transfer 
coefficient for reduction reaction, αRd, is assumed to be equal to the transfer coefficient 
for oxidation reaction,  αOx , for both anode and cathode by Sousa et al. [202], leading to 
αRd,a = αOx,a = αa  and αRd,c = αOx,c = αc  . In this study, αRd + αOx is set to unity according 
to the assumption in the paper of Sun et al. [115]. For oxygen reduction reaction on 
cathode: αRd,c = αc, αOx,c =1- αc; for hydrogen oxidation reaction on anode: αOx,a = αa, 
αRd,a =1- αa. 
    It is well known that the transfer coefficient have a significant influence on the 
current density. However, it is very difficult to predict the accurate value of the transfer 
coefficient for a particular system as it is a function of numerous conditions, such as 
temperature, pressure, catalyst structure, and reactant impurity. Parthasarathy et al. [203] 
found that the Tafel slope is lower at higher cell voltages and higher at lower at lower 
cell voltages. Based on the experimental measurement of Parthasarathy et al. [203], the 
cathode transfer coefficient was regressed by Sun et al. [115] as follow: 
)300(103.2495.0 3   Tc                                         (3-107) 
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Figure 3-5 Temperature dependent transfer coefficient of anode and cathode 
In comparison with the cathode transfer coefficient, the anode transfer coefficient 
changes slightly as the operating condition changed. Therefore, we applied the value 
reported by Bernardi and Verbrugge [21] of αa = 0.5. The effect of temperature on the 
cathode transfer coefficient is plotted in Figure 3-5. 
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Exchange current density 
    As shown in Section 3.1.1, the exchange current density is the current densities for 
anode and cathode in case of both the forward and backward reactions are equal. It is 
analogous to the rate constant in chemical reactions and is a function of operating 
temperature and partial pressure of the reactant. The exchange current density can be 
expressed by the following equation [17]: 
)]1(exp[)(00 ref
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CL
ref
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T
TR
E
p
p
aii                                   (3-108) 
where refi0  (A m
-2) is the reference exchange current density per unit catalyst surface 
area obtained at the reference temperature of 25 C and pressure of 1.0 atm, CLa (m
-1) is 
the specific area of the catalyst layer, which was given in Section 3.2.3, rp  (kPa) is the 
reactant partial pressure, ref
rp  (kPa) is the reference pressure,   (0.5 for hydrogen 
oxidation reaction and 1.0 for oxygen reduction reaction [204, 205, 206]) is the pressure 
dependency coefficient, refT (298K) is the reference temperature, E  (kJ mol-1) is the 
activation energy, it was found to be 72.4 kJ mol-1 for oxygen reduction on cathode 
[207], and 16.9 kJ mol-1 for hydrogen oxidation on anode [205]. 
    Exchange current density is a reflection of the activity of the surface of the electrode. 
Higher exchange current density means lower energy barrier that the charge must 
overcome in moving from electrolyte to the catalyst surface. In a hydrogen/oxygen fuel 
cell, the exchange current density of the anode is several orders of magnitude larger 
than that of the cathode. In other words, more current is generated at a fixed 
overpotential with a higher exchange current density, and the cathode overpotential is 
much larger than the anode overpotential. For this reason, the polarisation curve is 
mainly determined by the oxygen reduction reaction (ORR) at cathode. According to 
the literatures [21, 85, 208], the reference exchange current density ( refi0 ) for anode is 
1.0 A cm-2 whereas it is much small for cathode and can be related with temperature as 
follow: 
)
4001
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
                                             (3-109) 
The relationship between the operating temperature and cathode reference exchange 
current density is shown in Figure 3-6. 
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Figure 3-6 Temperature dependent cathode reference exchange current density 
3.6.2 Open circuit potential 
    The open circuit potential is the theoretical or equilibrium potential of an electrode in 
absence of external current flow to or from the electrode, which can be calculated based 
on the knowledge of thermodynamics shown as follow. The portion of the reaction 
enthalpy that can be converted to electricity in a fuel cell corresponds to Gibbs free 
energy given by the following equation: 
STHG                                            (3-110) 
As demonstrated in the equation above, Gibbs free energy G is not equal to the total 
reaction enthalpy H because there are some irreversible losses in energy conversion 
due to creation of entropy S . According to the stoichiometry of the reactions, the 
changes of enthalpy and entropy are calculated as follow: 
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where 0H  (J mol
-1) and 
0S  (J mol-1 K-1) are the enthalpy and entropy at standard 
conditions (1.0 atm, 25 C), respectively. In general, electrical work is a product of 
charge and potential: 
qEWel                                                               (3-113) 
where 
elW  (J mol
-1) is the electrical work, q is the charge (C mol-1) and E  (V) is the 
potential.  
The total charge transferred in a fuel cell reaction per mole of H2 consumed is equal to: 
elnNqq                                                             (3-114) 
where n is the number of electrons per molecule of hydrogen ( 2n ), N  is the 
Avogadro’s number (
2310022.6 N  molecules mol-1), elq  is the charge per electron 
( 1910602.1 elq C electron
-1). Because 231065.9 Nqel  C mol
-1 is the Faraday’s 
constant F , the electrical work is therefore becomes to: 
nFEWel                                                           (3-115) 
As mentioned previously, the maximum amount of electrical energy generated in a fuel 
cell is equal to the Gibbs free energy.  
GWel                                                         (3-116) 
The theoretical potential of fuel cell is then changed to: 
nF
G
E

                                                           (3-117) 
The temperature dependent theoretical cell potential can be calculated by substituting 
Eq. (3-110) into Eq. (3-117) yields: 
nF
STH
E

                                                    (3-118) 
The theoretical cell potential also varies with reactant pressure. Assuming the reactants 
and product behave like ideal gas, the change in Gibbs free energy in an isothermal 
condition is expressed by the following equation: 
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p
dp
RTdG                                                        (3-119) 
After integration: 
)ln(
0
0
p
p
RTGG                                                 (3-120) 
where 
0G (J mol-1) is the Gibbs free energy at standard condition (25 C and 1.0 atm), 
and 0p (1.0 atm) is the reference or standard pressure. For any chemical reaction:  
nDmCkBjA                                                     (3-121) 
The change in Gibbs free energy is the change between products and reactants:  
BADC kGjGnGmGG                                          (3-122) 
Substituting the equation above into Eq. (3-120): 
]
)()(
)()(
ln[
00
00
0
kBjA
nDmC
p
p
p
p
p
p
p
p
RTGG                                           (3-123) 
This is the known as the Nernst equation. Assuming the water produced in gas phase in 
Eq. (1-3), for the hydrogen/oxygen fuel cell, the open circuit potential (OCP) can be 
calculated as: 
]ln[
)(
2
22
5.0
OH
OHOCP
p
pp
RT
nF
STH
E 

                              (3-124) 
For the hydrogen oxidation process, the enthalpy is the difference between the heats of 
formation of products and reactants, which can be expressed as follow: 
222 ,,,
21 OfHfOHf hhhhH                                      (3-125) 
Similarly, the entropy is the difference between entropies of products and reactants: 
222 ,,,
21 OfHfOHf shssS                                       (3-126) 
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where 
OHfh 2, , 2,Hfh  and 2,Ofh  (J mol
-1) are the enthalpies of water, hydrogen and 
oxygen, and 
OHfs 2, , 2,Hfs  and 2,Ofs  (J mol
-1 K-1) are the entropies of water, hydrogen 
and oxygen respectively. The values of enthalpies and entropies for reaction reactants 
and products at standard condition (25 C, 1.0 atm) are shown in Table 3-2. 
Table 3-2 Enthalpies and entropies of formation for reactants and products at standard condition [17] 
 
0
fh  (kJ mol
-1
) 0
fs  (kJ mol
-1 
K
-1
) 
Hydrogen 0 0.13066 
Oxygen 0 0.20517 
Liquid water -286.02 0.06996 
Water vapour -241.98 0.18884 
Assuming water is generated as liquid, the enthalpy and entropy for hydrogen oxidation 
reaction at standard condition are 02.286
0 H  kJ mol-1 and 1633.00 S  kJ mol-1 
K-1 according to Eq. (3-125) and Eq. (3-126). 
The open circuit potential changes with temperature. The enthalpies and entropies of 
reaction reactants and products are functions of temperature, which are shown as:  

T
pff dTchh
15.298
0
                                                          (3-127) 

T
pff dTc
T
ss
15.298
0 1
                                                       (3-128) 
The specific heat of gas reactant and product can be calculated by the following 
empirical relationship [17]: 
2cTbTacp                                                       (3-129) 
where a, b, and c are the empirical coefficients as shown in Table 3-3. 
Table 3-3 Empirical coefficients for temperature dependent specific heat [17] 
 a b c 
Hydrogen 28.914 -0.00084 2.0110-6 
Oxygen 25.845 0.01298 -3.9010-6  
Water vapour 30.626 0.00962 1.1810-6 
Note: the unit of the specific heat is (J mol
-1
 K
-1
) 
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The open circuit potential is therefore can be calculated by Eq. (3-124). As shown in 
Figure 3-7, the open circuit potential (OCP) decreases with temperature and the OCP is 
higher when the production generated as liquid water in comparison with water vapour.  
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Figure 3-7 Temperature dependent open circuit potential (OCP) for hydrogen oxidation reaction 
3.6.3 Reactant solubility and diffusivity in Nafion 
    As described in Section 3.1.2, reactant gases must transport through the ionomer film 
surrounding the agglomerate before reacted on the surface of platinum catalyst particles 
inside the agglomerate. Due to the fact that the solubility and diffusivity of hydrogen 
through Nafion is several times larger than that of oxygen, oxygen solubility and 
diffusivity through Nafion therefore attracts more attentions [21, 85]. For oxygen 
diffusivity through the Nafion membrane and ionomer, Marr and Li [85] developed a 
temperature dependent equation by fitting the experimental data published by 
Parthasarathy et al. [203]. Suzuki et al. [209] reported that the oxygen diffusion 
coefficient is proportional to the power of the membrane water content. Combining 
these two equations will account for both the effects of temperature and water content of 
membrane and ionomer. Therefore, we have adopted an equation to obtain the oxygen 
diffusion coefficient as follow: 
10708.010708.010 102.5106461.1)
65.106
15.273
exp(103926.1
2

 

 
T
D MO   (3-130) 
The oxygen diffusion coefficient obtained by Eq. (3-130) is validated by the 
experimental data by Takamura et al. [210] in Figure 3-8.   
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Figure 3-8 Relative humid ity dependent oxygen diffusivity through Nafion
®
 membrane/ ionomer 
    Nonoyama et al. [211] found that the Henry’s constant for oxygen solubility in the 
Nafion ionomer depends on the relative humidity. In order to investigate the effect of 
water content on the Henry’s constant, we develop an equation by fitting the results of 
Suzuki et al. [209] based on the equation of Marr and Li [85].  
)
666
0302.01.14exp(11552.0
2 T
HO                                     (3-131) 
The Henry’s constant for oxygen dissolving in Nafion ionomer, which is calculated by 
Eq. (3-131), is validated by the simulation results of Suzuki et al. [209] in Figure 3-9. 
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Figure 3-9 Water content dependent Henry’s constant for oxygen solubility in  Nafion® membrane/ 
ionomer 
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3.6.4 Oxygen diffusion coefficient in liquid water 
    The intrinsic diffusion coefficient of oxygen diffusing through the liquid water is 
calculated by the following empirical equations [211, 212]: 
6.0
8
)(
104.7
2
2
Ow
ww
wO
V
M
TD



                                    (3-132) 
2O
V  (cm
3 mol-1) is the mole volume of the solute (dissolved oxygen) as liquid at its 
normal boiling point,  
w  is the association parameter for the solvent (2.6 for water),  
w  (mPa s) is the temperature dependent viscosity of the solvent, T  (K) is the operating 
temperature,  wM  is the molar mass of the solvent (18 g mol
-1 for water). 
    Figure 3-10 shows the oxygen diffusion coefficient in liquid water in comparison 
with that in Nafion membrane and ionomer. It is clear that oxygen diffusion coefficient 
increases as the temperature increases. Oxygen diffusing in liquid water is much faster 
than in Nafion membrane and ionomer, for example at 340 K, the oxygen diffusion 
coefficient in liquid water is almost ten times larger than that in Nafion membrane and 
ionomer. As a result, the thickness of the ionomer film has a greater impact on oxygen 
transport than the liquid water film. 
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Figure 3-10 Temperature dependent oxygen diffusion coefficients in liquid water and Nafion

 membrane/ 
ionomer 
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3.6.5 Multicomponent diffusivity 
    The intrinsic binary diffusion coefficients for all pairs of gas species 
ijD (m
2 s-1) can 
be calculated using the equation developed by Bird et al. [196] as follow: 
ijijji
ij
pMM
TD

 
2
370 1)
11
(108583.1

                         (3-133) 
where 
)(
2
1
jiij   , jiij                                        (3-134) 
i  and ij are functions of the reduced temperature 
*
iT  and 
*
ijT . 
TT
i
i


* , TT
ij
ij


*                                             (3-135) 
There are empirical expressions for calculating i  and ij  written as: 
)exp(/)exp(/)/( *** FTEDTCTA ii
B
ii                            (3-136) 
 
)exp(/)exp(/)exp(/)/( **** HTGFTEDTCTA ijijij
B
ijij                (3-137) 
The parameters are listed in Table 3-4. 
Table 3-4 Lennard-Jones potential parameters [196] 
Species i iM  i   i  
H2 2.016 2.915 38.0 
O2 32.000 3.433 113.0 
N2 28.013 3.667 99.8 
H2O 18.000 2.641 809.1 
i        A=1.16145;  B=0.14874;  C=0.52487;  D=0.77320;  E=2.16178;  F=2.43787  
ji ,      A=1.06036;  B=0.15610;  C=0.19300;  D=0.47635;  E=1.03587;  F=1.52996; G=1.76474; 
H=3.89411 
The temperature dependent binary diffusion coefficients for all pairs of gas species at 
1.0 atm are shown in Figure 3-11. 
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Figure 3-11 Temperature dependent binary diffusion coefficients for all pairs of gas species at 1.0 atm 
3.6.6 Knudsen diffusion 
    Knudsen diffusion is a means of diffusion that occurs when the scale length of a 
system is comparable to or smaller than the mean free path of the particles involved. 
Knudsen effect on reactant gas diffusion is taken into account when the Knudsen 
number ( nK ) is greater than 0.1 [213, 214]. The Knudsen number and Knudsen 
diffusion coefficient of oxygen diffusion in porous media is [181, 183]: 
avgii
B
n
dp
Tk
K
2
                                             (3-138) 
2
2
8
3
,
O
avg
OK
M
RTd
D
n 
                                             (3-139) 
where Bk  (1.3806510
-23 J K-1) is the Boltzmann constant, ii  (m) is the particle 
diameter, and avgd  (m) is the average pore diameter in the catalyst layer, which can be 
calculated as [181, 183]: 
agg
CL
CL
avg rd




13
4
                                            (3-140) 
where CL  and aggr  (m) are the porosity of the catalyst layer and the radius of the 
agglomerate, respectively. 
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The intrinsic oxygen diffusion coefficient in the gas mixture is: 
 
00
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
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                                                 (3-141) 
where the intrinsic binary diffusion coefficients 
0
22 NO
D   and  
0
22 OHO
D    are shown in 
Section 3.5.5. Then the equivalent diffusion coefficient of oxygen in the porous media 
is: 
222 ,
00
,
111
OKgOegO n
DDD


                                                 (3-142) 
The oxygen diffusion coefficients through the void space of porous electrode at various 
temperatures, which is obtained from Eq. (3-142), are shown in Figure 3-12. It is clear 
the Knudsen effect cannot be neglected, especially at higher temperature.  
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Figure 3-12 Temperature dependent oxygen diffusion coefficients through void space of porous  electrode 
3.6.7 Ionic conductivity 
    Proton transport between agglomerate requires sufficient ionomer films surrounding 
agglomerates. As the thickness of the ionomer film decreases, the contact between 
agglomerates decreases, which leads to a decrease in proton transport. The effective 
ionic conductivity of the catalyst layer, effM (S m
-1), can be obtained using the equation 
of Kamarajugadda et al. [215] instead of Bruggeman correction shown as follow: 
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where 
Magg,  is the volume fraction of ionomer in agglomerate, M  (m) is the thickness 
of the ionomer film, 
aggr  (m) is the radius of agglomerate. The values of the parameters 
of 
Magg, , M  and aggr  are associated with the structure of catalyst layer, which are 
shown in Section 3.2. Note that Eq. (3-143) is developed by improving the previous 
equation of Jaouen et al. [213, 214]. In order to capture the trend of the relationship 
between M  and 
eff
M  ( 0M , 0
eff
M ), the dimensionless parameter 0a  is added, 
which is given by: 
)]1)1((,0min[ 3 ,0  Magg
agg
M
r
a 

                              (3-144) 
The intrinsic ionic conductivity, M (S m
-1), strongly depends on temperature and water 
content, which is expressed as: 
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T
M
                   (3-145) 
The dimensionless effective ionic conductivity of cathode catalyst layer with different 
ionomer film thicknesses is shown in Figure 3-13. 
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Figure 3-13 Effect of ionomer film thickness on dimensionless effective ionic conductivity of cathode 
catalyst layer (mPt = 0.4 mg cm
-2
, f = 0.3, lCL = 15m, ragg = 1.0 m) 
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3.6.8 Electronic conductivity 
    The electronic conductivities for gas diffusion layer and catalyst layer are given in 
this section. For gas diffusion layer, a constant value of 1250 S m-1 is adopted [216]. For 
catalyst layer, the electronic conductivity depends on the composition, e.g. the volume 
fractions of the components responsible for the conductivity. The effective electronic 
conductivity is therefore obtained using the following equation [217]: 
2
22



e
e
s
eff
s


                                                       (3-146) 
where s  (S m
-1) is the electronic conductivity of the solid phase (platinum dispersed 
carbon in the catalyst layer), e  is the volume fraction of the non-conductor materials, 
e.g. ionomer and void space in the catalyst layer.  
The electronic conductivity of Vulcan XC-72 carbon black is 450 S m-1 reported by 
Pantea et al. [218], and the electronic conductivity of platinum is regressed from the 
experimental data provide by Powel and Tye [219] shown as follow: 
)9259.0(9
t 107209.1
 TP                                     (3-147) 
The electronic conductivity calculated by Eq. (3-147) is validated by the experimental 
data in Figure 3-14.  
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Figure 3-14 Temperature dependent platinum electronic conductivity  
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3.6.9 Specific heat capacity and thermal conductivity 
     The specific heat capacity and the thermal conductivity of the gas mixture are 
obtained by using an empirical equation developed by Wike [220], 

i
g
ipi
g
p cxc , ,    

i
j
ijj
iig
Φx
kx
k                                (3-148) 
in which 
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Φ         (3-149) 
where 
g
pc  (J mol
-1 K-1) is the specific heat capacity of the gas mixture, ix  is the mole 
fraction of species i in gas mixture, 
g
ipc , (J mol
-1 K-1) is the specific heat capacity of 
species i in gas mixture, 
gk  (W m-1 K-1) is the thermal conductivity of the gas mixture, 
ik (W m
-1 K-1) is the thermal conductivity of species i in gas mixture, iM (kg mol
-1) is 
the molecular weight of species i.  
    The expressions for the specific heat capacities of each gas component including 
hydrogen, oxygen, nitrogen and water vapour are obtained by fitting the experimental 
data, which are compared in Figure 3-15. 
890.2810314.810914.1 426, 2 
 TTcg Hp                        (3-150) 
431.2510371.110281.4 226, 2 
 TTcg Op                       (3-151) 
848.2710924.210788.1 325, 2 
 TTcg Np                        (3-152) 
326.3010621.910180.1 326, 2 
 TTcg OHp                            (3-153) 
    The specific heat capacities of solid and liquid phases changes slightly with 
temperature. Consequently, the specific heat capacities of platinum, carbon black, liquid 
water and membrane/iomomer are assumed as temperature independent constants 
shown in Table 3-5. 
    Also, the expressions for the thermal conductivities of hydrogen, oxygen, nitrogen 
and water vapour are obtained by fitting the experimental data shown in Figure 3-16. 
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Figure 3-15 Temperature dependent specific heat capacities of hydrogen, oxygen, nitrogen and water 
vapour [221] 
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Figure 3-16 Temperature dependent thermal conductivities of hydrogen, oxygen, nitrogen and water 
vapour [221] 
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    For the solid components, e.g.  platinum, carbon black and liquid water, the 
expressions for the thermal conductivities are also obtained by fitting the experimental 
data. 
80.7710282.210483.210037.5 22539   TTTkPt             (3-158) 
979.210869.210048.1 326   TTkC                            (3-159) 
9004.010388.810118.1 325
2
  TTk l OH                        (3-160) 
Table 3-5 Specific heat capacities of platinum, carbon black, membrane/iomomer and liquid water [188] 
 pc (J kg
-1
 K
-1
) 
platinum 1.3102  
carbon black 894.4 
membrane/iomomer 1090.0 
liquid water 4187.0 
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Figure 3-17 Temperature dependent platinum thermal conductivity  
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Figure 3-18 Temperature dependent carbon black thermal conductivity 
    The thermal conductivity of membrane/ionomer is assumed to be a temperature 
independent constant of 0.25 W m-1 K-1 [186, 192]. The thermal diffusion coefficient of 
species i in gas mixture, T
iD  (m
2 s-1), in Section 3.3.3 can be expressed as the quotient 
of the thermal conductivity and specific heat capacity as follow: 
ipii
T
i ckMD ,                                                        (3-161) 
    Figure 3-15 to Figure 3-18 show that the fitted expressions agree very well with the 
experimental data. The effective thermal conductivity and specific heat capacity depend 
on the volume fractions of the species within a chosen domain. Without a doubt, the 
cathode catalyst layer is the most complicated domain in which gas mixture, liquid 
water, ionomer, platinum dispersed carbon, gas diffusion layer penetration are all 
involved. The detailed expressions for the effective thermal conductivity, specific heat 
capacity of gas diffusion layer, catalyst layer and membrane/ionomer are listed in Table 
3-6. The volume fractions of the component can be known from Section 3.2. 
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Table 3-6 Effective specific heat capacity and thermal conductivity of gas diffusion layer, catalyst layer 
and membrane  
 Gas diffusion layer Catalyst layer Membrane 
eff
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3.6.10 Water diffusivity through the membrane 
    Nafion membrane is an ideal media for dissolved water transport, the diffusion 
coefficient of water through the membrane is a piecewise function which is determined 
by both temperature and membrane water content as follow [21, 181-188, 191, 192]: 
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Figure 3-19 Water content dependent diffusion coefficient of water through Nafion

 membrane 
    As shown in Figure 3-19, when the membrane water content increasing, the diffusion 
coefficient initially increases then decrease to a constant. In Eq. (3-162), the membrane 
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water content () is defined as the number of water molecules per sulfonic acid site, 
which can be expressed as a function of water vapour activity (
w ) as follow: 

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Figure 3-20 Relat ionship between water activity and membrane water content 
    As shown in Figure 3-20, the membrane water content increases up to 16.8 as water 
activity increases. Water activity can be associated with the partial pressure of water 
vapour as follow [224]: 
RH
p
p
sat
w
w
w                                                       (3-165) 
where wp  (Pa) is the partial pressure of water vapour, 
sat
wp  (Pa) it the saturated water 
vapour pressure, which is the water vapour pressure at saturation temperature, and RH  
is the relative humidity.  
As shown in Figure 3-21, the saturated water pressure is obtained by fitting the 
experimental data as follow: 
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Figure 3-21 Comparison of the fitted saturated water vapour pressure with the experimental data [221] 
3.6.11 Gas permeability in porous electrode and through membrane 
    Water could diffuse through the Nafion membrane under a pressure force. The 
hydraulic permeability of water through Nafion membrane is associated with the 
membrane water content as follow [21]:  
20, 1086.2
Mpk                                                       (3-167) 
The through-plane and in-plane permeability of gas diffusion in porous gas diffusion 
layer is obtained by the studies of Ismail et al. [225, 226], which is given in Table 3-7.  
Table 3-7 Gas permeability of gas diffusion layer and catalyst layer [225, 226] 
 Gas diffusion layer Catalyst layer 
Through-plane permeability (m
2
) 4.9710-13 
5.113 )(1097.4 GDLCL 
  
In-plane permeability (m
2
) 1.8710-12 
5.112 )(1087.1 GDLCL 
  
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3.6.12 Viscosity 
    According to Bird [196], the viscosity of single species  i can be calculated by the 
following equation: 
ii
i
i
TM

 
2
610669.2

                                             (3-168) 
The viscosities of hydrogen, oxygen, nitrogen and water vapour are shown in Figure 3-
22. As studied by Yaws [227], the viscosity of gas mixture m  (Pa s) at anode and 
cathode are given as: 


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5.0
                                                   (3-169) 
 
Figure 3-22 Temperature dependent gas viscosity 
    The temperature dependent viscosity of liquid water can be calculated by the 
empirical equation developed by Kestin et al. [228] as follow: 
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where )293( Kw = 1.002 mPa s. 
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)293()( KT ww   obtained by Eq. (3-170) is shown in Figure 3-23. It is clear that the 
effect of temperature on liquid water viscosity is apparent.   
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Figure 3-23 Temperature dependent liquid water viscosity [228] 
3.7 Conclusions 
    All chemical and physical processes involved in the fuel cell can be described by 
proper differential and algebraic equations. In this chapter, the fundamentals and 
principles of a typical fuel cell are represented and the governing equations are derived.  
    A series of equations are developed to represent the properties of the catalyst layer, in 
which the porosity, agglomerate density, thicknesses of ionomer film and liquid water 
film, specific area can be quantitatively obtained. Both the Butler-Volmer and 
agglomerate structure based equations are developed for the reaction kinetics. For the 
most important transport process in PEMFC operation, the water phase transfer and 
transport processes are described by a second order partial differential equation (PDE). 
The membrane and ionomer swelling is associated with their water content.  
    The majority of the parameters used are treated as dependent variables, which expand 
the model limits of applicability as the model will be valid at different operating 
conditions.  
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Chapter 4.   Single-phase flow isothermal model 
    In this chapter, the aim is to develop a two dimensional, along the channel, single-
phase flow, isothermal, steady state model based on a spherical-agglomerate catalyst 
structure combined with the comprehensive water transport mechanism, to investigate 
the effect of catalyst layer parameters and operating conditions on the effectiveness 
factor of the catalyst layer and the performance of the fuel cell. This model can give 
guidance for optimisation of the catalyst layer composition.  
4.1 Introduction 
    Proton exchange membrane fuel cells (PEMFCs) are promising candidates for 
automotive and small stationary applications due to their high electrical efficiency, 
power density and durability [16, 229, 230]. Although significant improvements with 
respect to cell performance, stability and cost have been achieved over the past decade, 
some barriers still hamper the commercial use of PEMFCs. The relatively poor oxygen 
reduction reaction (ORR) in the cathode catalyst layer is one of the biggest obstacles 
holding back the PEMFC performance [182, 231-233, 239-242]. 
    Numerous models have been developed to investigate the effect of cathode catalyst 
layer on the fuel cell performance, for example, ultra-thin layer [79, 91], pseudo-
homogeneous [85, 236] and agglomerate [115, 232] models. The ultra-thin layer model 
is the simplest model requiring the least computational resource because the catalyst 
layer is assumed to behave as merely an interface between the gas diffusion layer and 
the membrane. This model gives limited insight into the effect of composition on the 
performance of the catalyst layer. Due to the significant difference between the ultra-
thin layer structure and the real three dimensional structure of the catalyst layer,  the 
ultra-thin layer model typically overestimates the current density output of the fuel cells.  
    An improved model developed by Marr and Li [85], based on the work of Bernardi 
and Verbrugge [21], applied a pseudo-homogeneous thin layer as the cathode catalyst 
structure and investigated the composition of the cathode catalyst layer, such as 
platinum and ionomer loading, on performance. This model indicated that good 
utilisation of the thin layer catalyst layer is difficult to achieve due to the greater ORR 
rate relative to the oxygen diffusion rate. However, this model, by assuming the void 
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space of the catalyst layer was fully occupied by liquid water, failed to simulate the fuel 
cell performance accurately under a wide range of operating condition. Broka and 
Ekdunge [232] compared the pseudo-homogeneous model with the agglomerate model 
and concluded that the latter gave a superior representation of the catalyst layers. Sun et 
al. [115] developed an improved two dimensional, across the channel, spherical 
agglomerate model for the PEMFC cathode. They showed that in this model both 
electron and proton transport were important in determining the local cathode 
overpotential and the electrochemical reaction rate, and that the oxygen transport 
resistance through the ionomer film surrounding the agglomerates was the main factor 
controlling the observed limiting current density.  However, the presence of liquid water 
was not considered in this model. 
  Water management is an important issue in PEMFCs that use  perfluorinated 
membrane such as Nafion. The earliest water management models were developed by 
Springer et al. [231], Bernardi and Vebrugge [21], and Nguyen and White [77]. The 
first one dimensional steady state model, developed by Springer et al. [231], described 
water diffusion coefficients, electro-osmotic drag coefficients and membrane 
conductivity as function of water content in the Nafion 117 membrane. The model 
developed by Bernardi and Vebrugge [21] used a porous electrode instead of the 
ultrathin film electrode which was applied by Springer et al. [231]. Water transport 
through the membrane was associated with hydraulic pressure and the potential 
gradients. This model gave comprehensive profiles of concentration, pressures and 
water velocity through the membrane electrode assembly (MEA) including the catalyst 
layers and membrane. Heat management was combined with water management in the 
model developed by Nguyen and White [77]. The model focused on the effect of gas 
inlet humidity on the cell performance in which water migration and back diffusion 
accounted for the net water flux through the membrane. However, the effect of 
hydraulic permeation through the membrane was not included. Ge and Yi [234] 
developed a two dimensional steady state model to describe water transport through the 
membrane with fuel and oxidant gases in co-flow and counter-flow modes. In this 
model, three water transport mechanisms: electro-osmotic drag, back diffusion and 
hydraulic permeation were all considered. This so-called combinational model was 
successfully applied in previous work [79, 108, 235-237].  
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    Although previous models have given several important insights for optimisation of 
the electrode composition and operating conditions, in order to improve the accuracy 
and reliability of the simulation results under various practical conditions, the hydrogen 
oxidation reaction (HOR) at anode need to be introduced into the model simultaneously 
when investigating the cathode.  
4.2 Model description 
4.2.1 Computational domain and assumption 
    The three dimensional representation of a typical PEMFC unit is shown in Figure 4-
1(a), which includes the bipolar plates, gas flow channels (domain 1), gas diffusion 
layers (domain 2) and catalyst layers (domain 3) on both the anode and cathode and a 
electrolyte membrane (domain 4) in between. The two dimensional computational 
domain in this model, plane Z1 in Figure 4-1(a), is represented in detail in Figure 4-1(b). 
This plane is located in the middle of flow channels, on which the reactant flow 
direction is counter- flow. The geometric parameters and material properties of each 
layer are listed in Table 4-1. 
    In addition to the general assumption discussed in Chapter 3, the model features and 
main assumptions in this particular model are listed as follows: 
1. Reactant gases at both anode and cathode are treated as ideal gases and transport 
is by diffusion and convection. 
2. The membrane is non-permeable to hydrogen, oxygen and nitrogen. Only 
dissolved water and protons for species transport are accounted for in the 
membrane. 
3. Liquid water is not included in this model. The product water in the cathode 
catalyst layer is generated as water vapour. 
4. Catalyst layers are constructed from spherical agglomerates, which are covered 
by ionomer films only. 
5. Membrane/ionomer swelling is not addressed. 
6. Counter-flow mode of reactant gases is applied. 
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Figure 4-1 Sketch of a typical PEMFC (a) 3D representation (b) 2D computational domain Z1 
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Table 4-1 Geometric parameters and material properties of a PEMFC 
   Parameters Value Reference 
Flow channels (Domain 1)   
Width, w  (mm) 1.0 assumed 
Depth, d  (mm) 1.0 assumed 
Length, l  (mm) 10.0 assumed 
Gas diffusion layer (Domain 2)   
Thickness, 
GDLl  (m) 380 assumed 
Porosity, 
GDL  0.4 [182, 239] 
Conductivity, 
GDL  (Ω
-1
 m
-1
) 1250 [216] 
Permeability, 
GDLpk ,  (m
2
) 4.9710-13 [226] 
Platinum density, 
Pt (kg m
-3
) 410145.2   [182] 
Carbon density, 
C (kg m
-3
) 1800 [182] 
Equivalent weight of ionomer, EW (g mol
-1
) 1100 [77] 
Density of the dry membrane, 
M  (kg m
-3
) 3100.2   [77] 
Catalyst layer (Domain 3)   
Thickness, 
CLl  (m) 15.0 assumed 
Porosity, 
CL  Eq. (3-42) calculated 
Specific area , 
agga  (m
-1
) Eq. (3-68) calculated 
Conductivity, eff
M  (Ω
-1
 m
-1
) Eq. (3-143) calculated 
Permeability, 
CLpk ,  (m
2
) 5.113 )(1097.4 GDLCL 
  [181, 226] 
Membrane (Domain 4)   
Thickness, 
Ml  (m) 120 assumed 
Conductivity, 
M  (Ω
-1
 m
-1
) Eq. (3-190) calculated 
Permeability, 
Mpk ,  (m
2
) Eq. (3-212) calculated 
 
4.2.2 Governing equations 
    By taking all assumptions above into consideration, the governing equations 
described in Chapter 3 can be specified as follow to account for the particular processes 
in the selected domains (see Table 4-2).  
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  Table 4-2 Governing equations used in the single-phase flow and isothermal model 
  Flow channels (Domain 1)  
Conservation of mass 0)(  ggu  (4-1) 
Conservation of momentum 0)(  gτuu gggg p   (4-2) 
Conservation of species 0])([
1


 
 p
p
wxDw
N
j
g
j
g
jij
gg
i
gg  u  (4-3) 
  Gas diffusion layers (Domain 2) 
Conservation of mass 0)(  ggu  (4-4) 
Conservation of momentum 0 gτu g
eff
g p
K


 (4-5) 
Conservation of species 0])([
1


 
 p
p
wxDw
N
j
g
j
g
jij
gg
i
gg  u  (4-6) 
Conservation of charge 0)()(  M
eff
Ms
eff
s   (4-7) 
  Catalyst layers (Domain 3) 
Conservation of mass 0)(  ggu  (4-8) 
Conservation of momentum 0 gτu g
eff
g p
K


 (4-9) 
Conservation of species 
g
ii
N
j
g
j
g
jij
gg
i
gg SM
p
p
wxDw 

 

])([
1
 u  (4-10) 
Conservation of charge 
ss
eff
s Q )(   (4-11) 
MM
eff
M Q )(   (4-12) 
  Membrane (Domain 4) 
Conservation of charge 0)(  M
eff
M   (4-13) 
4.2.3 Electrochemical reactions kinetics 
Butler-Volmer kinetics 
    The volumetric current densities of both the anode and cathode based on the Butler-
Volmer kinetics are obtained by substituting Eq. (3-108) into Eq. (3-12) and Eq. (3-13) 
as follow: 
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where 
ref
Hc 2
ref
Oc 2  (mol m
-3) are the reference molar concentration of hydrogen and oxygen, 
respectively. CLa  (m
-1) is the specific area of the catalyst layer, 
ref
ii ,0  (A m
-2) is the 
exchange current density, i  is the transfer coefficient, and i  (V) is the overpotential. 
The subscript i a or c, refer to the anode and cathode, respectively.  
Agglomerate kinetics 
    The volumetric current densities based on the agglomerate kinetics are obtained by 
applying Eq. (3-28) for both the anode and cathode: 
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The first terms in the brackets of Eq. (4-16) and Eq. (4-17) represent the effect of mass 
transport within the agglomerate and the second terms represent the mass transport 
resistance resulting from the ionomer film surrounding the agglomerate. If no ionomer 
film is formed, the second terms are ignored then Eq. (4-16) and Eq. (4-17) can be 
simplified to: 
2
2
,,, 2
H
H
aaggaaggagga
H
p
kFEi                                       (4-18) 
2
2
,,, 4
O
O
caggcaggaggc
H
p
kFEi                                        (4-19) 
    Due to the weak dependence of the anode charge transfer coefficient, anode reference 
exchange current density and hydrogen solubility on temperature, these parameters  are 
assumed as constant over the operating temperature range. The electrochemical 
parameters used in this model are listed in Table 4-3. 
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Table 4-3 Electrochemical parameters used in this model 
Parameters Anode Cathode Reference 
Charge transfer coefficient 5.0a  Eq. (3-107) [21, 115, 208]  
Reference exchange current density   
(A cm
-2
) 
0.1,0 
ref
ai  Eq. (3-109) [21, 85, 208]  
Equilibrium potential (V)  ]ln[ 2
2


H
Heq
a
c
p
RT  Eq. (3-124) [208, 226] 
Henry’s constant (Pa m3 mol-1) 
31056.4
2
HH  Eq. (3-131) [21, 85] 
Hydrogen reference concentration  
(mol cm
-3
) 
51064.5
2
refHc  ------------ [21] 
Oxygen reference concentration     
(mol cm
-3
) 
------------- 
61039.3
2
refOc  [21] 
 
4.2.4 Polarisation curves 
The overpotential i  (V) for each electrode is defined as:  
eq
iMsi E                                             (4-20) 
where s  (V) is the solid phase potential, M  (V) is the electrolyte phase (ionomer) 
potential and eq
iE  (V) is the reference potential of the electrode. 
eq
aE is zero at standard 
condition (T = 25 C, 0.1
2
Hp  atm, 
7100.1 Hc  M) for the anode and 
eq
cE  equals 
the equilibrium cell potential for the cathode. Due to the relative high current 
conductivity of the electrode, the ohmic resistance is neglected. Therefore, the cell 
voltage cellE  (V) is obtained from the membrane resistance, current density and 
overpotential shown as follow: 
MMca
cell RiEE  0                                           (4-21) 
where 0E (V) is the open circuit potential (OCP) of the fuel cell. 
4.2.5 Gas transport within the catalyst layers 
    As described in Section 3.1.2, reactant gases firstly transport through the secondary 
pores to the outer boundary of the ionomer films surrounding the agglomerate. The 
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effective diffusion coefficient of species i through the secondary pores, corrected by the 
Bruggman relationship [85, 231, 232, 239], is: 
05.1
, Pis
eff
si DD                                                            (4-22) 
Secondly, reactant gases must diffuse through the ionomer films and reach the inner 
boundary of the films. Finally, reactant gases transport through the primary pores inside 
the agglomerates to the surface of the platinum particles. As assumed in Section 3.2, the 
agglomerates inside the catalyst layers consist of three components namely, platinum 
dispersed carbon (Pt/C), ionomer and primary pores. As a consequence of the fact that 
ionomer and primary pores are the media for gas transport, the overall transport 
coefficient of gas species i within the agglomerates is: 
  
05.1
,
05.1
,, )()( PipaggMiMagg
eff
pi DDD                                     (4-23) 
In Eq. (4-20) and Eq. (4-21), s  is the porosity of the secondary pores, Magg,  and 
pagg,  are the volume fractions of ionomer and primary pores within the agglomerate, 
respectively. Their expressions were given in Section 3.2. By taking the Knudsen 
diffusion into account, the equivalent diffusion coefficient of species i in the void space 
is: 
iKngiPi DDD ,
00
111


                                                    (4-24) 
where the intrinsic diffusion coefficient 
0
giD   and Knudsen diffusion coefficient iKnD ,  of 
species i were described in detail in Section 3.5.6.  
4.2.6 Property of the catalyst layer 
    The properties of the catalyst layer were studied in Section 3.2. In this section, the 
catalyst layer porosity ( CL ), agglomerate density ( aggN ), volume fraction of secondary 
pores ( s ), thickness of the ionomer film ( M ), catalyst layer specific area ( CLa ) and 
agglomerate specific area ( agga ) are summarised as follows: 
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4.2.7 Water transport through the membrane 
    In this single-phase flow model, the source term in Eq. (3-71), which is responsible 
for water phase transfer, is zero. In addition, membrane swelling is neglected. At a 
steady state condition, Eq. (3-71) is therefore simplified to: 
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where Map ,  and Mcp ,  (Pa) are the pressures at the anode side (boundary D-D’ in Figure 
4-1(b)) and cathode side (boundary E-E’ in Figure 4-1(b)) of the membrane, 
respectively. Other parameters were discussed in Chapter 3. Eq. (4-31) is used to 
describe the dissolved water transport through the membrane under the driving forces of 
electro-osmotic drag, back diffusion and hydraulic permeation.  
4.2.8 Stoichiometric flow ratio 
    The stoichiometric flow ratio is defined as the amount of supplied reactants divided 
by the amount that is required by the electrochemical reaction. For the reactant gases at 
the anode and cathode, the stoichiometric flow ratios are given as follow: 
Ai
F
TR
Qxp
ref
g
aHa
a
2
2                                                   (4-32) 
Ai
F
TR
Qxp
ref
g
cOc
c
4
2                                                    (4-33) 
where aQ  and cQ  (m
3 s-1) are the reactant flow rate of anode and cathode, respectively. 
refi  (A cm-2) is the reference current density.  
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4.2.9 Boundary conditions and source terms 
    The stoichiometric flow ratios at the anode and cathode inlet are defined as 
a  and 
c  at a reference current density of 1.0 A cm
-2 while the inlet pressures at the anode and 
cathode are defined as 
ap  (Pa) and cp  (Pa), respectively. The water content on the 
catalyst layer-membrane boundaries of anode and cathode (D-D’ and E-E’ in Figure 4-
1(b)) are defined as Dirichlet boundaries with the values according to Eq. (3-164). At 
the outlets, the species transport is assumed by convection only. The exterior boundaries 
of the domain are treated as solid walls. The detailed boundary conditions and source 
terms are defined in Tables 4-4. 
4.2.10 Numerical solution 
    The commercial software COMSOL Multiphysics 4.2 is used to implement the fully 
coupled equations in the mathematical model. The key issue of successfully solving of 
this model is the water content (  ) due to its strong effect on all critical parameters, 
such as electro-osmotic drag coefficient, membrane ionic conductivity and water 
diffusion coefficient through the membrane. The numerical solution of all equations is 
based on the finite element method (FEM). The computational geometry consists of 
19,672 elements, the distance between each element is known as the step. At each step, 
the equations accounting for different phenomena are fully coupled and computed 
following the schematic as shown in Figure 4-2. The calculating error is controlled 
lower than 10-5. 
 
Figure 4-2 Schematic of the computational process 
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   Table 4-4 Boundary conditions and source terms in the single-phase flow and isothermal model 
Boundary or domain in Figure 4-1(b) Condition expressions 
Anode inlet (Boundary A’-B’) 
a
a
sat
aOH RH
p
p
x ,2
, 
aOHaH xx ,, 22 1 , 
0.1aRH , 0.2a , 0.1ap atm 
Cathode inlet (Boundary G-H) 
c
c
sat
cOH RH
p
p
x ,2
, )1(21.0 ,, 22 cOHcO xx  , 
)1(79.0 ,, 22 cOHcN xx  , 0.1cRH ,  
0.2c , 0.1cp atm 
Gas diffusion layers (Domain 2) 0
2
HS , 02 OS , 02 OHS  
Catalyst layer (Domain 3) 
F
i
S aH
22
 , 
F
i
S cO
42
 , 
F
i
S cOH
22
  
Anode flow channel- gas diffusion layer 
interface (Boundary B-B’) 
0s  
Cathode flow channel- gas diffusion layer 
interface (Boundary G-G’) 
cell
s E  
Anode outlet (Boundary A-B) 0
2
nuwH   
Cathode outlet (Boundary G’-H’) 0
2
nuwO   
  Note: n  is the normal vector to the boundary. 
4.3 Results and discussion 
4.3.1 Experiment 
    The anode is made from 20% Pt/C (VulcanXC-72) with a Pt loading of 0.1 mg cm-2 
and the cathode is made from 50% Pt/C with a Pt loading of 0.4 mg cm-2, respectively. 
5% Nafion solution in di- ionised water (Sigma-Aldrich, Dorset, U.K.) is used as 
binder. The ionomer mass ratios are 20% in the catalyst layers of the anode and cathode. 
The gas diffusion layer is made of carbon paper. Taking the anode preparation as an 
example, the ink is made by adding a small amount of de- ionized water into Nafion 
and mixing in a glass sample holder, followed by ultra-sonication for 15 min. The 
required amount of Pt/C catalyst and isopropanol are added to the above solution, the 
suspension is then placed in the ultrasonic bath for a further 30 min. The preparation is 
carried out at room temperature. The carbon paper is heated on a hot plate to maintain 
the temperature at 80 °C to 100 °C for good liquid evaporation. The ink is sprayed 
evenly onto the surface of the carbon paper using a Badger Model 100™ spray gun fed 
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by N2 gas. The Nafion
 112 membrane is sandwiched between the cathode and the 
anode, and then hot pressed for 3 min at a pressure of 500 kg and temperature of 100 °C. 
The cell body is made of stainless steel with the active areas for both the anode and 
cathode of 1.0 cm × 1.0 cm. The cell is thermostatically controlled by cartridge heaters. 
Pure hydrogen and air are supplied as the reactants which are humidified by passing 
through an external humidifier. The operating conditions are fuel cell and gas inlet 
temperatures of 60 C and 80 C, gas pressure of 1.0 atm, anode and cathode gas 
humidity of 100%, hydrogen flow rate of 0.2 standard liters per minute (slpm), air flow 
rate of 0.5 slpm. Polarisation curves are recorded during at a scan rate of 10 mV s-1. 
4.3.2 Model validation 
    Figure 4-3 compares the experimental data with the results simulated  by three models: 
the simple Butler-Volmer, agglomerate without a film and agglomerate with a film 
models. The parameters used for model validation and base case are listed in Table 4-5.  
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Figure 4-3 Validation of the modelling results to the experimental data  
(mPt,a = 0.1 mg cm
-2
, mPt,c = 0.4 mg cm
-2
, fa = 20%, fc = 20%, LS = 6%, lCL= 15 m, 
GDL= 40%, LM = 13.3%, T = 60C, p = 1.0 atm, RH = 100%, a = 19.6, c  = 20.6) 
    It is apparent from Figure 4-3 that, due to weak mass transport resistance at higher 
cell voltages, all three models gives very close simulation in agreement with the 
experimental data. With increasing current density there is the typical fall in cell voltage. 
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At higher current densities there is a more rapid decrease in current density which is 
caused by the increase in mass transport resistance.  
By accounting for the resistance of oxygen transport to the platinum surface, the  
agglomerate with a film model gives more accurate predictions of the polarisation curve 
whilst the other two models overestimate the current density. 
Table 4-5 Physical parameters used in the model 
Electrode parameters Validation Base case 
Anode platinum loading, 
aPtm ,  (mg cm
-2
) 0.1 0.4 
Cathode platinum loading, 
cPtm ,  (mg cm
-2
) 0.4 0.4 
Anode platinum mass ratio, 
af  0.2 0.4 
Cathode carbon loading, 
cf   0.2 0.4 
Agglomerate rad ius, 
aggr  (m) 1.0 0.5 
Catalyst layer thickness, 
CLl  (m) 15.0 15.0 
GDL thickness, 
GDLl  (m) 300 380 
Membrane thickness, 
Ml  (m) 55 120 
GDL porosity, 
GDL  40% 40% 
Ionomer volume fraction, 
ML  13.3% 30% 
Volume fraction of solid portion, 
SL  6% 6% 
Cathode transfer coefficient, 
c  0.85 )300(103.2495.0
3   T  
Operating conditions Validation Base case 
Operating temperature, T  (K) 333 343 
Anode pressure, 
ap  (atm) 1.0 1.0 
Cathode pressure, 
cp  (atm) 1.0 1.0 
Relative humid ity, RH  (%) 100 100 
Anode stoichiometric flow ratio, 
a   19.6 1.2 
Cathode stoichiometric flow ratio, 
c  20.6 2.0 
4.3.3 Property of the catalyst layer 
    Following the model validation, the effect of the composition of the catalyst layer 
without ionomer swelling is studied. Three important parameters of the catalyst layer 
are investigated, namely porosity ( CL ), agglomerate density ( aggN ), ionomer film 
                                                                                               Chapter 4 Single-phase flow isothermal model 
106 | P a g e  
 
thickness (
M ). During this study, the thickness of the catalyst layer ( CLl ), agglomerate 
radius (
aggr ), ionomer volume fraction ( ML ), volume fraction of ionomer in primary 
pores ( M% ), and volume fraction of gas diffusion layer penetration (
SL ) are held 
constant at 15 m, 0.5 m, 40%, 50% and 6%, respectively. 
Porosity and agglomerate density 
      Figure 4-4 shows the porosity and Figure 4-5 shows the agglomerate density of the 
catalyst layer with varying platinum loading from 0.2 to 0.8 mg cm-2 and platinum mass 
ratio from 0.1 to 1.0, respectively. It is clear that the porosity and agglomerate density 
of the catalyst layer are diametrically opposed with respect to how they change with 
platinum loading and platinum mass ratio. At a fixed platinum loading, since the 
catalyst layer thickness is constant, the porosity increases as the platinum mass ratio 
increases. On the contrary, the agglomerate density decreases as the platinum mass ratio 
increases. The increase in porosity can be explained by the densities of the platinum 
particles with respect to the carbon particles. According to Eq. (3-39), the volume 
fraction of the solid phase ( CPtL / ) is determined by two parts: the volume fraction of 
platinum and carbon, which are expressed as the quotient of their mass loadings and 
densities ( )( PtCLPt lm  and )()1( flmf CCLPt  ). As shown in Table 4-1, the density of 
platinum is approximate twelve times bigger than carbon. The volume fraction of the 
solid phase is therefore mainly determined by the volume fraction of carbon. If the 
catalyst layer consists of the platinum particles only ( 1f ), the volume fraction of the 
solid phase decreases to )( PtCLPt lm  . For example, the increase in platinum mass ratio 
from 0.3 to 0.8 decreases the volume fraction of the solid phase from 35.8% to 5.0% 
when the platinum mass loading and the catalyst layer thickness are fixed at 0.4 mg cm-
2 and 15 m, respectively. In this condition, the decrease in volume fraction of the solid 
phase leads to an increase in the porosity from 18.2% to 49.1% and results in a decrease 
in the agglomerate density from 8.41017 m-3 to 2.71017 m-3. On the other hand, at a 
fixed platinum mass ratio, the porosity of the catalyst layer decreases and the 
agglomerate density increases as the platinum loading increases. This is because, the 
volume of the solid phase varies linearly with the platinum loading when the platinum 
mass ratio and catalyst layer thickness are fixed as constant in Eq. (3-39). For example, 
the increase in the platinum loading from 0.2 to 0.8 mg cm-2 results in the volume 
fraction of the solid phase increasing from 11.7% to 46.9% at fixed platinum mass ratio 
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and catalyst layer thickness of 0.4 and 15 m, respectively. In this condition, the 
increase in the volume fraction of the solid phase result in a decrease in the porosity 
from 42.3% to 7.1% according to Eq. (4-25) and an increase in the agglomerate density 
from 3.91017 m-3 to 9.61017 m-3 according to Eq. (4-26).  
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Figure 4-4 Porosities of the catalyst layer with different platinum mass ratios in base case condition 
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Figure 4-5 Agglomerate densities with different platinum mass ratios in base case condition 
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Ionomer film thickness 
    Figure 4-6 shows the variation of the ionomer film thicknesses with the platinum 
loading from 0.2 to 0.8 mg cm-2 and platinum mass ratio from 0.2 to 0.9, respectively. 
The ionomer film thickness increases as the platinum loading decreases and the 
platinum mass ratio increases. For example, the increase in platinum mass ratio from 
0.2 to 0.8 increases the ionomer film thickness from 0.1 to 0.5 m when the platinum 
loading and the catalyst layer thickness are fixed at 0.4 mg cm-2 and 15 m, respectively. 
On the other hand, the increase in the platinum loading from 0.2 to 0.8 mg cm-2 
decreases the ionomer film thickness from 0.7 m to 0.3 m when the platinum mass 
ratio and the catalyst layer thickness are fixed at 0.8 and 15 m, respectively. As 
mentioned above, the increase in platinum mass ratio and the decrease in platinum 
loading result in an increase in porosity then a decrease in the volume fraction of the 
solid phase of the catalyst layer. It is assumed that, the ionomer firstly fills part of the 
primary pores of the agglomerate then the remainder covers the agglomerate forming a 
thin film surrounding the agglomerates. The decrease in the volume of solid phase 
means a decrease in the volume of primary pore. Consequently, more ionomer will 
occupy the secondary pores, resulting in an increase in the ionomer film thickness. 
Moreover, according to Eq. (4-28), the ionomer film thickness varies linearly with the 
agglomerate radius. The value of agglomerate radius therefore has an important 
influence on the ionomer film thickness and the oxygen transport resistance.  
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Figure 4-6 Ionomer film thicknesses with different platinum mass ratios in base case condition 
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4.3.4 Reactant gas distribution 
   The distribution of the concentration of oxygen, hydrogen and water vapour are given 
in the following sections. Note that the concentrations of all reactant gases are corrected 
by dividing by their inlet concentration.  
Distribution of dimensionless oxygen concentration 
    The dimensionless oxygen concentration profiles in the gas diffusion layer and 
catalyst layer are shown in Figure 4-7. In Figure 4-7(a), the boundaries of X = 0 and X = 
1 refer to the distances from CL-GDL interface (F-F’) to GDL-channel interface (G-G’), 
while in Figure 4-7(b), the boundaries of X = 0 and X = 1 refer to the distances from 
membrane-CL interface (E-E’) to CL-GDL interface (F-F’), respectively. In both Figure 
4-7(a) and Figure 4-7(b), the boundaries of Y = 0 and Y = 1 refer to the outlet and inlet 
of the cathode, respectively. 
    Oxygen remains at a very high concentration (close to the inlet concentration) in the 
flow channel in the full range of cell voltages from 0.3 V to 0.9 V due to the fact that 
oxygen in the feed air is supplied above stoichiometric requirements. It is clear in 
Figure 4-7(a) that along the diffusion direction (X coordinate) through the gas diffusion 
layer, the dimensionless concentration of oxygen decreases from 1.0 to 0.6 as the cell 
voltage decreases from 0.9 V to 0.3 V. Along the flow direction (Y coordinate) through 
the gas diffusion layer, although the decrease of dimensionless concentration of oxygen 
can be neglected at higher cell voltages, it decreases from 0.6 to 0.4 at the cell voltage 
of 0.3 V. The decrease in oxygen concentration along both the diffusion and flow 
directions, especially at lower cell voltages, can be explained by the increase in oxygen 
consumption due to the accelerated oxygen reduction reaction (ORR) as the cell voltage 
decreases and the presence of oxygen transport resistance through the gas diffusion 
layer. Oxygen transport resistance is determined by the micro structure of the porous 
media only, and therefore can be considered as constant during a full range of cell 
voltages. As described in Section 3.1.2, the overall rate of an electrochemical reaction is 
determined by the rate of the slowest process involved in the coupled diffusion-reaction 
processes. At higher cell voltage, the rate of oxygen consumption is lower. In this 
condition, the oxygen transport resistance almost has no effect on the overall rate. 
However, at lower cell voltages, the rate of oxygen consumption becomes faster. In this 
condition, the oxygen transport from the flow channel to the active surface of the 
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catalyst particles is constrained due to the transport resistance. The overall rate of the 
ORR is determined by oxygen diffusion rate rather than the oxygen reaction rate in this 
condition. 
 
 
Figure 4-7 Dimensionless concentration of oxygen in gas diffusion layer (a) and catalyst layer (b) in base 
case condition (E
cell 
= 0.3, 0.6 and 0.9 from down up) 
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    Figure 4-7(b) shows that oxygen concentration decreases along the diffusion 
direction from the boundary of GDL-CL (F-F’) to CL-membrane (E-E’) resulting in a 
lower utilisation of the active sites in the catalyst layer located near the membrane 
(away from the gas diffusion layer). The lower oxygen concentration near the 
membrane is due to two reasons: firstly, oxygen consumption by electrochemical 
reaction, and secondly, the oxygen diffusion resistance. At higher cell voltages, e.g. 
larger than 0.6 V, the oxygen concentration is mainly determined by the electrochemical 
reaction rate, which is lower at higher cell voltages, leading to a relative higher 
concentration (approximate 70%) near the membrane. However, the oxygen 
concentration is determined by the diffusion rate instead of the reaction rate at lower 
cell voltage, e.g. lower than 0.4 V. When the cell voltage decreases to 0.3 V, only 30% 
of the oxygen could reach the active sites located near the membrane.  
Distribution of dimensionless hydrogen concentration 
 
Figure 4-8 Dimensionless concentration of hydrogen in anode gas diffusion layer and catalyst layer in 
base case condition (E
cell
 = 0.3, 0.6 and 0.9 from up down) 
    The dimensionless hydrogen concentration profile in gas diffusion layer and catalyst 
layer are shown in Figure 4-8, in which X = 0 and X = 1 refer to the distances from 
channel-GDL interface (B-B’) to CL-membrane interface (D-D’) while Y = 0 and Y = 1 
refer to the inlet and outlet of cathode, respectively. Surprisingly, rather than decreases 
in concentration, the hydrogen concentration remains almost at the inlet concentration at 
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the cell voltage of 0.9 V, and increases approximately 10% at the cell voltage of 0.3 V 
along the flow direction. This is because water transport through the membrane from 
anode to cathode increases the hydrogen fraction of the anode reactant. Especially near 
the anode outlet (Y=1) the greater current density takes more water molecules from 
anode to cathode. Although hydrogen is consumed along the flow direction by the 
hydrogen oxidation reaction (HOR), the decrease in hydrogen concentration is 
compensated by the decrease in water concentration which results in a slight increase in 
hydrogen concentration along the flow direction. 
Distribution of dimensionless water vapour concentration 
    Figure 4-9 shows the dimensionless water vapour concentration profiles in the gas 
diffusion layer and catalyst layer of anode and cathode. The dimensionless coordinate X  
and Y in Figure 4-9(a) refers to the same geometry as shown in Figure 4-8. In Figure 4-
9(b), coordinate Y refers to the same geometry as shown in Figure 4-7 and the boundary 
X=0 and X=1 refer to the distance from membrane-CL interface (E-E’) to GDL-channel 
interface (G-G’). It is clear in Figure 4-9(a) that, as expected, the anode water vapour 
concentration decreases along the flow and diffusion directions as the cell voltage 
decreases, which dehydrates the membrane at the anode side and increases the proton 
transport resistance.  
    However, as shown in Figure 4-9(b), the water vapour concentration is higher than 
the inlet value in full range of cell voltages, and the maximum concentration is observed 
in the cathode catalyst layer near the membrane. This can be explained by two reasons. 
Firstly, water is produced by the oxygen reduction reaction inside the cathode catalyst 
layer. Secondly, water is carried by protons from anode to cathode due to the effect of 
electro-osmotic drag. It is important to note that water vapour will condense when it 
reaches the saturation level. However, water phase transfer is not included in this single-
phase flow model, which will be taken into account in the two-phase flow model in 
Chapter 5. 
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Figure 4-9 Dimensionless concentration of water vapour in  the gas diffusion layer and catalyst layer of 
anode (a) and cathode (b) in base case condition (E
cell 
= 0.3, 0.6 and 0.9 from down up for case (a) and 
from up down for case (b)) 
4.3.5 Effectiveness factor 
    The distribution of the effectiveness factor of the cathode catalyst layer ( rE ) at 
different cell voltages is presented in Figure 4-10. The coordinates X and Y refer to the 
same geometry as shown in Figure 4-7(b). The highest effectiveness factor 
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(approximately equal to 1.0) is observed at 0.9 V, and it decreases with the decrease of 
cell voltage from 0.9 to 0.3 V. The decrease in effectiveness factor is due to the higher 
reaction rate at lower cell voltages. At the cell voltage of 0.9 V, the overall rate of 
oxygen reduction reaction is determined by the rate of electrochemical reaction rather 
than the rate of oxygen diffusion. The platinum catalyst is therefore almost fully utilised 
leading to a very high effectiveness factor.  
 
Figure 4-10 Effectiveness factor of cathode catalyst layer at three cell voltages in base case condition 
(E
cell
 =0.3, 0.6 and 0.9 V from down up) 
    As the cell voltage decreases, the increase in electrochemical reaction rate leads to 
faster oxygen consumption relative to the oxygen diffusion rate to the catalyst surface. 
The rate determining process therefore changes from electrochemical reaction to oxygen 
diffusion. Consequently, along the oxygen diffusion direction through catalyst layer, the 
catalyst utilisation is higher near the GDL-CL boundary (X=1) than that of the CL-
membrane boundary (X =0). For a cell voltage of 0.3 V, corresponding to a current 
density of approximate 1.4 A cm-2, the dimensionless effectiveness factor decreases 
from 0.9 at the GDL-CL boundary to 0.08 at the CL-membrane boundary. It is 
important to note that the change of the effectiveness factor is not pronounced along the 
reactant flow direction (Y direction). At 0.3 V, it only decreases from 0.15 to 0.08 along 
the CL-membrane boundary. This is because the geometric effect, i.e. the land and 
channel effect, is omitted in this the along channel model. In other words, oxygen is 
considered to be distributed uniformly everywhere within the cathode catalyst layer 
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along the flow direction in this along the channel model. In order to simplify the figure, 
the two dimensional effectiveness factor (
rE ) can be replaced by the one dimensional 
average effectiveness factor (
rE

). 
4.3.6 Distribution of membrane water content 
    The distribution of membrane water content at different cell voltages is presented in 
Figure 4-11. At a higher cell voltage, e.g. 0.9 V, the water content distribution is almost 
uniform. The water content within the membrane at both the anode and cathode side is 
equal to their initial values, which are determined by the relative humidity of the gas 
inlet according to Eq. (3-164). With the decrease in cell voltage, the current density 
increases and leads to a water transport through the membrane from anode to cathode. 
As shown in Figure 4-11, the decrease in cell voltage from 0.9 to 0.6 V results in a 
slight water content distribution along the reactant flow direction (Y direction). 
However, the cell voltage decreases from 0.6 to 0.3 V leads to a non-uniform water 
content distribution along both the diffusion and flow directions. This indicates more 
water transport through the membrane from anode (X = 0) to cathode (X = 1) and more 
water movement from cathode inlet (Y = 1) to the cathode outlet (Y = 0) along the air 
flow direction as the cell voltage decreases from 0.6 V to 0.3 V. The increase in water 
flux through the membrane can be explained by the increase in current density within 
the membrane.  
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Figure 4-11 Water content distribution within the membrane at three cell voltages in base case condition 
(E
cell
 =0.3, 0.6 and 0.9V from down up) 
    The current density within the membrane is uniform when the cell voltage is higher, 
e.g. at 0.8 V. However, as shown in Figure 4-12, it becomes higher at the cathode outlet 
(Y = 0) than that at the cathode inlet (Y = 1) when the voltage decreases, e.g. from 0.6 V 
to 0.3 V. This is because water back diffusion from cathode to anode cannot compensate 
for the electro-osmotic drag at the cathode inlet (Y = 1), resulting in dehydration of the 
membrane on the anode side, which leads to an increase in the membrane resistance. 
The electro-osmotic drag flux is therefore reduced by the decreased current density 
within the membrane near the cathode inlet. 
 
Figure 4-12 Current density distribution within the membrane with different cell voltages in base case 
condition (E
cell
 =0.4, 0.5 and 0.6 from up down) 
4.3.7 Distribution of current density 
    Figure 4-13 shows the current density distributions with the catalyst layers of anode 
and cathode with the cell voltage varying from 0.7 to 0.3 V. These figures illustrate 
where the current density generated inside the catalyst layers. It is clear that the current 
densities in both catalyst layers of the anode and cathode increase, in other words, more 
current is extracted from the cell, as the cell voltage decreases. Moreover, both the 
current densities of the anode and cathode decrease along the reactant diffusion 
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direction, leading to an insufficient utilisation of the catalyst near the CL-membrane 
boundary (X = 0 for cathode and X = 1 for anode). On the contrary, the current densities 
almost maintain constants along the reactant flow direction. It is apparent that the 
current density distribution in the anode catalyst layer is more uniform than that in the 
cathode catalyst layer. In the region near the CL-membrane boundary, the anode current 
density is higher than the cathode current density at a fixed cell voltage. This can be 
explained by the relative slow oxygen reduction reaction (ORR) in the cathode. Due to 
the slower ORR in the cathode, the interior of the cathode catalyst layer is not fully 
utilised, especially in case of higher current densities are produced. 
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Figure 4-13 Current density distributions with the catalyst layers of anode and cathode in base case 
condition (E
cell
 = 0.3, 0.4, 0.5, 0.6, 0.7 from up down) 
4.3.8 Effect of platinum and carbon loading 
    As shown in Figure 4-14, the cell performance is improved by increasing the cathode 
platinum loading. This improvement can be explained by the increase in reaction rate 
and the increase in effective specific area of the catalyst layer which can be calculated 
according to Eq. (3-31) and Eq. (4-30), respectively. However, this improvement is 
limited because, according to Eq. (3-23) and Eq. (3-24), the effectiveness factor 
decreases dramatically as the reaction rate increases. In other words, the increase in 
reaction rate leads to faster reactant consumption near the GDL-CL boundary (F-F’) 
inside the catalyst layer, which results in insufficient utilisation of the catalyst layer near 
the CL-membrane boundary (E-E’).   
  Simultaneously, the increase in platinum loading leads to a decrease in catalyst layer 
porosity, which is shown in Figure 4-4. The effective oxygen diffusion coefficient 
decreases due to the loss of void space, resulting in an increase in the mass transport 
resistance. As shown in Figure 4-14, the fuel cell performance improves very slightly 
when the platinum loading is doubled, especially at higher current densities. It is 
apparent that the increase in platinum loading from 0.4 to 0.8 mg cm-2 makes a slight 
contribution to the current density improvement. The optimal catalyst layer porosity, 
approximate 20%, is suggested by the previous numerial study of Bernardi et al. [21].  
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Figure 4-14 Po larisation curves for different platinum and carbon loadings in base case condition 
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    Figure 4-15 shows the average effectiveness factors of the cathode catalyst layer with 
different platinum loadings. It is clear that, due to the slower transport rate of oxygen to 
the platinum surface, the catalysts in the interior of the catalyst layer cannot be fully 
utilised, which results in a decrease in effectiveness factor and thus a waste of platinum.  
    The effect of cathode carbon loading can be also seen in Figure 4-14. Similar to the 
effect of platinum loading, the increase in effective specific area and decrease in catalyst 
layer porosity are observed as the carbon loading increases according to Eq. (4-30) and 
Figure 4-4. Unlike the effect of the platinum loading, the increase in carbon loading 
increases the specific area rather than the reaction rate. As shown in Figure 4-14, the 
fuel cell performance is improved at lower current densities as the carbon loading 
increases from 1.0 to 1.5 mg cm-2. However, it is also clear in Figure 4-4 that the 
increase in carbon loading decreases the catalyst layer porosity, which leads to a 
decrease in effective oxygen diffusion coefficient. Consequently, the cell performance is 
decreased at higher current densities, e.g. larger than 1.1 A cm-2. In this condition, the 
improved fuel cell performance resulting from the increased catalyst layer specific area 
is offset by the decreased oxygen diffusion coefficient.  
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Figure 4-15 Average effectiveness factors for different platinum and carbon loadings in base case 
condition 
    In addition, the simulation results (not plotted here) show that the polarisation curves 
change slightly (< 5.0%) with different platinum and carbon loadings in the anode 
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catalyst layer. It can be concluded, the oxygen reduction reaction at the cathode plays a 
more important role in determining the overall performance of the fuel cell.  
4.3.9 Effect of agglomerate radius 
    The effect of agglomerate radius on the cell performance is shown in Figure 4-16. At 
lower current densities, the effect of agglomerate radius is not significant because of the 
slower reaction rate. However, it is clear that the cell performance improves with 
smaller agglomerates at higher current densities. This improvement is due to two 
reasons. Firstly, as shown in Eq. (4-28), the ionomer film is thinner with a smaller 
agglomerate radius. Smaller agglomerates lead to a decrease in the ionomer film 
thickness, which decreases the oxygen transport resistance through the ionomer film. 
Secondly, smaller agglomerates increase the effectiveness factor (see Figure 4-17) 
which is caused by the decreased Thiele’s modulus according to Eq. (3-24). Therefore, 
the oxygen diffusion resistance inside the agglomerate is reduced, which leads to a 
higher oxygen concentration on the platinum surface. 
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Figure 4-16 Po larisation curves for different agglomerate radius in base case condition  
    In Figure 4-16, the rapid decrease in current density at lower cell voltage is  due to the 
oxygen diffusion resistance through the ionomer film surrounding the agglomerate. The 
larger agglomerate radius adopted, a thicker ionomer film is formed and higher oxygen 
diffusion resistance is obtained. If no ionomer film is generated, the expressions of 
current density would changes from Eq. (4-16) and Eq. (4-17) to Eq. (4-18) and Eq. (4-
19), in which only the effectiveness factor is used to correct the intrinsic Buter-Volmer 
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kinetic. As shown in Figure 4-3, this overestimates the current density at lower cell 
voltages. This indicates that the oxygen transport limitation through the ionomer film is 
the main obstacle for improving the cell performance. Therefore, an optimal ionomer 
volume fraction is important. Moreover, regardless of the negative effect, such as 
increased oxygen transport resistance through the smaller pores inside the smaller 
agglomerate, a smaller agglomerate radius is of great benefit to the cell performance. 
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Figure 4-17 Average effect iveness factors for different agglomerate radius in base case condition  
4.3.10 Effect of gas inlet pressure 
    The effect of gas inlet pressures on the cell performance is shown in Figure 4-18. The 
fuel cell is as expected performs better with higher inlet pressures, for both the anode 
and cathode. However, the increase in anode inlet pressure leads to a limited 
improvement of the cell performance, although hydrogen concentration is increased. 
This is due to the low polarisation losses at the anode.  
    On the contrary, higher cathode inlet pressure makes a significant improvement in the 
fuel cell performance. This is because the overall reaction rate is determined by the 
relative sluggish oxygen reduction reaction at the cathode. The higher oxygen partial 
pressure increases the dissolved oxygen into the agglomerate, resulting in a greater 
current density. Moreover, the higher cathode pressure to some extent prevents water 
migration from the anode, which results in a higher membrane conductivity.  
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Figure 4-18 Po larisation curves for different inlet pressures compared to base case condition  
4.4 Conclusions 
    A two dimensional, along the channel, steady state, isothermal, single-phase flow 
model based on an agglomerate catalyst layer structure is developed.  Catalyst layer 
property, including porosity, agglomerate density, ionomer film thickness, and specific 
area, are quantitatively represented by a mathematical simulation. The presence of the 
ionomer film surrounding the agglomerate is the main reason for the rapid drop in the 
current density at lower cell voltages due to the increase in oxygen transport resistance. 
Higher cathode inlet pressure and platinum loading are of benefit to the cell 
performance. However, too much carbon loading decreases the current density at lower 
cell voltages. Both higher platinum and carbon loading decrease the effectiveness factor 
of the catalyst layer, which leads to a poor utilisation of the catalyst layer. This model 
gives a theoretical guidance on the effect of operating condition and catalyst layer 
composition to enhance the fuel cell performance and reduce the cost.  
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Chapter 5.   Two-phase flow isothermal model 
    This chapter describes a two dimensional, across the channel, two-phase flow, 
isothermal, steady state model based on a spherical-agglomerate catalyst structure 
combined with a comprehensive water phase-transfer and transport mechanism. This is 
used to investigate the effect of catalyst layer parameters and operating conditions on 
membrane and ionomer swelling and then the performance of the cell. The model 
provides guidance for optimisation of the dry ionomer volume fraction in the cathode 
catalyst layer and the relative humidity of the cathode reactant gas. 
5.1  Introduction 
    The performance of PEMFCs is particularly affected by the performance of the 
cathode catalyst layer, in which the relatively slow oxygen reduction reaction (ORR) 
occurs [76, 85, 187, 232, 260]. In order to understand the coupled kinetics and mass 
transport processes in the cathode catalyst layer, numerous researchers have proposed a 
spherical-agglomerate model as the structure of the catalyst layer of the cathode and 
concluded that this gives a superior representation of the porous catalyst layer compared 
with the ultra-thin layer model or pseudo-homogeneous film model [115, 232, 262].  
    Adequate hydration of the perfluorinated membrane, such as Nafion, is critical to 
successful fuel cell operation. During fuel cell operation, the ionic conductivity and the 
structure of the membrane strongly depend on the membrane water content [187-189, 
192]. The polymeric matrix of the membrane expands leading to an increase in the 
membrane volume when membrane water absorption (water uptake) occurs. Normally a 
dry Nafion membrane swells approximately 20% when fully hydrated by water vapour 
[188, 192]. The membrane penetrates into the gas diffusion layer, combined with the 
platinum catalyst and ionomer to construct the catalyst layer. Membrane/ionomer 
swelling has two effects on fuel cell performance. For the membrane, higher swelling 
increases the membrane ionic conductivity and the water diffusion coefficient, while for 
the ionomer higher swelling increases the thickness of the iomomer film surrounding 
the agglomerate and decreases the void space within the catalyst layer, leading to an 
increase in species transport resistance, specifically the oxygen diffusion [188]. 
Numerous experimental and numerical studies [184-186] have investigated the 
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membrane swelling and its effect on the fuel cell performance. However, very few 
studies account for ionomer swelling.  
    Water exists as three different phases [184-186]: dissolved water in the 
membrane/ionomer (membrane/ionomer absorbed water), water vapour and liquid water 
in the porous media. The main phase transfer mechanisms include: phase transfer 
between liquid water and water vapour (condensation/evaporation), phase transfer 
between dissolved water and water vapour (membrane/ionomer absorption or water 
uptake), and phase transfer between liquid water and dissolved water 
(membrane/ionomer desorption). Water transport in the membrane plays an important 
role in determining the water content in the membrane/ionomer [184-188]. During fuel 
cell operation, water transport through the membrane occurs via three mechanisms: 
electro-osmotic drag of water molecules carried by protons migrating from anode to 
cathode, back diffusion driven by the concentration gradient of water, and convection 
generated by the pressure gradient.  By entirely considering the three water transport 
mechanisms mentioned above, Ge and Yi [234] developed a two dimensional steady 
state model to describe water transport through the membrane with fuel and oxidant 
gases in co-flow and counter- flow modes. This so-called combinational water transport 
model was successfully applied in the literature [190, 237, 272]. 
    The properties of the membrane, gas diffusion layer and catalyst layer play a vital 
role in water control. The porous electrode must have sufficient porosity to allow 
oxygen transport and must have sufficient hydrophobic properties to avoid liquid water 
build-up. Wang et al. [108, 191, 240, 241] described the liquid water transport by 
combining the so-called multi-phase mixture (M2) approach with the volume of fluid 
(VOF) method. Nam and Kaviany [114] studied the distribution of water saturation in 
the porous media and highlighted its tendency in reducing the effective mass diffusivity. 
Lin et al. [242] introduced the agglomerate structure of the catalyst layer into the two-
phase flow model and showed that liquid water flooding in the catalyst layer was more 
severe than that in gas diffusion layer. Consequently, catalyst layer must be considered 
as an individual domain rather than a segment of gas diffusion layer. The combination 
of agglomerate structure with the two-phase flow model was improved by Shah et al. 
[188]. In their model, liquid water was assumed to be a thin film surrounding the 
agglomerate. Wu et al. [184] and Yang et al. [186] developed a three dimensional water 
transport model by considering the phase transfer processes between water vapour, 
dissolved water and liquid water. However, despite the numerous two-phase flow 
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models available, very few have considered ionomer swelling and its effect on the 
PEMFC performance.  
5.2 Model description 
5.2.1 Computational domain and assumption 
    The three dimensional representation of the PEMFC has been presented in detail in 
Chapter 4. Different from the along the channel model shown in Figure 4-1(b), a two 
dimensional across the channel computational domain, plane Y1 in Figure 5-1(a), is 
selected. This plane is located in the middle of the cell along reactant flow direction, 
which is shown in detail in Figure 5-1(b). In addition to the geometric parameters in 
Chapter 4, the shoulder width (HRib) and the channel width (HCh) are defined as 0.75 
mm and 0.5 mm, respectively. The rest of the geometric parameters and material 
properties in this model are same as that of the along the channel model in Chapter 4.  
    In the two-phase flow model, particular model features and assumptions are added as 
follow: 
1. Ideal gas mixture. 
2. Reactant crossover is omitted. 
3. Spherical agglomerate structure of the catalyst layer.  
4. Agglomerates are in turn surrounded by ionomer and liquid water films.  
5. The shape of both the swelled membrane and the bulged GDL are half ellipses.  
6. Ionomer swelling increases the thickness of the ionomer film rather than the 
catalyst layer. 
7. Liquid water only exists in the secondary pores within cathode, which is 
generated by water vapour condensation and membrane/ionomer desorption.  
8. Water absorbed in membrane/ionomer is in the dissolved phase, which enters the 
membrane/ionomer from the vapour phase during water uptake and leaves the 
membrane in the liquid phase when the water content reaches complete 
saturation. The product water in the cathode catalyst layer is generated in the 
dissolved phase. 
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Figure 5-1 Sketch of a typical PEMFC (a) 3D representation (b) 2D computational domain Y1  
5.2.2 Governing equations 
    Having accounted for all assumptions, the governing equations described in Chapter 
3 can be specified in Table 5-1 to account for the particular processes occurred in the 
selected domains. Note that flow channels (Domain 1) are not included in the 
computational domain.  
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Table 5-1 Govern ing equations used in the two-phase flow and isothermal model 
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Conservation of mass 0)(  p
k
g
p
g


 (5-1) 
Conservation of species 0])()1([
1
' 

 
 p
p
wxDsw
N
j
g
j
g
jij
gg
i
gg  u  (5-2) 
Conservation of charge 0)()(  M
eff
Ms
eff
s   (5-3) 
  Catalyst layers (Domain 3) 
Conservation of mass mg
p
g
Sp
k
 )(


 (5-4) 
Conservation of species 
g
ii
N
j
g
j
g
jij
gg
i
gg SM
p
p
wxDsw 

 

])()1([
1
' u
 
(5-5) 
Conservation of charge 
ss
eff
s Q )(   (5-6) 
MM
eff
M Q )(   (5-7) 
  Membrane (Domain 4) 
Conservation of charge 0)(  M
eff
M   (5-8) 
5.2.3 Electrochemical reactions kinetics 
    Due to the presence of liquid water film surrounding the agglomerate, the oxygen 
transport resistance is increased. In order to account for the oxygen diffusion resistance 
through the ionomer and liquid water films, the cathode volumetric current density 
based on the agglomerate model is modified as follow: 
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where   (s-1) is the oxygen diffusion rate through the ionomer/liquid water film to the 
agglomerate interface and   (m) is the total thickness of the ionomer and liquid water 
film. The rest of the parameters used in Eq. (5-9) are those used in Eq. (4-17). 
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in which 
M  (m) and w  (m) are the thicknesses of the ionomer film and liquid water 
film, respectively. 
MOD 2  (m
2 s-1) and 
wOD 2  (m
2 s-1) are the diffusion coefficient of 
oxygen through iomomer and liquid water, respectively. 
agga  (m
-1) is the specific area 
of the agglomerate without the ionomer film and 
'
agga  (m
-1) is the agglomerate with the 
ionomer film. 
5.2.4 Gas transport within catalyst layers 
    Hydrogen transport in a porous anode is described as the same way by Eq. (4-22) in 
Section 4.2.5. However, due to the fact that the secondary pores are partially occupied 
by the liquid water, the effective diffusion coefficient of oxygen diffusing in the 
secondary pores is corrected as follow: 
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where 
's  is the corrected liquid water saturation, defined as the volume fraction of the 
secondary pores occupied by the liquid water, and relates to s  via: 
s
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where s  is the liquid water saturation, defined as the volume fraction of the entire pores 
occupied by the liquid water. 
According to the assumption, no liquid water exist in the primary pores, oxygen 
diffusion inside agglomerates is therefore described by Eq. (4-23). 
5.2.5 Thickness of the liquid water film 
    The properties of the catalyst layer in the single-phase flow model were described in 
Section 4.2.5. In the two-phase flow model, the thickness of the liquid water film is 
included, which can be calculated by Eq. (3-65) in Chapter 3. 
)(
)1(
)(3
/
3'
3
Magg
CPt
aggCLCL
Maggw r
L
rs
r 

 

                 (5-13) 
 
                                                                                        Chapter 5. Two-phase flow isothermal model 
129 | P a g e  
 
5.2.6  Liquid water transport 
    By applying the volume average approach to the continuity equation and then 
utilising Darcy’s law for both the liquid and gas phases [100, 184, 186, 191], the 
governing equation for the liquid water transport is obtained as shown in Eq. (3-94). At 
steady state, it can be simplified as follow: 
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where  (kg m-3) is the density,   (Pa s) is the viscosity, k  is the relative permeability, 
u  (m s
-1) is the velocity vector,  M (kg mol-1) is the molecular weight, and S  (mol m-3 
s-1) is the source term, respectively. The subscript w is liquid water, and the superscript 
g and l are gas phase and liquid water, respectively. cD  (m
2 s-1) is the capillary 
diffusion coefficient, which is calculated using the following equation: 
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in which the surface tension (  ), contact angel ( c ), electrode porosity (  ) and 
permeability ( pk ) were either described in Table 4-1 in Chapter 4 or in Table 5-2 in this 
chapter. The rest of the parameters were described in detail in Section 3.3.2. 
5.2.7 Dissolved water transport 
    By accounting for the water phase change and membrane/ionomer swelling, the 
dissolved water transport at steady state condition can be described by the following 
equation: 
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in which the electro-osmotic drag coefficient dn , membrane permeability Mpk ,  (m
2) 
and water diffusion coefficient through the membrane MwD   (m
2 s-1), which are shown 
in Table 5-2, are water content dependent parameters. Nafion membrane/ionomer 
swells when absorbing water until reaching the saturation level,  the concentration of 
dissolved water depends on the water content of the membrane as follow [188]:  
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when ionomer swelling, the volume fraction of the ionomer in the cathode catalyst layer 
increases to: 
dry
MsM LkL )1(                                                        (5-18) 
Table 5-2 Transport parameters  
Parameters Value Reference 
Membrane swelling coefficient, sk  0.0126 [188] 
Molar volume of water, WV (m
3
 mol
-1) 1.810-5  [190] 
Molar volume of dry membrane, MV (m
3
 mol
-1)  5.510-4  [190] 
Liquid water density, 
l
w (kg m
-3) 988 [186] 
Surface tension,  (N m-1)  0.0625 [186, 191, 240] 
Contact angel, c  () 120 [186] 
Condensation rate, conk (s
-1
) 100 [100] 
Evaporation rate, evak (atm
-1
 s
-1
) 100 [100] 
Electro-osmotic drag coefficient, dn  )225.2(  [186, 187] 
Membrane permeability, Mpk , (m
2
) 201086.2   [21] 
5.2.8 Source terms 
    The conservation of water in different phases, including water vapour, dissolved 
water and liquid water, is shown in Table 5-3.  
Table 5-3 Conservation of water in d ifferent phases 
 Anode GDL Anode CL Cathode CL Cathode GDL 
Water vapour 
v
wS = 0 
v
wS = - vdS  
v
wS =
g
wS - vdS -
vlS  
v
wS = - vlS  
Liquid water 
l
wS  = 0 
l
wS  = 0 
l
wS = dlS + vlS  
l
wS = vlS  
Dissolved water 
d
wS = 0 
d
wS = vdS  
d
wS = vdS - dlS  
d
wS = 0 
 Note: The unit for every source term is (mol m
-3
 s
-1
) 
The source terms for reactant gas mS  in Eq. (5-4) and 
g
iS  in Eq. (5-5), for liquid water 
l
wS  in Eq. (5-14) and for dissolved water 
d
wS  in Eq. (5-16) are given in Table 5-4. 
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Table 5-4 Source terms  
Source terms Unit Domain 
v
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g
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HHm SMSMSMS  2222  kg m
-3
 s
-1
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5.2.9 Boundary conditions 
    The pressures at the GDL-flow channel interfaces of anode (A-A’) and cathode (F-F’) 
are defined as pa (Pa) and pc (Pa), respectively. The liquid water saturation s, at the 
cathode GDL-flow channel interface (F-F’) is also defined as the Dirichlet boundary 
with the value of zero, which means no liquid water in the flow channel. The water 
content on the CL-membrane interfaces of anode (C-C’) and cathode (D-D’) are defined 
as the Dirichlet boundaries with their values given by Eq. (3-164). The fraction of the 
species at the inlets of anode and cathode are calculated by the equations in Table 4-4 of 
Chapter 4. 
5.2.10 Numerical solution 
    The numerical solution in this study is based on the same principle described in 
Section 4.2.8 in Chapter 4. The computational geometry in this across the channel 
model is simpler in comparison with the along the channel model. Therefore, it consists 
of 8040 elements, less than half of that in the along the channel model. However, by 
accounting for the effect of liquid water, a self developed two-phase flow module is 
introduced, which makes the computational process more difficult. The used equations 
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accounting for the different phenomena are fully coupled and are solved following the 
schematic shown in Figure 5-2. 
 
Figure 5-2 Schematic of the computational process 
5.3 Results and discussion 
5.3.1 Model validation 
    Figure 5-3 compares experimental data with the results simulated by the single-phase 
flow model and two-phase flow mode, respectively.  In the single-phase flow model, all 
species are assumed to exist in the gaseous phase. However, in the two-phase flow 
model, the liquid water generation and transport are taken into account. The 
experimental data used in this chapter at 60 C is the same as those in Chapter 4, which 
is obtained using a single PEM fuel cell with an active area of 11 cm2. The catalyst 
layers are prepared with the platinum loadings of 0.1 and 0.4 mg cm-2 for anode and 
cathode, respectively. Both the mass ratios of platinum and ionomer are 20% in the 
catalyst layers of the anode and cathode. The operating condition is temperature at 60 
C, pressure of 1.0 atm, gas humidity of 100%. Based on the same condition, the other 
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group of experimental data is obtained at 80 C. The detailed parameters of the cell and 
operating conditions are listed in Table 5-5. 
Table 5-5 Parameters for model validation and base case condition 
Symbol Description (unit) Validation Base case 
GDLl  GDL thickness (m) 3.010
-4
 3.810-4  
CLl  CL thickness (m) 1.510
-5
 1.510-5  
Ml  Membrane thickness (m) 5.510
-5
 8.010-5  
GDL  GDL porosity 40% 40% 
Ptm  Platinum loading (mg cm
-2
) 0.40 0.40 
f  Platinum mass ratio 20% 40% 
dry
ML  Volume fraction of dry membrane  13.3% 30% 
T  Operating temperature (C) 60, 80 70 
p  Operating pressure (atm) 1.0 1.0 
c  Cathode transfer coefficient 
0.85 (60 C) 
0.95 (80 C) 
)300(103.2495.0 3   T  
aggr  Agglomerate rad ius (m) 1.0 0.5 
RH Relative humid ity (%) 100% 100% 
 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0.2
0.4
0.6
0.8
1.0
1.2
 experimental data 60 C
 experimental data 80 C
 Two-phase flow model prediction
 Single-phase flow model prediction
C
el
l 
v
o
lt
a
g
e 
E
ce
ll
 (
V
)
Current density i (A cm-2)
 
 
 
Figure 5-3 Validation of the modelling results to the experimental data at 60 C and 80 C 
(mPt,a = 0.1 mg cm
-2
, mPt,c = 0.4 mg cm
-2
, fa = 20%, fc = 20%, LS = 6%, lCL= 15 m, 
GDL= 40%, LM = 13.3%, T = 60C, p = 1.0 atm, RH = 100%) 
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    It is apparent from Figure 5-3 that, due to the weak mass transport impact at higher 
cell voltages (i.e. lower current densities), the two models give very close simulation 
results in agreement with the experimental data. With increasing current density there is 
the typical decrease in cell voltage. At higher current densities there is a rapid fall in cell 
voltage caused by mass transport restrictions. By accounting for the increase in mass 
transport resistance resulting from membrane and ionomer swelling and considering the 
void space loss due to liquid water occupation (flooding), the two-phase flow model 
gives reasonable predictions of the polarisation curve.   
    Normally, membrane swelling has a significant impact on the species transport as the 
gas diffusion layer bulges into the channel while ionomer swelling leads to an increase 
in the volume of ionomer and a decrease in the porosity of the cathode catalyst layer.  
Considering the membrane and ionomer swelling into the two-phase flow model gives 
an accurate simulation of the current densities. Similar results can be found in a semi-
empirical model developed by Choi and Bae [244]. 
5.3.2 Liquid water film thickness 
      In addition to the properties of the catalyst layer discussed in Section 4.3.3 of 
Chapter 4, the variation in liquid water film thicknesses with the liquid water saturation 
from zero to 1.0 and the platinum mass ratio from 0.3 to 0.8 are shown in Figure 5-4.  
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Figure 5-4 Liquid water film thicknesses with different plat inum mass ratios in base case condition 
                                                                                        Chapter 5. Two-phase flow isothermal model 
135 | P a g e  
 
    The simulation results show that the liquid water film thickness increases as the 
liquid water saturation and the platinum mass ratio increases. The change in liquid 
water film thickness can be explained by Eq. (5-13), in which the liquid water film 
thickness is directly proportional to the liquid water saturation and the porosity of the 
catalyst layer and is inversely proportional to the agglomerate density. As expected, the 
increase in the liquid water saturation increases the liquid water film thickness since 
larger water saturation results in larger portion of the produced water in the liquid phase. 
For example, the increase in the liquid water saturation from 0.2 to 0.8 increase s the 
liquid water film thickness from 60 nm to 200 nm when the platinum loading and 
platinum mass ratio are fixed at 0.4 mg cm-2 and 0.8, respectively. 
    As assumed in Section 5.2.1, the liquid water only exists as the liquid water film 
surrounding the agglomerate. When the agglomerate density decreases, the numbers of 
agglomerates decrease. Consequently, thicker liquid water films are formed surrounding 
each individual agglomerates. Due to the fact that oxygen diffusion is faster in liquid 
water than that in Nafion ionomer [85, 245], the liquid water has less effect on the 
overall oxygen diffusion resistance through the liquid water film in comparison with the 
ionomer film when both of them have the same thickness.  
5.3.3 Comparison of the membrane and ionomer swelling 
     Figure 5-5 shows the effect of membrane and ionomer swelling on the fuel cell 
performance. The polarisation curves are obtained in four conditions: considering the 
membrane swelling only, considering the ionomer swelling only, considering both the 
swellings and neglecting both the swellings. The membrane/ionomer swelling 
coefficient in Eq. (5-17) is set to zero in the case of neglecting the membrane and 
ionomer swelling in the model. 
    It is apparent that, at lower current densities, the four polarisation curves almost 
overlap each other due to the weak mass transport influence. At higher current densities, 
by ignoring the membrane and ionomer swellings, the two-phase flow model over 
estimates the current density at higher current densities where mass transport effect is 
significant. The relatively higher simulated current densities can be explained by two 
reasons: firstly, the unchanged porosity of the cathode catalyst layer when the ionomer 
swelling is not considered; secondly, the constant reactant gas transport resistance when 
the MEA bulge is not included. It is also clear in Figure 5-5 that the polarisation curve 
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obtained by considering the membrane swelling only is very close to that considering 
the ionomer swelling only. This indicates that the effects of ionomer swelling and 
membrane swelling are of equal importance.  
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Figure 5-5 Comparison of the effect of membrane and ionomer swelling on fuel cell performance  
5.3.4 Membrane and ionomer water content 
    Figure 5-6 shows the profiles of membrane and ionomer water content as a function 
of the local current density and position. The influence of electro-osmotic drag is 
apparent from these results. At lower current density, there is a slight change in water 
content due to the relatively low amount of drag water and to the fact that the vapour 
activities at the GDL-CL interfaces of both the anode (B-B’) and cathode (E-E’) are 
nearly identical according to Eq. (3-164). As the current density increases, the 
membrane/ionomer water content becomes more non-uniform since the anode 
dehydrates and the cathode water content increases. It is apparent in Figure 5-6 that the 
lowest water content with the value of 3.94 is observed at anode GDL-CL interface (B-
B’) while the water content at cathode GDL-CL interface (E-E’) reaches to saturation at 
the current density of 0.86 A cm-2, in agreement with the experimental data of Buchi 
and Scherer [246] and the simulation results of Kulikovsky [247]. In addition, as shown 
in Figure 5-6, the anode dehydration is more severe and the cathode ionomer water 
content is higher under the land than under the channel.  This is explained by the higher 
water migration flux driven by the force of electro-osmotic drag under the land. 
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Figure 5-6 Membrane and ionomer water contents at different current densities (a) 0.06 A cm
-2
; (b) 0.26 
A cm
-2
; (c) 0.53 A cm
-2
; (d) 0.79 A cm
-2
;  (e) 1.00 A cm
-2
 in base case condition 
5.3.5 Ionomer volume fraction in cathode catalyst layer 
    Figure 5-7 shows the profiles of the ionomer volume fraction within the cathode 
catalyst layer for the dry ionomer volume fraction of 0.3. The boundaries of X = 0 and X 
=1 refer to the interfaces of CL-membrane (D-D’) and CL-GDL (E-E’). The boundaries 
of Y = 0 and Y = 1 refer to the lower boundary of the flow channel (D’-E’) and the upper 
boundary of the current collector (D-E) as shown in Figure 5-1(b), respectively. At a 
cell voltage of 0.3 V, the corresponding current density is 1.0 A cm-2. Similar to the 
distribution of the ionomer water content, it is shown in Figure 5-7 that the highest 
ionomer volume fraction (swelling) is observed at the cathode CL-GDL interface (E-E’) 
under the land. The observed higher ionomer volume fraction near the cathode CL-GDL 
interface in comparison to that of the CL-membrane interface indicates that ionomer 
water absorption (water uptake) is the main process in determining the ionomer water 
content rather than electro-osmotic drag (EOD). This is because the EOD effect is 
pronounced closer to the membrane at the studied current density. However, the higher 
ionomer swelling gradient from membrane-CL to CL-GDL under the channel in 
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comparison to that under the land signifies the importance of the EOD on ionomer 
swelling.   
 
Figure 5-7 Ionomer volume fraction within  cathode catalyst layer with dry  ionomer volume fraction of 30%  
in base case condition at the cell voltage of 0.3 V 
5.3.6 Liquid water saturation in cathode porous electrode 
    Figure 5-8 shows the profiles of the liquid water saturation within the cathode porous 
electrode with two dry ionomer volume fractions. The liquid water, generated via water 
vapour condensation and ionomer desorption, is prone to occur under the land and close 
to the cathode CL-membrane interface. The distribution of liquid water in the cathode 
catalyst layer is consistent with the numerical prediction and neutron radiography data  
of Wang and Chen [248]. The dry ionomer volume fraction has a small effect on the 
distribution of liquid water. However, the liquid water saturation increases as the dry 
ionomer volume fraction decreases. This is explained by the fact that the ionomer in 
cathode catalyst layer is the carrier of dissolved water. The decrease in the dry ionomer 
volume fraction reduces the amount of dissolved water, resulting in more liquid water 
surrounding the agglomerate. 
    Figure 5-9 shows the average liquid water saturation and the liquid water film 
thickness within the cathode porous electrode as a function of the local current density 
and relative humidity. As expected, both the average water saturation and the average 
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liquid water film thickness increase as the current density increases. As expected, when 
the cathode gas inlet is fully humidified, liquid water saturation occurs at all current 
densities.  
 
Figure 5-8 Liquid water saturation with dry ionomer volume fract ion of 0.2 (a) and 0.4 (b) in base case 
condition at the cell voltage of 0.3 V 
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Figure 5-9 Average liqu id water saturations  and liquid water film thicknesses at different current densities 
and relative humid ity in base case condition 
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    On the contrary, liquid water saturation as shown in Figure 5-9 is only observed at 
higher current density when the relative humidity of the cathode gas inlet is lower than 
100%. In the later case, both the liquid water saturation and the liquid water film 
thickness are smaller than that of the former case. 
5.3.7 Optimal ionomer water content 
    According to the agglomerate assumption of the catalyst layer, oxygen needs to 
diffuse through the ionomer and liquid water film before reaching the platinum particle 
surface (see Figure 5-10).  
 
Figure 5-10 Sketch of oxygen diffusion through the ionomer and liquid water film  
As shown in Figure 3-7 in Chapter 3, the diffusion coefficient of oxygen through the 
liquid water is more than ten times bigger than that through the ionomer (above 70 C),  
the ionomer film therefore has a more significant effect on the oxygen transport. If no 
liquid water is generated, the oxygen diffusion flux can be described by the 
dimensionless Fick’s law shown as follow.  
222
0
OOMO CcN  

                                            (5-18) 
where the parameter  , is the quotient of oxygen diffusion coefficient and the ionomer 
film thickness, which represents to the oxygen diffusion rate through the ionomer film.  
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The boundary condition for Eq. (5-18) is: 
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As shown in Eq. (3-130) and Eq. (3-60), the increase in ionomer water content results in 
increases in both the oxygen diffusion coefficient and ionomer film thickness.  In the 
following section, the effect of the ionomer water content on parameter   is 
investigated to obtain the optimal ionomer water content.  
    The effect of ionomer water content on parameter ν with different platinum loading, 
platinum mass ratio and dry ionomer volume fraction is shown in Figure 5-11, in which 
Figure 5-11(a) shows the effect of ionomer water content on parameter   with two 
platinum loadings of 0.2 and 0.4 mg cm-2 at fixed platinum mass ratio of 0.6 and dry 
ionomer volume fraction of 0.3; Figure 5-11(b) shows the effect of ionomer water 
content on parameter   with two platinum mass ratios of 0.3 and 0.7 at fixed platinum 
loading of 0.4 mg cm-2 and dry ionomer volume fraction of 0.3; and Figure 5-11(c) 
shows the effect of ionomer water content on parameter   with two dry ionomer 
volume fractions of 0.3 and 0.4 at fixed platinum loading of 0.4 mg cm-2 and platinum 
mass ratio of 0.4, respectively.  
    For the three conditions above, the thickness of the cathode catalyst layer is fixed at 
15 m. The results in Figure 5-11 show that the optimal water content is higher for 
smaller platinum loading, larger platinum mass ratio and larger dry ionomer volume 
fraction. This can be explained by the ionomer film thickness at different platinum 
loadings, platinum mass ratios and dry ionomer volume fractions. As discussed in 
Chapter 4, the ionomer film is thicker when smaller platinum loading and larger 
platinum mass ratio and dry ionomer volume fraction are adopted. The increase in 
thickness of the thicker ionomer film is smaller than that of the thinner film. For 
example, the dry ionomer films are 2.3110-7 m and 1.40 10-7 m for the platinum 
loadings of 0.2 and 0.4 mg cm-2, respectively. At the water content of 14, the ionomer 
film thicknesses increase 74.2% and 89.5%, respectively. In short, the optimal water 
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content is lower than the fully saturated level of the ionomer.  The optimal water content 
is strongly dependent on the properties of the cathode catalyst layer.  
 
Figure 5-11 Effect of ionomer water content on parameter ν with d ifferent plat inum loading (a), platinum 
mass ratio (b) and dry ionomer volume fract ion (c)  
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5.3.8 Orthogonal array testing 
The orthogonal array testing is a systematic and statistical way of testing that enables 
the design of a reasonably small set of test cases that provide maximum test coverage. It 
is used when the number of design possibilities to the system is relatively small, but too 
large to allow for exhaustive testing of every possibility to the systems. It is particularly 
effective in testing the combinations and integrations by considering the interactions 
between the possibilities. The orthogonal array in this study is applied in fuel cell 
performance testing, which consists of four design parameters with three levels of each. 
Platinum loading, platinum mass ratio, dry ionomer volume fraction and catalyst layer 
thickness are the four parameters and nice testing is carried out. The orthogonal array 
and testing results are shown in Table 5-6 and Table 5-7, respectively. 
Table 5-6 Orthogonal array L9(3
4
) 
Test case Ptm  (mg cm
-2
) f  dry
ML  CLl  (m) 
1 0.2 0.4 0.2 10 
2 0.2 0.6 0.3 15 
3 0.2 0.8 0.4 20 
4 0.4 0.4 0.3 20 
5 0.4 0.6 0.4 10 
6 0.4 0.8 0.2 15 
7 0.6 0.4 0.4 15 
8 0.6 0.6 0.2 20 
9 0.6 0.8 0.3 10 
Table 5-7 Orthogonal array testing result 
Cases 
 
aagg 
10-7  
(m
-1
) 
 
M 
107   
(m) 
 
s 
 
eff        
(S m
-1
) 
 
ν 103                 
(m s
-1
) 
 
0.9V 0.5V 0.3V 
i 
104                 
(A cm
-2
) 
 
w 
1013 
(m) 
 
i 
10                 
(A cm
-2
) 
 
w 
1011 
(m) 
 
i 
10                 
(A cm
-2
) 
 
w 
1010 
(m) 
 
1 4.519 1.559 0.373 4.342 7.681 4.712 171.1 4.509 614.0 8.928 117.1 
2 4.351 3.99 0.393 5.77 2.982 5.708 286.5 4.565 762.6 8.551 137.9 
3 4.713 8.776 0.344 7.063 1.351 8.322 358.6 4.547 815.9 7.439 129.6 
4 5.481 1.988 0.262 5.579 5.926 9.618 153.5 5.226 385.9 9.492 68.4 
5 5.715 2.998 0.207 6.84 3.987 5.972 83.3 4.458 296.2 8.473 54.5 
6 3.507 3.178 0.493 4.581 3.739 4.602 385.0 4.368 1029.8 8.521 193.9 
7 7.643 1.882 0.011 6.864 6.325 9.828 4.8 2.052 4.9 4.844 1.2 
8 4.104 1.694 0.401 4.372 6.921 7.211 257.2 4.979 673.5 9.392 123.7 
9 7.562 1.348 0.019 5.661 8.87 7.89 9.1 2.561 12.5 6.147 2.9 
                                                                                        Chapter 5. Two-phase flow isothermal model 
144 | P a g e  
 
    In Table 5-7, the specific area, ionomer film thickness, porosity of the secondary 
pores, proton conductivity, parameter , and the obtained current densities and liquid 
water film thickness at different cell voltages are investigated. It is clear that the highest 
current density at the cell voltages of 0.9 V, 0.5 V and 0.3 V are observed in case 7, case 
4 and case 4, respectively. The proton conductivity and the specific area of case 7 are 
the biggest and the second biggest among the nice cases. This indicates that the oxygen 
reduction kinetic and the proton conductivity are the most important two factors in 
determining the fuel cell performance at high cell voltages.  Both the highest current 
densities at the cell voltage of 0.5 and 0.3 V are observed in case 4. However, no 
studied parameters in case 4 are the highest or lowest. The values of all the parameters 
are in between of the highest and lowest.  Case 8 also leads to very high current densities 
at 0.5 and 0.3 V, which are quite close to the current densities obtained from case 4. All 
parameters in case 8, except the specific area, are more optimal compared to that in case 
4. This indicates that the oxygen reduction kinetics is also very important at low cell 
voltages. Similarly, all parameters in case 9, except the porosity, are more optimal than 
that in case 4. However, the obtained current densities are much lower, especially at 
lower cell voltages. This indicates the importance of the porosity. Therefore, the gas 
transport is another factor in determining the cell performance at low cell voltages. In 
medium cell voltages, the fuel cell performance is under a mixed control where the 
effects of proton conductivity, kinetics and gas transport are of equal importance.  
5.3.9 Optimal platinum loading 
    The polarisation curves and the effectiveness factors of the catalyst layer with various 
platinum loadings from 0.1 to 0.6 mg cm-2 are shown in Figure 5-12 and Figure 5-13, 
respectively. The platinum mass fraction, dry ionomer volume fraction and catalyst 
layer thickness are set to 0.6, 0.3 and 15 m, respectively. It is clear in Figure 5-12 that 
the increase in platinum loading from 0.1 to 0.4 mg cm-2 improves the cell performance. 
This improvement can be explained by the increase in the specific area and the decrease 
in the ionomer film thickness. However, the current density increases very slightly 
when the platinum loading increases from 0.4 to 0.6 mg cm-2 due to the decrease in 
catalyst layer porosity. Consequently, too much platinum loading rather than improves 
the cell performance can waste expensive platinum. 
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Figure 5-12 Effect of p latinum loading on fuel cell performance 
 
Figure 5-13 Effect of p latinum loading on effectiveness factor of cathode catalyst layer 
    The effectiveness factors of the catalyst layer with various platinum loadings are 
shown in Figure 5-13. The effectiveness is higher under the channel than that under the 
land due to the relative high oxygen concentration under the channel. It is clear, the 
platinum loading of 0.2 mg cm-2 leads to the highest effectiveness. The effectiveness 
factor with the platinum loading of 0.4 mg cm-2 almost overlaps that of 0.2 mg cm-2. 
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The effectiveness decreases as the platinum loading further increases. The effectiveness 
of platinum loading of 0.1 mg cm-2 is the lowest. Consequently, 0.2 - 0.4 mg cm-2 are 
the optimal platinum loading. 
5.3.10 Optimal platinum mass ratio 
    The polarisation curves and the effectiveness factors of the catalyst layer with varying 
the platinum mass ratio from 0.3 to 0.7 are shown in Figure 5-14 and Figure 5-15, 
respectively. The platinum loading, dry ionomer volume fraction and catalyst layer 
thickness are set to 0.4 mg cm-2, 0.3 and 15 m, respectively. It is apparent in Figure 5-
14 that at higher cell voltages, e.g. higher than 0.7 V, lower platinum mass ratio 
improves the fuel cell performance. However, at medium and lower cell voltages, the 
cell performance initially increases as the platinum mass ratio increases from 0.3 to 0.5 
and decreases as the platinum mass ratio further increases from 0.5 to 0.7.  
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Figure 5-14 Effect of p latinum mass ratio on fuel cell performance  
    As shown in Figure 4-4 and Figure 4-5, the increase in platinum mass ratio increases 
the porosity and ionomer film thickness. The initial increase in the cell performance 
resulting from the platinum mass ratio from 0.3 to 0.5 is possibly due to the increase in 
porosity. As analysed by the orthogonal array testing, catalyst layer porosity is vitally 
important to the fuel cell performance at higher current densities. However, as the 
platinum mass ratio further increases from 0.5 to 0.7, the increase in ionomer film 
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thickness plays a more important role in determining the fuel cell performance. In this 
condition, the fuel cell performance decreases due to the increased oxygen transport 
resistance through the thicker ionomer film. Consequently, the optimal platinum mass 
ratio is around 0.5 in this study. The effectiveness factors of the catalyst layer with 
various platinum mass ratios are shown in Figure 5-15. It is obvious that the increase in 
platinum mass ratio increases the effectiveness factor.  
 
Figure 5-15 Effect of p latinum mass ratio on effect iveness factor of cathode catalyst layer 
5.3.11 Optimal dry ionomer loading 
    The polarisation curves and the agglomerate effectiveness factors for various dry 
ionomer loadings are shown in the Figure 5-16 and Figure 5-17 as follow. Similarly, the 
platinum loading, platinum mass fraction, and catalyst layer thickness are  set to 
constants with the values of 0.4 mg cm-2, 0.4 and 15m, respectively. As shown in 
Figure 5-14, the increase in dry ionomer loading increases the current densities at higher 
cell voltages whereas it decreases the current densities at lower cell voltages. The 
improved fuel cell performance at higher cell voltages is because higher ionomer 
loading increases the proton conductivity and ionomer film thickness. Due to the fact 
that the electrochemical reaction rate is relative slow at higher cell voltages, the overall 
rate is therefore mainly control by the proton transport rate. As a result, the increase in 
ionomer loading is of benefit to the cell performance. However, at medium and low cell 
voltages, the impact of mass transport becomes significant. The increase in ionmomer 
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loading decreases the porosity and increases the mass transport resistance.  It is clear that 
the current densities at medium and low cell voltages drop rapidly as the ionomer 
loading increases to 1.65 mg cm-2. The optimal dry ionomer loading is between 0.2 to 
0.3 mg cm-2, which agrees well with the experimental results of Passalacqua et al. [249] 
and Kim et al. [250]. Figure 5-17 shows that the agglomerate effectiveness decreases as 
the ionomer loading increases. 
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Figure 5-16 Effect of dry ionomer loadings on fuel cell performance 
 
Figure 5-17 Effect of dry ionomer loading on effectiveness factor of cathode catalyst layer 
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5.3.12 Optimal relative humidity 
    The polarisation curves for different operating cathode relative humidity are shown in 
Figure 5-18. It is clear that the effect of the cathode relative humidity on the cell 
performance can be divided into three segments. With the initial increase in relative 
humidity, the cell performance decreases at lower current densities and improves at 
medium current densities and decreases again at higher current densities.  
 
Figure 5-18 Effect of cathode relat ive humidity on fuel cell performance  
    At lower current densities, the lower relative humidity benefits the cell performance 
because a lower relative humidity increases the oxygen fraction of cathode gas inlet and 
increases the catalyst layer porosity by reducing the ionomer swelling. Even though the 
oxygen diffusion coefficient through the ionomer is reduced by the lower relative 
humidity, the negative effect is less remarkable because the mass transport impact is not 
significant at lower current densities. At medium current densities, the electrode is 
under mixed control of both the kinetics and mass transport. In this situation, the 
increase in cathode relative humidity increases the oxygen diffusion rate through the 
ionomer film and results in an increase in oxygen reduction rate until liquid water is 
generated at higher current densities.  However, the thickness of the ionomer film 
increases significantly at higher cathode relative humidity. As shown in Table 5-8, the 
ionomer film thickness increases 26% at the current density of 1.0 A cm-2 with the 
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relative humidity of 60% and 80%, which increases the oxygen mass transport 
resistance.  
Table 5-8 Average ionomer film thicknesses at different current densities and relative humidity in  base 
case condition 
RHc Dry ionomer 
Swelled ionomer at various current densities 
0.2 A cm
-2
 0.6 A cm
-2
 1.0 A cm
-2
 1.4 A cm
-2
 
80% 
133.2 nm 
142.9 nm 156.9 nm 168.2 nm 168.2 nm 
60% 141.6 nm 144.4 nm 167.8 nm 167.8 nm 
40% 139.9 nm 141.8 nm 143.9 nm ------ nm 
    It is apparent in Figure 5-18 that when the cathode is fed with fully humidified air, 
the higher cathode relative humidity offsets the improved fuel cell performance at 
higher current densities due to the increase in oxygen diffusion resistance resulting from 
the increased thickness of the liquid water film (flooding). This observation is consistent 
with the experimental results of Yan et al. [238] and the simulation results of Nguyen 
and White [77]. For example, at cathode relative humidity of 80%, the average water 
saturation is 4.0% and the average thickness of the liquid water film is 2.0 nm at 0.88 A 
cm-2. Theoretically, the best fuel cell performance is achieved when the ionomer is 
properly saturated by water with minimum liquid water generation. In this study, the 
best performance is achieved at a cathode relative humidity between 40% and 60% at 
the current density of 1.2 A cm-2. 
5.4 Conclusions 
    A two dimensional, across the channel, steady state, isothermal, two-phase flow 
model based on an agglomerate catalyst layer structure is presented. The water phase 
transfer between vapour, dissolved and liquid water is addressed in this two-phase flow 
model leading to a greater accuracy in validating the experimental data compared to the 
single-phase flow model. The dissolved water transport through the membrane/ionomer 
is modelled by a combined mechanism in which electro-osmotic drag (EOD), back 
diffusion and hydraulic permeation are all included. The modelling results show that the  
non-uniform distribution of the membrane/ionomer water content is caused by the EOD 
and ionomer water absorption (water uptake). At higher relative humidity and lower 
current density, ionomer water absorption plays a more important role than EOD. 
However, at lower relative humidity and higher current density, EOD also plays an 
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important role in determining the profile of the membrane/ionomer water content. At 
higher current density, higher membrane/ionomer water contents are observed near the 
cathode CL-GDL and under the land.  
    Membrane and ionomer swelling occurs in contact with water, the volume of 
membrane and ionomer therefore strongly depends on the water content. The modelling 
results show that the ionomer volume fraction in the cathode catalyst layer 
approximately increases by 25% when completely saturated. The membrane swelling 
increases the portion of GDL bulged into flow channel, while the ionomer swelling 
decreases the catalyst layer porosity and increases the ionomer film thickness. Both the 
membrane and ionomer swelling lead to an increase in oxygen transport resistance.  
    The optimal dry ionomer loading (initial ionomer content) is from 0.2 to 0.3 mg cm-2 
and the optimal cathode relative humidity is around 60% for the best performance of the 
fuel cell. This model could give a theoretical prediction of how changing the operating 
conditions and the catalyst layer composition can be used to enhance the fuel cell 
performance and reduce cost.  
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Chapter 6.   Two-phase flow Non-isothermal model 
    This chapter describes a two dimensional, across the channel, steady state, two-phase 
flow, and non- isothermal model based on a spherical agglomerate catalyst structure 
combined with a comprehensive water phase transfer and transport, namely (1) water 
vapour condensation and liquid water evaporation, (2) membrane and ionomer water 
absorption or water uptake,  (3) membrane and ionomer desorption, (4) water transport 
through membrane via electro-osmotic drag, back diffusion and hydraulic permeation. 
The distribution of water content of membrane and ionomer, temperature and liquid 
water saturation in the fuel cell and their effects on the performance of the cell under 
various operating temperatures are investigated. Ionomer swelling is associated with the 
non-uniform distribution of water in the ionomer. Two approaches, namely (1) applying 
different operating temperatures on anode and cathode and (2) enlarging the width ratio 
of the channel/current collector rib, are adopted to improve the fuel cell performance.  
6.1 Introduction 
    As heat is released during the operation of the fuel cells, thermal management is 
important due to the effect of temperature on various transport, kinetic and phase-
transfer parameters [16, 20]. Therefore, numerous mathematical models were developed 
with the aim of fully understanding the species, momentum and thermal transport by 
coupling water and thermal transport [77-79, 184-188, 190, 251, 253, 254, 297].  
    The earliest water and thermal interrelated models were developed by Nguyen and 
White [77] and Fuller and Newman [78], in which the heat transfer between water 
evaporation and condensation were coupled with the species transport. Yi and Nguyen 
[79] improved the previous model [77] by including the convective water transport 
across the membrane and the temperature distribution in the solid phase, and stated that 
the counter- flow mode is most effective for heat removal. Djilali and Lu [251] 
investigated the influence of heat transfer on gas and water transport in fuel cells and 
concluded that the non-uniform distribution of temperature and pressure have a large 
impact on the liquid water and vapour fluxes in the porous medias. Ju et al. [98] 
analysed the energy balance in anode catalyst layer, membrane and cathode catalyst 
layer with the aid of a developed single-phase, non- isothermal model, and confirmed the 
necessity for non- isothermal modelling of the PEMFCs.  
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    As a new mechanism of heat and water transport, the so-called “heat-pipe effect” in 
which water evaporates at the hotter catalyst layer, diffuses through the gas diffusion 
layer, and condenses on the colder plates was first presented by Wang and Wang [252]. 
The “heat-pipe effect” was emphasised in the one dimensional model developed by 
Weber and Newman [253], in which the maximum temperature was observed within the 
cathode catalyst layer and the heat released by the oxygen reduction reaction occupies 
approximate 80% of the total heat generated. However, due to the simplified treatment 
of the catalyst layer as an ultra-thin interface between the gas diffusion layer and 
membrane, these models [77-79, 251-253, 297] show limitation in modelling the 
catalyst layer. Thus, numerous models adopted a spherical agglomerate structure as the 
catalyst layer and concluded that the agglomerate model was superior in representing 
the real porous catalyst layer than the ultra-thin layer model and pseudo-homogeneous 
film model [115, 183, 215].  
    Water exists as three different phases: dissolved water in membrane/ionomer, water 
vapour and liquid water in porous electrodes. In recent years, researchers began to focus 
on the thermal transport during the water phase  transfer between vapour, dissolved 
water and liquid water [184, 186, 188, 190, 254]. As stated by Yang et al. [186], the 
absorption or release of heat associated with the water phase transfer, corresponds to 
approximate 20% of the total heat generated within the whole cell and therefore cannot 
be neglected. Typically, the membrane/ionomer swells when water uptake occurs, 
which results in an increase in the ionic conductivity of the membrane/ionomer and a 
decrease in porosity of the electrode [188]. Consequently, water management is another 
crucial issue in balancing the operation of the fuel cell to achieve optimum performance.  
6.2 Model description 
6.2.1 Computational domain and assumption 
The computational domain is that for the isothermal two-phase flow model 
represented in Chapter 5. In addition to the assumptions given in Chapter 5, the 
thickness of the membrane is assumed as a constant in order to simplify the model. It is 
also assumed that the ionomer film thickness changes with its water content. 
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6.2.2 Governing equations 
    The governing equations for the non-isothermal and two-phase flow model in this 
chapter are summarised in Table 6-1 as follow:  
Table 6-1 Govern ing equations used in the two-phase flow and non-isothermal model 
  Gas diffusion layers (Domain 2) 
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  Catalyst layers (Domain 3) 
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  Membrane (Domain 4) 
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In this non- isothermal model, heat generation originating from reaction, Joule heating 
(ohmic heating) and water phase transfers are all considered in the source term, TS . It is 
worth noting that the hydrogen oxidation reaction in the anode is endothermic whereas 
the oxygen reduction reaction in the cathode is exothermic. In the equations of 
conservation of energy shown in Table 6-1, the subscript i refers to gas mixture, liquid 
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water and solid phase of the electrode. In addition to the source terms which have been 
given in Chapter 5, the conservation of heat and heat source terms are listed in Table 6-
2 and Table 6-3, respectively.  
Table 6-2 Conservation of heat in different computational domains 
Anode GDL Anode CL Membrane Cathode CL Cathode GDL 
sa
TS  
vd
TS +
ra
TS +
sa
TS +
M
TS  
M
TS  
dl
TS +
vl
TS +
vd
TS +
rc
TS +
sc
TS +
M
TS  
vl
TS +
sc
TS  
Note: The unit for each source term is (W m-3) 
Table 6-3 Source terms of heat 
Source terms  Unit Domain 
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6.2.3 Thermal parameters 
    The effective thermal conductivity and specific heat capacity depend on the volume 
fractions of the species within a chosen domain. Without a doubt, the cathode catalyst 
layer is the most complicated domain in which gas mixture, liquid water, ionomer, Pt/C 
catalyst, penetrated GDL are all involved. The detailed expressions for the effective 
thermal conductivity, specific heat capacity of GDL, CL and membrane/ionomer are 
listed in Table 6-4. The thermal parameters and temperature dependent heat capacity 
and thermal conductivity used in this model are given in Table 6-5 and Table 6-6. 
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Table 6-4 Effective specific heat capacity and thermal conductivity of GDL, CL and membrane  
 Gas diffusion layer  Catalyst layer  Membrane 
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Table 6-5 Thermal parameters  
Parameters Value Reference 
Platinum specific heat capacity, 
Ptpc , (J kg
-1 K-1) 1.3102  [188] 
Carbon specific heat capacity, 
Cpc , (J kg
-1 K-1) 894.4 [188] 
Membrane specific heat capacity, 
Mpc , (J kg
-1 K-1) 1090.0 [188] 
Liquid water specific heat capacity, 
l
wpc , (J kg
-1 K-1) 4187.0 [188] 
Membrane thermal conductivity, 
Mk (W m
-1 K-1) 0.25 [204] 
Entropy of hydrogen oxidation,
aS  (J mol
-1 K-1) 161.2 [200] 
Entropy of oxygen reduction,
cS  (J mol
-1 K-1) -324.0 [200] 
Latent heat of membrane adsorption, vd
wh (J kg
-1) 3.462106  [185] 
Latent heat of membrane desorption, dl
wh  (J kg
-1) 3.462106  [185] 
Latent heat of condensation/evaporation, vl
wh (J kg
-1) 2.308106      [185] 
Table 6-6 Temperature dependent heat capacity and thermal conductivity 
Parameters Expressions Reference 
Hydrogen heat capacity, g
Hpc 2,
 890.2810314.810914.1 426   TT  
fitted 
[212] 
Oxygen heat capacity, g
Opc 2,
 431.2510371.110281.4 226   TT  
fitted 
[212] 
Nitrogen heat capacity, g
Npc 2,
 848.2710924.210788.1 325   TT  
fitted 
[212] 
Water vapour heat capacity, g
wpc ,  326.3010621.910180.1
326   TT  
fitted 
[212] 
Platinum thermal conductivity, 
Ptk  80.7710282.210483.210037.5
22539   TTT  [216] 
Carbon thermal conductivity, 
Ck  979.210869.210048.1
326   TT  [216] 
Liquid water thermal conductivity, l
wk  9004.010388.810118.1
325   TT  
fitted 
[212] 
Hydrogen thermal conductivity, 
2H
k  24 10444.710777.3   T  
fitted 
[212] 
Oxygen thermal conductivity, 
2O
k  35 1083.810204.6   T  
fitted 
[212] 
Nitrogen thermal conductivity, 
2N
k  25 10088.110453.5   T  
fitted 
[212] 
Water vapour thermal conductivity, 
OHk 2
 24 10404.210188.1   T  
fitted 
[212] 
Note: the unit for heat capacity is (J mol K-1) and for thermal conductivity is (W m-1 K-1) 
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6.2.4 Boundary conditions 
    In addition to the boundary conditions shown in Chapter 5, the temperatures at the 
inlets of anode and cathode are defined as 0
aT  an 
0
cT  (K), respectively. Note that the 
temperatures of the anode and cathode gas inlets are the same as the operating 
temperatures of the current collectors of anode and cathode, respectively. At a given 
temperature, the mole fraction of reactants at anode and cathode can be calculated by 
the following equations: 
a
a
sat
w
aOH
p
RHp
x 0 ,2 ,  inaOHaH xx ,,
0
, 22
1                               (6-12) 
c
c
sat
w
cOH
p
RHp
x 0 ,2 , )1(21.0 ,,
0
, 22 incOHcO
xx  , )1(21.0 ,,
0
, 22 incOHcN
xx      (6-13) 
6.2.5 Numerical solution 
    The numerical solution in this study is based on the same principle described in 
Chapter 5. By accounting for the temperature distribution, the fully coupled equations 
are solved according to the computational process shown schematically in Figure 6-1 as 
follow: 
 
Figure 6-1 Schematic of the computational process 
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6.3 Results and discussion 
6.3.1 Temperature distribution 
    Though not shown here, the temperature profiles are very similar at three different 
operating temperatures (60, 70 and 80 C) at a fixed current density, i.e. at 0.7 A cm-2, 
the highest temperatures are observed in the cathode catalyst layer under the channel 
which are approximately 2.3 C higher than the temperatures at the inlet boundary, 
which is in agreement of the simulation results of Jung et al. [255]. This is because, at a 
fixed current density, the released heat is almost equivalent at various temperatures as 
the oxygen reduction reaction (ORR) at the cathode is the main heat source. However, 
as shown in Figure 6-2, the temperature profiles vary with cell voltages. When the cell 
voltage is fixed to 0.3 V, the current densities at 60, 70 and 80 C are 0.73, 0.87 and 
0.95 A cm-2, respectively. With increasing operating temperature, the temperature 
distribution within the cathode catalyst layer becomes more non-uniform. As shown in 
Figure 6-2, the heat accumulation occurs within the cathode catalyst layer on the region 
under the channel. The temperature gradients are observed in two directions: one from 
CL to GDL, and the other from the region under the channel to that under the land. In 
the two directions, the temperature gradients increase as the operating temperature 
increases. This is because the ORR in the cathode catalyst layer is exothermic, and the 
heat released by ORR is the main heat source compared to others. As shown in Table 6-
7, the heat released by ORR occupies at least 67% of the total heat at 0.7 A cm-2. 
According to Eq. (3-31), the reaction rate is accelerated by increasing the temperature. It 
is worth noting that, more heat is generated in the region under the channel where ORR 
first occurs. Among the heat sources, the total Joule heat ( T
M
T
s SS  ) only corresponds to 
approximately 2% of the total heat due to the high conductivities of the electrode and 
membrane, therefore it can be neglected.  The water phase transfer heat ( Tvl
T
dl
T
vd SSS  ) 
account for approximate 5% of the total heat in which the membrane and ionomer 
desorption is the main heat source during the phase transfer process. 
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Figure 6-2 Temperature profiles at the cell voltage of 0.3 V and at  (a) 60 C (0.73 A cm-2), (b) 70 C 
(0.87 A cm
-2
) and (c) 80 C (0.95 A cm-2) 
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6.3.2 Effect of temperature on liquid water saturation 
    The liquid water saturation profiles at 0.7 A cm-2 at different temperatures are shown 
in Figure 6-3. From the liquid water saturation contours, it can be seen that flooding is 
more severe and the two-phase flow region is enlarged as the temperature decreases 
when inlet gases are humidified at a fixed relative humidity, which is consistent with the 
neutron radiographs tested by Owejan et al. [256]. This can be explained by the 
decrease in the water saturation pressure, which strongly depends on temperature. And 
this can be also explained with the aid of Table 6-7 in which the total sources for liquid 
water ( w
dlS +
w
vlS ) increase as the temperature decreases.  
 
Figure 6-3 Liquid water saturation profiles at 0.7 A cm
-2
 with fu lly humid ified inlet  gases at (a) 60 C 
(0.32 V), (b) 70 C (0.39V) and (c) 80 C (0.42V) 
    In addition, it is evident from Figure 6-3 that the local saturation is higher in the 
region close to the CL-membrane interface and under the land, which is consistent with 
the numerical prediction and neutron radiography data and simulation results of Wang 
and Chen [248]. As discussed in Chapter 5 and shown in Table 6-7, the liquid water is 
generated via water vapour condensation and membrane/ionomer desorption, and the 
membrane/ionomer desorption plays a more important role compared to the water 
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vapour condensation. The dissolved water under the land firstly reaches to saturation 
level due to the stronger effect of electro-osmotic drag (EOD) under the land. 
Consequently, more liquid water is generated under the land than under the channel. In 
fact, the source term of the liquid water strongly depends on the water production 
mechanisms: the water generated by ORR exists as vapour, dissolved water or liquid 
water [185]. In this study, the dissolved water production mechanism is used.  
Table 6-7 Dissolved water transport flux, water phase-change and thermal source terms at 0.7 A cm-2  
 60 C (0.32 V) 70 C (0.39 V) 80 C (0.42 V) 
Dissolved water transport flux 
EODF  (mol m
-2 s-1) 2103.4        (50.58%) 
2101.5          (56.65%) 2102.6          (65.92%) 
BDF  (mol m
-2 s-1) 2102.4         (49.40%) 2109.3           (43.32%) 2102.3          (34.02%) 
HPF  (mol m
-2 s-1) 5101.2          (0.02%) 5100.3             (0.03%) 5109.4            (0.05%) 
Total flux 2105.8   2100.9   2104.9   
Water phase change sources  
w
vdS  (mol m
-3 s-1) 2102.2            (1.10%) 2103.2              (1.17%) 2104.2               (1.2%) 
w
dlS (mol m
-3 s-1) 2109.7            (3.94%) 2108.3              (1.93%) 2109.1             (1.23%) 
w
vlS (mol m
-3 s-1) 54.2                 (0.27%) 52.9                    (0.27%) 50.97                 (0.98%) 
w
ORRS (mol m
-3 s-1) 4109.1          (94.70%) 4109.1            (96.63%) 4109.1             (97.53%) 
Total phase-change sources  41001.2   41097.1   41095.1   
Thermal sources  
T
vdS (W m
-3) 7103.1           (1.67%) 7104.1             (1.95%) 7105.1             (2.15%) 
T
dlS (W m
-3) 7109.4            (6.30%) 7104.2             (3.34%) 7102.1            (1.72%) 
T
vlS (W m
-3) 6103.2            (0.33%) 6102.2             (0.31%) 6101.2            (0.30%) 
T
HORS (W m
-3) 8108.1       (23.15%) 8105.1        (20.85%) 8104.1        (20.10%) 
T
ORRS (W m
-3) 8102.5          (66.89%) 8102.5           (72.27%) 8102.5          (74.66%) 
T
sS (W m
-3) 5107.7           (0.10%) 5108.7            (0.11%) 5109.7           (0.11%) 
T
MS (W m
-3) 7102.1            (1.54%) 6105.8             (1.18%) 6106.6            (0.95%) 
Total thermal source 81077.7   81019.7   81096.6   
Note: the values in brackets are the percentage each item corresponded to the total 
6.3.3 Effect of temperature on membrane/ionomer water content 
    Figure 6-4(a) to Figure 6-4(c) show the profiles of membrane/ionomer water content 
at a fixed current density of 0.7 A cm-2 while varying the operating temperature from 60 
C to 80 C, while Figure 6-4(d) is added to compare the membrane/ionomer water 
content profiles at a fixed temperature of 80 C with the current densities of 0.2 A cm-2. 
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It is clear that due to the effect of electro-osmotic drag (EOD), the water content of the 
membrane and iomomer is lower at the anode and higher at the cathode. Thus, the 
membrane is prone to dry out at the anode and to be saturated at the cathode. As shown 
in Figure 6-4(a) to Figure 6-4(c), the influence of temperature on the water content is 
apparent. The relatively higher water content is observed at higher temperature. This 
can be explained by the increase in the water carrying capacity (WCC) of the reactant 
gases according to Eq. (6-12) and Eq. (6-13) as the temperature increases. Moreover, as 
shown in Table 6-7, the net water diffusion flux (FEOD - FBD - FHP) increases as the 
temperature increases at a fixed current density, which means more water migrates to 
cathode. However, the increase in temperature enhances the amount of water carried by 
the anode gases. Calculated by Eq. (6-12), when the inlet gases are fully humidified, the 
molar fractions of water are 0.196 at 60 C and 0.468 at 80 C. Although the increase in 
temperature reinforces the net water diffusion flux through the membrane, the increase 
in WCC of the anode gas compensates for the loss of water at the anode side of the 
membrane leading to a relatively higher membrane water content. In addition, as shown 
in Table 6-7, the water diffusion flux driven by the hydraulic permeation can be 
neglected as it is three orders of magnitude less than the water diffusion fluxes driven 
by the EOD and back diffusion. 
 
Figure 6-4 Membrane/ionomer water content profiles at (a) 60 C, 0.7 A cm-2 (0.32 V), (b) 70 C, 0.7 A 
cm
-2
 (0.39 V), (c) 80 C, 0.7 A cm-2 (0.42 V) and (d) 80 C, 0.2 A cm-2 (0.61 V) with fully humidified 
inlet gases 
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    The water contents at a fixed temperature with various current densities are shown in 
Figure 6-4(c) and Figure 6-4(d). At lower current density, a relative small change in 
water content is observed due to the lower amount of drag. When the current dens ity 
increases, the water content becomes more non-uniform since the anode dehydrates and 
the cathode water content increases. It is clear in Figure 6-4 that the minimum water 
content, with the value of 3.15, is observed at the anode side of the membrane (ionomer 
in the anode CL) while the water content reaches the equilibrium level at the cathode 
side of the membrane, which agrees with the experimental data of Buchi and Scherer 
[246]. Moreover, anode dehydration is more severe under the land than that under the 
channel, which can be explained by the higher water migration flux driven by the EOD.  
6.3.4 Effect of temperature on fuel cell performance 
    The predicted polarisation curves obtained using the isothermal and non- isothermal 
models for the operating temperature from 60 to 80 C are shown in Figure 6-5. At 60 
and 70 C, the cell performance is expected to improve as the operating temperature 
increases and the predicted current densities are higher obtained using the non-
isothermal model than that of the isothermal model. This can be explained by the 
increase in the cathode exchange current density (Eq. 3-109) and transfer coefficient 
(Eq. 3-107) and the decrease in liquid water saturation resulting from the temperature 
increase in the MEA, the cathode catalyst layer in particular. However, at 80 C, the 
current density predicted using the non- isothermal model is lower than that of the 
isothermal model, which is consistence to the simulation result of Abdollahzadeh et al. 
[257]. This can be explained by the decrease in the oxygen mole fraction as the 
temperature increases. Without considering the temperature increase in the MEA, the 
oxygen mole fraction is 11.2% at 80 C with fully humidified gas. Then it decreases to 
9.7% when approximate 3.4 C increase in temperature is taken into account. The 
insufficient oxygen limits the cell performance at higher current densities when the 
relative humidity is 100%. It can be concluded that lower cathode relative humidity is 
required when fuel cells are operated at higher temperatures, e.g. higher than 80 C. 
    It is also clear that the increase in temperature from 60 to 70 C leads to a greater 
improvement on the cell performance than that from 70 to 80 C. At a fixed cell voltage 
of 0.3V, as the temperature increases from 60 to 70 and 80 C, the ionic conductivity of 
the membrane increases from 4.88 to 6.08 and 8.14 S m-1, and the liquid water 
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saturation decreases from 0.057 to 0.054 and 0.047, respectively. Compared with the 
increase in temperature from 60 to 70 C, the temperature change from 70 to 80 C 
makes a greater contribution towards increasing membrane conductivity and reducing 
oxygen transport resistance. However, the oxygen fraction of the cathode inlet gases 
decreases from 16.9% at 60 C to 14.5% at 70 C, and to 11.2% at 80 C. The depletion 
of oxygen results in a limitation of the cathode performance since the cathode 
volumetric current density increases from 377.5 A cm-3 at 60C to 450.7 A cm-3 at 70C, 
and to 490.8 A cm-3 at 80 C. It is clear the increase in cathode volumetric current 
density is much smaller as the temperature changes from 70 to 80 C than that change 
from 60 to 70 C. Consequently, only increasing the operating temperature is prone to 
lead to the oxygen starvation on the cathode, which is a limitation to the improvement 
of the cell performance, unless the relative humidity of the cathode inlet gas is reduced 
simultaneously. 
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Figure 6-5 Polarisation curves at three operating temperatures with fully humid ified inlet gases 
6.4 Optimise the temperature distribution and improve the cell performance       
    Although numerous researchers studied the effect of temperature on fuel cell 
performance [79, 186, 188, 253], few of them applied different temperatures on the 
anode and cathode, respectively. The effects of channel geometry and the widths of 
channel and shoulder were studied by Ahmed and Sung [258, 259] and Wang et al. 
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[260]. Based on the analysis above, two parameters were varied to optimise the 
temperature distribution and improve the fuel cell performance in this section. This 
entailed increasing the operating temperature on the anode and the width ratio of the 
channel/rib, respectively.  
6.4.1 Increasing the operating temperature on the anode 
    Due to the fact that higher inlet temperature increases the water carrying capacity 
(WCC) of the inlet gases, three anode temperatures and two cathode temperatures are 
applied to the current model to investigate the temperature effect on the polarisation 
curves. Note that heat conduction through the bipolar plates is not allowed as the single 
cell is assumed to being perfectly insulated. Figure 6-6 shows the polarisation curves 
with varying temperature on anode and cathode from 70 C to 90 C. It is clear that the 
increase in anode temperature increases the cell performance at higher current densities 
whereas it decreases the cell performance at lower current densities. However, the 
increase in cathode temperature is of benefit to the cell performance at lower current 
densities and makes a very slight change on the cell performance at higher current 
densities. When the inlet gases are fully humidified, the water mole fraction of the inlet 
gases increases from 19.6% at 60C to 30.8% at 70 C, and to 46.8% at 80 C. 
According to Eq. (3-164), Eq. (3-165), Eq. (6-12) and Eq. (6-13), the 
membrane/ionomer water content is finally determined by the relative humidity of the 
reactant gas on the boundary of CL-GDL.  
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Figure 6-6 Po larisation curves at different anode and cathode temperatures with fully humid ified in let 
gases 
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    As shown in Figure 6-4, the minimum membrane/ionomer water content is observed 
on the anode side of the membrane (ionomer in the anode CL). By increasing the anode 
temperature from 70 C to 90 C, the minimum membrane/ionomer water content 
increases from 3.9 to 5.8 at the cell voltage of 0.3 V, which results in an increase in the 
average ionic conductivity of the membrane from 6.1 S m-1 to 7.3 S m-1. The increase in 
the ionic conductivity of the membrane is the main reason for the improvement of the 
cell performance at higher current densities. At lower current densities, the ionic 
conductivities of the membrane are almost the same for different temperatures on anode 
and cathode, i.e. at 0.8 V, when the cathode temperature is fixed at 70 C, the ionic 
conductivities of the membrane are 11.1 S m-1 at the anode temperature of 70 C and 
11.2 S m-1 at the anode temperature of 90 C, respectively. In this situation, the 
membrane conductivity is not the most important factor in determining the cell 
performance. The decrease in fuel cell performance at lower current densities can be 
explained by the decrease in hydrogen mole fraction resulting from the increase in the 
water carrying capacity (WCC) as the anode temperature increases. As shown in Figure 
6-6, only increasing the cathode temperature makes very limited improvement in the 
current density at lower cell voltage because the average oxygen mole fraction in 
cathode catalyst layer decreases from 6.6% to 4.3% as the cathode temperature 
increases from 70 C to 80 C. Even when the ORR rate is increased, the lack of oxygen 
remains a barrier to improving the performance of the cell. However, the increase in the 
cathode temperature improves the cell performance at higher cell voltage which can be 
explained by the increased ORR rate as the cathode temperature increases.  
    The temperature profiles at two different anode and cathode temperatures are shown 
in Figure 6-7. In the first condition, the anode and cathode temperatures are set to 70, 80 
C, respectively. In the second condition, the anode and cathode temperatures are set to 
80, 70 C, respectively. It is clear that the temperature profiles of the two conditions  are 
not the same even with the same temperature difference of 10 C. The heat 
accumulation is observed at cathode when the higher temperature (80 C) is applied at 
the cathode, which is due to the exothermic ORR occurring within the cathode catalyst 
layer. In this condition, heat transport from the cathode to anode results in an average 
membrane temperature increase of 9.2 C. For the other condition, when the lower 
temperature (70 C) is applied at the cathode, no heat accumulation occurs at the anode, 
which is because of the endothermic HOR within the anode catalyst layer as shown in 
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Table 6-5. It is believed that a certain amount of heat is absorbed by the HOR during the 
transport process from the anode to cathode, which leads to a decrease in temperature 
within the anode catalyst layer. Therefore, the average increase in temperature of the 
membrane is 4.9 C, which is much smaller than that of the first condition.  
     
Figure 6-7 Temperature profiles at two  conditions: (a) Ta = 70 C, Tc = 80 C, (b) Ta = 80 C, Tc  = 70 C 
with fu lly humidified in let gases 
6.4.2 Increasing the width ratio of the channel/rib 
    The polarisation curves corresponding with different width ratios of the channel/rib 
from 0.4 to 0.8 are shown in Figure 6-8. It is clear that the increase in the width ratio of 
the channel/rib improves the cell performance during the full range of cell vo ltages, 
which can be explained by the increase in the reaction area of the oxygen with the 
cathode catalyst layer and the increase in the amount of water at both the anode and 
cathode.  
  By increasing the width ratio of the channel/rib from 0.4 to 0.6 and 0.8, the average 
membrane/ionomer water content increases from 6.1 to 6.4 and 6.7 at 0.3 V, 
respectively. However, the cell performance is improved slightly when the width ratio 
of the channel/rib increases from 0.6 to 0.8, which is due to the limitation of the ORR 
rate. Under this condition, although the oxygen mole fraction within the cathode 
catalyst layer increases from 6.6% to 8.3% and 9.5%, the average cathode volumetric 
current density increases from 450.74 to 494.82 and 506.44 A cm-3 as the width ratio of 
the channel/rib increases from 0.4 to 0.6 and 0.8, respectively. It is clear that the 
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increase in the cathode volumetric current density varies slightly as the width ratio of 
the channel/rib increases from 0.6 to 0.8. Consequently, it is believed that the sluggish 
ORR at the cathode is the main obstacle to the improvement of the cell performance.  
The temperature profiles of two different width ratios of channel/rib at 0.3 V are shown 
in Figure 6-9. By comparing with Figure 6-2, it is clear that the temperature gradient 
from the region under the channel to that under the land is reduced by increasing the 
width ratio of channel/rib, which is beneficial to preventing hot spots within the cathode 
catalyst layer and membrane.  
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Figure 6-8 Polarisation curves with different width ratios of channel/rib and fu lly humidified inlet gases 
   
Figure 6-9 Temperature profiles with two d ifferent width ratios of channel/rib and fully humid ified in let 
gases 
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6.5 Conclusions 
    A two dimensional, across the channel, steady-state model for a proton exchange 
membrane fuel cell is developed in which the non-isothermal model for temperature 
distribution, the two-phase flow model for liquid water saturation and the agglomerate 
model for oxygen reduction reaction are fully coupled. The properties of the catalyst 
layer, such as porosity, volume fractions of platinum, carbon and ionomer, as well as 
the thicknesses of the ionomer and liquid water coatings are calculated. The water 
phase-transfer between vapour, dissolved water and liquid water and the associated heat 
generation and absorption are addressed in the non-isothermal, two-phase flow model 
which shows greater accuracy in validating the experimental data in comparison with 
the single-phase flow model. The dissolved water transport through the membrane is 
described by the combinational mechanism, in which the driving forces of electro-
osmotic drag, back diffusion and hydraulic permeation are all considered. Nafion 
ionomer swells in contact with water vapour, leading to an increase in the ionomer 
coating thickness and a decrease in catalyst layer porosity. Such effects resulting from 
ionomer swelling is included. In addition, the oxygen diffusivity and solubility through 
Nafion ionomer are related to both temperature and ionomer water content, which 
could give a more accurate description on oxygen transport properties inside the cathode 
catalyst layer. 
    The increase in operating temperature at a fixed current density improves the cell 
performance by increasing the membrane/ionomer water content and reducing the liquid 
water saturation. Applying higher temperatures on the cathode increases the ORR 
kinetics, thus improves the cell performance at lower current density. However, higher 
temperatures on the cathode also decrease the oxygen mole fraction when the cathode 
gases are fed at fully humidity, which probably leads to an oxygen starvation that then 
limits the cell performance, unless the relative humidity of the cathode inlet gas is 
reduced simultaneously. As a new thermal management strategy, applying higher 
temperatures on the anode increases the water carrying capacity (WCC) of the anode 
gas which improves the cell performance at higher current densities.  
    The amount of water and heat generated by the ORR inside the CCL occupy a 
majority of total amount of water and heat generation and consumption. For example, at 
a fixed current density of 0.7 A cm-2, ORR corresponds to at least 94% and 67% of total 
amount of water and heat, respectively. In accounting for the factors influencing water 
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transport through the membrane, the hydraulic permeation can be neglected as it is three 
orders of magnitude less than the EOD and back diffusion. The modelling results 
indicate that heat accumulates within the CCL in the region under the channel, resulting 
in an approximate 3.0 C increase in temperature at the cell voltage of 0.3 V. Applying 
higher temperatures on the anode and lower temperatures on the cathode is capable of 
optimising the temperature distribution within the MEA. Moreover, enlarging the width 
ratio of channel/rib improves the cell performance. However, the improvement is 
limited by the sluggish ORR.  
    The model developed can give a theoretical guidance on optimisation of channel 
width and operating temperature for the purpose of cell performance improvement.  
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Chapter 7.   Cathode catalyst layer optimisation 
    In this chapter, five design parameter of the cathode catalyst layer, namely platinum 
loading (mPt), platinum mass ratio (f), ionomer volume fraction (LM), catalyst layer 
thickness (lCL) and agglomerate radius (ragg) are optimised by a multiple surrogate 
model and their sensitivities are analysed by a Monte Carlo method based approach. 
Two optimisation strategies, maximising the current density at a fixed cell voltage and 
during a specific cell voltage range, are implemented for the optima prediction.   
7.1 Introduction 
    Although significant improvements on PEMFC performance have been achieved over 
the last ten years, the high cost associated with platinum catalyst is one of the major 
barriers hampering the commercial use of PEMFCs. Since platinum is dispersed within 
carbon black and combines with electrolyte to construct the catalyst layer, the 
performance depends on how effectively the platinum is dispersed, i.e. the effectiveness 
of the catalyst layer [215]. Accordingly, the function of different component within the 
catalyst layer requires the existence of triple phase boundaries (TPB) [176], where the 
content of ionomer (for proton transfer), void space (for gas transport) and platinum 
dispersed carbon (for catalysis and electron transfer) interacted [21, 177, 239, 261, 262]. 
As a result, optimisation of the composition and structure of the electrode is important.  
Traditionally, the optimum composition and structure of the catalyst layer is 
conducted through experiments [177, 239, 261, 262], which are expensive and time-
consuming. Computer simulations facilitate the exploration of alternative designs and 
reduce the resource and time for producing expensive prototypes. Numerical 
simulations also help the design and optimisation of a fuel cell, there has been many 
studies in this area [47, 115, 263-269]. For instance, Wu et al. [145] investigated the 
optimal operating conditions of hydrogen polymer electrolyte fuel cells based on the 
radial basis function (RBF) surrogate model. Tirnovan et al. [263, 264] applied a 
moving least squares (MLS) model for the PEMFC, and proved that the method was 
suitable for predicting and describing the fuel cell behaviour in all points of the 
approximation domain. Zervas et al. [265] utilised radial basis function (RBF) neural 
network architecture for optimizing the operation of fuel cells systems. Wahdame et al. 
[266] reviewed design of experiment (DoE) techniques for fuel cell characterisation and 
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development. Miao and Cheng et al. [267, 270] presented an approach to improve the 
performance of the power density of a PEMFC based on artificial neural network (ANN) 
metamodel.  
    The design optimisation of PEMFC is challenging due to several factors: (a) fuel cell 
simulation is still lengthy and complicated, (b) there are many design variables to be 
considered, (c) design variables are interdependent, (d) multiple design objectives are 
desired simultaneously and multiple design constraints need to be satisfied, (e) 
conventional sensitivity-based optimisation method is not suitable for the local 
sensitivity issues. In addition, most of the aforementioned research adopted maximising 
the current density at a specific voltage as the optimisation objective. However, 
PEMFCs do not usually work at a fixed voltage, the voltage condition always has a 
certain variation as the environments surrounding it and other factors, such as operating 
temperature [271], always change. For this reason, the present study concerns both 
optimisation of the PEMFC at specific voltages and within specific voltage ranges.  
    To solve these problems, a surrogate model technique is introduced in this chapter, 
which could formulate an explicit relationship between the objective/constraint 
functions and design variables in terms of a few computer simulations and thus it can 
calculate the local sensitivity quickly and efficiently. An optimisation algorithm is 
implemented to search for the global optimum designs and a global sensitivity analysis 
based on Monte Carlo (MC) method is carried out to examine the influence of design 
variables on the fuel cell performance.  
7.2 Mathematical model 
    The mathematical model developed in Chapter 4 is used to describe the mass balance 
and transport, reactant diffusion and reaction, water transport through the membrane, 
charge conservation and current distribution coupled in the PEMFCs. Water phase 
transfer, two-phase flow, and non- isothermal operation are not included in this model. 
In order to account for the liquid water generation at high current density, we assume 
that liquid water fills the primary pores inside the agglomerate only. The same 
assumption can be found from the work of Marr et al. [85]. 
    Another highlighted feature of this model is the effective diffusion coefficient. In 
order to account for gas diffusion in anisotropic porous electrodes, the effective 
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diffusion coefficient is corrected by the percolation theory presented by Nam and 
Kaviany [114] instead of the Bruggeman’s factor as follow: 
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where 
pc  is the percolation critical value of the porosity. 11.0pc  reported by 
Pharoah et al. [272]. As assumed previously, the primary pores can be completely filled 
by liquid water. Then oxygen diffuses through the secondary pores to the outer 
boundary of the ionomer film. The effective diffusion coefficient of oxygen diffusion in 
catalyst layer is: 
0
, 22
)( POs
eff
CLO DfD                                                   (7-2) 
The effective diffusion coefficient of oxygen within agglomerate is  
0
,
0
,, 222
)()( WOpaggMOMagg
eff
aggO DfDfD                               (7-3) 
0
2 MO
D  , 
0
2 WO
D  and 
0
2 PO
D   (m
2 s-1), which have been explained in Chapter 3, are the 
intrinsic diffusion coefficients of oxygen through ionomer film, liquid water and void 
space, respectively.  
    The boundary conditions and computational process are as same as that of the two 
dimensional, along the channel, single phase, isothermal model represented in Chapter 4.  
7.3 Model verification and validation 
7.3.1 Mesh independence 
    Theoretically, the calculating errors in the solution related to the grid must disappear 
for an increasingly fine mesh. In this study, the current density at a certain cell voltage 
(0.7V) is taken as the parameter to evaluate six grids (see Table 7-1) and determine the 
influence of the number of nodes on the solution. It is clear in Figure 7-1 that the 
current density reaches an asymptotic value while the calculating time increases as the 
number of nodes increases. Having considering both the calculation time and accuracy 
in this work, Grid D is selected as it is considered to be sufficiently reliable to ensure 
mesh independence with acceptable calculating time.  
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                      Table 7-1 Characters of mesh sizes  
Mesh characteristics Number of nodes 
Grid A 6894 
Grid B 31490 
Grid C 110290 
Grid D 262055 
Grid E 434290 
Grid F 648265 
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Figure 7-1 Influence of mesh characteristics on current density 
7.3.2 Model validation 
   The modelling results are validated by the experimental data in Figure 4-3 of Chapter 
4, in which the predicted polarisation curves agree well with the experimental data. 
Thus the numerical model is proven to be sufficiently accurate.  
7.4 Global sensitivity analysis and design optimisation 
    Global sensitivity analysis (GSA) and design optimisation are increasingly 
recognised as useful tools for the analysis and design of PEMFCs. The former is able to 
determine the influence of design variables on a PEMFC. The latter could help identify 
the optimum design under different conditions. However, a global sensitivity analysis 
and/or design optimisation of a fuel cell is still a challenging endeavour because the 
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relations between design variables and design objectives/constraints are often not 
explicitly known. A function of a certain design can generally be found from a large 
number of time-consuming numerical calculations. To do this, explicitly known 
approximations of objective/constraint functions in terms of a few sampling data 
obtained from computer simulations can be used, which is called a surrogate model 
(also called metamodel technique).  
    The optimisation in this chapter adopts a widespread used surrogate model- Kriging 
(KRG) model- to evaluate the approximation models of the objective functions. The 
approximation models are then used to visualise the input-output relationship, assess the 
effect of each design variable and predict the optimum design of the cathode catalyst 
layer.  
7.4.1 Kriging Surrogate models 
     Kriging model was originally developed for mining and geostatistical application 
involving spatially and temporally correlated data [273, 274]. Kriging model postulates 
a combination of a global model combined with departures: 
)~()~()~( xZxfxy                                            (7-4) 
where )~(xy is the unknown function of interest, )~(xf is a known polynomial, and )~(xZ  
is assumed as a Gaussian random process with mean zero and variance
2  as well as a 
non-zero covariance to create local deviations so that Kriging model interpolates the 
sampled data points. The covariance matrix of )~(xZ is formulated as  
)]~,~([)]~(),~([ 2 jiji xxRxZxZCov  RR                     (7-5) 
where R is the symmetric correlation matrix with ones along the diagonal, and 
)~,~( ji xxR is the correlation function between any two sampled data points 
ix~ and
jx~ . 
The correlation function could be exponential, Gaussian, cubic or other kinds of 
functions. In this work, the Gaussian correlation function is assumed: 
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where 
dvn is the number of design variables, k are the unknown correlation parameters 
used to fit the model, and j
k
i
k xx
~~  is the distance between the k-th components of 
sample points 
ix~ and jx~ . Once the correlation function has been selected, the estimate, 
yˆ , of the response )~(xy at untried values of x~  are given as: 
)ˆ(~ˆˆ  fy)Rx(r 1T  y                                        (7-7) 
where y is the column vector of length ns which contains the sample values of the 
response, and f is an column vector of length ns which is filled with ones when )
~(xf  is 
taken as constant. (x)rT  is the correlation vector between a untried x~ and the sampled 
data points: 
TT )x(r )]~,~(),......,~,~(),~,~([~ 21 s
n
xxRxxRxxR                              (7-8) 
and ˆ is estimated as 
yRffRf
1T1T  1)(ˆ               (7-9) 
The estimate of variance of the sample data from the global model is 
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where )~(xf  is assumed to be the constant ˆ . The maximum likelihood estimates (i.e., 
“best guesses”) for k  in Eq. (7-6) used to fit the model can be found by solving the 
following maximisation problem over the interval 0k : 

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where both 
2ˆ and R are the functions of k .  
7.4.2 Sobol’ Global sensitivity analysis 
    There are two kinds of sensitivities, one is called local sensitivity and the other is 
global sensitivity. Local sensitivity is equivalent to the partial derivative, which is 
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usually used to locally estimate the sensitivity of an objective to a specific design 
variable. On the contrary, global sensitivity characterises the overall behaviour of a 
specific design variable on a system or model. GSA can increase the understanding of 
the relationships between design variables and design objective and classify the 
individual variable influence, hence help researcher to pay more attention on the design 
variables with large influence, and remove design variables with less influence. Among 
many kinds of GSA methods, Sobol’ method [275, 276] is used to do it in this work. 
The Sobol’ method is a variance-based Monte Carlo method that allows the 
computation of both the sensitivity indices of individual parameters, 
iS , and the 
interactions between these parameters through the ratio of each sensitivity index to the 
corresponding total sensitivity index, tot
iS . Specifically, considering an integrable 
function, )~(xf , which can be written in the form: 
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where nii s  11 ,  ss iiii xxf
~,...,~
11...
 is a function of a unique subset of variables 
from x~ . The components  ii xf
~  are called the first order terms,  jiij xxf ~,~ are the second 
order terms and so on. The total number of summands in Eq. (7-12) is 2n.  Eq. (7-12) is 
also called the ANOVA representation of )~(xf  if 
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It follows from condition Eq. (7-13) that the members in Eq. (7-12) are orthogonal and 
can be expressed as integrals of )~(xf . Assume now that )~(xf  is square integrable, 
then all the 
sii
f ...1 in Eq. (7-13) are square integrable as well. Squaring Eq. (7-13) and 
integrating over the n-dimensional unit hypercube, the following equation can be 
obtained: 
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where 
sii
D 1
~
 is the partial variance in the model response brought about by simultaneous 
changes in factors i1 to is and D is the total variance of )
~(xf . Then the global 
sensitivity indices of each variable can be calculated in terms of following equation: 
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This method can be extended to evaluate the global sensitivity indices of an arbitrary set 
of m variables. Let y denote the set of m variables ( 11  nm ), and Z denote the set 
of n-m complementary variables, thus  zyx ,~  , let  mkkK ,,1  . The variance 
corresponding to the subset y can be defined as 
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The sum in Eq. (7-16) is extended over all groups ( sii ,,1  ) where all the sii ,,1   
belongs to K. Similarly, the variance Dz can be obtained. Then the total variance 
corresponding to the subset y is  
z
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y DDD
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        (7-17) 
Note that 
tot
yD
~
 is also a sum of 
sii
S 1 , but it is extended over all group ( sii ,,1  ) where at 
least one Kil  . Here ns 1 . Therefore the individual sensitivity indices (or main 
sensitivity indices) and the total sensitivity indices can be calculated as follows: 
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It is obvious that 
z
tot
y SS 1  and always 10 
tot
yy SS . Then a Monte Carlo method 
can be conducted to calculate the sensitivity indices.  
7.5 Optimisation formulation 
    The performance of a PEMFC is often characterised by its polarisation behaviour, i.e. 
voltage versus current density. For design optimisation of a specific PEMFC, the 
objective is usually set to maximise the current density at given cell voltages and other 
constraint conditions. That is, a fixed voltage is usually assumed beforehand, and 
current density at this voltage is maximised by using optimisation methods. However, a 
PEMFC does not always work at one fixed voltage but usually works within a varying 
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range of cell voltage based on different environment and work conditions. This 
variation of the cell voltage means that the optimal design obtained based on one fixed 
cell voltage is not necessarily the best design for other voltages. Consequently, the so-
called optimal design cannot produce the best performance when the voltage changes in 
the fluctuation range. To avoid this problem, a new objective function considering the 
average performance of a PEMFC within a given range of cell voltage is added. There  
are two optimisation strategies, strategy A and B, corresponding formulations in this 
work, which are presented as follows.  
Strategy A: the common formulation at fixed cell voltage: 
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where ii  is the current density at a fixed cell voltage iE , and integral i varies from 1 to 
9, corresponding to the cell voltage from 0.2V to 1.15V (OCP at base-case conditions), 
respectively. There are five design variables, Ptm (mg cm
-2) is the platinum loading, f  is 
the platinum mass ratio, ML  is the ionomer volume fraction in cathode catalyst layer, 
CLl (m) is the catalyst layer thickness, aggr (m) is the agglomerate radius, the bound of 
each variable is listed in Table 7-2. In addition, other two parameters CL and CPtL / are 
both constrained in the range of pc ~100% and 0 ~100%, respectively. 
Strategy B: the new one for a specific range of cell voltage: 
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where iji  is the average current density for the cell voltage from iE  to jE , integral i is 
smaller than integral j,  ijx
~ is the vector of the optimal design variables.  
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    In strategies A and B, the objectives are to find the optimal design 
ix
~  which is 
capable of maximising the current dentsities at a fixed cell voltage or during a specific 
cell voltage range subjected to the following constrains: (1) the catalyst layer porosity 
between the percolation critical value and 1; (2) the volume fraction of Pt/C between 0 
and 1; 3). the design variables between the lower boundary and upper boundary.  
Table 7-2 Lower and upper bound of design variables for the optimisation  
Design parameters  Description (Unit) Lower bound Upper bound 
Ptm  Platinum loading (mg cm
-2
)  0.1 1.0 
f  Platinum mass ratio to Pt/C 0.2 0.8 
ML  Electrolyte volume fraction  0.05 0.5 
CLl  Catalyst layer thickness (m) 5.0 30.0 
aggr  Agglomerate rad ius (m)  0.1 1.0 
 
7.6 Implementation of the optimisation process 
    The proposed simulation-based optimisation approach consists of the following 7 
steps as shown in Figure 7-2. 
1. Optimisation problem, including design variables, ranges of variables, design 
objectives and design constraints, are defined.  
2. A sampling strategy is determined and a series of sampling points are generated in 
the design domain, numerical simulations are carried out at these sampling points 
and corresponding response values are collected.  
3. Constructing the surrogate models (KRG) based on the sample data. Note that the 
KRG model cannot be explicitly obtained as the second term in the right hand of 
Eq. (7-4) varies significantly for different estimated design.  
4. Checking the accuracy of the surrogate models, if the accuracy satisfies the 
required criterion, then it goes to the next step, otherwise, more sampling data 
should be added in terms of sequential sampling strategies [277] and new 
surrogate models with more accuracy are constructed.   
5. Combining optimisation algorithm with the surrogate models to search the 
optimum design under specific working condition.  
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6. Validating the optimisation results, the validation result can generally be satisfied 
if the sampling data generated above is sufficient enough and the right surrogate 
model is employed. However, this step remains necessary to guarantee the 
optimum designs have the best performance. In case of error between the 
predicted optimal design and validation design, new infill sampling data like those 
in the fourth step should be added and a new loop will stop until the validation 
results satisfy the desired criterion.  
7. Carrying out GSAs in terms of the surrogate models to investigate the effects of 
design variables. 
 
Figure 7-2 Flowchart of the optimisation process 
7.7 Optimisation at a fixed cell voltage 
The optimisation problem in Strategy A (Eq. 7-20) is solved in this section for three 
different cell voltages: low (0.2 V), medium (0.5 V) and high (0.8 V) which 
corresponds to a high, medium and low current densities.  For each of these cases, the 
effect of structural parameters, including platinum loading, platinum mass ratio, catalyst 
layer thickness, ionomer volume fraction and agglomerate radius, on fuel cell 
performance is studied. In addition, as mentioned above, the optimal design obtained is 
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taken into the agglomerate model as a new design to validate the optimisation results. In 
this model, coordinates X and Y refer to diffusion and flow direction, respectively.  
7.7.1 Base design 
      The parameters of base design are presented in Table 7-3. For this initial design, the 
volume fractions of solid phase (
S ), ionomer ( ML ) and void space ( CL ) of the 
cathode catalyst layer are 63.5%, 20.0% and 16.5% respectively. In this situation, the 
current density at 0.8, 0.5 and 0.2 V are 0.05, 0.46 and 0.52 A cm-2, respectively. The 
optimal composition of catalyst layer is then obtained by solving the optimisation 
problems in Eq. (7-20) and Eq. (7-21). Then the polarisation curve, oxygen mole 
fraction, cathode overpotential and cathode volumetric current density for the base 
design in contrast to the optimal design are shown in figures from Figure 7-3 to Figure 
7-5.  
                Table 7-3 Physical parameters for base-case conditions 
Electrode parameters Value 
Platinum loading, Ptm (mg cm
-2
) 0.4 
Platinum mass ratio, f  0.2 
Ionomer volume fraction, ML  0.2 
Catalyst layer thickness, CLl  (m) 15.0 
Agglomerate rad ius, aggr  (m) 0.2 
Operating conditions Value 
Operating temperature, T  (K) 343 
Anode pressure, ap  (atm) 1.0 
Cathode pressure, cp  (atm) 1.0 
Relative humid ity, RH  (%) 100 
Anode stoichiometric flow ratio, a  1.2 
Cathode stoichiometric flow ratio, c  2.0 
    Five design variables, platinum loading, platinum mass ratio, ionomer volume 
fraction, catalyst layer thickness and agglomerate radius are abbreviated as 
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 aggCLMPt rlLfm ,,,, . At base design, the ionomer film thickness ( M ) and agglomerate 
specific area (
agga ) are 1.5510
-8 m and 4.22107 m-1, respectively. 
7.7.2 Optimisation at low cell voltage  
     Figure 7-3 shows the polarisation curve, cathode overpotential, cathode volumetric 
current density and oxygen mole fraction for the base design and the optimal design at 
0.2 V. The simulation results, based on the agglomerate model, agree very well with the 
optimisation results, with a maximum error of approximately 0.3% at lower current 
density. It is clear in Figure 7-3(a), at 0.2 V, the current density increases from 0.52 to 
1.95 A cm-2 for the optimal design  aggCLMPt rlLfm ,,,, =1.0, 80.0%, 7.0%, 5.0, 0.1. 
For these values, S , ML and CL are 40.1%, 7.0% and 52.9%, respectively. Moreover, 
the optimal design simultaneously decrease M  to 3.1610
-10 m and 
agga  
to 3.41107 m-
1. The increase in current density upon optimal design is due to the decrease in the 
ionomer film thickness and the increases in catalyst layer porosity. This is because the 
dramatic fall in current density at lower cell voltages is mainly due to the oxygen 
transport limitation through the ionomer film [85, 115] and within the void space of the 
porous electrode [21].  
    It is clear in Figure 7-3(b) that the absolute value of cathode average overpotential 
decreases from 0.89 to 0.55 V, resulting in an improvement in cell performance 
according to Eq. (4-21). The maximum absolute value of cathode overpotential is 
observed at the cathode outlet adjacent to  the membrane where the biggest oxygen 
transport resistance exists. The overpotential on the cathode is negative, which results in 
the second term of Eq. (3-13) much smaller then is reasonable to omit. According to Eq. 
(3-13), the increase in the absolute value of cathode overpotential enhances the oxygen 
reduction reaction (ORR), leading to a relative higher cathode volumetric current 
density since overpotential is the driving force for the reaction rate. However, according 
to Eq. (4-21), higher overpotential decreases the current density of the cell. 
Consequently, optimal overpotential is required for the best performance of the cell. As 
shown in Figure 7-3(c), for optimal design, the cathode volumetric current density 
increases everywhere, but is less uniform, in the cathode catalyst layer. The biggest 
increase occurs at the CL-membrane interface near the cathode inlet where both the 
oxygen concentration and proton conductivity are relatively higher. The average 
cathode volumetric current density increases from 282.80 to 3892.87 A cm-3. The 
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increase in current density can also be explained by the decrease in oxygen mole 
fraction as shown in Figure 7-3(d). The decrease in oxygen mole fraction and the 
increase in its gradient indicate a faster consumption of oxygen by applying the 
optimised parameters.  
However, the optimal design performance is poorer than the base design at lower 
current densities, although it exhibits enhanced performance at higher c urrent density 
which is because of the decrease in agglomerate specific area and then the decrease in 
ORR rate according to Eq. (3-31).   
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Figure 7-3 Polarisation curve (a), cathode overpotential (b), cathode volumetric current density (c) and 
oxygen mole fract ion (d) for base design and optimal design at the cell voltage of 0.2 V  
7.7.3 Optimisation at medium cell voltage 
    Figure 7-4 shows the polarisation curve, cathode overpotential, cathode volumetric 
current density and oxygen mole fraction for the base design and the optimal design at 
0.5 V. The simulation results based on the agglomerate model agree well with the 
optimisation result, an approximate 4.5% maximum error is observed at the cell voltage 
of 0.2 V. Apparently, as shown in Figure 7-4(a), the current density increases from 0.46 
to 1.02 A cm-2 for the optimal design  aggCLMPt rlLfm ,,,, =1.0, 31.5%, 11.5%, 30.0, 
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0.1. At this condition, 
S , ML and CL  are 44.8%, 11.5% and 43.7%, respectively. 
Simultaneously, the optimal design decreases 
M  to 2.8910
-9 m and 
agga  to 3.9210
7 
m-1. Note that, by optimising, these two parameters are both greater than that obtained at 
0.2 V. As stated previously, at a lower cell voltage (0.2 V), the overall rate control 
process of the ORR is the oxygen transport rate through the ionomer film.  When the 
cell voltage increases, the electrochemical kinetics play more important role in 
determining the overall rate. Consequently, both the increases in the volume fraction of 
solid and void space give a higher current density at medium cell voltages. By 
optimising, the volume fractions of solid and void space are approximate 45.0%, which 
results in the best performance of the cell.  
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Figure 7-4 Polarisation curve (a), cathode overpotential (b), cathode volumetric current density (c) and 
oxygen mole fract ion (d) for base design and optimal design at the cell voltage of 0.5 V  
The cathode overpotential for the base design and optimal design are shown in Figure 
7-4(b). After optimising, the absolute value of average cathode overpotential decreases 
from 0.59 to 0.41 V, which leads to an improved cell performance according to Eq. (4-
21). The cathode volumetric current density is shown in Figure 7-4(c). Although the 
average volumetric current density increases from 280.91 to 312.97 A cm-3 by 
optimisation, the volumetric current density near the CL-GDL decreases. The 
complicated distribution of volumetric current density can be explained by the 
combination of the ORR kinetics (the first term in Eq. (3-13)) and oxygen transport 
resistance (the second term in Eq. (3-13)). Near the CL-membrane, although the optimal 
                                                                                               Chapter 7. Cathode catalyst layer optimisation 
188 | P a g e  
 
design causes a decrease in the rate coefficient of ORR by reducing the overpotential 
according to Eq. (3-13), the volumetric current density increases due to the decrease in 
ionomer film thickness according to Eq. (3-31). However, the decrease in ionomer film 
thickness cannot compensate the decrease in rate coefficient of the ORR near the CL-
GDL, resulting in a decrease in volumetric current density. It can be concluded that, at 
medium cell voltages the overall rate is controlled by both the ORR kinetics and oxygen 
transport. The decrease in oxygen mole fraction and the increase in its gradient are 
observed in Figure 7-4(d). The increase in the gradient of oxygen mole fraction and 
overpotential increase the cathode current density by enhancing the mass and charge 
transport [278].  
7.7.4 Optimisation at high cell voltage 
Figure 7-5 shows the polarisation curve, cathode overpotential, cathode volumetric 
current density and oxygen mole fraction for the base design and the optimal design at 
0.8 V. The simulation results based on the agglomerate model agree well with the 
optimisation result where a maximum error of approximate 1.0% is observed at higher 
cell voltages. It is clear in Figure 7-5(a) that the current density increases from 0.05 to 
0.13 A cm-2 at the cell voltage of 0.8 V with the optimal design  aggCLMPt rlLfm ,,,,
=1.0, 35.6%, 50.0%, 30.0, 0.1. In this situation, S , ML and CL  are 38.0%, 50.0% 
and 12.0%, respectively. Unlike the situation at 0.2 and 0.5 V, the optimal design 
increases M  to 3.0810
-8 m and agga  to 6.5310
7 m-1. 
    It is expected that fuel cell performance is limited by ORR kinetics rather than 
oxygen transport at higher cell voltages [21, 85, 115]. In this case, the main target of the 
optimisation is to increase the electrochemical kinetics and this is achieved by the 
increase in the specific area and decrease in porosity. Note that the optimal volume 
fraction of the electrolyte reaches to the upper bound, 50.0%, indicating that the proton 
migration rate is also important in determining the overall rate at higher cell voltages. It 
is clear in Figure 7-5(b) that the absolute value of average cathode overpotential 
decreases from 0.346 V to 0.335 V at the cell voltage of 0.8 V. Compared to that of low 
and medium cell voltages, the change in overpotential is smaller due to the slower 
kinetics at high cell voltages. As shown in Figure 7-5(c), the average volumetric current 
density only increases from 40.11 to 42.30 A cm-3 A cm-3 after optimisation. However, 
the gradient in oxygen mole fraction shown in Figure 7-5(d) increases more significant 
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than that of 0.2 V and 0.5 V. This is due to the decrease in catalyst layer porosity. At 
high cell voltages, the electrochemical kinetics is the main limitation to the overall 
reaction rate while the influence of oxygen diffusion rate within the pores of the porous 
electrode reduced.  
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Figure 7-5 Polarisation curve (a), cathode overpotential (b), cathode volumetric current density (c) and 
oxygen mole fract ion (d) for base design and optimal design at the cell voltage of 0.8 V  
    In addition, the proton conductivity of the catalyst layer is another important issue in 
deterring the overall reaction rate. At the cell voltage of 0.8 V, the optimal design leads 
to an increase in effective proton conductivity of catalyst layer (from 1.82 to 3.96 S m-1). 
However, the optimal designs at 0.2 and 0.5 V result in decreases (from 1.86 to 0.23 at 
0.2 V and from 1.86 to 0.44 at 0.5V) in effective proton conductivity of the catalyst 
layer. It can be concluded that, at high cell voltages, ORR kinetics and proton 
conductivity of the catalyst layer both control the overall reaction rate. Consequently, 
the cell performance can be improved by increasing the volume fraction of solid phase 
                                                                                               Chapter 7. Cathode catalyst layer optimisation 
191 | P a g e  
 
when keeping ionomer volume fraction at a sufficient level. The parameters for base 
design and optimal designs for different cell voltages are summarised in Table 7-4. 
Table 7-4 Parameters for base design and optimal designs at different cell voltages  
Parameters Base design 
Optimal design at different cell voltages 
0.2 V 0.5 V 0.8 V 
S  63.5% 40.1% 44.8% 38.0% 
ML  20.0% 7.0% 11.5% 50.0% 
CL  16.5% 52.9% 43.7% 12.0% 
M  (m) 1.5510
-8 
3.1610-10 2.8910-9 3.0810-8 
agga  (m
-1
) 4.22107 3.41107 3.92107 6.53107 
CL  (S m
-1
) 1.82 0.23 0.44 3.96 
7.8 Optimisation during a specific cell voltage range 
    The power density curves for the base design and optimal design at three cell 
voltages are shown in Figure 7-6(a). It is apparent that the optimal cell voltages are 
observed to the highest power density at different conditions, i.e. the optimal cell 
voltages are 0.54 V for base design, 0.36 V for optimal design for 0.2 V. As mentioned 
in Section 7.4, fuel cell is often operated during a range of cell voltage close to the 
optimal value. Consequently, the optimisation problem in Strategy B (Eq. 7-21) is 
solved in this section for two ranges of cell voltage range: 0.3-0.6V, 0.5-0.7V. In 
addition, the range of 0.6-0.9 V is added to compare. For each of these cases, the 
parameters in Table 7-3 are applied as the base design during the design optimisation 
process. 
Figure 7-6(b)-(d) show the polarisation curves for the base case and optimal design 
during the cell voltage range of 0.3-0.6 V, 0.5-0.7 V and 0.6-0.9 V, respectively. The 
shaded areas refer to the improved output of the cell upon optimisation. It is clear that 
each optimal design corresponding to the specific range of cell voltage improves the cell 
performance. The optimal design are  aggCLMPt rlLfm ,,,, =1.0, 34.35%, 8.44%, 28.92, 
0.1 for 0.3-0.6 V, 0.959, 34.27%, 49.46%, 30.0, 0.1 for 0.5-0.7 V and 0.957, 
34.59%, 50.0%, 30.0, 0.1 for 0.6-0.9 V, respectively.  
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Figure 7-6 Power density curves (a) and polarisation curves during the cell voltage range of 0.3-0.6 V (b), 
0.5-0.7 V (c) and 0.6-0.9 V (d) for the base design and optimal design 
For these values, as shown in Table 7-5, S , ML and CL  are 41.3%, 8.5% and 50.2% 
for 0.3-0.6 V, 38.5%, 49.5% and 12.0% for 0.5-0.7 V and 38.0%, 50.0% and 12.0% for 
0.6-0.9 V, respectively. In addition, the optimal designs change M  and agga  to 
1.1310-9 m and 3.63107 m-1 for 0.3-0.6 V, 3.0210-8 m and 6.41107 m-1 for 0.5-0.7 
V and 3.0810-8 m and 6.44107 m-1 for 0.6-0.9V, respectively. The obtained mean 
current densities during the selected cell voltages and the relative errors between the 
optimisation results and the simulation results are 1.06 A cm-2 and 1.16% for 0.3-0.6V, 
0.68 A cm-2 and 0.28% for 0.5-0.7 V, and 0.32 A cm-2 and 0.51% for 0.6-0.9V, 
respectively.  
It is obvious in Table 7-6 that the obtained parameters are very close for optimal 
designs for 0.5-0.7 V and 0.6-0.9V. It is also observed that the improvement in fuel cell 
output requires higher platinum loading and lower ionomer volume fraction during 
lower voltage range and it requires lower platinum loading and higher ionomer volume 
fraction during higher voltage range. The improvement in cell performance during 
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lower voltage range can be mainly explained by two reasons: the decrease in oxygen 
diffusion resistance through the ionomer film surrounding the agglomerate and the 
increase in the porosity of the catalyst layer. And the improvement in cell performance 
during higher voltage range can be explained by the increased specific area and proton 
conductivity.  
Table 7-5 Parameters for base design and optimal designs for different cell voltage ranges  
Parameters Base design 
Optimal design at different cell voltage ranges 
0.3 – 0.6 V 0.5 – 0.7 V 0.6 – 0.9 V 
S  63.5% 41.3% 38.5% 38.0% 
ML  20.0% 8.5% 49.5% 50.0% 
CL  16.5% 50.2% 12.0% 12.0% 
M  (m) 1.5510
-8 
1.1310-9 3.0210-8 3.0810-8 
agga  (m
-1
) 4.22107 3.63107 6.41107 6.44107 
meani  (A cm
-2
) 0.29 1.06 0.68 0.32 
 
Table 7-6 Key parameters to optimal design at different cell voltages 
Cell 
voltages 
Optimal volume fract ion of the component in 
catalyst layer 
Other parameters 
cellE  (V) CPtL /  ML  
CL  
SL  M  (nm) agga  (m
-1) aggN  (m
-3) 
p  s  
0.2 37.10% 7.00% 35.42% 17.48% 3.00% 0.316 3.407107  1.8801020  
0.5 41.82% 11.50% 27.57% 16.11% 3.00% 2.894 3.924107  1.7731020  
0.8 35.00% 50.00% 4.06% 7.95% 3.00% 30.828 6.525107  9.4941019  
0.3 - 0.6 38.33% 8.40% 32.88% 17.35% 3.00% 1.129 3.628107  1.8391020  
0.5 - 0.7 35.55% 49.50% 4.12% 7.87% 3.00% 30.186 6.408107  9.6441019  
0.6 - 0.9 35.00% 50.00% 4.06% 7.94% 3.00% 30.826 6.436107  9.4951019  
    It is also clear in Table 7-6 that the optimal volume fraction of the secondary pores at 
lower cell voltages is approximate 20% and the optimal ionomer volume fraction is 
approximate 50% when cell voltage is higher than 0.5 V, which agree with the previous 
work by Bernardi et al. [21] and Sun et al. [115]. 
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7.9 Global sensitivity analysis 
    The good agreement of the results obtained from the surrogate model and 
agglomerate model indicates that the approximate model obtained with the Kriging 
surrogate model is sufficiently accurate. Therefore, it can be used for the GSAs of these 
design variables. In this work, the Sobol’ indices are computed based on the surrogate 
models to obviate the problem of expensive computation. A total of 50,000 Monte Carlo 
(MC) simulations are conducted for one indices calculation. Figure 7-7 shows the 
individual and total sensitivity indices for each design variable at different cell voltages.   
    As shown in Figure 7-7, the significance of variables is determined by ranking the 
total sensitivity indices over the 50,000 MC simulations, as the total sensitivity indices 
takes into account not only the contribution of the individual effect of a design variable 
but also the contribution of interactions between variables. Assuming the minimum 
error to be 2.0%, then it can be concluded that the catalyst layer thickness has no 
measurable effect on the fuel cell performance at most voltage condition except at 0.8V. 
It is also found that three variables, i.e., platinum loading, platinum mass ratio, and 
ionomer volume fraction, play very significant roles on the performance at low and 
medium voltages, but the effect of ionomer volume fraction decreases sharply at high 
voltage. Ionomer volume fraction plays most important role at the lower cell voltages 
due to its significant effect on the ionomer film thickness and then the oxygen diffusion 
resistance. At higher cell voltages, the importance of platinum loading and platinum 
mass ratio increase as ORR kinetics becomes to the rate control process. The 
importance of ionomer volume fraction decreases at higher cell voltages, but it is still 
important due to its strong effect on the proton conductivity. Platinum loading has an 
important effect at every cell voltage because it greatly affects the volume fraction solid 
phase and specific area of agglomerates according to Eq. (3-39) and Eq. (3-68). 
Note that the rankings of individual and total sensitivities are same at low and 
medium cell voltages, but different at high cell voltages. In specific, catalyst layer 
thickness is negligible at low and medium cell voltages, but no variable can be neglect 
at high cell voltages. The GSAs of the 5 variables can be used to reduce the size of the 
problem in subsequent research, neglecting the design variables with unimportant 
impact. For instance, just use the top 4 relatively important variables in subsequent  
work and freeze the relatively unimportant variable (catalyst layer thickness) at their 
nominal values.  
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Figure 7-7 Sensitivity indices of the five variables at 0.2V (a), 0.5V (b) and 0.8V (c)  
7.10 Final remarks  
At three fixed voltages, the optimal value of platinum loading is its upper bound, 1.0 
mg cm-2, and the agglomerate radius is its lower bound, 0.1 m. This is because, 
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according to Eq. (3-39), the approximate ten times bigger in density of platinum than 
that of carbon results in a more significant effect on volume fraction of Pt/C when 
changing platinum loading. Moreover, the specific area of agglomerate is proportional 
to platinum loading according to Eq. (3-69). Consequently, as stated in the work of 
Secanell et al. [47], the maximum platinum loading is required to ensure the maximum 
value of specific area of agglomerate at every cell voltage. Due to the relationship 
between agglomerate radius and ionomer film thickness according to Eq. (3-60), the 
minimum agglomerate radius should be adopted in order to maintain the lowest mass 
transport resistance of oxygen diffusion through the electrolyte coating. In addition, the 
number of agglomerate per unit (agglomerate density) increases by applying smaller 
agglomerate radius according to Eq. (3-50).  
As discussed in Section 7.8, the thickness of catalyst layer has least important effect 
on the cell performance. According to Eq. (3-42), the increase in porosity is resulted 
from the thicker catalyst layer.  Consequently, the optimal catalyst layer thickness is 
almost at the upper bound value, 30 m except for the cell voltage of 0.2 V. This is 
because the increase in porosity is resulted from the increase in platinum mass ratio at 
0.2 V. It is clear in Figure 7-7 that the effect of platinum mass ratio is more obvious 
than catalyst layer thickness. According to Eq. (3-66), the increase in platinum mass 
ratio leads to the decrease in reaction surface area per unit platinum mass, then the 
decrease in specific area of agglomerate. Moreover, the optimal platinum loading 
obtained at its upper bound is because of the omission of the effectiveness factor and the 
cost of platinum in the current optimisation target.  
7.11 Conclusions 
A design method to obtain the optimal parameters for PEMFC cathodes containing a 
two dimensional, steady state and an isothermal model, finite element method (FEM) 
analysis and surrogate model based optimisation has been presented. An improved 
cathode numerical approach, considering the volume fraction of all components, is 
conducted to simulate and investigate the effect of cathode platinum loading, platinum 
mass ratio, ionomer volume fraction, catalyst layer thickness and agglomerate radius on 
the polarisation curves of PEMFC. Reactant flow in flow channels, species transport in 
porous media and water transport through the membrane are included in the numerical 
model. A surrogate model-based optimisation method is adopted to build the 
approximate model of the cell response with respect to 5 design variables and to predict 
                                                                                               Chapter 7. Cathode catalyst layer optimisation 
197 | P a g e  
 
the optimal design based on two optimisation strategies. The first strategy maximises 
the current densities at fixed cell voltages commonly used in previous work, and the 
second strategy is modified from the first strategy to maximise the current densities 
within a specific range of cell voltages. The final surrogate model-based GSAs provide 
an insight into the effect of each design variable on the PEMFC performance, and help 
reduce the design dimensions in the subsequent work. It is found that, porosity is 
important to the performance of PEMFCs operated at lower cell voltages, ionomer 
volume fraction is important to the performance of fuel cells operated at higher cell 
voltages and platinum loading is important at a full range of cell voltage. 
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Chapter 8.   Steady state and time dependent models for DMFC anode 
    The one dimensional, isothermal, steady state and time dependent models for the 
kinetics of methanol oxidation based on the dual-site mechanism in a porous Pt-Ru 
anode of DMFC are presented in this chapter. The coverage ratios of various 
intermediate species, e.g. CH3OHads, COads, OHads, on the surface of Pt and Ru with 
various temperatures and methanol concentrations are represented and the rate control 
steps at different overpotentials are determined. The dimensionless secondary partial 
differential equations (PDEs) are developed to plot the distributions of the 
dimensionless methanol concentration and overpotential inside the porous anode 
catalyst layer. The macro (apparent) current density is also obtained from the PDEs. The 
influence of operating conditions, such as temperature and methanol concentration, and 
electrode parameters, such as catalyst layer thickness, specific area, effective species 
diffusivity and conductivity, on the anode performance is studied.  
8.1 Introduction 
In comparison with hydrogen fuel cells, direct methanol fuel cells (DMFCs) have 
significant advantages such as higher efficiency, easier design and operation, simple 
storage and refilling of liquid fuel. However, DMFCs show serious disadvantages such 
as lower current density, larger polarisation and lower limiting currents resulting from 
the more complex kinetics of methanol oxidation in the anode of DMFCs than that for 
hydrogen fuel cells [29, 43]. The adsorption coverage of the intermediates on the active 
sites, which is involved in the kinetics of methanol oxidation, plays a crucial role in 
controlling the behaviour of DMFCs [111, 279-282]. Moreover, the micro structure of 
the electrode also determines the performance of DMFCs to a certain extent [283, 284]. 
Even though the mechanism of methanol electro-oxidation on the surface of Pt-Ru 
catalyst is not fully understood, researchers have come to a common understanding that 
simple Butler-Volmer kinetics are unable to represent the intrinsic methanol oxidation 
kinetics. Therefore, a dual site mechanism on Pt-Ru catalyst surfaces has been accepted 
[27, 43, 282, 284-287]. Consequently, it is important to introduce the appropriate dual 
site mechanism into the model aimed to investigate the macro kinetics of methanol 
oxidation. The earliest comprehensive model for methanol oxidation was developed by 
Meyers and Newman [279], in which the thermodynamics, mass transport and electrode 
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kinetics are coupled. Kauranen and Skou [156] studied the methanol oxidation catalysed 
by pure platinum and indicated that the limiting current density is due to the saturation 
of OH on the surface of platinum. In order to analysis the effect of porous electrode 
structure on the anode performance of DMFCs, the agglomerate model was coupled 
with the methanol oxidation kinetics by Nordlund and Lindbergh [162]. Argyropoulos, 
Shivhare and Scott et al. [167, 288, 289] investigated the methanol oxidation reaction 
occurred on Pt-Ru catalyst based on the surface coverage of platinum and ruthenium, 
respectively. They found that the limiting current density is caused by the saturation of 
methanol on the surface of platinum and OH on the surface of ruthenium.  
8.2 Model description 
8.2.1 Computational domain and assumption 
    The schematic view of a typical DMFC unit is shown in Figure 8-1, in which the 
porous anode catalyst layer is the computational domain in this study. Methanol is fed 
into the anode channel and diffuses through the gas diffusion layer to the active Pt-Ru 
particle located in the catalyst layer. The specifications and parameters of the anode 
catalyst layer are shown in Table 8-1.  
 
Figure 8-1 Schematic v iew of the DMFC unit and the computational domain  
The assumptions adopted in the present model are as follows: 
                                                       Chapter 8. Steady state and time dependent model for DMFC anode 
200 | P a g e  
 
1. Methanol concentration is defined as constant, which is equal to the methanol bulk 
concentration, at the CL-GDL interface (X=0) along the Y-direction.  
2. Carbon dioxide bubbles are assumed to be formed beyond the catalyst layer, 
because it is possible to control the nucleation of carbon dioxide in the GDL or 
portion of the catalyst layer by choosing appropriate operating condition [290, 291]. 
3. The porous catalyst layer is assumed to be isothermal, isotropic and homogeneous. 
            Table 8-1 Electrode parameters used in the model 
Electrode parameters References 
Catalyst layer thickness l (m)  
3.810-6  [279] 
5.010-6  [294] 
1.010-5  [167] 
2.310-5  [162] 
5.010-5  [286] 
Special area of anode a (m
-1
)  
3.75104 
 
[167] 
 
118317 [290] 
1.0105  [291] 
Porosity of anode   
0.3 [286] 
Diffusion coefficients D0 (m
2
 s
-1
)  
    )]13531(2436exp[108.2 9 T   [286, 288] 
Effective conductivity 
eff
s  (
-1
 m
-1
)  
3.4  [284, 290] 
 
8.2.2 Intrinsic methanol oxidation kinetics 
According to the widely accepted dual-site kinetics for methanol absorption and 
electrochemical oxidation on the surface of Pt-Ru catalyst, the methanol oxidation 
mechanism can be described by the four elemental steps shown as follow: 
ads33 OHCHOHCH
1
'
1
k
k
                                            (8-1) 
  e4H4COOHCH ads3
2k
                                              (8-2) 
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  eHOHOH Ruads,2
1,3
'
1,3
k
k
                                              (8-3a) 
  eHOHOH Ptads,2
2,3
'
2,3
k
k
                                    (8-3b) 
  eHCO)OHOH(CO 2Ruads,Ptads,ads
4
'
4
k
k
                       (8-4) 
According to the dual sites mechanism [288, 289], steps (8-1), (8-2) and (8-3b) occur 
on platinum sites (Pt) only and step (8-3a) occurs on ruthenium sites (Ru) only whereas 
step (4) occurs on the both the Pt and Ru sites. Generally, it is believed that the reaction 
of COads to CO2 occurs on Ru while Pt serves as an active surface of adsorption and 
dehydrogenation of methanol [279, 280, 286]. As a result, the rate controlling step is 
described by Eq. (8-4), which in turn depends on elemental steps (8-1), (8-2), (8-3a) and 
(8-3b) for the formation of the adsorbed intermediates. Thus, the rate expression of the 
overall reaction can be written as: 
)exp()exp( PtCO,RuOH,4PtCO,PtOH,44  kkr                   (8-5) 
where TRFTRF gg )1()1( 43   . 
The rates of changes of surface coverage of different intermediates with respect to time 
are: 
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    Numerous papers indicate that OHads is preferentially formed on the surface of Ru 
rather than Pt [279, 284, 286, 292, 293] and θOH,Pt is almost zero when the overpotential 
is lower than 0.5 V (versus standard hydrogen electrode (SHE)). As a result, it is 
reasonable to assume adsorption of hydroxyl ions on Pt could be neglected (θOH,Pt = 0). 
Thus, if the water activity can be defined as unity (
wa = 1), Eq. (8-5) is simplified to: 
)exp(PtCO,RuOH,44 kr                                       (8-10) 
where, the coverage ratio 
RuOH,  and PtCO,  can be obtained by solving Eqns. (8-6) to 
(8-9). Therefore, the intrinsic current density is derived using Faraday’s law as follow:  
)exp(PtCO,RuOH,04 inFri                                (8-11) 
where, the exchange current density 40 nFki  . The kinetics parameters used in this 
model is listed in Table 8-2. 
    Table 8-2 Kinet ics parameters used in this model [288] 
Kinetics parameters 303 K 333 K 363 K 
1k (m s
-1
) 8.710-7  4.210-6  1.010-5  
'
1k  (mol m
-2
 s
-1
) 4.010-4  1.510-3  2.610-3  
2k  (mol m
-2
 s
-1
) 3.510-9  9.510-8  8.010-7  
1,3k  (mol m
-2
 s
-1
) 4.010-5  5.010-5  6.010-5  
'
1,3k  (mol m
-2
 s
-1
) 3.010
-5
 1.810-5  1.410-5  
4k  (mol m
-2
 s
-1
) 5.310-2  5.910-2  6.210-2  
OH2
  
 
1.0 
2  0.79 
3  (V
-1
) 0.5 
4  (V
-1
) 0.5 
8.2.3 Macro methanol oxidation kinetics 
    The macro kinetics of the methanol oxidation reaction is obtained by introducing the 
impact of mass and charge transport into the intrinsic kinetics.  
Mass transport balance 
    Mass transport of methanol in porous catalyst layer can be described by Fick’s first 
law as follow: 
MeM cDN                                                   (8-12) 
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where 
MN  (mol m
-2 s-1) is the methanol flux, 
eD  (m
2 s-1) is the effective diffusion 
coefficient, and 
Mc  (mol m
-3) is the methanol concentration. Due to the fact the 
methanol transport process in an elemental volume of the catalyst layer is driven by 
diffusion only, the divergence of 
MN  can be written as: 
 
MeM cDN
2                                                (8-13) 
According to the mass balance [281-284], the divergence of methanol flux equals to the 
methanol oxidation reaction rate, leading to: 
4raRN CLM                                             (8-14) 
where CLa (m
-1) is the specific area of the catalyst layer. For a one dimensional slab 
porous catalyst layer, combing Eq. (8-10), Eq. (8-13) and Eq. (8-14) gives: 
)exp(PtCO,RuOH,42
2
k
D
a
dx
cd
e
CLM                                       (8-15) 
The boundary conditions for Eq. (8-15) are: 
interface) CL-GDL(at ,
interface) membrane-CL(at 0,0
0
MM
M
cclx
dx
dc
x


               (8-16) 
where 0
Mc  (mol m
-3) is the bulk concentration of methanol, Eq. (8-15) is used to 
describe the effect of concentration gradient on anode polarisation.  
Charge transport balance 
    Charge transport in the porous catalyst layer can be described by Ohm’s law as 
follow: 
leff
si                                                         (8-17) 
where i (A m-2) is the current density, effs (
-1 m-1) is the effective conductivity, and l  
(V) is the potential of the electrolyte. The divergence of i  can be written as: 
leff
si 
2                                                   (8-18) 
According to the mass balance [281-284], 
iai CL                                                        (8-19) 
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The overpotential,   (V) is written as 0  ls [162, 282-284]. Both the potential 
of the solid phase ( s ) and equilibrium potential ( 0 ) could be considered as constant. 
For a one dimensional slab porous catalyst layer, combing Eq. (8-11), Eq. (8-18) and Eq. 
(8-19) leads to a nonlinear Poisson equation which is used to describe the potential field 
of the porous catalyst layer as follow: 
)exp(PtCO,RuOH,42
2



k
nFa
dx
d
eff
s
CL                                 (8-20) 
The boundary conditions for Eq. (8-20) are: 
interface) CL-GDL(at ,
interface) membrane-CL(at 0,0
0



lx
dx
d
x
               (8-21) 
where 0  (V) is the initial overpotential applied at the GDL-CL boundary, Eq. (8-21) is 
used to describe the effect of ionic resistance on anode polarisation.  
Generalisation of the model equations 
    By defining dimensionless variables 0
MMM ccC  , 
0  and lxX  , Eq. (8-15) 
and Eq. (8-20) can be generalised as follow: 
)exp( 0PtCO,RuOH,2
2
 
dX
Cd M                                              (8-22) 
)exp( 0PtCO,RuOH,
2
2
2


v
dX
d
                                            (8-23) 
with the boundary conditions: 
1,1,1
0,0,0




M
M
CX
dX
d
dX
dC
X
                                             (8-24) 
where 00   is the dimensionless overpotential, and the dimensionless modulus 
0
2
0
Me
CL
cnFD
lia
 , 
0
2
02
 effs
CL liav  , 
eff
s
CL liav



2
002  . 
The dimensionless modulus,   in Eq. (8-22) is used to characterise the mass transport 
resistances of the porous catalyst layer while the dimensionless modulus,   in Eq. (8-23) 
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is used to characterise the charge transport resistance of the catalyst layer when 
applying different overpotential at the GDL-CL boundary.  
Current density and effectiveness factor 
    According to Ohm’s law, the local current density can be described by concentration 
and charge flux as: 
dx
d
dx
dc
nFDi effs
M
eloc

                                       (8-25) 
The dimensionless current density is therefore defined as: 
dX
d
vdX
dC
nFI Mloc


2
11

                                     (8-26) 
Eq. (8-25) and Eq. (8-26) are used to describe the current density distribution in the 
anode catalyst layer. Then the relationship between loci  and locI  can be obtained by the 
expression of the dimensionless modulus   and   as follow: 
locCLloc Iliai  0                                                 (8-27) 
Therefore, the total current density, i.e. the apparent (macro-) current density of a 
porous catalyst layer with a thickness of l is derived as: 
1
0
0 )()( 

 X
eff
s
lx
eff
sTCLT
dX
d
ldx
d
Iliai

                  (8-28) 
where the relationship of Ti
0  is used to represent the apparent (macro-) polarisation 
curve of the porous anode catalyst layer. In Eq. (8-28), 00  . As a result, the 
relationship of TI
0  is used to describe the dimensionless polarisation curve. The 
corresponding apparent (macro-) reaction rate can be written as: 
1
0
0 )()(   X
MMe
lx
M
eT
CLT
dX
dC
l
cD
dx
dc
DI
nF
lia
nF
i
R           (8-29) 
The effectiveness factor is introduced to evaluate the impact of physical parameters, 
such as thickness and specific surface area of the catalyst layer, effective diffusion 
coefficient and effective conductivity of the anode, on the apparent current density, 
which is defined as the quotient of the obtained apparent density and the intrinsic 
current density shown by the following equation: 
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lia
i
E
CL
T
r                                                      (8-30) 
where the intrinsic current density i , which depends on the bulk methanol concentration 
( 0
Mc ) and initial overpotential on GDL-CL boundary (
0 ),  is calculated by solving 
coupled equations form Eq. (8-6) to Eq. (8-11).  
Substituting Eq. (8-11) into Eq. (8-30) leads to: 
)exp()exp( 0PtCO,RuOH,
0
PtCO,RuOH,0 


T
CL
T
r
I
lia
i
E                (8-31) 
Hence, the expressions of Tr iE   and Tr IE   are used to evaluate the effectiveness of 
the Pt-Ru anode catalyst layer.  
8.2.4 Numerical solution 
    This intrinsic and macro kinetics models in this chapter are established and solved in 
the PDE module of COMSOL Multiphysics 4.2. The surface coverage of intermediates 
such as methanol, CO and OH and the time dependent current density are obtained by 
solving Eq. (8-6) to Eq. (8-11), which are solved by the time dependent solver of 
COMSOL during the time range of 0 to 2000 seconds with an interval of 1 second. 
Then the distributions of the dimensionless methanol concentration and overpotential 
are described by Eq. (8-22) and Eq. (8-23). Finally, the effectiveness factor, which is 
represented by Eq. (8-31), is calculated. 
    Note that the dimensionless methanol concentration and overpotential described by 
Eq. (8-22) and Eq. (8-23) are coupled. The numerical solution is based on the finite 
element method (FEM). The one dimensional model consists of 1285 elements, the 
distance between each element is known as the step. At each step Xi, a subroutine used 
to calculate the surface coverage of )(RuOH, iX  and )(PtCO, iX  is inserted. Therefore, all 
values of )( iM XC  and )( iX  are obtained. The calculation process is undertaken step 
by step along the nodes from 0iX  to 1iX . At the boundary of 1iX , the 
polarisation curves and effectiveness factor can be obtained according to Eq. (8-22), Eq. 
(8-23) and Eq. (8-31).  
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8.3 Result and discussion 
8.3.1 Model validation 
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Figure 8-2 Model validation and comparison of intrinsic and macro kinetics  
    Figure 8-2 shows the simulated intrinsic and macro polarisation curves in comparison 
with the experimental data, respectively. The experimental data is reported by Shivhare 
et al. [288, 289] and was obtained using a small scale laboratory DMFC with an active 
electrode area of 9 cm-2. During operation, aqueous methanol solutions and nitrogen 
were fed to the anode and cathode above stoichiometry, respectively. The anode 
potential was measured vs. a dynamic hydrogen reference electrode. The intrinsic 
polarisation curves, which only depend on the bulk methanol concentration 0Mc  and the 
initial applied overpotential 0 , are calculated by Eq. (8-11). The intrinsic polarisation 
curves are consistent with the macro polarisation curves calculated by Eq. (8-28), in 
which the thickness of the catalyst layer is set to 0l  in the computation process. It is 
apparent from Figure 8-2 that, due to weak mass transport impact, the simulated 
intrinsic and macro polarisation curves almost overlap each other at lower current 
densities in agreement with the experimental data. At a fixed overpotential, the 
simulated current density based on the intrinsic kinetics is higher than that of the macro 
kinetics, especially at higher current densities. This can be explained by the influence of 
methanol and charge transport inside the porous electrode.   
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8.3.2 Distributions of dimensionless methanol concentration and overpotential 
    The distributions of dimensionless methanol concentration CM and dimensionless 
overpotential  are shown in Figure 8-3a. X axis refers to the dimensionless distance 
through the anode catalyst layer from the CL-membrane interface (X=0) to the GDL-CL 
interface (X=1). It is clear that, due to the existence of the mass and charge transport 
resistance, both CM and  decrease along methanol diffusion direction as the 
overpotential 0 increases. The dimensionless methanol concentration decreases more 
significant in comparison with the dimensionless overpotential. This can be explained 
by the relative high effective conductivity of the electrode. The distribution of 
dimensionless overpotential is shown in detail in Figure 8-3b. Although the change of 
dimensionless overpotential is not obvious, it has a strong effect on the anode 
performance because overpotential is the driven force of the electrochemical reaction. 
Surprisingly, the dimensionless overpotential initially decreases to minimum value then 
increases as the overpotential increases. This is due to the change of rate determining 
step at higher overpotential, which will be discussed in detail in the following sections.  
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Figure 8-3 Distributions of dimensionless methanol concentration and overpotential  
8.3.3 Coverage ratios of intermediates on active sites 
     Depending on the expressions of the intrinsic and macro kinetics, Eq. (8-11) and Eq. 
(8-28), the simulated current density is proportional to both the coverage ratios of OH 
adsorbed on Ru (θOH,Ru) and CO adsorbed on Pt (θCO,Pt). Moreover, θOH,Ru and θCO,Pt are 
mutually coupled with the coverage ratio of CH3OHads absorbed on Pt (θM). According 
to Eq. (8-6) to Eq. (8-9), all coverage ratios are functions of methanol concentration, 
operating temperature and overpotential. In the following section, the effect of methanol 
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concentration, operating temperature and overpotential on θM, θOH,Ru, θCO,Pt are 
discussed.  
    Figure 8-4 shows variations of surface coverage ratios with various overpotentials 
calculated using the kinetics parameters at 30 °C, 60 °C and 90 °C with 1.0 M (mol dm-
3) of methanol. The values for θM and θOH,Ru are shown on the left y-axis while values 
for θCO,Pt are shown on the right y-axis with a scale of 10
-5. As the overpotential 
increases, θOH,Ru rapidly increases to near 1, undergoes a slight decrease and, 
approaches 1 again. This indicates that the electrochemical formation of OH on Ru (step 
8-3a) may not become a rate limit step. θM initially does not change with an increase in 
overpotential (maintains a value approximately that of the adsorption equilibrium) but 
undergoes a sharp decrease as the overpotential increases, finally maintaining a small 
constant value near zero. However, with increasing overpotential, θCO,Pt first shows a 
sharp increase and then undergoes a sharp decrease, ultimately maintaining very small 
values.  
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Figure 8-4 Variations of coverage ratios with overpotential at different temperatures  
    It is also clear in Figure 8-4 that the influence of operating temperature on the 
coverage ratios of intermediates is important. As shown in Figure 8-5, the activation 
energies, determined from the Arrhenius plots of the rate constants in Table 8-2 with 
inverse temperature, of methanol adsorption (step 8-1) and CH3OHads dehydrogenation 
(step 8-2) are approximately 40 kJ mol-1 and 80 kJ mol-1, respectively. Looking back to 
Figure 8-4, the greatest influence of temperature on the coverage ratios is observed with 
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the overpotential from 0.3 V to 0.5 V, and it is apparent that θCO,Pt is more sensitive to 
temperature than the other two coverage ratios.  
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Figure 8-5 Activation energy of methanol adsorption (a) and CH3OHads dehydrogenation (b) 
    Figure 8-6 shows the variation in coverage ratios with different overpotentials and 
methanol concentrations at the operating temperature of 60 °C. θM and θCO,Pt are much 
sensitive to methanol concentration than θOH,Ru. And θM is more sensitive, and θOH,Ru 
and θCO,Pt are less sensitive to methanol concentration than to temperature.  
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Figure 8-6 Variations of coverage ratios with overpotential at different methanol concentrations 
    The influence of different operating temperatures and methanol concentrations on the 
transient surface coverage ratio of methanol (θM) is shown in Figure 8-7. Elemental step 
(8-1) happens on the surface of Pt and thus results in the typical change of θM from zero 
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to saturation. In Figure 8-7, it is clear that θM takes a longer period of time to approach 
saturation at lower operating temperature and methanol (see the dot lines). On the 
contrary, θM reaches the saturation level faster when higher operating temperature and 
methanol concentration are applied (see the solid lines). Figure 8-7 also indicates that 
the operating temperature has a greater influence on θM in comparison with methanol 
concentration.  
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Figure 8-7 Transient coverage ratio of methanol on Pt with different operating temperature (a) and 
methanol concentration (b) 
    The influence of different operating temperatures and methanol concentrations on the 
transient surface coverage ratio of CO on Pt (θCO,Pt) is shown in Figure 8-8. Note that 
θCO,Pt is approximately four to eight orders of magnitude smaller than θM shown in 
Figure 8-5 and Figure 8-6. Depending on the methanol oxidation mechanism, CH3OHads 
dehydrogenation (step 8-2) is occurred on Pt, leading to a coverage ratio of CH3OHads 
on the surface of platinum. CH3OHads dehydrogenation is the subsequent reaction of 
methanol adsorption (step 8-1). Therefore, θCO,Pt is also affected by θM. The reaction 
rate of CH3OHads dehydrogenation will be controlled by methanol adsorption when 
methanol adsorption is slower than CH3OHads dehydrogenation on Pt. As shown in 
Figure 8-8, the effect of temperature is more significant than methanol concentration.  
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Figure 8-8 Transient coverage ratio of CO on Pt  with d ifferent operating temperature (a) and methanol 
concentration (b) 
8.3.4 Time dependent current density and rate determining step 
    Figure 8-9 shows the transient variation in current density at different operating 
conditions. Typically, the steady state is approached within 200-400 seconds. The time 
for the transient current density to approach a steady state decreases as the operating 
temperature and methanol concentration increase. The effect of operating temperature 
on the current density is more significant than the methanol concentration. Moreover, 
the plotted curves in Figure 8-9 and Figure 8-8 show great similarities in respect of 
shape and the time variation. It can be conclude that the obtained current density is 
mainly determined by CH3OHads dehydrogenation (step 8-2) although θCO,Pt is some 
four to eight orders of magnitude smaller than θM.  
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Figure 8-9 Transient current density with various operating temperature (a) and methanol concentration (b) 
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    As stated in Eq. (8-11), the current density is a function of the product of θCO,Pt and 
θOH,Ru. As shown in Figure 8-4 and Figure 8-5 that the element step (8-3a), which is 
occurred on the surface of Ru, is extremely fast and lead to a very high saturation (very 
close to unity) of θOH,Ru on the surface of Ru. Therefore, the current density would have 
no relationship to θOH,Ru if it can be considered as constant (the value is one). We may 
reasonably conclude that step (8-3a) is not the rate determining step and the whole 
speed of the electrochemical reaction is determined by CH3OHads dehydrogenation (step 
8-2). In addition, methanol adsorption (step 8-1) might be the rate determining step 
because it provides the reactant to step (8-2), especially at higher overpotential, i.e. 
higher than 0.6 V.  
8.3.5 Macro polarisation curves and effectiveness 
    As shown in Eq. (8-28), the macro polarisation curve is used to describe the variation 
in the applied surface overpotential 0 (V) and the integral total current density iT (A 
cm-2) while the dimensionless macro polarisation curve is used to describe the 
relationship between the applied dimensionless overpotential 0 and the obtained 
dimensionless current density IT .  
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Figure 8-10 Macro polarisation curves with different catalyst layer thickness and specific area  
    Figure 8-10 shows the polarisation curves (0 - iT) corresponding to the electrode 
parameters arranged into five groups in which 3 levels of catalyst layer thickness, 2 
levels of catalyst layer specific area and 1 level of effective diffusion coefficient are 
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included. All the macro polarisation curves undergo an approximate exponential rise in 
current density with increasing overpotential and eventually approaching a maximum 
current density. This maximum current density is an “adsorption limiting current density” 
rather than the limiting current density resulting from mass transport. The parameters 
used for the curve numbered 4 are very close to those used in reference [288, 291]. 
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Figure 8-11 Dimensionless macro polarisation curves with different catalyst layer thicknesses and 
specific areas                    
    Figure 8-11 shows the dimensionless macro polarisation curves (0 - IT) 
corresponding to the same parameters used in Figure 8-10. The dimensionless 
parameters   and  are calculated using the parameters in Table 8-1. The dimensionless 
current density IT is proportional to the averaged current density per unit of inner 
surface area over the porous catalyst layer, the 0 - IT curve therefore shows the effects 
of mass and charge transport on the anode performance of DMFC. The curve 
represented by symbol △ is the dimensionless intrinsic polarisation curve independent 
of electrode parameters, which can be calculated by the macro model equation with l0 
i.e. l = 10-8 m. In this condition, both the dimensionless parameters   and  are very 
close to zero in the numerical process. It is clear in Figure 8-11 that the decrease in   
and   (from curve number 1 to 5) leads to higher current densities due to the decrease 
in mass and charge transport impact through the catalyst layer. The polarisation curve 1 
is obtained by relative high   and   (approximately 40-50) and curve 5 is obtained 
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with   and   smaller than 1.0. As mentioned above,   and   are used to characterise 
the mass and charge transport resistance through the catalyst layer, in case of the 
smaller transport resistance, the obtained current density is consequently much higher in 
case 5 than that in case 1. In addition, the electrode parameters used for curve 4 are 
close to those in references [288, 291], which indicates that the experiments in reference 
[288, 291] are carried out under approximate intrinsic condition.  
    The effects of mass and charge transport can be characterised by the effectiveness Er 
of the porous anode. The Er - IT  curves, calculated corresponding to the parameters used 
in Figure 8-10, are shown in Figure 8-12. Theoretically, the effectiveness factor is a 
function of both the effectiveness diffusivity and effective conductivity, which are 
related to the porosity of the porous media according to Bruggeman equation [162, 286]. 
In order to account for the effect of effective diffusion coefficient, the curves of the 
dimensionless effectiveness factor are divided into 3 groups by 3 levels of catalyst layer 
thickness l (m). In each group, 3 levels of effective diffusion coefficient De (m
2 s-1) are 
included. As shown in Figure 8-12, the effectiveness is higher for thinner catalyst layer 
with higher effective diffusion coefficient due to the decreasing impact of mass 
transport. In the case of thinner catalyst layer and higher diffusivity, the mass transport 
through the pores of the catalyst layer becomes less significant, higher effectiveness 
factor is therefore achieved. The end point of each curve represents the dimensionless 
adsorption limiting current density.  
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Figure 8-12 Effectiveness factor with d ifferent catalyst layer thicknesses and effective diffusion 
coefficients 
                                                       Chapter 8. Steady state and time dependent model for DMFC anode 
216 | P a g e  
 
    Generally, effectiveness factor decreases as the macro current density increases. 
However, for a thicker catalyst layer as well as a larger De, the effectiveness factor goes 
through a minimum with current density, which is caused by the effects of both mass 
and charge transport. With unceasingly increasing current density, the effect of charge 
transport resistance gradually disappears due to the change of the rate determining step 
from CH3OHads dehydrogenation (step 8-2) to methanol adsorption (step 8-1). The 
improved mass transport due to larger De indicates an increase in utilisation of the inner 
area of the catalyst layer, leading to an increase in the effectiveness factor as the current 
density increases. In this condition, more portion of the catalyst layer would be operated 
at or close to the limiting current until the adsorption limiting current density is 
achieved. 
8.4 Conclusions 
    The steady state and time dependent macro kinetic model for methanol oxidation in a 
porous Pt-Ru anode is developed. The anode performance strongly depends on the 
kinetics parameters based on the dual-site mechanism as well as electrode parameters 
such as catalyst layer thickness, specific area, and porosity.  
    The intrinsic kinetics of methanol oxidation only relates to the flux of charge on the 
surface of porous electrode, i.e. the current density being independent of any physical 
parameter. However, the macro kinetics relates to the divergence of current density in 
the volume of the porous electrode. The macro kinetics requires a set of second order 
differential equations to describe the coupled mass and charge transport processes and 
chemical reaction in a three dimensional volume. By using the finite element method 
(FEM) with a subroutine for solving a set of non- linear algebraic equations in each step, 
the distributions of concentration and overpotential, as well as the surface coverage ratio 
of the intermediates, effectiveness factor and macro polarisation curves are obtained.  
    Comparing the predicted polarisation curves with experimental data, the theoretical 
analysis on the performance of the porous anode can be carried out to understand the  
macro kinetics and to find out ways to improve the performance of the electrode. 
Analysing the coverage ratios of the intermediates demonstrates that the change in 
coverage ratio of OH on Ru (θOH,Ru) is very fast, with values close to 1.0 in the full 
range of overpotential. The element step (8-3a) is therefore not the rate determining step. 
The surface coverage ratio of CO on Pt (θCO,Pt) determined the current density at lower 
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overpotential, i.e. lower than 0.5V. Consequently, CH3OHads dehydrogenation (step 8-2) 
can be considered as the rate determining step at lower overpotential. The rate 
determining step changed to methanol adsorption (step 8-1) when the overpotential 
increased to above 0.6V. The apparent current densities are very small and almost 
approach zero at low overpotential for all cases since the electrolysis rate of CH3OHads 
adsorbed on Pt is too small. Therefore, improving the catalyst activity is one of the 
important issues for reducing the electrode polarisation near “open-circuit”. Due to the 
fact that the rate determining step will be changed from CH3OHads dehydrogenation 
(step 8-2) to methanol adsorption (step 8-1) at higher overpotential, accelerating the 
adsorption rate of methanol on the surface of the catalyst is another important issue.  
8.5 Final marks 
    DMFCs are a subcategory of PEMFCs, in which hydrogen is replaced by methanol 
solution at the anode as the fuel.  Therefore, the mathematical models developed for 
PEMFCs can be applied to DMFCs by changing the kinetic expressions on the anode. 
The kinetic anode model for methanol oxidation in DMFCs developed in this chapter is 
expected to combine with the oxygen reduction model developed for PEMFCs. As a 
consequence, a complete and detailed model for a typical DMFC could be developed. 
The agglomerate kinetics based oxygen reduction reaction (ORR) and two-phase flow 
model developed from Chapter 4 to Chapter 6 for the cathode behavior of a PEMFC can 
be incorporated with the methanl oxidation reaction (MOR) kinetics developed in this 
chapter for a full representation of a DMFC unit. By considering the methanol cross 
over through the membrane, a comprehensive model for a DMFC operated at various 
conditions can be obtained. 
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Chapter 9.   Conclusions and Future work 
9.1 Conclusions 
    This thesis contributes to a better understanding of the physical and electrochemical 
processes within a PEM fuel cell, especially the water formation, phase change and 
transport. The developed models are believed to be useful tools to analyse the transport 
and electrochemical reaction processes involved in the fuel cell operation and predict 
the cell performance.  
    The mathematical models developed in this thesis are typically mechanistic, i.e. all 
physical and chemical phenomena in the fuel cell are described by algebraic and 
differential equations based on the properties of the species and processes. Three 
outstanding features are presented namely (1). Agglomerate assumption is applied for 
catalyst layer simulation. The properties of the catalyst layer, e.g. porosity, agglomerate 
density, specific area, ionomer and liquid water film thicknesses, can be algebraically 
calculated. (2). A combinational water phase transfer and transport mechanism is 
applied to describe the water phase transfer between water vapour, dissolved water and 
liquid water and the water transport through the membrane/ionomer under the driving 
forces of electro-osmotic drag (EOD), back diffusion and hydraulic permeation. (3). The 
majority of parameters used are treated as functions of temperature, pressure and/or 
water content. As a result of these features the model is capable of performing several 
tests at a variety of operating conditions and analysing the parameters which are hard to 
be obtained by experiment. 
    An along the channel, single-phase flow and isothermal model based on an 
agglomerate catalyst layer structure is developed. The increase in oxygen mass transport 
resistance through the ionomer film surrounding the agglomerate is proved to be critical 
for the rapid decrease in the predicted current density at high current. Higher platinum 
loading and carbon loading improve the cell performance at low current. However, the 
effectiveness factor is decreased, leading to a poor utilisation of the platinum particles 
near the membrane. Too much platinum and carbon loadings rather than improve the 
cell performance at high current densities can waste expensive catalyst. 
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    An across the channel, two-phase flow and isothermal model based on an 
agglomerate catalyst layer structure is presented. The water phase transfer between 
water vapour, dissolved water and liquid water is addressed and the dissolved water 
transport through the membrane/ionomer according to a combinational mechanism is 
included. The membrane and ionomer swellings associating with the non-uniform water 
distribution are taken into account. By accounting for the increase in mass transport 
resistance resulting from membrane and ionomer swelling and considering the void 
space loss due to liquid water occupation (flooding), the two-phase flow model gives a 
greater accuracy in validating the experimental data in comparison with the single-phase 
flow model. The non-uniform distribution of the membrane and ionomer water content 
is a consequence of the electro-osmotic drag (EOD) and water absorption (water uptake) 
of the membrane and ionomer. At low current density and high relative humidity, the 
membrane/ionomer water absorption is the main mechanism in determining the 
membrane/ionomer water content. However, the effect of EOD is pronounced with low 
relative humidity and high current density, especially the portion of the catalyst layer 
close to the membrane.  
    Higher membrane/ionomer water content is predicted near the cathode CL-GDL 
boundary along the air flow direction on the region under the bipolar current collector. 
The membrane swelling increases the portion of GDL bulged into flow channel while 
the ionomer swelling decreases the catalyst layer porosity and increases the ionomer 
film thickness. For the purpose of the best fuel cell performance, the optimal dry 
ionomer loading (initial ionomer content) is from 0.2 to 0.3 mg cm-2 and the optimal 
cathode relative humidity is around 60%. 
    A fully coupled across the channel, two-phase flow and non- isothermal model is 
developed. The cell performance is improved by the heat accumulation in the MEA due 
to the increases in some important electrochemical parameters and the decrease in liquid 
water saturation in the electrode. At a fixed current density, the increase in operating 
temperature increases the water carrying capacity (WCC) which is of benefit to the 
membrane/ionomer water content and cell performance. Applying higher temperatures 
on the anode could improve the cell performance at high current densities. Applying 
higher temperatures on the cathode increases the ORR kinetics. However, it decreases 
the oxygen mole fraction at a fixed relative humidity, which probably leads to an 
oxygen depletion that then limits the cell performance. Heat accumulates inside the 
cathode catalyst layer on the region under the channel. Applying higher temperatures on 
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the anode and lower temperatures on the cathode optimise the temperature distribution 
in the MEA and avoid hot spots within the cathode catalyst layer and membrane. 
Enlarging the width ratio of the channel/rib also improve the cell performance. However, 
the improvement is limited by the sluggish ORR. 
    Five key parameters of the cathode catalyst layer, namely platinum loading, platinum 
mass ratio, ionomer volume fraction, catalyst layer thickness and agglomerate radius, 
are investigated and optimised by a multiple surrogate model and their sensitivities are 
analysed by a Monte Carlo method based approach. Maximising the current densities at 
a fixed cell voltage and during a specific cell voltage range are the two optimisation 
strategies implemented for the optima prediction. For the purpose of improving the cell 
performance, the catalyst layer porosity is important at high current densities while the 
ionomer volume fraction is important at low current densities. The platinum loading is 
important during a full range of current densities.  
    Both the steady state and time dependent macro kinetic model for methanol oxidation 
in a porous Pt-Ru anode of a DMFC is developed. The anode performance strongly 
depends on the intrinsic kinetics based on the dual-site mechanism as well as the 
electrode parameters, such as thickness, specific area and porosity of the electrode. 
Analysing the coverage ratios of the intermediates demonstrates that the methanol 
dehydrogenation reaction is the rate determining step at lower overpotential and it 
changes to the methanol adsorption as the overpotential increases, e.g. higher than 0.6 V. 
As a result, improving the catalyst activity for methanol dehydrogenation reaction and 
accelerating the methanol adsorption rate on the catalyst surface are considered as the 
two important issues for performance improvement.  
9.2 Recommendations for future works 
    In order to improve the modelling reliability and compatibility, further works have to 
be done on several aspects.  
1. Species crossover, such as, hydrogen, oxygen and nitrogen transport through the 
membrane have to be considered. Even through the amount of species crossover is 
small, it has significant effect on the PEMFCs degradation.  
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2. The steady state models for water generation, phase change and transport have to be 
extended to the dynamic models, which is capable of predicting the time-dependent 
behaviour of water and coupling the degradation processes of the PEMFCs.  
3. For the purposes of fully representing and better understanding the physical and 
electrochemical behaviours in the practical fuel cells, the current two dimensional 
models have to be extended to three dimensional models.  
4. Catalyst degradation, carbon corrosion and membrane degradation by chemical 
process to predict loss of fuel cell performance with time could be performed over a 
three dimensional domain. 
5. Different three dimensional flow fields, such as interdigitated, serpentine and pin-
type, have to be developed. 
6. In DMFCs, both the oxygen reduction reaction at the cathode and methanol 
crossover through the membrane have to be considered into the kinetic anode 
model developed. 
7. The mathematical model developed for the low temperature PEMFC should be 
extended to study the fuel cells with high temperature proton exchange membrane 
(HTPEM) and alkaline membrane. 
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Appendix A:   Conservation equations 
Conservation of mass  
The mass balance within a volume element can be described by the following equation: 
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Applying Eq. (A-1) on the fluid continuously flowing in a porous media following the 
methodology developed by Bird et al. [196]: 
cQ
t
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                                                (A-2) 
where   is the porosity of the porous media,   (kg m-3) is the density of the fluid,  t  (s) 
is the time, u (m s
-1) is the velocity vector, cQ (kg m
-3 s-1) is the general fluid sources, 
and   is the nabla operator.  
Note that the porosity equals unity if the flow media is non-porous. The vector u (kg 
m-2 s-1) is the mass flux, and its divergence )( u (kg m-3 s-1) is the mass flux net rate 
per unit of volume. Consequently, Eq. (A-2) means that the rate increase in density 
within a small volume element is equal to the mass flux net rate divided by its volume. 
This equation is valid for all the flowing and diffusion processes, such as fluid flow, 
mass transport and electrochemical reactions, occurred inside the fuel cell.  
    Eq. (A-2) can be expanded for a multi-component mixture consisting of n species by 
applying the law of conservation of mass for each species i (i = 1,2,3,…n): 
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where ij (kg m
-2 s-1) is the mass flux vector of species i. This equation describes the 
change of density of species i with time. The addition of all n equations results in Eq. 
(A-2), where 
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Conservation of momentum 
The momentum balance within a volume element can be described by the following 
equation: 
 
        
        
            
   
       
         
  
   
       
         
   
   
             
         
      
    (A-5) 
The momentum flow through the volume element can by described by two mechanisms: 
convection and molecular transfer. By considering the fact that the fluid flows through 
all faces of the volume element, Eq. (A-5) can be written as follow [196]: 
gτuu
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where p  (Pa m-1) is the pressure gradient, τ (kg m-1 s-2) is the shear stress tensor, and 
g  (m s-2) is the gravitational acceleration vector.  
The term on the left hand side of Eq. (A-6) means the rate of momentum increase per 
unit of volume while on the right hand side of Eq. (A-6) the first term is the rate of 
momentum gain by convection per unit of volume, the second term is the pressure force 
on element per unit of volume, the third term describes the rate of momentum gain by 
viscous transfer per unit of volume, and the last term is the gravitational force on the 
element per unit of volume. This equation, which is valid for any continuous medium, is 
the general form of the motion equation. If the behaviour of the fluids obeys Newton’s 
law of viscosity, in which the shear force per unit of area is proportional to the negative  
of the local velocity gradient, the shear stress tensor is therefore being expressed as 
[196]: 
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3
2
)([ Iuuuτ  T                                      (A-7) 
where I  is the identity matrix,  
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001
. 
In order to describe the momentum balance in the porous media, the Brinkman equation 
[197] is used. This equation was developed based on Darcy’s law by Brinkman in 1949. 
An additional term was added into Darcy’s law accounting for the viscous transport in 
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the momentum balance. And both the pressure and flow velocity vector were treated as 
independent variables in the Brinkman equation shown as follow: 
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)(                               (A-8) 
where K  (m2) and   are the permeability and porosity of the porous media, 
respectively. eff  (Pa s) is the effective viscosity of the fluid. The shear stress tensor is 
similar to that in Eq. (A-7) but the porosity of the porous media is included: 
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For a multi-component mixture the motion equation is very similar to the equations 
developed for single fluid represented by Eq. (A-6) and Eq. (A-8). The difference is that 
the last term, g  is replaced by 
ii g , which accounts for the fact that each species 
may be affected by different external force per unit of mass. Simultaneously, a unit 
tensor δ  is introduced to the pressure term shown as follow: 
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Note that the flow velocity in equations from Eq. (A-6) to Eq. (A-11) is the superficial 
averaged velocity, which is defined as the volume rate of flow through a unit cross-
sectional area including both pores and solid matrix. This definition makes the velocity 
field continuous across the boundaries between the porous and free flow regions. The 
flow therefore can be described by the same velocity in the entire domain.  
Conservation of species 
    The mass balance of species i in a multi-component mixture can be obtained by 
applying the law of conservation of mass on species i to the volume element, through 
which a multi-component mixture. For species i, the mass balance is described as follow: 
 
            
            
   
       
       
          
         
   
                    
              
     (A-12) 
By considering the species transport through convection and diffusion, Eq. (A-12) could 
be written as follow: 
                                                                                               Appendix A: Conservation equations 
252 | P a g e  
 
iiii
ii rw
t
w



ju
 )(
                                      (A-13) 
where 
iw , ij  (kg m
-2 s-1) and 
ir  (kg m
-3 s-1) are the mass fraction, mass flux vector and 
source or sink term of species i, respectively.  
Eq. (A-13) describes the change of mass fraction of species i with respect to time in a 
fixed volume element. On the right hand side of this equation, the first term represents 
the mass change resulting from convection, the second term represents the mass change 
due to diffusion, and the third term is the chemical reaction dependent mass change.  
Bird et al. [196] states that four driving forces have to be considered for the mass flux 
vector in a multi-component system. Thus the mass flux vector of species i is written as: 
T
i
g
i
p
i
x
ii jjjjj                                                   (A-14) 
Each term on the right hand side represent the contribution of ordinary diffusion ( x
ij ), 
pressure diffusion ( p
ij ), forced diffusion (
g
ij ) and thermal diffusion (
T
ij ), respectively. 
According to the approach proposed by Curtiss and Bird [198], the mass flux vector can 
be rearranged as follow: 
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where T
iD (m
2 s-1) is the thermal diffusion coefficient, T  (K) is the temperature, ijD (m
2 
s-1) is the Fick diffusion coefficient matrix for species i diffusing through species j in the 
multi-component mixture, and jd (m
-1) is the driving force for diffusion through 
concentration, pressure and external forces. If gravity is the only external force,  jd  can 
be expressed as [199]: 
p
p
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 )(d                                      (A-16) 
The mole fraction of species j ( jx ) and its gradient ( jx ) can be related to the mass 
fraction of species j ( jw ) by the following equation: 
n
j
j
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M
w
x                                                          (A-17) 
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where 
nM  (kg mol
-1) is the mean molecular weight of the mixture.  
In a porous media, the Fick’s diffusion coefficient matrix needs to be corrected by the 
porosity and tortuosity of the porous media. Bruggman correction [17] shown as follow 
is the most common relationship used.  
  
ij
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ij DD                                                            (A-19) 
Normally, 5.1  is selected.  
The source term for species conservation is associated with the chemical reaction. The 
source term for species i is zero unless species i is involved in the chemical reactions. 
As discussed in Section 3.1.1, the reaction rate is negative in the anode catalyst layer 
and positive in the cathode catalyst layer. Consequently, the source terms for hydrogen, 
oxygen, nitrogen and water vapour are given as follow: 
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where ai  and ci (A m
-3) are the volumetric current densities for the anode and cathode, 
respectively. It is important to note that the source terms for hydrogen and oxygen are 
negative due to the chemical reaction consumption, while the source term for water 
vapour is positive because water is the production. As nitrogen is not involved in the 
chemical reaction, the source term for nitrogen is zero.  
Conservation of energy  
    By applying the same principle, which is used to develop the equation of motion, on 
energy, the law of conservation of energy for the fluid contained in the volume element 
can be written as follow: 
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In Eq. (A-21) the kinetic energy is associated with the fluid motion, and the internal 
energy is related to the random translational and internal motion of the molecules. The 
equation of energy for a multi-component mixture is given by using the methodology 
developed by Bird et al. [196]: 
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where U (J kg-1) is the internal energy per unit of mass of fluid in the volume element, 
eQ  (J m
-3 s-1) is the heat source term, and q (J m-2 s-1) is the heat flux vector.  
The term on the left hand side of Eq. (A-22) is the rate of energy gained per unit of 
volume, while on the right hand side of Eq. (A-22), the first term is the rate of energy 
input per unit of volume by convection; the second term is the rate of energy input per 
unit of volume by thermal conduction; the third term is the rate of work done on the 
fluid per unit of volume by viscous forces; the fourth term is the rate of work done on 
the fluid per unit of volume by pressure forces; the fifth term is the rate of work done on 
the fluid per unit of volume by gravitational forces; and the last term is the heat source 
which accounts for heat generation and consumption due to chemical reactions and 
Joule heating.  
    According to Fourier’s law, the heat flux vector is expressed in terms of temperature 
gradients as follow:             
Tkq                                                             (A-23) 
This equation represents the energy transport by heat conduction, which is used to 
describe the molecular transport of heat in isotropic media. Expanding Eq. (A-23) to a 
multi-component mixture gives: 
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where ik  (W m
-1 K-1) and iH  (J mol
-1) are the thermal conductivity and partial molar 
enthalpy of species i. The second term on the right hand side represents the heat 
transport by species diffusion. 
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Combing the equations of motion and continuity with the equation of energy, the 
equation of thermal energy can be obtained as follow [196]:  
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The term on the left hand side of the equation above represents the rate of internal 
energy gained per unit of volume; the first term on the right hand is the rate of internal 
energy input per unit of volume by conduction; the second term on the right hand is the 
reversible rate of internal energy increase per unit of volume by compression; the third 
term on the right hand is the irreversible rate of internal energy increase per unit of 
volume by viscous dissipation; and the fourth term on the right hand is the heat source.  
    Instead of internal energy, Eq. (A-25) can be written in terms of the temperature and 
heat capacity of the fluid, which becomes more convenient for calculating the 
temperature profiles. At a constant pressure, the internal energy can be related to the 
temperature and heat capacity via the following equation: 
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where V (m3 kg-1) is the volume per unit of mass, and pc (J mol
-1 K-1) is the averaged 
heat capacity of the multi-component mixture at a constant pressure, which can be 
calculated by the heat capacity and mole fraction of the species of the multi-component 
mixture: 
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With the aid of the equation of continuity v)( dtdV , then multiplying both sides 
of Eq. (A-26) by the averaged density (could be calculated follow the method shown in 
Eq. (A-27)) of the multi-component mixture and combing Eq. (A-25) gives: 
epp QTc
t
T
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Due to the fact that the second term on the right hand side of the equation above ( vτ  ) 
is only significant in high speed flow system in which the velocity gradient is large 
[196], it is reasonable to neglect this term on the purpose of simplification. By simply 
substituting Eq. (A-23) into Eq. (A-28), a secondary order partial differential equation 
for temperature profiles can be obtained as follow: 
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For a multi-phase heat transfer process occurred in the porous media, Eq. (A-29) 
becomes to: 
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where   is the porosity of the porous media, the subscript g, l, and s refer to phases of 
gas, liquid and solid, respectively.  
It is important to note that the solid phase is not included in the second term on the left 
hand side of the equation above. This is because the solid phase (porous electrode) does 
not move. The source term eQ  (J m
-3 s-1) is responsible for the heat generation and sink 
due to chemical reaction, latent heat due to phase change, and Joule heating. The heat 
generation in terms of Joule heating is expressed by the following equation: 
2Jouleq                                                             (A-31) 
where  (S m
-1) is the ionic conductivity,   (V) is the potential. 
For a fuel cell unit, Joule heating is taken into account in the gas diffusion la yer, 
catalyst layer and membrane. Especially for the catalyst layer where hydrogen or 
methanol oxidation reaction and oxygen reduction reaction occurred, Joule heating is 
much significant, which can be calculated by the entropy changes of the reactant and the 
activation overpotential for each electrode. For a hydrogen fuel cell, Joule heating on 
both the anode and cathode is expressed as [200]: 
)
2
(
F
ST
iq aa
a
reaction

                                                    (A-32) 
)
4
(
F
ST
iq ccc
c
reaction

                                               (A-33) 
where aS  and cS (J mol
-1 K-1) are the entropy change for the reaction on anode and 
cathode, respectively. From the study of Lampinen and Fomino [200], the HOR on 
anode is endothermic whereas the ORR is exothermic. The entropy change is 161.2 J 
mol-1 K-1 for HOR and -324.0 J mol-1 K-1 for ORR. 
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Conservation of charge 
    It is assumed that a finite volume dV  (m3) carries an amount of charge 
vdG  (C). The 
charge density 
vg  (C m
-3) is: 
dV
dG
g vv                                                     (A-34) 
Then the total charge of the volume V is expressed as follow: 
  vv dVgdG                                               (A-35) 
The change of total charge in time generates current flow in and/or out of the surface 
dS  (m2) surrounding the volume dV . The expression of conservation of charge is 
therefore: 
i  dSdVgdt
d
v                                                     (A-36) 
where i  (A m-2) is the current density vector. By using the Gauss divergence theorem, 
which states that the outward flux of a vector field through a closed surface is equal to 
the volume integral of the divergence over the region inside the surface, and assuming 
that the volume V  did not change with time, Eq. (A-36) can be rewritten as: 
i vdVgdt
d
                                                      (A-37) 
Assuming the charge density at any location does not change with time and adding a 
source term iQ  (A m
-3), Eq. (A-36) can be simplified as follow: 
iQ i                                                              (A-38) 
If no external source applied, iQ  is equal to the volume current density vi  (A m
-3). At 
stationary condition, the current density does not depend on time.  
0 i                                                               (A-39) 
The current density vector i  can be related to the electric filed E (V m-1) and 
conductivity   (S m
-1) by Ohm’s law as: 
Ei                                                                 (A-40) 
At a specific point within the electric field, the voltage is equal to the negative gradient 
of the potential shown as follow: 
E                                                             (A-41) 
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Substituting Eq. (A-40) and Eq. (A-41) into Eq. (A-38) gives: 
iQ )( i                                                    (A-42) 
Applying Eq. (A-42) on the solid (electrode) and electrolyte (membrane and ionomer) 
phases, respectively, two sub-equations are obtained [201]: 
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where eff
s  and 
eff
M (S m
-1) are the effective electrical conductivity for the solid phase 
and electrolyte conductivity for the membrane and ionomer, respectively. For any 
volume of the computational domain the electronic and the ionic currents generated are 
equal, leading to: 
0 Ms ii                                                    (A-45) 
In a porous media, the source terms sQ  and MQ can be expressed in terms of the 
volumetric current for the electrode and electrolyte, respectively. The total current 
generated in the anode must be equal to the total current consumed in the cathode. In the 
situation of no external resource the conservation of charge requires that:  
Ms QQ                                                  (A-46) 
dVidVi
cCLaCL V
c
V
a  
,,
                                          (A-47) 
The average volumetric current density avgi  (A m
-3) is expressed as: 
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where aCLV ,  and cCLV ,  (m
3) are the volume of the catalyst layer of anode and cathode, 
respectively. The surface overpotential, the driving force for the transfer current density 
in an electrochemical reaction, is defined as [17]: 
eq
Ms E                                               (A-49) 
where eqE  (V) is the equilibrium potential, which is zero on the anode and is equal to 
the theoretical cell potential at a given temperature and pressure on the cathode side 
calculated by the Nernst equation.  
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