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A SPECTRAL RESULT FOR HARDY INEQUALITIES
BAPTISTE DEVYVER
Abstract. Let P be a linear, elliptic second order symmetric operator,
with an associated quadratic form q, and let W be a potential such that
the Hardy inequality
λ0
∫
Ω
Wu
2
≤ q(u)
holds with (non-negative) best constant λ0. We give sufficient conditions
so that the spectrum of the operator 1
W
P is [λ0,∞). In particular, we
apply this to several well-known Hardy inequalities: (improved) Hardy
inequalities on a bounded convex domain of Rn with potentials involv-
ing the distance to the boundary, and Hardy inequalities for minimal
submanifolds of Rn.
1. Introduction
Let P be a linear elliptic, second order, symmetric, non-negative operator
on a domain Ω, and let q be the quadratic form associated to P . Following
Carron [12] and Tertikas [30], we will call Hardy inequality for P with weight
W ≥ 0 and constant λ > 0, the following inequality:
λ
∫
Ω
Wu2 ≤ q(u), ∀u ∈ C∞0 (Ω). (1.1)
We denote by λ0 = λ0(Ω, P,W ) the best constant λ for which inequality
(1.1) is valid. By convention, if (1.1) does not hold for any λ > 0, we will
let λ0 = 0. The inequality (1.1) aims to quantify the positivity of P : for
instance, inequality (1.1) with W ≡ 1 is equivalent to the positivity of the
bottom of the spectrum of (the Friedrichs extension of) P .
Let us give a celebrated example of Hardy inequality for P = −∆, which
will be a guideline for us in this paper (see [20] for the convex case, and [7],
[22] for the mean convex case):
Example 1.1. If Ω is a C2, bounded, mean convex domain of Rn, and δ is
the distance to the boundary of Ω, then
1
4
∫
Ω
u2
δ2
≤
∫
Ω
|∇u|2, ∀u ∈ C∞0 (Ω). (1.2)
We recall that Ω is called mean convex if the mean curvature of its bound-
ary is non-negative.
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Let us return to the general case.
1.1. The best constant and the existence of minimizers. A natural
question is, for a given weight W ≥ 0 such that the Hardy inequality (1.1)
holds, to compute the best constant λ0 and to discuss whether λ0 is attained
by a minimizer in the appropriate space or not. More precisely, defineD1,2 to
be the completion of C∞0 (Ω) with respect to the norm
√
q. The variationnal
problem associated to the Hardy inequality (1.1) is
λ0 = inf
u∈D1,2\{0}
q(u)∫
ΩWu
2
. (1.3)
If (1.3) is not realized by a function in D1,2, we will say that the Hardy
inequality (1.1) with best constant λ0 does not have a minimizer.
Another interesting quantity, related to the existence of minimizers, is the
best constant at infinity. It is defined as follows (see [2], [20] and [15]):
Definition 1.2. The best constant at infinity λ∞ = λ∞(Ω, P,W ) is the
supremum of the set of α ≥ 0 such that
α
∫
Ω\Kα
Wu2 ≤ q(u), ∀u ∈ C∞0 (Ω \Kα),
for some Kα ⊂⊂ Ω compact subset of Ω.
Closely related notions have been introduced (under different names) in
[30] and [17].
Example 1.3 (Example 1.1, continued). For the Hardy inequality (1.2)
with W = 1
δ2
, the best constant and the best constant at infinity are both
equal to 14 . Furthermore, inequality (1.2) does not have a minimizer.
1.2. Improving Hardy inequalities. A very natural question is the fol-
lowing: for the Hardy inequality (1.1) with the best constant λ0, can we
improve it by adding another non-negative potential V to the left-hand side,
i.e. is there a positive constant µ and a non-negative, non-zero potential V
such that
λ0
∫
Ω
Wu2 + µ
∫
Ω
V u2 ≤ q(u), ∀u ∈ C∞0 (Ω) (1.4)
Of course, such an improvement – if it exists – is not at all unique, and
finding a potential V which is “as large as possible” is important.
Results by Filippas-Tertikas [17], Agmon [2], Pinchover [23], [25], Marcus-
Mizel-Pinchover [20], Pinchover-Tintarev [27] among others show that the
best constant at infinity, as well as the existence of minimizers, play an
important role in this problem: indeed, a general result obtained by Agmon
[2] (see also Pinchover [25], Lemma 4.6 for an easier and more general proof)
shows that if the best constant at infinity is strictly greater than the best
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constant in the inequality (1.1), then no improvement by a non-negative,
non-zero potential V is possible.
Also, concerning the minimizers, Pinchover-Tintarev show (Lemma 1.1 in
[27]) that ifW > 0 and if there is a minimizer for the Hardy inequality (1.1),
then no improvement by a non-negative, non-zero potential V is possible. In
fact, if a minimizer exists then it is a ground state (in the sense of Agmon)
of P −W .
The possibility of adding a potential V 	 0 in the left-hand side of the
Hardy inequality (1.1) with best constant λ0 has to do with the criticality of
the operator P −λ0W : there exists V 	 0 such that the improved inequality
(3.5) is valid (with µ = 1) if and only if P −λ0W is subcritical in Ω. See for
example [15] for details and references on this.
In the case that the best constant at infinity is strictly larger than the best
constant, or that there is a minimizer, the potential W “does not grow fast
enough at infinity” in a certain sense. Let us illustrate this by the following
example, related to Example 1.1:
Example 1.4. Let P = −∆ on a smooth, bounded, mean convex domain
Ω, and let us define, for α ∈ R,
Wα = δ
−α,
where we recall that δ is the distance to the boundary of Ω. Then,
λ∞(Ω,−∆,Wα) =


+∞, α ∈ (−∞, 2)
1
4 , α = 2
0, α ∈ (2,+∞)
More generally, ifW is a small perturbation of P (see [24]), then λ∞(Ω, P,W ) =
∞.
Definition 1.5. A non-negative potential W , satisfying the Hardy inequal-
ity (1.1), is said to belong to the class of admissible potentials A(Ω, P ) if
λ0(Ω, P,W ) = λ∞(Ω, P,W ),
and if there is no minimizer of the associated variational problem (1.3).
When the dependence with respect to Ω and P will be clear, we will write
A instead of A(Ω, P ).
For instance, it follows from the results of Marcus-Mizel-Pinchover [20]
that if Ω is a C2, bounded, mean convex domain, then the potential δ−2
belongs to the class A(Ω,−∆). In this article, we will focus on Hardy
inequalities (1.1) with admissible potentials. A Hardy inequality (1.1) with
admissible potential can sometimes be improved, but not always. Actually,
if W is admissible, deciding whether the Hardy inequality (1.1) with best
constant λ0 can be improved or not, is a delicate question. We define a
subclass of A:
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Definition 1.6. A non-negative potential W , satisfying the Hardy inequal-
ity (1.1), is said to belong to the class of optimal potentials O(Ω, P ) if
W ∈ A(Ω, P ) and if the Hardy inequality (1.1) with best constant λ0 can-
not be improved, i.e. if there is no V 	 0, µ > 0 such that inequality (3.5)
holds. Equivalently, W ∈ O(Ω, P ) if and only if W ∈ A(Ω, P ) and P −λ0W
is critical (see [28]). Furthermore, P − λ0W is critical if and only if it does
not have a ground state in the sense of Agmon (see [28]); this of course
includes an obvious case when such a ground state is a true minimizer).
Example 1.7. The potential 1|x|2 is an optimal potential for P = −∆ on Rn
(or equivalently, on Rn \ {0}) for n ≥ 3 (see [15] for a short proof). Indeed,
the operator −∆−(n−22 )2 1|x|2 is critical and has ground state |x| 2−n2 . Recall
that the potential 1|x|2 appears in the classical Hardy inequality in R
n, n ≥ 3
with best constant:
(
n− 2
2
)2 ∫
Rn
u2(x)
|x|2 ≤
∫
Rn
|∇u|2, ∀u ∈ C∞0 (Rn).
However, the Hardy inequality (1.2) of Example 1.1 can be improved. The
first improvement of inequality (1.2) was obtained by Brezis and Vazquez
[9], for V ≡ 1, however 1 /∈ A(Ω,−∆ − 1
4δ2
) – in fact, V ≡ 1 is a small
perturbation of −∆ − 14δ2 , and thus λ∞(Ω,−∆ − 14δ2 ,1) = ∞. Later, an
improvement by a potential in the class A(Ω,−∆ − 1
4δ2
) was obtained by
Brezis and Marcus [8]. Let us introduce the normalized logarithm function,
defined by
X1(t) := (1− log t)−1 .
A consequence of the work of Brezis and Marcus is the following:
Example 1.8. Let Ω be a smooth, bounded, mean convex domain, then we
have the improved Hardy inequality
1
4
∫
Ω
u2
δ2
X21
(
δ
D
)
≤
∫
Ω
|∇u|2 − 1
4
∫
Ω
u2
δ2
, ∀u ∈ C∞0 (Ω), (1.5)
where D is any constant such that
D ≥ sup
x∈Ω
δ(x).
Furthermore, 14 is the best constant and the best constant at infinity, and
there is no minimizer. In particular, δ−2X21
(
δ
D
)
belongs to the classA(Ω,−∆−
1
4δ2
).
More recently, Barbatis, Filippas and Tertikas [6] have obtained a series
of successive improvements of the Hardy inequality (1.2) with admissible
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potentials, generalizing the improved Hardy inequality (1.5) obtained by
Brezis and Marcus. In order to present their result, let us define for i ≥ 1,
Xi(t) := X1(Xi−1(t)),
and by convention X0 ≡ 1. Let us also define
Wi := 1
4δ2
(
i∑
k=0
X20
(
δ
D
)
· · ·X2k
(
δ
D
))
,
and
Ji :=Wi −Wi−1 = 1
4δ2
X20
(
δ
D
)
· · ·X2i
(
δ
D
)
.
The result of Barbatis, Filippas and Tertikas obtained in [6] is presented in
the following example:
Example 1.9. Let Ω be a C2, bounded, mean convex domain, then we can
choose D > supx∈Ω δ(x) big enough (see Remark 3.4) so that for every i ≥ 1,
the following improved Hardy inequality holds
∫
Ω
Jiu2 ≤
∫
Ω
|∇u|2 −
∫
Ω
Wi−1u2, ∀u ∈ C∞0 (Ω). (1.6)
Furthermore, 1 is the best constant and the best constant at infinity, and
there is no minimizer. In particular, Ji belongs to the class A(Ω,−∆ −
Wi−1).
1.3. The spectrum of 1W P . In this subsection, we collect some results
concerning the spectrum of operators of the type 1W P . For more details on
this, see [2], Section 3 in [20], or Proposition 4.2 in [15].
If the potential W in the Hardy inequality (1.1) is positive, then there is a
spectral interpretation of the best constant λ0(Ω, P,W ) and of the best con-
stant at infinity λ∞(Ω, P,W ). Consider (the Friedrichs extension of) the op-
erator 1W P , which is self-adjoint on L
2(Ω,Wdx). Then λ0(Ω, P,W ), the best
constant in (1.1) is the infimum of the spectrum of 1W P , and λ∞(Ω, P,W ),
the best constant at infinity is the infimum of the essential spectrum of 1W P
(the result concerning λ∞ comes from the Persson’s formula, see [21], [3]).
As an immediate consequence, the following result holds:
Lemma 1.10. Assume that λ∞(Ω, P,W ) = +∞. Then the spectrum of
1
W P is discrete.
Example 1.11. Let Ω be a smooth, bounded domain. Then for every
α ∈ (2,∞), the spectrum of δα is discrete. Indeed, for every α ∈ (2,∞),
λ∞(Ω,−∆, δ−α) =∞.
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Also, there is a minimizer of the variational problem (1.3) if and only if
λ0(Ω, P,W ) is an eigenvalue of
1
W P . In [20], p.3246, the authors attributed
the following result to Agmon:
Claim 1.12 (Agmon). On a smooth, bounded, mean convex domain, the
spectrum of δ2(−∆) is [14 ,∞). Furthermore, without the mean convexity
assumption on the domain, the essential spectrum of δ2(−∆) is [14 ,∞).
To the author’s knowledge, Agmon never published this result, but proved
a closely related result in [1]. The validity of Agmon’s claim 1.12 implies
at once that if Ω is a smooth, bounded, mean convex domain, the best
constant and the best constant at infinity for the Hardy inequality (1.1) are
both equal to 14 . Agmon’s claim has to be compared to Example 1.11.
1.4. Optimal Hardy inequalities and the supersolution construc-
tion. In the article [15], starting from a general subcritical operator P on
a punctured domain Ω⋆ = Ω \ {0}, we have constructed an optimal poten-
tial W satisfying the Hardy inequality (1.1) with best constant 1. This is
actually a generalization of Example 1.7, since for the case P = −∆ with
Ω = Rn, n ≥ 3, the constructed potential W is equal to (n−22 )2 1|x|2 . The
most remarkable property of these constructed potentialsW is the criticality
of P − λ0W : as we have mentionned above, if W ∈ A(Ω, P ), the criticality
of P − λ0W is a delicate property.
These optimal potentials are obtained through a construction that we
have called in [15] the supersolution construction, and that we recall now:
Proposition 1.13 (Supersolution construction, see [15], Lemma 5.1 and
Corollary 5.2). Assume that P is subcritical in Ω, and that there exist u0
and u1 two linearly independent, positive supersolutions of P . Then the
non-negative potential
W (u0, u1) :=
1
4
∣∣∣∣∇ log
(
u0
u1
)∣∣∣∣
2
satisfies the Hardy inequality (1.1) with λ = 1.
In fact, the above norm | · | is a norm associated with P , as we shall
explain later. Moreover, the results of [15] show that if u0 and u1 are positive
solutions of Pu = 0, in Ω \ {0}, and if moreover
lim
x→∞
u0(x)
u1(x)
= 0, lim
x→0
u0(x)
u1(x)
=∞,
thenW (u0, u1) is an optimal potential (having a singularity at 0). Actually,
u0 as above is necessarily the minimal, positive Green function of P with
pole 0. These optimal potentials obtained via the supersolution construc-
tion have another interesting property: if W (u0, u1) is positive, then the
spectrum of the operator 1W (u0,u1)P is [1,∞). The proof of this last fact
relies on the existence of generalized eigenfunctions of exponential type for
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1
W P − λ, for every λ ≥ 1.
However, the optimal potentials W (u0, u1) have two drawbacks: first, the
existence of two linearly independent positive solutions u0, u1 of
Pui = 0
does not always hold: one generally needs to remove one point in Ω in order
to guarantee this condition, and the potential obtained will have a singular-
ity at that point. Secondly, finding the asymptotic of W (u0, u1) at infinity,
or even a lower bound of W (u0, u1) in order to get a more explicit Hardy
inequality, is a difficult problem. Actually, it is an open problem to give suf-
ficient conditions guaranteeing that W (u0, u1) is positive in a neighborhood
of infinity. This is an interesting question, since the interpretation of the
best constant and the best constant at infinity in term of the spectrum of
the operator 1W (u0,u1)P holds only if W (u0, u1) is positive.
It is sometimes more natural to work with non-optimal (but good enough)
potentials given by an explicit formula. In the supersolution construction,
instead of two positive solutions ui of Pu = 0, one can take two (well chosen)
positive supersolutions. For example, the potential 14δ2 of the Hardy inequal-
ity of Example 1.1 is obtained by applying the supersolution construction
with u0 = 1 and u1 = δ (which is a supersolution, but not a solution of
P = −∆). Furthermore, the potentials of the Examples 1.1, 1.8 and 1.9 are
not optimal, because the corresponding Hardy inequality can be improved,
yet they are admissible potentials. We will also see (in Proposition 3.2)
that each improvement of the Hardy inequality of Example 1.9 can also be
obtained using the supersolution construction, with explicit supersolutions
u0 and u1 which are functions of δ. It is thus tempting to ask whether the
property that the spectrum of 1W (u0,u1)P is [1,∞), valid in the case of the
optimal potentials obtained in [15], remains true for only admissible poten-
tials (that is, potentials in the class A(Ω, P ). In particular, it is interesting
to ask the following question:
Question 1.14. For the Hardy inequalities of Examples 1.1 and 1.9 ob-
tained respectively by Brezis-Marcus and Barbatis-Filippas-Tertikas, does
it hold that the spectrum of 1W (u0,u1)P is [1,∞)?
1.5. Our results and organization of the article. In this article, we
generalize the results of [15] concerning the spectrum of 1W (u0,u1)P for opti-
mal potentials W (u0, u1), to non-optimal potentials W (u0, u1) obtained by
the supersolution construction, provided that the function u0 and u1 are
optimal approximate solutions of P at infinity. We will define later what op-
timal approximate solutions of P at infinity precisely means (see Definition
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2.16), since it is technical. One of the main results of this article can then
be roughly stated as follows (for a precise formulation, see Theorem 2.17):
Theorem 1.15. Let (u0, u1) be a pair of optimal approximate solutions at
infinity for P . Recall that W (u0, u1) :=
1
4
∣∣∣∇ log u0u1
∣∣∣2. Then the essential
spectrum of 1W (u0,u1)P is equal to [1,∞), and its spectrum below 1 consists
at most of a finite number of eigenvalues with finite multiplicity.
Roughly speaking, the proof relies on the fact that there are approximate
generalized eigenfunctions of exponential type for 1W (u0,u1)P . As a main
corollary of Theorem 1.15, we will be able to answer Question 1.14 (see
Theorem 3.5):
Theorem 1.16. Let Ω be a C2, bounded, mean convex domain of Rn, and
assume that D is chosen as in Example 1.9. Then for every i ≥ 1, the spec-
trum of 1Ji (−∆−Wi−1) is [1,∞). Furthermore, without the mean convexity
assumption on Ω, the essential spectrum of 1Ji (−∆−Wi−1) is [1,∞), and
the intersection of the spectrum of 1Ji (−∆−Wi−1) with (−∞, 1) consists of
(at most) a finite number of eigenvalues with finite multiplicity.
In particular, this proves Agmon’s claim 1.12 about the spectrum of
1
δ2
(−∆). As an immediate corollary, we recover the value of the best con-
stant and of the best constant at infinity in the improved Hardy inequalities
(1.6), a result already proved in [6].
Another result that we obtain as a consequence of Theorem 1.15 concerns
Hardy inequalities on minimal submanifoldsMn →֒ RN . Let us fix x0 ∈ RN ,
and denote by r := dRN (x0, ·), where dRN is the Euclidean distance. Carron
obtained in [12] the following Hardy inequality
(
n− 2
2
)2 ∫
M
u2
r2
≤
∫
M
|∇u|2, ∀u ∈ C∞0 (M). (1.7)
Let us denote by II the second fundamental form of the isometric immersion
Mn →֒ RN , and denote by ∆M the (negative) Laplacian on M . As a
consequence of Theorem 1.15, we get the following result (see Theorem 4.1):
Theorem 1.17. Assume that the total curvature of the minimal isometric
immersion Mn →֒ RN is finite, i.e. that∫
M
|II|n2 <∞.
Then the spectrum of r2(−∆M) is
[ (
n−2
2
)2
,∞).
To conclude this introduction, we propose the following open problem:
Question 1.18. Are there embedded eigenvalues for the operators 1Ji (−∆−Wi−1)
and r2(−∆M ), appearing respectively in Theorem 1.16 and Theorem 1.17?
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The structure of the article is as follows: in Section 2, we establish the
general result (Theorem 1.15) that will be the key to studying the spectrum
of our operators. In Section 3, we apply this result to the Hardy inequality
(1.6), and we prove Theorem 1.16. In Section 4, we consider the case of the
Hardy inequality on minimal submanifolds of Rn, and we prove Theorem
1.17. In Section 5, we study an exponential volume growth property, which
shows up naturally for Hardy inequalities with admissible potentials.
2. General theory
2.1. Preliminaries. Throughout the paper, the potentials appearing in the
various Hardy inequalities will always be non-negative. As usual, C will de-
note a generic constant, whose value can change from line to line.
Notation: For two positive functions f and g, we will write f ≍ g if there
is a positive constant C such that
C−1f ≤ g ≤ Cf.
Let Ω, n ≥ 2 be a smooth domain in Rn (or more generally, a smooth,
connected manifold of dimension n). The infinity of Ω is the ideal point
in the one-point compactification of Ω. From this, we derive the notions of
neighborhood of infinity in Ω, of convergence at infinity for a real function
defined in Ω, etc... Let ν be a positive measure on Ω. Consider a symmetric
second-order elliptic operator L on Ω with real coefficients in divergence
form of the type
Pu = −div(A∇u)+ cu, (2.1)
Here, −div is the formal adjoint of the gradient with respect to the mea-
sure ν. We assume that for every x ∈ Ω the matrix A(x) = (aij(x))
i,j
is
symmetric and that the real quadratic form
〈ξ,A(x)ξ〉 :=
n∑
i,j=1
ξia
ij(x)ξj ξ ∈ Rn (2.2)
is positive definite. We will denote the norm associated to this quadratic
form by | · |A, that is
|ξ|2A := 〈ξ,A(x)ξ〉.
Moreover, it is assumed that P is locally uniformly elliptic, and that A and
c are locally bounded in Ω.
We denote by q the quadratic form associated to P , defined by
q(u) =
∫
Ω
(〈A∇u,∇u〉+ cu2) dν, ∀u ∈ C∞0 (Ω).
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We will assume that q is nonnegative, and consider the Friedrichs extension
of P , that we will also denote P . It is a self-adjoint operator on L2(Ω,dν).
If u ∈W 1,2loc (Ω) and f ∈ L∞loc(Ω), we will say that the equation
Pu = f
holds in Ω in the weak sense if for every ϕ ∈ C∞0 (Ω),∫
Ω
(〈A∇u,∇ϕ〉+ cuϕ) dν =
∫
Ω
fϕdν.
In a similar way, we define the notion of weak supersolutions/subsolutions
for P .
We will make use of the following two constructions. The first one is
called the h-transform and is defined as follows: if h > 0 is in C1,αloc (Ω) and
Ph ∈ L∞loc(Ω), we define the operator
Ph := h
−1Ph,
which is self-adjoint on L2(Ω, h2dν). Also, the following formula holds in
the weak sense:
Phu = −divh(A∇u) + Ph
h
u, (2.3)
where
divh(X) = div(X) + 2〈h−1∇h,X〉
is the divergence with respect to the measure h2dν.
We call the second construction the change of measure. Let W > 0,
then we can consider the operator 1W P . It is a self-adjoint operator on
L2(Ω,Wdν), and its quadratic form is the same as P . If divW is the diver-
gence with respect to the measure Wdν, then
1
W
Pu = −divW
(
A
W
∇u
)
+
c
W
u, (2.4)
which follows from the formula
divW (X) =
1
W
div(WX).
2.2. A spectral result. We now present a general spectral result concern-
ing operators of the form 1W P . It is probable that this result, maybe in a
weaker form, is already known to experts, even if we have been unable to
find a reference in the literature that covers such a general case.
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Theorem 2.1. Assume that W1 and W2 are two positive (in a neighborhood
of infinity) potentials in L∞loc(Ω), such that
W1(x) ∼W2(x) when x→∞.
Then σess(
1
W1
P ) = σess(
1
W2
P ).
Proof. Let λ ∈ σess( 1W1P ). Let (Ωn)n∈N be an exhaustion of Ω. Then,
using a ground state transform, it follows essentially from the decomposition
principle for the essential spectrum (see [16] or [18]) that for every compact
set K ⋐ Ω, there is a Weyl sequence (un)n∈N associated to λ, orthonogal
in L2(W1dν), such that for every n ∈ N, the support of un is included in
Ω \ Ωn. By definition of a Weyl sequence, if we denote by || · || the norm in
L2(W1dν), there holds
lim
n→∞
||( 1W1P − λ)un||
||un|| = 0.
Since W1(x) ∼x→∞ W2(x) and given the hypothesis on the support of un,
one has, when n→∞,
||un|| ∼ ||un||L2(W2dν).
Also, using the hypothesis on the support of un, and the fact that W1 and
W2 are equivalent at infinity, one has for n big enough,
||( 1W2P − λ)un||L2(W2dν) =
(∫
Ω |(P − λW2)un|2 dνW2
)1/2
≤
(∫
Ω |(P − λW1)un|2 dνW2
)1/2
+|λ|
(∫
Ω |(W1 −W2)un|2 dνW2
)1/2
≤ 2||( 1W1P − λ)un||
+|λ|
(∫
Ω
∣∣∣W1−W2W2
∣∣∣2 u2nW2dν
)1/2
≤ o(||un||).
Consequently, un is also a Weyl sequence for
1
W2
P , associated to λ. The hy-
pothesis on the support of un now implies that λ is in the essential spectrum
of 1W2P .

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Theorem 2.1 actually allows us to get a first quick proof of Agmon’s claim
1.12, relying on the results of [15]. An alternative proof, which works more
generally for improved Hardy inequalities (1.6), will be given in Section 3.
Corollary 2.2. If Ω is a bounded, C2 domain in Rn, then the essential
spectrum of δ−2∆ is [14 ,∞).
Proof. Let W = 14
∣∣∇G
G
∣∣2 be an optimal weight in the sense of [15], where
G is the Green function of ∆ with pole at some fixed point x0 ∈ Ω. It has
been proved in [15, Example 13.2] that as x→ ∂Ω,
W ∼ 1
4δ2
.
Furthermore, according to [15, Theorem 2.2], the (essential) spectrum of
1
W∆ is [1,∞). By Theorem 2.1, the essential spectrum of δ−2∆ is equal to
the essential spectrum of 4 1W∆, and thus is equal to [
1
4 ,∞).

Another direct application of Theorem 2.1 and of the results of [15] is to
multipolar Hardy inequalities. Let x1, · · · , xN , N ≥ 2 be distinct points in
Rn, and consider the positive weight
W =

 ∑
1≤i<j≤N
|xi − xj]2
|x− xi|2|x− xj |2

 .
In [13], the following multipolar Hardy inequality was shown:
∫
Rn
|∇u|2 ≥
(
n− 2
N
)2 ∫
Rn
Wu2, ∀u ∈ C∞0 (Rn). (2.5)
It was proved in [15, Remark B2 and B.3] that ∆−(n−2N )2W is critical, but
the weight W is not optimal, i.e. does not belong to O(Rn \ {x1, · · · , xN})
(one reason is that the constant
(
n−2
N
)2
in (2.5) is not optimal for test func-
tions supported outisde a ball B(0, R), for R large enough). From Theorem
2.1, one can deduce the following result:
Corollary 2.3 (Spectrum for multipolar Hardy inequalities). Denote C(N) =
N2
4(N−1) . If N = 2, then the (essential) spectrum of
1
W∆ is [
(
n−2
2
)2
,∞). If
N > 2, then the essential spectrum of 1W∆ is [C(N)
(
n−2
N
)2
,∞), the bottom
of the spectrum of 1W∆ is
(
n−2
N
)2
, and the positive function v =
∏N
i=1 |x −
xi|
2−n
N is eigenfunction for 1W∆, associated to the eigenvalue
(
n−2
N
)2
.
Remark 2.4. One can actually show, using arguments similar to the one
appearing in the proofs of Lemma 2.13 and Proposition 2.14, that if N >
2, 1W∆ has a finite number of eigenvalues, each with finite multiplicity,
belonging to [
(
n−2
N
)2
, C(N)
(
n−2
N
)2
). This in turn implies (see [14]) that the
eigenspace associated to C(N)
(
n−2
N
)2
is finite dimensional.
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Proof. Denote L := 1W∆. Let ε > 0 be small enough such that the balls
B(xj, ε) are disjoint. Let K1 be a regular compact set containing the
balls B(xj, ε), j = 1, · · · , N , and denote K2 the complement in K1 of
∪Ni=1B(xj, ε). The decomposition principle for the essential spectrum (see
[16] or [18]) implies that the essential spectrum of L is equal to the essential
spectrum of L on L2(Rn \ K1,Wdx), with Neumann boundary conditions
on ∂K1. Thus, it consists of the union of the essential spectrum of L on
B(xj, ε), j = 1, · · · , N with Neumann boundary conditions, and of the es-
sential spectrum of L on Rn \ K1, with Neumann boundary conditions on
∂K1. When x→ xj, one has (cf [15, Remark B.3])(
n− 2
N
)2
W ∼ C(N)−1 CH|x− xj |2 = C(N)
−1Wopt,j,
where CH :=
(
n−2
2
)2
. Since Wopt,j is an optimal weight, by [15, Theorem
2.2], the essential spectrum ofW−1opt,j∆ is [1,∞). More precisely, for every λ ∈
[1,∞), one can find a Weyl sequence forW−1opt,i∆ supported in B(xj, ε2 ). This
implies that the essential spectrum of W−1opt,j∆ on B(xj , ε), with Neumann
boundary conditions, is equal to [1,∞). Applying Theorem 2.1, one obtains
that the essential spectrum of L on B(xj, ε), j = 1, · · · , N with Neumann
boundary conditions is equal to [C(N)
(
n−2
N
)2
,∞). Moreover, when |x| →
∞, it holds that
W ≍ 1|x|4 ,
and therefore
λ∞(Rn \K1,∆,W ) =∞,
which implies, according to Persson’s formula, that L on Rn \K1, with Neu-
mann boundary conditions on ∂K1, has no essential spectrum. Therefore,
the essential spectrum of L on Rn is [C(N) (n−2N )2 ,∞). The statement
that if N > 2, the bottom of the spectrum of L is (n−2N )2 and that v is
eigenfunction follows from [15, Remark B.2].

However, it is more delicate to use Theorem 2.1 and [15, Theorem 2.2] in
order to prove Theorems 1.16 and 1.17 in a similar way. More precisely, in
order to prove Theorem 1.17, one would have to show that as x→∞ in M ,
1
4
∣∣∣∣∇G(x)G(x)
∣∣∣∣
2
∼
(
n− 2
2
)2 1
r2(x)
, (2.6)
where G is the Green function of the Laplacian on M , with pole at some
fixed point of M . In the case of Theorem 1.16, one would have to show that,
as x→ ∂Ω,
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1
4
∣∣∣∣∇Gi−1(x)Gi−1(x)
∣∣∣∣
2
∼ Ji(x), (2.7)
where Gi−1 is the Green function of ∆ − Wi−1, with pole at some fixed
point of Ω. We do not know if the two estimates (2.6) and (2.7) hold. In
Section 3 and 4, we will prove respectively Theorem 1.16 and 1.17, without
having to prove gradient estimates for Green functions. This is an important
point, since in general finding the asymptotic at infinity of |∇ logG| for a
Green function G is a difficult task, that can be achieved only in some
particular cases. Instead, in our general approach that will lead to the proof
of Theorems 1.16 and 1.17, we will not have to estimate the gradient of a
Green function. This general approach is based on the results of the next
subsection.
2.3. Another spectral result. We first introduce some definitions and
notations. Denote by C the set of positive measures on [0,∞) which are ab-
solutely continuous with respect to the Lebesgue measure, and have infinite
mass. For χ ∈ C and r ≥ 0, denote
V (r) :=
∫ r
0
dχ
and
S(r) :=
∫ r+1
r
dχ.
Also, define σ, the exponential rate of volume growth of χ by
σ(χ) := lim
r→∞ sup
1
r
log V (r).
We have the following elementary technical Lemma:
Lemma 2.5. If σ(χ) = 0, then for every a > 0, ε > 0 and d > 0, there
exists b > a such that |b− a| ≥ d and
S(b)
V (b)− V (a) < ε.
Conversely, if for every ε > 0, there exists a > 0 and d > 0 such that for
every b > a+ d, the inequality
S(b)
V (b)− V (a) < ε
holds, then σ = 0.
Proof. The proof is elementary, but we provide it for the sake of com-
pleteness. Assume that σ = 0. We proceed by contradiction: define
f(r) := V (r) − V (a), and assume that there is ε > 0 and R big enough
such that for every r ≥ R,
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f(r + 1) − f(r)
f(r)
> ε.
Define g(r) := eνr, with ν > 0 chosen so that eν − 1 < ε, then
g(r + 1)− g(r)
g(r)
= eν − 1 < ε < f(r + 1)− f(r)
f(r)
.
From this, we deduce at once that there is a constant C such that for every
r > 0,
f(r) ≥ Cg(r).
But this implies that
σ ≥ ν,
which is impossible.
Conversely, if ε > 0 is fixed and for every r > R,
f(r + 1) − f(r)
f(r)
< ε,
then proceeding as above, by comparison with g(r) := eνr with ν chosen so
that eν − 1 > ε, we find that
f(r) ≤ Ceνr,
which yields that σ ≤ ν. Letting ε→ 0, we can let ν → 0 and conclude that
σ = 0.

Definition 2.6. A positive measure χ ∈ C is said to have subexponential
volume growth if it satisfies σ(χ) = 0. In other words, χ has subexponential
volume growth iff V (r) = eo(r).
We will consider push-forward measures, of which we recall the definition:
Definition 2.7. If X and Y are measured spaces, f : X → Y is measurable
and µ is a measure on X, then the push-forward of µ by f is the measure
f⋆µ, defined so that for every measurable set B of Y ,
(f⋆µ)(B) = µ(f
−1(B)),
where by definition f−1(B) is the subset of X defined by
f−1(B) = {x ∈ X : f(x) ∈ B}.
Then, for every g : Y → R measurable, we have the change of variable
formula ∫
Y
g d(f⋆µ) =
∫
X
g ◦ fdµ. (2.8)
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After these preliminaries, let us now turn to our first general spectral re-
sult. Let L be a symmetric, second-order elliptic operator of the form (2.1).
We assume that L1 = 0 (that is, c = 0), then by Allegretto-Piepenbrink
theory (see [4], or Lemma 3.10 in [26]), L extends to a self-adjoint operator
on L2(Ω,dν), whose spectrum is included in [0,∞). In the following Propo-
sition, we give conditions guaranteeing that the spectrum of L is the whole
[0,∞).
Proposition 2.8. Assume that (outside a compact set) there exists a func-
tion v ∈ C1,αloc , α ∈ (0, 1) such that, for some positive constant C,
lim
x→∞ |∇v(x)|A → C,
and such that
lim
x→∞ v(x) = +∞ (2.9)
and
lim
x→∞Lv(x) = 0 (pointwise). (2.10)
Assume also that the push-forward measure χ := v⋆ν is in C and has subex-
ponential volume growth. Then the spectrum of L is [0,∞): more precisely,
for every η ≥ 0, we can construct a Weyl sequence whose support goes to
infinity, i.e. a sequence (ϕn)n∈N of smooth, compactly supported functions
such that
lim
n→∞
||(L− η)ϕn||2
||ϕn||2 = 0
and for every compact K ⊂ Ω, there is an N such that the support of ϕn is
in Ω \K for every n ≥ N .
Remark 2.9. (1) The infinity is the ideal point in the one-point com-
pactification of Ω.
(2) The condition that v⋆ν be in C is quite weak: for example, if ν is
the Lebesgue measure on Rn, then by the co-area formula, v⋆ν ∈ C
if and only if the function f(t) := VolHn−1({v = t}) is locally L1 and∫∞
f(t)dt =∞. Here, VolHn−1 is the volume with respect to Hn−1,
the (n− 1)−dimensional Hausdorff measure.
(3) As follows from the proof, Proposition 2.8 holds under the weaker
condition on χ that for every a > 0, ε > 0 and d > 0, there exists
b > a such that |b− a| ≥ d and
S(b)
V (b)− V (a) < ε.
This is indeed (slightly) weaker than subexponential volume growth,
by Lemma 2.5.
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The idea behind Proposition 2.8 is that L, restricted to the set of “radial”
functions, that is functions of the form f(v), has spectrum [0,∞). Thus it
can be thought of in a way as a result about a “one-dimensional operator”.
In fact, for every η ≥ 0, the function ei√η is an approximate solution at
infinity of (L − η)u = 0, and the Weil sequence will be constructed as a
sequence of functions that approwimate ei
√
η. Let us turn to the detailed
proof of Proposition 2.8:
Proof. Without loss of generality, we can assume that |∇v(x)|A → 1 when
x→∞. We will use the fact that since L1 = 0, L satisfies the two formulae
(in the weak sense):
L(f(u)) = f ′(u)Lu− f ′′(u)|∇u|2A (2.11)
and if g and h are C1,αloc (Ω),
L(gh) = gL(h) + hL(g) − 2A∇g · ∇h. (2.12)
Fix η ≥ 0, and let µ := √η. Define ϕ = eiµv . Then, using formula (2.11),
we get that in the weak sense,
Lϕ = iµ(Lv)ϕ + µ2|∇v|2Aϕ,
that is
(L− η)ϕ = iµ(Lv)ϕ+ η(|∇v|2A − 1)ϕ.
We want to define ϕn := ψn(v)ϕ, where ψn(v) is going to play the role of a
“radial” cut-off function. We first compute (using fomulae (2.11) and (2.12))
that in the weak sense,
(L− η)ϕn = ψn(v) [(L− η)ϕ] + ϕ(Lψn(v)) − 2〈A∇ϕ,∇ψn(v)〉
= iµϕn(Lv) + η(|∇v|2A − 1)ϕn
+ϕ
(
ψ′n(v)(Lv) − ψ′′n(v)|∇v|2A
)− 2iµψ′n(v)ϕ|∇v|2A
(2.13)
We now define the real function ψn: we take ψn(t) equal to 1 if t ∈ [an +
1, bn − 1], 0 if t /∈ [an, bn] – an and bn to be chosen later –, and such that
there is a constant C independent of n satisfying
|ψ′n|+ |ψ′′n| ≤ C.
We are now ready to estimate each of the terms appearing in the compu-
tation of (L− η)ϕn: we first have, using the property of change of variable
formula (2.8) of the push-forward measure,
||ϕn||22 = ||ψn(v)ϕ||22 =
∫
ψ2n(t)dχ(t) ≥
∫ bn−1
an+1
dχ(t).
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Moreover, using that Lv and |∇v|A are bounded, and the fact that ψ′n and
ψ′′n are supported in the union of the intervals [an, an + 1] ∪ [bn − 1, bn], we
get (using again the change of variable formula (2.8))
||ϕ (ψ′n(v)(Lv) − ψ′′n(v)|∇v|2A)−2iµψ′n(v)|∇v|2Aϕ||2 ≤ C
∫
[an,an+1]∪[bn−1,bn]
dχ(t).
Furthermore, since |∇v|2A → 1 at infinity, we have
||η(|∇v|2A − 1)ψn(v)ϕ||22 = o
(∫
ψ2n(t)dχ(t)
)
when n→∞.
We now choose the sequences (an, bn)n∈N inductively: suppose that (an−1, bn−1)
is defined, then take an > min(bn−1, n) such that
|Lv| ≤ 1
n
on the set {v ≥ an} (here we use hypotheses (2.9) and (2.10)), and take bn
big enough such that ∫
[an,an+1]∪[bn−1,bn] dχ(t)∫ bn−1
an+1
dχ(t)
≤ 1
n
.
This is possible by Lemma 2.5, since χ has subexponential volume growth.
Collecting all the estimates, we get that
lim
n→∞
||(L− η)ϕn||2
||ϕn||2 = 0,
which concludes the proof.

2.4. Spectral result for Hardy inequalities. We now apply Proposition
2.8 to study Hardy inequalities. We consider a symmetric operator P on
L2(Ω,dν) of the form (2.1). We take u0, u1 positive functions on Ω which,
for some α ∈ (0, 1) and K ⊂⊂ Ω compact subset of Ω, are C1,αloc (Ω \ K).
Denote
Vi =
Pui
ui
.
Recall that X1 is defined by
X1(t) := (1− log(t))−1 ,
and consider the non-negative weight
W (u0, u1) :=
1
4
∣∣∣∣∇ log
(
u0
u1
)∣∣∣∣
2
A
=
1
4
∣∣∣∣∇X−11
(
u0
u1
)∣∣∣∣
2
A
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We emphasize that here and everywhere in the paper, X−11 is a notation
for 1X1 and not for the inverse of X1. We know from the supersolution
construction of [15] that in the case where u0, u1 are solutions of P , then
u1/2 :=
√
u0u1 and u1/2X
−1
1
(
u0
u1
)
are solutions of P −W (u0, u1). Further-
more, if u0 and u1 are only supersolutions of P , then u1/2 is supersolution of
P −W (u0, u1). In this subsection, we will be interested in the case where u0
and u1 are approximate solutions of P . In the rest of this subsection, we will
denote W (u0, u1) by W . We will need the following general computational
lemma (see [15] for the proof of the first equality):
Lemma 2.10. The following equalities hold, in the weak sense:(
P − 1
2
(V0 + V1)−W
)
u1/2 = 0,
and
(
P − 1
2
(V0 + V1) + (V0 − V1)X1
(
u0
u1
)
−W
)
u1/2X
−1
1
(
u0
u1
)
= 0.
For the rest of this section, we assume thatW is positive in a neighborhood
of infinity in Ω: more precisely, we will assume that W > 0 on Ω \K. From
the assumption that u0 and u1 belong to C
1,α(Ω \ K), it follows that W
and 1W are continuous, and in particular locally bounded, on Ω \ K. In
order to study the spectral properties of 1W P , we perform simultaneously a
h-transform and a change of measure: we consider the operator
L := u−11/2
(
W−1P − 1) u1/2,
which is symmetric on L2(Ω, u21/2Wdν) and unitarily equivalent to
(
W−1P − 1).
We compute from the formulae (2.3) and (2.4) that
L = −div
(
A
W
∇·
)
+
(
W−1P − 1)u1/2
u1/2
,
where the divergence is for the measure u21/2Wdν. Let us denote by V the
potential
V :=
(
W−1P − 1) u1/2
u1/2
=
1
2W
(V0 + V1),
(we have used here the first equality in Lemma 2.10), and by L˜ the symmetric
operator
L˜ := −div
(
A
W
∇·
)
acting on L2(Ω, u21/2Wdν), so that
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L = L˜+ V.
We have then the following consequence of Proposition 2.8:
Proposition 2.11. Assume that the following conditions are satisfied:
(1)
lim
x→∞
u0(x)
u1(x)
= 0,
(2)
lim
x→∞
1
2W
(V0 + V1)X
−1
1
(
u0(x)
u1(x)
)
= 0,
(3)
lim
x→∞
V0 − V1
W
= 0,
(4) The push-forward measure
(
X−11
(
u0
u1
))
⋆
(u0u1Wdν) is in C and has
subexponential volume growth.
Then the essential spectrum of W−1P on L2(Ω,Wdν) is [1,+∞).
Remark 2.12. (1) It will be clear from the proof that if W˜ = W in a
neighborhood of infinity of Ω, then the essential spectrum of W˜−1P
is also [1,∞).
(2) Concerning the hypotheses made in Proposition 2.11: condition
(1) expresses the fact that u0 has “minimal growth” at infinity;
conditions (2) and (3) express in a quantitative way that u0 and
u1 are “approximate solutions” of P at infinity; condition (4) is
satisfied for optimal potentials obtained by the supersolution con-
struction, i.e. if u0 and u1 are solutions of P : indeed, in this
case,
(
X−11
(
u0
u1
))
⋆
(u0u1Wdν) has linear volume growth (see [15]).
Therefore, the hypotheses (1)–(4) can be considered to express in a
quantitative way that W is “optimal at infinity”. We will discuss
with greater details the relevance of condition (4) in Section 5.
Proof. Since W−1P − 1 and L are unitarily equivalent, it is enough to show
that the essential spectrum of L is [0,∞). By Lemma 2.10, we have
LX−11
(
u0
u1
)
=
1
2W
(V0 + V1)X
−1
1
(
u0
u1
)
+
V0 − V1
W
.
Define v := X−11
(
u0
u1
)
, which is C1,αloc (Ω \K) for some K compact subset of
Ω. The hypotheses made imply that
lim
x→∞ v(x) = +∞,
lim
x→∞V (x)v(x) = 0,
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in particular,
lim
x→∞V (x) = 0,
and finally,
lim
x→∞ L˜v(x) = 0.
Let us remark that by definition of W ,
|∇v|2A/W =W−1|∇v|2A = 4.
We can apply Proposition 2.8 to L˜ (notice that the matrix AW appearing in
the definition of L˜ is locally bounded in Ω \K): for every η ≥ 0, there is a
Weyl sequence (ϕn)n∈N for L˜− η, with the support of ϕn going to infinity.
Since limx→∞ V (x) = 0, we conclude that (ϕn)n∈N is also a Weyl sequence
for L − η. Hence the essential spectrum of L contains [0,∞). For the
inverse inclusion, it is enough to prove that 0 is the infimum of the essential
spectrum of L. By Persson’s formula (see [21] or [3]), λ∞(L), the infimum
of the essential spectrum of L, is given by
λ∞(L) = sup{λ : ∃K ⊂⊂ Ω, ∃uλ > 0, s.t. (L−λ)uλ = 0 on Ω\K}. (2.14)
Let ε > 0. Since V tends to 0, we can find a compact set K0 containing K
such that
|V | ≤ ε on Ω \K0.
Since L˜1 = 0, by Allegretto-Piepenbrink L˜ is nonnegative. Therefore, again
by Allegretto-Piepenbrink one can find a positive function u, solution of
(L+ ε)u = (L˜+ V + ε)u = 0 on Ω \K0.
Persson’s formula (2.14) now implies that λ∞(L) ≥ −ε. Letting ε → 0, we
conclude that
λ∞(L) ≥ 0.

We will be also interested in the part of the essential spectrum below the
essential spectrum. For this, we will use the following Lemma:
Lemma 2.13. Let L be an operator of the form (2.1). Assume that in a
neighborhood of infinity there is a positive C1,αloc function v such that when
x→∞, there holds
|∇v(x)|A ≥ C > 0
and
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∣∣∣∣Lvv + L1
∣∣∣∣ = o(v−2).
Then the negative spectrum of L consists of (at most) a finite number of
eigenvalues, each with finite multiplicity.
Proof. We apply Lemma 2.10 to get, in a neighborhood of infinity,
L√v =
(
1
2
(Lv
v
+ L1
)
+
1
4
|∇v|2A
v2
)√
v.
Using the hypotheses, we see that in a neighborhood of infinity,
L√v ≥ 0.
According to [14], the existence of a positive supersolution of L outside a
compact set of Ω is equivalent to the fact that the negative spectrum of L
consists of (at most) a finite number of eigenvalues, with finite multiplicity,
hence the conclusion.

We apply this in the framework of Proposition 2.11:
Proposition 2.14. Let P , W , u0, u1, V0, V1 be as defined above Proposition
2.11. Assume that when x→∞,
(1)
lim
x→∞
1
2W
(V0 + V1) = o
(
X21
(
u0(x)
u1(x)
))
,
(2)
lim
x→∞
V0 − V1
W
= o
(
X1
(
u0(x)
u1(x)
))
,
Then the spectrum of W−1P strictly below 1 consists (at most) of a finite
number of eigenvalues of finite multiplicity.
Remark 2.15. It is clear from the proof that the same conclusion also holds
for W˜−1P , if W˜ =W in a neighborhood of infinity of Ω.
Proof. It is a direct consequence of Lemma 2.13, applied with L = L =
u−11/2(
1
W P − 1)u1/2 and v = X−11
(
u0(x)
u1(x)
)
.

The results of this section lead us naturally to the concept of “approximate
solutions”, as announced in the introduction. We introduce the following
definition:
Definition 2.16. Recall that W (u0, u1) :=
1
4
∣∣∣∇ log u0u1
∣∣∣2
A
, and assume that
W (u0, u1) is positive in a neighborhood of infinity. We say that (u0, u1)
is a pair of optimal approximate solutions at infinity for P if the following
conditions are satisfied:
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(1)
lim
x→∞
u0(x)
u1(x)
= 0.
(2) When x→∞,
1
W (u0, u1)
(
Pu0
u0
+
Pu1
u1
)
= o
(
X21
(
u0(x)
u1(x)
))
.
(3) When x→∞,
1
W (u0, u1)
(
Pu0
u0
− Pu1
u1
)
= o
(
X1
(
u0(x)
u1(x)
))
.
(4) The push-forward measure
(
X−11
(
u0
u1
))
⋆
(u0u1Wdν) is in C and has
subexponential volume growth.
Summarizing the results of this section, we obtain one of the main results
of this paper (as a consequence of Propositions 2.11 and 2.14):
Theorem 2.17. Let P be a symmetric, second-order elliptic operator of
the form (2.1). Let (u0, u1) be a pair of optimal approximate solutions at
infinity for P . Recall that W (u0, u1) =
1
4
∣∣∣∇ log u0u1
∣∣∣2
A
. Then the essential
spectrum of the operator 1W (u0,u1)P on L
2(Ω,W (u0, u1)ν) is equal to [1,∞),
and furthermore the spectrum below 1 consists at most of a finite number of
eigenvalues with finite multiplicity.
3. Bounded domains of Rn
In this section, Ω will be a general (not necessarily mean convex, otherwise
stated) C2 bounded domain of Rn, and δ is the distance to the boundary of Ω.
In this section, we study the spectrum of the operator J−1i (∆ −Wi−1),
associated with the Hardy inequality (1.6) obtained in [6]. We will make use
of the following properties of the function δ (see [20] and [22], and references
therein):
Lemma 3.1. Let Ω $ Rn be an open set. Then δ is Lipschitz in Ω, and
|∇δ| = 1 a.e. on Ω.
If Ω is C2, then there exists U neighborhood of ∂Ω such that δ is C2 in U
(in particular, |∇δ| = 1 in U) and ∆δ is bounded in U . If Ω is C2, then
−∆δ ≥ 0 in the distribution sense in Ω if and only if Ω is mean-convex.
The equivalence between mean-convexity and non-negativity of −∆δ ≥ 0
goes back to Gromov, and was established for the first time in [22].
Let us recall the definition of the functions Xi: we set by convention
X0 ≡ 1,
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X1(t) := (1− log(t))−1 ,
and for all i ≥ 1,
Xi+1(t) = X1(Xi(t)).
Then for every i ≥ 1,
Xi((0, 1]) = (0, 1],
and
Xi(1) = 1, lim
t→0
Xi(t) = 0.
We will use the following formula which gives, for i ≥ 1, the derivative of
Xi, and which is extracted from [6]:
X ′i(t) =
1
t
X1(t) · · ·Xi−1(t)X2i (t).
Now, we have the following computation, which is a direct consequence of
Lemma 2.10, and which implies the Hardy inequality (1.6) obtained in [6]
(related computations have been performed in [17]).
Proposition 3.2. Let i ≥ 0, and define
U0,i :=
(
δ
D
X−10
(
δ
D
)
· · ·X−1i
(
δ
D
))1/2
,
U1,i := U0,iX
−1
i+1
(
δ
D
)
,
Ri :=
i∑
k=1
X1
(
δ
D
)
· · ·Xk
(
δ
D
)
(R0 = 0 by convention),
and
Hi :=
1
4
i+1∑
k=1
∣∣∣∣∇X−1k
(
δ
D
)∣∣∣∣
2
.
Then in Ω, (
−∆− −∆δ
2δ
(1−Ri)−Hi
)
U0,i = 0, (3.1)
and
(
−∆− −∆δ
2δ
(1−Ri) + −∆δ
δ
X1
(
δ
D
)
· · ·Xi+1
(
δ
D
)
−Hi
)
U1,i = 0.
(3.2)
Moreover, if we denote
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Wi := 1
4δ2
(
i∑
k=0
X20
(
δ
D
)
· · ·X2k
(
δ
D
))
,
then
Hi =Wi a.e. on Ω,
and if U is the neighborhood of ∂Ω given by Lemma 3.1, then
Hi =Wi on U.
Corollary 3.3. If Ω is mean-convex, and if D is chosen such that in Ω,
one has
Ri =
i∑
k=1
X1
(
δ
D
)
· · ·Xk
(
δ
D
)
≤ 1,
then the Hardy inequality (1.6) takes place on Ω.
Remark 3.4. Actually, D in Corollary 3.3 can be chosen independently of
i: it is a consequence of the fact that the series
∞∑
k=0
X1 (t) · · ·Xk (t)
converges for every t ∈ [0, 1). For a proof of this fact (kindly provided to us
by A. Tertikas), see the Appendix.
Proof of Corollary 3.3. The hypothesis on D gives that Ri ≤ 1, so that
by Proposition 3.2 and the fact that −∆δ ≥ 0, we have (in the weak sense)
(−∆−Hi)U0,i ≥ 0.
Given that Ui,0 > 0, this implies by Allegretto-Piepenbrink theory that
−∆−Hi ≥ 0,
which is equivalent to saying that the following Hardy inequality holds:∫
Ω
Hiu
2 ≤
∫
Ω
|∇u|2, ∀u ∈ C∞0 (Ω).
Since δ is Lipschitz on Ω, it is not hard to see thatWi and Hi are in L∞(Ω).
By Proposition 3.2, there is a set A ⊂ Ω of zero measure such that Hi =Wi
on Ω \A. Let us fix u ∈ C∞0 (Ω); then∫
Ω\A
Wiu2 +
∫
A
Hiu
2 ≤
∫
Ω
|∇u|2.
Since δ is Lipschitz on Ω, it is not hard to see that Hi andWi are in L∞(Ω),
and thus
∫
AHiu
2 =
∫
AWi = 0. Therefore,
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∫
Ω
Wiu2 ≤
∫
Ω
|∇u|2.
Consequently, the Hardy inequality (1.6) holds on Ω.

Proof of Proposition 3.2. The proof of the formulae (3.1) and (3.2) is by
induction on i, using the construction described in Lemma 2.10. Indeed, to
pass from (3.1) and (3.2) of index i to (3.1) and (3.2) of index i + 1, just
apply Lemma 2.10 with P = −∆ + Hi, u0 = U0,i and u1 = Ui,1. In order
to initialize the induction, we apply Lemma 2.10 with P = −∆, u0 = δD ,
V0 =
−∆δ
δ and u1 = 1, V1 = 0, and we get exactly the formulae (3.1) and
(3.2) for i = 0. Now assume that the formulae (3.1) and (3.2) are true for
the index i, and apply Lemma 2.10 with P = −∆ + Hi, u0 = U0,i and
u1 = Ui,1. By the induction hypothesis,
V0 =
−∆δ
2δ
(1−Ri) ,
and
V1 =
−∆δ
2δ
(1−Ri)− −∆δ
δ
X1
(
δ
D
)
· · ·Xi+1
(
δ
D
)
.
The formulae of Lemma 2.10 gives (3.1) and (3.2) for the index i+ 1, upon
noticing that
X1
(
u0
u1
)
= X1
(
Xi
(
δ
D
))
= Xi+1
(
δ
D
)
.
The fact that Wi = Hi on U follows from the following computation:
∣∣∇X−1k+1 ( δD)∣∣ = 1DX ′k+1 ( δD)X−2k+1 ( δD)
= 1D
[
D
δ X1
(
δ
D
) · · ·Xk ( δD)X2k+1 ( δD)]X−2k+1 ( δD)
= 1δX1
(
δ
D
) · · ·Xk ( δD) ,
and therefore Wi = Hi on U .

We now prove the announced spectral result for the Hardy inequality (1.6),
as a consequence of Proposition 2.11. Recall that for i ≥ 1,
Ji =Wi −Wi−1,
and by convention
J0 = 1
4δ2
.
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Theorem 3.5. For every i ≥ 0, the essential spectrum of the operator
Li := J−1i (−∆−Wi−1) in L2(Ω,Ji dx) is [1,∞). Furthermore, the spectrum
of Li strictly below 1 consists (at most) of a finite number of eigenvalues with
finite multiplicity.
In the case where Ω is mean-convex and if D is chosen as in Corollary
3.3, then the spectrum of Li in L2(Ω,Ji dx) is [1,∞), and in particular 1
is the best constant at infinity in the Hardy inequality (1.6).
Proof. By simplicity, we will assume that
Hi =Wi−1
on all Ω (and not only in a neighborhood of infinity). If it is not the case,
one has to use the Remarks 2.12 and 2.15 . The modifications are left to
the reader.
For k ≥ 1, define Yk := X−1k
(
δ
D
)
. Fix i ≥ 0. We have seen in the proof
of Proposition 3.2 that the improved Hardy inequality (1.6) at step i is
obtained by applying the construction of Lemma 2.10 with P = −∆−Wi−1,
u0 = U0,i−1, u1 = U0,i−1Yi (for i = 0, we have to take P = −∆, u0 = δD and
u1 = 1). For this choice of u0 and u1, we have
V0 :=
Pu0
u0
= O(δ−1)
and
V1 :=
Pu1
u1
= O(δ−1).
We want to apply Proposition 2.11 to P , u0, u1, W := Ji. We have to check
the three corresponding conditions. Notice that
u0
u1
= Xi
(
δ
D
)
→ 0 when δ → 0.
Next, remark that
X−11
(
u0
u1
)
= X−11
(
Xi
(
δ
D
))
= Yi+1.
Therefore,
1
2Ji (V0 + V1)X
−1
1
(
u0
u1
)
= 12JiYi+1O(δ
−1)
= O(δ1−ε).
Also,
1
2Ji (V0 − V1) = O(δ
1−ε),
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so the second and the third conditions of Proposition 2.11 are satisfied. It
remains to verify the condition on the measure. Noticing that
u0u1 = U
2
0,i,
we see that the measure is dν = JiU20,idx. We compute
JiU20,i = 14δ2X21 · · ·X2i × δDX−11 · · ·X−1i
= 14D
(
1
δX1 · · ·Xi
)
= 14D |∇Yi+1|
Therefore, by the coarea formula,∫
{a≤Yi+1≤b} JiU20,idx =
1
4D
∫
{a≤Yi+1≤b} |∇Yi+1|dx
= 14D
∫ b
a
(∫
{Yi+1=t} dσ
)
dt
But Yi+1 = t if and only if δ = ϕ(t), for a decreasing function ϕ such that
lim
t→∞ϕ(t) = 0.
When ε → 0, the surface measure of the level set {δ = ε} is equivalent to
|∂Ω|, and therefore we obtain that when a and b go to +∞,∫
{a≤Yi+1≤b}
JiU20,idx ≍ (b− a).
Applying now Proposition 2.8 gives that the essential spectrum of Li is
[1,∞). Concerning the finiteness of the spectrum below 1, it is immediate to
see that the previous computations imply that the hypotheses of Proposition
2.14 are satisfied, which gives the result.

The analogue of Proposition 3.2 and Theorem 3.5 holds for the improved
Hardy inequalities considered in [17], where δ is replaced by ϕ(x) := |x|2−n,
which is harmonic (and not only superharmonic). Let us explain this: for
n ≥ 3, we consider Ω a bounded domain of Rn containing 0, and we define
Zi :=
(
ϕ(x)X−10
( |x|
D
)
· · ·X−1i
( |x|
D
))1/2
,
we have for D ≥ supΩ |x|,(
−∆− 1
4
i+1∑
k=1
∣∣∣∣∇X−1k
( |x|
D
)∣∣∣∣
2
)
Zi = 0, (3.3)
and
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(
−∆− 1
4
i+1∑
k=1
∣∣∣∣∇X−1k
( |x|
D
)∣∣∣∣
2
)
ZiX
−1
i+1
( |x|
D
)
= 0. (3.4)
Equation (3.3) has already been obtained in [17]. We then have the follow-
ing result, which is proved exactly like Theorem 3.5, considering what is
happening around zero rather than at the boundary of Ω:
Theorem 3.6. For n ≥ 3, let Ω is a bounded domain of Rn containing 0.
Define
Hi :=
1
4
i+1∑
k=1
∣∣∣∣∇X−1k
( |x|
D
)∣∣∣∣
2
and
Ri := Hi −Hi−1.
Then the (essential) spectrum of the operator R−1i (−∆−Wi−1) in L2(Ω, Ri dx
is [1,∞). In particular, 1 is the best constant around zero in the improved
Hardy inequality∫
Ω
Riu
2 ≤
∫
Ω
|∇u|2 −
∫
Ω
Hi−1u2, ∀u ∈ C∞0 (Ω).
Remark 3.7. The fact that 1 is the best constant around zero was already
shown in [17].
4. Minimal immersions of the Euclidean space
We consider a minimal isometric immersion Mn →֒ RN , for n ≥ 3. We
will denote by II the second fundamental form of this immersion. Let x0
be any point of RN , and let r = dRN (x0, ·) be the Euclidean distance. G.
Carron [12] has shown the following Hardy inequality:
(
n− 2
2
)2 ∫
M
u2
r2
≤
∫
M
|∇u|2, ∀u ∈ C∞0 (M). (4.1)
Of course, if x0 is a point of M , then an easy argument using test functions
localized close to x0 shows that
(
n−2
2
)2
is the best constant in the Hardy
inequality (4.1). An interesting question is to what extent the weight W :=(
n−2
2
)2 1
r2
has the “best behavior” at infinity in M . We show that
Theorem 4.1. Let us assume that the total curvature
∫
M |II|n/2 is finite.
Then the operator r2(−∆) has spectrum [(n−22 )2 ,∞) (here, the Laplacian
is on M). In particular,
(
n−2
2
)2
is the best constant at infinity in the Hardy
inequality (4.1).
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This result is not so surprising, since by results of Anderson [5], we know
that the condition on the second fundamental form implies thatM is asymp-
totically Euclidean. In fact, we will use some estimates obtained in [5] in
order to establish Theorem 4.1.
Proof. The proof is once again an application of Proposition 2.11. First, let
us recall Carron’s computation that leads to (4.1). We have
∆r2 = n,
which implies that
(
−∆− 1
r2
((
n− 2
2
)2
+
(2− n)(n+ 2)
4
(
1− |∇r|2)
))
r
2−n
2 = 0. (4.2)
Here, ∇ is the gradient on M (and not on Rn). Notice that |∇r| ≤ 1, which
implies by the above equation that(
−∆−
(
n− 2
2
)2 1
r2
)
r
2−n
2 ≥ 0.
By Allegretto-Piepenbrink theory, this yields the Hardy inequality (4.1). We
will use the following Lemma, consequence of the work of Anderson [5] and
Shen-Zhu [29]:
Lemma 4.2. The volume of M is Euclidean at infinity, i.e. if Br(x0) is
the Euclidean ball centered in x0 and V (r) the volume of M ∩BR(x0), then
as r →∞, V (r) is comparable to rn. Also, M has a finite number of ends,
and at infinity in each end, M tends to a linear subspace of dimension of n;
moreover, the second fundamental form satisfies the estimate
|II| = O(r−n/2),
and as r →∞,
|∇r|2 − 1 = O(r−1).
For the estimate of |∇r|2− 1, see in particular the proof of Lemma 2.4 in
[5].
Define
V0 :=
(2− n)(n+ 2)
4
(
1− |∇r|2)
r2
,
then
(−∆− V0 −W )r
2−n
2 = 0,
and by Lemma 2.10,
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(
−∆− n(n− 2)(1 − |∇r|
2)
r2
X1(r
2−n)− V0 −W
)
r
2−n
2 X−11 (r
2−n) = 0.
Furthermore,
1
W
∣∣∇X−11 (r2−n)∣∣2 → 1 when r →∞.
The proof of Proposition 2.11, which relies on Proposition 2.8, shows that
it is enough to prove the following three properties:
(1)
lim
r→∞
V0
W
X−11 (r
2−n) = 0,
(2)
lim
r→∞
1
W
n(n− 2)(1 − |∇r|2)
r2
= 0,
(3) The measure r2−nWdx on M satisfies the hypothesis (4) of Propo-
sition 2.8.
The first two claims are consequences of the estimate of 1− |∇r|2 given by
Lemma 4.2. For the last one, since
X−11 (r
2−n) ∼ (n− 2) log r when r→∞,
we see that it is enough to prove the estimate on the measure with v = log r.
By the co-area formula,∫
a≤log r≤b r
2−nW =
∫
a≤log r≤b r
2−nr−2
≍ ∫a≤log r≤b r−n|∇r|
≍ ∫ ebea t−ndV (t),
so that the corresponding measure on R+ is
dχ(t) = t−ndV (t).
We have to check that for any a big enough,
lim
b→∞
∫ b
b−1 t
−ndV (t)∫ b
a t
−ndV (t)
= 0.
Integrating by part gives the formula
∫ d
c
t−ndV (t) = d−nV (d) − c−nV (c) + n
∫ d
c
t−n−1V (t)dt.
Using the hypothesis that the volume growth in M is Euclidean at infinity
(Lemma 4.2), we see that
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∫ b
b−1 t
−ndV (t)∫ b
a t
−ndV (t)
≍ 1
log(b)
,
hence goes to 0 when b→∞. This gives that χ is in the class C of measure
with subexponential volume growth.

5. Spectrum and Agmon metric
In this section, we study the relationship between good Hardy inequalities
and some weak “hyperbolicity” properties. The motivation comes from the
following example: in the case of the Euclidean unit ball B, consider the
Hardy inequality
1
4
∫
B
u2
δ2
≤
∫
B
|∇u|2, ∀u ∈ C∞0 (B).
Define the following metric (the associated Agmon metric, see the paragraph
below):
ds2 =
1
δ2
dx2,
then ds2 is the hyperbolic metric on the ball B. We ask the following ques-
tion:
Question 5.1. For a general Hardy inequality with an admissible poten-
tial, does the corresponding Agmon metric retain some (weak) hyperbolicity
properties, i.e. properties similar to the one of the hyperbolic metric 1δ2 dx
2
on B?
We will show in this section that in the case of a general good Hardy
inequalities, the Agmon metric satisfies a property of exponential growth of
volume, similar to the exponential volume growth of the hyperbolic space.
We will then apply this to the example of improved Hardy inequalities (1.9)
on a mean convex domain of the Euclidean space. In passing, we will show
a connection between this property of exponential growth of volume, and
the condition (4) (the condition of subexponential volume growth of the
measure) in Proposition 2.11.
5.1. General case. In this section, we consider a general Hardy inequal-
ity. Let W be a positive potential, and P of the form (2.1), such that the
following Hardy inequality takes place for some λ > 0:
λ
∫
Ω
Wu2dν ≤ q(u), ∀u ∈ C∞0 (Ω), (5.1)
where q is the quadratic form of P . Our first result is a direct generaliza-
tion Brooks’ results [10], [11], who proved an estimate for the bottom of
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the essential spectrum of the Laplace-Beltrami operator on a complete Rie-
mannian manifold, in term of the exponential growth of the volume of the
geodesic balls. Brooks’ results are consequence of Agmon’s work on expo-
nential decay of solutions of second-order elliptic equations [3]. Here we will
show that Brooks’ results can be formulated in the more general context of
Hardy inequalities: our result is an estimate of the best constant at infinity
in the Hardy inequality (5.1), in term of the exponential volume growth
of some measure. Before presenting our result, we need to introduce some
definitions and notations. Let ϕ be a positive solution of
Pϕ = 0,
and let us perform a h-transform with respect to ϕ: define
P˜ := ϕ−1Pϕ,
which is self-adjoint on L2(Ω, ϕ2dν). By formula (2.3), P˜ is given by
P˜ u = −divϕ2(A∇u).
Now perform a change of measure: introduce the measure
dµ := ϕ2Wdν,
and define
L :=
1
W
P˜ ,
which is self-adjoint on L2(Ω, ϕ2Wdν), so that the Hardy inequality is equiv-
alent to
λ
∫
Ω
u2 dµ ≤
∫
Ω
|∇u|2A
W
dµ, ∀u ∈ C∞0 (Ω), (5.2)
where |ξ|2A
W
:= 〈 AW ξ, ξ〉. The term on the right-hand side is the quadratic
form associated to L. Furthermore, the best constant λ0 (resp. best constant
at infinity λ∞) in (5.1) is equal to the best constant (resp. best constant at
infinity) in (5.2). The Hardy inequality (5.2) expresses that L has a spectral
gap, indeed as we have already indicated in the introduction, the bottom of
the spectrum (resp. essential spectrum) of L is λ0 (resp. λ∞). Let us define
the Agmon metric
|ξ|2Ag :=W 〈A−1ξ, ξ〉. (5.3)
Denote by ρ the distance function in this Agmon metric. If µ(Ω) =∞, then
for a fixed x0 ∈ Ω, denote by V (r) the volume for the measure µ of the ball
BAg(x0, r) of center x0 and of radius r (with respect to the distance ρ). If
µ(Ω) < ∞, then define V (r)−1 to be the volume of Ω \ BAg(x0, r) for the
measure µ instead. Finally, define σ by
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σ := lim
r→∞ sup
1
r
log V (r). (5.4)
If µ(Ω) =∞, then σ is the exponential rate of volume growth for the measure
µ, in the Agmon metric (5.3). If µ(Ω) < ∞, then σ is the exponential rate
of convergence to µ(Ω) of the volume of balls in the Agmon metric. This
definition does not depend on the choice of x0. Our result is
Theorem 5.2. Assume that the Agmon metric is complete. Then the fol-
lowing inequality takes place:
λ∞ ≤ σ
2
4
.
Proof. The proof follows closely Brook’s proofs in [10], [11], once the reduc-
tion to inequality (5.2) has been made. The need to use the Agmon metric
(5.3) instead of the Riemannian metric on Ω comes from the following fact,
that we extract from [3], Theorem 1.4:
Lemma 5.3. The distance ρ for the Agmon metric (5.3) satisfies
|∇ρ(x0, ·)|2A
W
≤ 1.
With this at hand, the adaptation of Brook’s proof is quite straight-
forward, replacing the Riemannian metric by the Agmon metric and the
Riemannian volume form by the measure µ. We leave the details to the
reader.

Remark 5.4. If P = −div(A∇·) and W = |∇h|2A for some real-valued
Lipschitz function h, then we have the following formula for the distance in
the Agmon metric (5.3) (for a proof, see Lemma 10.5 in [15]):
ρ(x, y) = |h(x) − h(y)|. (5.5)
The completeness of Ω for the Agmon metric is then equivalent to
lim
x→∞ |h(x)| =∞
(see Lemma A1.2 in [3]). In the case of the optimal potentials obtained
by the supersolution construction in [15], the Agmon metric is complete
(Lemma 10.5 in [15]) and the inequality of Theorem 5.2 is an equality (see
Lemma 7.2 in [15]).
In fact, following the argument of Li and Wang [19, Theorem 1.3], more
can be said:
Theorem 5.5. For every ε > 0, the following holds:
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(1) if µ(Ω) <∞, then there is a constant C such that
V (∞)− V (r) ≤ C exp
(
−(2− ε)
√
λ∞
)
,
where V (∞) := µ(Ω).
(2) if µ(Ω) =∞, then there is a constant C such that
V (r) ≥ C exp
(
(2− ε)
√
λ∞
)
.
Furthermore, if the spectrum of L below λ∞ consists of a finite number of
eigenvalues, each with finite multiplicity, then we can take ε = 0 in the above
inequalities.
To conclude this general subsection, we present a result about the discrete
spectrum case, related to Lemma 1.10. Let P be of the form (2.1) qith
quadratic form q, and let W be a positive potential. Define D1,2(Ω, P,W )
to be the completion of C∞0 (Ω) for the norm(
q(u)2 +
∫
Ω
|u|2Wdν
)1/2
.
Theorem 5.6. Assume that for some λ > 0, the Hardy inequality (1.1)
holds. Let V be a positive potential such that
lim
x→∞
V (x)
W (x)
= 0.
Then λ∞(Ω, P, V ) = +∞. In particular, the spectrum of V −1P consists of
an increasing sequence of eigenvalues, tending to +∞, and if λ ∈ R does not
belong to the spectrum of 1W P , then the resolvent (
1
W P − λ)−1 is compact.
If moreover the Agmon metric
|ξ|2Ag :=W 〈A−1ξ, ξ〉
is complete and V ∈ L∞loc(Ω), then D1,2(Ω, P, V ) injects compactly into
L2(Ω, V dν).
Proof. Let us prove the first part of the theorem. Let ε > 0. Then there is
a compact set K such that for every x ∈ Ω \K,
V (x)
W (x)
≤ ε.
Therefore, using the fact that the Hardy inequality (1.1) is satisfied by
assumption, we obtain that for every u ∈ C∞0 (Ω \K),
λε−1
∫
Ω\K
V u2 dν ≤ λ
∫
Ω\K
Wu2 dν ≤ q(u).
Therefore,
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λ∞(Ω, P,W ) ≥ λε−1.
Letting ε→ 0, we get that
λ∞(Ω, P,W ) = +∞.
This concludes the proof of the first part of the theorem.
Let us now prove the second part. First, using a h-transform, we can
assume that P1 = 0. We denote in all the proof D1,2(Ω, P,W ) = D1,2. Fix
a point x0 ∈ Ω, and let ε > 0. By hypothesis, there exists a compact set K0
such that for every x ∈ Ω \K0,
V (x)
W (x)
≤ ε.
Let K compact set of Ω, containing K0 in its interior. As a consequence of
the completeness of the Agmon metric, there is a constant C (indepedant of
ε) such that for every R > 0 big enough, there exists a C∞0 cut-off function
ϕR equal to 1 on BAg(x0, R) \K, zero outside BAg(x0, R + 1), and zero in
K0, such that
||ϕR||∞ + |∇ϕR| A
W
≤ C.
Let (wn)n∈N be a bounded sequence in D1,2(Ω, P,W ). Up to a subsequence,
one can assume that (wn)n∈N converges weakly in D1,2(Ω, P,W ), and by
substracting the limit, one can assume that (wn)n∈N converges weakly to
zero in D1,2(Ω, P,W ). Let us compute
A SPECTRAL RESULT FOR HARDY INEQUALITIES 37
∫
Ω(A∇(ϕRwn) · ∇(ϕRwn)) =
∫
Ω(A∇wn · ∇wn)ϕ2R
+2
∫
Ω(A∇wn · ∇ϕR)wnϕR +
∫
Ω(A∇ϕR · ∇ϕR)w2n
≤ C ∫Ω(A∇wn · ∇wn) + ∫Ω(A∇ϕR · ∇ϕR)w2n
+2C
∫
Ω(A∇wn · ∇wn)1/2(A∇ϕR · ∇ϕR)1/2wn
≤ C ∫Ω(A∇wn · ∇wn) + C ∫ΩWw2n
+2C(A∇wn · ∇wn)1/2W 1/2wn
≤ C ∫Ω(A∇wn · ∇wn)
+2C
(∫
Ω(A∇wn · ∇wn)
)1/2 (∫
ΩWw
2
n
)1/2
≤ C ∫Ω(A∇wn · ∇wn)
≤ C,
whereC is independent of R. Here, we have successively used that (A∇ϕR,∇ϕR) ≤
CW , and the Hardy inequality (1.1), satisfied by hypothesis. Also, using
the hypothesis on V , the definition of ϕR and the Hardy inequality (1.1),
∫
Ω\K0 V (ϕRwn)
2 ≤ ε ∫Ω\K0 W (ϕRwn)2
≤ εq(ϕRwn) = ε
∫
Ω(A∇(ϕRwn) · ∇(ϕRwn))
(recall that we have assumed that P1 = 0). Therefore,∫
Ω\K0
V (ϕRwn)
2 ≤ εC.
Since C is independent of R, we get, letting R→∞:∫
Ω\K
V w2n ≤ εC.
By local uniform ellipticity of P and the Rellich theorem, (wn)n∈N converges
to zero in L2loc(Ω). Since V ∈ L∞loc(Ω),
lim
n→∞
∫
K
V w2n = 0.
Finally, we obtain that
lim sup
n→∞
∫
Ω
V w2n ≤ εC.
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Letting ε→ 0, we conclude that
lim
n→∞
∫
Ω
V w2n = 0,
and the proof of the second part of the theorem is complete.

5.2. The case of approximate solutions and the role of subexponen-
tial growth. In this subsection, we investigate what happens for a Hardy
inequality with a weight obtained by the supersolution construction of [15].
We let u0 and u1 be positive supersolutions of P , and we recall the notation
W (u0, u1) :=
1
4
∣∣∣∇X−11 (u0u1
)∣∣∣2
A
. By Lemma 5.1 in [15], the following Hardy
inequality takes place for λ = 1:
λ
∫
Ω
Wu2dν ≤ q(u), ∀u ∈ C∞0 (Ω), (5.6)
where q is the quadratic form of P , and define λ0 and λ∞ to be respectively
the best constant and the best constant at infinity in (5.6). Define also the
measures µi for i = 0, 1 by
µi := u
2
iW (u0, u1) ν,
and the measure
µ := u0u1W (u0, u1) ν,
where we recall that ν is the underlying measure. Define the Agmon metric
|ξ|2Ag :=W (u0, u1)〈A−1ξ, ξ〉, (5.7)
and let ρ be the distance for the Agmon metric. By Remark 5.4, ρ is given
by formula (5.5) with h = 12X
−1
1
(
u0
u1
)
. Define also σi for i = 1, 2, being the
exponential rate of volume growth of σi, as in Definition 5.4 with µ replaced
by µi. Let us first consider an example, which introduces the results that
we want to present in this subsection:
Example 5.7. Let Ω be a bounded, smooth domain, with P = −∆, ν = dx,
W = 14δ2 = W (u0, u1) for u0 = δ, u1 = 1. Then µ0 =
dx
4 , µ1 =
dx
4δ2 and
µ = dx4δ . Also, the distance in the Agmon metric
dx2
4δ2
is
ρ(x, y) =
1
2
∣∣∣∣log
(
δ(x)
δ(y)
)∣∣∣∣ .
Moreover, elementary computations show that:
(1) µ0 has finite volume, µ1 has infinite volume.
(2) 1 = λ∞(Ω,−∆, 14δ2 ) =
σ2
0
4 =
σ2
1
4 .
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(3) µ has linear volume growth:
µ(BAg(x0, R)) ≍ R, ∀R ≥ 1,
where we recall that BAg(x0, R) is the geodesic ball of center x0 and
radius R in the Agmon metric dx
2
4δ2
.
In the rest of this subsection, we will show that properties (1), (2) of
Example 5.7 hold in more general situations. Let us begin to show an
analogue of Theorem 5.2:
Proposition 5.8. Assume that W (u0, u1) is positive, that
lim
x→∞
u0(x)
u1(x)
= 0,
and that for i = 0, 1,
lim
x→∞
1
W (u0, u1)
Pui
ui
= 0.
Then for i = 1, 2, the inequality
λ∞ ≤ σ
2
i
4
(5.8)
holds.
Proof. The completeness of the Agmon metric follow from Remark 5.4 and
the hypothesis that
lim
x→∞
u0(x)
u1(x)
= 0.
In the rest of the proof, we will denoteW (u0, u1) byW , and we let Vi :=
Pui
ui
.
As in section 5.1, we successively perform an h-transform and a change
of measure. But this time, the h-transform is performed with respect to
an approximate solution of P −W , and not to a solution: we define two
operators
Li :=
1
W
u−1i Pui,
where i ∈ {0; 1}, where Li is self-adjoint on L2(Ω, u2iWdν). By formulae
(2.3) and (2.4), we have
Li = −divi
(
A
W
·
)
+
Vi
W
,
where the divergence divi is for the measure µi. Denote by L˜i the operator
L˜i := −divi
(
A
W
·
)
.
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Under the assumptions on Vi made, an argument involving Persson’s for-
mula (see the proof of Proposition 2.11) shows that for i = 1, 2, the bottom
of the essential spectrum of Li is equal to the bottom of the essential spec-
trum of L˜i. But since Li is unitarily equivalent to
1
W P , its bottom of the
spectrum is λ∞, and therefore the bottom of the spectrum of L˜i is λ∞. We
can now apply Theorem 5.2 to L˜i to get the result.

We now turn to the reverse inequalities for σ0, σ1. This, as we shall
see, requires conditions on the growth of the measure µ = u0u1W (u0, u1) ν.
These conditions generalize Property (3) (linear growth of µ) of Example
5.7, and are linked with the condition (4) appearing in Proposition 2.11.
Denote by χ the push-forward of the metric µ by X−11
(
u0
u1
)
:
χ :=
(
X−11
(
u0
u1
))
⋆
µ.
The measure χ is the measure which appears in the condition (4) of Propo-
sition 2.11.
Definition 5.9. We will say that µ has at most ε−exponential growth and
decay if there exists a constant C > 0 such that for every t > 0,
C−1e−εt ≤ χ(t) ≤ C eεt
Remark 5.10. The inequality χ(t) ≤ C eεt is related – but not equivalent
– to subexponential growth for χ (that is, is related to the condition (4) in
Proposition 2.11). For example, µ = dx4δ of Example 5.7, has ε−exponential
growth and decay, for every ε > 0.
With this definition, we show the following result:
Proposition 5.11. Assume that u0u1 is bounded from above, that
lim
x→∞
u0(x)
u1(x)
= 0,
and that for some 0 < ε < 1, µ has at most ε−exponential growth and decay.
Then µ0(Ω) <∞, µ1(Ω) =∞, and for i = 0, 1, the reverse inequality
σ2i
4
≤ 1
holds.
As a direct consequence of Proposition 5.8 and Proposition 5.11, we get
the following corollary:
Corollary 5.12. Assume that u0u1 is bounded from above, that assumptions
of Proposition 2.11 are satisfied, that there is 0 < ε < 1 and some constant
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C such that µ has at most ε−exponential growth and decay, and moreover
that for i = 0, 1,
lim
x→∞
1
W (u0, u1)
Pui
ui
= 0.
Then µ0(Ω) < ∞, µ1(Ω) =∞, the Agmon metric (5.7) is complete and for
i = 0, 1,
σ2i
4
= λ∞ = 1.
Proof. By normalization of u0 and u1, we will assume without loss of gen-
erality that
u0
u1
≤ 1.
We will denote W := W (u0, u1) and Vi :=
Pui
ui
. Let us also denote by ψ the
inverse function of X−11 . Since
X−11 (t) ∼ − log(t) as t→ 0,
we have
ψ(t) ∼ e−t as t→ 0.
Now,
ψ
(
X−11
(
u0
u1
))
µ = u20W ν = µ0,
and (
1
ψ
)(
X−11
(
u0
u1
))
µ = u21W ν = µ1.
Thus, using the change of variable formula (2.8), we see that
µ0
(
a ≤ X−11
(
u0
u1
)
≤ b
)
=
∫ b
a
ψ(t)dχ(t),
and
µ1
(
a ≤ X−11
(
u0
u1
)
≤ b
)
=
∫ b
a
dχ(t)
ψ(t)
.
By the hypothesis that
lim
x→∞
u0
u1
= 0,
we have
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µ0(Ω) = µ0
(
1 ≤ X−11
(
u0
u1
)
<∞
)
=
∫ ∞
1
ψ(t)dχ(t),
and
µ1(Ω) = µ1
(
1 ≤ X−11
(
u0
u1
)
<∞
)
=
∫ ∞
1
dχ(t)
ψ(t)
.
Since ψ(t) ∼ e−t as t→∞, µ0(Ω) < ∞ (resp. µ1(Ω) = ∞) is equivalent to∫∞
1 e
−tdχ(t) < ∞ (resp. ∫∞1 etdχ(t) = ∞). But by the integration by part
formula, valid for Stieljes measures,∫ ∞
1
e−tdχ(t) =
[
e−tχ(t)
]∞
1
+
∫ ∞
1
e−tχ(t)dt,
and given the hypothesis on χ,
lim
t→∞ e
−tχ(t) = 0,
and ∫ ∞
1
e−tχ(t)dt <∞.
This proves that µ0(Ω) < ∞. For µ1(Ω), we have again by integration by
parts ∫ ∞
1
etdχ(t) =
[
etχ(t)
]∞
1
+
∫ ∞
1
etχ(t)dt,
and given the hypothesis on χ,∫ ∞
1
etχ(t)dt =∞,
which yields µ1(Ω) =∞. Now we turn to the estimates on σ0 and σ1. Since
the Agmon metric is given by formula (5.5) with h = X−11
(
u0
u1
)
, we see
that in the definition of σi we can replace the ball B(x0, r) in the Agmon
metric by the set
{
2 ≤ X−11
(
u0
u1
)
≤ 2r
}
. Thus, using the change of variable
formula (2.8), and the fact that ψ(t) ∼ e−t when t→∞, we see that
σ0 = lim
r→∞ sup−
1
r
log
∫ ∞
2r
e−t dχ(t),
and
σ1 = lim
r→∞ sup
1
r
log
∫ 2r
1
et dχ(t).
But using as above the integration by parts formula for Stieljes measures
and the the hypothesis on χ, we see that there is a constant c > 0 such that
for r > 0 big enough,
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∫ 2r
1
et dχ(t) ≤ c e(2−ε)r
and
∫ ∞
2r
e−t dχ(t) ≥ c−1e−(2−ε)r.
This implies at once that σi ≤ 2, which concludes the proof.

5.3. Volume growth for the improved Hardy inequalities on a con-
vex set. In this subsection, we show how the general theory developped
in subsection 5.2 applies to the particular example of the improved Hardy
inequalities on a bounded domain Ω of Rn. Fix i ≥ 0, and define
P := −∆−Wi−1
(W−1 = 0 by convention), where Wi is the weight
Wi := 1
4δ2
(
i∑
k=0
X20
(
δ
D
)
· · ·X2k
(
δ
D
))
,
(W−1 = 0 by convention). Recall also the definition of
Ji :=Wi −Wi−1 = 1
4δ2
X20
(
δ
D
)
· · ·X2i
(
δ
D
)
.
From Section 3, recall the definition of U0,j and U1,j , and define
u0 := U0,i−1,
u1 := U1,i−1.
Define as in subsection 5.2, for k = 0, 1
µi,k := u
2
kJidx.
Define also the associated volume growth rate σi,k, for k = 0, 1. Then as a
consequence of Corollary 5.12, we have
Theorem 5.13. For every i ≥ 0, the measure µi,0 (resp. µi,1) has finite
(resp. infinite) mass, and the convergence of volumes is exponential: for
k = 0, 1,
σ2i,k
4
= 1.
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Proof. Denote dχ the push-forward measure of u0u1Jidx byX−11
(
u0
u1
)
, then
the computations done in the proof of Theorem 3.5 show that χ has linear
growth. Also, for k = 0, 1, denote
Vk :=
Puk
uk
.
Then by Proposition 3.2, in a neighborhood of ∂Ω we have
V0 =
−∆δ
2δ
(1−Ri−1) ,
and
V1 =
−∆δ
2δ
(1−Ri−1)− −∆δ
δ
X1
(
δ
D
)
· · ·Xi+1
(
δ
D
)
.
It is immediate to check that for k = 0, 1,
lim
δ→0
Vk
W
= 0.
Thus we can apply Corollary 5.12 to µi,k, which gives the result.

6. Appendix
Here, we give a proof of the fact that the series∑
k≥1
X1(t) · · ·Xk(t)
converges for every t ∈ [0, 1). We thank A. Tertikas for having provided us
with the proof. For every ϕ defined on the unit ball B1, we have the following
Hardy inequality (as a simple consequence of Allegretto-Piepenbrink theory,
or by direct integration by parts)∫
B1
|∇u|2 dx ≥
∫
B1
−∆ϕ
ϕ
u2 dx, , u ∈ C∞0 (B1)
We make the choice
ϕ = X
−1/2
1 (|x|) · · ·X−1/2k (|x|),
and compute (see Lemma 6.3 in [17])
−∆ϕ
ϕ =
n−2
2|x|2
∑k
i=1X1(|x|) · · ·Xi(|x|) + 14|x|2
∑k
i=1 X
2
1 (|x|) · · ·X2i (|x|)
≥ n−2
2|x|2
∑k
i=1 X1(|x|) · · ·Xi(|x|)
Applying it for n ≥ 3, we conclude the the convergence of the required series
for t ∈ (0, 1).
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