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Résumé
Cette thèse s’intéresse à la sécurité des programmes embarqués face aux attaques par
injection de fautes. La prolifération des composants embarqués et la simplicité de
mise en œuvre des attaques rendent impérieuse l’élaboration de contre-mesures.
Un modèle de fautes par l’expérimentation basé sur des attaques par impulsion
électromagnétique a été élaboré. Les résultats expérimentaux ont montré que les
fautes réalisées étaient dues à la corruption des transferts sur les bus entre la
mémoire Flash et le pipeline du processeur. Ces fautes permettent de réaliser des
remplacements ou des saut d’instructions ainsi que des modifications de données
chargées depuis la mémoire Flash.
Le remplacement d’une instruction par une autre bien spécifique est très difficile à
contrôler ; par contre, le saut d’une instruction ciblée a été observé fréquemment,
est plus facilement réalisable, et permet de nombreuses attaques simples. Une
contre-mesure empêchant ces attaques par saut d’instruction, en remplaçant chaque
instruction par une séquence d’instructions, a été construite et vérifiée formellement
à l’aide d’outils de model-checking.
Cette contre-mesure ne protège cependant pas les chargements de données depuis la
mémoire Flash. Elle peut néanmoins être combinée avec une autre contre-mesure au
niveau assembleur qui réalise une détection de fautes. Plusieurs expérimentations
de ces contre-mesures ont été réalisées, sur des instructions isolées et sur des codes
complexes issus d’une implémentation de FreeRTOS. La contre-mesure proposée se
révèle être un très bon complément pour cette contre-mesure de détection et permet
d’en corriger certains défauts.
Mots-clés : attaques par injection de fautes ; injection électromagnétique ; modèle
de fautes ; contre-mesures vérifiées ; assembleur ; saut d’instruction
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Abstract
This thesis focuses on the security of embedded programs against fault injection
attacks. Due to the spreadings of embedded systems in our common life, development
of countermeasures is important.
First, a fault model based on practical experiments with a pulsed electromagnetic
fault injection technique has been built. The experimental results show that the
injected faults were due to the corruption of the bus transfers between the Flash
memory and the processor’s pipeline. Such faults enable to perform instruction
replacements, instruction skips or to corrupt some data transfers from the Flash
memory.
Although replacing an instruction with another very specific one is very difficult to
control, skipping an instruction seems much easier to perform in practice and has
been observed very frequently. Furthermore many simple attacks can carried out with
an instruction skip. A countermeasure that prevents such instruction skip attacks has
been designed and formally verified with model-checking tool. The countermeasure
replaces each instruction by a sequence of instructions.
However, this countermeasure does not protect the data loads from the Flash memory.
To do this, it can be combined with another assembly-level countermeasure that
performs a fault detection. A first experimental test of these two countermeasures
has been achieved, both on isolated instructions and complex codes from a FreeRTOS
implementation. The proposed countermeasure appears to be a good complement
for this detection countermeasure and allows to correct some of its flaws.
Keywords : fault injection attacks ; electromagnetic injection ; fault model ; verified
countermeasures ; assembly ; instruction skip
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Introduction générale
Cette thèse s’intéresse à la sécurité des processeurs embarqués et s’inscrit dans le
cadre de la protection de ceux-ci face aux attaques physiques.
La sécurité des systèmes embarqués représente un enjeu majeur voire critique pour
un grand nombre de secteurs de l’industrie ou d’organisations étatiques. Ce sous-
domaine du vaste ensemble qu’est la sécurité des systèmes d’informations s’intéresse
au cas particulier de la protection des systèmes embarqués face aux attaques dont ils
peuvent faire l’objet. De par leur statut d’embarqués, les systèmes à protéger peuvent
se retrouver entre les mains d’éventuels attaquants, qui chercheront à porter atteinte
à la confidentialité, à l’intégrité ou à l’authenticité de données protégées. De tels
systèmes peuvent alors être l’objet d’attaques dites physiques qui visent à exploiter
des faiblesses dans leur implémentation.
Le principal marché concerné par les problématiques liées à la sécurité des systèmes
embarqués est pour l’instant celui de la carte à puce, avec ses nombreuses déclinai-
sons comme les cartes de paiement, les cartes SIM ou la télévision à péage (Pay-TV).
De par l’utilisation de la carte à puce dans des domaines toujours plus nombreux,
d’après (EUROSMART, 2012) les ventes de carte à puce devraient atteindre 7 milliards
d’unités en 2013, soit une croissance de 8% par rapport à leur niveau de 2012, avec
une croissance de 25% en ce qui concerne les cartes à puce munies d’une technologie
sans contact.
Toutefois, la carte à puce n’est pas le seul secteur pour lequel une vulnérabilité
matérielle peut s’avérer critique : l’utilisation d’attaques physiques a montré son
efficacité dans le débridage (plus connu sous le nom anglais de jailbreak) de produits
grand public comme l’iPhone d’Apple 1 ou la console XBOX 360 de Microsoft 2,
pouvant ainsi entraîner des préjudices financiers importants aux industriels dont les
produits présentent des vulnérabilités exploitables.
À ces besoins en systèmes sécurisés sont venus s’ajouter d’autres utilisations des
cartes à puce ces dernières années, avec la généralisation de l’ajout de composants
électroniques sécurisés aux documents d’identité. En France, cette numérisation des
pièces justificatives d’identité a d’abord commencé avec l’utilisation de la carte à
1. Full hardware unlock, 2007
2. DEBUSSCHERE et MCCAMBRIDGE, 2012.
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puce comme document pour l’assurance maladie (Carte Vitale, 1998). Plus tard, les
passeports (2005) et permis de conduire (2013) ont également été numérisés et
utilisent des circuits sécurisés proches de ceux de la carte à puce. Enfin, les cartes
nationales d’identité devraient également être concernées par cette numérisation
dans les prochaines années.
L’ajout de modules de communication basés sur des technologies sans contact de
radio-identification (plus connues sous l’acronyme RFID, Radio Frequency IDentifica-
tion) a également entraîné l’utilisation de circuits sécurisés pour de nouveaux usages
comme les titres de transport ou autres badges d’accès. L’apparition de nouvelles
vulnérabilités exploitables face à ces circuits a donc logiquement suivi, avec par
exemple le cassage des cartes MIFARE Classic dès 2008 (vendues à plus d’un milliard
d’exemplaires aujourd’hui et encore largement utilisées pour du contrôle d’accès).
Parmi les attaques physiques que peut subir un circuit, les attaques par injection de
fautes visent à modifier son comportement en injectant une faute lors d’un calcul.
Ces attaques par injection de fautes peuvent être utilisées sur des implémentations
cryptographiques mais également sur d’autres parties de circuits de sécurité, par
exemple pour contourner des tests de code PIN ou empêcher l’exécution de fonctions
essentielles. La définition de contre-mesures face à ces attaques physiques est difficile
car elle requiert une bonne estimation des moyens d’un éventuel attaquant. Dans
le cas particulier des attaques par injection de faute, l’effet lui-même de certains
moyens couramment utilisés pour injecter des fautes reste assez mal connu. Il est
donc extrêmement difficile d’avoir de bons modèles qui représentent l’ensemble des
fautes qui peuvent être produites par un attaquant.
Cette thèse se place dans le cas de programmes embarqués et vise à améliorer leur
résistance face à des attaques visant les processeurs qui les exécutent. Pour cela,
une bonne connaissance du modèle de fautes réalisables par un éventuel attaquant
est indispensable. Une présentation du contexte d’étude ainsi qu’un état de l’art
des différentes méthodes d’attaque de circuits de sécurité et des contre-mesures
existantes sont présentés dans le chapitre 1. Nous y précisons également les objec-
tifs de la thèse. Le chapitre 2 présente ensuite le montage expérimental d’attaque
utilisé dans cette thèse, ainsi que plusieurs résultats préliminaires d’utilisation de
ce dispositif. Le chapitre 3 présente ensuite une étude détaillée des effets du dis-
positif expérimental utilisé sur le processeur embarqué choisi pour cette thèse. Le
chapitre 4 propose ensuite une contre-mesure au niveau assembleur basée sur le
modèle défini dans le chapitre précédent. Enfin, le chapitre 5 propose une première
évaluation expérimentale de la contre-mesure proposée sur plusieurs exemples de
codes embarqués.
Une partie des travaux présentés dans cette thèse apparaissent dans les publications
suivantes : (DEHBAOUI, MIRBAHA et al., 2013), (MORO, DEHBAOUI et al., 2013),
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(MORO, HEYDEMANN, ENCRENAZ et al., 2014), (MORO, HEYDEMANN, DEHBAOUI
et al., 2014).
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1.1 Introduction
Cette thèse étudie le cas des attaques physiques, pour lesquelles un attaquant dispose
d’un accès au circuit, celui-ci devant continuer à assurer ses propriétés d’intégrité, de
confidentialité et d’authenticité en cas d’attaque. Ce chapitre commence tout d’abord
par présenter une classification des types d’attaques et une brève description des
techniques expérimentales existantes pour l’attaque de circuits en 1.2. Un état de
l’art sur les attaques par observation et leurs contre-mesures est présenté en 1.3
suivi d’un état de l’art sur les attaques par injection de faute et leurs protections en
1.4. Enfin, le chapitre s’achève sur une présentation des objectifs de la thèse et de
l’approche choisie pour les atteindre en 1.5.
1
1.2 Principes généraux des attaques physiques
Tous les algorithmes cryptographiques reposent sur des propriétés mathématiques
qui ramènent la cryptanalyse à un problème reconnu comme mathématiquement
difficile. Ce type de construction garantit ainsi la sécurité théorique des données
chiffrées. Toutefois, la résistance théorique d’un algorithme ne garantit pas l’absence
de failles concernant le circuit sur lequel il est implémenté. Dans cette thèse, on
utilisera pour désigner les attaques qui exploitent ce type de vulnérabilités les
expressions d’attaques par canaux auxiliaires ou d’attaques physiques. Le but de ces
attaques physiques est généralement d’obtenir une donnée secrète comme une clé
de chiffrement, ou bien d’obtenir des informations sur un circuit dans un but de
rétro-ingéniérie, ou encore de contourner une protection comme un contrôle d’accès.
Certaines attaques nécessitent également la réalisation préalable d’une étape de
préparation du composant. Celle-ci consiste généralement en une ouverture du
boîtier à l’aide d’acide. Selon le type d’attaque qui sera réalisé ensuite, la préparation
peut également impliquer la pose de micro-sondes ou encore l’ouverture du boîtier
en face arrière.
Cette section présente plusieurs principes généraux liés aux attaques physiques et
commence par une présentation du cas de la cryptographie embarquée en 1.2.1.
Ensuite, les canaux auxiliaires pouvant être utilisés pour des attaques sont présentés
en 1.2.3. Enfin, les principes généraux utilisés pour les différentes attaques physiques
existantes sont présentés en 1.2.2.
1.2.1 Cryptographie embarquée
La cryptologie se définit étymologiquement comme la science du secret. Elle regroupe
deux disciplines liées : la cryptographie, étudiant l’écriture de messages secrets,
et la cryptanalyse, visant au déchiffrement de messages secrets sans posséder la
clé de chiffrement. La cryptographie est utilisée depuis l’antiquité, bien qu’elle
soit restée principalement dans le domaine militaire jusqu’au milieu du vingtième
siècle (STERN, 1998). A titre d’exemple, en France la cryptographie a été considérée
comme une arme jusqu’à très récemment : il a fallu attendre 1999 pour que son
usage soit autorisé aux particuliers. La deuxième moitié du vingtième siècle a
vu l’émergence de nouveaux principes cryptographiques sur lesquels reposent les
algorithmes modernes. Parmi ceux-ci, on peut notamment citer la sécurité théorique
absolue (SHANNON, 1949), les protocoles d’échanges de clés (DIFFIE et HELLMAN,
1976) ou la cryptographie à clé publique (RIVEST et al., 1978).
La cryptographie moderne utilise plusieurs types de briques de base qui sont utilisées
dans des cryptosystèmes plus complexes. Parmi ces briques de base, on peut mention-
ner les fonctions de hachage, les générateurs de nombres aléatoires, les algorithmes
de chiffrements dits à clé secrète (également appelés algorithmes symétriques) et
ceux dits à clé publique (également appelés algorithmes asymétriques). Certains
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algorithmes ont acquis à la suite de concours internationaux le statut de standard
(DES, AES, DSA, SHA-3), mais beaucoup d’autres algorithmes non-standardisés ont
été publiés et sont couramment utilisés (RC4, RSA, MD5, SHA-1, . . . ). Néanmoins,
un grand nombre d’algorithmes propriétaires dont la sécurité repose en partie sur la
non-connaissance de l’algorithme par un attaquant sont encore largement utilisés.
1.2.2 Canaux auxiliaires et grandeurs observables
Les attaques physiques exploitent les failles dans le circuit sur lequel est implémenté
un algorithme. Pour cela, elles se basent sur la mesure par un attaquant d’une
grandeur relative aux données manipulées par le circuit. Dans la suite de cette thèse,
on utilisera pour désigner cette grandeur les termes de grandeur observable ou de
grandeur mesurable. La consommation de courant ou encore un résultat fauté après
une injection de fautes peuvent par exemple être des grandeurs observables. De
même, les données internes au circuit auquel l’attaquant n’a pas d’accès direct seront
appelées grandeurs internes.
La notion de canal auxiliaire indique l’existence d’une relation entre une grandeur
interne visée par un attaquant et une grandeur observable. Cette relation n’a pas
forcément une expression mathématique et peut être dépendante du circuit visé
ou des conditions expérimentales dans lesquelles l’attaque est réalisée. Elle peut
néanmoins être approchée à l’aide de modèles. Ces modèles sont utilisés par un
attaquant pour représenter le lien entre les grandeurs observables à sa disposition
et les grandeurs internes visées par l’attaque. Ensuite, une technique d’exploitation
du canal auxiliaire basée sur ce modèle est utilisée afin d’extraire les grandeurs
internes visées. Les techniques d’exploitation des différents canaux auxiliaires seront
présentées plus en détails dans les parties 1.3 et 1.4.
1.2.3 Canaux auxiliaires utilisés pour la réalisation d’attaques
D’une manière générale, il existe un aspect bidirectionnel pour les canaux utilisés
pour réaliser des attaques physiques, et la plupart des canaux utilisés pour une
attaque par injection de fautes peuvent également être utilisés d’une façon différente
dans le cas d’une attaque par observation. Plus précisément, le tableau 1.1 présente
plusieurs canaux physiques qui peuvent être utilisés pour les deux types d’attaque.
1.3 Attaques par observation et contre-mesures
La notion d’attaque par observation a été introduite dans la communauté scientifique
à la fin des années 1990, d’abord en utilisant le temps d’exécution d’un programme
(KOCHER, 1996) comme canal auxiliaire, puis la consommation de courant (KOCHER
et al., 1999). Si certaines attaques par observation peuvent nécessiter une décap-
sulation préalable du circuit, la majorité de celles présentées dans la littérature ne
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Table 1.1. : Exemples de canaux physiques pouvant être utilisés pour des attaques
Observation Injection de fautes
Alimentation du
circuit
Mesure du courant
consommé
Perturbation de la tension
d’alimentation
Temps Mesure du temps d’exécution Perturbation du signal
d’horloge et violation des
contraintes temporelles
Rayonnement
électromagnétique
Analyse des émissions élec-
tromagnétiques
Injection électromagnétique
Lumière Analyse des émissions de
photons
Lumière blanche focalisée ou
laser
Température Analyse de la température du
circuit
Chauffage du circuit
Ondes acous-
tiques
Analyse du bruit émis par le
circuit
(Pas encore de technique
d’exploitation proposée)
requiert aucune modification, diminuant donc le coût de ces attaques et les rendant
donc possibles pour un plus grand nombre d’attaquants potentiels. Cette section
commence par lister les grandeurs observables par un attaquant pour réaliser des
attaques par observation et expliciter le lien entre celles-ci et certaines grandeurs
internes du circuit en 1.3.1. La réalisation d’une attaque par observation peut nécessi-
ter le choix d’un modèle de consommation. Les principaux modèles de consommation
utilisés dans la littérature scientifique sont présentés en 1.3.2. Ensuite, les techniques
connues d’exploitation de ces données mesurées, pour obtenir une grandeur secrète
comme une clé de chiffrement sont présentées en 1.3.3. Ces données mesurées
peuvent également être utilisées dans un but de rétro-ingéniérie, ce cas est présenté
en 1.3.4. Enfin, les différentes approches à la base des contre-mesures face aux
attaques par observation sont présentées en 1.3.5.
1.3.1 Données observables par un attaquant
Les paragraphes qui suivent présentent les différentes grandeurs observables, ex-
plicitent leurs liens avec certaines grandeurs internes du circuit et présentent les
différents moyens d’observation de ces grandeurs.
1.3.1.1. Sondage d’une donnée
La mesure directe par l’attaquant d’une donnée sur un des fils du circuit est appelée
sondage, mais l’expression micro-probing est couramment utilisée. Dans ce type
de procédé expérimental, l’attaquant vient placer une aiguille métallique sur un
ou plusieurs des fils du circuit attaqué (généralement sur les bus) afin de pouvoir
directement obtenir les valeurs logiques qui y transitent (ANDERSON et M. KUHN,
1996 ; KÖMMERLING et M. G. KUHN, 1999).
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1.3.1.2. Consommation de courant
La mesure de la consommation de courant peut se faire en insérant une résistance
de shunt (dont la valeur est connue) en série avec le composant entre celui-ci et la
masse. La tension entre les bornes de cette résistance, qui peut être mesurée par un
oscilloscope, est ainsi directement proportionnelle à l’intensité du courant consommé
par celui-ci.
Une grande majorité des circuits intégrés actuels sont fabriqués à l’aide de la techno-
logie Complementary Metal-Oxyde Semiconductor (CMOS). En technologie CMOS,
la porte logique élémentaire NOT est réalisée à l’aide de deux transistors, un tran-
sistor NMOS et un transistor PMOS. En régime statique, cette porte logique a une
consommation de courant Istat. Le fait de positionner un 1 logique en entrée d’une
telle porte met le transistor PMOS à l’état bloqué et le NMOS à l’état passant, reliant
donc la sortie à l’état logique bas correspondant à la valeur 0. Inversement, dans
le cas d’un 0 logique en entrée, l’état logique haut correspondant à un 1 logique
se retrouve relié à la sortie. Toutefois, la transition entre un état logique et son
complémentaire peut entraîner un léger pic sur la consommation de courant, comme
expliqué dans (GUILLEY, HOOGVORST et al., 2004). Ce pic peut être la conséquence
de deux courants :
— Un courant de court-circuit Icc
— Un courant de charge de ligne Icl
IclIcc
Vin Vout
Vdd
Figure 1.1. : Courants de charge de ligne et de court-circuit sur un inverseur CMOS
Ces deux courants à l’origine de pics sur la consommation de courant sont présentés
sur la figure 1.1.
Au cours d’une transition de la sortie d’une porte logique, il existe un très bref instant
pendant lequel les deux transistors laissent passer du courant, entraînant donc un
léger court-circuit dû au passage d’un courant entre Vdd et la masse. Ce courant est
appelé Icc. Il apparaît indifféremment pour les deux types de transitions possibles.
La connexion entre la sortie de la porte NOT et une éventuelle porte suivante, ainsi
que la proximité des lignes de connexion entraîne l’apparition de phénomènes capa-
citifs généralement modélisés par un condensateur parasite en sortie de l’inverseur.
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Lors d’une transition entre un 0 et un 1 logique sur la sortie Vout, ce condensateur se
retrouve connecté au Vdd et se charge, entraînant une légère surconsommation de
courant.
Ainsi, au niveau d’une porte CMOS élémentaire, un attaquant capable de mesurer la
consommation de courant globale de la porte est également capable :
— de distinguer une transition d’une absence de changement sur la sortie
— de distinguer une transition de 0 vers 1 d’une transition de 1 vers 0
Un circuit intégré étant constitué d’un ensemble de portes logiques, la consommation
instantanée de courant du circuit est la somme des consommations de courants de
chacune de ses portes logiques.
1.3.1.3. Rayonnements électromagnétiques
Les rayonnements électromagnétiques émis par un circuit peuvent être mesurés en
champ proche. (GANDOLFI et al., 2001) et (QUISQUATER et SAMYDE, 2001) ont été
les premiers articles à obtenir des résultats expérimentaux qui utilisent ce type de
canal auxiliaire. La mesure des rayonnements électromagnétiques permet d’obtenir
des mesures physiques plus localisées par rapport à la mesure de courant, mais cet
effet localisé de l’analyse ajoute une contrainte liée au positionnement de la sonde
électromagnétique. Pour définir quelles parties du circuit émettent des rayonnements
électromagnétiques pouvant être utilisés pour une attaque, l’attaquant doit réaliser
des cartographies spatiales en faisant varier la position de la sonde (DEHBAOUI,
ORDAS et al., 2010), comme illustré sur la figure 1.2. Cette figure représente une
cartographie des rayonnements électromagnétiques pour différents circuits intégrés.
Elle montre également que les rayonnements mesurés sont liés à la position des
blocs fonctionnels du circuit visé.
L’émission de rayonnement électromagnétique est une conséquence de plusieurs
phénomènes, notamment la commutation des portes logiques. Celle-ci suit la loi
de Lenz-Faraday. La rapide variation du courant s’accompagne d’une variation du
champ magnétique (qui entraîne elle-même une variation du champ électrique)
mesurable par l’attaquant en champ proche. Pour réaliser ces mesures, la littérature
scientifique propose l’utilisation de sondes électromagnétiques qui peuvent être des
boucles (PEETERS et al., 2007) ou des solénoïdes (MOUNIER et al., 2012).
1.3.1.4. Temps d’exécution
Le concept d’attaque temporelle a été introduit par (KOCHER, 1996). Il consiste à me-
surer le temps d’exécution de l’algorithme voire, selon les implémentations et le degré
de connaissance de l’attaquant, le temps d’exécution de certaines sous-fonctions. Par
exemple, lors d’un branchement conditionnel, deux branches différentes de code
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Figure 1.2. : Exemple de cartographie des rayonnements électromagnétiques pour plusieurs
circuits intégrés (DEHBAOUI, ORDAS et al., 2010)
peuvent être appelées : une branche de code qui correspond au cas où la condition
est vérifiée et une autre branche de code qui correspond au cas où la condition n’est
pas vérifiée. Ces deux branches de code peuvent néanmoins présenter des différences
de temps d’exécution. Un tel cas est illustré dans l’algorithme 1, où deux additions
sont réalisées si la condition n = 0 est vérifiée et une seule addition sinon. Dans un
tel cas de figure et pour un attaquant qui connaîtrait l’algorithme visé, la mesure
du temps d’exécution de la fonction permet de savoir quelle branche de code a été
exécutée et donc de connaître la valeur de la condition n = 0. Le temps d’exécution
d’un algorithme peut également être lié à l’utilisation de mémoires cache par un
processeur qui en est équipé. Ces mémoires cache peuvent introduire des différences
de temps d’accès qui dépendent des données lues depuis la mémoire (BERNSTEIN,
2005 ; BERTONI et al., 2005).
Algorithme 1 : Exemple d’algorithme qui présente un déséquilibre du graphe de
flot de contrôle
Data : x, y, z, n
1 if n == 0 then
2 x=x+1
3 y=y+1
4 else
5 z=z+1
La mesure du temps d’exécution peut être réalisée à l’aide d’un chronomètre déclen-
ché automatiquement lors d’une requête au circuit et arrêté lors de la réponse de
celui-ci. Elle peut également être réalisée indirectement en observant les émissions
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du circuit sur un autre canal auxiliaire. Par exemple, l’observation de la consom-
mation de courant peut permettre de repérer des motifs correspondant à certaines
étapes importantes de l’algorithme. Un exemple d’utilisation de la consommation de
courant pour repérer l’intervalle d’exécution d’un algorithme cryptographique est
présenté en 1.3.4.1.
1.3.1.5. Émissions de photons
Très récemment, des travaux ont montré qu’il était possible d’utiliser les émissions de
photons du circuit comme canal auxiliaire (SCHLÖSSER et al., 2012). Les auteurs de
cette méthode proposent un modèle dans lequel le nombre de photons émis au niveau
d’un transistor en technologie CMOS dépend de la tension appliquée à la grille du
transistor. L’effet est davantage marqué sur les transistors NMOS. Plus précisément,
un mouvement des porteurs de charge entre le drain et la source, qui intervient
lorsque le transistor fonctionne en mode passant ou saturé, est accompagné d’une
émission de photons. Ainsi, la quantité de photons émise dépend des données en
entrée des portes logiques CMOS. Les auteurs mesurent les photons émis en face
arrière du circuit à l’aide d’un capteur de type Charge-Coupled Device (CCD) et
d’une photodiode.
1.3.1.6. Température
L’utilisation de la température comme grandeur mesurable a également été proposée
à plusieurs reprises dans la littérature scientifique (BROUCHIER et al., 2009). Néan-
moins, la première caractérisation de ce canal auxiliaire a été proposée récemment
dans (SCHMIDT et HUTTER, 2013). Dans cet article, les auteurs utilisent une mesure
de température sur des microcontrôleurs AVR et PIC et montrent qu’il existe une
dépendance linéaire entre l’activité du circuit et les rayonnements thermiques émis
par celui-ci.
1.3.1.7. Ondes acoustiques
Très récemment, des attaques acoustiques visant l’implémentation Rivest Shamir
Adleman (RSA) du programme GnuPG ont été proposées dans (GENKIN et al., 2013).
En raison de l’augmentation de la température à l’intérieur du circuit lors de calculs,
une contrainte mécanique est appliquée à certains éléments du circuit et celle-ci
entraîne l’émission d’ondes acoustiques qui peuvent être mesurées.
1.3.2 Modèles de consommation
La réalisation d’attaques par observation peut nécessiter le choix d’un modèle de
consommation par l’attaquant. Ce modèle de consommation a pour but d’estimer
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à l’aide d’une relation mathématique le lien entre une grandeur observable et une
grandeur interne. La représentativité de chacun de ces modèles dépend du type de
canal auxiliaire observé et de l’architecture du circuit ciblé. Le terme de consomma-
tion renvoie aux premières attaques pour lequel ces modèles ont été utilisés, qui se
basaient sur une observation de la consommation de courant d’un circuit. Toutefois,
ces modèles dits de consommation peuvent être utilisés pour d’autres grandeurs
observables comme par exemple les rayonnements électromagnétiques (PEETERS
et al., 2007), la température (SCHMIDT et HUTTER, 2013) voire le temps de calcul
(LI et al., 2010). Dans la littérature scientifique, trois modèles de consommation
sont couramment utilisés (PEETERS et al., 2007). Ces trois modèles sont présentés
dans les paragraphes qui suivent.
1.3.2.1. Poids de Hamming
Le poids de Hamming d’un octet correspond au nombre de bits à 1 de l’octet.
hw(X) =
n∑
i=1
(Xi) (1.1)
Ce modèle suppose que la consommation de courant associée à la manipulation
d’un octet par le circuit est proportionnelle au nombre de bits à 1 de l’octet mani-
pulé. Il suppose donc que la manipulation d’un 1 logique induit une consommation
supérieure à la manipulation d’un 0 logique. Le modèle néglige également la consom-
mation de courant associée aux transitions. Le poids de Hamming est généralement
un modèle pertinent pour les circuits qui possèdent un bus préchargé.
1.3.2.2. Distance de Hamming
La distance de Hamming entre deux octets correspond au nombre de bits distincts
entre ces deux octets.
hd(X,Y ) =
n∑
i=1
(Xi ⊕ Yi) (1.2)
Ce modèle suppose que le courant associé à l’inversion de la valeur d’un bit est
supérieur à celui associé au maintien d’un bit à sa valeur précédente. Pour ce modèle,
la consommation de courant liée à la manipulation d’un 1 logique ou un 0 logique
est donc négligée au profit du nombre de transitions. A titre d’exemple, la distance
de Hamming est souvent utilisée dans le cas d’une analyse de la consommation ou
des rayonnements électromagnétiques émis par le composant.
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1.3.2.3. Valeur de l’octet
Dans (GIERLICHS et al., 2008), les auteurs proposent également un autre modèle
pour lequel la consommation du circuit pour effectuer un traitement sur un octet est
modélisée directement par la valeur numérique de l’octet.
1.3.2.4. Bilan
Ces modèles de consommation permettent à l’attaquant de définir, pour un texte
clair et une clé donnés, une estimation de la consommation ou de l’émission de
rayonnements électromagnétiques. Lors d’une attaque sur un circuit pour lequel
l’attaquant ne possède pas d’informations détaillées sur l’implémentation, le choix
d’un modèle pour réaliser une attaque par canaux auxiliaires peut se faire de façon
très empirique. Il existe plusieurs modèles communément admis dans la littérature,
et l’attaquant peut tout simplement essayer successivement avec chacun de ceux-ci
jusqu’à trouver un modèle qui lui permettra de mener à bien son attaque.
1.3.3 Exploitation des données obtenues
Une fois la phase d’acquisition d’une grandeur observable réalisée, une étape d’exploi-
tation des données obtenues permet de finaliser l’attaque. Les différentes techniques
d’exploitation permettant de retrouver une grandeur secrète sont présentées dans
les paragraphes qui suivent.
1.3.3.1. Analyse simple
Les analyses simples permettent d’obtenir des informations sur une grandeur secrète
d’un algorithme en cours d’exécution par une observation des émissions sur certains
canaux auxiliaires. Dans le meilleur des cas, ces analyses simples peuvent permettre
de réaliser une attaque à l’aide d’une seule acquisition d’une grandeur observable.
Consommation de courant L’analyse simple de la consommation, ou Simple Power
Analysis (SPA), a été introduite par Kocher en 1999 (KOCHER et al., 1999). Celle-ci
vise à déterminer directement, à partir d’une observation de la consommation de
courant lors d’une exécution normale de l’algorithme, des informations sur le calcul
effectué ou les données manipulées. A titre d’illustration, la figure 1.3 présente six
courbes de consommation correspondant à la manipulation d’une variable prenant
six valeurs différentes. Les six courbes de consommation peuvent aisément être
distinguées sur l’un des pics de consommation. Leur observation peut donc permettre
d’obtenir des informations sur les données manipulées par le circuit.
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Figure 1.3. : Consommations de courant lors de la manipulation d’une variable pour 6
valeurs différentes (CLAVIER, 2007a)
Temps d’exécution Les premiers cas pratiques d’utilisation du temps d’exécution
pour réaliser une attaque ont été présentés dans (KOCHER, 1996). Dans (DHEM
et al., 1998), l’attaque vise une implémentation de l’algorithme RSA et a été réalisée
sur la fonction d’exponentiation rapide (ou Square and Multiply). Cette fonction
d’exponentiation rapide est présentée dans l’algorithme 2. L’attaque se base sur le
fait que dans le cas d’une implémentation logicielle de cet algorithme, la condition
n est pair revient à considérer la valeur du bit de poids faible de n. Si le bit de
poids faible de n vaut 0, l’algorithme effectue une exponentiation. En revanche, si
le bit de poids faible de n vaut 1, l’algorithme effectue une exponentiation et une
multiplication. L’algorithme s’exécute donc plus rapidement si le bit de poids faible
vaut 0.
Algorithme 2 : Algorithme d’exponentiation rapide
Data : x, n
Result : y = xn
1 if n = 1 then
2 return x
3 if n est pair then
/* Une exponentiation */
4 return exponentiation(x2, n/2)
5 else
/* Une exponentiation et une multiplication */
6 return x× exponentiation(x2, n/2)
1.3.3.2. Analyse différentielle
L’analyse différentielle de consommation, ou Differential Power Analysis (DPA) a été
introduite par Kocher et al. (KOCHER et al., 1999) puis appliquée à d’autres canaux
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(QUISQUATER et SAMYDE, 2001 ; AGRAWAL et al., 2003 ; GIERLICHS et al., 2008).
Une analyse différentielle peut être réalisée en 5 étapes, qui sont présentées dans les
paragraphes qui suivent.
1ère étape : Acquisition de courbes La première étape consiste à réaliser un en-
semble d’acquisitions sur le circuit ciblé en faisant varier le message à chiffrer sur un
ensemble T . Pour chaque chiffrement, la courbe correspondant à la grandeur obser-
vée est enregistrée. L’attaquant obtient donc une matrice de mesures M constituée
de |T | lignes, chaque ligne correspondant à une courbe d’acquisition de la grandeur
observée lors d’un chiffrement. Le nombre de colonnes de M correspond au nombres
d’instants échantillonnés lors de la mesure de la grandeur observée.
2ème étape : Prédiction de valeurs intermédiaires La deuxième étape consiste à
choisir une valeur intermédiaire v du chiffrement qui dépend du texte clair 1 et d’un
nombre limité de bits de la clé. Le nombre limité de valeurs que peuvent prendre
ces bits de la clé définit un ensemble K de clés partielles. La valeur v est alors
calculée pour l’ensemble T des textes clairs utilisés lors de l’étape d’acquisition et
l’ensemble K des clés partielles. Une matrice V dont les coefficients sont les valeurs
intermédiaires v est alors constituée.
3ème étape : Choix d’un modèle de consommation Cette étape consiste à choisir
un modèle de consommation noté mc, qui est généralement choisi parmi les modèles
présentés en 1.3.2. Ce modèle de consommation est utilisé pour lier les valeurs
prédites lors de la deuxième étape de l’attaque à une estimation de la grandeur
observable utilisée pour l’attaque. L’attaquant obtient donc une matrice de prédic-
tions P avec Pi,j = mc(Vi,j). Dans l’attaque DPA de Kocher et al., le modèle de
consommation utilisé correspond simplement à la valeur du bit choisi lors de l’étape
de prédiction des valeurs intermédiaires ; ce bit est appelé bit de sélection.
4ème étape : Comparaison entremesures et prédictions La quatrième étape consiste
à appliquer un opérateur statistique de similarité pour comparer les valeurs de la
matrice de prédictions P à celles de la matrice de mesures M . Pour les courbes
correspondant à une mauvaise hypothèse de clé partielle, les prédictions et les me-
sures ont un degré de similarité faible. Inversement, pour la courbe correspondant
à la bonne hypothèse de clé partielle, les prédictions et les mesures ont une bonne
similarité. L’attaquant obtient alors une matrice de résultats R où, pour chaque
instant d’échantillonnage un scalaire mesurant la similarité est associé à chaque
hypothèse de clé. L’attaque DPA de Kocher et al. utilise comme opérateur statistique
une différence entre la moyenne des courbes pour lesquelles Pi,j = 1 et celles pour
lesquelles Pi,j = 0 pour chaque hypothèse de clé partielle de l’ensemble K. Des
variantes de l’analyse DPA ont ensuite été proposées. Elles mettent en œuvre d’autres
1. Le texte chiffré peut également être utilisé à la place du texte clair s’il est connu de l’attaquant,
la valeur intermédiaire sera alors choisie dans les dernières étapes du chiffrement.
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opérateurs et d’autres modèles. Parmi les opérateurs statistiques couramment utilisés,
on trouve notamment la corrélation de Pearson (BRIER et al., 2004) ou l’information
mutuelle (GIERLICHS et al., 2008).
5ème étape : Détection de la valeur maximale de la matrice de résultats La matrice
R obtenue précédemment définit un ensemble de courbes de corrélation, avec une
courbe de corrélation pour chaque hypothèse de clé. La figure 1.4 montre des
exemples de courbes de corrélation pour trois hypothèses de clé (qui correspondent
aux trois courbes du bas sur la figure). Sur la figure, la courbe associée à la première
de ces hypothèses de clé montre un « pic de similarité » pour le résultat de l’opérateur
statistique utilisé. L’attaquant peut en déduire que cette hypothèse de clé correspond
à la clé partielle utilisée sur le circuit attaqué.
Figure 1.4. : Résultats d’analyse DPA pour trois hypothèses de clé (KOCHER et al., 1999)
1.3.3.3. Analyse par template
Les attaques par template, introduites par (CHARI et al., 2003), exploitent également
des données obtenues via des canaux auxiliaires. Dans ce type d’attaque, l’attaquant
réalise préalablement un ensemble de mesures sur un composant identique au
composant ciblé tout en faisant varier un nombre de bits restreint de la clé de
chiffrement. A partir de cet ensemble de mesures, il construit pour chaque hypothèse
de clé un dictionnaire, ou template. Celui-ci est constitué de deux éléments : la
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moyenne des courbes de consommation associées à la clé, et une information sur
le bruit des mesures (sous la forme d’une matrice de covariance). Il réalise ensuite
des mesures sur le circuit attaqué et recherche dans les templates constitués les
échantillons les plus proches.
1.3.4 Rétro-ingéniérie
Des attaques par observation peuvent également être réalisées dans un but de rétro-
ingéniérie pour retrouver des informations sur un circuit. Les paragraphes qui suivent
en présentent quelques exemples.
1.3.4.1. Analyses simples
L’analyse SPA peut être utilisée pour permettre à un attaquant d’isoler une fenêtre
temporelle pendant laquelle a lieu la partie du calcul visée. L’analyse SPA s’applique
ainsi très bien au cas des algorithmes cryptographiques symétriques : ceux-ci ont
des traces de consommation facilement reconnaissables de par leur structure qui
consiste à répéter un certain nombre de fois une ronde de chiffrement. Un exemple
de consommation de courant d’un circuit exécutant un chiffrement Data Encryption
Standard (DES) à 16 rondes est présenté sur la figure 1.5. A partir de cette trace
de consommation, il est possible d’en déduire la position des différentes rondes de
chiffrement. Une application du principe de l’analyse SPA a également été proposée
dans (NOVAK, 2003). L’auteur utilise des mesures effectuées lors de chiffrements
pour retrouver les valeurs de tables de substitution d’un algorithme dont une partie
de la sécurité repose sur sa non-connaissance. Cette attaque a ensuite été améliorée
dans (CLAVIER, 2004), où l’auteur propose une construction sous forme de graphe
permettant également de retrouver la clé de chiffrement en plus des valeurs des
tables de substitution.
Figure 1.5. : Consommation de courant d’un circuit exécutant un chiffrement DES à 16
rondes (KOCHER et al., 1999)
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1.3.4.2. Analyses par template
En utilisant le principe des attaques par template, un attaquant peut identifier une
partie des instructions exécutées par un microcontrôleur. La figure 1.6 présente un
exemple de construction de template sur des traces de courant pour deux suites
d’instructions assembleur. Une telle approche a été proposée par (GOLDACK, 2008)
puis (EISENBARTH et al., 2010). Dans ces deux articles, le programme exécuté par le
microcontrôleur est décrit sous la forme d’un modèle de Markov caché, et les auteurs
utilisent plusieurs algorithmes pour retrouver le flot d’exécution le plus probable
à partir des templates constitués sur un modèle de référence du microcontrôleur
ciblé. A partir de leurs mesures, ils sont ainsi capables de retrouver jusqu’à 70% des
instructions réellement effectuées par le microcontrôleur.
Figure 1.6. : Exemple de traces de courant utilisées pour la rétro-ingéniérie d’un programme
assembleur (EISENBARTH et al., 2010)
1.3.5 Contre-mesures
Les contre-mesures face aux attaques par observation visent à réduire le rapport entre
le signal transmis et le bruit. Pour cela, deux types d’approches peuvent être utilisées
: celles consistant à réduire le signal transmis sur un canal auxiliaire (présentées en
1.3.5.1) et celles consistant à ajouter du bruit (présentées en 1.3.5.2).
1.3.5.1. Réduction du signal
De nombreuses techniques permettent de réduire le signal transmis sur un canal
auxiliaire. Les paragraphes qui suivent présentent les principales techniques utilisées
dans la littérature scientifique.
Équilibrage au niveau du graphe de flot de contrôle Pour contrer les attaques par
analyse du temps d’exécution, les contre-mesures visent à équilibrer le graphe de
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flot de contrôle des portions sensibles de l’algorithme en cours d’exécution. Pour
atteindre ce but, une approche consiste à élaborer un code source présentant un
graphe de flot de contrôle équilibré et pour lequel la compilation n’apporte pas de
modification à cet équilibre (MOLNAR et al., 2006). Une autre approche consiste à
modifier directement le compilateur de façon à permettre au programmeur d’annoter
les portions de code sensible et ainsi de signaler les portions de code pour lesquelles
devra être généré un code machine présentant un graphe de flot de contrôle équilibré
(COPPENS et al., 2009). Dans le cas des analyses du temps de consommation qui
exploitent les optimisations apportées par les mémoires caches, une solution possible
consiste à désactiver toute utilisation de mémoire cache.
Équilibrage au niveau des données Les codages 1 parmi n sont une approche
possible pour équilibrer le poids de Hamming des données manipulées. Dans un
codage 1 parmi n, un seul fil est actif pour représenter une donnée, le poids de
Hamming est donc constant. Un codage 1 parmi 2 (également appelé double-rail) est
couramment utilisé dans la littérature scientifique (TIRI et VERBAUWHEDE, 2004).
Afin d’équilibrer également les distances de Hamming au niveau des transitions, une
phase dite de précharge peut être ajoutée avant chaque cycle de calcul. Cette phase
de précharge consiste à placer les deux fils correspondant à un signal à une valeur
définie (0 ou 1). Ensuite, lors de la phase de calcul, une seule transition est alors
réalisée sur un des fils pour chaque signal. Plusieurs exemples de logiques double-rail
à précharge sont présentés dans (GUILLEY, SAUVAGE et al., 2008) ou (DANGER et al.,
2009). Au niveau des programmes embarqués, il est possible d’utiliser une variante
du principe des logiques double-rail. Une telle approche a été proposée récemment
dans (RAUZY, GUILLEY et NAJM, 2014). Pour cela, les auteurs décomposent chaque
opération sous la forme d’une suite d’opérations élémentaires bit à bit. Chacune de
ces opérations élémentaires charge ensuite ses résultats depuis une table précalculée
en mémoire au lieu de faire appel à l’unité arithmétique et logique du processeur.
1.3.5.2. Ajout de bruit
Les paragraphes qui suivent présentent les principales techniques connues dans la
littérature scientifique pour augmenter le bruit des signaux transmis via les canaux
auxiliaires.
Ajout d’instructions factices L’ajout d’instructions factices permet de modifier le
temps d’exécution ou la consommation de courant d’une portion de code embarqué.
Une approche possible est de repérer les instructions les plus vulnérables aux attaques
par consommation, puis de rajouter du bruit sous la forme d’instructions factices
autour de ces instructions sensibles. Une telle approche est par exemple présentée
dans (BAYRAK et al., 2011).
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Code auto-modifiant et polymorphisme Des approches à base de code auto-modifiant
peuvent également être utilisées pour ajouter du bruit sur un code embarqué. Un
code auto-modifiant est un programme qui peut modifier à la volée des parties
de son code. Pour cela, une approche possible est de définir un schéma à base
de recompilation dynamique directement sur le processeur en utilisant des classes
d’équivalence pour différentes instructions. Ce type de protection permet au proces-
seur de compiler différentes séquences d’instructions pour réaliser une opération
(AGOSTA et al., 2012). Une autre approche possible est d’éviter une recompilation
réelle sur le processeur et lui faire choisir une version du code parmi celles dont il
dispose en mémoire pour réaliser une opération bien définie. Cette approche a par
exemple été appliquée à une implémentation de l’algorithme Advanced Encryption
Standard (AES) dans (AMARILLI et al., 2011).
Modification de la tension ou du signal d’horloge Pour un circuit CMOS synchrone,
la tension d’alimentation ou le signal d’horloge peuvent subir de petites variations
sans que des fautes apparaissent dans les calculs. Une légère jigue sur la tension ou
une légère désynchronisation du signal d’horloge peuvent par exemple être utilisées
pour rendre plus difficile la réalisation pratique d’attaques par observation (GIRAUD
et THIEBEAULD, 2004).
Masquage Le masquage consiste à appliquer un masque aléatoire aux données
en entrée d’un algorithme. Le circuit applique alors une variante de l’algorithme
en question à ces données masquées. Enfin, le masque est à nouveau appliqué au
résultat de l’algorithme pour obtenir le résultat non-masqué. Cette contre-mesure
rend caduques les prédictions faites par un attaquant lors d’une analyse DPA. Elle
peut s’appliquer directement à tout algorithme linéaire mais doit nécessiter cer-
taines modifications de fonctions dans le cas d’algorithmes non-linéaires. Cette
technique de masquage a été utilisée pour renforcer de nombreuses implémentations
cryptographiques (MESSERGES, 2001 ; JOYE et al., 2005 ; FUMAROLI et al., 2010).
1.4 Attaques par injection de faute et contre-mesures
Les attaques par injection de faute ont été introduites par Boneh et al. en 1997
(BONEH et al., 1997). Cette section commence par présenter les différents moyens
d’injection de fautes connus en 1.4.1. Ensuite, la notion de modèle de fautes, qui
fait le lien entre l’injection de fautes à l’aide de moyens physiques et la définition
d’attaques et contre-mesures à un niveau d’abstraction supérieur, est présentée en
1.4.2. Les techniques d’exploitation des données obtenues à la suite d’une injection
de fautes sont présentées en 1.4.3. Enfin, les différentes approches pour la définition
de contre-mesures sont présentées en 1.4.4.
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1.4.1 Moyens d’injection de faute
Divers phénomènes physiques permettent d’insérer une faute lors d’un calcul. Les
moyens d’injection de faute connus et référencés par la communauté scientifique
sont le rayonnement lumineux, la température, la perturbation du signal d’horloge,
la perturbation de la tension d’alimentation ou encore l’injection électromagné-
tique (BARENGHI, BREVEGLIERI, KOREN et NACCACHE, 2012). Ces différents moyens
d’injection sont présentés plus en détail dans les paragraphes qui suivent.
1.4.1.1. Rayonnement lumineux
Un rayonnement lumineux émis par un laser ou une source lumineuse focalisée peut
être utilisé pour injecter des fautes dans un circuit. Un tel dispositif d’injection de
fautes nécessite une ouverture du boîtier, comme illustré sur la figure 1.7.
Figure 1.7. : Injection de fautes par laser sur un circuit intégré ouvert
L’énergie du rayonnement lumineux utilisé est absorbée par le silicium du circuit.
Lorsque l’énergie transmise est supérieure au seuil permettant à des électrons de
passer dans la bande de conduction du silicium, des paires électrons-trous sont
alors créées le long du faisceau lumineux (ROSCIAN et al., 2013 ; J.-M. DUTERTRE,
FOURNIER et al., 2011). Ce phénomène est illustré sur la figure 1.8. Ces paires
électrons-trous peuvent aboutir à l’apparition d’un courant photoélectrique au ni-
veau d’un transistor. Ce courant entraîne alors l’apparition d’un pic de tension qui
peut se propager dans des blocs de logique combinatoire. Ce phénomène de propa-
gation d’un pic de tension à travers la logique combinatoire est appelé Single Event
Transient (SET). Le pic de tension induit peut entraîner l’apparition d’une faute s’il
est échantillonné par un élément mémoire comme un registre.
Dans (S. P. SKOROBOGATOV et ANDERSON, 2003), les auteurs décrivent une attaque
basée sur l’utilisation de l’effet photoélectrique pour insérer des fautes dans un
circuit : ils utilisent ainsi un flash d’appareil photo contre une cellule de mémoire
Static Random Access Memory (SRAM). Plus récemment, dans (SCHMIDT et HUTTER,
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Figure 1.8. : Apparition de paires électrons-trous lors d’un tir laser sur une jonction PN
(CYRIL ROSCIAN, 2013)
2007), les auteurs ont utilisé une fibre optique afin de mieux focaliser la source
de lumière blanche sur la cellule de SRAM visée. Dans (ROSCIAN et al., 2013), les
auteurs ont utilisé une source laser pour injecter une faute dans une cellule SRAM.
Par rapport à l’utilisation de lumière concentrée, le laser permet une bien plus grande
précision lors d’une injection de faute (CANIVET et al., 2010). Des effets sur certains
blocs de logique d’un microcontrôleur ont également été obtenus dans (TRICHINA et
KORKIKYAN, 2010), ceux-ci ont permis de fauter l’exécution d’instructions assembleur
sur le microcontrôleur ciblé.
1.4.1.2. Température
Les circuits intégrés sont conçus pour fonctionner dans une certaine plage de tempé-
rature. Un attaquant peut faire chauffer certains éléments du circuit en dehors de
leurs conditions normales de fonctionnement et ainsi créer des fautes à l’intérieur
du circuit. Dans (S. SKOROBOGATOV, 2009), l’auteur a utilisé une modification de
la température du circuit afin d’injecter des fautes dans des mémoires EEPROM et
Flash. Plus récemment, dans (SCHMIDT et HUTTER, 2013), les auteurs ont attaqué
une implémentation de l’algorithme RSA sur un microcontrôleur ATmega162 en
faisant chauffer le circuit sur une plaque chauffante.
1.4.1.3. Perturbation du signal d’horloge
Les circuits synchrones cadencés par un signal d’horloge ont une fréquence de
fonctionnement maximale. Celle-ci est définie en considérant la durée maximale d’un
transfert de données entre deux éléments de mémorisation. Si l’attaquant réussit à
forcer une fréquence d’horloge supérieure à cette fréquence maximale (on parle alors
d’overclocking), la période d’horloge devient alors plus courte que la durée de certains
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transferts dans la logique combinatoire. Dans ce cas, des valeurs incorrectes sont
échantillonnées par certains éléments de mémorisation. Ce procédé d’overclocking
peut être appliqué de façon à induire des fautes sur un seul cycle d’horloge. On parle
alors de perturbation transitoire du signal d’horloge (couramment appelée clock
glitch) (AGOYAN et al., 2010). La figure 1.9 présente un exemple de signal d’horloge
modifié pouvant être utilisé pour une telle attaque.
thorloge
thorloge_modifiee
Signal d’horloge
Signal d’horloge modifié
Figure 1.9. : Signal d’horloge modifié pouvant être utilisé pour une attaque
1.4.1.4. Perturbation de la tension d’alimentation
Les modifications de la tension d’alimentation ont des effets sur la vitesse de chemine-
ment de données dans la logique combinatoire entre des éléments de mémorisation
(ZUSSA, J.-m. DUTERTRE et al., 2012). En modifiant la valeur de tension utilisée pour
alimenter un circuit, un attaquant peut donc induire des fautes dans les calculs qui
sont effectués. Afin d’injecter une faute à un instant précis, un attaquant peut réali-
ser une perturbation transitoire de la tension d’alimentation (couramment appelée
power glitch) afin de temporairement modifier la vitesse de circulation des données
entre deux éléments de mémorisation (CARPI et al., 2013).
1.4.1.5. Injection électromagnétique
Le couplage électromagnétique entre une antenne et certains éléments du circuit visé
peut provoquer des courants sur certains fils du circuit. Plusieurs types d’antennes
peuvent être utilisées pour cela. Dans (SCHMIDT et HUTTER, 2007), les auteurs
ont utilisé un solénoïde. Dans (DEHBAOUI, J.-M. DUTERTRE, ROBISSON, ORSATELLI
et al., 2012), les auteurs ont ajouté un matériau ferromagnétique comme cœur du
solénoïde. La figure 1.10 présente quelques antennes qu’il est possible d’utiliser pour
réaliser une injection électromagnétique de fautes. Dans la littérature scientifique,
l’injection électromagnétique a été utilisée principalement sous forme harmonique ou
bien sous forme d’impulsions. La première, notamment présentée dans (POUCHERET
et al., 2011) ou (MARKETTOS, 2011), a principalement été utilisée pour perturber des
générateurs de nombres aléatoires et y introduire un biais statistique qui peut alors
être utilisé par un attaquant. La seconde, introduite dans (QUISQUATER et SAMYDE,
2001) et présentée dans (SCHMIDT et HUTTER, 2007), (DEHBAOUI, J.-M. DUTERTRE,
ROBISSON et TRIA, 2012) et (DEHBAOUI, J.-M. DUTERTRE, ROBISSON, ORSATELLI et
al., 2012) a été utilisée pour réaliser des injections de fautes sur des implémentations
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matérielles et logicielles d’algorithmes cryptographiques. Par rapport à l’injection
harmonique, l’injection de fautes par impulsion permet de viser un instant particulier
de l’exécution de l’algorithme ciblé.
Figure 1.10. : Exemples de sondes d’injection électromagnétique (DEHBAOUI, 2011)
1.4.2 Modèles de fautes
Différents modèles de fautes peuvent être utilisés pour représenter les types de fautes
obtenus à l’aide des moyens d’injection présentés précédemment. Plusieurs attaques
visant des implémentations cryptographiques supposent qu’un attaquant est capable
de réaliser des fautes selon un de ces modèles. L’article (VERBAUWHEDE et al., 2011)
présente une revue bibliographique des différents modèles de fautes existants et
l’article (BARENGHI, BREVEGLIERI, KOREN et NACCACHE, 2012) résume les différents
types d’attaques physiques possibles et présente les modèles de fautes couramment
associés.
1.4.2.1. Modèles de fautes au niveau logique
Une injection de fautes peut avoir plusieurs types d’effets sur un bit. Ceux-ci sont
:
— Bit flip : la valeur du bit est inversée
— Bit set : le bit est forcé à 1
— Bit reset : le bit est forcé à 0
— Collage : le bit est maintenu à sa valeur précédente
Aspect déterministe La plupart des moyens d’injection de fautes génèrent en réalité
plusieurs types de fautes à l’intérieur du circuit. Chacun des type de fautes présentés
précédemment peut donc être associé à une probabilité de réalisation.
Localisation temporelle Dans certains cas, des fautes peuvent être injectées de
façon permanente sur une donnée. Néanmoins, la plupart des scénarios d’attaque
se basent sur la possibilité de réaliser des fautes transitoires. Dans le cas de fautes
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transitoires, la précision temporelle peut également varier. Par exemple, une attaque
très précise peut permettre d’injecter des fautes sur un seul cycle d’horloge alors que
des attaques moins précises ne peuvent pas le permettre.
Localisation spatiale La précision spatiale des fautes peut varier et certaines fautes
peuvent modifier plusieurs parties d’un circuit. Lorsqu’une faute est injectée sur un
élément du circuit, celle-ci peut également atteindre un ou plusieurs bits (et ainsi
modifier la valeur d’un octet ou d’un mot mémoire). Par exemple, un modèle de
fautes sur un octet est parfois considéré dans la littérature, pour lequel l’attaquant
peut forcer un octet à 0x00 ou 0xFF (A. A. SERE et al., 2009).
1.4.2.2. Modèles de fautes au niveau algorithmique
Des modèles de fautes au niveau algorithmique peuvent également être considérés
pour certaines attaques. Les modèles principaux utilisés dans la littérature scienti-
fique sont le remplacement d’instruction (avec le cas particulier du modèle de saut
d’instruction) et la corruption de tests conditionnels.
Remplacement d’instructions Sur un processeur embarqué, certains types d’at-
taque peuvent entraîner l’exécution d’une autre instruction suite à une modification
du code de l’instruction au moment de son transfert sur le bus d’instructions (TRI-
CHINA et KORKIKYAN, 2010 ; BALASCH et al., 2011 ; HUMMEL, 2014). Ce cas du
remplacement d’une instruction par une autre a été rarement étudié dans la lit-
térature scientifique, notamment en raison du manque de connaissances sur les
conséquences d’une injection de fautes au niveau des instructions. Néanmoins, plu-
sieurs articles ont étudié le cas de la corruption d’une instruction de branchement
inconditionnel (BOUFFARD et al., 2011), ou encore le cas du remplacement d’une
instruction par un branchement (BERTHOME et al., 2012). Un modèle simplifié dans
lequel un attaquant est capable d’empêcher l’exécution d’une instruction est égale-
ment régulièrement utilisé (NACCACHE, 2005 ; BARENGHI, BREVEGLIERI, KOREN et
NACCACHE, 2012).
Corruption de tests conditionnels Les tests conditionnels représentent une partie
sensible du graphe de flot de contrôle d’un algorithme. La corruption d’un de ces
tests peut donc aboutir à une modification dans l’exécution de l’algorithme. Un
attaquant peut corrompre un test conditionnel en injectant une faute sur la donnée
testée dans la condition. Au niveau d’un programme embarqué, un attaquant peut
également corrompre l’instruction qui réalise le test conditionnel, ce qui constitue un
cas particulier de remplacement d’instruction. Par exemple, dans (BARBU et al., 2011)
les auteurs utilisent une attaque laser pour corrompre un branchement conditionnel
sur une machine virtuelle Javacard.
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1.4.3 Exploitation des données obtenues
Les paragraphes qui suivent présentent les principales techniques d’exploitation des
données obtenues à la suite d’une injection de fautes.
1.4.3.1. Analyse différentielle
L’exploitation de couples C,C ′ (un texte chiffré et un texte chiffré fauté, pour les
mêmes valeurs de texte clair et de clé) est à la base de l’analyse différentielle de
fautes. Celle-ci a été introduite par Boneh et al. (BONEH et al., 1997) et l’acronyme
Differential Fault Analysis (DFA) a ensuite été proposé dans (BIHAM et SHAMIR,
1997). Chacune de ces attaques DFA est généralement basée sur un modèle de
fautes et nécessite la réalisation d’un type de faute à un instant de l’exécution
de l’algorithme. Au niveau des attaques par DFA sur l’algorithme AES, on peut
notamment citer (PIRET et QUISQUATER, 2003), (GIRAUD, 2005), (MORADI et al.,
2006) et (LASHERMES et al., 2012).
1.4.3.2. Safe error
Dans une attaque en safe-error, l’attaquant va exploiter le fait qu’une injection de
fautes à un moment de l’algorithme produise ou non un résultat fauté en sortie (JOYE,
2000). Une variante de la technique de safe-error, nommée Ineffective Fault Analysis
(IFA) a également été proposée dans (CLAVIER, 2007b). Leur principe est quasiment
similaire, mais l’analyse IFA se place au niveau d’une instruction assembleur, alors
que la technique de safe-error étudie les sorties fautées davantage au niveau de
l’algorithme. Une autre variante d’attaque en safe-error est proposée dans (ROBISSON
et MANET, 2007). L’attaque proposée exploite à la fois un principe de safe-error et
des moyens statistiques similaires à ceux de l’analyse DPA.
1.4.3.3. Modification dans l’exécution de l’algorithme
Les modifications dans l’exécution de l’algorithme peuvent notamment permettre
de contourner un contrôle d’accès ou d’empêcher l’exécution de certaines fonctions
(WOUDENBERG et al., 2011). De telles modifications peuvent notamment être la
conséquence de la corruption d’un branchement ou d’un test conditionnel, ou encore
être la conséquence du remplacement ou du saut d’une instruction. Plusieurs at-
taques ont ainsi exploité le cas d’un saut d’instruction ou le saut d’une sous-fonction
(SCHMIDT et HERBST, 2008 ; BLÖMER et al., 2014). De telles modifications peuvent
par exemple être utilisées pour permettre l’exécution de code arbitraire par dépas-
sement de tampon (FOUQUE et al., 2012) ou modifier le nombre de rondes d’un
algorithme de chiffrement (J.-M. DUTERTRE, MIRBAHA et al., 2012 ; DEHBAOUI,
MIRBAHA et al., 2013).
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1.4.3.4. Rétro-ingéniérie
Les attaques par injection de fautes ont également été utilisées dans un but de rétro-
ingéniérie, notamment pour identifier certains éléments d’algorithmes partiellement
secrets. (SAN PEDRO et al., 2011) et (LE BOUDER et al., 2013) ont ainsi conçu un
procédé de rétro-conception pour retrouver les boîtes de substitution (S-Box) d’un
algorithme DES modifié. Dans (CLAVIER et WURCKER, 2013), les auteurs présentent
une méthodologie de rétro-conception pour caractériser l’ensemble des opérations
d’un algorithme AES modifié. Pour cela, les auteurs utilisent une technique d’IFA
et un modèle de fautes pour lequel un attaquant peut mettre à zéro la valeur d’un
octet.
1.4.4 Contre-mesures
Les paragraphes qui suivent présentent les principales approches proposées dans
la littérature scientifique pour renforcer des circuits intégrés face aux injections de
faute.
1.4.4.1. Renforcements au niveau de la technologie CMOS
Des modifications au niveau de la technologie de fabrication des circuit peuvent
permettre de diminuer leur sensibilité à certains types de moyens d’injection de
fautes. Par exemple, dans (SARAFIANOS et al., 2013) les auteurs proposent un
changement dans la structure des cellules mémoire SRAM pour renforcer leur
résistance face aux attaques par laser.
1.4.4.2. Capteurs physiques
Plusieurs capteurs physiques peuvent permettre de détecter des tentatives d’attaque.
Parmi ceux-ci, on peut notamment mentionner les capteurs de lumière, de variations
anormales de la tension d’alimentation ou du signal d’horloge. Un autre mécanisme
de détection au niveau de la logique a également été proposé pour détecter des
fautes injectées par violation des contraintes temporelles des circuits synchrones
(J.-M. DUTERTRE, FOURNIER et al., 2011 ; ZUSSA, DEHBAOUI et al., 2014). Ce méca-
nisme consiste à ajouter un signal de délai entre deux éléments de mémorisation
synchrones pour assurer que le bloc de logique combinatoire situé entre ces éléments
de mémorisation a eu le temps de terminer son calcul.
1.4.4.3. Mécanismes de détection de fautes
Cette classe de contre-mesures vise à détecter des fautes injectées dans un circuit par
un attaquant. Plusieurs approches possibles sont présentées dans les paragraphes
qui suivent.
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Redondance temporelle et spatiale Dans le cas des attaques par injection de faute,
les contre-mesures existantes visent principalement à ajouter de la redondance dans
les calculs effectués par le circuit de manière à pouvoir détecter une éventuelle
faute. Cette redondance peut être spatiale (où plusieurs éléments distincts du circuit
réalisent la même opération en parallèle) ou bien temporelle (une même opération
est répétée plusieurs fois) (BAR-EL et al., 2006). Les contre-mesures par redondance
spatiale s’appliquent aux architectures matérielles, où le concepteur de circuit peut
régler l’emplacement des différents blocs qui constituent son algorithme. Un schéma
de principe d’une contre-mesure par redondance spatiale est présenté sur la figure
1.11. Les logiques double-rail à précharge (présentées en 1.3.5.1) peuvent également
être utilisées comme mécanisme de redondance spatiale (SELMANE et al., 2009).
Figure 1.11. : Exemple de contre-mesure par redondance spatiale (BAR-EL et al., 2006)
Sur un processeur embarqué, la redondance temporelle peut être effectuée à plu-
sieurs niveaux : à l’échelle de l’algorithme ou de ses sous-fonctions (en répétant
la même fonction ou appliquant la fonction inverse) (BAR-EL et al., 2006), au ni-
veau du code source en vérifiant chacune des opérations (WITTEMAN, 2008) ou
enfin au niveau du code compilé à l’échelle de l’instruction assembleur (BARENGHI,
BREVEGLIERI, KOREN, PELOSI et al., 2010).
Bits de parité et codes détecteurs d’erreur Plusieurs autres méthodes permettant
de détecter des fautes intentionnellement injectées ou des erreurs dans un calcul
ont également été proposées. Parmi celles-ci, on peut notamment citer l’utilisation
de bits de parité (BARENGHI, BREVEGLIERI, KOREN, PELOSI et al., 2010) ou d’autres
codes détecteurs d’erreur.
Utilisations des propriétés mathématiques des algorithmes Le cas des attaques
par injection de fautes a été particulièrement traité au niveau des algorithmes
cryptographiques. De nombreuses contre-mesures au niveau algorithmique ont alors
été proposées. En particulier, pour l’algorithme RSA (et pour son implémentation
CRT-RSA qui utilise le théorème des restes Chinois), on peut notamment citer
(AUMÜLLER et al., 2003), (VIGILANT, 2008), (CORON et al., 2010), ou (JOYE, 2012).
Ces contre-mesures évaluent la validité des relations mathématiques entre variables
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en certains points de l’algorithme. La corruption de ces relations traduit l’apparition
d’erreurs. Un ensemble de contre-mesures pour plusieurs algorithmes dont AES et
RSA est également présenté dans (BARENGHI, BREVEGLIERI, KOREN et NACCACHE,
2012).
Contrôle du flot d’exécution Le contrôle du flot d’exécution consiste à vérifier que
l’algorithme en cours d’exécution sur un circuit suit bien le flot d’exécution prévu
par le concepteur du circuit (A. A. K. SERE et al., 2011 ; BOUFFARD et al., 2011).
1.5 Objectifs de la thèse et approche choisie
1.5.1 Objectifs
L’état de l’art décrit précédemment montre que de nouvelles attaques apparaissent
régulièrement. Celles-ci peuvent être basées sur de nouveaux canaux auxiliaires,
sur de nouvelles techniques d’exploitation ou encore sur une utilisation conjointe
d’attaques existantes. Ces nouvelles attaques peuvent permettre de contourner
des contre-mesures existantes, et de nouvelles contre-mesures doivent alors être
proposées. L’anticipation des menaces par les concepteurs de circuits est donc rendue
particulièrement difficile. De plus, la définition de contre-mesures nécessite une
excellente connaissance de l’ensemble des attaques qui peuvent atteindre un circuit
intégré. Certaines contre-mesures conçues spécifiquement pour un type d’attaque
ont ainsi pu introduire des vulnérabilités face à d’autres attaques. Enfin, plusieurs
années peuvent être nécessaires pour que la communauté scientifique, les centres
d’évaluation ou les concepteurs de circuit puissent évaluer le degré d’efficacité
pratique d’une contre-mesure. D’une manière générale, les protections doivent
constamment être adaptées en fonction de l’évolution des attaques.
L’ajout de contre-mesures matérielles peut nécessiter de très lourds changements
dans l’architecture d’un circuit et se révéler très coûteux en temps de développement,
pour un résultat qui n’est parfois pas garanti si les contre-mesures en question n’ont
pas fait l’objet de suffisamment de tests en pratique. A l’opposé, les contre-mesures
au niveau du logiciel présentent l’avantage de pouvoir être rapidement déployées
sur des architectures existantes à moindre coût. Elles présentent donc des avantages
intéressants pour renforcer des systèmes embarqués face à des attaques contre
lesquelles la définition de contre-mesures matérielles efficaces et à coût abordable
prendra plusieurs années.
L’injection de fautes par ondes électromagnétiques est une technique récente contre
laquelle un très large ensemble de systèmes embarqués actuels ne sont pas ou sont
mal protégés. Les contre-mesures logicielles constituent par conséquent une solution
de choix à court et moyen terme contre cette menace. L’objectif de cette thèse
est donc de contribuer à la sécurisation de code embarqué face aux attaques par
injection de fautes à l’aide d’impulsions électromagnétiques.
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1.5.2 Approche choisie
Pour contribuer à renforcer un code embarqué face aux attaques par impulsion
électromagnétique, nous avons choisi d’utiliser une approche en trois étapes :
l’élaboration d’un modèle d’attaquant, la définition de contre-mesures adaptées à ce
modèle, et enfin la vérification expérimentale de l’efficacité des contre-mesures. Ces
trois étapes sont détaillées dans les paragraphes qui suivent.
1.5.2.1. Définition d’un modèle de fautes
Dans cette thèse, nous avons choisi d’élaborer un modèle de fautes au niveau
« assembleur » par l’expérimentation en nous focalisant sur les effets d’une d’injection
de fautes sur l’exécution d’un programme. Le niveau d’abstraction « assembleur »
a l’avantage d’être à la fois proche du matériel, tout en permettant une bonne
représentation des conséquences d’une attaque sur le programme embarqué. Ce
travail d’élaboration du modèle est l’objet des chapitres 2 et 3.
1.5.2.2. Définition et validation théorique d’une contre-mesure
Une contre-mesure permettant de renforcer un code face aux fautes définies dans
ce modèle peut alors être proposée. Nous proposons ensuite de garantir à l’aide
d’outils de vérification formelle son efficacité théorique. Nous choisissons également
de définir la contre-mesure de façon à ce qu’elle puisse être appliquée de façon
automatique à un code générique pour en renforcer la résistance. Ce travail est
l’objet du chapitre 4.
1.5.2.3. Vérification expérimentale de l’efficacité de la contre-mesure
L’évaluation de la contre-mesure à l’aide de méthodes formelles permet d’obtenir
une première garantie quant à son efficacité théorique. Cette contre-mesure doit
finalement être testée expérimentalement et ce travail est l’objet du chapitre 5.
1.6 Conclusion
Dans ce chapitre, une présentation concernant les différentes attaques et contre-
mesures qui existent pour des circuits intégrés a été présentée. D’une part, les
attaques par observation permettent de récupérer certaines informations sensibles
d’un circuit en analysant une ou des grandeurs observables comme la consommation
de courant ou les émissions de rayonnements électromagnétiques. Plusieurs contre-
mesures visant à limiter les fuites d’informations via ces grandeurs observables
ont été proposées dans la littérature scientifique. D’autre part, les attaques par
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injection de fautes visent à modifier le comportement du circuit et différents moyens
physiques comme le laser ou les perturbations transitoires du signal d’horloge
peuvent être utilisés pour injecter des fautes dans un circuit intégré. Des contre-
mesures peuvent être définies à plusieurs niveaux d’abstraction, du niveau physique
au niveau algorithmique, et visent à renforcer le circuit face à ces attaques. A la fin
du chapitre, l’objectif de la thèse et l’approche choisie ont été présentés. Le chapitre
suivant traite de la mise en place d’un banc d’injection de fautes par impulsion
électromagnétique pour un processeur embarqué.
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2Conception d’un banc d’injection
de fautes pour processeur ARM
Cortex-M3
Certains des travaux présentés dans ce chapitre ont fait l’objet d’un article présenté lors
de la conférence COSADE 2013 (DEHBAOUI, MIRBAHA et al., 2013).
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2.1 Introduction
Ce chapitre s’intéresse à la mise en place d’un banc d’injection de fautes pour
réaliser des attaques sur un processeur ARM Cortex-M3. Ce banc est basé sur celui
proposé dans (DEHBAOUI, J.-M. DUTERTRE, ROBISSON et TRIA, 2012) et en réutilise
plusieurs éléments. Les premiers résultats obtenus dans cet article pour un processeur
ATmega128 ont montré la possibilité de générer en pratique des fautes par injection
électromagnétique sur un microcontrôleur lors de l’exécution d’un chiffrement AES.
Les premiers résultats expérimentaux associés sont détaillés en annexe A. Toutefois,
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dans le cadre de cette série d’expérimentations, aucune analyse détaillant la cause de
l’apparition de ces fautes sur un octet lors de la dernière ronde du chiffrement n’avait
été proposée. Les travaux présentés dans ce chapitre, et plus généralement dans cette
thèse s’inscrivent donc dans la continuité de ces résultats préliminaires et réutilisent
la même technique d’injection de fautes par impulsion électromagnétique.
Ce chapitre commence par présenter brièvement le processeur ARM Cortex-M3
utilisé dans cette thèse en 2.2. Cette présentation n’a pas pour but de présenter
l’ensemble de l’architecture mais vise surtout à présenter les éléments principaux
qui seront utilisés dans les chapitres suivants de cette thèse. Pour obtenir davantage
de détails sur le processeur ARM Cortex-M3 et son architecture, le lecteur pourra
consulter l’ouvrage (YIU, 2009). Ensuite, le banc d’injection et ses différents éléments
constitutifs sont présentés en 2.3. Enfin, la fin du chapitre permet de vérifier le bon
fonctionnement du banc mis en place et étudie la réalisation pratique d’attaques sur
une implémentation de l’algorithme AES en 2.4.
2.2 Processeur ARM Cortex-M3
Pour les travaux présentés dans cette thèse, il nous a été nécessaire de choisir un
type de microcontrôleur suffisamment représentatif des technologies actuellement
utilisées. Les microcontrôleurs à base de processeur ARM Cortex sont utilisés à la
fois pour des usages génériques ou pour la conception de circuits de sécurité par
plusieurs fondeurs. Néanmoins, l’utilisation d’un microcontrôleur du commerce pour
lequel nous n’avons pas accès à tous les détails sur l’architecture interne impose un
certain nombre de contraintes au niveau de notre démarche visant à élaborer un
modèle de fautes. Il est donc impératif de choisir un modèle pour lequel de bons
outils de debug sont disponibles. Les processeurs ARM Cortex répondent donc bien
au double besoin exprimé précédemment : à la fois largement répandus et possédant
de très bons outils de debug. Notre choix s’est donc porté sur un microcontrôleur à
base de processeur ARM Cortex-M3 pour la suite de cette thèse.
Le microcontrôleur ciblé possède un coeur ARM Cortex-M3 à architecture Harvard
ARMv7-M et est fabriqué en technologie CMOS 180 nm. Bien que nous n’ayons pas
choisi de travailler sur une version pour carte à puce de ce microcontrôleur, la cible
que nous utilisons embarque un certain nombre de mécanismes de sûreté permettant
de filtrer la majeure partie des perturbations transitoires d’horloge ou de tension. De
plus, plusieurs vecteurs d’interruption ont été définis de manière à pouvoir traiter
certaines exceptions matérielles. Ces interruptions peuvent être utilisées dans le
cadre d’une détection de fautes basique et seront détaillées ultérieurement. Enfin,
la fréquence du microcontrôleur peut être réglée par programme : celui-ci peut
être configuré de façon à pouvoir utiliser un oscillateur externe et une boucle à
verrouillage de phase. La fréquence maximale acceptable par le microcontrôleur est
de 72 MHz. Pour la majorité des expérimentations de cette thèse, la fréquence du
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microcontrôleur a été réglée à 56 MHz et pour quelques expérimentations celui-ci a
fonctionné à 24 MHz 1. A titre d’illustration, la figure 2.1 présente une image d’un
modèle endommagé du microcontrôleur utilisé, celle-ci a été obtenue à l’aide d’un
microscope à rayons X.
Figure 2.1. : Cartographie aux rayons X sur un modèle endommagé du microcontrôleur
étudié
2.2.1 Jeu d’instructions
Le processeur ARM Cortex-M3 utilise le jeu d’instructions Thumb-2. Celui-ci est
issu du rapprochement entre les jeux d’instructions Thumb (16 bits) et ARM (32
bits) : les instructions Thumb-2 peuvent donc être codées sur 16 ou 32 bits. Le jeu
d’instructions Thumb-2 contient 151 instructions, qui elles-mêmes peuvent avoir
jusqu’à 4 encodages binaires (selon les registres utilisés, la taille des opérandes,
. . . ).
Convention d’écriture des instructions D’une manière générale, pour les mnémo-
niques des instructions exécutant des opérations arithmétiques et logiques, le registre
de destination est placé en premier. Par exemple, l’instruction add r1,r2,r3 addi-
tionne r2 et r3 et place le résultat dans r1. Lorsqu’un registre est à la fois source et
destination, il est parfois possible de trouver une syntaxe simplifiée à deux registres.
Par exemple, l’instruction add r1,#1 ajoute 1 à la valeur contenue dans r1 et stocke
le résultat dans r1.
Architecture load/store Le processeur ARM Cortex-M3 est basé sur une architecture
de type load/store : les opérations arithmétiques et logiques sont effectuées sur des
registres, et tous les accès mémoire doivent passer par des instruction de type load
(pour lire une donnée en mémoire et la placer dans un registre) ou store (pour écrire
une donnée placée dans un registre en mémoire). Ces instructions de load ou store
1. Les différentes parties présentées dans cette thèse ne suivent pas un ordre chronologique.
Cependant, une partie des expérimentations réalisées pendant la première année de ce travail de thèse
ont été réalisées avec une fréquence de 24 MHz et sont présentées dans les chapitres 2 et 3.
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sont utilisées à de nombreuses reprises dans cette thèse. Dans le jeu d’instructions
Thumb-2, l’instruction ldr réalise une opération de load et l’instruction str une
opération de store. Néanmoins, de nombreuses variantes de ces deux instructions
existent dans le jeu Thumb-2.
Exécution conditionnelle et blocs it Le jeu d’instructions Thumb-2 fournit égale-
ment un mécanisme d’exécution conditionnelle de code via les blocs it (If-Then).
Une instruction it spécifie une condition et les 1 à 4 instructions qui la suivent
peuvent être exécutées conditionnellement selon cette condition ou son inverse. Les
blocs it permettent ainsi d’implémenter des structures de plus haut niveau de type
if-then ou if-then-else et sont particulièrement utiles quand les blocs de code du then
ou du else contiennent peu d’instructions. Un exemple de bloc it est présenté dans
le listing 2.1. Dans cet exemple de code, l’instruction cmp r0, #10 positionne les
flags après avoir comparé r0 par rapport à 10. L’instruction itte (If-Then-Then-Else)
définit ensuite le mode d’exécution conditionnelle pour les trois instructions qui la
suivent. Ensuite, si la condition NE est vérifiée (i.e. si le flag Z contient la valeur
1), alors les deux instructions qui suivent (addne et eorne) sont exécutées. Sinon,
l’instruction moveq est exécutée.
Listing 2.1 : Exemple de bloc it
1 cmp r0 , #10 ; comparaison de r0 et 10
2 i t t e NE ; itte -> if then then else
3 addne r1 , r2 , #10 ; executee si NE est vraie (r0 != 10)
4 eorne r3 , r5 , r1 ; executee si NE est vraie (r0 != 10)
5 moveq r3 , #10 ; executee sinon (r0 == 10)
2.2.2 Registres
Le processeur ARM Cortex-M3 dispose d’un ensemble de registres sur 32 bits acces-
sibles par le programmeur. Ces registres sont :
— 13 registres généraux (r0-r12)
— deux registres de pointeur de pile (accessibles via r13)
— un registre de pointeur de retour (r14)
— un registre de compteur de programme (r15)
— un registre d’état du programme (xPSR)
— un registre de niveau de privilège (CONTROL)
— des registres de masquage des interruptions (PRIMASK, FAULTMASK, BASEPRI)
Registres généraux Les 13 registres généraux sont numérotés de r0 à r12. Les
registres r0 à r7 sont utilisables avec l’ensemble des instructions (16 ou 32 bits) qui
prennent pour argument un ou des registres généraux. En revanche, les registres r8 à
r12 ne sont utilisables que dans des instructions 32 bits 2. Toute instruction utilisant
2. Bien que quelques très rares exceptions existent pour lesquelles des instructions 16 bits peuvent
manipuler des registres de r8 à r12
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un de ces registres sera donc automatiquement encodée sur 32 bits par le compilateur.
Par ailleurs, au niveau de la convention qu’est l’Application Binary Interface (ABI)
ARM, les registres r0 à r3 sont utilisés pour faire passer des arguments à des
sous-fonctions. Le registre r0 est également utilisé pour transférer le résultat d’une
sous-fonction à la fonction appelante. Les registres r4 à r11 servent à manipuler les
variables locales à l’intérieur d’une fonction. Enfin, le registre r12 est utilisé pour
réaliser de petits traitements sur quelques instructions à l’intérieur d’une procédure.
Pour un code respectant la convention, ce registre n’a jamais besoin d’être sauvegardé
sur la pile. Ce registre particulier est également nommé Intra-Procedure call scratch
register (IP).
Pointeurs de pile (SP) Le processeur Cortex-M3 dispose de deux pointeurs de pile.
Il est possible d’accéder à ces deux pointeurs via le registre r13. Néanmoins, un seul
de ces deux registres est accessible à un instant donné. Ces deux registres sont le
Main Stack Pointer (MSP) et le Process Stack Pointer (PSP). Le MSP est le pointeur
de pile utilisé par défaut. Le PSP peut être utilisé si un système d’exploitation est
installé, comme pointeur de pile pour du code en mode utilisateur (en dehors du
noyau).
Pointeur de retour (LR) Le registre r14 de pointeur de retour sert à stocker l’adresse
de retour lors de l’appel d’une sous-fonction. Ainsi, l’instruction bl d’appel de sous-
fonction met à jour le pointeur de retour et réalise un branchement vers le code de
la sous-fonction. A la fin d’une sous-fonction, l’instruction bx lr est utilisée pour
réaliser un branchement vers ce pointeur de retour.
Compteur de programme (PC) Le registre r15 est le compteur de programme et
contient l’adresse de l’instruction en cours d’exécution (décalée de 4 octets à cause
de l’exécution pipelinée des instructions). Il est possible d’écrire directement dans ce
registre, ce qui a pour effet de réaliser un branchement.
Registre d’état du programme (xPSR) Le registre xPSR contient des informations
sur l’état interne du processeur et les exceptions qui ont été déclenchées. Il est
constitué des 3 registres APSR (Application Program Status Register), IPSR (Interrupt
Program Status Register) et EPSR (Execution Program Status Register). Ces 3 registres
sont présentés dans le tableau 2.1.
Par ailleurs, les 5 flags du processeur peuvent être mis à jour par plusieurs ins-
tructions. Parmi celles-ci, on peut notamment citer les instructions de comparaison
comme cmp ou cmn. Un grand nombre d’instructions arithmétiques et logiques dis-
posent également d’un encodage pour lequel elles mettent à jour les flags selon la
valeur du résultat. Au niveau du mnémonique de l’instruction, un suffixe s est utilisé
pour utiliser cet encodage particulier. Ainsi, l’instruction adds r1, r2, r3 exécute
une addition entre r2 et r3, stocke le résultat dans r1 et met à jour les flags selon la
valeur obtenue pour le résultat du calcul.
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Table 2.1. : Registres PSR
APSR 5 flags (N, Z, C, V, Q)
N - Négatif
Z - Zéro
C - Retenue
V - Débordement
Q - Saturation
IPSR Si une interruption est en cours, ce registre contient un nombre
servant à identifier l’interruption
EPSR Informations sur l’utilisation des blocs d’instructions IF-THEN
Registres de masquage des interruptions Les trois registres de masquage des in-
terruptions (PRIMASK, FAULTMASK et BASEPRI) permettent de désactiver certaines
interruptions. Ces registres ne sont pas utilisés dans les travaux présentés dans cette
thèse.
Registre de contrôle Le registre CONTROL est un registre sur 2 bits. Le bit de poids
fort est utilisé pour définir lequel des deux pointeurs de pile est utilisé. Le bit de
poids faible est utilisé pour définir si le processeur fonctionne en mode privilégié ou
non. Ce dernier bit peut seulement être écrit si le processeur fonctionne en mode
privilégié.
2.2.3 Modes d’exécution
Le Cortex-M3 supporte deux modes d’exécution (Thread et Handler) et deux niveaux
de privilège (Priviledged et User). Le mode Handler est utilisé lors des déclenche-
ments d’exceptions, autrement le processeur fonctionne en mode Thread. Le mode
d’exécution Handler fonctionne uniquement avec un niveau Priviledged. Lors d’un
redémarrage du microcontrôleur, et plus généralement si aucune instruction ne fait
changer son mode d’exécution, celui-ci fonctionne en mode Thread et avec le niveau
Priviledged. Comme précisé précédemment, le bit de poids faible du registre CONTROL
sert à définir le niveau de privilège. Le fonctionnement au niveau User empêche
l’exécution de certaines instructions spéciales, l’accès à certains registres de confi-
guration du processeur et l’accès à certaines zones réservées de la mémoire. Pour
des applications basiques, ces différents niveaux de privilège ne sont pas réellement
nécessaires. Leur utilité principale est généralement liée aux systèmes d’exploitation
qui ont besoin de séparer le code du noyau du code des applications utilisateur.
2.2.4 Exceptions matérielles
Plusieurs exceptions matérielles peuvent être déclenchées dans les cas d’accès
mémoire interdits ou d’erreurs dans le traitement des instructions. Ces excep-
tions sont nommées Hard Fault, Bus Fault, Usage Fault et Memory Management
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Fault. Chacune de ces exceptions peut être déclenchée pour différentes classes de
fautes matérielles, et un descriptif plus détaillé de leurs conditions de déclenchement
est proposé dans le tableau 2.2.
Table 2.2. : Conditions de déclenchement des différentes exceptions matérielles
Bus Fault Se déclenche en cas d’erreur au niveau du bus, notamment
lors de l’accès à une donnée ou à une instruction
Usage Fault Se déclenche principalement en cas d’instruction invalide,
d’opération interdite sur certains registres ou encore de
division par zéro
Memory Manage-
ment Fault
Se déclenche en cas d’accès à une zone mémoire interdite
Hard Fault Toutes les classes d’erreur, se déclenche quand l’exception
spécifique à la classe d’erreur ne peut pas être déclenchée
2.2.5 Pipeline et exécution des instructions
Le processeur Cortex-M3 est basé sur un pipeline à 3 niveaux. Ces trois niveaux sont
fetch, decode et execute. Le tableau 2.3 présente les principales opérations réalisées
pendant chacune de ces trois étapes.
Table 2.3. : Détail des différentes étapes du pipeline
Fetch - Chargement de l’instruction dans le registre d’instruction
Decode - Décodage de l’instruction
- Chargement des opérandes de l’instruction
- Détection des branchements
Execute - Exécution de l’instruction
- Écriture des résultats
L’étape de fetch charge 32 bits de données à chaque cycle d’horloge. Ces 32 bits
provenant de la mémoire d’instructions peuvent correspondre à une seule instruction
32 bits, à deux instructions 16 bits ou peuvent également inclure 16 bits provenant
du code binaire d’une instruction 32 bits. L’étape de fetch a également pour tâche de
reconstituer les instructions 32 bits non-alignées (qui sont donc chargées en deux
appels à la mémoire d’instructions). Néanmoins, si l’étape de fetch charge toujours
ses données 32 bits par 32 bits, les étapes de decode et execute traitent toujours une
seule instruction par cycle d’horloge, sur 16 ou 32 bits. De façon informelle, l’unité
de fetch fonctionne donc plus rapidement en termes d’instructions traitées que les
deux unités qui la suivent. Ainsi, l’unité de fetch est associée à une mémoire tampon
permettant de stocker temporairement jusqu’à 3 mots de 32 bits. Dans le cas d’une
instruction qui ne nécessite pas de récupérer la valeur d’une opérande, les étapes
de decode et execute du pipeline ont chacune besoin d’au maximum un demi-cycle
d’horloge pour s’exécuter. Sinon, pour les instructions de type ldr qui nécessitent la
lecture d’une donnée depuis la mémoire, l’étape de decode requiert plus d’un cycle
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d’horloge. La figure 2.2 montre les différentes étapes du pipeline lors de l’exécution
d’une séquence d’instructions nop sur 16 bits.
Horloge
0x00 nop EXECUTE
0x02 nop DECODE EXECUTE
0x04 nop DECODE EXECUTE
0x06 nop FETCH DECODE EXECUTE
0x08 nop FETCH DECODE
0x0A nop FETCH
0x0C nop FETCH
0x0E nop FETCH
0x10 nop FETCH
Figure 2.2. : Fonctionnement du pipeline pour une séquence d’instructions de type nop sur
16 bits
2.2.6 Mémoires d’instructions et de données
Le processeur Cortex-M3 est basé sur une architecture de type Harvard modifiée,
pour laquelle la mémoire de données et la mémoire d’instructions sont physiquement
séparées. La mémoire de données est placée en mémoire SRAM, et la mémoire
d’instructions est placée par défaut en mémoire Flash (bien qu’il soit possible de
placer des zones de mémoire d’instructions en mémoire SRAM).
2.2.7 Bus de données et d’instructions
En raison de son architecture Harvard modifiée, le processeur Cortex-M3 possède
des bus séparés pour les mémoires d’instructions et de données. Ces bus utilisent
la structure AMBA AHB-Lite (ARM, 2006). Chacun de ces deux bus est en réalité
composé d’un bus de 32 bits pour l’envoi des adresses et d’un autre bus de 32
bits pour la réception des données ou instructions. Par ailleurs, selon les différents
fabricants de microcontrôleurs basés sur le processeur ARM Cortex-M3, il est possible
que ces bus soient préchargés à une certaine valeur au début de chaque cycle
d’horloge. L’accès à une donnée ou une instruction sur l’un de ces bus requiert au
minimum deux cycles. Pendant le premier cycle d’horloge, l’adresse de la donnée
ou l’instruction à charger est envoyée sur le bus d’adresse associé (HADDR pour
les données, HADDRI pour les instructions). Pendant le second cycle d’horloge, la
donnée ou l’instruction à charger est alors envoyée depuis la mémoire sur le bus
(HRDATA pour les données, HRDATAI pour les instructions). Ce fonctionnement des
bus lors du chargement d’une donnée depuis la mémoire Flash est illustré sur la
figure 2.3.
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Horloge
HADDR Adresse
HRDATA Donnée
Figure 2.3. : Transferts sur les bus lors du chargement d’une donnée depuis la mémoire
Flash
2.2.8 Préchargement d’instructions depuis la mémoire
Comme précisé précédemment, le microcontrôleur utilisé dans cette thèse peut
fonctionner avec une fréquence allant jusqu’à 72 MHz. La mémoire Flash du micro-
contrôleur, qui est utilisée pour stocker les instructions, possède un temps de réponse
de 35 ns. Ainsi, si la période d’horloge du microcontrôleur est inférieure à 35 ns (ce
qui correspond à une fréquence d’environ 28 MHz), il devient impossible d’envoyer
une donnée depuis la mémoire Flash sur le bus en un seul cycle d’horloge et un ou
deux cycles supplémentaires deviennent nécessaires selon la fréquence du processeur.
Pour éviter ainsi de sous-exploiter le processeur et pour maximiser sa vitesse de
traitement des instructions, le fabricant du microcontrôleur utilisé dans cette thèse
a mis en place une mémoire tampon (différente de celle présentée en 2.2.5) dont
le but est de précharger des instructions depuis la mémoire Flash. Cette mémoire
tampon se place donc avant le pipeline, et une fois activée celle-ci est transparente
pour le programmeur. Il est en réalité composé de deux mémoires de 64 bits qui
peuvent chacun lire directement 64 bits de mémoire Flash. Ces 64 bits peuvent donc
correspondre au maximum à 4 instructions, qui seront chargées dans cette mémoire
tampon. Pour garder un certain contrôle sur le chargement des instructions dans
le pipeline et pouvoir clairement définir l’intervalle de temps pendant lequel une
instruction précise est chargée sur le bus, cette mémoire tampon a été désactivée
pour l’ensemble des expérimentations de cette thèse.
2.2.9 Chaîne de compilation
A l’exception de certains programmes présentés dans le chapitre 5 (qui ont été déve-
loppés à l’aide de la suite IAR Embedded WorkBench), l’ensemble des programmes
présentés dans cette thèse ont été développés à l’aide de la suite MDK-ARM de Keil.
Cette suite regroupe les différents outils de compilation ARM (compilateur C armcc,
bibliothèque C MicroLib, linker armLink, assembleur armasm) et l’environnement
de développement µVision. Les programmes de cette thèse ont été compilés sans
optimisations (-O0).
Enfin, deux points particuliers liés à la manière avec laquelle les instructions sont
encodées par l’assembleur armasm sont présentés dans les paragraphes qui suivent
et sont utilisés à plusieurs reprises dans cette thèse.
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2.2.9.1. Contrôle de l’encodage des instructions
Afin de forcer l’assembleur à utiliser un encodage sur 32 bits pour des instructions, il
est possible d’utiliser un suffixe .w après le mnémonique correspondant à l’instruction
(par exemple add.w) ou bien d’utiliser les registres r8 à r14. De manière similaire,
un suffixe .n existe pour forcer un encodage sur 16 bits.
2.2.9.2. Pseudo-instruction pour le chargement de constantes sur 32 bits
Les instructions du jeu Thumb-2 sont encodées sur au maximum 32 bits. Cette taille
d’instructions pose un problème pour le chargement de constantes sur 32 bits dans
un registre, car des instructions comme mov (ou mvn) peuvent au maximum charger
une données sur 16 bits dans un registre. En utilisant des instructions comme mov
(ou mvn), il serait donc impossible de charger une constante sur 32 bits en une seule
instruction.
Pour éviter au programmeur (lors de l’écriture d’un code en assembleur) d’avoir à
gérer manuellement ce cas des chargements de constantes sur 32 bits en les décompo-
sant en plusieurs instructions, une pseudo-instruction ldr Rd,=constante de char-
gement a été mise en place au niveau de l’assembleur armasm. Si la constante peut
être chargée depuis une instruction mov (ou mvn), alors la pseudo-instruction ldr
Rd,=constante est transformée en instruction mov (ou mvn). Sinon, cette constante
est placée en mémoire d’instructions, dans une plage mémoire qui ne sera pas exé-
cutée 3. Ensuite, une instruction ldr dont l’adresse de chargement est définie par
rapport à la valeur du compteur de programme est utilisée.
Par exemple, la pseudo-instruction ldr r0,=0x12345678 vise ainsi à charger la
valeur 0x12345678 dans le registre r0. Pour cela, la valeur 0x12345678 est placée
en mémoire d’instructions, avec un décalage qu’on suppose de 10 octets pour cet
exemple entre l’adresse à laquelle est placée la constante et l’adresse de l’instruction
qui doit la charger. Ensuite, la pseudo-instruction ldr r0,=0x12345678 est donc
convertie en une instruction ldr r0,[pc,#10] qui charge une donnée avec un
décalage de 10 octets par rapport à l’adresse du compteur de programme.
Ce type de pseudo-instructions est utilisé à de nombreuses reprises dans cette thèse
pour générer des instructions de ldr depuis la mémoire Flash, notamment dans les
expérimentations qui sont menées dans les chapitres 3 et 5.
3. Généralement, cette plage mémoire est située juste après l’instruction de retour de la sous-
fonction dans laquelle cette pseudo-instruction est utilisée
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2.3 Dispositif expérimental d’injection de fautes
Cette section commence par présenter le montage expérimental utilisé dans cette
thèse en 2.3.1, puis détaille les différentes étapes du processus expérimental utilisé
dans cette thèse pour réaliser des attaques par injection de fautes en 2.3.2.
2.3.1 Montage expérimental d’injection
Le montage expérimental d’injection choisi permet de réaliser des injections de
fautes à l’aide d’impulsions électromagnétiques. Il s’inscrit dans la continuité de
celui proposé dans (DEHBAOUI, J.-M. DUTERTRE, ROBISSON et TRIA, 2012) pour un
processeur ATmega128 en utilisant le même générateur d’impulsions ainsi que la
même antenne d’injection. En revanche, le dispositif expérimental présenté dans cette
thèse a été dès le départ conçu de façon à pouvoir être utilisé pour un microcontrôleur
à coeur ARM Cortex-M3 et surtout de façon à pouvoir observer davantage de données
sur l’état interne du circuit.
Les éléments qui constituent le montage expérimental sont :
— un générateur d’impulsions
— une antenne d’injection sous forme de solénoïde
— un microcontrôleur lié à une sonde Joint Test Action Group (JTAG)
— une table X-Y-Z motorisée
— un ordinateur pour le pilotage du banc
— une alimentation stabilisée
Un schéma du montage expérimental est présenté sur la figure 2.4.
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Figure 2.4. : Schéma du banc d’injection
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2.3.1.1. Générateur d’impulsions
Le générateur est utilisé pour envoyer des impulsions de tension à travers l’antenne
d’injection. Il dispose d’un temps de montée et de descente constant de 2 ns. Il génère
des impulsions dont la tension peut aller de −210 V à 210 V et peut délivrer de forts
courants allant jusqu’à 4 A. La durée des impulsions peut varier de 10 ns à 200 ns.
Par ailleurs, le générateur peut envoyer des séries d’impulsions à une fréquence
maximale de 20 kHz et requiert donc un temps de 50 µs entre deux générations
d’impulsions (ce qui correspond approximativement à 2800 cycles d’horloge pour
une fréquence de 56 MHz). L’antenne magnétique utilisée est un solénoïde de 1 mm
de diamètre et qui possède une impédance d’entrée de 50 Ω. La figure 2.5 présente
l’allure générale des impulsions reçues par le circuit. Cette mesure a été réalisée à
l’aide d’une antenne sous forme de spire placée sous l’antenne d’injection. Le graphe
de gauche présente l’allure obtenue pour une impulsion positive, et celui de droite
l’allure obtenue pour une impulsion négative.
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Figure 2.5. : Résultats de mesure depuis une antenne sous forme de spire une impulsion
électromagnétique positive (gauche) et négative (droite)
2.3.1.2. Antenne d’injection
L’antenne utilisée pour l’injection de fautes est un solénoïde en cuivre, de 1 mm
de diamètre, d’environ 15 spires et possédant un noyau de ferrite. La figure 2.6
montre l’antenne d’injection électromagnétique utilisée pour cette thèse au dessus
d’un microcontrôleur.
2.3.1.3. Microcontrôleur et sonde JTAG
Comme précisé au début de ce chapitre, le microcontrôleur utilisé est basé sur le
processeur ARM Cortex-M3. Celui-ci est relié à une sonde JTAG qui permet d’obtenir
des informations sur l’état interne du microcontrôleur. Pour les travaux présentés
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Figure 2.6. : Antenne d’injection électromagnétique positionnée au-dessus d’un microcon-
trôleur
dans cette thèse, une sonde JTAG Keil ULINKpro a été utilisée. Celle-ci peut être
observée sur la figure 2.6.
2.3.1.4. Table motorisée
Le microcontrôleur est posé sur une table X Y Z motorisée de haute précision. Celle-ci
sert à faire varier la position relative de l’antenne d’injection par rapport au circuit.
Cette table est donc utilisée afin de positionner l’antenne sur différentes portions du
circuit.
2.3.1.5. Ordinateur pour le pilotage du banc
Un ordinateur sert au pilotage des différents éléments du banc. Celui-ci est relié à la
table motorisée et au générateur d’impulsions par des liaisons RS-232, ainsi qu’à la
sonde JTAG par une liaison USB. Cet ordinateur permet de gérer le déroulement du
processus expérimental d’injection, qui est présenté dans la section suivante.
2.3.2 Processus expérimental
Un processus expérimental spécifique a été conçu de façon à pouvoir récupérer
un maximum d’informations sur l’état interne du circuit à la suite d’une impulsion
électromagnétique. Pour cela, un programme de pilotage des différents éléments
constitutifs du banc d’injection a été réalisé. Celui-ci a été écrit en C et utilise la
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bibliothèque UVSOCK 4. Cette bibliothèque s’interface avec le debugger de Keil
µVision et permet de le piloter. Ce programme a été utilisé pour l’ensemble des
expérimentations de cette thèse, y compris celles pour lesquelles le code n’a pas été
développé avec Keil µVision.
Le processus expérimental utilisé est le suivant :
— Redémarrer le microcontrôleur
— Exécuter le code visé
— Envoyer une impulsion de tension à travers l’antenne d’injection
— Interrompre l’exécution du programme
— Récupérer les données internes du microcontrôleur
Les paragraphes qui suivent détaillent les éléments importants qui constituent ce
procédé expérimental.
2.3.2.1. Mécanisme de déclenchement d’une impulsion
Pour contrôler le déclenchement d’une impulsion de tension par le générateur, nous
avons choisi de faire émettre un signal de déclenchement par le microcontrôleur.
Lors de la réception de ce signal de déclenchement par le générateur d’impulsions,
un délai de 100 ns s’écoule avant l’envoi de l’impulsion par le générateur. Même si
ce signal n’est pas représentatif d’une situation réelle, il est utilisé dans cette thèse
car il permet de faciliter grandement la démarche expérimentale permettant de
comprendre les effets de l’injection par impulsion électromagnétique.
2.3.2.2. Point d’observation et arrêt du programme
Pour l’ensemble des expérimentations présentées dans cette thèse, il est nécessaire de
définir un point d’arrêt pour le programme afin de récupérer l’état interne du proces-
seur. Comme le code visé est encapsulé dans une fonction, ce point d’observation est
défini avant la restauration du contexte à la fin de la fonction en question. Toutefois,
à la suite d’injections de fautes, le programme visé n’atteint pas toujours ce point
d’observation. Par exemple, certaines attaques peuvent aboutir à des déclenchements
d’exceptions matérielles ou encore à l’exécution de branchements inconditionnels
vers une autre partie du code. Pour ces cas particuliers, les routines appelées lors du
déclenchement d’exceptions matérielles exécutent une boucle infinie et un délai fixe
de 100 ms a été mis en place. L’ordinateur de contrôle arrête le microcontrôleur si le
programme n’a pas atteint le point d’observation au bout de ce délai.
4. http://www.keil.com/appnotes/docs/apnt_198.asp
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2.3.2.3. Intervalle de temps à balayer
Pour pouvoir réellement viser un cycle d’horloge précis, les exceptions matérielles
du Cortex-M3 sont utilisées. Celles-ci permettent d’obtenir des informations sur
l’instruction qui a déclenché l’exception. Cette information est utilisée dans une
étape de calibration préliminaire pour définir l’intervalle de temps à balayer afin
de perturber une instruction ou une portion de code. Par exemple, lors du déclen-
chement d’une exception matérielle de type UsageFault pour un code d’instruction
invalide, l’adresse de l’instruction pour laquelle l’exception a été déclenchée est
placée sur la pile. En récupérant cette information, il est donc possible d’associer
une instruction atteinte à une valeur de l’instant d’injection.
2.3.2.4. Données internes
Grâce à la sonde JTAG utilisée pour le debug, les données qu’il est possible d’obtenir
depuis le microcontrôleur sont :
— les 13 registres généraux r0 à r12
— le Stack Pointer sp (r13, pointeur de pile)
— le Link Register lr (r14, pointeur de retour de fonction)
— le Program Counter pc (r15, compteur de programme)
— les registres de Program Status Register PSR (xPSR)
— certaines variables choisies en mémoire
— le nombre de cycles d’horloge qui ont été nécessaires pour exécuter le bout de
code cible
2.3.3 Bilan sur le dispositif expérimental utilisé
Les paragraphes de cette section ont présenté le dispositif expérimental utilisé
dans cette thèse. Celui-ci s’appuie sur le montage proposé dans (DEHBAOUI, J.-M.
DUTERTRE, ROBISSON et TRIA, 2012) pour ATmega128 mais a été conçu de façon
différente, en utilisant un programme spécifique de contrôle pour une récupération
de l’état interne du processeur et une analyse des effets de la technique d’injection.
La section suivante présente deux attaques sur des implémentations de l’algorithme
AES en utilisant le banc d’injection présenté dans ce chapitre. Toutefois, ces attaques
n’exploiteront pas l’ensemble des capacités du dispositif expérimental présenté et
visent surtout à en montrer le bon fonctionnement.
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2.4 Expérimentations sur une implémentation de
l’algorithme AES
Pour illustrer les capacités du montage expérimental à réaliser des attaques par
injection de fautes, la suite de ce chapitre présente deux exemples d’attaques sur une
implémentation de l’algorithme AES. Cette section commence donc par présenter
plus en détail l’algorithme AES en 2.4.1. Ensuite, la partie 2.4.2 présente un exemple
d’attaque pour laquelle le compteur du nombre de rondes de l’algorithme a été
attaqué et une ronde supplémentaire a ainsi été ajoutée. Enfin, la partie 2.4.3
présente un exemple d’attaque utilisant une double faute sur la fonction d’addition
de clé de ronde au cours de la dernière ronde d’une implémentation de l’algorithme
AES.
2.4.1 Advanced Encryption Standard (AES)
L’algorithme AES est le standard actuel de chiffrement symétrique sélectionné à
la suite du concours lancé par le National Institute of Standards and Technology
(NIST) en 2001. Ce concours visait à sélectionner un successeur pour l’algorithme
standard de chiffrement symétrique DES, dont la conception remontait à 1976
(NIST, 1977). Le standard emploie l’algorithme Rijndael, conçu par Vincent Rijmen
et Joan Daemen (NIST, 2001). Rijndael est un algorithme de chiffrement symétrique
et traite des blocs de 128 bits. Dans sa version standardisée, il peut travailler avec
trois tailles de clés : 128, 192 et 256 bits, exécutant ainsi respectivement 10, 12 ou
14 rondes. Il se distingue notamment du DES par le fait qu’il soit basé sur un réseau
de substitution-permutation (contre une construction basée sur un schéma de Feistel
pour le DES) et par la taille des clés utilisées 5.
L’AES regroupe deux processus séparés :
— KeyExpansion, qui calcule les clés pour chacune des rondes à partir de la clé
initiale
— DataEncryption, qui chiffre le texte clair à l’aide de chacune des clés de ronde
La figure 2.7 présente un schéma du processus de DataEncryption de l’algorithme.
La partie gauche de la figure présente l’ordre des différentes étapes du processus, et
la partie droite présente le schéma d’une implémentation matérielle possible pour ce
processus. Lors d’une opération de chiffrement sur un système embarqué, le calcul
des clés de ronde à l’aide de l’algorithme de KeyExpansion peut être réalisé avant
l’opération de DataEncryption en précalculant les clés pour chacune des rondes ou
être réparti dans chacune des rondes, la clé de ronde étant alors calculée au début
de la ronde.
La taille des clés de l’algorithme AES le met à l’abri de toute attaque par recherche
exhaustive sur l’ensemble des clés (LENSTRA et VERHEUL, 2001). L’algorithme a
5. DES utilisait des clés de 56 bits
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Figure 2.7. : Processus DataEncryption de l’algorithme AES-128
également été conçu de façon à résister aux attaques algébriques connues au moment
de sa conception et s’est pour l’instant montré résistant face à celles qui sont apparues
ces dix dernières années. De plus, la possibilité de l’implémenter sur des circuits
embarqués faisait partie des spécifications de base de l’algorithme. Ainsi, il est utilisé
dans de nombreux systèmes embarqués, que ce soit sous forme de code exécuté par
un microcontrôleur, sous forme de coprocesseur cryptographique ou bien en utilisant
les jeux d’instructions spéciaux proposés sur certains processeurs.
2.4.2 Attaque sur l’incrémentation du compteur de ronde
Cette attaque se base sur une modification du compteur de rondes de l’algorithme de
façon à rajouter une ronde au chiffrement. Ce principe de modification du compteur
de rondes a été introduit par Choukri et Tunstall qui ont réduit un chiffrement AES
à une seule ronde (CHOUKRI et TUNSTALL, 2005). Plus récemment, Dutertre et al.
(J.-M. DUTERTRE, MIRBAHA et al., 2012) ont également étudié les conséquences de
l’ajout d’une ronde de chiffrement.
2.4.2.1. Présentation de l’attaque
Dans l’implémentation considérée, les clés de rondes ne sont pas pré-calculées (étape
de KeyExpansion) avant l’exécution du chiffrement (étape de DataEncryption). Le
calcul de chaque clé de ronde par la fonction computeKey a lieu pendant l’étape de
chiffrement, juste avant l’appel à la fonction addRoundKey. Une telle structure est
illustrée dans le listing 2.2.
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Listing 2.2 : Structure générale de l’implémentation AES considérée
1 in t i ;
2
3 addRoundKey () ; // OU EXCLUSIF avec la clé de chiffrement
4
5 for ( i = 0 ; i < 9 ; i++) // 9 rondes
6 {
7 subB y te s () ;
8 shi f tRows () ;
9 mixColumns () ;
10 computeKey ( rcon [ i ]) ; // calcul de la clé de ronde
11 addRoundKey () ;
12 }
13
14 // dernière ronde
15 subB y te s () ;
16 shi f tRows () ;
17 computeKey ( rcon [ i ]) ;
18 addRoundKey () ;
Le listing 2.3 présente une partie du code assembleur issu de la compilation du
code précédent. Dans cette suite d’instructions assembleur, on constate qu’à la fin de
chaque ronde le compteur de boucle est comparé avec la valeur 9 et qu’en fonction
du résultat de cette comparaison le programme boucle sur le début d’une ronde
supplémentaire ou bien continue pour exécuter la dixième ronde. Il est à noter que le
compteur de boucle est décalé d’un indice par rapport au numéro de ronde en cours
d’exécution : il varie de 0 à 9 pour compter les rondes 1 à 10. L’incrémentation du
compteur de boucle, ici stocké dans le registre r4, est réalisée à la fin de chaque
ronde via l’instruction adds r4, r4, #1 (à la ligne 14).
Listing 2.3 : Code compilé pour l’implémentation d’AES considérée
1 premiere_ronde
2 bl addRoundKey ; branchement vers la fonction addRoundKey
3 movs r4 , #0 ; réinitialisation du registre r4
4 b comp_compteur ; branchement vers la comparaison du compteur
5
6 debut_ronde
7 bl subB y te s ; branchement vers la fonction subBytes
8 bl shi f tRows ; branchement vers la fonction shiftRows
9 bl mixColumns ; branchement vers la fonction mixColumns
10 ldr r1 , =ad_rcon ; chargement de l’adresse de rcon dans r1
11 ldrb r0 , [ r1 , r4 ] ; chargement d’un octet de rcon dans r0
12 bl computeKey ; calcul de la clé de ronde en utilisant rcon
13 bl addRoundKey ; branchement vers la fonction addRoundKey
14 adds r4 , r4 , #1 ; incrémentation du compteur de ronde
15
16 comp_compteur
17 cmp r4 , #9 ; si compteur de ronde inférieur ou egal a 9
18 b l t debut_ronde ; alors branchement au début de la ronde
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19
20 derniere_ronde
21 bl subB y te s ; branchement vers la fonction subBytes
22 bl sh i f tRows ; branchement vers la fonction shiftRows
23 ldr r1 , =ad_rcon ; chargement de l’adresse de rcon dans r1
24 ldrb r0 , [ r1 , r4 ] ; chargement d’un octet de rcon dans r0
25 bl computeKey ; calcul de la clé de ronde en utilisant rcon
26 bl addRoundKey ; branchement vers la fonction addRoundKey
L’attaque présentée dans cette partie vise l’instruction adds r4,r4,#1 pour perturber
l’incrémentation du compteur de boucle en fin de neuvième itération. Si cette
instruction n’est pas exécutée, alors le registre r4 contient toujours la valeur 8
au moment de l’instruction cmp r4,#9. Cette instruction compare la valeur dans
r4 à la valeur 9 et positionne les flags en fonction du résultat. Quand r4 vaut 8,
elle met donc le flag N à 1 et laisse les autres flags à 0. Ensuite, l’instruction blt
debut_ronde réalise un branchement vers le début d’une ronde comme le flag N
est à 1. Une nouvelle ronde est donc exécutée, mais avec la particularité d’avoir
la même valeur pour le compteur de ronde que la ronde précédente. Par ailleurs,
cette valeur est utilisée pour le calcul de la clé de ronde par la fonction computeKey.
Ainsi, l’algorithme exécute finalement 11 rondes dont 2 rondes avec la même valeur
de compteur. Une cryptanalyse associée a ensuite été élaborée. Celle-ci permet de
retrouver la clé de chiffrement à l’aide de deux couples associant chacun un chiffré
et son chiffré fauté. Elle utilise ces deux paires de chiffrés pour remonter les étapes
de chiffrement et retrouver la clé de la dixième ronde, et nécessite une recherche
exhaustive sur 216 hypothèses pour cette clé de la dixième ronde. Comme l’objet de
cette section est avant tout la réalisation d’attaques permettant cette cryptanalyse,
la cryptanalyse en elle-même ne sera pas davantage détaillée et le lecteur pourra
consulter (DEHBAOUI, MIRBAHA et al., 2013) pour obtenir une description plus
précise de celle-ci.
2.4.2.2. Résultats expérimentaux
Pour cette expérimentation, la fréquence d’horloge du processeur a été fixée à
24 MHz. Pour perturber l’instruction qui incrémente le compteur de ronde, l’instant
d’injection de l’impulsion électromagnétique a varié sur un intervalle de 500 ns par
pas de 100 ps. Pour chacun de ces instants d’injection, 100 chiffrements ont été
réalisés. De plus, pour chaque chiffrement, les valeurs correspondant au chiffré
non-fauté et au chiffré pour lequel une ronde a été ajoutée ont été calculées par
l’ordinateur de contrôle en parallèle du processus d’injection. Ces valeurs permettent
de détecter les sorties fautées pour lesquelles une itération supplémentaire de la
boucle de chiffrement a été réalisée. Enfin, le microcontrôleur a été automatiquement
redémarré entre chaque tentative d’injection de faute.
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Sur l’intervalle de temps parcouru, de nombreuses exceptions matérielles de type
Bus Fault ont été déclenchées à la suite d’une faute. Pour certains autres instants
d’injection, le microcontrôleur a été victime d’un crash. Néanmoins, sur un intervalle
de temps d’environ 1 ns, près de 100% des tentatives d’injection de faute ont amené
à l’exécution d’une ronde supplémentaire sans détection par le microcontrôleur.
Ainsi, il a été possible à l’aide du montage expérimental décrit au début de ce
chapitre de fauter une instruction d’incrémentation du compteur de ronde, et de
pouvoir retrouver une clé de chiffrement AES. La technique d’injection a montré son
efficacité dans un cas concret même si des détails sur les effets précis induits par
l’injection manquent encore (ils seront étudiés en détail dans le chapitre 3).
2.4.3 Attaque sur la fonction d’addition de clé de ronde
Cette attaque cible une implémentation de l’algorithme AES qui a été renforcée à
l’aide d’une contre-mesure basique de redondance temporelle face aux attaques par
injection de fautes. La contre-mesure en question suit le principe de duplication
présenté dans (BAR-EL et al., 2006) et consiste à réaliser deux chiffrements AES
et à en comparer les résultats de sortie. Pour cette attaque, l’implémentation de
l’algorithme AES est la même que celle présentée en 2.4.2.
2.4.3.1. Présentation de l’attaque
L’attaque vise à perturber l’opération AddRoundKey de la dernière ronde de chiffre-
ment. Dans l’implémentation considérée, qui n’est pas optimisée pour un processeur
32 bits et qui se contente de réaliser l’opération octet par octet, les 16 octets sont
traités les uns à la suite des autres. Une faute qui empêche l’opération de OU EXCLU-
SIF (XOR) entre un octet de clé et un octet de texte permet théoriquement d’obtenir
l’octet de clé via une cryptanalyse quasi-immédiate. Cette cryptanalyse consiste à
réaliser le XOR entre l’octet fauté obtenu et l’octet chiffré sans faute. On note C le
chiffré, C ′ le chiffré fauté obtenu (pour lequel la dernière étape d’AddRoundKey n’a
pas été effectuée sur l’octet i), M le texte à chiffrer avant l’opération d’AddRoundKey
et K10 la sous-clé utilisée pour la 10ème ronde.
On a donc :
Ci = Mi ⊕K10i
C ′i = Mi
(2.1)
D’où :
K10i = Ci ⊕ C ′i (2.2)
Le listing 2.4 présente le code source C de la fonction AddRoundKey pour l’implémen-
tation utilisée.
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Listing 2.4 : Code source C pour la fonction AddRoundKey
1 void addRoundKey( byte * s t a t e , byte * key )
2 {
3 in t i ;
4
5 for ( i=0 ; i < 16 ; i++)
6 {
7 s t a t e [ i ] =^ key [ i ] ;
8 }
9 }
Ce code a ensuite été compilé et le code assembleur obtenu est présenté dans le
listing 2.5. La séquence composée des deux instructions ldrb 6, de l’instruction
eors 7 et de l’instruction strb 8 réalise l’opération d’addition de clé de ronde sur un
octet. Par ailleurs, au niveau du lien entre les variables définies au niveau du code
source et les registres du code compilé, on a r3 = state[i] et r4 = key[i].
Listing 2.5 : Code compilé correspondant à la fonction AddRoundKey
1 push { r4 , l r } ; sauvegarde de registres sur la pile
2 movs r2 , #0 ; initialisation du compteur de boucle
3
4 debut_boucle
5 ldrb r3 , [ r0 , r2 ] ; r3 = state[i]
6 ldrb r4 , [ r1 , r2 ] ; r4 = key[i]
7 eors r3 , r3 , r4 ; r3 = r3 xor r4
8 strb r3 , [ r0 , r2 ] ; stockage du résultat en mémoire
9 adds r2 , r2 , #1 ; r2 = r2 + 1
10 cmp r2 , #16 ; comparaison entre le compteur de boucle et 16
11 b l t debut_boucle ; si r2 < 16, branche vers le début de la boucle
12 pop { r4 , pc} ; retour vers la fonction appelante
Instructions ldrb Si la première instruction ldrb n’est pas exécutée, le registre r3
garde sa valeur précédente, qui peut soit correspondre à celle utilisée pour l’octet
précédent, soit s’il s’agit du premier octet à la valeur qu’avait le registre avant l’appel
à la fonction AddRoundKey. Les sorties fautées générées permettent potentiellement
d’obtenir des informations sur la clé mais pas de réaliser la cryptanalyse présentée
précédemment. De même, si la deuxième instruction ldrb n’est pas exécutée, la
situation est la même pour le registre r4 : il est donc possible d’obtenir deux
octets chiffrés avec le même octet de clé, ce qui constitue là encore une fuite
potentielle d’information sur la clé mais ne permet pas la cryptanalyse présentée
précédemment.
6. L’instruction ldrb charge un octet depuis une adresse mémoire dans un registre (son fonctionne-
ment est similaire à celui de l’instruction ldr mais ldrb charge 8 bits au lieu d’un mot de 32 bits pour
ldr)
7. L’instruction eors réalise une opération de OU EXCLUSIF entre deux registres, stocke le résultat
dans un troisième registre et met à jour les flags du processeur selon la valeur du résultat
8. L’instruction strb stocke un octet situé dans un registre à une adresse mémoire
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Instruction eors ou instruction strb Si l’instruction eors n’est pas exécutée, l’opé-
ration de XOR n’est pas effectuée. De même, si l’instruction strb n’est pas effectuée,
l’opération de XOR est réalisée mais son résultat n’est pas stocké en mémoire. La per-
turbation de l’une de ces deux instructions peut donc mener à un résultat fauté qui
permet la cryptanalyse présentée précédemment. L’attaque vise donc à corrompre
l’exécution d’au moins une de ces deux instructions.
2.4.3.2. Résultats expérimentaux
Comme précisé en 2.3.1.1, le générateur utilisé requiert un temps de 50 µs entre
deux envois d’impulsions. Or, l’exécution complète de l’implémentation AES sur
ce microcontrôleur est plus longue que 50 µs. Pour réaliser une attaque sur cette
implémentation où la fonction de chiffrement est exécutée deux fois, il est possible
d’injecter une faute au même instant pour les deux exécutions du chiffrement. Dans
le cas considéré, l’intervalle correspondant au traitement du premier octet a été
choisi comme cible. Cet intervalle correspond à une plage de temps de 70 ns. Cet
intervalle a été parcouru par pas de 200 ps, le même décalage de l’instant d’injection
étant appliqué pour la deuxième exécution de l’algorithme. Le processus complet
d’injection sur les deux chiffrements successifs a été répété deux fois pour chaque
instant d’injection. Au total, 700 tentatives d’attaques ont été réalisées (pour 1400
impulsions envoyées) pour chaque valeur de tension considérée. En l’occurrence, des
valeurs de tension pour l’impulsion allant de −210 V à −170 V (par pas de 5 V) ont
été utilisées. Pour cette expérimentation, le texte clair, la clé, le texte chiffré attendu
et le texte chiffré fauté attendu en corrompant l’exécution de l’instruction eors ou
strb sont présentés dans le tableau 2.4.
Table 2.4. : Clé, texte clair et chiffrés attendus pour cette expérimentation
Clé de chiffrement 2b 7e 15 16 28 ae d2 a6 ab f7 15 88 09 cf 4f 3c
Texte clair 32 43 f6 a8 88 5a 30 8d 31 31 98 a2 e0 37 07 34
Texte chiffré 39 25 84 1d 02 dc 09 fb dc 11 85 97 19 6a 0b 32
Texte chiffré fauté e9 25 84 1d 02 dc 09 fb dc 11 85 97 19 6a 0b 32
La figure 2.8 présente le nombre de fautes détectées (ce qui signifie que les deux chif-
frements ont donné des résultats différents pour le premier octet) et non-détectées
(ce qui signifie que la même faute a été injectée sur les deux chiffrements). Il est
donc possible de constater que, dans les conditions expérimentales considérées, des
doubles fautes peuvent parfaitement être réalisées avec un important taux de succès.
Par exemple, 117 attaques sur 700 ont été couronnées de succès pour une tension
d’impulsion de −210 V.
Néanmoins, toutes ces sorties fautées non-détectées ne correspondent pas nécessaire-
ment à des valeurs exploitables pour une cryptanalyse. Pour une tension d’impulsion
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Figure 2.8. : Fautes détectées et non-détectées par la contre-mesure de duplication
de −210 V, 10 valeurs différentes pour le premier octet du chiffré ont été obtenues
en sortie de l’algorithme. Ces 10 valeurs sont :
— 0x39 (la valeur du chiffré non-fauté)
— 0xe9 (la valeur permettant la cryptanalyse présentée)
— 0x00, 0x08, 0x18, 0x19, 0x3C, 0x90, 0xB8, 0xD0
La répartition des valeurs obtenues pour le premier octet du chiffrement pour une
tension d’impulsion de −210 V et en fonction de l’instant d’injection est présentée
sur la figure 2.9. Certains instants d’injection ne sont associés à aucune valeur de
sortie car une exception matérielle y a été déclenchée. Les fautes correspondant à
la valeur e9 (dont l’ordonnée est identifiée par la ligne rouge sur le graphique) ont
été obtenues sur deux intervalles de temps, le plus long d’entre-eux faisant environ
5 ns.
Les expérimentations précédentes ont également montré qu’avec la plate-forme
expérimentale utilisée l’injection de double fautes espacées de plus de 50 µs était
parfaitement réalisable et qu’il était possible d’obtenir un taux de succès assez élevé
pour celle-ci. Cette observation sur la possibilité de réaliser des double fautes sera
notamment utilisée par la suite dans le chapitre 4. Elles montrent également qu’une
contre-mesure basique de redondance temporelle au niveau de la fonction n’est pas
robuste.
2.5 Conclusion
Dans ce chapitre, le montage utilisé pour la grande majorité des expérimentations de
cette thèse a été présenté et ses éléments constitutifs ont été détaillés. Ce montage
utilise une technique d’injection de fautes par impulsion électromagnétique et un
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Figure 2.9. : Valeur du premier octet du texte chiffré en sortie de l’algorithme
microcontrôleur basé sur le processeur ARM Cortex-M3. Il se base sur celui proposé
dans (DEHBAOUI, J.-M. DUTERTRE, ROBISSON et TRIA, 2012) mais a été conçu de
façon à permettre des analyses plus précises en utilisant des grandeurs liées à l’état
interne du processeur.
Deux premières applications de la plate-forme expérimentale ont également été
proposées, en réalisant des attaques sur une implémentation de l’algorithme AES. Ces
expérimentations ont permis de montrer l’efficacité pratique de la plate-forme pour
réaliser des scénarios d’attaque, y compris pour réaliser des attaques basées sur une
double injection de faute. Néanmoins, si l’exécution de certaines instructions a pu
être perturbée pour les attaques présentées dans ce chapitre, celles-ci ont été menées
en boîte noire et les effets précis de la technique d’injection n’ont pas réellement été
caractérisés. C’est l’objet du prochain chapitre, qui a pour but d’étudier en détail
les effets d’une injection par impulsion électromagnétique avec le banc d’attaque
présenté dans ce chapitre en fonction des différents paramètres et en vue d’élaborer
un modèle de fautes au niveau assembleur.
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Certains des travaux présentés dans ce chapitre ont fait l’objet d’articles présentés lors
des conférences FDTC 2013 (MORO, DEHBAOUI et al., 2013) et IEEE HOST 2014
(MORO, HEYDEMANN, DEHBAOUI et al., 2014).
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3.1 Introduction
Dans le chapitre précédent, le montage expérimental d’injection électromagnétique
utilisé dans cette thèse a été présenté. De premières expérimentations ont permis de
vérifier son bon fonctionnement et sa possible utilisation pour réaliser des attaques.
Néanmoins, ce montage fait intervenir un grand nombre de paramètres expérimen-
taux dont l’influence doit être étudiée pour d’une part avoir une meilleure maîtrise
du processus d’injection de fautes et d’autre part avoir une meilleure compréhension
des fautes observées.
Une étude de l’influence de différents paramètres expérimentaux d’injection élec-
tromagnétique est présentée en 3.2. De celle-ci, il ressort que le cas particulier des
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corruptions d’instructions et de données doit être analysé plus précisément, ce qui
est présenté en 3.3. Cette étude permet ensuite d’élaborer un modèle des fautes
réalisées au niveau Register-Transfer Level (RTL), celui-ci est présenté en 3.4. De
ce modèle RTL, une abstraction vers un modèle de plus haut niveau, au niveau des
instructions assembleur, est finalement présentée en 3.5.
3.2 Étude expérimentale des paramètres d’injection de
fautes
Le but des paragraphes qui suivent est d’isoler l’influence de différents paramètres
expérimentaux sur la génération de fautes. En raison de notre manque d’informa-
tions sur certains détails de l’architecture interne du microcontrôleur ciblé, notre
approche part de l’expérimentation pour proposer un modèle exploitable à un niveau
d’abstraction supérieur. Les paramètres principaux que nous pouvons faire varier
sont listés dans le tableau 3.1.
Table 3.1. : Paramètres expérimentaux
Paramètres - Position x-y-z de la sonde d’injection
d’injection - Instant d’injection
électromagnétique - Tension de l’impulsion
Paramètres - Type des instructions exécutées
du microcontrôleur - Localisation des instructions et données (RAM ou Flash)
- Tension d’alimentation
Il est très important de préciser que les valeurs (de tension, de position d’antenne,
. . . ) présentées dans cette thèse pour ces différents paramètres expérimentaux ne
doivent pas être considérées de manière absolue. Comme de nombreuses études et
expérimentations ont été réalisées à l’aide de ce dispositif expérimental, l’antenne
d’injection a été replacée à de nombreuses reprises entre deux expérimentations
différentes. Ainsi, de petites différences dans le positionnement de l’antenne en-
traînent par exemple le fait que des fautes aient pu être obtenues à 190 V pour une
expérimentation et à 150 V pour une autre. Néanmoins, au niveau de la position de
l’antenne d’injection, ces variations ne dépassent pas quelques millimètres et une
même zone bien délimitée et d’une taille approximative de quelques dizaines de
millimètres carrés du circuit a été utilisée pour positionner l’antenne pour l’ensemble
des expérimentations de cette thèse.
Pour les expérimentations qui suivent, la fréquence du microcontrôleur a été fixée
à 56 MHz. De plus, la longueur de l’impulsion a été fixée à 10 ns, ce qui représente
un temps plus court que la période d’horloge (de 17.8 ns). L’influence séparée de
ces différents paramètres expérimentaux est donc étudiée dans les paragraphes qui
suivent, en commençant par étudier la répétabilité des fautes injectées.
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3.2.1 Répétabilité des fautes injectées
Cette expérimentation vise a étudier la répétabilité du processus d’injection de
fautes. On s’intéresse ici à l’instruction sur 16 bits ldr r0,[pc,#40] qui charge une
donnée depuis la mémoire Flash, l’adresse de la donnée à charger étant relative
à la valeur du compteur de programme. Cette instruction a été générée depuis la
pseudo-instruction ldr r0,=0x12345678. Pour cette expérimentation, la tension de
l’impulsion a été fixée à 190 V, la position d’antenne fixée et l’instant d’injection fixé
à une valeur constante permettant d’obtenir des fautes en sortie. 10000 exécutions
de cette instruction ont été réalisées dans ces conditions expérimentales, et les
résultats sont présentés dans le tableau 3.2. Dans ce tableau, chaque valeur de sortie
observée est associée à sa fréquence d’apparition. On constate donc que les valeurs
obtenues dans le registre suivent une distribution de probabilités, avec certaines
fautes en sortie plus probables que d’autres.
Table 3.2. : Valeurs fautées associées à leur taux d’occurrence et obtenues à la suite d’une
injection de fautes sur une instruction ldr
Valeur chargée dans le registre Taux d’occurrence
1234 5678 (pas de faute) 60.1%
FFF4 5679 27.4%
FFFC 5679 12.3%
FFFC 567b 0.1%
FFFC 7679 0.1%
3.2.2 Instant d’injection
Pour étudier l’impact de l’instant d’injection, on s’intéresse ici à l’instruction sur 16
bits ldr r0,[pc,#40] qui charge une donnée depuis la mémoire Flash, l’adresse de
la donnée à charger étant relative à la valeur du compteur de programme. Cette
instruction a été générée depuis la pseudo-instruction ldr r0,=0xCAFECAFE. Pour
cette étude, une tension de −210 V a été utilisée, et un intervalle de temps de 200 ns
(correspondant à environ 12 cycles d’horloge) a été balayé par pas de 200 ps. Pour
chaque instant d’injection, le processus d’injection de fautes a été réalisé deux fois.
Les résultats de cette expérimentation sont présentés sur la figure 3.1a, qui montre
le nombre de fautes obtenues dans le registre de sortie en fonction de l’instant d’in-
jection de l’impulsion. On y distingue clairement deux intervalles temporels distincts
pour lesquels des fautes sont obtenues dans r0. La figure 3.1b représente les déclen-
chements d’interruptions obtenus en fonction de l’instant d’injection. On constate
qu’une grande partie de ces déclenchements d’interruptions a lieu légèrement avant
le premier intervalle pour lequel des fautes sont générées. Par ailleurs, l’ensemble
des interruptions déclenchées ont été du type Usage Fault 1. Ainsi, deux intervalles
de temps distincts permettent d’obtenir des fautes sur l’instruction visée.
1. Pour rappel, les exceptions de type Usage Fault se déclenchent principalement en cas d’instruc-
tion invalide, d’opération interdite sur certains registres ou encore de division par zéro
3.2 Étude expérimentale des paramètres d’injection de fautes 55
60 70 80 90 100110120130140150160170180190200210220230240250
0
10
20
Instant d’injection (ns)
N
om
br
e
de
fa
ut
es
(a)Sorties fautées
60 70 80 90 100110120130140150160170180190200210220230240250
0
10
20
Instant d’injection (ns)
In
te
rr
up
ti
on
s
(b)Déclenchements d’interruptions
Figure 3.1. : Influence de l’instant d’injection lors de la perturbation d’une instruction ldr
3.2.3 Position de l’antenne d’injection
La table X Y Z utilisée permet de faire varier la position de l’antenne d’injection.
Dans cette expérimentation, une position pour l’axe Z a été fixée et seule l’influence
de la position selon les axes X et Y est étudiée. Cette expérimentation est réalisée
à l’échelle d’une seule instruction sur 32 bits de type ldr qui charge la valeur
0x12345678 depuis la mémoire Flash dans le registre r8. Cette injection de fautes
a été réalisée sur un intervalle de temps de 30 ns, par pas de 1 ns. L’intervalle de
30 ns balayé dans cette expérimentation correspond au second intervalle trouvé
en 3.2.2, pour lequel aucune interruption n’a été déclenchée. Par ailleurs, une
tension d’injection de −210 V a été utilisée. Enfin, la sonde a parcouru un carré
de 3 mm de côté au dessus du circuit, par pas de 200 µm. La figure 3.2 montre
les résultats de cette expérimentation. Elle représente, pour différentes valeurs de
l’instant d’injection, le poids de Hamming de la valeur chargée dans le registre r8.
Ce poids de Hamming est représenté par une échelle de couleurs, et le poids de
Hamming de la valeur 0x12345678 attendue est de 13.
Les résultats montrent que le poids de Hamming obtenu dans le registre de sortie
varie avec l’instant d’injection et la position d’antenne. Pour les premières valeurs
d’instant d’injection, des poids de Hamming nuls ont été obtenus (correspondant
à la valeur 0x0) et des poids de Hamming plus élevés ont été obtenus pour des
instants d’injection plus tardifs. Cette expérimentation confirme donc le fait que la
zone permettant d’injecter des fautes est très réduite et montre également que pour
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Figure 3.2. : Influence de la position X-Y de l’antenne d’injection lors de la perturbation
d’une instruction ldr
un même instant d’injection la valeur obtenue dans le registre de sortie peut varier
avec la position d’antenne.
3.2.4 Tension d’injection
Pour évaluer l’influence de la tension d’injection, le programme de test est constitué
d’une seule instruction ldr r4,[pc,#44] (sur 16 bits) qui charge dans le registre r4
la valeur 0x12345678 située à l’adresse pc+44 (en mémoire Flash, adresse relative
à la valeur du compteur de programme). Cette instruction a été générée depuis la
pseudo-instruction ldr r4,=0x12345678. Pour cette expérimentation, l’intervalle
temporel parcouru correspond au second intervalle présenté en 3.2.2, pour lequel
aucune interruption n’a été déclenchée. Le tableau 3.3 montre les valeurs obtenues
dans r4 pour différentes valeurs de tension d’injection. Nous avons reporté pour
chaque tension la valeur fautée avec le plus grand taux d’apparition. Selon ces
résultats, le fait d’augmenter la tension d’impulsion augmente le poids de Hamming
de la valeur chargée dans le registre et aboutit à un effet de mise à 1 des bits.
Toutefois, il semble que seules les instructions de type ldr depuis la mémoire Flash
permettent d’obtenir ce type d’effet de mise à 1 des bits. Plusieurs expérimentations
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visant à perturber des instructions réalisant un transfert depuis la mémoire SRAM
ont été menées sans succès. Enfin, la figure 3.3 montre la distance de Hamming
par rapport à la valeur attendue (0x12345678) en fonction de la tension d’injection.
Ainsi, pour cette expérimentation, la tension d’impulsion a eu une influence sur les
fautes obtenues lors d’un chargement de données depuis la mémoire Flash.
Table 3.3. : Influence de la tension d’injection sur la valeur fautée
Tension de l’impulsion Valeur chargée Taux d’occurrence
170 V 1234 5678 (pas de faute) 100%
172 V 1234 5678 (pas de faute) 100%
174 V 9234 5678 73%
176 V FE34 5678 30%
178 V FFF4 5678 53%
180 V FFFD 5678 50%
182 V FFFF 7F78 46%
184 V FFFF FFFB 40%
186 V FFFF FFFF 100%
188 V FFFF FFFF 100%
190 V FFFF FFFF 100%
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Figure 3.3. : Distance de Hamming de la faute la plus fréquente par rapport à 0x12345678
en fonction de la tension d’injection
3.3 Corruptions de données et d’instructions
Pour une instruction qui manipule des données, une faute observée en sortie peut
être due à une corruption de la donnée manipulée, mais également à la corruption
du code binaire de l’instruction elle-même. Le but de cette section est donc de
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distinguer ces deux cas en proposant des méthodes et des expérimentations pour
arriver à mieux caractériser l’origine des fautes générées. Pour cela, un raffinement
du protocole expérimental présenté dans le chapitre 2 a été mis en place. Celui-ci a
pour but de déterminer par simulation si une faute observée peut être la conséquence
d’une corruption du code binaire d’une instruction. Dans le cas où aucune corruption
d’instruction ne peut expliquer une faute observée, il est donc fortement probable
que cette faute soit due à la corruption de la donnée manipulée. Ce raffinement du
protocole expérimental est présenté en 3.3.1. Enfin, des expérimentations qui visent
à isoler l’influence des corruptions d’instructions et de données sont présentées en
3.3.2.
3.3.1 Simulation de corruption d’instructions
Avec la plate-forme expérimentale utilisée dans cette thèse, il est impossible d’accéder
à certaines données internes du microcontrôleur comme le registre d’instruction. Ce
registre contient l’encodage binaire de l’instruction en cours de traitement dans le
pipeline. Or, pour certains phénomènes observés dans ce chapitre, une connaissance
de ce registre d’instruction serait une information précieuse pour une meilleure
compréhension des effets du mécanisme d’injection de fautes. En l’absence d’accès
à ce registre et pour expliquer certains effets d’une injection de fautes, un outil de
simulation de corruption d’instructions a été développé.
3.3.1.1. Objectifs de l’outil de simulation
La simulation de corruption d’instructions a pour but de trouver des modèles qui
expliquent des états de sortie observés expérimentalement. Un état du circuit se
caractérise par la valeur des registres, des flags du processeur et de la mémoire. Une
instruction permet normalement de passer d’un état initial A à un état attendu B.
Toutefois, en présence d’une injection de fautes, l’instruction a pu être corrompue, et
une instruction modifiée fait passer le processeur de l’état A à l’état B’. Le but de ce
simulateur de corruption d’instructions est de retrouver l’ensemble des instructions
qui permettent d’atteindre l’état B’ à partir de l’état A. Cette approche est résumée
par la figure 3.4.
Ce simulateur permet donc de retrouver une liste d’instructions admissibles qui
peuvent mener à un état observé expérimentalement. Ce terme d’admissible est ici
très important : plusieurs corruptions d’instructions peuvent très bien expliquer
une sortie fautée obtenue expérimentalement. Quand aucune instruction ne peut
expliquer une sortie fautée, il y a donc de grandes chances que cette sortie fautée
soit due à une faute sur une donnée directement.
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Figure 3.4. : Approche visant à modéliser les fautes injectées
Pour réaliser cette simulation, un programme spécifique a été développé, basé
sur la bibliothèque Keil UVSOCK 2. Ce programme de simulation est capable de
contrôler le debugger lors d’une exécution du simulateur de Keil µVision. Il émule
une faute sur le flot de contrôle en remplaçant à la volée l’instruction ciblée. Un
remplacement d’instruction peut expliquer une sortie expérimentale si les données
internes considérées au point d’observation à la fin du programme testé sont les
mêmes pour la simulation et les mesures. Par ailleurs, cette simulation est réalisée
sur le même binaire que celui qui est utilisé pour les expérimentations d’injection de
fautes.
3.3.1.2. Espace de recherche et limitations de la simulation
Le jeu d’instructions Thumb-2 regroupe à la fois des instructions 16 et 32 bits.
Il représente donc un espace de recherche sur 32 bits. 32 bits chargés depuis la
mémoire d’instructions lors d’une étape de fetch peuvent correspondre à :
— une instruction sur 32 bits
— deux instructions sur 16 bits
— les 16 bits de poids faible d’une instruction sur 32 bits et une instruction sur
16 bits
— une instruction sur 16 bits et les 16 bits de poids fort d’une instruction sur 32
bits
— les 16 bits de poids faible d’une instruction sur 32 bits et les 16 bits de poids
fort d’une instruction sur 32 bits
Une recherche exhaustive des remplacements d’instructions sur 32 bits n’est pas
réalisable en pratique car trop longue. La part du jeu d’instructions pour laquelle les
instructions sont codées sur 32 bits est majoritairement creuse, il est donc possible
de retirer un grand nombre de branches dans l’espace de recherche en faisant en
2. Le programme de pilotage du banc d’injection présenté dans le chapitre 2 est également basé sur
la bibliothèque Keil UVSOCK
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sorte que l’outil de simulation ne teste que les codes d’instructions valides. Une
simulation exhaustive des instructions 32 bits du jeu d’instructions Thumb-2 est
donc possible. Toutefois, l’outil de simulation ne peut pas tester exhaustivement le
cas de deux instructions sur 16 bits qui se suivent et peut seulement modéliser le
remplacement de 16 des 32 bits chargés. Pour 32 bits de mémoire d’instructions,
l’outil de simulation parcourt donc l’ensemble des instructions sur 16 bits pour les
bits de poids fort en laissant inchangés les 16 bits suivants, puis procède de même
avec les bits de poids faible. Les trois derniers cas présentés précédemment, où au
moins une instruction sur 32 bits est coupée en deux ne sont pas modélisés par
l’outil 3.
3.3.2 Résultats expérimentaux
Les paragraphes qui suivent détaillent des expérimentations visant à mettre en
évidence des fautes par corruption d’instructions et corruption de données. Au
niveau de la terminologie, on désignera par l’expression fautes sur le flot de contrôle
l’ensemble des fautes qui corrompent une instruction et par fautes sur le flot de
données l’ensemble des fautes qui corrompent seulement une donnée manipulée.
Les expérimentations qui suivent ont été réalisées en utilisant deux classes simples
de programmes de test. Les valeurs contenues dans les registres au début des
programmes de test des expérimentations qui suivent sont détaillées dans le tableau
3.4.
Table 3.4. : Valeurs initiales des registres au début de l’exécution de la fonction visée
Donnée/registre Valeur
r0 Une adresse mémoire en RAM
r1 à r4 0x1 à 0x4
r5 et r6 Non significatif
r7 0x100
r8 à r12 0x00
Contenu de l’adresse pointée par r0 0x00
3.3.2.1. Fautes au niveau du flot de contrôle
Pour mettre en évidence les fautes sur le flot de contrôle, une suite d’instructions
nop est utilisée 4. Comme les instructions de nop n’ont aucun effet, une éventuelle
sortie fautée est normalement bien plus facile à remarquer et à expliquer. Les
expérimentations qui suivent ont été menées pour une tension d’injection de 190 V
avec une position d’antenne fixée et en faisant varier l’instant d’injection. Plusieurs
types d’effets ont été obtenus, ceux-ci sont présentés dans les paragraphes qui
suivent.
3. L’outil de simulation a été testé sur des codes pour lesquels de tels non-alignements d’instructions
n’étaient pas présents
4. Cette méthode est également utilisée dans (SPRUYT, 2012)
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Exceptions matérielles Les expérimentations réalisées ont parfois mené au dé-
clenchement d’exceptions matérielles de type Usage Fault. Plus précisément, les
sous-classes d’exception No coprocessor et Undefined instruction ont été les
seules sous-classes d’exceptions de type Usage Fault qui ont été observées. Or
ces deux types d’interruptions peuvent être déclenchées par un code d’instruction
invalide ou pour une instruction pour coprocesseur non exécutable en l’absence de
coprocesseur. Il semble alors que la faute ait été injectée dans les étapes de fetch ou
de decode du pipeline.
Remplacements d’instructions Dans l’état initial avant l’exécution de l’instruction
de test, le registre r0 pointe vers une adresse mémoire A en SRAM. Suite à plusieurs
des injections de fautes réalisées pour cette expérimentation, la valeur de r0 a été
observée à cette adresse A au lieu de la valeur attendue. Dans ce cas particulier,
la simulation de remplacement d’instruction a montré que le seul remplacement
possible est l’instruction str r0,[r0,#0], qui stocke le contenu de r0 à l’adresse A
pointée par r0. De plus, la valeur 0x100 a également été observée à cette adresse A
pour une autre expérimentation. Il s’avère que la valeur 0x100 correspond également
au contenu du registre r7, et plusieurs dizaines de remplacements d’instructions
sont admissibles pour expliquer ce résultat. Aucune faute sur r1-r6 et r8-r14 n’a
été observée, mais des fautes sur le registre général r7 et le compteur de programme
r15 ont été obtenues. Ces fautes peuvent également être expliquées par au moins
un remplacement d’instruction assembleur. De façon informelle, les fautes sur r7
et r15 (pc) sont apparues bien plus souvent que les fautes sur l’adresse mémoire
pointée par r0. Les résultats obtenus laissent penser que ce taux d’occurrence plus
haut pour des fautes sur ces registres r7 et r15 pourraient être dus à des corruptions
d’instructions, où l’instruction initiale aurait été remplacée par une instruction dont
l’encodage binaire a un poids de Hamming plus élevé. En effet : la plupart des
instructions 16 bits peuvent seulement manipuler les registres r0 à r7 5 (le numéro
du registre étant encodé sur 3 bits, ce qui permet d’encoder des nombres allant de 0
à 7). Dans une instruction 16 bits, r7 est codé par 111 dans le code de l’instruction.
Le fait que les registres r0-r6 soient encodés avec un nombre plus faible de 1 peut
possiblement expliquer ce taux d’occurrence plus haut sur le registre r7.
Bilan Bien entendu, les paragraphes qui précèdent ne prétendent pas établir une
liste complète de toutes les fautes possibles. En raison du très grand nombre de
configurations possibles pour les paramètres d’injection, calculer des pourcentages
d’occurrences de fautes ne serait pas pertinent. Néanmoins, qualitativement parlant,
ces paragraphes illustrent le fait que très peu de types de fautes ont été observés.
En conclusion pour cet ensemble d’expérimentations, chaque sortie fautée sur cette
séquence de nop a au moins un remplacement d’instruction qui peut l’expliquer. Les
5. Par exemple, une opération comme movs r7,#ff est assemblée sous la forme d’une instruction
16 bits, alors qu’une opération comme movs r8,#ff est assemblée sous la forme d’une instruction 32
bits
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fautes produites ont dont bien un impact sur le flot d’instructions, et ce constat nous
amènera donc à une étude plus détaillée des différentes étapes du pipeline dans la
section 3.4.
3.3.2.2. Fautes au niveau du flot de données
Pour mettre en avant les fautes sur le flot de données, une instruction ldr isolée qui
charge un mot depuis une case mémoire dans un registre est utilisée. Les paragraphes
qui suivent présentent les résultats expérimentaux obtenus selon l’encodage utilisé
pour cette instruction ldr.
Fautes sur une instruction 16 bits Pour cette expérimentation, une instruction ldr
r4,[pc,#44] sur 16 bits a été visée. La valeur initiale de r4 est 0x0 et pc+44 est
une adresse en mémoire Flash qui contient 0x12345678. Plusieurs valeurs de r4
fautées comme 0xFE345678 ou 0xFFF45678 ont été obtenues. Le jeu d’instructions
Thumb-2 peut seulement permettre d’atteindre un nombre limité de constantes en
une seule instruction. Certaines des valeurs observées, comme 0xFFF45678, peuvent
théoriquement être uniquement chargées avec une instruction de ldr par adressage
indirect. Comme la mémoire ne contient aucun motif de type FFF4, une simple
instruction ldr ne peut pas expliquer ce résultat. Une simulation sur les instructions
16 et 32 bits a donc été réalisée et aucune instruction ne permet d’atteindre un
résultat de 0xFFF45678 dans r4.
Fautes sur une instruction 32 bits Comme une injection de fautes peut avoir eu un
impact sur deux instructions 16 bits consécutives 6, l’expérimentation présentée pré-
cédemment ne permet pas de conclure avec certitude quant à la réalisation de fautes
sur le flot de données. Pour résoudre ce problème, une autre expérimentation a été
réalisée, dans laquelle l’instruction ciblée est un ldr r8,[pc,#44], avec 0x12345678
stocké à l’adresse pc+44. Le fait d’utiliser r8 au lieu de r4 entraîne l’assemblage
de cette instruction sous la forme d’une instruction 32 bits. Pour cette nouvelle
configuration, différentes valeurs fautées comme 0xFFF45679 ou 0xFFFC5679 ont
été obtenues. Ces valeurs de sortie mesurées expérimentalement n’ont pas pu être
obtenues à la suite d’une simulation de corruption d’instructions. De plus, comme
une partie du résultat fauté est similaire à la valeur normalement attendue, il est
raisonnable de supposer que cette injection de faute a eu un impact sur le flot de
données.
3.3.3 Besoin d’une analyse à un niveau RTL (Register-Transfer
Level)
Bien que de nombreux résultats expérimentaux visant à caractériser les effets de la
technique d’injection aient été présentés dans les paragraphes précédents, pouvoir
6. Qui auraient été chargées lors d’une seule étape de fetch sur 32 bits
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déterminer l’élément précis du circuit qui a été fauté reste un problème difficile.
Toutefois, plusieurs résultats présentés dans ce chapitre ont montré la possibilité
de d’injecter des fautes sur des instructions de ldr à deux endroits distincts (pré-
sentée notamment en 3.2.2). De plus, plusieurs expérimentations (notamment celle
présentée en 3.2.4) ont permis d’observer le fait que le type de mémoire (SRAM
ou Flash) depuis lesquelles étaient chargées les données avaient une influence sur
l’injection de fautes. En outre, les expérimentations conduites dans la section 3.3 ont
permis de montrer que des fautes étaient injectées sur le flot de contrôle et d’autres
fautes sur le flot de données. L’ensemble de ces observations nous a orientés vers
une analyse des transferts sur les bus de données et d’instructions. La section qui
suit étudie plus en détail les transferts sur le bus pour un processeur Cortex-M3 et
fournit une explication à un niveau RTL pour les fautes qui ont été observées.
3.4 Modèle de fautes au niveau RTL
A la suite des travaux présentés dans la section précédente, un modèle de fautes
au niveau RTL est proposé pour les chargements d’instructions en 3.4.1 puis les
chargements de données en 3.4.2. Enfin, une validation expérimentale des modèles
proposés est présentée en 3.4.3.
3.4.1 Chargement d’instructions
L’opération de fetch d’une donnée ou d’une instruction depuis la mémoire d’ins-
tructions requiert au minimum deux cycles d’horloge (ARM, 2006). La figure 3.5
montre un chronogramme des transferts sur le bus Advanced High-performance
Bus (AHB) lors de l’exécution d’une séquence de nop sur 16 bits. Comme les fetch
d’instructions font 32 bits de large, deux instructions nop sur 16 bits sont récupérées
à chaque exécution de l’étape de fetch du pipeline. L’étape de fetch a besoin d’un
cycle d’horloge pour écrire l’adresse de l’instruction sur le bus HADDRI, ainsi qu’un
cycle d’horloge supplémentaire pendant lequel 32 bits de la mémoire d’instructions
sont écrits sur le bus HRDATAI. Dans le cas d’un transfert depuis la mémoire SRAM,
la valeur à transférer est écrite sur le bus HRDATAI au début de ce cycle d’horloge
supplémentaire. Toutefois, comme la mémoire Flash a un temps de réponse bien plus
long, cette valeur est écrite à la fin du second cycle d’horloge. Dans cette situation,
l’opération la plus longue réalisée sur le second coup d’horloge est ce transfert sur le
bus HRDATAI.
On s’intéresse maintenant au résultat présenté en 3.3.2.1, dans lequel un nop est
remplacé par un str r0,[r0,#0]. Les encodages binaires pour le nop et le str
r0,[r0,#0] sont présentés dans le tableau 3.5. Dans ce qui a été présenté pour une
attaque qui vise une instruction ldr en 3.2.4, il semble que plus la tension d’impul-
sion est élevée, plus le poids de Hamming du mot récupéré est élevé. Toutefois, pour
le cas courant, le poids de Hamming du code de l’instruction chargée a diminué.
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Horloge
Impulsion EM
HADDRI 0x06 0x0A 0x0E 0x12
HRDATAI 2 inst. 2 inst.
0x00 nop EXECUTE
0x02 nop DECODE EXECUTE
0x04 nop DECODE EXECUTE
0x06 nop FETCH DECODE EXECUTE
0x08 nop FETCH DECODE
0x0A nop FETCH
0x0C nop FETCH
0x0E nop FETCH
0x10 nop FETCH
Figure 3.5. : Transferts sur le bus AHB pour la mémoire d’instruction avec une impulsion
électromagnétique
Table 3.5. : Encodage binaire pour les instructions nop et str r0,[r0,#0]
Mnémonique Instruction Encodage binaire Poids de Hamming
nop BF00 10111111 00000000 7
str r0,[r0,#0] 6000 01100000 00000000 2
Les valeurs de précharge des bus ne sont pas précisées dans la spécification AHB,
elles peuvent être choisies par le fabriquant du circuit. Pour le microcontrôleur utilisé,
il semble que le bus HRDATAI ne soit pas préchargé à 1, comme une instruction
de nop dont le poids de Hamming est 7 a été remplacée par une autre instruction
dont le poids de Hamming est 2. En l’état, nous ne sommes pas capables d’inférer
davantage de détails sur une possible précharge du bus HRDATAI.
3.4.2 Chargement de données
Pour le cas des fautes lors des chargements de données, l’opération la plus longue
d’un cycle d’horloge est le transfert sur le bus HRDATA (ARM, 2006). La figure
3.6a montre les transferts sur le bus de données dans le cas d’une seule instruction
ldr (soit une situation similaire aux expérimentations présentées dans les sections
précédentes) sans injection de fautes. L’étape de decode de l’instruction ldr est plus
longue car le processeur doit charger les opérandes de l’instruction et doit pour cela
récupérer la valeur située à l’adresse pc+44 en mémoire Flash. La figure 3.6b montre
les mêmes transferts sur le bus en présence d’une impulsion électromagnétique.
3.4.3 Validation expérimentale de ce modèle RTL
Pour valider le modèle de corruptions des transferts depuis la mémoire Flash présenté
précédemment, on s’intéresse au cas particulier d’une instruction ldr qui charge des
données depuis la mémoire Flash. Pour le passage complet de cette instruction dans
le pipeline, il y a donc deux transferts sur les bus : un premier qui correspond à
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Horloge
HADDR pc+44
HRDATA Donnée
0x00 nop EXECUTE
0x02 ldr r4,[pc,#44] DECODE EXECUTE
0x04 nop DECODE
0x06 nop FETCH
0x08 nop FETCH
0x0A nop FETCH
0x0C nop FETCH
0x0E nop FETCH
0x10 nop FETCH
(a)Sans impulsion électromagnétique
Horloge
Impulsion EM
HADDR pc+44
HRDATA
0x00 nop EXECUTE
0x02 ldr r4,[pc,#44] DECODE EXECUTE
0x04 nop DECODE
0x06 nop FETCH
0x08 nop FETCH
0x0A nop FETCH
0x0C nop FETCH
0x0E nop FETCH
0x10 nop FETCH
(b)Avec une impulsion électromagnétique
Figure 3.6. : Transferts sur le bus AHB pour la mémoire de données
l’étape de fetch du pipeline (pour lequel le code binaire de l’instruction est transféré,
cas similaire à celui présenté en 3.4.1) et un second qui correspond à l’étape de
decode (pour lequel la donnée chargée par l’instruction est transférée, cas similaire
à celui présenté en 3.4.2). Plus spécifiquement, on s’intéresse ici à l’instruction sur
16 bits ldr r0,[pc,#40] qui charge une donnée depuis la mémoire Flash (l’adresse
de la donnée à charger est relative à la valeur du compteur de programme). Cette
instruction a été générée depuis la pseudo-instruction ldr r0,=0xCAFECAFE.
Pour cette étude, une injection de fautes pour 9 valeurs de tension (de −210 V à
−170 V) et sur un intervalle de temps de 200 ns a été réalisée. D’autres analyses
(non présentées dans cette thèse) avec des tensions positives ont mené aux mêmes
types de résultats. Le point d’arrêt du programme a été fixé juste après l’exécution
de l’instruction ldr ciblée. Cet intervalle de 200 ns a été balayé par pas de 200 ps.
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Pour chaque instant d’injection, le processus d’injection de fautes a été réalisé deux
fois.
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Figure 3.7. : Résultats d’injection de fautes pour l’instruction ldr r0,[pc,#40]
Les résultats de cette campagne d’expérimentations sont présentés sur la figure 3.7.
Cette figure montre le poids de Hamming de r0 (quand aucune exception n’a été
déclenchée) après l’exécution de l’instruction en fonction de la tension et de l’instant
d’injection de l’impulsion. Le poids de Hamming de la valeur 0xCAFECAFE est 22. Sur
cette figure, on distingue très clairement deux groupes de sorties fautées, localisées
autour de deux instants d’injection : autour de 100 ns et autour de 200 ns. Ces
deux instants sont les mêmes que ceux présentés en 3.2.2. Pour ces deux instants,
la distribution des valeurs fautées est très différente. Le premier groupe semble
correspondre à l’étape de fetch. Comme le code binaire de l’instruction est corrompu,
peu de remplacements d’instructions permettent d’obtenir une nouvelle instruction
valide. Ainsi, la plupart de ces remplacements génèrent une instruction invalide
qui déclenche une exception matérielle. Comme les exceptions matérielles ne sont
pas affichées sur la figure, peu de valeurs différentes de poids de Hamming sont
représentées pour ce premier groupe. Le second groupe semble correspondre à
l’étape de decode. On peut observer une bien plus grande diversité dans les sorties
fautées pour cet instant d’injection, ce qui tend à valider les hypothèses faites dans
ce chapitre sur la corruption de la valeur chargée par l’instruction pendant cette
étape de decode. Par ailleurs, on observe également que la tendance générale est à
une augmentation du poids de Hamming de la donnée en sortie (ce qui fait écho aux
résultats obtenus en 3.2.4), bien que des valeurs à poids de Hamming plus faible
aient été obtenues. En conclusion, ces résultats expérimentaux sur une instruction
ldr tendent à valider le modèle RTL défini précédemment, pour lequel les transferts
depuis la mémoire Flash peuvent être corrompus.
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3.5 Modèle de fautes au niveau assembleur
Dans cette section, nous cherchons à établir un modèle au niveau assembleur pour
représenter les fautes obtenues expérimentalement. Un modèle dans lequel un
attaquant est capable d’empêcher l’exécution d’une instruction assembleur a été
utilisé à de nombreuses reprises dans la littérature scientifique (voir 1.4.2.2) et a
également pu être utilisé pour réaliser les attaques présentées en 2.4. Cette section
étudie en détail la validité de ce modèle de saut d’instruction sur un exemple en 3.5.1
puis propose un ensemble d’hypothèses pour expliquer les résultats expérimentaux
obtenus en 3.5.2.
3.5.1 Validité du modèle de saut d’instruction
Les paragraphes qui suivent cherchent à évaluer dans quelle mesure le modèle de
saut d’instruction peut être représentatif des fautes qui sont injectées en pratique.
3.5.1.1. Présentation de l’implémentation visée
Pour évaluer la validité d’une possible modélisation des fautes induites sous la forme
d’un saut d’instruction, on s’intéresse ici aux effets sur une portion de code plus
large à l’échelle d’une fonction. Le but est d’évaluer, sur ce scénario d’exemple, le
nombre d’injections de fautes dont l’effet est exactement équivalent à celui d’un
saut d’instruction. La fonction étudiée est présentée dans le listing 3.1 et réalise
une addition des éléments d’un tableau à 2 éléments dont les deux premières cases
contiennent respectivement les nombres 1 et 2. Le résultat normal attendu en sortie
de la fonction (stocké à l’adresse mémoire pointée par r0) est donc 3. Par ailleurs, le
tableau a également une troisième case qui contient la valeur 4 mais qui n’est pas
additionnée. Cette dernière case du tableau qui n’est pas ajoutée aux autres par la
fonction a été insérée afin de pouvoir repérer un éventuel ajout de tour de boucle.
Listing 3.1 : Addition des éléments d’un tableau
1 bouc le_add i t ion :
2 ldr r4 , [ r2 , r1 , l s l #2] ; r4 = array[i]
3 ldr r3 , [ r0 ,#0] ; r3 = result
4 add r3 , r3 , r4 ; r3 = r3 + r4
5 s t r r3 , [ r0 ,#0] ; resultat = r3
6 add r1 , r1 , #1 ; r1 = r1 + 1
7 cmp r1 , #2 ; r1 == 2 ?
8 b l t bouc le_add i t ion
Cette expérimentation a été réalisée à 24 MHz, pour une position d’antenne fixe
et pour un instant d’injection qui a varié sur un intervalle de temps de 1100 ns
par pas de 200 ps. Cet intervalle temporel correspond au temps d’exécution de la
boucle complète. Pour chaque pas de temps, 5 essais d’injection de faute ont été
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réalisés. Le point d’observation auquel le programme s’arrête est situé à la fin de cette
fonction, avant l’instruction de manipulation de pile. Au total, cette expérimentation
a nécessité 27500 injections de faute.
3.5.1.2. Résultats expérimentaux
Le tableau 3.6 présente plusieurs statistiques sur les résultats expérimentaux obtenus.
Parmi les 27500 tentatives d’injection de faute réalisées, 980 ont abouti au déclen-
chement d’une exception matérielle. 120 tentatives d’injection de fautes ont abouti à
une sortie contenant au moins une faute (sur le résultat ou l’un des registres). Ces
120 résultats fautés correspondent à 28 instants d’injection différents. Par ailleurs, 7
sorties différentes ont été obtenues pour la variable de résultat.
Table 3.6. : Statistiques sur les résultats d’injection de fautes
Nombre d’exceptions matérielles 980
Nombre de lignes contenant un résultat fauté 120
Nombre d’instants où une faute a été obtenue 28
Nombre de sorties différentes pour la variable de résultat 7
Ces 7 valeurs sont : 0x3 (valeur non-fautée), 0x2, 0xd1080002, 0x0, 0x5710800,
0x1 et 0x7. Par une analyse du programme testé en ne considérant que la valeur de
sortie, il ressort que :
— la valeur 0x2 peut être obtenue suite à un saut de l’instruction add r3, r4 en
premier tour de boucle
— la valeur 0x1 peut être obtenue suite à un saut de l’instruction add r3, r4 en
second tour de boucle
— la valeur 0x7 peut être obtenue suite à un saut de l’instruction cmp r1, #2 en
second tour de boucle
La valeur 0x0 est plus difficile à expliquer par un saut d’instruction. Les valeurs
0xd1080002 et 0x5710800 ne correspondent ni à une adresse mémoire, ni à la valeur
d’un registre. Elles pourraient être issues de la perturbation d’un transfert de données
lors de l’une des instructions ldr mais cette hypothèse est difficilement vérifiable.
3.5.1.3. Estimation du taux de couverture du modèle
Afin de connaître plus précisément le taux de couverture d’un modèle simplifié
de saut d’instruction, l’approche par simulation présentée en 3.3.1 a été utilisée.
L’outil de simulation de corruption d’instructions a été modifié de façon à seulement
tester le saut d’une instruction. Comme l’espace de recherche a été considérablement
réduit, la simulation peut donc être réalisée sur l’ensemble du code de la fonction de
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manière très rapide. L’outil de simulation génère ainsi un ensemble de sorties fautées,
qui correspondent chacune à une exécution du code pour laquelle une instruction
(de 16 ou 32 bits) n’a pas été exécutée. Ensuite, une comparaison est réalisée entre
ces sorties fautées et les sorties fautées obtenues expérimentalement.
En pratique, le programme de pilotage du banc et l’outil de simulation de sauts
d’instruction permettent de récupérer les mêmes informations, à savoir les registres
généraux, le registre xPSR et le résultat de sortie. Une comparaison peut alors être
réalisée, sur le modèle de ce qui est présenté sur la figure 3.8. Sur cette figure, on peut
donc constater que les deux lignes encadrées ont les mêmes valeurs de sortie pour
les premiers registres (les autres données comparées étant également similaires). On
peut donc affirmer que la ligne sélectionnée dans le tableau de mesures correspond à
la simulation pour laquelle l’instruction ldr r4,[r2,r1,lsl#2] n’a pas été exécutée.
Il est important de préciser que nous avons choisi un critère très strict pour définir
si une sortie fautée peut correspondre à un saut d’instruction. Pour cela, il faut
notamment que tous les registres (y compris les registres non-vivants) correspondent.
Le taux de couverture du modèle serait donc probablement supérieur si nous avions
considéré un critère moins restrictif en nous limitant aux registres vivants.
Interruption r0 r1 r2 r3 r4 r5 
Aucune 0x2000040C 0x2 0x20000421 0x2 [FAUTE] 0x1 [FAUTE] 0x40010C10 
Aucune 0x2000040C 0x2 0x20000421 0x3 0x2  0x40010C10 
Aucune 0x2000040C 0x2 0x20000421 0x3  0x2  0x40010C10 
UsageFault - - - - - - 
Interruption r0 r1 r2 r3 r4 r5 
Aucune 0x2000040C 0x2 0x20000421 0x2 [FAUTE] 0x1 [FAUTE] 0x40010C10 
Simulation 
(après saut de l’instruction ldr r4,[r2, r1, lsl #2]) 
Résultats expérimentaux 
t= 37.0 ns 
t= 37.2 ns 
t= 37.4 ns 
t= 37.6 ns 
Figure 3.8. : Comparaison entre les résultats de simulation et les résultats expérimentaux
Pour cette expérimentation, le fichier de simulations comporte ainsi 14 lignes corres-
pondant au déroulage des deux tours de boucle avec le saut d’une instruction et le
fichier de mesures comporte 27500 lignes. Les résultats de cette comparaison ligne à
ligne entre mesures et simulations sont présentés dans le tableau 3.7. Parmi les 120
lignes fautées obtenues expérimentalement, 31 d’entre-elles sont parfaitement expli-
quées par le saut d’au moins une des instructions de la fonction. Par ailleurs, ces 31
fautes expliquées ont été obtenues pour 8 valeurs d’instant d’injection différentes.
Cette expérimentation n’a pas pour but de se prétendre représentative à elle seule
des scénarios d’injection de fautes sur microcontrôleur. Toutefois, elle met néanmoins
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Table 3.7. : Correspondances entre les mesures et les simulations
Nombre d’expérimentations expliquées par un saut d’instruction 31 / 120
Nombre d’instants expérimentaux où la ligne est expliquée 8 / 28
en avant le fait qu’un pourcentage significatif (ici proche de 25%) des injections
qui mènent à une faute peuvent exactement se modéliser sous la forme d’un saut
d’instruction. En l’absence de moyens de mesure plus avancés (notamment pour
pouvoir lire le contenu du registre d’instruction), il paraît pour l’instant difficile de
se prononcer quant aux autres 75% de fautes. Néanmoins, le fait qu’une attaque
semble avoir un pourcentage aussi élevé de chances de produire un effet exactement
similaire à un saut d’instruction constitue un scénario d’attaque réaliste. Dans des
travaux similaires sur un autre type de plate-forme expérimentale et pour une
architecture différente, un taux de 50% de sauts d’instructions a également été
obtenu (BALASCH et al., 2011). Des taux élevés de correspondance du modèle
de saut d’instruction ont également été obtenus par injection électromagnétique
pour plusieurs instructions spécifiques sur une plate-forme de type Cortex-M3 dans
(HUMMEL, 2014).
3.5.2 Hypothèses pour expliquer les effets de sauts d’instructions
Les paragraphes qui suivent proposent plusieurs hypothèses qui permettraient d’expli-
quer pourquoi un pourcentage significatif des fautes réalisées semblent correspondre
à des sauts d’une instruction. Sans connaissance du contenu du registre d’instruction,
ces hypothèses sont avant tout des pistes d’études pour d’éventuels travaux futurs
sur la question et n’ont pas fait l’objet d’expérimentations associées.
3.5.2.1. Remplacements d’instructions assimilables à des nop
Certaines perturbations d’instructions peuvent mener au remplacement de l’une
des instructions du programme visé par une instruction n’ayant aucun effet sur les
registres, la mémoire ou les flags du processeur. Quelques-unes de ces instructions
sont présentées dans le listing 3.2.
Listing 3.2 : Quelques instructions sans effet
1 mov r3 , r3 ; copie d’un registre dans lui-même
2 pld r1 ,#1 ; préchargement d’une donnée
3 nop ; aucun effet
4 i sb ; flush du pipeline
Il y a un nombre très réduit d’instructions qui sont dans ce cas. Toutefois, selon le
contexte d’exécution, certaines instructions peuvent être considérées comme sans
effet. Le listing 3.3 présente un cas où une instruction de type ldr est remplacée par
une instruction de str qui a déjà eu lieu précédemment. Dans ce cas, l’instruction
str issue du remplacement a un effet équivalent à celui d’un nop.
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Listing 3.3 : Quelques instructions sans effet dans ce contexte
1 ; Exécution normale
2 s t r r0 , [ r3 ,#0]
3 ldr r0 , [ r4 ,#0]
4
5 ; Exécution avec faute, ldr remplacée par str
6 s t r r0 , [ r3 ,#0]
7 s t r r0 , [ r3 ,#0]
Les situations présentées dans les paragraphes qui précèdent peuvent théoriquement
arriver, mais apparaissent globalement assez improbables. Toutefois, il existe d’autres
situations, détaillées dans les paragraphes qui suivent, pour lesquelles un effet
macroscopique équivalent au saut d’une instruction peut être observé.
3.5.2.2. Effet macroscopique de saut d’instruction
Définition 1 Un registre est dit vivant en un point du programme s’il existe un chemin
de ce point à la sortie du programme le long duquel le registre est lu avant d’être
possiblement écrit.
Plus généralement, l’attaquant voit un effet macroscopique de saut d’instruction
lorsque le remplacement d’instruction modifie un registre non vivant ou un flag
non vivant. De même, un remplacement d’instruction qui modifierait le contenu
d’une adresse mémoire non-utilisée ou qui ne sera pas lue avant d’être écrite n’aura
aucun effet macroscopique. Dans le listing 3.4, lors de l’instruction add, le registre
r9 n’est plus vivant : il sera ensuite écrit par l’instruction de pop sans être lu. Le
remplacement d’un add (ligne 6) par un sub qui manipule r9 a, en sortie de la
routine présentée ci-dessous, un effet macroscopiquement équivalent à celui d’un saut
de l’instruction de add.
Listing 3.4 : Effet macroscopique de saut d’instruction
1 ; Exécution normale
2 push { r1 , r2 , r8 , r9 }
3
4 ldr r1 , [ r8 ,#0]
5 ldr r2 , [ r9 ,#0]
6 add r1 , r1 , r2
7 s t r r1 , [ r8 ,#0]
8
9 pop { r1 , r2 , r8 , r9 }
10 bx l r
11
12 ; Exécution avec faute, add remplacée par un sub
13 push { r1 , r2 , r8 , r9 }
14
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15 ldr r1 , [ r8 ,#0]
16 ldr r2 , [ r9 ,#0]
17 sub r9 , r6 , r11
18 s t r r1 , [ r8 ,#0]
19
20 pop { r1 , r2 , r8 , r9 }
21 bx l r
En raison de l’utilisation dans un code standard de nombreuses sous-procédures qui
font appel aux instructions de manipulation de la pile que sont push et pop, ce cas
de remplacement par une instruction qui manipule des registres non-vivants semble
nettement plus probable que les précédentes hypothèses.
3.5.2.3. Absence de précharge du bus
A la fin de la partie précédente sur la définition d’un modèle RTL, une difficulté qui
a été rencontrée pour mieux comprendre les effets produits était liée à la stratégie
de précharge des bus. Sans informations supplémentaires sur l’architecture interne
du microcontrôleur, il est impossible de savoir s’il y a ou non une précharge du bus,
ou s’il y en a une de connaître sa valeur.
Toutefois, dans l’hypothèse selon laquelle il n’y aurait pas de précharge de bus, au
début d’un nouveau cycle d’horloge le bus reste donc chargé à la valeur qu’il avait lors
du cycle d’horloge précédent. Ainsi, lors d’un cycle d’horloge de fetch d’instruction
la valeur sur le bus d’instructions reste la même jusqu’à l’écriture de la nouvelle
valeur. Une injection électromagnétique bien paramétrée pourrait ainsi permettre de
maintenir cette valeur sur le bus au moment de l’échantillonnage. Ces phénomènes
sont illustrés sur la figure 3.9 (où le code BF00 correspond à une instruction de
nop et le code 18D1 à l’instruction adds r1,r2,r3), sur laquelle on peut voir une
corruption du transfert sur le bus lors du transfert du code de l’instruction adds
r1,r2,r3.
Horloge
Impulsion EM
HADDRI 0x06 0x0A 0x0E 0x12
HRDATAI BF00 BF00 BF00 BF00 BF00 BF00 18D1 BF00
0x00 nop EXECUTE
0x02 nop DECODE EXECUTE
0x04 nop DECODE EXECUTE
0x06 nop FETCH DECODE EXECUTE
0x08 nop FETCH DECODE
0x0A adds r1,r2,r3 FETCH
0x0C nop FETCH
0x0E nop FETCH
0x10 nop FETCH
Figure 3.9. : Transferts sur le bus AHB sans précharge du bus
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Une telle situation pourrait donc amener à une ré-exécution de l’instruction précé-
dente. Or un certain nombre d’instructions du jeu d’instructions sont idempotentes 7,
et la ré-exécution d’une instruction idempotente a un effet équivalent à celui de
l’insertion d’un nop. Si on considère l’hypothèse selon laquelle aucune précharge du
bus d’instructions n’a lieu en début de cycle d’horloge, alors le modèle RTL développé
précédemment permet d’expliquer le fait qu’un nombre conséquent d’injections de
fautes aboutissent à un effet macroscopiquement équivalent à celui du saut d’une
instruction.
3.6 Conclusion et perspectives
Dans ce chapitre, une étude détaillée des effets d’une injection de fautes par impul-
sion électromagnétique sur un microcontrôleur récent a été présentée. Toutefois,
travailler sur un microcontrôleur du commerce dans une approche qui, selon les
cas, s’assimile à une approche en boîte noire ou en boîte grise, crée un ensemble de
contraintes lorsqu’il s’agit de créer un procédé expérimental en pratique. L’approche
proposée dans ce chapitre vise à émettre des hypothèses pour les fautes obtenues
au niveau du code assembleur. Des informations supplémentaires sur la stratégie de
précharge des bus sur le microcontrôleur utilisé, ou bien la possibilité d’observer le
contenu du registre d’instruction permettraient une bien meilleure compréhension
des phénomènes étudiés.
Les expérimentations menées confirment le fait qu’un attaquant peut agir à la fois
sur le flot de contrôle et le flot de données, en provoquant des remplacements
d’instructions ou en modifiant la valeur d’une donnée chargée depuis la mémoire
Flash. Sur le microcontrôleur étudié dans cette thèse, les fautes sur le flot de données
amènent à une augmentation du poids de Hamming de la valeur chargée. Nous ne
prétendons pas que les explications données au niveau RTL sont les seules raisons
pour lesquelles des fautes apparaissent au niveau du code assembleur. Néanmoins,
ces expérimentations ont permis de nous fournir une première compréhension
des fautes qu’une impulsion électromagnétique peut induire sur un programme
embarqué.
Ces observations ont ensuite permis d’extraire un modèle de fautes simplifié au
niveau du code assembleur et d’étudier les cas où l’injection de fautes amène à des
effets assimilables à un saut d’instruction. Les expérimentations qui ont été menées
dans ce chapitre ont permis de montrer que s’il semble très difficile de contrôler
finement le remplacement d’une instruction par une autre instruction choisie, des
effets de sauts d’instruction ont été obtenus pour un nombre significatif d’essais
(25% sur une expérimentation de ce chapitre). Néanmoins, l’étude de la validité
du modèle de saut d’instruction reste une question difficile et davantage de travaux
7. Une instruction idempotente est une instruction qui peut être appelée plusieurs fois consécutives
sans problèmes car l’état atteint est le même à la suite d’une ou plusieurs exécutions de l’instruction
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seraient certainement nécessaires à ce sujet. Au niveau d’un programme embarqué,
de nombreuses attaques sont possibles grâce au saut d’une instruction et il est
relativement aisé pour un attaquant de trouver de tels points faibles. Une contre-
mesure qui protégerait l’exécution du programme contre les sauts d’une instruction
serait donc très intéressante pour sécuriser un code embarqué. Le chapitre qui suit
étudie donc le cas particulier d’un schéma de contre-mesure permettant de rendre
un code embarqué résistant face aux sauts d’instruction.
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4Définition et vérification d’une
contre-mesure logicielle
Certains des travaux présentés dans ce chapitre ont fait l’objet d’un article présenté à la
conférence PROOFS 2013 (HEYDEMANN et al., 2013) et d’une version étendue de cet
article pour le Journal of Cryptographic Engineering (MORO, HEYDEMANN, ENCRENAZ
et al., 2014).
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4.1 Introduction
Le chapitre précédent nous a amenés à élaborer un modèle bas-niveau de fautes
sur microcontrôleur et en abstraire un modèle simplifié au niveau assembleur pour
lequel un attaquant peut empêcher l’exécution d’une instruction. À partir de ce
modèle, ce chapitre propose un schéma de contre-mesure qui peut s’appliquer de
manière automatisée à un code générique.
Les contre-mesures face aux injections de fautes – qu’elles soient matérielles ou
logicielles – utilisent généralement un principe de redondance pour permettre soit
une détection de fautes soit une tolérance aux fautes injectées. Cette redondance
peut être réalisée de façon parallèle pour des contre-mesures matérielles, mais
doit être réalisée séquentiellement pour toute contre-mesure logicielle. Pour des
implémentations logicielles, un tel principe s’applique généralement à l’échelle de
l’algorithme voire de la fonction en dupliquant voire tripliquant son exécution et
en comparant les sorties de ces différentes exécutions. Le chapitre 2 a montré
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qu’une double injection de fautes avec un intervalle de temps équivalent à plusieurs
milliers de cycles d’horloge entre les deux injections était parfaitement réalisable.
Injecter deux fautes à un endroit bien choisi lors de deux exécutions successives d’un
même algorithme a pu être réalisé en pratique. Néanmoins, comme présenté dans
le chapitre 2, un délai minimal entre deux injections est nécessaire pour réaliser
une telle double faute. Ainsi, bien que cela reste possible généralement à un coût
plus élevé, il est bien plus difficile d’attaquer deux instructions séparées de quelques
cycles d’horloge. La contre-mesure présentée dans ce chapitre est basée sur ce dernier
point et propose une redondance locale et à l’échelle de l’instruction.
Cette contre-mesure qui vise à augmenter le niveau de sécurité d’un code générique
se base donc à la fois sur un modèle de fautes par saut d’instruction et ce principe de
redondance locale. Le schéma de contre-mesure repose sur une séquence de rempla-
cement tolérante aux fautes pour chaque instruction du jeu d’instructions. Celui-ci
peut se diviser en trois catégories d’instructions : les instructions idempotentes 1,
celles qui peuvent être transformées en une suite d’instructions idempotentes, et
enfin celles pour lesquelles nous n’avons trouvé aucune séquence de remplacement.
Ces différentes classes d’instructions ainsi que leurs séquences de remplacement
associées sont présentées en 4.2.
La séquence de remplacement doit conserver la sémantique de l’instruction initiale,
que ce soit en présence d’une injection de faute ou non. Afin de garantir ces aspects
pour la contre-mesure proposée, un schéma de vérification formelle à base de model-
checking a été mis en place. Celui-ci permet de certifier l’efficacité théorique de la
contre-mesure proposée face au modèle considéré. Ce schéma de vérification se
base sur la modélisation d’une part des instructions à renforcer et d’autre part de
leurs séquences de remplacement sous la forme de machines d’états synchrones.
L’équivalence des deux modèles en termes de sémantique est exprimée sous forme
de formules de logique temporelle puis vérifiée à l’aide d’un outil de model-checking .
Le schéma de vérification ainsi que la modélisation des différents types d’instructions
sont présentés en 4.3.
Enfin, le remplacement de chaque instruction par sa séquence de remplacement
associée entraîne un surcoût en taille de code ainsi qu’en temps d’exécution. Comme
la taille des séquences de remplacement varie selon le type d’instruction, une évalua-
tion du surcoût apporté par la contre-mesure proposée est réalisée sur différentes
implémentations en 4.4.
4.2 Présentation du schéma de contre-mesure
Cette section présente de façon détaillée le schéma de contre-mesure introduit dans
ce chapitre. Pour cela, une présentation des différentes classes d’instructions est
1. Une instruction idempotente est une instruction dont l’exécution itérée produit le même résultat
que l’exécution unique
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proposée en 4.2.1. Ensuite, les différentes séquences de remplacement pour chacune
de ces classes d’instructions sont présentées en 4.2.2. Enfin, un tableau récapitulatif
sur la forme des séquences de remplacement pour chaque type d’instruction est
présenté en 4.2.3.
4.2.1 Classes d’instructions
Une séquence de remplacement tolérante aux fautes a été définie pour la plupart des
instructions et des encodages du jeu d’instructions Thumb-2 2. Pour une grande partie
des instructions, la séquence de remplacement est très simple. Néanmoins, cette
séquence peut devenir bien plus complexe pour certaines instructions spécifiques.
Selon les séquences de remplacement qui ont été proposées, les instructions du jeu
Thumb-2 peuvent être regroupées en trois classes. Celles-ci sont résumées dans le
tableau 4.1.
Table 4.1. : Classes d’instructions dans le jeu d’instructions Thumb-2
Classe d’instructions Exemples Séquence de remplacement
Instructions idempotentes mov r1,r8 Duplication de l’instruction
add r3,r1,r2
Instructions séparables add r1,r1,#1 Utilisation de reg. supplémentaires
bl fonction et décomposition en séquence
push {r1,r2,r3} d’instructions idempotentes
Instructions sans séquence yield Aucune séquence de
de remplacement mcr p0,#0,r8,r2,r3 remplacement proposée
La première classe regroupe les instructions idempotentes qui peuvent donc di-
rectement être dupliquées pour permettre une tolérance aux fautes. La seconde
classe regroupe les instructions qui ne sont pas idempotentes mais peuvent être
remplacées par une séquence équivalente d’instructions idempotentes. La troisième
classe regroupe les instructions qui ne peuvent pas être simplement remplacées par
une liste d’instructions idempotentes mais néanmoins pour lesquelles une séquence
de remplacement spécifique est possible. Enfin, une dernière classe contient les
instructions pour lesquelles aucune séquence de remplacement qui assure à la fois
une tolérance aux fautes et une exécution correcte dans tous les cas n’a été trouvée.
Pour certaines de ces instructions, une séquence permettant de détecter une faute
injectée peut être proposée.
4.2.2 Séquences de remplacement par classe d’instructions
Les paragraphes qui suivent donnent davantage de détails à propos de ces classes
d’instructions et fournissent également plusieurs exemples de séquences de rempla-
cement pour les différentes classes.
2. Le jeu d’instructions Thumb-2 est présenté de façon plus détaillée en 2.2.1
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4.2.2.1. Instructions idempotentes
Les instructions idempotentes sont les instructions qui peuvent être exécutées indiffé-
remment une ou plusieurs fois pour obtenir le même effet 3. Si toutes les opérandes
sources sont différentes des opérandes de destination 4, et si les valeurs écrites dans
les opérandes de destination ne dépendent pas de l’adresse de l’instruction dans
le code, alors une instruction peut être considérée comme idempotente. Pour de
telles instructions, la contre-mesure consiste simplement à réaliser une duplication
de l’instruction. Le surcoût pour ce type de duplication est double : un surcoût égal
à la taille de l’instruction en termes de taille de code et un surcoût en termes de
performance puisque le temps d’exécution est doublé. Le tableau 4.2 donne plusieurs
exemples d’instructions idempotentes et de leurs séquences de remplacement.
Table 4.2. : Séquences de remplacement pour quelques instructions idempotentes
Instruction Description Remplacement
mov r1,r8 Copie r8 dans r1 mov r1,r8
mov r1,r8
ldr r1,[r8,r2] Charge le mot binaire stocké à ldr r1,[r8,r2]
l’adresse r8+r2 dans r1 ldr r1,[r8,r2]
str r3,[r2,#10] Stocke r3 à l’adresse r2+10 str r3,[r2,#10]
str r3,[r2,#10]
add r3,r1,r2 Met le résultat de r1+r2 dans r3 add r3,r1,r2
add r3,r1,r2
4.2.2.2. Instructions séparables
Dans le jeu d’instructions considéré, certaines instructions ne sont pas idempotentes
dans leur sémantique mais peuvent être transformées sous la forme d’une séquence
d’instructions idempotentes dont l’exécution aboutit exactement au même résultat
pour les registres de destination et les flags du processeur en utilisant un ou plusieurs
registres auxiliaires. Une fois que cette transformation est réalisée, chaque instruction
idempotente de la séquence de remplacement peut être simplement dupliquée.
Comme les registres supplémentaires nécessaires doivent être disponibles à cet
emplacement dans le code, tout registre non-vivant 5 peut être utilisé. Dans les
conventions d’appel et l’ABI, le registre r12 est toujours non-vivant à l’entrée d’une
fonction, il peut être utilisé pour stocker des valeurs intermédiaires et n’a pas besoin
d’être sauvegardé sur la pile. Ainsi, ce registre peut être utilisé (à condition qu’il soit
disponible) comme registre temporaire pour de telles séquences de remplacement. Si
un nombre insuffisant de registres non-vivants est disponible en début de fonction et
3. Pour la mémoire et tous les registres autres que le compteur de programme
4. En incluant les flags du processeur
5. Un registre est dit vivant à un certain point dans un programme s’il contient une valeur définie à
la suite d’une écriture dans ce registre et est amené à être lu plus tard avant d’être réécrit
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si suffisamment de registres peuvent être placés sur la pile, celle-ci peut être utilisée
pour stocker temporairement la valeur contenue dans certains registres.
Instructions séparables simples Le listing 4.1 montre la séquence de remplacement
pour l’instruction add r1,r1,r3. Pour l’instruction add r1,r1,r3, un seul registre
supplémentaire (noté rx) est nécessaire. De plus, 4 instructions sont utilisées au lieu
d’une seule initialement, et le surcoût en termes de taille de code est compris entre 6
et 10 octets (selon l’encodage utilisé par l’instruction initiale et celui des instructions
de remplacement).
Listing 4.1 : Séquence de remplacement pour l’instruction add r1, r1, r3
1 ; on suppose que rx est un registre disponible
2 mov rx , r1
3 mov rx , r1
4 add r1 , rx , r3
5 add r1 , rx , r3
Instructions de manipulation de la pile Certaines instructions d’accès mémoire
peuvent mettre à jour le registre qui contient l’adresse mémoire à laquelle accéder
avant ou après un accès mémoire. Ainsi, l’instruction stmdb stocke plusieurs registres
en mémoire et décrémente le pointeur mémoire avant chaque accès. Symétrique-
ment, l’instruction ldmia charge un segment mémoire dans plusieurs registres et
incrémente le pointeur mémoire après chaque accès. Par conséquent, ce registre
qui contient l’adresse mémoire à laquelle accéder est à la fois un registre source
et un registre destination pour ce type d’instructions. C’est également le cas pour
les instructions de manipulation de la pile push et pop. Celles-ci respectivement
écrivent ou lisent sur la pile et décrémentent ou incrémentent le pointeur de pile. La
solution consistant à dupliquer les instructions de push et de pop n’est pas valable.
Elle poserait un problème en cas d’injection de faute (par exemple si deux push sont
réalisés et un seul pop) car la pile pourrait se retrouver corrompue. Toutefois, les
instructions de manipulation de la pile peuvent être transformées en une séquence
d’instructions qui réalise une seule opération à la fois : soit un accès mémoire soit
une mise à jour du pointeur de pile. L’instruction push peut ainsi être décomposée
en une suite d’instructions qui d’abord écrivent les registres à sauvegarder sur la pile
et ensuite décrémentent le pointeur de pile. Comme la mise à jour du pointeur de
pile implique de lire puis écrire dans le même registre, cette opération est décom-
posée en deux étapes selon le principe présenté dans le paragraphe précédent. Une
telle séquence de remplacement pour l’instruction push est présentée dans le listing
4.2. Cette séquence de remplacement nécessite un registre supplémentaires et a un
surcoût en termes de taille de code et de performance de 5 instructions.
Listing 4.2 : Séquence de remplacement pour l’instruction push {r1, r2, r3, lr}
1 ; l’instruction push{} est equivalente a l’instruction stmdb sp !,{}
2 stmdb sp , { r1 , r2 , r3 , l r } ; stockage des données sur la pile
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3 stmdb sp , { r1 , r2 , r3 , l r }
4 sub rx , sp , #16 ; calcul du nouveau pointeur de pile
5 sub rx , sp , #16
6 mov sp , rx ; mise à jour du pointeur de pile
7 mov sp , rx
Le registre lr permet de stocker un pointeur de retour lors de l’appel à une sous-
fonction. Toutefois, lorsqu’une sous-fonction est appelée à l’intérieur d’une autre
sous-fonction, ce registre ne peut contenir qu’un seul des deux pointeurs de retour.
Dans ce cas, le compilateur choisit généralement de stocker l’autre pointeur de
retour sur la pile. Pour cela, une instruction push qui stocke le registre lr sur la
pile est utilisée en début de fonction. Ainsi, à la fin d’une fonction dont le pointeur
de retour est stocké sur la pile, une instruction pop est utilisée pour la restauration
du contexte et le branchement vers le pointeur de retour. Par exemple, dans le cas
d’une fonction pour laquelle l’instruction push {r1,r2,r3,lr} a été utilisée pour
la sauvegarde du contexte, l’instruction pop {r1, r2, r3, pc} sera utilisée en fin
de fonction. Dans ce cas, la séquence de remplacement proposée précédemment
pour une instruction pop doit être modifiée pour permettre de réaliser l’opération de
mise à jour du pointeur de pile. Un exemple d’une telle séquence de remplacement
modifiée pour l’instruction pop {r1,r2,r3,pc} est présentée sur le listing 4.3.
Listing 4.3 : Séquence de remplacement pour l’instruction pop {r1, r2, r3, pc}
1 ; l’instruction pop{} est equivalente a l’instruction ldmia sp !,{}
2 ldmia sp , { r1 , r2 , r3 , l r } ; lecture des données depuis la pile
3 ldmia sp , { r1 , r2 , r3 , l r }
4 add rx , sp , #16 ; calcul du nouveau pointeur de pile
5 add rx , sp , #16
6 mov sp , rx ; mise à jour du pointeur de pile
7 mov sp , rx
8 bx l r ; branchement de sortie de la fonction
9 bx l r
Instruction umlal L’instruction umlal 6 multiplie les entiers relatifs stockés dans
deux registres sources de 32 bits et leur ajoute le contenu de la concaténation des
deux registres de destination. Le résultat est alors écrit dans les deux registres de
destination. Ainsi, cette instructions a deux registres qui sont à la fois source et
destination. Toutefois, elle peut être décomposée en une suite d’instructions qui
comprend d’abord une instruction de multiplication dont le résultat est une valeur
sur 64 bits. Ensuite, l’addition sur 64 bits doit elle même être décomposée. Pour
cela, il est nécessaire d’additionner d’abord les 32 bits de poids faible entre-eux en
propageant la retenue à l’aide d’une instruction adds qui écrit le flag correspondant
à la retenue. Ensuite, les 32 bits de poids fort peuvent être additionnés entre-eux
à l’aide d’une instruction adc qui utilise le flag de retenue écrit précédemment.
6. Unsigned Multiply Accumulate Long
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Néanmoins, l’instruction adds écrit l’ensemble des flags alors que l’instruction initiale
umlal ne le fait pas. Les flags qui étaient supposés être lus par une instruction qui
suit pourraient alors avoir été écrasés par la séquence de remplacement. Dans ce
cas, il n’y aurait plus d’équivalence entre l’instruction umlal et une telle séquence de
remplacement. Par conséquent, pour garder cette équivalence, il est indispensable
de sauvegarder les flags avant la séquence de remplacement et de les restaurer après.
Le fait de sauvegarder les flags requiert 4 instructions supplémentaires. La séquence
de remplacement complète pour l’instruction umlal est présentée dans le listing
4.4. Elle impose l’utilisation de 4 registres supplémentaires et remplace l’instruction
initiale par 14 instructions. Ainsi, il s’avère que cette séquence de remplacement
est la plus coûteuse de tout le jeu d’instructions Thumb-2, à la fois en termes de
registres supplémentaires et d’instructions à ajouter.
Listing 4.4 : Séquence de remplacement pour l’instruction umlal rlo, rhi, rn, rm
1 ; umlal rlo,rhi,rn,rm réalise l’opération rhi :rlo = rn*rm + rhi :rlo
2 mrs r t , apsr ; sauvegarde des flags dans un registre
3 mrs r t , apsr
4 umull rx , ry , rn , rm ; utilisation de deux registres supplémentaires
5 umull rx , ry , rn , rm
6 adds rz , rx , r l o ; addition des 32 bits de poids faible
7 adds rz , rx , r l o
8 addc rx , ry , r h i ; addition des 32 bits de poids fort
9 addc rx , ry , r h i
10 mov r lo , rz ; utilisation d’un registre temporaire
11 mov r lo , rz
12 mov rh i , rx ; utilisation d’un registre temporaire
13 mov rh i , rx
14 msr apsr , r t ; restauration des flags
15 msr apsr , r t
Instructions avec un décalage constant Dans le jeu d’instructions Thumb-2, plu-
sieurs décalages constants peuvent être appliqués à l’opérande de certaines instruc-
tions avant que cette opérande ne soit traitée par l’instruction. Ces décalages sont
lsl (décalage logique à gauche), lsr (décalage logique à droite), asr (décalage
arithmétique à droite), ror (rotation à droite) et rrx (rotation à droite avec utili-
sation du flag de retenue). Parmi ceux-ci, le décalage rrx décale tous les bits du
registre concerné d’un bit vers la droite et utilise le flag de retenue pour mettre à jour
le bit de poids fort. Ainsi, une telle opération réalise une lecture du flag de retenue.
Si l’instruction initiale qui utilise un décalage rrx écrit également les flags, alors
celle-ci doit être décomposée. Un exemple de remplacement pour une instruction
subs r1,r2,r3,rrx (qui applique ce décalage au registre r3) est proposé dans le
listing 4.5.
Listing 4.5 : Séquence de remplacement pour une instruction subs r1, r2, r3, rrx
1 rrx ry , r3
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2 rrx ry , r3
3 subs r1 , r2 , ry
4 subs r1 , r2 , ry
Instruction d’appel de sous-fonction bl L’instruction d’appel de sous-fonction bl
réalise un branchement et écrit l’adresse de retour dans le registre lr (r14). À
proprement parler, il n’y a aucun registre à la fois source et destination pour l’ins-
truction bl, celle-ci ne rentre donc pas dans la catégorie des instructions séparables
définie précédemment en 4.2.2.2. Pour autant, il est impossible de dupliquer cette
instruction : cela entraînerait une double exécution de la sous-fonction si aucune
attaque n’est réalisée. Une solution possible consiste à d’abord fixer le pointeur de
retour dans le registre lr et ensuite réaliser un branchement inconditionnel. Comme
le mode d’exécution Thumb sur les processeurs ARM requiert que le dernier bit
d’un pointeur de retour soit mis à 1, l’opération sur ce bit doit être ajoutée avant le
branchement inconditionnel vers la sous-fonction. La séquence de remplacement
proposée pour le remplacement de l’instruction bl est présentée dans le listing 4.6.
Listing 4.6 : Séquence de remplacement pour une instruction bl
1 adr r12 , l a b e l _ r e t o u r ; enregistrement du pointeur de retour dans r12
2 adr r12 , l a b e l _ r e t o u r
3 add l r , r12 , #1 ; lr=r12+1, le dernier bit du pointeur doit etre
4 add l r , r12 , #1 ; mis a 1 pour le mode d’execution Thumb
5 b f onc t i on ; branchement vers la fonction
6 b f onc t i on
7 l a b e l _ r e t o u r
Première possibilité de remplacement pour les blocs it Le listing 4.7 présente un
exemple de bloc If-Then it permettant une exécution conditionnelle. Ce bloc it est
similaire à celui présenté en 2.2.1. La solution la plus simple pour ce type de bloc est
de d’abord transformer le bloc it en une structure classique de type if-then-else à
base de branchements (comme celle présentée dans le listing 4.8) puis d’appliquer
le schéma de contre-mesure à chaque instruction (comme présenté dans le listing
4.9)
Listing 4.7 : Exemple de bloc it
1 i t t e NE
2 addne r1 , r2 , #10
3 eorne r3 , r5 , r1
4 moveq r3 , #10
Listing 4.8 : Code équivalent au bloc it du listing 4.7
1 b . eq l a b e l _ e l s e
2 add r1 , r2 , #10
3 eor r3 , r5 , r1
4 b l a b e l _ s u i t e
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5 l a b e l _ e l s e
6 mov r3 , #10
7 l a b e l _ s u i t e
Listing 4.9 : Code du listing 4.7 renforcé avec la contre-mesure proposée
1 b . eq l a b e l _ e l s e
2 b . eq l a b e l _ e l s e
3 add r1 , r2 , #10
4 add r1 , r2 , #10
5 eor r3 , r5 , r1
6 eor r3 , r5 , r1
7 b l a b e l _ s u i t e
8 b l a b e l _ s u i t e
9 l a b e l _ e l s e
10 mov r3 , #10
11 mov r3 , #10
12 l a b e l _ s u i t e
Seconde possibilité de remplacement pour les blocs it Une autre possibilité de
mode de remplacement pour les blocs it peut également être proposée. Le listing
4.10 donne un exemple de bloc it auquel ce remplacement alternatif va pouvoir
être appliqué. La solution proposée consiste à d’abord appliquer le schéma de
contre-mesure à chaque instruction du bloc it. Chaque instruction de la séquence
de remplacement reçoit initialement la même condition que l’instruction qu’elle
remplace. Cette étape est présentée dans le listing 4.11. La deuxième étape consiste
à ajouter plusieurs instructions it de façon à recréer plusieurs blocs. Ces blocs sont
constitués de deux instructions it consécutives, suivies d’au maximum 3 instructions,
comme illustré dans le listing 4.12. Une telle construction correspond donc à un bloc
it de 4 instructions dans lequel se trouve un bloc it de 3 instructions 7. Enfin, les
conditions définies dans les instructions it doivent être mises à jour pour respecter
les conditions d’exécution des instructions qui les suivent, comme illustré dans le
listing 4.13.
Listing 4.10 : Exemple de bloc it
1 i t t e NE ; une instruction IT avec la condition NE
2 addne r1 , r2 , #10
3 eorne r3 , r5 , r1
4 moveq r3 , #10
Listing 4.11 : Première étape de remplacement pour le bloc it du listing 4.10
1 addne r1 , r2 , #10 ; les instructions du bloc it sont dupliquees
2 addne r1 , r2 , #10 ; en gardant leur condition d’execution
3 eorne r3 , r5 , r1
7. La spécification du jeu d’instructions Thumb-2 précise que les blocs it ne peuvent pas définir
d’exécution conditionnelle pour plus de 4 instructions
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4 eorne r3 , r5 , r1
5 moveq r3 , #10
6 moveq r3 , #10
Listing 4.12 : Deuxième étape de remplacement pour le bloc it du listing 4.10
1 i ???? NE ; deux instructions it sont insérées toutes les 3
2 i ??? NE ; instructions pour creer de nouveaux blocs
3 addne r1 , r2 , #10
4 addne r1 , r2 , #10
5 eorne r3 , r5 , r1
6 i ???? NE
7 i ??? NE
8 eorne r3 , r5 , r1
9 moveq r3 , #10
10 moveq r3 , #10
Listing 4.13 : Dernière étape de remplacement pour le bloc it du listing 4.10
1 i t t t t NE ; les conditions des blocs it sont mises a jour
2 i t t t NE ; selon les conditions d’execution des inst. du bloc
3 addne r1 , r2 , #10
4 addne r1 , r2 , #10
5 eorne r3 , r5 , r1
6 i t t e e NE
7 i t ee NE
8 eorne r3 , r5 , r1
9 moveq r3 , #10
10 moveq r3 , #10
Il convient de noter qu’un bloc it n’est pas supposé apparaître dans un autre bloc
it. Néanmoins, d’après un test expérimental réalisé sur le microcontrôleur visé, la
seconde instruction it n’a aucun effet et est exécutée comme un nop. En cas de faute
qui vise une des instructions it dupliquées, le programme agit comme s’il n’y avait
eu qu’une seule instruction it. Sinon, la seconde instruction it est exécutée dans le
bloc défini par la première instruction it.
Cette seconde méthode pour le remplacement des blocs it présente l’inconvénient
d’être plus complexe à mettre en œuvre que la première car elle nécessite de
reconstruire de nouveaux blocs it en tenant compte de la duplication des instructions
à l’intérieur de ceux-ci. Néanmoins, elle présente l’avantage de ne pas être basée sur
des instructions de branchement (qui obligent à vider le pipeline). Cette seconde
solution semble donc à privilégier en vue de minimiser le temps d’exécution et donc
le surcoût en performances apporté par la contre-mesure.
4.2.2.3. Instructions sans séquence de remplacement proposée
Cette troisième classe regroupe les instructions pour lesquelles aucune séquence
de remplacement qui assure à la fois une tolérance aux fautes et une sémantique
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équivalente à l’instruction initiale dans tous les cas n’a été trouvée. Cette classe
comprend :
— les instructions qui lisent et écrivent les flags simultanément (il est possible de
définir des séquences de remplacement sous certaines conditions sur la lecture
ultérieure des flags)
— des instructions pour lesquelles aucune séquence de remplacement n’a été
proposée en raison de leur spécificité
Instructions qui lisent et écrivent les flags Les instructions qui lisent et écrivent les
flags posent un certain nombre de problèmes pour un éventuel remplacement par
une séquence d’instructions tolérante aux fautes. Par exemple, l’instruction adcs
réalise une addition entre deux opérandes source (deux registres ou bien un registre
et une valeur immédiate) et le flag de retenue. Le résultat est écrit dans un registre
destination et les flags (retenue, négatif, dépassement et zero) sont mis à jour. Le fait
de dupliquer une telle instruction pose problème, car la seconde instruction adcs
serait amenée à utiliser la retenue écrite par la première instruction adcs au lieu
de la retenue initiale. Si les flags sont vivants après l’instruction adcs, alors nous
n’avons trouvé aucune séquence de remplacement et le code doit être modifié. Sinon,
dans le cas où les flags ne sont pas vivants après l’instruction adcs, alors une telle
séquence peut être définie. Pour cela, il est possible de sauvegarder la valeur des
flags avant la première instruction adcs et ensuite de restaurer leur valeur avant la
seconde instruction adcs. Une telle séquence de remplacement est présentée dans le
listing 4.14
Listing 4.14 : Séquence de remplacement pour une instruction adcs r1, r2, r3
1 mrs rx , apsr ; sauvegarde des flags dans un registre temporaire
2 mrs rx , apsr
3 adcs r1 , r2 , r3
4 msr apsr , rx ; restauration des flags
5 msr apsr , rx
6 adcs r1 , r2 , r3
Autres instructions sans séquence de remplacement proposée Pour certaines ins-
tructions, il n’est pas possible de définir une séquence de remplacement car celles-ci
réalisent une interaction avec des circuits externes. Ces instructions regroupent les
commandes pour les coprocesseurs (mcr, lcr, ...) ou les instructions de synchroni-
sation avec des éléments externes (sev, yield, ...). Néanmoins, il est important de
mentionner qu’il peut être possible de définir des séquences de remplacement pour
ces instructions si les coprocesseurs ou éléments externes avec lesquelles celles-ci
interagissent sont adaptés en conséquence.
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4.2.3 Bilan sur les classes d’instructions définies
Un récapitulatif des différentes classes d’instructions qui ont été définies est présenté
dans le tableau 4.3. Ce tableau montre les différents types d’instructions inclus dans
chaque classe et donne quelques exemples pour chaque type d’instructions.
Table 4.3. : Bilan sur les classes d’instructions définies
Classe Type d’instructions Exemple
Instructions Opérations ALU add r1,r2,r3 - subs r1,r2,#8
idempotentes Inst. de load ldrh r1,[r2,r3] - ldrb r1,[r2,#8]
Inst. de store strh r1,[r2,r3] - strb r1,[r2,#8]
Inst. de branchement b label - bx lr
Inst. de comparaison cmp r1,#9 - cne r3,r4
Instructions Inst. avec un registre source et destination add r1,r1,#1 - str r0,[r0,#0]
séparables Inst. avec adressage pré ou post-indexé str r1,[r2,#8] ! - str r1,[r2],#8
Inst. de manipulation de la pile push {r1,r2} - pop {r1,r2}
Inst. avec décalage rrx et écriture des flags adds r1,r2,r3,rrx
Inst. d’appel de sous-fonction bl fonction
Blocs If-Then (it) itte NE
Instructions Inst. de synchronisation avec des syst. externes sev - yield - svc
sans séquence Inst. pour coprocesseurs mcr p0,#0,r8,r2,r3
de remplacement Inst. qui lisent et écrivent les flags adcs r1,r2,r3 - rrxs r1,r2
4.3 Vérification formelle du schéma de contre-mesure
Dans les paragraphes qui suivent, l’approche utilisée pour vérifier formellement la
spécification de tolérance aux fautes des séquences de remplacement est présentée.
Pour commencer, un bref préambule sur la vérification formelle et le model-checking
est proposé en 4.3.1. Ce préambule présente également quelques autres utilisations
de techniques de vérification formelle dans le domaine de la sécurité des systèmes
embarqués. Ensuite, le principe de vérification et la modélisation utilisés pour la
vérification sont présentés en 4.3.2. Enfin, des exemples de vérification de séquences
de remplacement sont présentés en 4.3.3.
4.3.1 Préambule sur la vérification formelle
Les paragraphes qui suivent commencent par faire une brève présentation sur les
techniques de model-checking et décrivent ensuite plusieurs travaux récents issus de
la littérature scientifique qui ont utilisé des techniques de vérification formelle dans
le domaine de la sécurité des systèmes embarqués.
4.3.1.1. Approche par model-checking
Le model-checking regroupe un ensemble de techniques de vérification formelle qui
permettent de démontrer si un système satisfait ou non une spécification fonction-
nelle. Le système est exprimé sous la forme d’une machine d’états et les spécifications
sous la forme de formules de logique temporelle. Les logiques temporelles utilisées
incluent principalement la logique temporelle arborescente, ou Computation Tree
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Logic (CTL), ainsi que la logique temporelle linéaire, ou Linear Temporal Logic (LTL)
(BAIER et KATOEN, 2008). Les programmes de model-checking (également appelés
model-checkers) construisent un graphe orienté des états du système à partir de la
représentation utilisée en entrée. Ils évaluent ensuite la validité des propositions
logiques considérées pour ce graphe d’états. La principale limitation des techniques
de model-checking est intrinsèque à leur mode de résolution qui parcourt l’espace
d’états du système à analyser. Les techniques de réduction d’ordre partiel, les ap-
proches à base de SAT puis plus récemment de Satisfiability Modulo Theories (SMT)
combinées à des techniques d’abstraction toujours plus pertinentes permettent de
repousser les limites de ces approches. En pratique, les outils actuels à base de Binary
Decision Diagram (BDD) ou SAT peuvent traiter automatiquement des systèmes
modélisés par quelques centaines voire quelques milliers de variables booléennes.
Dans la suite de ce chapitre, les techniques de model-checking sont utilisées pour
vérifier l’équivalence en termes de sémantique entre une instruction initiale et sa
séquence de remplacement, ainsi que pour garantir la robustesse des séquences de
remplacement proposées. Pour cela, instructions et séquences de remplacement sont
modélisées sous la forme de machines d’états synchrones sur lesquelles des formules
de logique temporelle sont évaluées. Les techniques de model-checking à base de
BDD ou SAT s’avèrent suffisantes pour modéliser l’effet de quelques instructions
assembleur sur des registres et zones mémoire présentant un nombre limité de
bits.
4.3.1.2. Autres travaux de vérification formelle
Les méthodes formelles et autres outils de preuve ont été utilisés dans plusieurs
cas pour vérifier qu’une implémentation répondait bien à des spécifications fonc-
tionnelles en termes de sécurité issues des Critères Communs (CHETALI et Q.-h.
NGUYEN, 2008). Les paragraphes qui suivent présentent quelques approches for-
melles proposées récemment dans le cas d’attaque par injection de fautes, ainsi
qu’une modélisation formelle de l’architecture ARMv7.
Logique de Hoare Dans l’article de Meola et al. (MEOLA et WALKER, 2010), les
auteurs proposent de modéliser une injection de fautes en utilisant un langage
simplifié de haut niveau et de la logique de Hoare. En modélisant ainsi un code, il
devient possible d’effectuer des vérifications et d’élaborer des preuves de sécurité.
Toutefois, le langage simplifié utilisé ne permet pas de modéliser des opérations
complexes comme l’utilisation de pointeurs. Il ne permet donc pas de représenter
un grand nombre de programmes réels. L’approche présentée dans cet article peut
donc seulement permettre de réaliser des preuves de sécurité sur certaines portions
sensibles de code qui utilisent seulement les opérations que peut modéliser ce
langage simplifié.
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Vérification sur un code source C L’article de Christofi et al. (CHRISTOFI et al.,
2013) s’intéresse à la vérification formelle d’une contre-mesure face aux attaques par
injection de faute. L’article se focalise sur le cas de l’injection d’une seule faute, mais
la méthode présentée pourrait être généralisée au cas des attaques par injection de
fautes multiples à plusieurs instants. Un modèle de fautes pour lequel un attaquant
peut forcer à 0 des données écrites en mémoire ou modifier des données écrites dans
des registres mais pas corrompre l’exécution des instructions a été utilisé. Dans cet
article, les auteurs utilisent l’analyseur de programmes Frama-C. Frama-C 8 est une
plate-forme dédiée à l’analyse statique de codes sources écrits en C. L’utilisateur de
Frama-C peut décrire des spécifications fonctionnelles à l’aide d’un langage dédié,
puis prouver que le code source testé satisfait ces spécifications. Frama-C est utilisé
dans cet article pour vérifier la robustesse d’une implémentation de l’algorithme
CRT-RSA renforcée à l’aide de la contre-mesure de Vigilant (VIGILANT, 2008). L’étude
présentée dans cet article a permis de détecter un ensemble de fautes qui ne sont
pas détectées par les contre-mesures de l’implémentation.
Vérification formelle de contre-mesures sur CRT-RSA Une autre contribution de
méthodologie formelle au niveau d’un algorithme a été proposée par Rauzy et al.
(RAUZY et GUILLEY, 2013). Dans cet article, les auteurs vérifient formellement la résis-
tance aux fautes de plusieurs contre-mesures sur une implémentation de l’algorithme
CRT-RSA face à des attaques par injection de faute similaires à celles présentées
dans (BONEH et al., 1997). Cette implémentation est décrite dans un langage de
haut niveau. Dans le modèle de fautes considéré, un attaquant peut induire des
fautes au niveau du flot de données. Contrairement aux travaux présentés dans ce
chapitre, les contre-mesures étudiées ont été définies au niveau algorithmique et
visent à protéger l’algorithme CRT-RSA. Leur étude a permis de trouver plusieurs
vulnérabilités dans la contre-mesure proposée par Shamir (SHAMIR, 1999) ou de
montrer la résistance de la contre-mesure proposée par Aumüller et al. face aux
attaques basées sur l’injection d’une seule faute. Ce travail a ensuite été poursuivi
dans (RAUZY et GUILLEY, 2014), où la contre-mesure de Vigilant (VIGILANT, 2008)
a été davantage étudiée. Dans cet autre article, les auteurs retrouvent à l’aide de
méthodes formelles des vulnérabilités connues sur la contre-mesure de Vigilant mais
montrent ensuite que sa version corrigée proposée par Coron et al. (CORON et al.,
2010) contient des tests non nécessaires et peut être simplifiée.
Tolérance aux fautes de programmes complexes Pattabiraman et al. (PATTABIRA-
MAN et al., 2013) proposent une structure de model-checking pour vérifier la tolé-
rance aux fautes de programmes complexes. Par rapport à l’analyse proposée dans ce
chapitre, leur étude se place au niveau du programme assembleur complet (et non
pas à l’échelle de l’instruction) et en étudie les sorties. Les programmes embarqués
à vérifier sont représentés à l’aide d’un langage assembleur générique. Un modèle
8. http://www.frama-c.com
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de fautes au niveau assembleur, qui est la conséquence d’un ensemble d’erreurs au
niveau du matériel, est considéré. Par exemple, les erreurs considérées incluent des
corruptions au niveau du décodage d’instruction ou du bus de données. Ces erreurs
entraînent par exemple des fautes au niveau des registres ou de la mémoire, et ce
sont ces fautes au niveau assembleur qui sont modélisées dans leur approche. Elles
se rapprochent du modèle présenté dans le chapitre 3. La méthode proposée dans
cet article vise ensuite à vérifier l’efficacité ou à trouver des vulnérabilités dans les
mécanismes de détection d’erreurs. Enfin, les auteurs proposent une application
de leur méthodologie sur le logiciel TCAS 9 et arrivent à détecter des cas où une
faute injectée à un endroit du code peut mener à une sortie inacceptable pour le
programme.
Analyse de robustesse de circuits soumis à des fautes transitoires Dans (Goersch-
win FEY et DRECHSLER, 2008), les auteurs proposent une méthodologie permettant
d’évaluer automatiquement la robustesse d’un circuit soumis à des fautes transitoires.
Pour cela, le circuit à évaluer est décomposé en un ensemble de composants, dont la
fonctionnalité est représentée par une fonction booléenne. Ensuite, trois modèles
de fautes sont considérés et modélisent différents types de fautes transitoires. Le
mécanisme de vérification formelle repose sur l’équivalence du comportement du
système fauté avec le système de référence via la résolution d’un problème de type
SAT. L’approche présentée dans cet article évalue l’impact qu’a une faute injectée
dans un des composants sur la sortie globale du circuit, et permet ainsi de repérer
les éléments potentiellement vulnérables du circuit. Ces travaux ont été poursuivis
dans (Görschwin FEY et al., 2011), et le schéma de vérification formelle qui est
présenté dans ce chapitre peut être vu comme une transposition au niveau assem-
bleur du schéma présenté dans cet article. Dans (BAARIR, BRAUNSTEIN, CLAVEL et al.,
2009), les auteurs étudient également le cas de la tolérance aux fautes de circuits
synchrones décrits au niveau RTL en considérant un modèle de fautes transitoires
de type bit-flip. Pour cela, ils utilisent à la fois un assistant de preuve pour réaliser
des vérifications formelles sur la robustesse générale du circuit ainsi qu’un outil de
model-checking pour obtenir des résultats quantifiés sur son degré de robustesse.
Dans (BAARIR, BRAUNSTEIN, ENCRENAZ et al., 2011), les auteurs étudient également
le cas de la tolérance de circuits synchrones face à des fautes transitoires de type
bit-flip mais étudient plus spécifiquement les capacités d’auto-réparation d’un circuit
(définies comme les capacités d’un circuit à retrouver un état normal à la suite d’une
injection de faute dans l’un de ses éléments). Leur approche permet, à l’aide d’outils
de vérification de type SAT et BDD, de repérer un ensemble d’éléments du circuit
qui pourraient être renforcés ainsi que de comparer plusieurs implémentations d’un
même circuit afin de sélectionner celles dont l’auto-réparation est la plus rapide.
9. Traffic Collision Avoidance System, système visant à éviter les collisions entre aéronefs
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Modélisation formelle de l’architecture ARMv7 Dans (FOX et MYREEN, 2010), Fox
et al. ont également proposé un formalisme pour l’architecture ARMv7 basée sur
l’assistant de preuve HOL4. Ce formalisme permet de modéliser la sémantique de
chacune des instructions et de générer des preuves pour vérifier la sémantique
de séquences de code. Un tel outil aurait également pu être utilisé pour vérifier
formellement la contre-mesure proposée. Toutefois, les preuves générées par HOL4
sont bien plus complexes que celles nécessaires pour réaliser une équivalence de
modèles finis et la vérification de propriétés simples sur ces modèles comme dans
notre cas.
4.3.2 Modélisation et spécification à prouver
Un programme peut être vu comme l’application d’une suite de transformations
des valeurs stockées dans un ensemble de registres ou dans la mémoire. Chaque
instruction du programme agit ainsi comme une fonction qui prend une configuration
des registres et de la mémoire en entrée et qui produit une nouvelle configuration des
mêmes éléments en sortie. Le programme peut alors être représenté sous la forme
d’un système de transitions dont les états correspondent aux configurations des
registres et de la mémoire, et dans lequel chaque transition imite la transformation
réalisée par l’exécution d’une instruction assembleur.
Au lieu de vérifier formellement la tolérance aux fautes pour un programme complet,
l’approche proposée dans ce chapitre consiste à prouver la tolérance aux fautes pour
chaque séquence de remplacement proposée précédemment. En effet, il est suffisant
de certifier que l’état de sortie (caractérisé par l’état de la mémoire et des registres)
après l’exécution d’une séquence de remplacement (avec ou sans injection de faute)
est équivalent à l’état de sortie attendu après l’exécution de l’instruction initiale.
Comme cet état de sortie correspond à l’état d’entrée pour l’instruction qui suit, une
telle approche de vérification permet de garantir que l’instruction suivante utilisera
une configuration correcte pour les registres et la mémoire. De plus, en divisant ainsi
le problème il est ainsi possible de contourner la principale limitation des approches
par model-checking liée à l’explosion du nombre d’états.
4.3.2.1. Modélisation d’une suite d’instructions par une machine d’états
Comme expliqué précédemment, il est possible de modéliser l’exécution d’une
séquence d’instructions sous la forme d’un système de transitions m défini comme
un automate fini interprété. L’automate interagit avec un espace de données externe
(noté ici D), qui conditionne le franchissement des transitions de l’automate. En
retour, le franchissement des transitions modifie les valeurs des éléments stockés dans
cet espace de données externe. Cet espace de données est constitué des éléments
mémorisants du programme (registres à l’exception du compteur de programme pc
et flags). Les paragraphes qui suivent présentent les différents éléments modélisés.
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Système de transitions Dans ce chapitre, le système de transitions m est un quin-
tuplet m = (S, T, S0, Sf , L), avec :
— S l’ensemble des états
— T l’ensemble des transitions T : S → S
— S0 le sous-ensemble de S qui regroupe les états initiaux
— Sf le sous-ensemble de S qui regroupe les états finaux
— L un ensemble d’étiquettes qui correspondent aux valeurs que le compteur de
programme peut prendre (donc aux adresses des instructions du programme)
Les états finaux de Sf sont des états absorbants 10.
Espace de données Chaque état est associé à une configuration de l’espace de
données D. Une configuration d ∈ D se caractérise par :
— la valeur des registres utilisés par le programme, regroupés dans un ensemble
R de registres 11. L’ensemble des configurations de R est noté χR.
— la valeur des flags du processeur, regroupés dans un ensemble F . L’ensemble
des configurations de F est noté χF .
Une configuration de l’espace de données d ∈ D est donc un élément du produit
cartésien (χR ∗ χF ).
Transitions de l’automate Une transition de l’automate modélise l’effet d’une ins-
truction sur les éléments deD et sur le compteur de programme pc. Chaque transition
possède une garde et une action.
Garde Une garde est une condition dépendante des valeurs des éléments de D, et
régissant le franchissement d’une transition. La transition est franchissable si
l’expression de la garde, évaluée sur la configuration courante de D, s’évalue
en True.
g : Config(D)→ B
Action Une action modélise l’effet d’une instruction sur chacune des variables de
l’espace de données D.
a = ⋃e∈D fe avec fe : Config(D) ∗ S → Config(D)
Exemple de système de transitions Un exemple d’un tel système de transitions
pour l’instruction add r1,r2,r3 est présenté sur la figure 4.1.
4.3.2.2. Modélisation des éléments mémorisants
Les paragraphes qui suivent présentent les choix qui ont été faits pour mémoriser les
registres, les flags ainsi que la mémoire.
10. Un état absorbant est un état que le système ne quitte plus une fois l’état atteint
11. Par exemple, pour une instruction add r1,r2,r3, l’ensemble R des registres comprend les
registres r1, r2, r3
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pc_init
pc_final
Transitions Donnees
R = {r1, r2, r3}
F = {N, Z, C, V, Q}
g, a
s
0
s
1
Avec :
pc_init, pc_final ∈ L
pc_init correspond à l’adresse de l’instruction add r1, r2, r3
pc_final correspond à l’adresse de l’instruction suivante
S0 = {s0}
Sf = {s1}
Garde (g) : [true]
Action (a) :
{
R′.r1 = R.r2 +R.r3
F ′ = F
Figure 4.1. : Système de transitions pour l’instruction add r1,r2,r3
Modélisation des registres et des flags Les registres de l’ensemble R peuvent com-
prendre des registres génériques (r0-r12), le pointeur de pile (r13) ou le Link
Register (r14). Ces registres sont modélisés sous la forme de registres 4 bits. Les 5
flags du processeur sont : C (carry), N (negative), Z (zero), V (overflow), Q (satu-
ration) 12. Chaque flag est modélisé sous la forme d’un registre 1 bit. Ces tailles de
registres suffisent à modéliser les opérations arithmétiques et logiques ainsi que les
opérations sur les flags et permettent surtout de garder une complexité raisonnable
pour le programme de model-checking. De plus, modéliser l’ensemble des registres
n’est pas nécessaire étant donné qu’une instruction lit seulement un sous-ensemble
des registres et écrit dans les registres de destination. De plus, d’après le modèle
de fautes par saut d’instructions qui a été considéré, les registres qui ne sont pas
modifiés par une instruction ne peuvent pas l’être par une faute. Ainsi, pour une
instruction i ou sa séquence de remplacement c choisis, l’ensemble R des registres
est simplement composé des registres qui sont manipulés par i ou par sa séquence
de remplacement c. Les registres supplémentaires utilisés par c sont supposés être
non-vivants après l’occurrence de l’instruction i dans le programme initial.
Modélisation de la mémoire Le modèle de fautes considéré suppose que la mémoire
ne peut pas être directement corrompue par une faute. Ainsi, s’il n’est pas nécessaire
12. Ces flags peuvent être écrits par certaines instructions et sont utilisés par plusieurs autres. Les
branchements conditionnels font partie des instructions qui utilisent ces flags
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de modéliser la mémoire, il est quand même impératif de vérifier que les transferts
vers et depuis la mémoire ont bien eu lieu dans le modèle initial et la séquence de
remplacement. Pour s’assurer qu’une écriture mémoire a bien été exécutée à la bonne
adresse, il suffit de vérifier que l’instruction correspondante a bien été exécutée au
moins une fois. Comme expliqué plus tard dans cette partie, on ajoute pour cela une
variable qui sert de compteur dans les systèmes de transitions de l’instruction initiale
et de sa séquence de remplacement.
4.3.2.3. Construction des systèmes de transition
Pour vérifier qu’une séquence de remplacement pour une instruction est robuste face
à une attaque par saut d’instruction, on construit donc deux systèmes de transition :
un pour l’instruction initiale et un deuxième pour sa séquence de remplacement. Soit
m(i) le système de transitions de l’instruction i sur l’espace de données Di et m(c)
le système de transitions de sa séquence de remplacement sur l’espace de données
Dc.
On a donc :
— m(i) = (Si, T i, Si0, Sif , Li)
— m(c) = (Sc, T c, Sc0, Scf , Lc)
Par ailleurs, soit pc_init_i ∈ Li l’étiquette correspondant à la valeur du compteur de
programme lors de l’état initial pour l’instruction i et pc_init_c ∈ Lc celle pour la
séquence c. De même, soit pc_final_i ∈ Li l’étiquette correspondant à la valeur du
compteur de programme lors de l’état final pour l’instruction i et pc_final_c ∈ Lc
celle pour la séquence c.
Construction du modèle pour l’instruction de référence Pour l’instruction i à ren-
forcer, le système de transitions est construit selon les principes présentés en 4.3.2.1
et 4.3.2.2. On note GenereSystemeTransitions(i) la procédure qui construit ce
système de transitions pour une instruction i.
m(i) = GenereSystemeTransitions(i) (4.1)
Construction du modèle pour la séquence de remplacement avec injection de faute
Le système de transitions correspondant à la séquence de remplacement c (correspon-
dant à l’instruction i) est également construit selon les principes présentés en 4.3.2.1
et 4.3.2.2. Cependant, des transitions sont ajoutées au modèle pour représenter un
possible saut d’instruction par un attaquant. Celles-ci sont ajoutées à l’aide d’une
procédure AddNop(), présentée dans l’algorithme 3.
m(c) = AddNop(GenereSystemeTransitions(c)) (4.2)
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Algorithme 3 : AddNop(m(c))
1 Ajouter nbfaute = 0 dans Dc
2 foreach t transition de m(c) (t : si → sj) do
3 Créer une nouvelle transition t′ (t : si → sj) avec :
4 - garde : [nbfaute = 0]
5 - action :

∀e ∈ Dc\{nbfaute}
e′ = e
nbfaute′ = nbfaute+ 1
Construction du modèle complet Le modèle complet est une composition syn-
chrone des deux systèmes de transitions, avec une mise en cohérence des valeurs
initiales des éléments de Di et Dc. Ce modèle complet est un système de transitions
m = (S, T, S0, Sf , L) sur l’espace de données D, avec :
— D = Di⊎Dc
— S ⊂ (Si ∗ Sc)
— T ⊂ (T i ∗ T c)
— S0 = (Si0 ∗ Sc0)
— Sf = (Sif ∗ Scf )
— L = Li⊎Lc
— ∀ei ∈ Di et ec ∈ Dc (équivalent de ei dans Dc), ei et ec sont initialisés à la
même valeur
Pour chaque initialisation d’un couple (ei, ec), on utilise une variable libre diffé-
rente.
Par exemple :{
e1i = x
e1c = x (la même valeur)
mais{
e2i = y
e2c = y (y peut avoir une valeur différente de x)
Un état de m est composé des états des automates m(i) et m(c) et une transition
de m correspond au franchissement simultané d’une transition dans m(i) et dans
m(c) avec des actions cohérentes sur Di et Dc. On peut donc chercher à vérifier des
propriétés de logique temporelle sur le graphe des états accessibles engendré par
m.
4.3.2.4. Spécification à prouver
Pour prouver l’équivalence entre la sortie d’une instruction et celle de sa séquence de
remplacement, il suffit de prouver que les modèles m(i) et m(c) atteignent toujours
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un état final (absorbant par définition) et quand m(i) et m(c) atteignent un état
final, les valeurs sur l’espace de données sont similaires. A titre d’illustration, ces
propriétés à vérifier peuvent être exprimées à l’aide de la logique temporelle CTL via
la formule 4.3.
AG[((i.pc = pc_init_i) ∧ (c.pc = pc_init_c))⇒
AF ((i.pc = pc_final_i) ∧ (c.pc = pc_final_c) ∧ ∀x ∈ D, (i.x = c.x))]
(4.3)
Cette formule est de la forme AG(a⇒ AF (b ∧ c)), avec :
— a : états initiaux
— b : états finaux
— c : égalité des données sur D
— a⇒ AF (b ∧ c) : tous les chemins satisfaisant a atteignent inévitablement un
état satisfaisant b et c
— AG(ϕ) : la proposition ϕ est vraie pour tous les états du graphe des états
accessibles
Celle-ci sera décomposée en plusieurs formules plus simples pour les exemples
présentés dans la partie qui suit. Cette décomposition permet de vérifier séparément
différentes propriétés.
4.3.2.5. Logiciel de model-checking Vis
Pour vérifier le schéma de contre-mesure proposé, le logiciel de model-checking
Vis 13 a été utilisé. Cet outil permet de spécifier un ensemble d’automates synchrones
puis d’évaluer des propriétés de logique temporelle sur le graphe des états de cet
ensemble d’automates. Ces automates synchrones peuvent être décrits à l’aide du
langage Verilog, qui est particulièrement approprié pour modéliser des systèmes
de transitions qui manipulent des registres et des vecteurs de bits. Le logiciel Vis
supporte les techniques de model-checking symbolique et SAT, ce qui permet de
réaliser la vérification sans énumérer l’ensemble des valeurs pour tous les registres.
4.3.3 Vérification formelle de séquences de remplacement
Les paragraphes qui suivent présentent plusieurs exemples de vérification de sé-
quences de remplacement pour différents types d’instructions.
13. http://vlsi.colorado.edu/~vis
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4.3.3.1. Instructions arithmétiques et logiques
La partie gauche de la figure 4.2 montre la machine d’états qui correspond au
système de transitions pour une instruction non-idempotente add r1,r1,r3. Le
compteur de programme est mis à jour et, selon l’instruction, les registres ou les
flags peuvent également être mis à jour. La séquence de remplacement utilise ici
le registre non-vivant r12 et deux instructions mov supplémentaires pour écrire le
résultat dans le registre destination r1. Le système de transitions de la contre-mesure
avec occurrence aléatoire d’une faute exactement est modélisé par la machine d’états
de la partie droite de la figure 4.2. Pour prouver que la séquence de remplacement
est tolérante à une faute sous la forme de saut d’instruction, les deux machines
d’états commencent avec les mêmes valeurs pour les registres source (r1 et r3) et
les flags. i.r1 et c.r1 sont affectés à la même variable libre V1. De même, i.r3
et c.r3 sont affectés à la variable libre V3, et les flags des deux machines d’états
affectés à la variable libre VALEUR_FLAGS. Ensuite, la validité de trois propriétés P1,
P2 et P3 exprimées en logique temporelle CTL a été vérifiée à l’aide de l’outil Vis.
Les propriétés P1 et P2 expriment le fait que, dans les deux machines d’états, tout
chemin d’un état initial arrive dans un état final. La propriété P3 exprime le fait que
dans cet état final, pour toutes les valeurs initiales possibles des registres source, les
valeurs de r1 et des flags sont identiques pour m(i) et m(c).
4.3.3.2. Instructions de lecture et écriture en mémoire
La figure 4.3 présente les systèmes de transitions pour l’écriture mémoire idempo-
tente str r3,[r1,r2], et pour sa séquence de remplacement. Dans ce cas, comme
l’instruction écrit le contenu de r3 dans la mémoire à l’adresse r1+r2 et que l’on
considère un modèle de saut d’instruction, aucune preuve n’est nécessaire sur les
valeurs contenues dans les registres. Pour vérifier cette instruction et sa séquence
de remplacement, il suffit de vérifier qu’au moins une instruction str a bien été
exécutée. Une variable cpt qui sert de compteur est ajoutée à la définition d’un
état. Ce compteur est initialement mis à 0 et est incrémenté à chaque transition qui
correspond à une instruction str. Les propriétés P1 et P2 expriment le fait que tout
chemin arrive forcément dans un état final. La propriété P3 exprime le fait que le
nombre d’écritures faites par la séquence de remplacement doit être égal à 1 ou 2.
4.3.3.3. Instruction d’appel de sous-fonction
La figure 4.4 montre les machines d’états pour une instruction bl et sa séquence de
remplacement. Dans les deux systèmes de transitions, un label @sous_fonction a été
ajouté pour modéliser la sous-fonction cible du branchement. Les transitions depuis
un état dans lequel PC = @sous_fonction mettent la valeur du Link Register dans
le compteur de programme. Une telle transition modélise le retour de la fonction
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m(i) m(c)
add r1, r1, r3
add  r2, r1, r3
add  r2, r1, r3
mov r1, r2
mov r1, r2
c.pc = PC0
c.r1 = V1
c.r3 = V3
c.flags = VALEUR_FLAGS
PC0
PC1
r1 = r1 + r3
PC0
PC0_1
PC0_2
PC0_3
PC1
faute
faute
faute
faute
Instruction initiale Séquence de remplacement
add r2, r1, r3
add r1, r1, r3 r2 = r1 + r3
add r2, r1, r3
r2 = r1 + r3
mov r1, r2
r1 = r2
mov r1, r2
r1 = r2
i.pc = PC0
i.r1 = V1
i.r3 = V3
i.flags = VALEUR_FLAGS
P1 : AF(i.pc = PC1)
P2 : AF(c.pc = PC1)
P3 : AG((i.pc = PC1 * c.pc = PC1) => (i.r1 = c.r1 * i.flags = c.flags))
Figure 4.2. : Modélisation pour une instruction add non-idempotente et sa contre-mesure
et incrémente un compteur. Ensuite, les propriétés P1 et P2 à vérifier par l’outil
de model-checking expriment le fait que tout chemin d’un état initial va à un état
final. Elles assurent ainsi que le compteur de programme revient bien à la fonction
appelante. La propriété P3 exprime le fait que dans un état final le nombre d’appels
à la fonction est le même pour i et pour c et que ce nombre est égal à 1.
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m(i) m(c)
str r3, [r1, r2]
str  r3, r1, r2
str  r3, r1, r2
c.pc = PC0
c.r1 = V1
c.r2 = V2
c.flags = VALEUR_FLAGS
c.cpt = 0
PC0
PC1
cpt++
PC0
PC0_1
PC1
faute
faute
Instruction initiale Séquence de remplacement
str r3, [r1, r2]
str r3, [r1, r2] cpt++
str r3, [r1, r2]
cpt++
i.pc = PC0
i.r1 = V1
i.r2 = V2
i.flags = VALEUR_FLAGS
i.cpt = 0
P1 : AF(i.pc = PC1)
P2 : AF(c.pc = PC1)
P3 : AG((i.pc = PC1 * c.pc = PC1) => (c.cpt = 2 + c.cpt = 1))
Figure 4.3. : Modélisation pour une instruction idempotente str et sa contre-mesure
4.3.3.4. Instructions qui lisent et écrivent les flags
Pour l’instruction adcs et sa séquence de remplacement (présentée dans le listing
4.14), les propriétés en logique CTL sont les mêmes que celles utilisées pour une
instruction add. Toutefois, la propriété qui garantit l’égalité des registres de destina-
tion et des flags n’est pas valide si une faute vise la dernière instruction adcs. Cette
égalité des registres et flags est exprimée par la proposition RESULT=1 dans la figure
4.5. Cette figure montre la sortie du logiciel Vis pour la vérification des propriétés
énoncées précédemment. En revanche, il est possible de relâcher la contrainte sur
les flags pour garantir seulement une égalité des registres en sortie. Cette égalité
plus restreinte est exprimée par la proposition LIGHT_RESULT=1 dans la figure 4.5.
Comme illustré sur la figure, il est donc possible de garantir au moins l’égalité des
registres en sortie. Cette contre-mesure peut donc seulement être utilisée si les flags
ne sont pas vivants après l’instruction adcs initiale.
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m(c)
bl sous_fonction
adr  r12, label_retour
adr  r12, label_retour
add lr, r12, #1
add lr, r12, #1
b     sous_fonction
b     sous_fonction
c.pc = PC0
c.cpt = 0
PC0
PC1
lr = PC1
pc = @sous_fonction
PC0
PC0_1
PC0_2
PC0_3
PC0_4
faute
faute
faute
faute
Instruction initiale Séquence de remplacement
adr r12, label_retourbl sous_fonction
r12 = PC1
adr r12, label_retour
r12 = PC1
add lr, r12, #1
lr = r12 + 1
add lr, r12, #1
lr = r12 + 1
m(i)
@sous_fonction
pc = lr
cpt++
PC0_5
faute
@sous_fonction
b sous_fonction
pc = @sous_fonction
PC1
label_retour
faute
b sous_fonction
pc = @sous_fonction
pc = PC1
cpt++
i.pc = PC0
i.cpt = 0
P1 : AF(i.pc = PC1)
P2 : AF(c.pc = PC1)
P3 : AG((i.pc = PC1 * c.pc = PC1) => (i.cpt = 1 * c.cpt = i.cpt))
Figure 4.4. : Systèmes de transitions pour une instruction bl et sa séquence de remplace-
ment
4.3.3.5. Statistiques de vérification
Le processus de vérification est basé sur une modélisation des opérations arithmé-
tiques et logiques réalisées par les instructions, et sur une modélisation de leurs
effets sur les registres et flags. Ainsi, la taille minimale requise pour modéliser les
registres est la taille minimale qui permette de modéliser précisément les effets sur
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MC : formula passed - AG(AF(i.pc=PC1))
MC : formula passed - AG(AF(c.pc=PC1))
MC : formula failed - AG((i.pc=PC1*c.pc=PC1)->RESULT=1)
MC : formula passed - AG((i.pc=PC1*c.pc=PC1)->LIGHT_RESULT=1)
Figure 4.5. : Sortie du logiciel Vis pour la vérification de l’instruction adcs
les flags. Ainsi, pour ce type de vérification, utiliser des registres 4 bits est suffisant.
Toutefois, le processus de vérification mène aux mêmes résultats pour des registres
modélisés avec une taille de 4 bits ou pour des registres modélisés avec une taille
supérieure.
Le temps d’exécution du processus de vérification et la taille du système de transitions
dépendent de la taille des registres et des opérations modélisées. Le processus de
vérification s’est exécuté en moins d’une seconde pour des registres de 4 bits pour
toutes les instructions, et en moins d’une minute pour pratiquement toutes les
instructions pour une taille de registres de 16 bits. Néanmoins, il y a eu besoin de
29 heures pour vérifier l’instruction umlal (la plus coûteuse en termes de séquence
de remplacement) avec des registres de 16 bits. De plus, le logiciel Vis n’a pas pu
construire de représentation interne ou réaliser la vérification pour des registres
au-dessus de 24 bits. Des travaux en cours visent à lever cette limitation en utilisant
des représentations SAT et SMT mieux adaptés que les BDD pour ces vérifications.
4.4 Application automatique de la contre-mesure
Pour appliquer la contre-mesure à des codes de grande taille, un algorithme d’auto-
matisation a été conçu. Celui-ci est présenté en 4.4.1. Ensuite, cette contre-mesure a
été appliquée à plusieurs codes pour en évaluer le surcoût global, à la fois en termes
de taille de code et de nombre de cycles d’horloge. Les résultats de l’évaluation du
surcoût sont présentés en 4.4.2.
4.4.1 Algorithme d’application automatique
Un algorithme d’application de la contre-mesure a été conçu. Celui-ci reçoit en entrée
un code binaire désassemblé non sécurisé et réalise une traduction de code assem-
bleur vers du code assembleur renforcé. Les étapes de l’algorithme sont détaillées en
4.4.1.1. Enfin, cet algorithme présente quatre limitations, décrites en 4.4.1.2.
4.4.1.1. Présentation des étapes de l’algorithme
L’algorithme est structuré en deux passes.
— la première reconstruit les adresses symboliques
— la seconde produit, pour chaque instruction du code à sécuriser, une séquence
de remplacement et l’insère dans le programme
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La première passe est nécessaire avant de pouvoir appliquer automatiquement la
contre-mesure. Elle est composée de deux étapes.
1. Comme les branchements pointent directement vers une adresse, la première
étape consiste à reconstruire des labels associés aux cibles des différents
branchements. Ces labels servent ensuite à définir les adresses de destination
des nouveaux branchements.
2. La seconde étape consiste à réécrire les instructions de chargement de don-
nées depuis une adresse en mémoire d’instructions (comme ldr r0,[pc#40]).
Comme l’adresse de la donnée à charger est susceptible de changer, ces instruc-
tions doivent être réécrites sous la forme de pseudo-instructions de chargement
direct (comme présenté en 2.2.9.2).
Cette passe préliminaire d’analyse est présentée dans l’algorithme 4.
Algorithme 4 : Première passe préliminaire d’analyse du code
Data : instruction[n] une séquence de n instructions
Result : Séquence de m > n instructions renforcée à l’aide de la contre-mesure
1 for i <= n do
2 if instruction[n] est un branchement vers une adresse then
3 Détecter l’instruction de destination de ce branchement
4 Créer un label avant cette instruction de destination
5 Remplacer instruction[n] par un branchement vers ce label
6 if instruction[n] est un chargement depuis une adresse relative au pc then
7 Récupérer la valeur stockée à cette adresse
8 Remplacer instruction[n] par une pseudo-instruction de chargement direct
(du type ldr r0,=0x12345678)
Enfin, une fois cette passe préliminaire d’analyse achevée, la seconde passe d’applica-
tion automatique de la contre-mesure à l’ensemble du code en utilisant les séquences
de remplacement présentées dans ce chapitre peut être réalisée. Cette seconde passe
de renforcement du code est présentée dans l’algorithme 5.
4.4.1.2. Limitations liées à l’utilisation d’un code assembleur compilé
Instructions non-remplaçables Une des limitations de l’algorithme est liée au cas
des instructions non-remplaçables, pour lesquelles un remplacement à l’échelle de
l’instruction est impossible. Dans ce cas, l’algorithme avertit simplement l’utilisateur
de la présence d’une instruction non-remplaçable. Le programmeur peut alors choisir
de ne pas remplacer l’instruction en question ou bien de réécrire manuellement une
partie du code de la fonction dont fait partie cette instruction, de façon à utiliser
uniquement des instructions remplaçables.
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Algorithme 5 : Seconde passe de renforcement du code
1 for i <= n do
2 switch instruction[n] do
3 case Instruction idempotente
4 Dupliquer instruction[n]
5 case Instruction séparable
6 Détecter le nombre de registres supplémentaires nécessaires
7 if Des registres supplémentaires sont nécessaires then
8 if Suffisamment de registres non-vivants sont disponibles then
9 Sélectionner des registres non-vivants
10 else
11 if Suffisamment de registres peuvent être placés sur la pile then
12 Modifier la séquence de remplacement de l’instruction push
en début de fonction pour libérer davantage de registres
13 Modifier l’instruction de pop en fin de fonction pour restaurer
ces registres
14 else
15 Avertir l’utilisateur sur le manque de registres et l’impossibilité
d’appliquer la contre-mesure sur cette portion de code
16 if instruction[n] est une instruction de manipulation de la pile then
17 Calculer le nombre d’octets lus ou écrits sur la pile
18 if instruction[n] est une instruction pop qui écrit dans le registre pc
then
19 Utiliser la séquence de remplacement pour une instruction pop
qui écrit sur le registre pc
20 else
21 Utiliser la séquence de remplacement pour une instruction de
manipulation de la pile
22 else if instruction[n] est une instruction umlal then
23 Utiliser la séquence de remplacement pour une instruction umlal
24 else if instruction[n] utilise un décalage rrx et lit les flags then
25 Réaliser l’opération de décalage rrx
26 Utiliser la séquence de remplacement pour une instruction séparable
27 else
28 Utiliser la séquence de remplacement pour une instruction séparable
29 case Instruction particulière
30 if instruction[n] est une instruction bl d’appel de sous-fonction then
31 Utiliser la séquence de remplacement pour une instruction bl
32 else if instruction[n] est un bloc it then
33 Utiliser la séquence de remplacement pour un bloc it
34 otherwise
35 Avertit l’utilisateur de la présence d’une instruction non-remplaçable
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Adresses de branchement obtenues par calcul L’analyse statique de reconstruction
des adresses symboliques n’ajuste pas les adresses calculées. Un exemple de ce cas
de figure est présenté sur le listing 4.15. Dans cet exemple, l’adresse 0x08000123
est calculée par trois instructions (mov, lsl et add) et un branchement est ensuite
réalisé vers cette adresse. L’application automatique de la contre-mesure présentée
dans ce chapitre sur ce programme ne modifiera pas le résultat de ce calcul d’adresse
(qui sera donc toujours 0x08000123). Cependant, suite à l’application de la contre-
mesure, l’adresse de l’instruction cible de ce changement peut très bien ne plus être
0x08000123.
Listing 4.15 : Exemple de code qui réalise un calcul d’adresse
1 mov r7 , #0x0800 ; place les 16 bits de poids fort dans r7
2 l s l r7 , r7 , #16 ; decalage de 16 bits vers la gauche
3 add r7 , r7 , #0x123 ; ajoute les 16 bits de poids faible a r7
4 bx r7 ; branche vers l’adresse stockee dans r7
Détection de registres non-vivants Une autre limitation concerne les registres vi-
vants : pour plusieurs séquences de remplacement, la contre-mesure proposée
requiert un ou plusieurs registres supplémentaires. Ces registres peuvent être pris
parmi les registres non-vivants à ce point du programme. Dans le cas où aucun re-
gistre n’est vivant à un point du programme et si suffisamment de registres peuvent
être placés sur la pile, il est possible de modifier l’instruction de push au début de la
fonction de façon à libérer davantage de registres en utilisant la pile. Néanmoins,
le calcul des registres vivants à un point du programme est une opération faite
nativement par les compilateurs mais complexe à réaliser sur un code assembleur
déjà compilé. Ainsi, le programme de traduction utilisé pour les travaux présentés
dans cette thèse ne suit pas exactement l’algorithme présenté précédemment. Ce
programme utilise le registre r12 pour les séquences qui nécessitent un registre
supplémentaire et requiert une intervention de l’utilisateur pour les séquences qui
nécessitent plusieurs registres.
Analyse sémantique et optimisations L’algorithme d’application automatique pré-
senté ne réalise aucune analyse sémantique sur le code assembleur source car de
telles analyses sont difficiles à réaliser sur un code compilé. L’algorithme applique
donc la contre-mesure instruction par instruction. Néanmoins, l’application de la
contre-mesure sans analyse à une échelle plus large peut aboutir à la génération
de code non-optimisé. Par exemple, le listing 4.16 présente deux instructions sur
lesquelles l’algorithme d’automatisation doit être appliqué. L’instruction cmp lit le
résultat de l’instruction add pour réaliser une comparaison, ce résultat est placé dans
le registre r1. Après application de l’algorithme, le code obtenu est présenté dans
le listing 4.17. Comme l’instruction add r1,r1,#1 est une instruction séparable,
le registre r12 est utilisé comme registre temporaire et le résultat final est placé
dans r1. Toutefois, en termes de sémantique, il est strictement équivalent pour
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l’instruction cmp de lire r1 ou bien de lire r12 puisque les deux registres contiennent
la même information. Ainsi, il serait possible de supprimer les deux instructions mov
et d’utiliser r12 comme registre source pour l’instruction cmp tout en obtenant un
résultat équivalent. Cette optimisation n’est pas réalisée par l’algorithme présenté
précédemment. Le code optimisé à la suite de cette opération est présenté dans le
listing 4.18.
Listing 4.16 : Exemple de code à renforcer
1 add r1 , r1 , #1 ; ajoute 1 a r1
2 cmp r1 , #9 ; compare la valeur dans r1 a 9
Listing 4.17 : Application de la contre-mesure instruction par instruction
1 add r12 , r1 , #1
2 add r12 , r1 , #1
3 mov r1 , r12 ; la sequence de remplacement ecrit dans r1
4 mov r1 , r12 ; pour permettre a l’instruction cmp de lire r1
5 cmp r1 , #9
6 cmp r1 , #9
Listing 4.18 : Optimisation possible en analysant sémantiquement le code
1 add r12 , r1 , #1
2 add r12 , r1 , #1
3 cmp r12 , #9 ; r12 peut directement etre utilise par l’inst. cmp
4 cmp r12 , #9
4.4.2 Résultats en termes de surcoût
Quatre implémentations ont été considérées pour une mesure du surcoût apporté
par la contre-mesure proposée dans ce chapitre. Les deux premières sont des im-
plémentations de l’algorithme AES dans sa version 128 bits et la troisième est une
implémentation de l’algorithme SHA-0. Nous avons développé le premier code AES
à partir de la spécification (NIST, 2001). Pour celui-ci, chaque clé de ronde est
calculée avant l’opération d’AddRoundKey associée. Le second code AES et celui de
SHA-0 proviennent de la suite de codes MiBench (GUTHAUS et al., 2001). Enfin,
la quatrième implémentation correspond à l’implémentation AES que nous avons
développée et pour laquelle la contre-mesure a seulement été appliquée sur les deux
dernières rondes du chiffrement. Cette dernière implémentation n’a pas pour but
de représenter un cas réel de renforcement d’une implémentation AES mais vise
à montrer la possibilité de réduire significativement les surcoûts avec une bonne
connaissance des parties sensibles de l’algorithme à renforcer. Par ailleurs, il est
important de mentionner que toutes les instructions des codes testés ont pu être rem-
placées à l’aide de séquences de remplacement présentées dans ce chapitre. De plus,
suffisamment de registres non-vivants étaient disponibles pour toutes les séquences
de remplacement qui nécessitaient un ou plusieurs registres supplémentaires. Le
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surcoût en termes de taille de code et nombre de cycles d’horloge pour ces quatre
implémentations est présenté dans le tableau 4.4.
Table 4.4. : Surcoût apporté par la contre-mesure pour plusieurs implémentations
Sans contre-mesure Avec contre-mesure
Implémentation
Cycles Taille code Cycles Surcoût Taille code Surcoût
AES 9595 490 o 20503 113.7 % 1480 o 202 %
MiBench AES 9294 3372 o 26618 186.4 % 9776 o 189.9 %
MiBench SHA-0 4738 746 o 10558 122.8 % 2076 o 178.2 %
AES avec contre-mesure 9595 490 o 11374 18.6 % 1874 o 282.5 %
sur les 2 dernières rondes
Le surcoût apporté par la contre-mesure est élevé pour les trois premières implémen-
tations avec, selon les implémentations, un nombre de cycles doublé voire triplé et
une taille de code quasiment triplée. Néanmoins, en termes de nombre de cycles,
un tel surcoût reste relativement comparable à ceux apportés par des approches de
sécurisation de code (basées sur une duplication à l’échelle de l’algorithme) ou de
tolérance aux fautes (basées au moins sur une triplication). La quatrième implémen-
tation montre également la possibilité de minimiser le surcoût en nombre de cycles
en choisissant les fonctions à renforcer, au détriment d’un surcoût important en taille
de code. Ce surcoût est lié à la structure particulière de l’algorithme AES qui réalise
plusieurs rondes de chiffrement : deux implémentations pour chacune des fonctions
de l’algorithme (une non-renforcée pour les 8 premières rondes et une renforcée
pour les deux dernières) doivent alors être placées en mémoire.
4.5 Conclusion et perspectives
Dans ce chapitre, un schéma de contre-mesure qui permet de renforcer un pro-
gramme embarqué et le rendre tolérant aux fautes par saut d’instructions a été
présenté. Une séquence de remplacement a été proposée pour presque toutes les
instructions du jeu d’instructions Thumb-2. Les instructions de Thumb-2 peuvent
être divisées en trois classes, les deux premières ayant chacune leurs séquences de
remplacement dédiées et la dernière correspondant aux instructions sans séquence
de remplacement proposée. Enfin, un processus de vérification pour garantir la
validité et la tolérance à une faute des séquences de remplacement a été mis en
place pour chaque classe d’instructions.
Ce schéma de contre-mesure n’a pas pour prétention de proposer une protection
totale face aux attaques par injection de fautes. Pour obtenir cela, plusieurs niveaux
de contre-mesure (matérielle, logicielle, algorithme) devraient être ajoutés pour
un coût bien plus élevé et un temps de développement accru. Néanmoins, cette
contre-mesure présente trois principaux avantages : la possibilité d’être appliquée
de façon automatique à un code générique pour en renforcer la sécurité, son surcoût
comparable à des approches de sécurisation face aux attaques en faute par redon-
dance à l’échelle de l’algorithme, et enfin le fait que la redondance soit apportée au
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niveau de l’instruction et non plus de l’algorithme ou la fonction. Elle permet donc
théoriquement de renforcer de manière très simple et pour un coût raisonnable un
code face aux attaques en faute et de réduire l’efficacité de ces attaques.
L’algorithme d’application automatique de la contre-mesure présenté en fin de cha-
pitre permet d’utiliser directement la contre-mesure sur des codes complexes mais
présente encore quelques limitations. Ces limitations sont dues au fait que l’algo-
rithme utilise en entrée un code binaire désassemblé et réalise la transformation
du code instruction par instruction. Or, un compilateur reçoit en entrée un code
source sur lequel il peut réaliser des analyses sémantiques, possède des représen-
tations intermédiaires contenant davantage d’informations que le code assembleur
finalement produit, il décide de l’attribution des registres et peut être configuré de
façon à ne pas utiliser certaines instructions pour lesquelles aucune séquence de
remplacement n’a été trouvée. Une application de la contre-mesure directement au
sein au compilateur permettrait de résoudre l’ensemble des problèmes soulevés en
fin de chapitre et permettrait de rendre l’application de la contre-mesure totalement
transparente pour le programmeur.
Si la robustesse face au saut d’une instruction et la sémantique des séquences de
remplacement ont pu être vérifiées formellement dans ce chapitre, il reste nécessaire
d’évaluer expérimentalement l’efficacité de cette contre-mesure et sa résistance face
à des injections de fautes réelles. De plus, cette contre-mesure ne propose aucune
protection au niveau du flot de données, alors que certaines expérimentations
présentées dans cette thèse ont montré la possibilité de corrompre des transferts
de données. Il est donc nécessaire de compléter cette contre-mesure de façon à
également protéger le flot de données. Enfin, les aspects liés aux attaques par
observation n’ont pas été traités dans ce chapitre, et il est important de vérifier
si cette contre-mesure peut avoir un effet sur les fuites d’information lorsqu’elle
est appliquée à une implémentation cryptographique. Ces différents points liés à
l’évaluation expérimentale de la contre-mesure sont l’objet du chapitre suivant.
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5Évaluation expérimentale de la
contre-mesure proposée
Certains des travaux présentés dans ce chapitre ont fait l’objet d’un article présenté lors
de la conférence IEEE HOST 2014 (MORO, HEYDEMANN, DEHBAOUI et al., 2014).
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5.1 Introduction
Dans le chapitre précédent, une contre-mesure a été élaborée face à un modèle sim-
plifié d’attaquant. Ce modèle avait lui-même été extrait des résultats expérimentaux
des chapitres 2 et 3. La contre-mesure proposée fournit une méthode de sécurisation
du flot de contrôle d’un programme assembleur pour le modèle de fautes par saut
d’instruction considéré. Cette contre-mesure ne répond au problème de la sécurisa-
tion du flot de données, qui doit passer par une protection des transferts de données.
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Cet aspect a en revanche été adressé par Barenghi et al. (BARENGHI, BREVEGLIERI,
KOREN, PELOSI et al., 2010), qui propose une contre-mesure de détection de fautes
au niveau assembleur. Cette contre-mesure pourrait ainsi compléter la contre-mesure
proposée dans le chapitre précédent.
Nous proposons de combiner ces deux contre-mesures. A cet effet, il est nécessaire
de mieux connaître leurs points forts et faibles. Ce chapitre vise à évaluer expé-
rimentalement la robustesse de ces deux contre-mesures. Pour cela, ce chapitre
présente de façon plus détaillée la contre-mesure de Barenghi et al. puis réalise
cette évaluation des deux contre-mesures en les appliquant telles qu’elles ont été
définies. L’évaluation est d’abord réalisée sur des instructions isolées, puis sur des
codes plus complexes issus d’une implémentation de FreeRTOS. A partir des résultats
de cette étude, ces deux contre-mesures sont combinées pour renforcer un code
assembleur extrait d’une implémentation de l’algorithme AES. Enfin, une première
analyse simple de l’impact de cette contre-mesure face aux attaques par observation
est proposée en fin de chapitre.
5.2 Évaluation expérimentale face aux injections de
faute
Les sous-parties qui suivent commencent par présenter la contre-mesure de détection
proposée par Barenghi et al. en 5.2.1. Ensuite, le choix d’une métrique de robustesse
pour l’évaluation des contre-mesures est discuté en 5.2.2. Les paramètres expérimen-
taux utilisés pour l’évaluation expérimentale des contre-mesures sont présentés en
5.2.3. Une première évaluation expérimentale de robustesse sur des instructions iso-
lées est alors présentée en 5.2.4. Enfin, une évaluation sur des codes plus complexes
provenant d’une implémentation de FreeRTOS est présentée en 5.2.5.
5.2.1 Contre-mesure de détection de fautes
La contre-mesure proposée par Barenghi et al. vise a détecter un grand nombre
de fautes uniques (i.e. de fautes non-multiples) sur une petite portion de code de
quelques instructions. Plus précisément, cette contre-mesure permet de détecter
le saut d’une instruction, certains cas de remplacements d’instructions ainsi que
l’injection d’une faute sur le flot de données (par chargement de donnée corrompue
ou modification de la valeur du registre destination). Le modèle de fautes considéré
est plus large que celui considéré pour la contre-mesure proposée dans le chapitre
4.
L’exemple donné par Barenghi et al. (BARENGHI, BREVEGLIERI, KOREN, PELOSI et al.,
2010) pour protéger une instruction ldr est reproduit dans le listing 5.1. La contre-
mesure est basée sur une duplication d’instruction associée à un stockage du résultat
dans un registre supplémentaire. Ensuite, une comparaison est réalisée pour détecter
110 Chapitre 5 Évaluation expérimentale de la contre-mesure proposée
toute différence entre les deux registres de destination. Si une erreur est détectée, le
programme branche vers une sous-fonction d’erreur.
Ce principe de détection peut directement être appliqué à plusieurs instructions
arithmétiques et logiques. Il est à noter que les auteurs de l’article font eux-mêmes
mention de l’existence d’instructions pour lesquelles cette contre-mesure ne peut pas
être appliquée mais n’en donnent pas de liste. Nous avons néanmoins pu observer
que cette contre-mesure ne s’applique pas en l’état aux instructions qui utilisent les
flags, aux instructions de branchement et aux instructions de manipulation de la
pile 1.
Listing 5.1 : Contre-mesure de détection pour une instruction ldr
1 ldr r0 , [ pc , #40] ; instruction ldr initiale
2 ldr r1 , [ pc , #38] ; instruction ldr dupliquée
3 cmp r0 , r1 ; comparaison entre r0 et r1
4 bne e r ro r ; si r0 != r1, déclenche une erreur
5.2.2 Définition d’une métrique de robustesse
Nous proposons de définir une métrique pertinente pour évaluer l’efficacité pratique
des contre-mesures considérées. Comme les séquences de remplacement proposées
par les deux contre-mesures ajoutent des instructions au code, le temps d’exécution
d’une séquence de remplacement complète devient plus long que le temps nécessaire
pour exécuter l’instruction initiale. Ainsi, le nombre de points vulnérables, i.e. les
instants d’injection pour lesquels une tentative d’injection de fautes amène à l’obser-
vation d’une sortie fautée, est susceptible d’augmenter. Par conséquent, comparer
le nombre de sorties fautées par rapport au nombre d’injections réalisées pourrait
être une métrique intéressante pour comparer deux ensembles de données avec un
nombre différent de mesures. Par exemple, considérons le cas d’un code qui s’exécute
en 1 µs pour lequel 100 sorties fautées ont été obtenues, et considérons le même
code après application d’une contre-mesure, qui s’exécute en 2 µs et pour lequel 150
sorties fautées ont été obtenues. En considérant ce rapport entre le nombre de sorties
fautées et le temps d’exécution, on pourrait donc considérer que la contre-mesure
contribue à renforcer le code.
Néanmoins, l’augmentation en valeur absolue du nombre de sorties fautées signifie
donc que davantage de points vulnérables peuvent être exploités par un éventuel
attaquant, même si ces points vulnérables sont davantage espacés dans le temps.
Nous pensons donc que la contre-mesure est réellement efficace si elle réussit à
diminuer ce nombre de points vulnérables en valeur absolue. Nous choisissons donc
de comparer le nombre total de sorties fautées pour l’exécution d’une fonction
1. Les instructions de manipulation de la pile peuvent néanmoins être transformées en suites de
ldr/str sur lequel il serait possible d’appliquer cette contre-mesure de détection. Néanmoins, cette
solution serait particulièrement coûteuse et n’a pas été étudiée par les auteurs de l’article
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donnée car nous pensons que cette métrique indique le nombre de vulnérabilités
potentielles d’un code embarqué.
5.2.3 Paramètres expérimentaux utilisés pour l’évaluation
Les évaluations de cette section ont été réalisées en répétant un même procédé
expérimental. Les paramètres utilisés pour celui-ci sont présentés dans le tableau
5.1. La position d’antenne est fixée et correspond à celle utilisée pour les expérimen-
tations des chapitres 2 et 3. Les exceptions matérielles sont utilisées pour connaître
l’instruction atteinte par une injection de faute. Elles servent donc également à
définir l’intervalle temporel qui sera balayé pour faire varier l’instant d’injection.
Pour l’amplitude de l’impulsion, des tensions négatives allant de −210 V à −170 V
ont été utilisées, ainsi que des tensions positives allant de 130 V à 150 V. Enfin, le
processus expérimental a été répété deux fois pour chaque instant d’injection et
tension d’impulsion.
Table 5.1. : Paramètres expérimentaux utilisés dans cette section
Position de l’antenne Fixée (trouvée par un processus d’essai et erreur)
Instant d’injection Durée définie à l’aide des exceptions matérielles
(UsageFault, BusFault, similaire au chapitre 3)
Intervalle temporel parcouru par pas de :
- 200 ps pour les instructions isolées
- 500 ps pour les implémentations de FreeRTOS
Amplitude de l’impulsion De −210 V à −170 V, par pas de 10 V
De 130 V à 150 V, par pas de 10 V
Nombre d’injections 2 essais par instant d’injection et tension d’impulsion
5.2.4 Évaluation expérimentale de la robustesse sur une
instruction
Les paragraphes qui suivent évaluent l’efficacité des deux contre-mesures pour des
instructions isolées. Les résultats pour la contre-mesure de tolérance sont présentés
en 5.2.4.1 et ceux pour la contre-mesure de détection en 5.2.4.2.
5.2.4.1. Contre-mesure de tolérance à un saut d’instruction
L’exemple considéré pour cette première évaluation est présenté dans le listing 5.2.
Cette séquence remplace l’instruction bl d’appel de sous-fonction. Elle imite donc
l’effet d’une instruction bl en sauvegardant le pointeur de retour dans le registre
lr et en branchant vers la fonction appelée. Même si aucune faute n’est injectée, la
sous-fonction n’est appelée qu’une fois car l’adresse de retour pointe vers le label
après les deux instructions b.
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Listing 5.2 : Contre-mesure de tolérance pour une instruction bl fonction
1 adr r12 , l a b e l _ r e t o u r ; enregistrement du pointeur de retour dans r12
2 adr r12 , l a b e l _ r e t o u r
3 add l r , r12 , #1 ; lr=r12+1, le dernier bit du pointeur doit etre
4 add l r , r12 , #1 ; mis a 1 pour le mode d’execution Thumb
5 b f onc t i on ; branchement vers la fonction
6 b f onc t i on
7 l a b e l _ r e t o u r
Dans le listing 5.2, les deux instructions adr ainsi que les deux instructions b sont
encodées sur 16 bits par défaut. Comme les deux instructions add utilisent le registre
lr (r14), elles sont nécessairement encodées sur 32 bits.
Quatre variantes de ce code ont été évaluées pour cette série d’expérimentations :
— une instruction bl sans contre-mesure (temps d’exécution de 100 ns, 1000
impulsions envoyées par valeur de tension)
— une instruction bl.w avec encodage forcé sur 32 bits sans contre-mesure
(temps d’exécution de 100 ns, 1000 impulsions envoyées par valeur de tension)
— la séquence de remplacement du listing 5.2 (temps d’exécution de 400 ns, 4000
impulsions envoyées par valeur de tension)
— la séquence de remplacement du listing 5.2 avec encodage forcé sur 32 bits
pour toutes les instructions de ce code (temps d’exécution de 400 ns, 4000
impulsions envoyées par valeur de tension)
La sous-fonction appelée charge une valeur dans le registre r0. Pour cet exemple,
nous avons choisi d’observer deux grandeurs que nous avons considéré comme
significatives : le nombre de fautes obtenues dans r0 et le nombre de fautes sur au
moins un registre 2.
Les résultats issus des injections de fautes sont présentés sur la figure 5.1. Pour
des impulsions de tension négative, 608 réalisations avec une faute sur au moins
un registre ont été obtenues pour l’implémentation sur 16 bits sans contre-mesure,
contre 244 réalisations pour l’implémentation sur 16 bits avec contre-mesure. Dans
l’ensemble des autres cas (avec la métrique du nombre de fautes dans r0 ou pour
des impulsions de tension positive), l’implémentation sur 16 bits avec contre-mesure
s’est révélée plus vulnérable que celle sur 16 bits sans contre-mesure. Il ressort donc
que l’application de la contre-mesure sans encodage sur 32 bits n’a globalement
pas été efficace pour cette expérimentation. Ce résultat peut s’expliquer par le fait
que cette contre-mesure n’a pas été conçue pour résister à deux sauts d’instruction
consécutifs. En raison de l’alignement mémoire utilisé pour cette expérimentation,
les deux instructions adr et plus tard les deux instructions b de la séquence de
2. Identifie les sorties pour lesquelles au moins un registre contient une valeur différente de la
valeur attendue
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Aucune contre-mesure, 16-bit, fautes sur au moins un registre (621)
Contre-mesure de tolérance, 16-bit, fautes sur au moins un registre (606)
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Figure 5.1. : Résultats d’injection de fautes pour la contre-mesure de tolérance
remplacement sont chargées dans une seule étape de fetch. Il semble donc qu’une
telle double corruption ait eu lieu à la suite de ces attaques.
Pour l’expérimentation sur la séquence de remplacement du listing 5.2 et un enco-
dage forcé sur 32 bits, un total de 26 sorties pour lesquelles au moins un registre
a été fauté ont été obtenues (toutes tensions confondues), contre 621 sans contre-
mesure et avec un encodage de 16 bits. De même, un total de 8 fautes sur r0 a été
obtenu pour la version renforcée avec encodage sur 32 bits, contre 312 fautes pour
la version sans contre-mesure sur 16 bits. La version du code avec contre-mesure et
encodage forcé à 32 bits a donc été de façon très nette la variante de code la plus
résistante sur cette campagne de tests.
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De manière intéressante, des déclenchements d’exceptions ont été obtenus mais
aucune sortie fautée n’a été observée pour des impulsions de tension négative sur
une instruction 32-bit bl.w. Néanmoins, cette instruction a pu être fautée en utilisant
des impulsions de tension positive. Une explication pour un tel résultat peut être
trouvée dans la façon avec laquelle les instructions sont encodées. Le sous-ensemble
des instructions sur 16 bits est très compact et la plupart des valeurs sur 16 bits
correspondent à une instruction. En revanche, le sous-ensemble des instructions
sur 32 bits est creux (par rapport à l’espace des configurations sur 32 bits de taille
232). Ainsi, quelques bits fautés peuvent changer une instruction sur 16 bits en une
autre instruction valide. En revanche, la plupart des modifications de bits sur une
instruction 32 bits génèrent des instructions invalides.
5.2.4.2. Contre-mesure de détection de fautes
L’exemple considéré pour cette première évaluation de la contre-mesure de détection
est celui présenté dans le listing 5.1. L’évaluation a ensuite été réalisée sur quatre
codes :
— une instruction ldr qui charge une valeur depuis la mémoire Flash (temps
d’exécution de 150 ns, 1500 impulsions envoyées par valeur de tension)
— une instruction ldr.w avec encodage forcé sur 32 bits (temps d’exécution de
150 ns, 1500 impulsions envoyées par valeur de tension)
— la séquence de remplacement du listing 5.1 (temps d’exécution de 300 ns, 3000
impulsions envoyées par valeur de tension)
— la séquence de remplacement du listing 5.1 avec encodage forcé sur 32 bits
(temps d’exécution de 500 ns, 5000 impulsions envoyées par valeur de tension)
Les résultats issus des injections de faute sont présentées sur la figure 5.2. Pour
l’expérimentation sur la séquence de remplacement du listing 5.1 et un encodage
forcé sur 32 bits, un total de 16 réalisations fautées pour r0 ont été obtenues
(toutes tensions confondues), contre 1286 sans contre-mesure et un encodage de
16 bits, 921 avec contre-mesure et un encodage de 16 bits et 1441 sans contre-
mesure avec un encodage de 32 bits. On peut observer que, pour des valeurs de
tension négatives, l’application de la contre-mesure sans encodage forcé sur 32 bits
crée davantage de vulnérabilités que l’instruction ldr initiale et n’apporte aucune
sécurité. De plus, l’utilisation d’un encodage des instructions sur 32 bits sans contre-
mesure n’apparaît efficace ni pour des impulsions de tension négative, ni pour des
impulsions de tension positive. Ce résultat peut s’expliquer par le fait que si le fait
de forcer un encodage sur 32 bits pour une instruction peut renforcer celle-ci face
aux corruptions d’instructions (conformément aux résultats présentés en 5.2.4.1),
cela ne fournit aucune protection au niveau du transfert de données réalisé par
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Figure 5.2. : Résultats d’injection de fautes pour la contre-mesure de détection
l’instruction ldr. Inversement, l’application de la contre-mesure sans encodage forcé
sur 32 bits permet de détecter un grand nombre de sorties fautées mais ne suffit
pas à augmenter la robustesse du code pour des tensions d’impulsion négatives. Par
ailleurs, le diagramme montrant le nombre de fautes détectées indique le nombre
d’appels à la sous-fonction d’erreur. Ce second graphique montre que les deux
implémentations de la contre-mesure (sur 16 et 32 bits) ont réussi à détecter un
grand nombre de fautes et que le mécanisme de détection semble efficace. La version
du code avec contre-mesure et encodage forcé à 32 bits a donc été de façon très nette
la variante de code la plus résistante sur cette campagne de tests pour l’ensemble
des valeurs de tension testées.
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5.2.5 Évaluation expérimentale sur une implémentation de
FreeRTOS
Les paragraphes qui suivent présentent l’évaluation expérimentale de la robustesse
des deux contre-mesures appliquées sur différentes fonctions d’une implémentation
de FreeRTOS-MPU. FreeRTOS 3 est un système d’exploitation temps réel (RTOS)
portable et open-source pour les systèmes embarqués. Il est multitâche, est écrit
en C et a été conçu pour rendre plus simple la gestion d’applications temps réel.
FreeRTOS utilise un ordonnanceur pour décider de la tâche à exécuter. A chaque
interruption de l’horloge système, cet ordonnanceur lance l’exécution à la tâche de
plus haute priorité. FreeRTOS-MPU est une version spéciale de FreeRTOS qui utilise
la Memory Protection Unit (MPU) et les différents niveaux de privilège disponibles
sur le processeur Cortex-M3. FreeRTOS-MPU est donc capable de créer des tâches
en mode privilégié ou non-privilégié. Par ailleurs, les programmes embarqués des
paragraphes qui suivent qui utilisent FreeRTOS ont été développés à l’aide de la
suite IAR WorkBench 4.
Nous avons choisi d’utiliser une implémentation de FreeRTOS pour montrer l’intérêt
en pratique que ce type de contre-mesures peuvent avoir pour des codes complexes
qui ne peuvent pas être directement conçus en assembleur et pour lesquels peu ou pas
de contre-mesures au niveau algorithmique existent. Dans ce cas, ces contre-mesures
peuvent être appliquées directement à un binaire compilé pour renforcer sa résistance
face aux attaques en faute et permettent un compromis très intéressant entre le
renforcement du code et le temps de développement supplémentaire nécessaire. Un
cas d’utilisation de la contre-mesure de tolérance est donc proposé en 5.2.5.1 et un
autre cas pour la contre-mesure de détection est proposé en 5.2.5.2.
5.2.5.1. Contre-mesure de tolérance à un saut d’instruction
Au démarrage du système, les tâches définies par le programmeur sont initialisées et
le processeur exécute cette initialisation en mode privilégié. Ensuite, avant de lancer
l’exécution de la première tâche, la fonction prvRestoreContextOfFirstTask est
appelée. Cette fonction utilise différents types d’instructions et prépare le contexte
d’exécution pour lancer la première tâche. Elle fait également basculer le processeur
en mode non-privilégié si la première tâche est une tâche qui s’exécute en mode non-
privilégié. Si le processeur n’exécute pas de tâche en mode privilégié, le processeur ne
re-bascule jamais en mode privilégié comme l’ordonnanceur fonctionne également en
mode non-privilégié. Une instruction précise réalise le changement de mode en écri-
vant dans le registre CONTROL 5. Ainsi, la fonction prvRestoreContextOfFirstTask
est théoriquement vulnérable à une attaque en faute : un saut d’instruction peut
3. http://www.freertos.org
4. http://www.iar.com
5. Voir en 2.2.2 pour une description du registre CONTROL
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empêcher l’exécution de l’instruction msr 6 qui réalise le basculement vers le mode
non-privilégié. Une telle faute permettrait donc l’exécution de toutes les tâches en
mode privilégié, autorisant donc certaines actions potentiellement néfastes. Le code
compilé correspondant aux dernières instructions de cette fonction est présenté
dans le listing 5.3. Néanmoins, l’évaluation de la contre-mesure a été réalisée sur
l’ensemble de la fonction, qui comprend 18 instructions.
Listing 5.3 : Code compilé correspondant à la fonction prvRestoreContextOfFirstTask
1 msr cont ro l , r3 ; bascule le processeur en mode non-privilégié
2 msr psp , r0 ; initialise le pointeur de pile
3 mov r0 , #0
4 msr basepr i , r0 ; met a 0 le reg. pour les exceptions masquees
5 ldr l r , =0 x f f f f f f f d ; prépare le reg. lr pour basculer en Thread mode
6 bx l r ; sort de la fonc. prvRestoreContextOfFirstTask
Des tests d’injection de fautes ont été réalisés sur la fonction complète, pour deux
configurations expérimentales :
— Le code sans contre-mesure (temps d’exécution de 2 µs, 8000 impulsions
envoyées par valeur de tension)
— Le code renforcé avec la contre-mesure de tolérance et un encodage sur 32
bits pour toutes les instructions (temps d’exécution de 5 µs, 20000 impulsions
envoyées par valeur de tension)
Les résultats sont présentés sur la figure 5.3. En totalisant l’ensemble des fautes
obtenues en sortie dans le registre CONTROL pour les différentes valeurs de tension,
on obtient un total de 417 fautes pour le code sans contre-mesure et 307 fautes
pour le code avec contre-mesure. Toutefois, en séparant les fautes obtenues pour les
tensions positives et négatives, on obtient :
Version sans contre-mesure 20 fautes pour des tensions négatives, 397 pour des
tensions positives
Version avec contre-mesure 99 fautes pour des tensions négatives, 208 pour des
tensions positives
Ces résultats montrent donc un apport réel de la contre-mesure seulement pour les
impulsions de tension positive, avec une légère diminution de la résistance du code
pour des tensions négatives. Bien que la modification du registre CONTROL constitue le
but du scénario d’attaque considéré, l’observation des valeurs de ce registre en sortie
rend surtout compte de l’efficacité de la contre-mesure pour renforcer l’instruction
msr qui écrit dans ce registre CONTROL. Nous avons donc également considéré une
autre métrique en observant les fautes sur au moins un registre. Cette seconde
métrique permet d’observer plus globalement la résistance du code complet de la
fonction. En analysant cette métrique, on obtient :
6. L’instruction msr copie le contenu d’un registre générique (r0-r14) vers un registre spécial
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Version sans contre-mesure 1436 fautes pour des tensions négatives, 818 pour
des tensions positives
Version avec contre-mesure 1233 fautes pour des tensions négatives, 397 pour
des tensions positives
Cette seconde métrique montre un effet très limité de la contre-mesure pour des
tensions négatives, et un renforcement du code pour des tensions positives. En
faisant la synthèse des résultats obtenus pour ces deux métriques, on peut donc
affirmer que la contre-mesure a été efficace pour les impulsions de tension positive,
mais n’a pas réellement été efficace pour les impulsions de tension négative.
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Figure 5.3. : Résultats d’injection de fautes sur la fonction
prvRestoreContextOfFirstTask d’une implémentation de FreeRTOS
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5.2.5.2. Contre-mesure de détection de fautes
Chaque tâche du système est définie avec un niveau de priorité. Une constante,
nommée configMAX_PRIORITIES, est utilisée pour définir le niveau maximum de
priorité que les tâches peuvent prendre. Ainsi, si le système tente de créer une tâche
avec un niveau de priorité supérieur, celle-ci est créée avec le niveau de priorité égal
à configMAX_PRIORITIES. De plus, la fonction xTaskCreateRestricted qui réalise
la création d’une tâche prend en argument d’entrée une structure qui contient les
paramètres de la tâche à créer. Elle utilise ensuite le contenu de cette structure pour
appeler la fonction xTaskGenericCreate. Dans cette structure, l’entier uxPriority
est utilisé pour définir le niveau de priorité de la tâche à créer. Pour les tâches qui sont
créées à l’initialisation du système, cette structure de configuration est généralement
fixée et stockée en mémoire Flash. Ainsi, dans ce cas, l’entier uxPriority est chargé
via une instruction ldr (ligne 7 du listing 5.4). Une injection de faute pourrait
donc corrompre cette instruction ldr et aboutir à une modification du niveau de
priorité pour une tâche. Nous avons choisi cette instruction ldr comme instruction
à renforcer à l’aide de la contre-mesure de détection. Le code visé pour cette série
d’expérimentations correspond au code qui réalise le transfert des arguments à la
fonction xTaskGenericCreate. Celui-ci est présenté dans le listing 5.4.
Listing 5.4 : Dernières instructions avant l’appel à xTaskGenericCreate
1 movs r0 , #0 ; pointeur vide
2 s t r r0 , [ sp , #12] ; (correspond aux zones mem. a acces restreint)
3 movs r0 , #0 ; pointeur vide
4 s t r r0 , [ sp , #8] ; (zone mém. utilisée pour la pile de la tâche)
5 movs r0 , #0 ; pointeur vide
6 s t r r0 , [ sp , #4] ; (fonction de handler pour la tâche)
7 ldr r0 , =a d r e s s e _ u x P r i o r i t y
8 ldr r0 , [ r0 , #0] ; charge uxPriority dans r0
9 s t r r0 , [ sp , #0] ; met uxPriority sur la pile
10 movs r3 , #0 ; pointeur vide (autres paramètres)
11 movs r2 , #128 ; profondeur de pile pour la tâche
12 movs r1 , #0 ; chaîne vide (nom de la tâche)
13 ldr r0 , =adres se_ fonc t ion_ tache ; fonction de la tâche
14 bl xTaskGeneri cC rea te
Des attaques par injection de fautes ont donc été réalisées sur ces 14 instructions
assembleur (qui incluent 3 instructions ldr dont 2 qui chargent des données de-
puis la mémoire Flash) qui transmettent les arguments d’entrée pour la fonction
xTaskGenericCreate. Le point auquel les données sont observées a été fixé au début
de la fonction xTaskGenericCreate. A ce point, on observe la valeur de uxPriority
transmise sur la pile à la fonction xTaskGenericCreate. Trois configurations expéri-
mentales ont été utilisées :
— Sans contre-mesure (temps d’exécution de 1 µs, 4000 impulsions envoyées par
valeur de tension)
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— Avec la contre-mesure de détection et un encodage forcé sur 32 bits pour
les instructions ldr seulement (temps d’exécution de 2 µs, 8000 impulsions
envoyées par valeur de tension)
— Avec la contre-mesure de détection et un encodage forcé sur 32 bits pour
toutes les instructions (temps d’exécution de 4 µs, 16000 impulsions envoyées
par valeur de tension)
Les résultats sont présentés sur la figure 5.4. Le premier graphique montre que 5216
réalisations fautées ont été obtenues pour l’implémentation sans contre-mesure,
contre 2480 pour celle pour laquelle les ldr ont été renforcés et 83 pour celle pour
laquelle toutes les instructions ont été renforcées. Le second graphique montre que
le mécanisme de détection s’est révélé très efficace, avec un très grand nombre de
fautes détectées pour les deux implémentations testées. Ces résultats permettent
donc d’affirmer que la contre-mesure seulement appliquée aux instructions ldr
contribue à réduire le nombre de fautes obtenues en sortie sans pour autant l’annuler.
Dans ce cas, les fautes restantes sont dues à la corruption des autres instructions
visées. Le résultat obtenu en appliquant la contre-mesure à toutes les instructions
confirme clairement cette affirmation, puisque dans ce cas la contre-mesure est très
efficace, avec au maximum 16 réalisations fautées obtenues pour chaque valeur de
tension testée sur 16000 impulsions envoyées. Néanmoins, le fait d’appliquer cette
contre-mesure à l’ensemble du code testé a nécessité de multiplier par 4 le nombre
total d’instructions, le surcoût en termes de performance et taille de code est donc
relativement important.
5.2.6 Bilan sur l’évaluation des contre-mesures
La contre-mesure de tolérance à un saut d’instruction proposée au chapitre 4 s’est
montrée très efficace pour protéger une instruction d’appel de sous-fonction bl isolée.
Il semble donc qu’une instruction sensible comme bl puisse être significativement
renforcée contre les attaques en faute. Néanmoins, sur le code plus complexe qui
a été testé précédemment, ses résultats ont été plus mitigés. Ce résultat vient très
certainement du modèle simplifié de saut d’instruction qui ne couvre peut-être pas
une partie des fautes qui ont été obtenues sur ce code. Une meilleure compréhension
du modèle de faute pourrait certainement contribuer à améliorer cette contre-
mesure.
La contre-mesure de détection de fautes a été conçue pour protéger un ensemble
plus réduit d’instructions. Celle-ci s’est montrée très efficace sur les cas testés. Sur
un code plus complexe qui contient seulement des instructions pour lesquelles elle
peut être utilisée, cette contre-mesure augmente grandement le niveau de sécurité.
Néanmoins, ses principaux inconvénients sont liés au fait que certaines instructions
ne peuvent pas être protégées avec cette contre-mesure (notamment l’instruction bl
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Figure 5.4. : Résultats d’injection de fautes sur les instructions qui précèdent l’appel à la
fonction xTaskGenericCreate d’une implementation de FreeRTOS
pour laquelle la contre-mesure de tolérance s’est montrée efficace) ou à son surcoût
très élevé.
5.3 Application combinée des deux contre-mesures
La partie précédente a évalué séparément les deux contre-mesures sur des codes
pour lesquelles elles ont été pensées. Dans cette section, nous proposons d’exploiter
les complémentarités de ces deux contre-mesures pour renforcer un même code.
5.3.1 Présentation de l’implémentation à renforcer
Même si ces contre-mesures au niveau assembleur ne se destinent pas spécifiquement
au renforcement d’implémentations cryptographiques (notamment parce que leur
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impact au niveau des attaques par observation n’a pas encore été évalué), nous avons
choisi de les appliquer à une implémentation de l’algorithme AES pour faire écho aux
attaques présentées en 2.4. Plus spécifiquement, on s’intéresse ici au renforcement
de la fonction addRoundKey de la dernière ronde et au renforcement de l’instruction
bl qui réalise le branchement vers cette fonction. Par ailleurs, on considère une
implémentation pour laquelle la boucle de la fonction addRoundKey a été déroulée.
Enfin, une seule clé et un seul texte ont été utilisés, de la même manière qu’en
2.4.2. La structure générale du code à renforcer est présentée dans le listing 5.5.
Par ailleurs, suite aux résultats obtenus en 5.2, un encodage sur 32 bits a été utilisé
pour toutes les instructions (à l’exception de l’instruction bx lr qui ne dispose
pas d’encodage sur 32 bits). Comme il s’agit de l’appel à la fonction addRoundKey
de la dernière ronde, celle-ci est directement suivie d’une sortie de la fonction de
chiffrement AES.
Listing 5.5 : Implémentation à renforcer d’une fonction addRoundKey
1 . . . . . ; parties précédentes de l’AES
2 mov .w r1 , sp ; pointeur vers le tableau de clé
3 mov .w r0 , r6 ; pointeur vers le tableau de texte
4 bl .w addRoundKey ; branchement vers la fonction
5 bx l r ; sortie de la fonction de chiffrement
6
7
8 addRoundKey
9 ldrb .w r2 , [ r0 , #0] ; chargement du premier octet de texte
10 ldrb .w r3 , [ r1 , #0] ; chargement du premier octet de clé
11 eors .w r2 , r2 , r3 ; OU EXCLUSIF entre les deux octets
12 strb .w r2 , [ r0 , #0] ; stockage du résultat en mémoire
13
14 ldrb .w r2 , [ r0 , #1] ; chargement du deuxième octet de texte
15 ldrb .w r3 , [ r1 , #1] ; chargement du deuxième octet de clé
16 eors .w r2 , r2 , r3 ; OU EXCLUSIF entre les deux octets
17 strb .w r2 , [ r0 , #1] ; stockage du résultat en mémoire
18
19 . . . . . ; suite de la fonction addRoundKey
20 bx l r ; sortie de la fonction addRoundKey
5.3.2 Évaluation préliminaire de l’implémentation non renforcée
Une première évaluation expérimentale du code présenté dans le listing 5.5 a été
réalisée. Les paramètres expérimentaux utilisés pour celle-ci sont similaires à ceux
présentés en 5.2.4, à l’exception de l’intervalle d’injection, la tension de l’impulsion
et le nombre d’injections par instant. Les nouvelles valeurs pour ces paramètres sont
présentées dans le tableau 5.2.
Pour cette étape d’évaluation, les exceptions matérielles de type UsageFault ont
été utilisées pour retrouver l’instruction correspondant à un instant d’injection.
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Table 5.2. : Paramètres expérimentaux utilisés pour le renforcement de l’implémentation
d’AES
Instant d’injection Intervalle de 2.8 µs parcouru par pas de 500 ps
Tension de l’impulsion −210 V
Nombre d’injections 1 essai par instant d’injection et tension de l’impulsion
L’intervalle d’injection a ainsi été défini de façon à couvrir l’ensemble des instructions
de la fonction addRoundKey, ainsi que les instructions d’appel à celle-ci.
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Figure 5.5. : Résultats d’injection de fautes sur la fonction addRoundKey sans contre-mesure
pour le premier octet du texte chiffré
Pour l’injection de fautes sur ce code embarqué, un intervalle temporel de 2.8 µs
a été parcouru. Un aperçu d’une partie des résultats d’injection est présenté sur la
figure 5.5. Ce graphique représente les différentes valeurs fautées obtenues pour le
premier octet du texte chiffré. La valeur attendue en sortie est 0x39 (qui correspond
à la ligne verte sur le graphique), la valeur pour laquelle une cryptanalyse immédiate
est possible est 0xE9 (ligne rouge sur le graphique), et la valeur du premier octet
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de la clé de ronde est 0xD0 (ligne orange sur le graphique). Par ailleurs, un second
graphique répartit les valeurs fautées en plusieurs groupes qui correspondent chacun
à une instruction. Pour un nombre total de 3816 injections de faute sur l’ensemble
de la fonction, 57 fautes ont été obtenues pour ce premier octet, correspondant à
7 valeurs fautées différentes. La valeur 0xE9 a été obtenue pour 28 sorties fautées.
Comme cette valeur permet de réaliser une cryptanalyse immédiate, ce type de faute
est très intéressant pour un attaquant et le fait d’obtenir cette valeur à la suite d’une
injection de fautes indique que la fonction présente des vulnérabilités. Au total, 653
sorties de chiffrement comptant au moins un octet fauté ont été obtenues. Pour
certaines de ces sorties, l’opération d’addition de clé de ronde n’a été effectuée sur
aucun octet, ce qui correspond à une non-exécution de l’ensemble de la fonction. Par
ailleurs, on peut observer qu’un plus grand nombre de sorties fautées sur le premier
octet est obtenu pour les 4 premières instructions de la fonction addRoundKey qui
traitent ce premier octet.
5.3.3 Application de la contre-mesure de tolérance au saut d’une
instruction
A la suite des résultats d’injection illustrés précédemment sur l’implémentation
non renforcée, une première étape de renforcement a été appliquée de manière
automatique. Celle-ci consiste à appliquer le schéma de contre-mesure présenté dans
le chapitre 4 au code visé. La structure du code qui résulte de cette transformation
est présentée dans le listing 5.6. La contre-mesure a donc été utilisée pour protéger
à la fois le branchement vers la fonction addRoundKey ainsi que les instructions qui
composent la fonction, et toutes les instructions ont été renforcées.
Listing 5.6 : Implémentation d’une fonction addRoundKey avec une première étape de renfor-
cement
1 . . . . . ; parties précédentes de l’AES
2 adr .w r12 , l a b e l _ r e t o u r
3 adr .w r12 , l a b e l _ r e t o u r
4 add .w l r , r12 , #1
5 add .w l r , r12 , #1
6 b .w addRoundKey
7 b .w addRoundKey
8
9 l a b e l _ r e t o u r
10 bx l r ; sortie de la fonction d’AES
11 bx l r
12
13
14 addRoundKey
15 ldrb .w r2 , [ r0 , #0]
16 ldrb .w r2 , [ r0 , #0]
17 ldrb .w r3 , [ r1 , #0]
18 ldrb .w r3 , [ r1 , #0]
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19 eors .w r12 , r2 , r3
20 eors .w r12 , r2 , r3
21 strb .w r12 , [ r0 , #0]
22 strb .w r12 , [ r0 , #0]
23
24 ldrb .w r2 , [ r0 , #1]
25 . . . . .
26
27 . . . . . ; suite de la fonction addRoundKey
28 bx l r
29 bx l r
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Figure 5.6. : Résultats d’injection de fautes pour le premier octet du texte chiffré sur la
fonction addRoundKey avec application automatique de la contre-mesure de
tolérance
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Pour l’évaluation réalisée à la suite de cette première étape de renforcement, un
intervalle de 5.6 µs a été parcouru. Un aperçu d’une partie des résultats d’injection est
présenté sur la figure 5.6. Comme pour la partie précédente, ce graphique représente
les différentes valeurs fautées obtenues pour le premier octet du texte chiffré. Pour
11200 injections de fautes sur l’ensemble de la fonction, 352 sorties contenant au
moins un octet fauté ont été obtenues. Plus spécifiquement, 28 fautes au lieu de
57 ont été obtenues sur le premier octet, correspondant à 11 valeurs fautées. La
valeur 0xE9 a été obtenue seulement pour 3 injections de faute. Il y a donc une
diminution globale du nombre de fautes obtenues par rapport à l’implémentation
sans contre-mesure.
Comme l’application automatique de la contre-mesure augmente le nombre d’ins-
tructions du code, une partie significative des fautes obtenues pour cette campagne
l’ont été suite à la perturbation d’instructions qui ne traitaient pas le premier oc-
tet. On peut également constater qu’une grande partie des fautes restantes ont été
obtenues suite à la perturbation d’instructions du type ldrb. Nous proposons de
renforcer de manière supplémentaire le code en appliquant un deuxième niveau de
contre-mesure.
5.3.4 Renforcement à l’aide de la contre-mesure de détection de
fautes
Un second niveau de renforcement est donc appliqué sur le code précédent. Celui-
ci consiste à appliquer la contre-mesure de détection sur les points vulnérables
à la suite de l’étape de renforcement précédente. Contrairement à la première
étape de renforcement qui a été appliquée de manière automatique, cette seconde
étape est appliquée manuellement de manière à renforcer plus spécifiquement les
deux instructions les plus vulnérables à la suite de l’évaluation précédente (ldrb.w
r3,[r1,#0] et eors.w r3,r2,r3). Ce second niveau de renforcement est illustré
sur le listing 5.7.
Listing 5.7 : Implémentation d’une fonction addRoundKey avec une seconde étape de renfor-
cement
1 addRoundKey
2 ldrb .w r2 , [ r0 , #0]
3 ldrb .w r2 , [ r0 , #0]
4 ldrb .w r3 , [ r1 , #0] ; instruction renforcée avec
5 ldrb .w r12 , [ r1 , #0] ; la contre-mesure de détection
6 cmp .w r3 , r12
7 bne .w e r ro r
8 eors .w r12 , r2 , r3 ; instruction renforcée avec
9 eors .w r3 , r2 , r3 ; la contre-mesure de détection
10 cmp .w r3 , r12
11 bne .w e r ro r
12 strb .w r12 , [ r0 , #0]
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13 strb .w r12 , [ r0 , #0]
14
15 ldrb .w r2 , [ r0 , #1]
16 . . . . .
Pour l’évaluation réalisée à la suite de cette seconde étape de renforcement, un
intervalle de 8.54 µs a été parcouru. Pour 17080 injections de fautes sur l’ensemble
de la fonction, 30 fautes ont été obtenues sur le premier octet, correspondant à
3 valeurs fautées. En revanche, parmi ces 30 fautes, 24 ont été détectées par la
contre-mesure. Il reste donc un total de 6 fautes non-détectées correspondant à 2
valeurs fautées.
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Figure 5.7. : Résultats d’injection de fautes pour le premier octet du texte chiffré sur la
fonction addRoundKey avec application d’un second niveau de renforcement
Un aperçu d’une partie des résultats d’injection est présenté sur la figure 5.7. Sur ce
graphique, il est intéressant de constater que l’ensemble des fautes non-détectées
obtenues sur cette fonction ont perturbé des instructions qui ne traitaient pas le
premier octet. Parmi celles-ci, 3 sorties fautées ont été obtenues suite à la pertur-
bation d’instructions ldrb seulement protégées avec la contre-mesure de tolérance.
Ces instructions pourraient donc probablement également être renforcées avec la
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contre-mesure de détection pour davantage d’efficacité. Il est également intéres-
sant de constater que la valeur 0xE9 n’a jamais été obtenue en sortie du premier
octet : aucune des fautes obtenues sur ce code renforcé ne permet de cryptanalyse
immédiate.
5.3.5 Bilan sur l’application combinée des deux contre-mesures
Cette application combinée des deux contre-mesures pour renforcer un code embar-
qué a permis de montrer que, sur le code testé et dans les conditions expérimentales
considérées, la contre-mesure de tolérance permettait de réduire le nombre de fautes
en sortie mais ne suffisait pas à protéger totalement l’exécution de l’algorithme. Sur
ce code testé, la contre-mesure de tolérance a semblé ne pas suffire pour protéger
les instructions ldrb ou eors mais s’est montrée efficace pour la protection du
branchement vers la fonction d’addRoundKey. Une deuxième étape de renforcement,
à l’aide de la contre-mesure de détection, a été nécessaire.
Bien entendu, les résultats présentés dans cette section doivent être considérés
comme une contribution à l’évaluation expérimentale de ces contre-mesures mais il
convient de rester prudent vis-à-vis de toute généralisation. Le cas d’une fonction
cryptographique présente des contraintes particulières au niveau des types de fautes
pouvant permettre une cryptanalyse. De plus, le code précédent n’a été testé que
pour un seul texte clair et une seule valeur de clé. Malgré ces limitations, les
expérimentations présentées dans cette section s’inscrivent dans la lignée de celles
présentées en 5.2 et on retrouve clairement une certaine cohérence au niveau des
résultats obtenus. A la suite de ces résultats expérimentaux, les différents avantages
et inconvénients des deux contre-mesures sont résumés dans le tableau 5.3.
La contre-mesure de tolérance semble efficace pour la protection des appels de sous-
fonction, et celle-ci présente l’avantage de pouvoir automatiquement être appliquée
à un code générique. Pour un coût en temps de développement particulièrement
minime et un coût en termes de performances acceptable, il est donc possible de
renforcer un code sans connaissance a priori de ses vulnérabilités. Comme cette
contre-mesure ne protège pas face aux fautes au niveau du flot de données, une
protection des instructions de type ldr depuis la mémoire Flash à l’aide de méthodes
de détection est impérative pour en améliorer la sécurité.
La contre-mesure de détection, bien que visiblement plus efficace sur les instructions
arithmétiques et logiques, reste bien plus difficile à appliquer automatiquement.
Celle-ci peut nécessiter davantage de registres supplémentaires et ne s’applique pas
à certaines instructions importantes (comme les instructions de branchement ou
de manipulation de la pile). Enfin, elle réalise une détection de fautes et non une
tolérance, ce qui oblige à concevoir un système de récupération en cas d’erreur
détectée.
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Au vu des résultats obtenus dans ce chapitre, si le but est de maximiser le niveau
de sécurité sans contrainte forte sur le temps de développement, l’utilisation de la
contre-mesure de détection combinée avec des séquences de remplacement issues de
la contre-mesure de tolérance pour les instructions où la contre-mesure de détection
ne peut pas s’appliquer nous paraît être une solution pertinente pour protéger un
code embarqué dans les conditions expérimentales considérées pour ces travaux de
thèse.
Néanmoins, ces observations sur les forces et faiblesses des deux contre-mesures
sont la conséquence d’un nombre réduit d’expérimentations, et il est certain que
des campagnes de tests plus poussées sur davantage de types de codes seraient
nécessaires pour évaluer plus rigoureusement ces deux contre-mesures. De même,
si la contre-mesure de détection semble s’être révélée plus efficace pour renforcer
la majeure partie des instructions des codes testés, il serait intéressant de réaliser
des tests similaires à ceux présentés dans ce chapitre en utilisant d’autres moyens
d’injection de fautes voire d’autres types de processeurs embarqués.
Table 5.3. : Avantages et inconvénients des deux contre-mesures testées
Contre-mesure de tolérance Contre-mesure de détection
Avantages
— S’applique à tout le jeu d’ins-
tructions
— Facilement automatisable
— Très efficace sur une instruction
bl
— Très efficace sur les codes testés
— Possiblement automatisable
Inconvénients
— Moyennement efficace sur le
code complexe testé
— Surcoût élevé
— Ne protège pas le flot de don-
nées
— Pas définie pour plusieurs ins-
tructions importantes (notam-
ment push et bl)
— Surcoût très élevé
5.4 Étude de vulnérabilité face aux attaques par
observation
Dans les parties précédentes de ce chapitre, la résistance face aux attaques par
injection de faute de la contre-mesure proposée dans le chapitre 4 a été étudiée.
Or, pour cette contre-mesure une même donnée peut être réutilisée par un même
type d’instruction sur deux cycles d’horloge consécutifs. Il est donc possible que la
contre-mesure augmente la vulnérabilité d’une implémentation cryptographique face
aux attaques par observation. Cette section présente donc une analyse simple des
effets de cette contre-mesure concernant les attaques par observation au premier
ordre. Pour réaliser cette étude, des attaques par observation sont réalisées sur deux
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implémentations de l’algorithme AES dans sa version AES-256, l’une d’entre-elles
ayant été renforcée contre les attaques en faute à l’aide de la contre-mesure présentée
dans cette thèse. L’implémentation AES-256 de base correspond à celle utilisée pour
le concours DPA Contest V4 7, que nous avons portée sur Cortex-M3 et pour laquelle
le masque appliqué à la première ronde a été fixé à 0.
5.4.1 Paramètres utilisés
Processus d’attaque par observation Les attaques ont été réalisées au moment du
traitement du premier octet de texte par la fonction SubBytes pendant la première
ronde du chiffrement. Pour cette première ronde de chiffrement, le premier octet
de la clé a la valeur 0x00. L’attaque réalisée est une analyse de type Correlation
Power Analysis (CPA) et utilise donc la corrélation de Pearson comme distingueur
statistique (BRIER et al., 2004). Par ailleurs, un modèle de poids de Hamming a été
utilisé pour le calculs des prédictions.
Paramètres expérimentaux Ces attaques sont réalisées par analyse des rayonne-
ments électromagnétiques émis par le circuit, avec un banc d’analyse similaire à
celui présenté dans (ABOULKASSIMI et al., 2011). Une antenne d’analyse est placée
au-dessus du circuit, celle-ci est reliée à un oscilloscope.
5.4.2 Résultats expérimentaux
2000 courbes de mesures sont utilisées pour chacune des implémentations, et les
acquisitions ont été réalisées avec une fréquence d’échantillonnage de 20 Gigasam-
ple/s, pendant une période de 1 µs pour l’implémentation sans contre-mesure et
une période de 2 µs pour la période avec contre-mesure. Ces intervalles temporels
ont été choisis de façon à pouvoir observer le passage du premier octet à travers
la fonction SubBytes. Un signal de déclenchement (analogue à celui présenté en
2.3.1.1) a été utilisé pour définir ces fenêtres temporelles.
5.4.2.1. Implémentation sans contre-mesure de tolérance
Les résultats de l’attaque pour l’implémentation sans contre-mesure de tolérance
au saut d’une instruction sont présentés sur la figure 5.8. Ce graphique montre les
coefficients de corrélation associés à chaque hypothèse pour le premier octet de la
clé en fonction de l’instant d’échantillonnage. Le plus haut coefficient de corrélation
est obtenu pour l’octet de clé 0x00 (dont la courbe de corrélation associée est
représentée en rose). Pour cette attaque sur une version sans contre-mesure, le
premier octet de clé a donc pu être retrouvé avec 2000 courbes et un modèle de
poids de Hamming.
7. http://www.dpacontest.org
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Figure 5.8. : Courbes de corrélation pour l’implémentation d’AES sans contre-mesure
5.4.2.2. Implémentation avec contre-mesure de tolérance
Les résultats de l’attaque pour l’implémentation avec contre-mesure de tolérance sont
présentés sur la figure 5.9. Le plus haut coefficient de corrélation est obtenu pour
l’octet de clé 0xAB (dont la courbe de corrélation associée est représentée en rose).
Pour cet octet 0xAB, le coefficient maximal obtenu est de 0, 2. L’hypothèse de clé 0x00
a un coefficient de corrélation maximal de 0, 14 et arrive en 55ème position parmi
les différentes hypothèses de clé. Pour cette implémentation avec contre-mesure de
tolérance, l’attaque n’a pas permis de retrouver le premier octet de la clé. L’ajout
de la contre-mesure n’a donc ici pas rajouté de vulnérabilité particulière face à une
attaque par observation.
5.4.3 Bilan
L’étude de vulnérabilité face aux attaques par observation présentée dans cette
section contribue à renforcer la confiance accordée à la contre-mesure de tolérance
présentée dans cette thèse. Bien entendu, cette étude n’est qu’une ébauche d’analyse
et une campagne de tests plus avancée doit être mise en place pour réellement
pouvoir conclure quant à l’influence de cette contre-mesure au niveau des attaques
par observation.
5.5 Conclusion et perspectives
Dans ce chapitre, une première évaluation du schéma de contre-mesure présenté
dans cette thèse a été réalisée. Au niveau des attaques par injection de fautes, cette
évaluation a été réalisée sur des instructions isolées puis des codes plus complexes
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Figure 5.9. : Courbes de corrélation pour l’implémentation d’AES avec contre-mesure
issus d’une implémentation de FreeRTOS. Ensuite, la contre-mesure a été complétée à
l’aide d’une contre-mesure de détection pour renforcer par étapes un code embarqué.
Enfin, une évaluation simple a été réalisée au niveau des attaques par observation.
Les expérimentations de ce chapitre ont tout d’abord permis de montrer qu’il était
impératif de forcer un encodage des instructions sur 32 bits pour ne pas annuler
l’efficacité de toute éventuelle contre-mesure. Cette observation tend notamment
à confirmer les résultats sur le modèle de fautes obtenus dans le chapitre 3. Les
résultats obtenus montrent que la contre-mesure de tolérance contribue à réduire le
nombre de fautes obtenues sur un code embarqué. Toutefois, si elle s’est montrée
très efficace pour protéger des instructions de branchement vers une sous-fonction,
son efficacité pour protéger des instructions sur un exemple de code complexe a été
plus limitée. En revanche, une contre-mesure de détection qui avait été envisagée
comme complément à celle proposée dans cette thèse s’est révélée être très efficace
pour les exemples de codes testés.
Une combinaison de ces deux contre-mesures a permis de grandement renforcer
l’implémentation de la fonction addRoundKey présentée dans le chapitre 2. Avec
la plate-forme expérimentale et le microcontrôleur utilisés dans cette thèse, la
contre-mesure de tolérance au saut d’une instruction peut être envisagée comme
un complément à la contre-mesure de détection. Elle peut être utilisée pour toutes
les instructions qu’il n’est pas possible de protéger à l’aide de la contre-mesure de
détection. Cependant, des tests complémentaires sur un plus grand nombre de codes
ainsi qu’en utilisant différents moyens d’injection de fautes voire différents types
d’architectures permettraient de mieux évaluer l’efficacité en pratique de ces deux
contre-mesures.
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Enfin, les attaques par observation réalisées n’ont pas montré de vulnérabilité évi-
dente pour un code renforcé à l’aide de la contre-mesure de tolérance au saut d’une
instruction. Néanmoins, davantage de tests en utilisant différents types d’attaques
par observation seraient nécessaires pour pouvoir mieux évaluer l’impact de la
contre-mesure au niveau des attaques par observation.
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6Conclusion et perspectives
L’objectif de cette thèse était de contribuer à renforcer la sécurité de codes embarqués
face aux nouvelles menaces que sont les attaques par injection électromagnétique.
Nous rappelons brièvement notre démarche et nos contributions et présentons les
principales perspectives de ce travail.
6.1 Conclusion
Dans le premier chapitre de cette thèse, une brève présentation du domaine de
la sécurité des systèmes embarqués et un état de l’art plus détaillé des différentes
attaques par canaux auxiliaires et des contre-mesures existantes sur circuits intégrés
ont été réalisés. Les attaques par canaux auxiliaires peuvent ainsi se diviser en deux
catégories : celles dites par observation et celles dites par injection de fautes. Par
la suite, un positionnement par rapport a cet état de l’art a été présenté, visant à
justifier le cadre de travail utilisé dans cette thèse. Nous avons donc choisi d’étudier
plus spécifiquement les nouvelles menaces que sont les attaques par impulsion
électromagnétique, contre lesquelles très peu de contre-mesures ont été proposées
jusqu’à présent. Nous avons également choisi, pour étudier ces nouvelles menaces,
de considérer un circuit à l’état de l’art en utilisant un microcontrôleur basé sur le
processeur ARM Cortex-M3.
Le deuxième chapitre s’intéresse ensuite à la mise en place d’un banc d’injection
de fautes par impulsion électromagnétique et en présente les différents éléments
constitutifs. Ce banc utilise une antenne d’injection sous forme de solénoïde associée
à un générateur de signaux pulsés. Pour pouvoir évaluer l’impact d’une injection
de faute sur un code embarqué, un processus expérimental spécifique a été mis
en place. Celui-ci permet ainsi de récupérer plusieurs informations sur l’état du
microcontrôleur et se base sur un programme de pilotage du banc d’injection qui a
été développé pour les besoins de la thèse. Deux exemples d’attaques permettant de
vérifier le bon fonctionnement du banc sont présentées en fin de chapitre. La première
d’entre-elles a perturbé l’incrémentation du compteur de ronde lors d’un chiffrement
AES et montré la possibilité pour ce banc de corrompre l’exécution d’une structure
de boucle. La seconde a visé une fonction de la dernière ronde d’un chiffrement AES
muni d’une contre-mesure de redondance temporelle à l’échelle de la fonction. Elle
a permis de montrer la faisabilité d’attaques utilisant une double faute à l’aide de ce
banc d’injection si l’intervalle entre les deux fautes est suffisamment important.
Le troisième chapitre étudie plus en détail les effets de la technique d’injection
en vue d’établir un modèle de fautes au niveau assembleur. Pour cela, ce chapitre
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commence par étudier l’influence des différents paramètres expérimentaux sur les
fautes obtenues. Cette étude permet de recentrer l’analyse sur le cas particulier
des transferts sur les bus d’instructions et de données du microcontrôleur. A partir
de nouveaux résultats expérimentaux liés aux transferts sur ces bus, ce chapitre
présente ensuite un modèle de fautes au niveau RTL qui explique les fautes réalisées
à l’aide de la technique d’injection. Enfin, la dernière partie du chapitre étudie le cas
de l’abstraction de ce modèle vers un modèle de plus haut niveau dans lequel un
attaquant peut réaliser un saut d’instruction.
Le quatrième chapitre se base sur le modèle simplifié de saut d’instruction étudié
précédemment pour proposer une contre-mesure permettant de renforcer un code
embarqué. Cette contre-mesure utilise une approche de tolérance aux fautes, et
exploite un principe de redondance locale à l’échelle de l’instruction afin de permettre
une meilleure résistance face aux attaques basées sur des fautes multiples. Pour
cela, elle propose une séquence de remplacement tolérante à une faute par saut
d’instruction pour presque toutes les instructions du jeu Thumb-2. Un processus de
vérification formelle de ces séquences de remplacement face à une faute par saut
d’instruction ainsi que de leur équivalence sémantique par rapport aux instructions
qu’elles remplacent a ensuite été mis en place et présenté. Celui-ci utilise l’outil
de model-checking Vis. Enfin, une évaluation du surcoût apporté par cette contre-
mesure en termes de performance et taille de code est réalisée pour différentes
implémentations. Cette évaluation a permis de montrer que la contre-mesure avait
un surcoût en termes de performance comparable à ceux des schémas de redondance
classiques à l’échelle de l’algorithme.
Enfin, le cinquième chapitre s’intéresse à l’utilisation en pratique de cette contre-
mesure et à son efficacité face à des attaques par injection électromagnétique.
Comme la contre-mesure présentée ne propose aucune protection face aux fautes
affectant les chargements de données, une contre-mesure au niveau assembleur
proposée dans la littérature scientifique et basée sur un principe de détection est
utilisée en complément. Ces deux contre-mesures sont d’abord évaluées sur des
instructions isolées puis sur des codes complexes issus d’une implémentation de
FreeRTOS-MPU. Les expérimentations ont tout d’abord mis en avant la nécessité
de forcer un encodage sur 32 bits pour les instructions utilisées, ce qui tend par
ailleurs à confirmer les résultats obtenus dans le troisième chapitre sur la définition
du modèle. Les résultats expérimentaux montrent ensuite que la contre-mesure de
tolérance proposée dans cette thèse semble efficace et contribue à renforcer un code
embarqué face aux injections de fautes. Néanmoins, celle-ci s’avère globalement
moins efficace que la contre-mesure de détection pour renforcer des codes composés
de différents types d’instructions. Le fait qu’elle se soit montrée particulièrement
efficace pour protéger des instructions d’appel de sous-fonctions et qu’elle puisse
renforcer des instructions pour lesquelles la contre-mesure de détection n’est pas
applicable permettent néanmoins de la voir comme un complément efficace à la
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contre-mesure de détection. Enfin, une analyse basique de la résistance face aux
attaques par observation n’a pas montré de vulnérabilité évidente pour cette contre-
mesure.
6.2 Perspectives
Les travaux présentés dans cette thèse permettent d’ouvrir plusieurs pistes de re-
cherche pour améliorer la sécurité des systèmes embarqués. Nous avons identifié
plusieurs de ces pistes potentielles, celles-ci sont présentées dans les paragraphes
qui suivent.
Amélioration de la précision des modèles de fautes La définition d’un modèle de
fautes précis dans la première partie de cette thèse a été limitée par l’impossibilité
d’accéder à des informations spécifiques sur le fonctionnement interne du proces-
seur. Nous pensons donc qu’une perspective intéressante à la suite de ces travaux
consisterait à analyser à l’aide d’outils de mesure plus performants les transferts sur
les bus et l’impact d’une injection de fautes lors du passage d’instructions dans le
pipeline. Une meilleure compréhension des fautes réalisées au niveau des étages du
pipeline permettrait ainsi de réaliser des progrès considérables dans la définition de
contre-mesures à la fois logicielles et matérielles. De tels travaux visant à améliorer
la précision des modèles de fautes sont par exemple présentés dans (BALASCH et al.,
2011) ou (HUMMEL, 2014).
Vérification formelle de contre-mesures Pour les travaux de vérification formelle
de contre-mesures présentés dans cette thèse, plusieurs autres approches auraient
pu être utilisées. On peut notamment mentionner la modélisation formelle de
l’architecture ARMv7-M proposée dans (FOX et MYREEN, 2010), qui permet de
générer des preuves pour vérifier la sémantique de portions de code. L’approche
présentée dans (PATTABIRAMAN et al., 2013) permet de tester la résistance de larges
portions de codes face à des attaques par injection de fautes avec un modèle de fautes
visant à la fois le flot de contrôle et le flot de données. Cette approche représente
donc une perspective très intéressante pour vérifier formellement la résistance de
codes embarqués renforcés à l’aide de contre-mesures. Enfin, un outil comme celui
présenté dans (RAUZY et GUILLEY, 2013) pour modéliser des fautes au niveau du
flot de données d’un algorithme pourrait également être adapté pour modéliser des
fautes au niveau du flot de contrôle.
Intégration des contre-mesures dans des schémas de sécurité à base de code au-
to-modifiant La contre-mesure de tolérance au saut d’une instruction présentée
dans cette thèse ainsi que la contre-mesure de détection de fautes présentée dans
le cinquième chapitre présentent l’avantage de pouvoir s’ajouter aux techniques
de polymorphisme et de réécriture de code utilisées par des schémas de sécurité
à base de code auto-modifiant. Plusieurs exemples de tels schémas de sécurité ont
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été présentés dans la littérature scientifique ces dernières années, notamment dans
(AMARILLI et al., 2011) ou (AGOSTA et al., 2012). Des contre-mesures comme celles
présentées dans cette thèse pourraient être automatiquement appliquées en cas de
détection d’attaque par certains des capteurs installés sur le circuit. Contrairement
aux approches consistant à détruire le circuit en cas de détection d’attaque, le fait de
renforcer une partie du code à l’aide de contre-mesures si une attaque est détectée
permet d’éviter une destruction du circuit en cas de faux positif.
Définition de stratégies de contre-mesures plus élaborées Des stratégies de pro-
tection plus élaborées pourraient être définies à l’aide des contre-mesures présentées
dans cette thèse. Des protections au niveau bloc d’instructions, combinant détection
et tolérance, ou encore utilisant des solutions pour contrôler l’intégrité du flot de
contrôle d’un programme peuvent par exemple être envisagées. Par exemple, des
contre-mesures face aux attaques en fautes pourraient se combiner avec le prin-
cipe de logique double-rail à précharge au niveau du logiciel présenté en (RAUZY,
GUILLEY et NAJM, 2014). Le cas des combinaisons entre contre-mesures matérielles
et logicielles est également une piste possible, sur le modèle par exemple des travaux
présentés dans (M. H. NGUYEN et al., 2011).
Application automatique des contre-mesures par les compilateurs Une des princi-
pales perspectives des contre-mesures au niveau assembleur présentées dans cette
thèse consiste à les intégrer dans le flot de conception de logiciels embarqués,
en ajoutant la possibilité pour les compilateurs de générer du code ainsi renforcé
pour certaines fonctions choisies par le programmeur. Un renforcement du code
assembleur pourrait ainsi être fait avec un surcoût en temps de développement
minimal pour des codes complexes. De telles applications automatisées pour des
contre-mesures face aux attaques par observation ont par exemple été proposées
récemment dans (MOSS et al., 2012).
Étude de l’impact des contre-mesures face aux attaques par observation La ques-
tion de la résistance des contre-mesures proposées face aux attaques par observation
doit également plus largement être étudiée, notamment afin de déterminer si elles
ont pour effet secondaire d’introduire des vulnérabilités face à ces attaques. Dans
tous les cas, ces contre-mesures pourraient être appliquées à la grande majorité des
implémentations non-cryptographiques.
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AMontage expérimental pour
processeur ATmega128
Les premières expérimentations à la base de ces travaux de thèse ont été réalisées
sur un microcontrôleur Atmel ATmega128. Les microcontrôleurs 8 bits de la famille
ATmega sont basés sur une architecture RISC de type Harvard modifiée. Le modèle
ATmega128 est réalisé en technologie 0.35 µm et possède 128Kio de mémoire Flash,
4Kio de mémoire EEPROM et 4Kio de mémoire de données SRAM. Les registres X,
Y et Z sont des registres 16 bits, chacun d’entre eux étant en réalité constitué par
deux registres 8 bits : un registre pour les bits de poids fort et un pour ceux de
poids faible. Ils sont utilisés comme pointeurs pour le mode d’adressage indirect,
permettant ainsi de manipuler des adresses mémoire sur 16 bits.
Le circuit ciblé exécute un chiffrement AES, et nous avons cherché à attaquer
la fonction AddRoundKey de la dernière ronde, qui réalise le OU exclusif entre la
dernière clé de ronde et la matrice d’état. Cette fonction est la dernière avant la fin du
chiffrement. L’ATmega128 est un microcontrôleur 8 bits : la fonction AddRoundKey
réalise donc l’opération de XOR octet par octet.
Listing A.1 : Calcul de XOR sur ATmega128
1 ldd r24 , Y+i ; chargement de l’octet de clé
2 ld r25 , X ; chargement de texte
3 eor r24 , r25 ; ou exclusif entre les deux octets
4 std Z+i , r24 ; stockage du résultat en mémoire
Pour différents textes clairs en entrée, et en faisant varier les paramètres de l’im-
pulsion électromagnétique injectée, deux types de fautes sur la valeur de sortie de
l’octet ciblé ont été obtenues :
— des fautes constantes indépendantes du texte clair
— des fautes dépendant du texte clair
Pour les fautes dépendant du texte clair, la valeur de sortie de l’octet correspondait à
la valeur du dernier octet de la dernière clé de ronde.
Ce type d’effet peut s’expliquer par deux hypothèses :
— des fautes au niveau des données
— des fautes au niveau des instructions
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Fautes au niveau des données Fautes admissibles :
— r25 a été fauté à 0x00, provoquant donc un eor r24, 0x00
— r26 ou r27 (qui définissent le pointeur X) ont été fautés, provoquant donc le
chargement d’une mauvaise valeur dans r25
Fautes au niveau des instructions Des effets au niveau des instructions ont notam-
ment été obtenus par perturbations transitoires du signal d’horloge sur le même
type de microcontrôleur dans (BALASCH et al., 2011). En partant de leur hypothèse
selon laquelle une instruction peut être remplacée par un nop, un certain nombre de
sauts d’instructions peuvent expliquer la présence d’un octet de la clé sur la valeur
de sortie. Nous avons utilisé le simulateur SimulAVR 1 pour vérifier les effets d’un
saut d’instruction sur la sortie finale.
Fautes admissibles :
— l’instruction eor a été remplacée par un nop, entraînant donc le stockage du
registre r24 dans la mémoire
— l’instruction ld qui charge l’adresse pointée par X dans r25 a été remplacée par
un nop, entraînant donc l’exécution d’un eor entre r24 et la valeur précédente
de r25
Il est toutefois impossible que l’opération de stockage de r24 à l’adresse pointée par
Z+i ait été perturbée : l’adresse Z+i pointe sur une case mémoire qui contient 0x00
avant l’exécution de l’instruction.
Distinction entre les deux types d’effet Au vu des outils de mesure dont nous
disposons sur ce circuit (qui ne nous permettent pas d’avoir des informations sur son
état interne), il nous est impossible de faire la distinction entre une faute entraînant
le remplacement d’une instruction par un nop et une faute sur la donnée manipulée
par cette instruction. Il en va très certainement de même pour un certain nombre de
modèles de fautes sur microcontrôleur proposés dans la littérature. Les fautes sur
un octet des données peuvent en réalité très bien avoir été la conséquence d’une
perturbation d’instruction. Pour arriver à faire cette distinction, il nous aurait fallu
pouvoir avoir accès à davantage d’informations sur l’état interne du circuit à la fin
de l’opération.
1. http://www.nongnu.org/simulavr
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