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Resumen
Los sistemas de informacio´n actuales necesitan rea-
lizar bu´squedas eﬁcientes sobre diferentes tipos de da-
tos, tales como texto libre, audio, video, secuencias de
ADN, etc.. Dada una consulta, el objetivo de un siste-
ma de recuperacio´n de informacio´n es obtener lo que
podrı´a ser u´til o relevante para el usuario, en general
usando una estructura de almacenamiento especialmen-
te disen˜ada para responderla de manera eﬁciente.
Ası´, nuestra lı´nea de investigacio´n tiene como prin-
cipal objetivo desarrollar herramientas eﬁcientes para
sistemas de informacio´n sobre bases de datos masivas,
conteniendo datos multimedia. Con este ﬁn, se investigan
nuevas te´cnicas que soporten la interaccio´n con el usua-
rio, nuevas estructuras de datos (ı´ndices) capaces de ma-
nipular eﬁcientemente datos multimedia y que permitan
manejar bases de datos masivas de este tipo de datos.
Palabras Claves: Recuperacio´n de Informacio´n, Compu-
tacio´n de Alto Desempn˜o, Grandes Bases de Datos.
Contexto
Esta lı´nea de investigacio´n se encuentra enmar-
cada dentro de la continuacio´n del Proyecto Con-
solidado 30310 de la Universidad Nacional de San
Luis (UNSL) y en el Programa de Incentivos (co´di-
go 22/F034): “Tecnologı´as Avanzadas Aplicadas al
Procesamiento de Datos Masivos”, dentro de la lı´nea
“Recuperacio´n de Datos e Informacio´n”, desarrolla-
da en el Laboratorio de Investigacio´n y Desarrollo
en Inteligencia Computacional (LIDIC) de la UNSL.
En este contexto, se pretende aportar a la incor-
poracio´n de informacio´n no estructurada en los pro-
cesos de toma de decisiones y resolucio´n de proble-
mas, no considerados en los enfoques cla´sicos.
Dentro de este contexto nuestra lı´nea se dedica,
principalmente, al disen˜o de ı´ndices eﬁcientes que
sirvan de apoyo a sistemas de recuperacio´n de in-
formacio´n orientados a conjuntos masivos de datos
multimedia. Se espera ası´ contribuir a estos siste-
mas obteniendo ı´ndices ma´s eﬁcientes para memo-
rias jera´rquicas, dina´micos, con E/S eﬁciente, esca-
lables (capaces de manejar grandes volu´menes de
datos), considerando te´cnicas de computacio´n de al-
to desempen˜o (HPC).
1. Introduccio´n y Motivacio´n
Con el uso masivo de internet, estamos en presen-
cia de un feno´meno donde la ra´pida aceleracio´n tan-
to del crecimiento del volumen de datos capturados
y almacenados, como la creciente variacio´n en los
tipos de datos requeridos, hace que las te´cnicas tra-
dicionales para el procesamiento, ana´lisis y obten-
cio´n de informacio´n u´til deban ser redeﬁnidas para
formular nuevas metodologı´as de abordaje.
Los sistemas de computacio´n tradicionales hacen
uso intensivo de informacio´n estructurada, es decir
datos elementales o estructuras, generadas con un
formato especı´ﬁco. Una caracterı´stica principal en
estos casos, es que la estructura o formato de esta in-
formacio´n puede ser fa´cilmente interpretada y direc-
tamente utilizada por un programa de computadora.
Pero el hecho de restringirse al uso de este tipo de
informacio´n conduce, muchas veces, a representar
una visio´n parcial del problema y dejar fuera infor-
macio´n que podrı´a ser importante para la resolucio´n
efectiva del mismo. En este contexto gran parte de la
informacio´n que se requiere para la toma de decisio-
nes y la resolucio´n de problemas de ı´ndole general
proviene de informacio´n no estructurada.
En general, para responder eﬁcientemente consul-
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tas para recuperacio´n de informacio´n sobre bases
de datos multimedia se utilizan diferentes me´todos
de acceso o ı´ndices [6], principalmente por el gran
volumen de datos con el que se trabaja. Algunos
poseen caracterı´sticas que los hacen indicados para
aplicaciones reales: eﬁcientes, dina´micos, escalables
y resistentes a la maldicio´n de la dimensio´n.
Un enfoque prometedor para sistemas de recupe-
racio´n usando bu´squeda por similitud es una bu´sque-
da basada en contenidos, la cual usa el dato multime-
dia mismo. Para calcular la similitud entre dos obje-
tos multimedia, se debe deﬁnir una funcio´n de dis-
tancia. Dicha funcio´n mide la similitud, o ma´s bien
la disimilitud, entre dos objetos. En muchos casos
para modelar la similitud de objetos multimedia se
transforman los objetos en puntos multidimensiona-
les de un espacio vectorial, el cual es un tipo particu-
lar de espacio me´trico. Cada objeto es representado
por un vector de caracterı´sticas o descriptor, general-
mente de alta dimensionalidad. Sobre espacios vec-
toriales existen numerosas funciones de distancia. El
tipo de aplicacio´n, las caracterı´sticas a explotar o la
dimensionalidad son aspectos a considerar para de-
ﬁnir la mejor funcio´n de distancia a utilizar.
El concepto de bu´squeda por similitud se pue-
de deﬁnir a partir del de espacios me´tricos, que da
un marco formal independiente del dominio de apli-
cacio´n. Un espacio me´trico esta´ compuesto por un
universo U de objetos y una funcio´n de distancia
d : U × U −→ R+, que satisface las propiedades
que la hacen una me´trica. Las consultas por simili-
tud, sobre una base de datos S ⊆ U , son usualmente
de dos tipos: Bu´squeda por rango y Bu´squeda de
los k vecinos ma´s cercanos. La funcio´n de similitud
(distancia) mide el mı´nimo esfuerzo (costo) necesa-
rio para transformar un objeto en otro. Dependiendo
de los tipos de datos multimedia reales la funcio´n de
similitud puede ser muy compleja. En particular, pa-
ra poder ahorrar ca´lculos de distancia es importante
que la distancia satisfaga la desigualdad triangular.
Si la base de datos S posee n objetos, las consul-
tas pueden ser respondidas llevando a cabo n eva-
luaciones de distancia. Sin embargo, en la mayorı´a
de las aplicaciones las distancias son costosas de
computar (por ej.: comparacio´n de huellas digita-
les), por lo que la bu´squeda secuencial no sirve pa-
ra conjuntos masivos de datos, que son los taman˜os
que se esta´n tornando ma´s habituales en estos repo-
sitorios de datos multimedia. Ası´ debemos prepro-
cesar la base de datos, construyendo un ı´ndice, para
responder a las consultas con la menor cantidad de
ca´lculos de distancia. Adema´s, es probable que la
base de datos, el ı´ndice o ambos no puedan alma-
cenarse en memoria principal con lo cual se debe
considerar minimizar tambie´n el nu´mero de opera-
ciones de E/S, tener siempre presente la jerarquı´a de
memorias y tratar de lograr mayor eﬁciencia a trave´s
de te´cnicas paralelas.
Entonces, el foco de esta propuesta es mejorar
herramientas de recuperacio´n, desarrollando nuevas
te´cnicas que soporten la interaccio´n con el usuario,
disen˜ando estructuras de datos (ı´ndices), capaces de
manipular eﬁcientemente grandes volu´menes de da-
tos y facilitando la realizacio´n de diferentes opera-
ciones, de modo de acercarse al nivel de desarrollo
que se posee en bases de datos tradicionales.
2. Lı´neas de Investigacio´n
Se pretende investigar sobre distintos aspectos de
los sistemas de recuperacio´n de informacio´n multi-
media: disen˜ar nuevos ı´ndices, deﬁnir representacio-
nes que reﬂejen caracterı´sticas de intere´s de los obje-
tos y manejar distintas operaciones sobre estos tipos
de bases de datos, considerando trabajar eﬁciente-
mente sobre grandes volu´menes de datos.
Disen˜o de I´ndices
Un cata´logo importante de ı´ndices para espacios
me´tricos aparece en [6]. La mayorı´a usan la de-
sigualdad triangular para evitar el ana´lisis secuencial
de la base de datos. La distancia entre la consulta q
y los objetos de la base de datos puede ser estimada
calculando de antemano algunas distancias a obje-
tos distinguidos llamados pivotes y sin calcular las
distancias reales desde q a los objetos de la base de
datos durante una bu´squeda. Otra te´cnica comu´n es
indexar a trave´s de una particio´n del espacio en re-
giones denominadas particiones compactas.
Existen dos posibles situaciones por el tipo de ba-
se de datos con la que se va a trabajar, que determi-
nan una caracterı´stica importante que debe tener el
ı´ndice que la manipulara´: los objetos de la base de
datos se conocen de antemano y por lo tanto el ı´ndi-
ce se creara´ de una sola vez y se realizara´n consultas
sobre e´l (ı´ndices esta´ticos); o no se conocen los ob-
jetos de antemano y por lo tanto el ı´ndice se debe ir
creando a medida que arriban los elementos y prefe-
rentemente de manera incremental (ı´ndices dina´mi-
cos). Las estructuras esta´ticas se beneﬁcian desde el
conocimiento de la base de datos seleccionando los
mejores puntos de referencia para una estructura de
datos determinada, lo cual no es posible en las es-
tructuras de datos dina´micas donde tanto los objetos
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como las consultas arriban al azar.
Cuando se trabaja sobre conjuntos masivos de da-
tos una manera de lograr eﬁciencia en las opera-
ciones sobre los ı´ndices es aplicando te´cnicas de
computacio´n de alto desempen˜o y en otros casos
mediante la adaptacio´n o disen˜o de las estructuras
para que sean concientes de la jerarquı´a de memo-
rias, minimizando no so´lo la cantidad de ca´lculos de
la funcio´n de distancia, sino tambie´n el nu´mero de
operaciones de E/S. Adema´s, el estudio detallado de
que´ hace que un ı´ndice sea intrı´nsecamente ma´s eﬁ-
ciente ayuda a mejorar los costos de las operaciones.
El intere´s esta´ en mejorar el desempen˜o de ı´ndices
dina´micos jera´rquicos (a´rboles), que es el caso de al-
gunos de los ı´ndices para espacios me´tricos. Estos
ı´ndices dina´micos, en general, se construyen incre-
mentalmente vı´a inserciones. De tal manera, la raı´z
del a´rbol es el primer objeto que llega, y esto se re-
pite recursivamente en cada nivel del a´rbol.
Como ya mencionamos, el DiSAT es un ı´ndice
para espacios me´tricos muy eﬁciente, considerando
el nu´mero de ca´lculos de distancias realizados tanto
en construccio´n como en bu´squedas. La desventaja
del DiSAT es que no admite inserciones ni elimina-
ciones y no es posible construirlo incrementalmente.
Sin embargo, una opcio´n para transformarlo en una
estructura dina´mica es mediante la aplicacio´n de la
te´cnica de Bentley y Saxe [2] que permite lograr di-
namismo a partir de una estructura esta´tica cuando
la bu´squeda sobre ella cumple con ser un problema
que se puede descomponer en partes independientes
(descomponible). Por lo tanto, se esta´ desarrollando
una versio´n dina´mica del DiSAT para resolver eﬁ-
cientemente el problema, no “descomponible”, de la
bu´squeda de k-vecinos ma´s cercanos.
En muchos casos los volu´menes de informacio´n
con los que se debe trabajar (millones de ima´genes
en la Web), hacen necesario que los ı´ndices sean al-
macenados en memoria secundaria. En este caso, pa-
ra hacerlos eﬁcientes, no so´lo se debe considerar que
durante las bu´squedas se realice el menor nu´mero
de ca´lculos de distancia sino tambie´n, dado el costo
de las operaciones sobre disco, se efectu´e la menor
cantidad posible de operaciones de E/S. Por ello, en
esta lı´nea nos hemos dedicado a disen˜ar ı´ndices es-
pecialmente adaptados para trabajar en memoria se-
cundaria, logrando un buen desempen˜o de los mis-
mos, principalmente en las bu´squedas.
Hemos disen˜ado e implementado las siguientes
estructuras DSACL*-tree y el DSACL+-tree [3], las
cua´les son optimizaciones para memoria secundaria
de la estructura propuesta en [1] y demostraron ser
competitivas frente a otras de las estructuras cono-
cidas tales como el M-tree y DSA*-tree y DSA+-
tree [11]. Adema´s, existen nuevas propuestas en eva-
luacio´n que prometen ser au´n ma´s adecuadas para
memoria secundaria. Por otro lado, nos proponemos
optimizarlas todavı´a ma´s gracias a la aplicacio´n de
te´cnicas de computacio´n de alto desempen˜o, apli-
cando y comparando distintas estrategias de parale-
lizacio´n con el ﬁn de determinar la ma´s adecuada.
Procesamiento de Consultas en Redes P2P
Los motores de bu´squeda Web son sistemas idea-
dos para hacer frente a una gran tasa de consultas
dina´micas y exigentes, posiblemente del orden de
muchos cientos de miles de consultas por segun-
do. Para soportar redundancia y tolerancia a fallos,
grandes motores de bu´squeda funcionan en mu´lti-
ples centros de datos distribuidos geogra´ﬁcamente.
La intensidad del tra´ﬁco de consultas se caracteriza
por el comportamiento impredecible de los usuarios
que son por lo general muy reactivos a los eventos
de todo el mundo. Por otro lado, muchos usuarios
acceden a Internet desde su hogar a trave´s de “set-
top-boxes” (STB) conectados a una red ISP (Internet
Service Provider). Estas cajas son equipos reales que
la gente suele mantener encendida sin realizar ca´lcu-
los exigentes y de ese modo se desperdicia energı´a.
La infraestructura basada en STB ha sido llamado
“nanodatacenter”. En estado de reposo estos siste-
mas consumen aproximadamente el 50-80% de la
potencia consumida bajo carga ma´xima [17].
Por otra parte, los nanodatacenters evitan los cos-
tos de enfriamiento y reducen el consumo de energı´a
de la red. Varios trabajos recientes [15, 16] han pro-
puesto tomar ventaja de esta potencia disponible de
ca´lculo mediante la organizacio´n de STBs como re-
des Peer-to-Peer (P2P), que se utilizan para apoyar
los servicios de intercambio de grandes volu´menes
de datos entre los usuarios.
Por lo tanto, el objetivo en este caso es analizar la
colaboracio´n de los proveedores de servicios Inter-
net (ISP), los motores de bu´squeda Web y los usua-
rios ﬁnales en el hogar [14, 7] y evaluar la posibi-
lidad de un modelo global que permita disminuir
el consumo de energı´a de los centros de datos. Los
usuarios ﬁnales en el hogar cooperan compartiendo
recursos energe´ticos para apoyar el procesamiento
global de consultas por ser parte de una memoria
cache´ de resultados de la consulta distribuida. Pa-
ra ello, cada “peer” mantiene una cache´ de resulta-
dos de consultas. La cache´ tiene una seccio´n local
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(guarda consultas realizadas por el peer) y una sec-
cio´n global (guarda consultas realizadas por otros
peers). La idea ba´sica es que las consultas almacena-
das en cache´ contienen los top-K resultados obteni-
dos desde el motor de bu´squeda Web. Cuando llega
una nueva consulta desde un peer (STB), e´sta se bus-
ca en la cache´ local del mismo. Si no se encuentran
resultados se envı´a la consulta al peer responsable.
Si e´ste tiene resultados se los retorna al peer solici-
tante, sino continua la bu´squeda en el siguiente peer
responsable hasta llegar al motor de bu´squeda Web.
Consultas sobre Bases de Datos Multimedia
Aunque las operaciones ma´s comunes sobre bases
de datos multimedia son las bu´squedas por rango o
de k-vecinos ma´s cercanos, existen otras operacio-
nes de intere´s como las distintas variantes del join
por similitud. Para estas operaciones se consideran
dos bases de datos A y B, ambas subconjuntos del
mismo universo del espacio me´trico U . El resulta-
do de cualquier operacio´n de join por similitud entre
A y B obtiene el conjunto de pares formados por
un objeto de A y otro de B, tales que entre ellos se
satisface el predicado de similitud considerado. Las
variantes ma´s conocidas del join por similitud son:
el join por rango, el join de k-vecinos ma´s cercanos
y el join de vecino ma´s cercano; entre otras.
Formalmente, dadas A,B ⊆ U , se deﬁne el join
por similitud entre A y B (A ✶
Φ
B) como el conjun-
to de todos los pares (x, y), donde x ∈ A e y ∈ B;
es decir, (x, y) ∈ A × B, tal que entre x e y se
satisface el criterio de similitud considerado Φ. De
acuerdo al criterio de similitud el join puede llamar-
se: Join por rango o Join de k-vecinos ma´s cerca-
nos. Existen dos situaciones distintas sobre las que
se puede trabajar, para resolver el join por similitud:
que ambas bases de datos se encuentren indexadas,
por separado; o que ambas bases de datos se inde-
xen conjuntamente, con un ı´ndice disen˜ado para el
join. Como calcular cualquiera de las variantes del
join por similitud de manera exacta es muy costoso
[13], vale la pena analizar posibilidades de obtener
ma´s ra´pidamente una respuesta aproximada al join,
logrando una respuesta ra´pida y de buena calidad.
PostgreSQL es el primer sistema de base de datos
que permite realizar consultas por similitud sobre
algunos atributos, particularmente indexacio´n para
bu´squedas de k-vecinos ma´s cercanos (KNN-GiST
indexes). Estos ı´ndices pueden ser usados sobre tex-
to, comparacio´n de ubicacio´n geoespacial, etc.. Sin
embargo, los ı´ndices K-NN GiST proveen plantillas
para ı´ndices con estructura de a´rbol balanceado (B-
tree, R-tree), aunque el balance no siempre es bueno
para los ı´ndices que se utilizan en bu´squedas por si-
militud [4]. Adema´s, no se dispone de este tipo de
consultas para todo tipo de datos me´tricos. Ası´, es
importante proveer un DBMS para bases de datos
me´tricas que maneje todos los posibles datos me´tri-
cos y las operaciones de intere´s sobre ellos [8].
3. Resultados
Se ha comprobado experimentalmente que el
DSAT es mejor que su versio´n esta´tica [11], por
dejar como “vecinos” a objetos alejados, permitien-
do ası´ avanzar en la exploracio´n espacial a “pasos
ma´s grandes”, obteniendo ası´ el DiSAT [5]. Adema´s,
se obtuvo un nuevo me´todo de eliminacio´n para el
DSAT [9].
Se implementaron dos versiones: DSACL*-tree
y DSACL+-tree, que trabajan con grandes volu´me-
nes de datos, por haber sido disen˜adas para memoria
secundaria y que mostraron ser competitivas contra
otras estructuras disen˜adas para tal ﬁn [3]. Se espera
lograr una implementacio´n paralela eﬁciente de es-
tos ı´ndices. Se ha logrado mayor eﬁciencia en otros
ı´ndices [10, 12] gracias al uso de te´cnicas paralelas.
Se han propuesto estrategias de “caching” P2P de
dos niveles para responder consultas en la Web, a
trave´s de una adecuada plataforma de servicios com-
pletamente distribuida que utiliza los componentes
ya existentes en las redes. Esta solucio´n reduce sig-
niﬁcativamente el tra´ﬁco del proveedor de servicios
para obtener resultados de consultas en el motor de
bu´squeda Web [14, 7].
4. Formacio´n de Recursos
Para contribuir al desarrollo de sistemas de recu-
peracio´n de informacio´n multimedia, se esta´n capa-
citando los siguientes investigadores:
Tesis de Doctorado en Cs. de la Computacio´n: un
integrante esta´ desarrollando su tesis sobre “Planea-
cio´n de Capacidad en Centros de Datos para Siste-
mas Escalables para la Web” (con beca de posgrado-
UNSL), otro se encuentra deﬁniendo su plan de doc-
torado sobre disen˜o y optimizacio´n de ı´ndices, para
aplicaciones de minerı´a de datos multimedia.
Tesis de Maestrı´a en Cs. de la Computacio´n: una
sobre ı´ndices dina´micos para bu´squeda eﬁciente en
memoria principal, dos sobre ı´ndices dina´micos eﬁ-
cientes para datos masivos: una que aplica te´cnicas
de computacio´n de alto desempen˜o y la otra so´lo
aplicando optimizaciones considerando la jerarquı´a
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de memorias, y una sobre un DBMS para bases de
datos me´tricas.
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