Purpose: Pathology reports are the primary source of information concerning the millions of cancer cases across the United States. Cancer registries manually process the pathology reports to extract the pertinent information including primary tumor site, behavior, histology, laterality, and grade. Processing a large volume of the pathology reports in a timely manner is a continuing challenge for cancer registries. The purpose of this study is to develop an information extraction pipeline to reliably and efficiently extract reportable information. Method: We have developed a novel inverse-regression (IR) based information extraction pipeline. The inverse-regression based supervised filter has been successfully applied to many application domains. However, its application to the information extraction from unstructured text is hindered primarily by the extreme highdimensionality of n-gram representations of text. In this study, we attempt to overcome the obstacles by a novel bootstrapping strategy. First, we use an information-theoretic mutual information based filter to discard the excessive and redundant n-gram features. This step reduces the size and potentially improves the condition number of the sample covariance matrix, thus reducing the computational cost and improving the numerical stability of the subsequent inverse-regression step. Then we use localized sliced inverse-regression (LSIR) to learn a low-dimensional discriminatory subspace for information inference. In particular, we use the k-nearest neighbors of an unlabeled pathology report in the learned representation to infer the desired information from the labeled data in a supervised manner. Results: The experiments were conducted on a set of de-identified pathology reports with human expert labels as the ground truth. Our pipeline consistently performed better than or comparable to the best performing state-of-the-art methods while reducing the training and inference times substantially.
INTRODUCTION
Large-scale cancer surveillance efforts use pathology reports as a primary source of cancer incidence data in the United States. These reports are collected from pathology laboratories across the USA and maintained by dedicated cancer registries. Cancer registries manually process these reports and extract pertinent information that is essential to monitor cancer incidence trends. The extracted information includes tumor site, histology, laterality, behavior, grade, and metastatic status. Automated extraction of this information from pathology reports is instrumental in achieving cancer surveillance in a timely fashion. In this project, we have developed a novel deep information extraction pipeline.
Information extraction from unstructured text documents is a well-established research field. Early works in this field of study include rule-based pattern matching techniques [3, 9, 13] . The rulebased methods are inadequate for the information extraction task since various text expressions are used in practice to encode the same concept. Besides, the rule-based methods rely on domain experts to identify useful patterns and encode them in the program.
Recent advancements in machine learning have opened new avenues to fully automate the information extraction process. They pose the information extraction task as a supervised learning classification task. The labeled text documents are used to learn a useful document representation and then to train a classifier. After learning, information is inferred from a previously unseen document by embedding it in the learned representation space and then classifying it to one of the possible class labels.
Convolution neural networks (CNN) proposed by [27] for the information extraction task embed the pathology reports into a vector space (R 900 ) and then use a fully-connected feed-forward layer for the classification. The words of the documents are first represented in a vector space (R 300 ) instead of its native high-dimensional one-hot encoding representation, which significantly reduces the number of parameters in the subsequent layers. Convolution filters are then used on the word embeddings to extract the n-gram features from the pathology reports, which are then aggregated by a max-over time pool to find a positional invariant document representation. The network parameters including word embedding, convolutional filters, and feed-forward weights are learned simultaneously through back-propagation. The CNN architecture has gained a lot of attention in text analysis recently and is an active area of research [10, 19, 26, 27] . Some of the outstanding challenges in the area include understanding the document representation, training the network under extreme class imbalance, and developing uncertainty quantification measures.
An Inversion-regression (IR) based approach for the information extraction task has been previously demonstrated by [11] . The pathology reports are first represented by the n-gram features, typically used in natural language processing. Localized sliced inverseregression [33] is then used for learning a low-dimensional document representation from the labeled data. The learned representation is the projection of the high-dimensional n-gram features onto a linear subspace that enhance the discrimination among the data from different class-labels, similar to discriminant analysis [4] . Section 2.2 includes a detailed review of this method. Then k-nearest neighbors of an unlabeled document in the learned space are used for inferring the label in a supervised way. The inverseregression based approach has been studied for many other applications [5, 15, 32, 35] and has a strong theoretical basis [8, 21] . The use of the inverse regression for the information extraction task suffers from the high computational cost and numerical instability because of the extreme dimensionality of the n-gram representation of the document. In this study, we use a bootstrapping scheme to overcome both obstacles.
We introduce a mutual information based pre-processing step to preemptively remove the excessive and redundant n-gram features. This step reduces the computational cost of the subsequent inverseregression step significantly, making it computationally viable with a large number of text documents. Text analysis in general operates in a p > n realm with the n-gram representation. Here p is the cardinality of the document representation and n is the number of available labeled samples. Inverse-regression based methods (similar to many other statistical methods) are numerically unstable when p ≫ n. The numerical instability of the algorithm comes from the ill-posedness of the sample covariance matrix estimates. By discarding the irrelevant and redundant features in the preprocessing step, we overcome the ill-conditioning of the sample covariance matrix. Our pipeline is shown to produce comparable or better results to state-of-the-art methods at a fraction of the computational cost. The manuscript is organized as follows: Section 2 describes the dataset, data preprocessing, our method, and evaluation criteria; Section 3 presents the experimental results; Section 4 discusses the potential future directions.
MATERIALS AND METHODS

Material
We use the de-identified pathology reports collected from 5 SEER cancer registries (CT, HI, KY, NM, Seattle). The reports were labeled by state cancer registries, following the standard coding guidelines issued by SEER. The assigned primary-site labels are standard ICD-O-3 topography codes used to encode the tumor site as per the SEER coding guidelines. A summary of the labels including the ICD-O-3 code are provided in Table 1 . Further details of the dataset can be found in our previously published work [27] .
The pathology reports were provided in XML format. We discarded the meta-data associated with the pathology reports and used only unstructured text sections of the XML file. An example of pathology report (unstructured text section) is included in Figure 1 . We used regular expressions to standardize the reports. For instance, we replaced any integer greater than 999 to "largeint", we replaced any floating point number to "floattoken", replaced the "o clock" token as "oclock", and we used white-space and other delimiters such as ". ", ":", ";" to tokenize the reports.
Method
We formulate the extraction of tumor site (ICD-O-3 code) from the pathology reports as a supervised classification task. Supervised classification is one of the widely studied pattern recognition models in machine learning. A classification task relies on the labeled data to build a classifier, which is then used to predict the classlabels for the unlabeled data. In this work, we have developed a novel deep filter pipeline to first learn a low-dimensional document representation, which co-locates the documents that belong to the same class-label and separates them otherwise. We then train a k-NN classifier on this representation to infer the class-labels from the unlabeled pathology documents.
The high-dimensionality of data is challenging for traditional classifiers including the k-NN classifier, which require a large volume of labeled data to learn any statistically reliable model. A high-dimensional n-gram features, also popularly known as the bag of words representation, are often used to represent text documents. One popular approach to overcome the challenge is to reduce the dimensionality of the representation via unsupervised or supervised dimension reduction methods. The unsupervised methods, including both linear (e.g., PCA, NMF, LPP) and non-linear (e.g., LLE, MDS, ISOMAP) approaches [12] , often tend to discard the less prevalent discriminatory features without the supervision from the class-labels. We adopt a supervised approach in this work to overcome the challenge.
Supervised dimension reduction methods are categorized in the literature [7] into the filter, wrapper, and embedding methods. The filter methods rely on the intrinsic properties of representation and its interdependence on the class-labels for the dimension reduction. Some prevalent examples of the filter methods include mRMR [24] , FS-score [17] , LDA [20] , SIR [21] , and CCA [29] . In contrast, wrapper methods such as FSV [16] and SVM-RFE [18] use a classifier to score the utility of a given subset of features for the classification task and then selects the subset that maximizes the utility. With a large number of features, the subset search space becomes prohibitively large to navigate in a computationally efficient way. The last category is embedding methods that combine the feature selection and classification task in a single formulation. Elastic-net [36] and Lasso [30] are two popular methods in this category. The accuracy of these embedding methods is seen to deteriorate when the number of features far exceeds the number of labeled samples, as in our case. The introduced method comes under the first category.
Our dimension reduction method is based on the inverseregression based approach adopted by [11] . A brief review of their method is outlined here. Assume the functional dependence of a response variable Y ∈ R on a multivariate explanatory variable X ∈ R p through an unknown k-dimensional subspace where k < p. Given a set of observations {(x i , y i )} n i=1 of X and Y , the goal of inverse regression is to estimate the basis of the unknown low-dimensional subspace, hereby denoted as β = {β 1 , . . . , β k }, also known as the central subspace. The dependence of any observation y i on x i is only through a low-dimensional projection
The key idea of inverse regression is that the explanatory variable X are regressed against Y instead of other way round as in regression. As Y varies, the inverse regression curve E(X|Y ) − E(x) typically lies in a k-dimensional subspace instead of R p under some mild distributional assumption on X. Consequently, the conditional covariance matrix Cov(E(Z|Y ))
is degenerate in any direction orthogonal to the β, where Z is standardized X . Sliced inverse regression (SIR) [21] was introduced by Li in 1991 to estimate the subspace β. In general, when the covariance matrix of X is Σ and the covariance matrix of E(X|Y ) is Γ, the unknown central subspace β can be obtained by solving a generalized-eigenvalue problem, Γβ = λΣβ .
Given a set of observations {(x i , y i )} n i=1 with the sample mean adjusted to zero ( i.e., E(X) = 0), the SIR [21] divides the range of Y variable into H non-overlapping intervals {Y 1 , ..., Y H } and groups the observations into H groups {G 1 , ..., G H } based on their Y values. The sample covariance matrix and conditional covariance matrix are then estimated bŷ
where G h = {x i : x i belongs to the h-th slice of the range of the Y variable} and |G h | is the size of set G h . When p > n or the explanatory variables are highly collinear then the sample covariance matrixΣ is singular. The precursor work [11] uses a ridge regularization to overcome the rank-deficiency by adding a diagonal matrix sI p to the sample covariance matrix in (1), where s is the ridge regularization parameter and I p is the identity matrix. Also the precursor work [11] uses a variant of the regularized SIR method, in particular they used the localized sliced inverse regression (LSIR) [33] . The SIR assumes the elliptical distribution of the explanatory variables X for a given Y , which is relaxed in the LSIR to support the multimodal elliptical distribution. In many practical scenarios, the global-slice mean E(X|Y h )) is bad characterization of the inverse regression curve. The LSIR uses the local-slice mean estimate to characterize the inverse regression curve. The conditional covariance matrixΓ is thus computed with the local-slice mean estimate byΓ
where m i,loc is the local-slice mean estimate at x i computed over k-nearest neighbors
where N(x i ) = {x j : x j belongs to the k-nearest neighbors of x i in G h , where G h is the slice to which x i belongs}. A complete outline of the dimension reduction procedure with the LSIR is as follows.
(1) Compute the eigenvalue decomposition of (Σ +sI p ) −1Γ loc = PΛP −1 , where P and Λ are the eigenvectors and eigenvalues respectively. (2) Sort the eigenvalues Λ in the descending order and permute the eigenvectors accordingly in descending order. Let Λ s and P s denote the sorted eigenvalues and permuted eigenvectors. r P T r x, where
Building upon the precursor work [11] , we have introduced an inverse-regression based pipeline for the information extraction task, which is composed of two filter stages. At the first stage, we use a computationally efficient minimal redundancy and maximal relevance (mRMR) [24] filter to select the top k features that are relevant for the discrimination task and have minimum redundancy. At the second stage, we use the localized sliced inverse regression (LSIR) [33] for subspace learning to find a low-dimensional document embedding. By introducing the mRMR filter prior to the inverse-regression step, the excessive and redundant features are discarded in advance, which substantially reduce the computational cost of the subsequent inverse-regression step. The estimation of (Σ + sI p ) −1 and eigendecomposition of (Σ + sI p ) −1Γ loc are the two most computationally expensive steps of the inverse regression with computational complexity O(p 3 ) in practice for direct methods [31] . With the mRMR pre-processing, the size of (Σ + sI p ) and
loc is reduced from p × p to k × k, thus reducing the computational cost of these steps from O(p 3 ) to O(k 3 ). The first step also improves the condition number of the sample covariance matrixΣ by increasing the sample-to-feature ratio (n/p), thus improving the numerical stability of the subsequent step. Next, we describe the introduced pipeline outlined below in detail except the inverse-regression step.
(1) Document representation by the n-gram features (2) Minimal redundancy and maximal relevance filter for removing the excessive and redundant features (3) Localized sliced inverse regression for learning a lowdimensional discriminatory subspace (4) k-nearest neighbor classifier on a low-dimensional subspace to infer the class-labels from the unlabeled data 2.2.1 Document representation. We represent the cancer pathology reports in vector space by the n-gram features, which capture short sequence information and ignores longer ones. In particular, we use the log-normalized count of each short word sequence t, log(1 + t f (t, d)), as a feature, where t f (t, d) denotes the count of word sequence t in the document d. The n-gram representation has proven useful for many natural language processing (NLP) tasks in the literature [14] . Term-frequency and inverse-document frequency (tf-idf) is another popular choice for document representation [28] . Traditional approaches retain only the top n-gram features to cope with the high-dimensionality of the document representation for post-analysis, which is ill-suited for the information extraction task because the less prevalent but relevant features that contain the information to be extracted are discarded. In this work, we use a supervised dimension reduction pipeline as an alternative.
Minimal redundancy and maximal relevance filter.
We first use mutual information based information-theoretic filter to discard excessive and redundant features. Mutual information measures the interdependence between two random variables quantifying the amount of information obtained about one variable observing the other. Given the feature random variables X = (X 1 , ..., X p ) T and class-label random variable Y , a subset of the feature variables, X s ⊂ X, of maximal cardinality k that holds the maximal information regarding the class-label, can be obtained, in theory, by solving the combinatorial problem,
where I(X s ; Y ) denotes the joint mutual information of the selected feature variables X s and the class-label variable Y , defined as,
where p(x, y) is the joint multi-variate density estimate of (X s , Y ), and p(x) and p(y) are the marginal density estimates of X s and Y respectively. Obtaining the exact solution of (6) is difficult in practice for two reasons. First, the problem (6) is known to be NPhard -i.e., there is no known efficient (tractable) algorithm to solve large instances of (6) to date [24] . Second, the estimation of p(x) and p(x, y) is known to be ill-posed in the high-dimensional setting as it often requires the inversion of the sample covariance matrices, which are rank-deficient when the number of features are more than the number of labeled samples. Minimal redundancy and maximal relevance (mRMR) method, introduced by Peng et al. [24] , provides an efficient greedy solution to the problem formulation (6) . Let S = {X S 1 , . . . , X S t −1 } be the set of selected features at time step t − 1. The mRMR method greedily selects the next feature by solving the following optimization problem,
The mRMR method is shown by the authors to be optimal for the online version of the problem (6). In the online setting, t − 1 features are given and the t-th feature is selected to maximize the joint mutual information of (6) . The first term of the mRMR method (8) is the mutual information gain with the new selection X i , whereas the second term is the average redundancy in the mutual information with the previous selections. The mRMR method maximizes the mutual information gain through including the new feature in the selected cohort while minimizing the average redundancy with the already selected cohort X S t −1 . We use the mRMR filter to select the top k features that are relevant for the discrimination task and have minimum redundancy.
Localized sliced inverse regression.
Described earlier in Section 2.2.
Classifier.
We use the document embedding obtained from the LSIR to train a k-nearest neighbor classifier for tumor site classification, which is then used to infer the tumor site from the unlabeled data. The number of neighbors parameter (k) for the inference is set empirically.
Experimental setup and evaluation metric
We compare the classification accuracy of the inverse regression based methods with the state-of-the-art deep learning based method [27] . We use tenfold cross-validation to partition the dataset into 10 parts with nearly balanced label distributions among the partitions. We use 9 partitions for training the classifier and use 1 partition for the model evaluation. We report micro F -score, along with macro-average F -score, precision and recall.
Here T P j denotes the number of true positives for class C j , F P j denotes the number of false positives for class C j , and F N j denotes the number of false negatives for class C j . Micro-average measures show how well the classifier performs overall, whereas macroaverage measures how well the classifier performs across all classes, irrespective of class prevalence. We also report the confusion matrix for detailed examination of misclassifications.
RESULTS
We compare the classification results of our method (Section 2) for the tumor site classification task against both traditional machine learning algorithms and a precursor neural network method [27] . Among traditional methods, we compare against Naive Bayes (NB), logistic regression (LR), and support vector machine (SVM). We use the top 400 unigram and bigram term frequency-inverse document frequency (tf-idf) features for these methods, as in the precursor work [27] , which gives the best results among the other examined settings. We compare also against the state-of-the-art convolutional neural network (CNN) method [27] . In particular, we compared with two CNN models: (i) a CNN+PubMed model where a pretrained (fixed) PubMed word embedding is used while learning the other network parameters (convolutional filters and feedforward weights), (ii) a CNN+None model where the word embeddings are jointly learned with the convolutional filters and feedforward classifier weights. We compare our method, hereby referred to mRMR+LSIR+kNN, also against the precursor method [11] , referred to LSIR+kNN. For both methods, the n-gram features (see Section 2.2.1) up to length 4 including the unigram, bigram, trigram, and quadgram features are used to represent the reports. Figure 2 shows the top n-gram word sequences selected by the mRMR method. Figure 3 shows the 2D t-SNE embedding of the pathology reports in the central subspace learned with the LSIR method following the mRMR feature selection step. The pathology reports with the same class-labels are seen to cluster together in this low-dimensional document representation.
In the experiments with the mRMR+LSIR+kNN method, we remove the n-gram features that occur in less than 4 reports, which gives a 28946-dimensional representation of the de-identified reports. We first use the mRMR method to select top 2000 features, and then use the LSIR with the regularization parameter set to 5/n to learn a 12-dimensional representation. The number of neighbors for the conditional covariance matrix estimation (see Equation (4)) in the LSIR method is set to 20, and the number of neighbors in the k-nearest neighbor classifier is set to 5. All these parameters are empirically set. In the LSIR+kNN method, we use the same initial representation and LSIR parameter values as used in the precursor [11] , which gives the best results among the other explored settings. Table 2 shows a comparison of the classification accuracy of the inverse-regression based methods with the other methods for the tumor site classification task. We report the classification results with a corpus of 825 de-identified reports that consists of 6 prevalent classes, each of which has at least 50 samples. The results show that the inverse-regression based methods achieve higher macroaverage and micro-average scores than the other methods. The MRMR+LSIR+kNN method also performs better than the LSIR+kNN method while also reducing the computation time by more than 10x as observed on a MacBook Pro 2018 with 2.7 GHz Intel Core i7 processor. Figure 4 shows the confusion matrix for the inverseregression based methods.
DISCUSSION
We have developed a supervised deep pipeline for embedding unstructured pathology reports to a low-dimensional vector space for information extraction of the primary cancer site. This pipeline is built upon the precursor work [11] that demonstrated the effectiveness of inverse regression for the information extraction. The two most computationally expensive steps in the inverse regression are computing the inverse of (Σ + sI p ) and finding the eigenvectors of (Σ + sI p ) −1Γ loc , both of which cost O(p 3 ) with direct methods. With millions of pathology reports and n-grams of length up to 4, the number of n-gram features (p) could grow to tens of millions, making the proposed method prohibitively expensive. In this work, we have demonstrated the use of the mRMR method as a pre-processing step to discard the irrelevant and redundant features upfront, thus reducing the computational cost to O(k 3 ), where k is the selected features. We showed that the introduction of this pre-processing step also improves the overall accuracy of the task as the pre-processing step improves the condition number of the sample covariance matrix by improving the sample-to-feature ratio from n/p to n/k.
Moving forward, we would like to address other open challenges in this field of study. Dispersion of the features because of the frequent misspellings and liberal (diverse) usages of language to express the same concept is a continuing challenge. Many relevant features become weakly correlated with the class-labels due to the dispersion. In future work, we would like to exploit the local contexts and topic structure of the n-grams to identify the dispersion and would like to develop a supervised information-theoretic technique to efficiently aggregate the dispersed features in a preprocessing step to the supervise dimension reduction step. The local context and topic structure has been successfully exploited previously in text analysis in various ways [1, 2, 6, 22, 25, 34] . Bringing awareness of these structures to information extraction would be a valuable addition to this pipeline, which uses the interdependence between the n-gram features and class-labels to obtain a low-dimensional discriminatory document representation. 
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