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Abstract
In this paper, we obtain a reinforcement of an inequality due to Brascamp and Lieb and a reinforcement
of Poincaré’s inequality for general logarithmical concave measures on Rd . The formula used in the proof
is related to theorems concerning the integration of log-concave functions (such as results of Prékopa and
of Ball, Barthe and Naor). We also obtain a lower bound for the variance of the same family of measures.
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In a paper devoted to the Li–Yau’s inequality, Bakry and Ledoux [2] noticed that it was pos-
sible to improve Poincaré’s inequality for the Gaussian measure. If we denote by μ the standard
Gaussian measure on Rd , they obtained, for all regular function f :
Varμ(f )
∫
‖∇f ‖2 dμ− 1
2d
(∫
Δf dμ
)2
,
where Varμ(f ) =
∫
(f − ∫ f dμ)2 dμ.
On the other hand, it is possible to prove:∥∥∥∥∫ ∇f dμ∥∥∥∥2 + 12d
(∫
Δf dμ
)2
 Varμ(f ).
Those inequalities are easy to prove with the use of Hermite’s polynomials (see the end of this
paper).
The aim of this paper is to generalize those inequalities to any measure with a regular log-
concave density with respect to the Lebesgue measure on Rd . The upper bound obtained here
strengthens another inequality which is due to Brascamp and Lieb [4].
More precisely, we consider a C2 function ϕ :Rd → R such that:
∀x ∈ Rd, Hessϕ(x) > 0 and
∫
e−ϕ dx < +∞.
When the opposite will be not specified, functions ϕ of this paper will satisfy those hypothesis.
We denote by 〈x, y〉 the usual scalar product on Rd and by ‖x‖ the norm associated to this
scalar product. We define:
dμϕ(x) = e
−ϕ(x) dx∫
e−ϕ(z) dz
(so dμ = dμ‖x‖2/2) and for f ∈ L2(μϕ):
Varμϕ (f ) =
∫ (
f −
∫
f dμϕ
)2
dμϕ.
The inequality of Brascamp and Lieb is the following:
∀f ∈ C1(Rd)∩L2(μϕ), Varμϕ (f ) ∫ 〈(Hessϕ)−1∇f,∇f 〉dμϕ.
Furthermore, we define:
a(ϕ) = inf
x∈Rd
min
{
λ eigenvalue of Hessϕ(x)
}
,
b(ϕ) = sup
d
max
{
λ eigenvalue of Hessϕ(x)
}
x∈R
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those quantities a and b.
Let H1(μϕ) be the set of functions f in L2(μϕ) such that ∇f (in the distribution sense) is in
L2(μϕ). We endow H1(μϕ) with the norm:
‖f ‖H1 =
[∫ (
f 2 + ‖∇f ‖2)dμϕ]1/2.
Finally, we define, for f in L2(μϕ) and if ϕ is in L2(μϕ):
cϕ(f ) =
∫
ϕf dμϕ −
∫
ϕ dμϕ
∫
f dμϕ.
Theorem 1. We assume that ϕ is in L2(μϕ).
Then, for all f in H1(μϕ):
Varμϕ (f )
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ − (1 + a/b)
d
cϕ(f )
2.
In the case ϕ(x) = ‖x‖22 , we rediscover the inequality of Bakry and Ledoux. Actually, with the
Ornstein–Uhlenbeck operator L0 = Δ− 〈x,∇〉, we write:∫
Δf dμ =
∫
〈x,∇f 〉dμ = −
∫
L0
(‖x‖2
2
)
f dμ
=
∫ (‖x‖2 − d)f dμ = 2(∫ ϕf dμ− ∫ ϕ dμ∫ f dμ).
One of the consequences of the Brascamp and Lieb inequality is the Poincaré inequality for
measures μϕ if a(ϕ) > 0 (it is not the only method, see for example [6]). It is obvious with the
following inequality: ∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ  1
a(ϕ)
∫
‖∇f ‖2 dμϕ.
Consequently, Theorem 1 gives a reinforcement of the Poincaré inequality under the hypothesis
a(ϕ) > 0.
On the other hand, the inequality of Brascamp and Lieb allows to recover the following result
due to Prékopa [8] (see [4]). If we consider the function Φ defined by
e−Φ(y) =
∫
e−ϕ(x,y) dx,
then Prékopa proved that Φ is convex if ϕ is convex. Also, Theorem 1 has a link with this result.
More precisely, the proof of Theorem 1 is based on a new expression for Varμϕ (f ) (formula (4))
when f belongs to a dense subset of H1(μϕ) (see later). This expression allows us to rediscover,
without improvement, results of Ball, Barthe and Naor [3] and Cordero-Erausquin, Fradelizi
and Maurey [5], which are related to Prékopa’s theorem. See Section 3 for a more complete
explanation.
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lows us to give a lower bound for the variance.
In the next theorem, we use the following notation. If A is a symmetric and positive d × d
matrix, we define, for x in Rd :
|||x|||2A = 〈Ax,x〉.
Theorem 2. We assume ϕ ∈ L2(μϕ) and Hessϕ ∈ L1(μϕ). Then, for all f in L2(μϕ):
Varμϕ (f )
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
+ 1
d
cϕ(f )
2.
We immediately see that this theorem does not allow to reobtain the inequality for the
Gaussian measure. We will show that is possible to recover the right inequality under the hy-
pothesis a(ϕ) > 0.
Remark 1. Under the hypothesis of the theorem,
∫
f∇ϕ dμϕ is well defined because we will
prove later: Hessϕ ∈ L1(μϕ) ⇒ ∇ϕ ∈ L2(μϕ) (see Lemma 8).
Remark 2. If we assume f is in H1(μϕ), then we have:
∫
f∇ϕ dμϕ =
∫ ∇f dμϕ . This equality
is obvious for f in C∞c (the set of C∞ functions with compact support) and it is known that C∞c
is a dense subset of (H1(μϕ),‖ ‖H1) [9, Lemma 3.1.12].
2. Upper and lower bounds for the variance
2.1. Preliminary results
In this section, we give some lemmas concerning heat kernels in Rd .
We consider a C2 function ϕ :Rd → R such that:
∀x ∈ Rd, Hessϕ(x) > 0 and
∫
e−ϕ dx < +∞.
Define L = Δ − 〈∇ϕ,∇〉 and D(L) his domain in L2(μϕ). The properties of L we will use
could be find in Bakry [1] and Royer [9]. We recall that D(L) ⊂ H1(μϕ) [9, Theorem 3.1.13]
and if f and g belong to D(L), then:∫
fLg dμϕ = −
∫
〈∇f,∇g〉dμϕ.
We denote Pt the semigroup associated to L. Ptf (x) = E(f (Xxt )) with:
Xxt = x +
√
2Bt −
t∫
o
∇ϕ(Xxs )ds,
and Bt a d dimensional Brownian motion issued from 0.
The hypothesis a(ϕ)  0 allows to prove the existence of E(f (Xxt )) for all t and all x
[9, Theorem 2.2.19]. We recall that:
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{
f ∈ L2(μϕ), Ptf − f
t
has a limit in L2(μϕ) when t goes to 0
}
,
Lf = lim
t→0
Ptf − f
t
.
Furthermore [9, Theorem 2.2.27]:
D(L) = {f ∈ L2(μϕ)∩W 2,2loc (Rd), in distribution sense Lf ∈ L2(μϕ)}.
We need two results of density.
The following lemma appears in the proof given by Maurey of the result of Ball, Barthe et
Naor (proof of Proposition 4.1 in [7]) and it will be useful to prove Theorem 2.
Lemma 3. Let φ :Rd → R be a C2 function, not necessarily convex, such that ∫ e−φ dx < +∞.
Define L = Δ− 〈∇φ,∇〉, then:
L
(
C∞c
)= {f ∈ L2(μφ), ∫ f dμφ = 0} for the norm ‖ ‖L2(μφ).
On the other hand, for the proof of Theorem 1, we need a result of density in H1(μϕ). The
first step is the following lemma.
We denote by Ckb the set of Ck bounded functions as well as all of their derivatives.
Lemma 4. For f in L2(μϕ), we define:
gt (x) = −
t∫
0
Psf (x) ds.
Then gt ∈ D(L) and:
Lgt = f − Ptf.
Furthermore, if we assume a(ϕ) > 0 and if f ∈ C1b , then Lgt ∈ H1(μϕ) and Lgt goes to
f − ∫ f dμϕ in H1(μϕ) when t goes to +∞; moreover, gt ∈ C1b .
Proof. The first claim of the lemma is well known (the proof uses some of the arguments used
in Lemma 9, see farther).
If we assume a = a(ϕ) > 0, we know that f − Ptf goes to f −
∫
f dμϕ in L2(μϕ) when t
goes to +∞ (see for example Theorem 3.2.1 of [9]). Moreover, for f in C1b , Ptf ∈ C1b (it is easy
to prove, for example by studying Xxt as a function of x), ∇Lgt = ∇f − ∇Ptf and we have the
following inequality [6, Lemma 1.2]:
‖∇Ptf ‖2  e−2atPt
(‖∇f ‖2). (1)
Consequently:∫
‖∇Ptf ‖2 dμϕ  e−2at
∫
Pt
(‖∇f ‖2)dμϕ  e−2at ∫ ‖∇f ‖2 dμϕ,
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‖gt‖∞ 
t∫
0
‖f ‖∞ ds < +∞
and
‖∇gt‖
t∫
0
e−as
√
Ps
(‖∇f ‖2)ds,
so ‖∇gt‖∞ < +∞. 
Lemma 5. Let ϕ be a C2 function such that a(ϕ) > 0 and Hessϕ ∈ L2(μϕ). Then, for all f
in C1b , there exits (gn)n∈N in (C∞c )N such that:
lim
n→+∞Lgn = f −
∫
f dμϕ for the norm ‖ ‖H1 .
Proof. We denote a = a(ϕ).
We use the previous lemma. We define gn = −
∫ n
0 Psf ds; gn ∈ D(L) ∩ C1b and Lgn goes to
f − ∫ f dμϕ in H1(μϕ).
We will prove that Hessgn belongs to L2(μϕ). For a moment, we forget the subscript n.
For h in C∞c , we have (Lemma 7, see farther):∫
(Lh)2 dμϕ = Varμϕ (Lh) =
∫
Tr
[
(Hessh)2
]
dμϕ +
∫
〈Hessϕ∇h,∇h〉dμϕ

∫
Tr
[
(Hessh)2
]
dμϕ. (2)
C∞c is a dense subset of D(L) for the norm (‖g‖2L2(μϕ) + ‖Lg‖2L2(μϕ))1/2, consequently, it is
possible to find a sequence hn ∈ C∞c such that hn goes to g for this norm. Moreover, D(L) ⊂
W
2,2
loc (R
d); we deduce from the closed graph theorem, that hn goes to g in W 2,2loc (R
d). Then, for
all bounded and open subset G of Rd , it is possible to find a subsequence hnk of hn such that
∂2hnk
∂xi∂xj
goes to ∂
2g
∂xi∂xj
almost everywhere on G (when k goes to infinity). Using Fatou’s lemma,
we obtain: ∫
(Lg)2 dμϕ 
∫
Tr
[
(Hessg)2
]
dμϕ.
We deduce Hessg belongs to L2(μϕ).
So, we have approached in H1(μϕ), f −
∫
f dμϕ with a sequence Lgn, where gn ∈
D(L) ∩ C1b , Lgn ∈ C1b , Hessgn ∈ L2(μϕ). To conclude, it is sufficient to approach in H1(μϕ),
all function Lg, where g ∈ D(L)∩C1, Lg ∈ C1, Hessg ∈ L2(μϕ) with a member of L(C∞c ).b b
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We choose ρ ∈ C∞c , ρ  0, such that
∫
ρ(x)dx = 1 and we define ρq(x) = qdρ(qx). Define:
un = ζng and un,q = ρq ∗ un.
We will show limn→+∞ Lun = Lg and limq→+∞ Lun,q = Lun in H1(μϕ).
• Lun = ζnLg + gLζn + 2〈∇g,∇ζn〉.
We have, with formula (2):∫
(Lζn)
2 dμϕ =
∫
Tr
[
(Hess ζn)2
]
dμϕ +
∫
〈Hessϕ∇ζn,∇ζn〉dμϕ.
Consequently, the property Hessϕ ∈ L1(μϕ) allows us to prove:
lim
n→+∞
∫
(Lζn)
2 dμϕ = 0.
So, it is easy to see that Lun goes to Lg in L2(μϕ). Moreover:
∇Lun = Lg∇ζn + ζn∇Lg +Lζn∇g + g∇Lζn + 2 Hessg∇ζn + 2 Hess ζn∇g,
and
∇Lζn = ∇Δζn − Hessϕ∇ζn − Hess ζn∇ϕ.
Consequently, we obtain, because Hessϕ ∈ L2(μϕ) (and ∇ϕ ∈ L2(μϕ), see farther Lemma 8):
lim
n→+∞
∫
(∇Lζn)2 dμϕ = 0.
The property Hessg ∈ L2(μϕ) allows us to prove:
lim
n→+∞
∫
‖Hessg∇ζn‖2 dμϕ = 0.
Then, we obtain ∇Lun goes ∇Lg in L2(μϕ), which gives limn→+∞ Lun = Lg in H1(μϕ).
• Lun,q = ρq ∗Δun −〈∇ϕ,ρq ∗∇un〉. Using the property that supports of Lun,q are included
in a compact set independent of q , we prove that Lun,q goes to Lun in L2(μϕ). In the same
way, we obtain that ∇Lun,q goes to ∇Lun in L2(μϕ). 
Corollary 6. Let ϕ be a C2 function such that a(ϕ) > 0 and Hessϕ ∈ L2(μϕ). Then L(C∞c ) is a
dense subset of {f ∈ H1(μϕ),
∫
f dμϕ = 0} for the norm ‖ ‖H1 .
Proof. It is sufficient to use the density of C∞c in H1(μϕ) and to apply the previous lemma. 
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We begin with the following lemma which contains the main information. In particular, it is
easy to see that formula (5) allows us to give a new proof of the inequality of Brascamp and Lieb.
Lemma 7. Let ϕ :Rd → R be a C2 function, not necessarily convex, such that ∫ e−ϕ dx < +∞.
Let f ∈ L2(μϕ) such that there exists g ∈ C∞c verifying
Lg = f −
∫
f dμϕ
then:
Varμϕ (f ) =
∫
Tr
[
(Hessg)2
]
dμϕ +
∫
〈Hessϕ∇g,∇g〉dμϕ, (3)
and
Varμϕ (f ) = −
∫ {
2〈∇f,∇g〉 + Tr[(Hessg)2]+ 〈Hessϕ∇g,∇g〉}dμϕ. (4)
Furthermore, if we assume Hessϕ(x) > 0 for all x, then:
Varμϕ (f ) =
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ
−
∫ {
Tr
[
(Hessg)2
]+ |||∇f + Hessϕ∇g|||2
(Hessϕ)−1
}
dμϕ. (5)
Proof.
Varμϕ (f ) =
∫ (
f −
∫
f dμϕ
)
Lg dμϕ = −
∫
〈∇f,∇g〉dμϕ. (6)
With
∇f = ∇Lg = L∇g − Hessϕ∇g,
we obtain:
Varμϕ (f ) = −
∫
〈∇g,L∇g〉dμϕ +
∫
〈Hessϕ∇g,∇g〉dμϕ
⇒ Varμϕ (f ) =
∫
Tr
[
(Hessg)2
]
dμϕ +
∫
〈Hessϕ∇g,∇g〉dμϕ. (7)
Then we write Varμϕ (f ) = 2 ∗ (6)–(7), consequently:
Varμϕ (f ) = −
∫ {
2〈∇f,∇g〉 + Tr[(Hessg)2]+ 〈Hessϕ∇g,∇g〉}dμϕ.
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Varμϕ (f ) =
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ
−
∫ {
Tr
[
(Hessg)2
]+ |||∇f + Hessϕ∇g|||2
(Hessϕ)−1
}
dμϕ. 
Remark 3. Although formula (5) is the one which will allow us to prove Theorem 1, perhaps it
is not the most important formula in the lemma. It seems that the most interesting formula is (4).
This formula is valid even if ϕ is not convex and we will use it to recover results of [3,5] (see
Section 3).
Proof of Theorem 1.
First step. We assume that ϕ is a C2 function such that
∫
e−ϕ dx < +∞, ϕ ∈ L2(μϕ) and
Hessϕ(x) > 0 for all x. Let f be a function in L2(μϕ) such that there exists g in C∞c verifying:
f −
∫
f dμϕ = Lg
(we will present a regularization procedure for general f at the end of the proof).
The equality (5) gives:
Varμϕ (f ) =
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ
−
∫ {
Tr
[
(Hessg)2
]+ |||∇f + Hessϕ∇g|||2
(Hessϕ)−1
}
dμϕ.
We write: ∫
Tr
[
(Hessg)2
]
dμϕ 
1
d
∫ [
Tr(Hessg)
]2
dμϕ 
1
d
(∫
Δg dμϕ
)2
.
On the other hand, ∇f + Hessϕ∇g = L∇g, consequently:
|||∇f + Hessϕ∇g|||2
(Hessϕ)−1 = |||L∇g|||2(Hessϕ)−1 
1
b
‖L∇g‖2.
Furthermore:∫
‖L∇g‖2 dμϕ =
∑
i
∫
L
(
∂g
∂xi
)
L
(
∂g
∂xi
)
dμϕ
= −
∑
i,j
∫
∂2g
∂xi∂xj
∂
∂xj
L
(
∂g
∂xi
)
dμϕ
= −
∑
i,j
∫
∂2g
∂xi∂xj
[
L
(
∂2g
∂xi∂xj
)
−
∑
k
∂2ϕ
∂xk∂xj
∂2g
∂xk∂xi
]
dμϕ
=
∑∫ ( ∂3g
∂xi∂xj ∂xk
)2
dμϕ +
∫
Tr
[
Hessϕ(Hessg)2
]
dμϕi,j,k
276 G. Hargé / Journal of Functional Analysis 254 (2008) 267–300⇒
∫
‖L∇g‖2 dμϕ  a
∫
Tr
[
(Hessg)2
]
dμϕ 
a
d
(∫
Δg dμϕ
)2
.
Finally:
Varμϕ (f )
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ − (1 + a/b)
d
(∫
Δg dμϕ
)2
.
The last term is:∫
Δg dμϕ =
∫
〈∇g,∇ϕ〉dμϕ = −
∫
ϕLg dμϕ = −
∫
ϕ
(
f −
∫
f dμϕ
)
dμϕ.
So, Theorem 1 is proved for f in L2(μϕ) such that there exists g in C∞c verifying:
f −
∫
f dμϕ = Lg.
Second step. Now, we use Corollary 6 to prove the result for all f in H1(μϕ). With this aim
in view, we need that ϕ satisfies hypothesis a(ϕ) > 0 and Hessϕ ∈ L2(μϕ). Consequently, we
have to give regularization procedures for f and ϕ.
For the moment, ϕ only is a C2 function such that
∫
e−ϕ dx < +∞, ϕ ∈ L2(μϕ) and
Hessϕ(x) > 0 for all x; a = a(ϕ) may be equal to 0. Define ϕε(x) = ϕ(x) + ε ‖x‖22 with
ε > 0. It is easy to see that H1(μϕ) ⊂ H1(μϕε ). Furthermore, the hypothesis ϕ ∈ L2(μϕ) im-
plies ϕ ∈ L2(μϕε ) and so ϕε ∈ L2(μϕε ) (‖x‖2 ∈ L2(μϕε ) because Hessϕε  εI ).
If the result is proved for ϕε and for all f in H1(μϕε ), we have, for all f in H1(μϕ):
Varμϕε (f )
∫ 〈
(Hessϕε)−1∇f,∇f
〉
dμϕε
− (1 + a(ϕε)/b(ϕε))
d
(∫
ϕεf dμϕε −
∫
ϕε dμϕε
∫
f dμϕε
)2
.
Hessϕε Hessϕ > 0 so 〈(Hessϕε)−1∇f,∇f 〉 〈(Hessϕ)−1∇f,∇f 〉. Moreover:∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕε  ∫ 〈(Hessϕ)−1∇f,∇f 〉dμϕ∫
exp(−ε ‖x‖22 ) dμϕ
,
consequently
lim sup
ε→0+
∫ 〈
(Hessϕε)−1∇f,∇f
〉
dμϕε 
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ.
It is easy to prove:
lim
ε→0+
Varμϕε (f ) = Varμϕ (f ).
Furthermore, a(ϕε)  a(ϕ) + ε and b(ϕε)  b(ϕ) + ε. So, the result for ϕε implies the result
for ϕ.
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of H1(μϕ). Let f belongs to H1(μϕ) and let fn belongs to H1(μϕ) such that fn goes to f in
H1(μϕ). If we assume that the result is proved for fn, we have:∫ 〈
(Hessϕ)−1∇(f − fn),∇(f − fn)
〉
dμϕ 
1
a
∫ ∥∥∇(f − fn)∥∥2 dμϕ. (8)
We deduce:
lim
n→+∞
∫ 〈
(Hessϕ)−1∇fn,∇fn
〉
dμϕ =
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ,
which enables us to prove the result for f .
So, it is sufficient to assume f ∈ C∞c . To apply Corollary 6, we need that ϕ verifies Hessϕ ∈
L2(μϕ). There are two possibilities. If b(ϕ) < +∞ then this hypothesis is satisfied because:
Hessϕ(x) bI,
and e−ϕ(x)  e−ϕ(0)−〈∇ϕ(0),x〉−a‖x‖2/2.
In the case b(ϕ) = +∞, we approach ϕ by a function which verifies hypothesis of Corollary 6.
Because ϕ is a C2 function such that a > 0, we see that ϕ goes to +∞ when x goes to infinity.
Consequently, ϕ has a minimum at a point x0. We define a new function ψ with ψ(x) = ϕ(x)−
a‖x−x0‖2/2. ψ is a C2 convex function and has a minimum at x0. Denote c = ψ(x0)(= ϕ(x0)).
Define:
ψn(x) = sup
‖y‖n
{〈
x − y,∇ψ(y)〉+ψ(y)}.
ψn is convex and verifies:
• if n ‖x0‖, then, for all x: ψn(x) c,
• if ‖x‖ n then ψn(x) = ψ(x),
• ∃(αn,βn) ∈ (R+)2, ∀x ∈ Rd , ψn(x) αn‖x‖ + βn.
We choose ρ ∈ C∞c , ρ  0, Suppρ ⊂ B(0,1) such that
∫
ρ(x)dx = 1 and we define ρn(x) =
ndρ(nx). Let Φn = ρn ∗ψn + a‖x − x0‖2/2.
ρn ∗ψn is a convex and C∞ function. Furthermore, when n ‖x0‖, we can find positive real
numbers α′n,β ′n such that:
∥∥Hess(ρn ∗ψn)(x)∥∥= ∥∥Hess(ρn ∗ (ψn − c))(x)∥∥ ∫ ∥∥Hessρn(y)∥∥(ψn(x − y)− c)dy
 α′n‖x‖ + β ′n.
Because ρn ∗ψn is bounded below by c if n ‖x0‖, we see, for n ‖x0‖ and for all p  1:∫
‖HessΦn‖pe−Φn dx < +∞.
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belongs to L2(μΦn).
Now, we study the convergence of Φn. Let K be a compact subset of Rd and let N ∈ N such
that K ⊂ B(0,N − 1). For all x in K and for nN , we have:
ρn ∗ (ψn −ψ)(x) =
∫
‖y‖n
ρn(x − y)(ψn −ψ)(y)dy = 0.
We deduce that Φn and HessΦn converge uniformly on every compact set to ϕ and Hessϕ
respectively.
Now, assume that we have proved, for all f in C∞c :
VarμΦn (f )
∫ 〈
(HessΦn)−1∇f,∇f
〉
dμΦn
− (1 + a(Φn)/b(Φn))
d
(∫
Φnf dμΦn −
∫
Φn dμΦn
∫
f dμΦn
)2
.
Firstly, we remark a(Φn)/b(Φn) 0 = a(ϕ)/b(ϕ).
Define dυ = dμa‖x−x0‖2/2.
We obtain with the dominated convergence theorem (and because exp(−ρn ∗ ψn(x)) 
exp(−c) for n ‖x0‖):
lim
n→+∞
∫
exp
(−ρn ∗ψn(x))dυ(x) = ∫ exp(−ψ(x))dυ(x).
Then, we have, because (HessΦn)−1  1a I and because f has compact support:
lim
n→+∞ VarμΦn (f ) = Varμϕ (f ),
lim
n→+∞
∫
f dμΦn =
∫
f dμϕ, lim
n→+∞
∫
fΦn dμΦn =
∫
f ϕ dμϕ,
lim
n→+∞
∫ 〈
(HessΦn)−1∇f,∇f
〉
dμΦn =
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ.
Now, we have to study
∫
Φn dμΦn . We write:∫
Φn dμΦn =
∫
Φn exp(−ρn ∗ψn)dυ∫
exp(−ρn ∗ψn)dυ .
We have to show that: limn→+∞
∫
Φn exp(−ρn ∗ψn)dυ =
∫
ϕ exp(−ψ)dυ . Again, we prove it
with the dominated convergence theorem and with the following inequality (for n ‖x0‖):
0
(
ρn ∗ψn(x)− c + 1
)
exp
(−ρn ∗ψn(x)+ c − 1) e−1.
So, the result for Φn and for all f in C∞c implies the result for ϕ.
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L2(μϕ), ϕ ∈ L2(μϕ) and for f ∈ C∞c .
With the help of an argument already used (inequality (8)) and Corollary 6, we see that it is
possible to assume there exists g ∈ C∞c such that Lg = f −
∫
f dμϕ .
The proof of Theorem 1 is achieved. 
Now, we give the proof of Theorem 2. We begin with a lemma.
Lemma 8. Let ϕ :Rd → R be a C2 function such that ∫ e−ϕ dx < +∞ and Hessϕ ∈ L1(μϕ).
Then ∇ϕ belongs to L2(μϕ).
Proof. Again, we choose ζ ∈ C∞c such that 0 ζ  1, ζ = 1 on B(0,1), ζ = 0 on B(0,2)c . We
define for r  1: ζr (x) = ζ( xr ). We have (c is a constant independent of r):∫
ζr‖∇ϕ‖2 dμϕ = −
∫
ζr
〈∇ϕ,∇(e−ϕ)〉dx 1∫
e−ϕ dx
=
∫ [〈∇ζr ,∇ϕ〉 + ζrΔϕ]dμϕ
=
∫
[−Lζr +Δζr + ζrΔϕ]dμϕ
=
∫
[Δζr + ζrΔϕ]dμϕ,
consequently: ∫
ζr‖∇ϕ‖2 dμϕ  c +
∫
‖Hessϕ‖dμϕ.
We deduce that ∇ϕ belongs to L2(μϕ). 
Proof of Theorem 2. We consider here a C2 function ϕ such that ϕ ∈ L2(μϕ) and Hessϕ ∈
L1(μϕ). We see with Lemma 3, that it is possible to assume there exists g ∈ C∞c such that
Lg = f − ∫ f dμϕ . Equality (3) gives:
Varμϕ (f ) =
∫
Tr
[
(Hessg)2
]
dμϕ +
∫
|||∇g|||2Hessϕ dμϕ.
As in the proof of Theorem 1, we obtain:∫
Tr
[
(Hessg)2
]
dμϕ 
1
d
cϕ(f )
2.
Define U = ∫ ∇f dμϕ and θ(x) = g(x) + 〈(∫ Hessϕ dμϕ)−1U,x〉. We have ∇θ = ∇g +
(
∫
Hessϕ dμϕ)−1U , consequently:
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∣∣∣∣∣∣∣∣∣∣∣∣(∫ Hessϕ dμϕ)−1U ∣∣∣∣∣∣∣∣∣∣∣∣2
Hessϕ
− 2
〈
Hessϕ∇θ,
(∫
Hessϕ dμϕ
)−1
U
〉
.
Moreover:∫
Hessϕ∇θ dμϕ =
∫
Hessϕ∇g dμϕ +U =
∫
Hessϕ∇g + ∇f dμϕ =
∫
L∇g dμϕ = 0.
So:
Varμϕ (f )
1
d
cϕ(f )
2 +
∫ ∣∣∣∣∣∣∣∣∣∣∣∣(∫ Hessϕ dμϕ)−1U ∣∣∣∣∣∣∣∣∣∣∣∣2
Hessϕ
dμϕ
 1
d
cϕ(f )
2 +
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ ∇f dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
 1
d
cϕ(f )
2 +
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
. 
Example 1. We fix h in Rd , we assume x belongs to L2(μϕ) and we apply Theorems 1 and 2 to
f (x) = 〈h,x〉. We use the same notation for y ∈ Rd and for the column
⎛⎝ y1...
yd
⎞⎠
of his components in the canonical basis of Rd . We find:
Varμϕ (f ) = 〈Mh,h〉 − 〈Y,h〉2 where M =
∫
xx∗ dμϕ and Y =
∫
x dμϕ,
cϕ(f ) = 〈Z,h〉 where Z =
∫
xϕ dμϕ −
∫
ϕ dμϕ
∫
x dμϕ.
We obtain:
(∫
Hessϕ dμϕ
)−1
+ 1
d
ZZ∗ M − YY ∗ 
∫
(Hessϕ)−1 dμϕ − 1 + a/b
d
ZZ∗,
which is a generalization of Example 1, p. 379 of [4].
If ϕ(x) = |||x − x0|||2A/2, then the two inequalities are equalities and M − YY ∗ = A−1.
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The purpose of this section is to obtain a lower bound for the variance which recovers
the case of the Gaussian measure. We first prove that L is a surjective mapping on {f ∈
L2(μϕ),
∫
f dμϕ = 0} if a(ϕ) > 0.
Lemma 9. We assume a(ϕ) > 0. For f in L2(μϕ), we define:
g(x) = −
+∞∫
0
(
Ptf (x)−
∫
f dμϕ
)
dt.
Then, g exits almost surely, g ∈ D(L) and we have:
Lg = f −
∫
f dμϕ.
Proof. We denote a = a(ϕ).
The Poincaré inequality implies (see for example [9, théorème 3.2.1]):∥∥∥∥Ptf − ∫ f dμϕ∥∥∥∥
L2(μϕ)
 e−at
∥∥∥∥f − ∫ f dμϕ∥∥∥∥
L2(μϕ)
. (9)
Define dσ(s) = a exp(−as) ds.
We have:
∫ [ ∞∫
0
∣∣∣∣Psf (x)− ∫ f dμϕ∣∣∣∣ds
]2
dμϕ = 1
a2
∫ [ ∞∫
0
eas
∣∣∣∣Psf (x)− ∫ f dμϕ∣∣∣∣dσ(s)
]2
dμϕ
 1
a2
∫ [ ∞∫
0
e2as
∣∣∣∣Psf (x)− ∫ f dμϕ∣∣∣∣2 dσ(s)
]
dμϕ
 1
a2
∥∥∥∥f − ∫ f dμϕ∥∥∥∥2
L2(μϕ)
.
Consequently, g is well defined and belongs to L2(μϕ). Moreover:
F :L2(μϕ) → L2(μϕ),
f → g
is a linear and continuous map on L2(μϕ).
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∫ +∞
0 (Ptf (X
x
s ) −
∫
f dμϕ)dt] = −
∫ +∞
0 (Pt+sf (x) −
∫
f dμϕ)dt (we can
commute the integrals thanks to (9)), so:
Psg =F(Psf ).
Furthermore, using the spectral decomposition of L, we see that Psg and Psf belongs to D(L)
for s > 0; consequently, because F is a continuous map:
LPsg =F(LPsf ) = −
+∞∫
0
LPt+sf dt = Psf −
∫
f dμϕ for s > 0.
We obtain:
lim
s→0Psg = g
(
in L2(μϕ)
)
,
lim
s→0LPsg = f −
∫
f dμϕ
(
in L2(μϕ)
)
.
We deduce, because L is a closed operator: g ∈ D(L) and Lg = f − ∫ f dμ. 
We assume a(ϕ) > 0. We define ϕ1 = ϕ. Using the previous lemma, we see that, for all p  1,
there exists ϕp+1 in D(L) such that:
Lϕp+1 = ϕp −
∫
ϕp dμϕ
(ϕp+1 is defined up to a constant).
For f ∈ L2(μϕ), we define:
cp(f ) =
∫
ϕpf dμϕ −
∫
ϕp dμϕ
∫
f dμϕ
(
c1(f ) = cϕ(f )
)
.
And if Hessϕ ∈ L1(μϕ), we define:
V (f ) =
(∫
Hessϕ dμϕ
)−1 ∫
f∇ϕ dμϕ.
Theorem 10. If a = a(ϕ) > 0, ϕ ∈ L2(μϕ) and if Hessϕ ∈ L1(μϕ), then, for all f in L2(μϕ):
Varμϕ (f )
1
d
(
c1(f )
2 + a2
(
2 + a
b
)+∞∑
k=0
a2kck+2
[
f − 〈V (f ),∇ϕ〉]2)
+
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
.
Remark 4. If ϕ is an even function, then for all f in L2(μϕ), ck+2[f −〈V (f ),∇ϕ〉] = ck+2[f ].
Actually, because ϕ is even, we have:
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√
2Bt −
t∫
0
∇ϕ(Xxs )ds
⇒ −Xxt = −x −
√
2Bt −
t∫
0
∇ϕ(−Xxs )ds.
So: −Xxt law∼ X−xt . We deduce, for all even function h:
Pth(−x) = E
(
h
(
X−xt
))= E(h(−Xxt ))= Pth(x).
Using the formula of Lemma 9, we find, for all p  1, that ϕp is an even function. Consequently,
ck+2[ ∂ϕ∂xi ] = 0 and ck+2[f − 〈V (f ),∇ϕ〉] = ck+2[f ].
Example 2. If we apply Theorem 10 to ϕ(x) = ‖x‖2/2, we recover the lower bound given in the
introduction for the Gaussian measure. Actually, we have:
ϕp =
(
−1
2
)p−1
ϕ,
so cp[f − 〈V (f ),∇ϕ〉] = cp[f ] = (− 12 )p−1cϕ(f ). We deduce:
c1(f )
2 + a2
(
2 + a
b
)+∞∑
k=0
a2kck+2
[
f − 〈V (f ),∇ϕ〉]2 = cϕ(f )2 + 3 +∞∑
k=0
(
−1
2
)2k+2
cϕ(f )
2
= 2cϕ(f )2
= 1
2
(∫
Δf dμ
)2
.
Lemma 11. If a > 0 and ϕ ∈ L2(μϕ), then, for all p  1 and for all f in L2(μϕ),
Varμϕ (f )
1
d
(
c1(f )
2 +
(
2 + a
b
) p∑
k=2
a2(k−1)ck(f )2
)
.
Remark 5. It is possible to compare result of Lemma 11 and result of Theorem 10 in the follow-
ing way. In the case ϕ is an even function, we obtain, using Remark 4 and Theorem 10:
Varμϕ (f )
1
d
(
c1(f )
2 + a2
(
2 + a
b
)+∞∑
k=0
a2kck+2(f )2
)
+
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
,
whereas Lemma 11 only gives:
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1
d
(
c1(f )
2 +
(
2 + a
b
)+∞∑
k=2
a2(k−1)ck(f )2
)
 1
d
(
c1(f )
2 + a2
(
2 + a
b
)+∞∑
k=0
a2kck+2(f )2
)
.
Proof of Lemma 11. We proceed by induction on p. The case p = 1 follows from Theorem 2.
Assume that the lemma is proved for p  1. Using Lemma 3, we can assume there exists g ∈ C∞c
such that Lg = f − ∫ f dμϕ . As in the proof of Theorem 2, we write:
Varμϕ (f )
1
d
c1(f )
2 +
∫
|||∇g|||2Hessϕ dμϕ.
Theorem 1 gives:∫
|||∇g|||2Hessϕ dμϕ  a2
∫
|||∇g|||2
(Hessϕ)−1 dμϕ  a
2
(
Varμϕ (g)+
1
d
(
1 + a
b
)
c1(g)
2
)
.
By induction:
Varμϕ (g)
1
d
(
c1(g)
2 +
(
2 + a
b
) p∑
k=2
a2(k−1)ck(g)2
)
.
Then:
Varμϕ (f )
1
d
(
c1(f )
2 + a2c1(g)2 + a2
(
2 + a
b
) p∑
k=2
a2(k−1)ck(g)2 + a2
(
1 + a
b
)
c1(g)
2
)
 1
d
(
c1(f )
2 +
(
2 + a
b
)p+1∑
k=2
a2(k−1)ck−1(g)2
)
.
Moreover:
ck−1(g) =
∫ (
ϕk−1 −
∫
ϕk−1 dμϕ
)
g dμϕ =
∫
L(ϕk)g dμϕ =
∫
ϕkLg dμϕ = ck(f ), (10)
which allows us to conclude. 
Proof of Theorem 10. Applying Lemma 11, we obtain, for all f in L2(μϕ):
Varμϕ (f )
1
d
(
c1(f )
2 +
(
2 + a
b
) ∞∑
k=2
a2(k−1)ck(f )2
)
. (11)
In particular, this series converges and it also converges for f −〈V (f ),∇ϕ〉 instead of f because
f − 〈V (f ),∇ϕ〉 ∈ L2(μϕ).
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f dμϕ . As in the proof of Theorem 2, we obtain:
Varμϕ (f )
1
d
cϕ(f )
2 +
∫
|||∇g|||2Hessϕ dμϕ.
Again, we define U = ∫ ∇f dμϕ and θ(x) = g(x)+ 〈( ∫ Hessϕ dμϕ)−1U,x〉. Then:
Varμϕ (f )
1
d
cϕ(f )
2 +
∫
|||∇θ |||2Hessϕ dμϕ +
∫ ∣∣∣∣∣∣∣∣∣∣∣∣(∫ Hessϕ dμϕ)−1U ∣∣∣∣∣∣∣∣∣∣∣∣2
Hessϕ
dμϕ
 1
d
cϕ(f )
2 +
∫
|||∇θ |||2Hessϕ dμϕ +
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ ∇f dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
.
Theorem 1 applied to θ gives:∫
|||∇θ |||2Hessϕdμϕ  a2
∫
|||∇θ |||2
(Hessϕ)−1 dμϕ  a
2
(
Varμϕ (θ)+
1
d
(
1 + a
b
)
c1(θ)
2
)
,
and using inequality (11):∫
|||∇θ |||2Hessϕ dμϕ 
a2
d
(
2 + a
b
)(
c1(θ)
2 + a2
∞∑
k=0
a2kck+2(θ)2
)
.
Moreover, with θ = g + 〈V (f ), x〉 and with (10), we obtain:
ck+2(θ) = ck+2(g)+ ck+2
(〈
V (f ), x
〉)
= ck+3(f )+ ck+2
(〈
V (f ), x
〉)
.
We have Lxi = − ∂ϕ∂xi (xi ∈ D(L) because ∇ϕ ∈ L2(μϕ)), consequently, with (10), ck+2(xi) =
−ck+3( ∂ϕ∂xi ). We deduce:
ck+2(θ) = ck+3(f )− ck+3
(〈
V (f ),∇ϕ〉)= ck+3[f − 〈V (f ),∇ϕ〉],
which enables us to conclude. 
We finish this paragraph by given another formulation for Theorem 10 under an additional
hypothesis. In the case ϕ belongs to L2(μϕ) and a = a(ϕ) > 0, we denote H the following
hypothesis:
∃β ∈ L1(R+,R∗+), ∀t  0, ∥∥∥∥Ptϕ − ∫ ϕ dμϕ∥∥∥∥
L2(μϕ)
 e−atβ(at). (H)
Let us remark that inequality (9) applied to ϕ only gives:∥∥∥∥Ptϕ − ∫ ϕ dμϕ∥∥∥∥
2
 e−at
∥∥∥∥ϕ − ∫ ϕ dμϕ∥∥∥∥
2
.L (μϕ) L (μϕ)
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Ptϕ(x) =
∫
ϕ
(
e−t x +
√
1 − e−2t y)dμ(y)
= e−2t
(‖x‖2
2
− d
2
)
+ d
2
= e−2t
(
ϕ(x)−
∫
ϕ dμ
)
+
∫
ϕ dμ
⇒
∥∥∥∥Ptϕ − ∫ ϕ dμϕ∥∥∥∥
L2(μ)
= e−2t
∥∥∥∥ϕ − ∫ ϕ dμϕ∥∥∥∥
L2(μ)
.
Remark 7. We will see later that any even function ϕ (such that a(ϕ) > 0 and ϕ ∈ L2(μϕ))
satisfies H with β(t) = exp(−t) (see Corollary 17).
Define α(t) =∑∞k=0 tk(k!)2 and:
Kϕ(x, y) =
∫∫
(R+)2
α
(
a2uv
)(
Puϕ(x)−
∫
ϕ dμϕ
)(
Pvϕ(y)−
∫
ϕ dμϕ
)
dudv.
Hypothesis H implies Kϕ ∈ L2(μϕ ⊗μϕ). Actually, define:
dη(u, v) = α(a2uv)e−auβ(au)e−avβ(av)dudv.
We easily see with α(uv)  euev (for u  0 and v  0) that ∫
(R+)2 dη(u, v) < +∞ (because
a > 0). So: ∫∫
Kϕ(x, y)
2 dμϕ(x) dμϕ(y)
=
∫∫ ( ∫∫
(R+)2
eauβ(au)−1
(
Puϕ(x)−
∫
ϕ dμϕ
)
× eavβ(av)−1
(
Pvϕ(y)−
∫
ϕ dμϕ
)
dη(u, v)
)2
dμϕ(x) dμϕ(y)

∫∫
(R+)2
e2auβ(au)−2
∥∥∥∥Puϕ − ∫ ϕ dμϕ∥∥∥∥2
L2(μϕ)
e2avβ(av)−2
×
∥∥∥∥Pvϕ − ∫ ϕ dμϕ∥∥∥∥2
L2(μϕ)
dη(u, v)
∫∫
(R+)2
dη(u, v)
< +∞.
We define for f and g in L2(μϕ):
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∫∫
Kϕ(x, y)f (x)g(y) dμϕ(x) dμϕ(y),
‖f ‖Kϕ =
√
〈f,f 〉Kϕ ,
(in the proof of the following theorem, we will see that 〈f,f 〉Kϕ  0 for all f ). We obtain:
Theorem 12. If a > 0, ϕ ∈ L2(μϕ), Hessϕ ∈ L1(μϕ) and if ϕ satisfies H then, for all f in
L2(μϕ):
Varμϕ (f )
1
d
(
cϕ(f )
2 + a2
(
2 + a
b
)∥∥f − 〈V (f ),∇ϕ〉∥∥2
Kϕ
)
+
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
.
By Theorem 10, it is sufficient to prove:
Lemma 13.
∀f ∈ L2(μϕ),
+∞∑
k=0
a2kck+2(f )2 = ‖f ‖2Kϕ .
Proof. We rewrite coefficients ck+2(f ) with the semigroup Pt . We easily see that, for all f in
L2(μϕ) and for p  2:
dcp(Ptf )
dt
= cp−1(Ptf ) and lim
t→+∞ cp(Ptf ) = 0.
Inequality (9) gives:
∣∣c1(Psf )∣∣ e−as∥∥∥∥f − ∫ f dμϕ∥∥∥∥
L2(μϕ)
‖ϕ‖L2(μϕ).
We deduce:
cp(Ptf ) = (−1)p−1
+∞∫
t
(s − t)p−2
(p − 2)! c1(Psf ) ds.
Consequently:
p∑
k=0
a2kck+2(f )2 =
p∑
k=0
a2k
( +∞∫
0
sk
k! c1(Psf ) ds
)2
=
p∑
k=0
a2k
( +∞∫
uk
k! c1(Puf )du
)( +∞∫
vk
k! c1(Pvf )dv
)0 0
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∫∫
(R+)2
p∑
k=0
(a2uv)k
(k!)2 cϕ(Puf )cϕ(Pvf )dudv.
Then, with hypothesis H:
∣∣cϕ(Puf )∣∣= ∣∣∣∣ ∫ (Puϕ − ∫ ϕ dμϕ)f dμϕ∣∣∣∣
 e−auβ(au)‖f ‖L2(μϕ).
So: ∣∣∣∣∣
p∑
k=0
(a2uv)k
(k!)2 cϕ(Puf )cϕ(Pvf )
∣∣∣∣∣ α(a2uv)e−auβ(au)e−avβ(av)‖f ‖2L2(μϕ).
We deduce, with the dominated convergence theorem:
+∞∑
k=0
a2kck+2(f )2 =
∫∫
(R+)2
α
(
a2uv
)
cϕ(Puf )cϕ(Pvf )dudv
=
∫∫ ∫∫
(R+)2
α
(
a2uv
)(
Puϕ(x)−
∫
ϕ dμϕ
)
×
(
Puϕ(y)−
∫
ϕ dμϕ
)
f (x)f (y) dudv dμϕ(x) dμϕ(y)
= ‖f ‖2Kϕ . 
Remark 8. It is an open question to give an interpretation of operator Kϕ . Nevertheless, it is easy
to see that α is a solution of the following equation:
tα′′ + α′ = α
(J (t) = α(− t24 ) is a Bessel function).
Example 3. For ϕ(x) = ‖x‖2/2:
Kϕ(x, y) = 13
(
ϕ(x)−
∫
ϕ dμϕ
)(
ϕ(y)−
∫
ϕ dμϕ
)
,
‖f ‖2Kϕ =
1
3
cϕ(f )
2.
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3.1. Formula of Ball, Barthe and Naor
The purpose of this section is to establish a link between Lemma 7 (equality (4)) and a formula
of Ball, Barthe and Naor [3] concerning the second derivative of Φ defined by:
e−Φ(y) =
∫
e−ϕ(x,y) dx
where ϕ is a (not necessarily convex) function defined on Rd × Rp .
We denote
dυy(x) = e
−ϕ(x,y) dx∫
e−ϕ(z,y) dz
.
We fix h ∈ Rp . With appropriate hypothesis on ϕ, we obtain:
∇Φ(y) =
∫
∇yϕ dυy(x),
HessΦ(y) = ∇Φ(y)(∇Φ(y))∗ + ∫ [Hessy ϕ − ∇yϕ(∇yϕ)∗]dυy(x)
⇒ 〈HessΦ(y)h,h〉= ∫ 〈Hessy ϕh,h〉dυy(x)− Varυy (〈∇yϕ,h〉). (12)
Denote:
Hessϕ =
(
H1 H3
H ∗3 H2
)
where H1 = Hessx ϕ and H2 = Hessy ϕ.
The result of Ball, Barthe and Naor is the following (approximately as it is given in [7]).
Theorem 14. We fix y and h in Rp . We assume that Hessϕ is defined on an open set like Rd ×
B(y, r), that 〈HessΦ(y)h,h〉 is given by formula (12) and that this formula is well defined (that
is
∫
e−ϕ(x,y) dx < +∞ and Hessy ϕ ∈ L1(υy)), and that ϕ(., y) is a C2 function on Rd . Then
we have, without the hypothesis of convexity:
〈
HessΦ(y)h,h
〉= inf
g∈C∞c (Rd )
∫ {
Tr
[
(Hessg)2
]+ 〈Hessϕ(∇g
h
)
,
(∇g
h
)〉}
dυy(x).
Remark 9. By Lemma 8, we have: Hessy ϕ ∈ L1(υy) ⇒ ∇yϕ ∈ L2(υy).
Remark 10. The formula of Ball, Barthe and Naor gives an information on the second derivative
of Φ and in particular, enables to prove Prékopa’s theorem (by Theorem 14, if ϕ is a convex func-
tion on Rd × Rp , it is easy to see that Φ is convex). This formula is important because it gives a
way to prove Φ is convex even if ϕ is not. For example, using ideas of [3], Cordero-Erausquin,
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tion ϕ. Then, they used this result to prove a conjecture called the (B) conjecture.
The function Φ studied in [5] is defined by:
e−Φ(t) =
∫
e−
1
2 ‖et x‖2 1C(x)dx,
where C is a symmetric convex set of Rd and t ∈ R (1C is a log-concave function because C
is convex). It is not possible to apply Prékopa’s theorem to this function Φ because the func-
tion: (t, x) → e− 12 ‖et x‖2 1C(x) is not a log-concave function. Nevertheless, Cordero-Erausquin,
Fradelizi and Maurey proved that Φ is a convex function.
In their paper, instead of using directly the formula given in [3], Cordero-Erausquin, Fradelizi
and Maurey chose to prove an inequality which is an improvement of Poincaré’s inequality and
which is related to the convexity of Φ . We will give a proof of this inequality in the next section.
Proof. Proof of Theorem 14 We fix y and h. We denote by L the operator: L(F)(x) = ΔF(x)−
〈∇xϕ(x, y),∇F(x)〉. In the following, x is the variable of integration and of derivation (if it is
not specified). We denote f = 〈∇yϕ,h〉.
For g in C∞c (Rd), we obtain with equality (4):
Varυy (Lg) = −
∫ {
2〈∇Lg,∇g〉 + Tr[(Hessg)2]+ 〈Hessx ϕ∇g,∇g〉}dυy.
Moreover H3h = ∇xf , consequently:∫
〈Hessy ϕh,h〉dυy(x)− Varυy (Lg)
=
∫ {〈H2h,h〉 + 2〈∇Lg,∇g〉 + Tr[(Hessg)2]+ 〈H1∇g,∇g〉}dυy(x)
=
∫ {
Tr
[
(Hessg)2
]+ 〈Hessϕ(∇g
h
)
,
(∇g
h
)〉}
dυy(x)
+ 2
∫
〈∇Lg −H3h,∇g〉dυy(x)
=
∫ {
Tr
[
(Hessg)2
]+ 〈Hessϕ(∇g
h
)
,
(∇g
h
)〉}
dυy(x)
− 2
∫
(Lg − f )Lg dυy(x).
We deduce:
〈
HessΦ(y)h,h
〉= ∫ {Tr[(Hessg)2]+ 〈Hessϕ(∇g
h
)
,
(∇g
h
)〉}
dυy(x)
− 2
∫
(Lg − f )Lg dυy(x)+ Varυy (Lg)− Varυy (f )
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∫ {
Tr
[
(Hessg)2
]+ 〈Hessϕ(∇g
h
)
,
(∇g
h
)〉}
dυy(x)
− Varυy (f −Lg).
Furthermore, with Lemma 3, we can find gn in C∞c (Rd) such that Lgn goes to 〈∇yϕ,h〉 −∫ 〈∇yϕ,h〉dυy in L2(υy), which leads to the conclusion. 
Now, wondering if Theorem 14 combined with equality (12) could give a new expression for
the variance would lead to a positive answer. If we apply Theorem 14 to ϕ(x, y) = yf (x)+φ(x)
(where y ∈ R) and if we take y = 0, we obtain the following result. Nevertheless, we will give a
direct proof thanks to equality (4).
Theorem 15. We consider φ :Rd → R a C2 function, not necessarily convex, such that∫
e−φ dx < +∞. Then we have, for all f in L2(μφ):
Varμφ (f ) = sup
g∈C∞c (Rd )
−
∫ {−2fLg + Tr[(Hessg)2]+ 〈Hessφ∇g,∇g〉}dμφ,
where L = Δ− 〈∇φ,∇〉.
Proof. For g in C∞c (Rd), we obtain with equality (4) applied to Lg:
Varμφ (f ) = Varμφ (Lg)+ 2
∫ (
f −
∫
f dμφ −Lg
)
Lg dμφ + Varμφ (f −Lg)
= −
∫ {−2(Lg)2 + Tr[(Hessg)2]+ 〈Hessφ∇g,∇g〉}dμφ
+ 2
∫
(f −Lg)Lg dμφ + Varμφ (f −Lg)
= −
∫ {−2fLg + Tr[(Hessg)2]+ 〈Hessφ∇g,∇g〉}dμφ + Varμφ (f −Lg).
We conclude with Lemma 3. 
Moreover, if we apply Theorem 15 to φ(x) = ϕ(x, y) and f (x) = 〈∇yϕ,h〉 (where y and h
belong to Rp), we recover Theorem 14. Consequently, using remark before Theorem 15, we see
that Theorems 14 and 15 are equivalent.
3.2. Inequality of Cordero-Erausquin, Fradelizi and Maurey
We recover with Lemma 7 (and more precisely with formula (4)) the following result which
is due to Cordero-Erausquin, Fradelizi and Maurey [5]. We consider again a C2 function
ϕ :Rd → R such that:
∀x ∈ Rd, Hessϕ(x) > 0 and
∫
e−ϕ dx < +∞.
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∫ ∇f dμϕ = 0:
Varμϕ (f )
1
2a
∫
‖∇f ‖2 dμϕ − a
∥∥∥∥∫ xf dμϕ − ∫ x dμϕ ∫ f dμϕ∥∥∥∥2.
Remark 11. The last term in the inequality does not appear in [5] but it is possible to find it in
the proof given in [5].
Proof. We will prove the following inequality which is equivalent to the one of the theorem.
With the same hypothesis and for all f in H1(μϕ):
Varμϕ
(
f −
〈∫
∇f dμϕ, x
〉)
 1
2a
∫ ∥∥∥∥∇f − ∫ ∇f dμϕ∥∥∥∥2 dμϕ
− a
∥∥∥∥∫ x(f − 〈∫ ∇f dμϕ, x〉)dμϕ − ∫ x dμϕ ∫ (f − 〈∫ ∇f dμϕ, x〉)dμϕ∥∥∥∥2.
This formulation allows us to justify easily convergences we will use. We follow the proof of
Theorem 1 (second step). We see it is sufficient to prove the result for f in C∞c and for a C∞
function ϕ such that Hessϕ ∈ L2(μϕ). Then, we use Corollary 6 and we see there exists gn ∈ C∞c
such that
lim
n→+∞Lgn =
(
f −
〈∫
∇f dμϕ, x
〉)
−
∫ (
f −
〈∫
∇f dμϕ, x
〉)
dμϕ for the norm ‖ ‖H1 .
Denote fn = Lgn. With equality (4), we obtain:
Varμϕ (fn) =
1
2a
∫
‖∇fn‖2 dμϕ
−
∫ { 1
2a
‖∇fn‖2 + 2〈∇fn,∇gn〉 + Tr
[
(Hessgn)2
]+ 〈Hessϕ∇gn,∇gn〉}dμϕ.
We use the same kind of arguments as in [5]. We define: g˜n = gn − 〈cn, x〉 where cn =∫ ∇gn dμϕ and we write:∫ { 1
2a
‖∇fn‖2 + 2〈∇fn,∇gn〉 + Tr
[
(Hessgn)2
]+ 〈Hessϕ∇gn,∇gn〉}dμϕ
=
∫ { 1
2a
‖∇fn + 2a∇g˜n‖2 + Tr
[
(Hess g˜n)2
]− a‖∇g˜n‖2 + |||∇g˜n + cn|||2Hessϕ−aI}dμϕ
+ a‖cn‖2 + 2
〈∫
∇fn dμϕ, cn
〉
.
With the Brascamp and Lieb inequality applied to ∂g˜n
∂xi
and thanks to (Hessϕ)−1  1
a
I , we obtain:∫
‖∇g˜n‖2 dμϕ  1
∫
Tr
[
(Hess g˜n)2
]
dμϕ.a
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Varμϕ (fn)
1
2a
∫
‖∇fn‖2 dμϕ − a‖cn‖2 − 2
〈∫
∇fn dμϕ, cn
〉
.
Furthermore:
cn =
∫
∇gn dμϕ =
∫
gn∇ϕ dμϕ = −
∫
gnL(x)dμϕ = −
∫
L(gn)x dμϕ = −
∫
fnx dμϕ.
We obtain the desired result when n goes to infinity. 
Theorem 16 allows us to obtain:
Corollary 17. If a = a(ϕ) > 0, if f belongs to L2(μϕ) and if f and ϕ are even functions then:
∀t  0,
∥∥∥∥Ptf − ∫ f dμϕ∥∥∥∥
L2(μϕ)
 e−2at
∥∥∥∥f − ∫ f dμϕ∥∥∥∥
L2(μϕ)
.
In particular, if ϕ is even and belongs to L2(μϕ) then ϕ satisfies hypothesis H.
Proof. We consider ξ(t) = e4at‖Ptf −
∫
f dμϕ‖2L2(μϕ).
ξ ′(t) = 2e4at
(
2a
∥∥∥∥Ptf − ∫ f dμϕ∥∥∥∥2
L2(μϕ)
+
∫ (
Ptf −
∫
f dμϕ
)
LPtf dμϕ
)
= 2e4at
(
2a
∥∥∥∥Ptf − ∫ f dμϕ∥∥∥∥2
L2(μϕ)
−
∫
‖∇Ptf ‖2 dμϕ
)
.
With the proof of Remark 4, we see Ptf is an even function, so
∫ ∇Ptf dμϕ = 0. Theorem 16
gives ξ ′(t) 0, which allows us to conclude. 
4. Some possible extensions
In this paragraph, we introduce a reasoning process which allows to obtain best upper and
lower bounds for the variance. We begin with the following lemma where we try to make the
most of information contained in (5) and (3).
We always consider a C2 function ϕ :Rd → R such that:
∀x ∈ Rd, Hessϕ(x) > 0 and
∫
e−ϕ dx < +∞.
Lemma 18. We assume ϕ belongs to L2(μϕ) and let f be a function in L2(μϕ) such that there
exists g in C∞c verifying:
f −
∫
f dμϕ = Lg.
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Varμϕ (f )
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ − (1 + a/b)
d
(
Varμϕ (Δg)+ cϕ(f )2
)
. (13)
Moreover, if Hessϕ ∈ L1(μϕ), then, with θ = g + 〈V (f ), x〉, we have:
Varμϕ (f )
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
+ 1
d
cϕ(f )
2
+ a2
∫
|||∇θ |||2
(Hessϕ)−1 dμϕ +
1
d
Varμϕ (Δg) (14)
(if a = 0, we agree that ∫ |||∇θ |||2
(Hessϕ)−1 dμϕ = 0).
Proof. Equality (5) gives (as in the proof of Theorem 1):
Varμϕ (f )
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ −(1 + a
b
)∫
Tr
[
(Hessg)2
]
dμϕ

∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ − (1 + a/b)
d
∫
(Δg)2 dμϕ

∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ − (1 + a/b)
d
(
Varμϕ (Δg)+
(∫
Δg dμϕ
)2)
.
We conclude with the equality: ∫
Δg dμϕ = −cϕ(f ).
Equality (3) gives:
Varμϕ (f ) =
∫
Tr
[
(Hessg)2
]
dμϕ +
∫
|||∇g|||2Hessϕ dμϕ.
Consequently:
Varμϕ (f )
1
d
Varμϕ (Δg)+
1
d
cϕ(f )
2 +
∫
|||∇g|||2Hessϕ dμϕ. (15)
Then, we follow the proof of Theorem 10 and we obtain (14). 
Previous lemma shows further terms in comparison with Theorems 1 and 2, they are:
1
d
Varμϕ (Δg) and a2
∫
|||∇θ |||2
(Hessϕ)−1 dμϕ.
To improve lower and upper bounds for Varμϕ (f ), we have to bound below those two terms. For
the first term, we use inequality (14). For the second term, we use (13) (with f = θ ) then we
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used this method to prove Theorem 10 with the following inequality, which is a consequence
of (13): ∫
|||∇θ |||2
(Hessϕ)−1dμϕ  Varμϕ (θ)+
1
d
(
1 + a
b
)
cϕ(θ)
2. (16)
In this section, we will show how to use Varμϕ (Δg) in (13) and (14) to improve Theorems 1, 2
and 10. The result we obtain here is certainly not the best one because it is obvious that inequality
(13) and (14) could be combined indefinitely. How to use those two inequalities in an optimum
way is an open question.
We define:
Covμϕ (h1, h2) =
∫
h1h2 dμϕ −
∫
h1 dμϕ
∫
h2 dμϕ.
Now, for all p  1, we assume that ϕp belongs to L2(μϕ). We define coefficients γk,p (with
1 k  p) by: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
γ1,1 = 1,
γ1,p+1 = γ1,p +∑pk=1 γk,p ∫ ϕkk! dμϕ,
γk,p+1 = γk,p − γk−1,p for 2 k  p,
γp+1,p+1 = −γp,p.
For example, we obtain:
γ1,2 = 1 +
∫
ϕ dμϕ, z γ2,2 = −1,
γ1,3 =
(
1 +
∫
ϕ dμϕ
)2
−
∫
ϕ2
2! dμϕ, γ2,3 = −
(
2 +
∫
ϕ dμϕ
)
, γ3,3 = 1,
γp,p = (−1)p+1.
Define:
up(ϕ) =
p∑
k=1
γk,p
ϕk
k! ,
and, for all f in L2(μϕ):
cp(f ) = Covμϕ
(
f,up(ϕ)
) (
c1(f ) = cϕ(f )
)
.
Remark 12. It is possible to define up(ϕ) as following. Define, for t in R and p  1:
R1(t) = t, Rp+1(t) = Rp(t)−
t∫
0
Rp(s) ds + t
∫
Rp(ϕ)dμϕ.
Then we have: up(ϕ) = Rp(ϕ).
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ϕ(x) = ‖x‖2/2, we do not obtain a remarkable result.
Lemma 19. We assume that ϕp belongs to L2(μϕ) for all p (1 p < +∞). Then, for all f in
L2(μϕ) and if 1 p < +∞:
Varμϕ (f )
p∑
k=1
1
dk
ck(f )
2.
Proof. The case p = 1 follows from Theorem 2. We assume the lemma proved for p  1. Using
Lemma 3, we see it is possible to assume there exists g in C∞c such that f −
∫
f dμϕ = Lg.
With (15), we obtain:
Varμϕ (f )
1
d
Varμϕ (Δg)+
1
d
cϕ(f )
2

p∑
k=1
1
dk+1
ck(Δg)
2 + 1
d
c1(f )
2
(in that particular case, it is more appropriate to use (15) instead of (14) because, for the first
inequality, we do not nead to assume Hessϕ ∈ L1(μϕ)).
Moreover:
ck(Δg) = ck
(
Δg − 〈∇ϕ,∇g〉)+ ck(〈∇ϕ,∇g〉)
= ck(f )+
k∑
i=1
γi,kCovμϕ
(
〈∇ϕ,∇g〉, ϕ
i
i!
)
,
Covμϕ
(
〈∇ϕ,∇g〉, ϕ
i
i!
)
=
∫ 〈
∇g,∇
(
ϕi+1
(i + 1)!
)〉
dμϕ −
∫
ϕi
i! dμϕ
∫
〈∇ϕ,∇g〉dμϕ
= −
∫
ϕi+1
(i + 1)!Lg dμϕ +
∫
ϕi
i! dμϕ
∫
ϕLg dμϕ
= −Covμϕ
(
f,
ϕi+1
(i + 1)!
)
+
∫
ϕi
i! dμϕcϕ(f ).
Consequently:
ck(Δg) = Covμϕ
(
f,uk(ϕ)−
k∑
i=1
γi,k
ϕi+1
(i + 1)! +
k∑
i=1
γi,k
∫
ϕi
i! dμϕϕ
)
= Covμϕ
(
f,uk+1(ϕ)
)
= ck+1(f ).
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Varμϕ (f )
p+1∑
k=1
1
dk
ck(f )
2. 
Theorem 20. We assume ϕp ∈ L2(μϕ) for all p (1 p < +∞).
(1) If Hessϕ ∈ L1(μϕ), then, for all f in L2(μϕ):
Varμϕ (f )
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
+
+∞∑
k=1
1
dk
ck(f )
2.
Furthermore, if a = a(ϕ) > 0, then:
Varμϕ (f )
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
+
+∞∑
k=1
1
dk
ck(f )
2
+ a
2
d
(
2 + a
b
)+∞∑
k=0
a2kck+2
[
f − 〈V (f ),∇ϕ〉]2.
(2) For all f in H1(μϕ), we have:
Varμϕ (f )
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ −(1 + a
b
)+∞∑
k=1
1
dk
ck(f )
2.
Proof. With the previous lemma, we obtain, for all f in L2(μϕ):
Varμϕ (f )
+∞∑
k=1
1
dk
ck(f )
2.
Fistly, we prove (20). It is sufficient to prove the result for functions f in L2(μϕ) such that there
exists g ∈ C∞c verifying f −
∫
f dμϕ = Lg. Inequality (14) gives:
Varμϕ (f )
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
+ 1
d
cϕ(f )
2 + 1
d
Varμϕ (Δg).
Moreover:
Varμϕ (Δg)
+∞∑
k=1
1
dk
ck(Δg)
2

+∞∑ 1
dk
ck+1(f )2 (see previous proof),k=1
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(16) give:
Varμϕ (f )
∣∣∣∣∣∣∣∣∣∣∣∣ ∫ f∇ϕ dμϕ∣∣∣∣∣∣∣∣∣∣∣∣2
(
∫
Hessϕ dμϕ)−1
+ 1
d
cϕ(f )
2
+ a2
(
Varμϕ (θ)+
1
d
(
1 + a
b
)
cϕ(θ)
2
)
+ 1
d
Varμϕ (Δg),
and as in the proof of Theorem 10 (using Lemma 11), we obtain:
Varμϕ (θ)
1
d
(
2 + a
b
)+∞∑
k=0
a2kck+2
[
f − 〈V (f ),∇ϕ〉]2.
Now, we prove (2). We follow the proof of Theorem 1. We assume without difficulty a > 0 and
f belongs to C∞c . As in the proof of this theorem, we use the sequence Φn. With this aim in
view, we need to show, for all k  1:
lim
n→+∞
∫
Φkn dμΦn =
∫
ϕk dμϕ.
We prove this equality as we have done it in the proof of Theorem 1 for the case k = 1 and we
use the fact that: t → tk exp(−t) is a decreasing function for t  k. We deduce:
lim
n→+∞ CovμΦn
(
f,uk(Φn)
)= Covμϕ (f,uk(ϕ)).
So, we assume that ϕ verifies hypothesis of Corollary 6. Consequently, it is sufficient to prove
(2) for f in L2(μϕ) such that f −
∫
f dμϕ = Lg with g ∈ C∞c . Now, we use inequality (13) to
obtain:
Varμϕ (f )
∫ 〈
(Hessϕ)−1∇f,∇f 〉dμϕ − (1 + a/b)
d
(
Varμϕ (Δg)+ cϕ(f )2
)
.
As we shown before:
Varμϕ (Δg)
+∞∑
k=1
1
dk
ck+1(f )2,
which allows us to conclude. 
Case (1) of this theorem could be modified to obtain a similar result as the one of Theorem 12
if we assume ϕ satisfies hypothesis H.
We see that there exists a great number of possibilities to improve lower and upper
bounds of the variance because we can use last theorem or Lemmas 11 and 19 to work on
Varμϕ (Δg) and
∫ |||∇θ |||2
(Hessϕ)−1 dμϕ . Moreover, in equalities (13) and (14), it is possible to
write
∫
Tr[(Hessg)2]dμϕ instead of 1d (Varμϕ (Δg) + cϕ(f )2). So, we can use ideas developed
in [5] in the proof of Theorem 16 (in particular a use of inequality of Brascamp and Lieb applied
to ∂g , which is a consequence of inequality (13)), which gives again new possibilities.∂xi
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Appendix A. Upper and lower bounds for the variance for the Gaussian measure
As indicated in [2], we use Hermite’s polynomials Hn.
For x ∈ R:
H0(x) = 1, H1(x) = x, H2(x) = x
2 − 1√
2
.
In Rd , the pth chaos is generated by:
Hβ(x) =
d∏
i=1
Hβi (xi) where x = (x1, . . . , xd), β = (β1, . . . , βd) and
∑
βi = p.
So, for f ∈ L2(μ) (where μ is the canonical Gaussian measure on Rd ):
f =
∫
f dμ+
∑
i
cixi +
∑
i
aiH2(xi)+
∑
i<j
bi,jH1(xi)H1(xj )+G,
where G is orthogonal to chaos of order smaller than 2, and:
ci =
∫
xif dμ, ai =
∫
x2i − 1√
2
f dμ, bi,j =
∫
xixjf dμ.
Denote C = (c1, . . . , cd), Ai,i =
√
2ai , Ai,j = Aj,i = bi,j if i = j . We have:
f =
∫
f dμ+ 〈C,x〉 + 1
2
〈Ax,x〉 − 1√
2
TrA+G.
Consequently:
Varμ(f ) = ‖C‖2 + 12 Tr
(
A2
)+ ∫ G2 dμ,
∇f = C +Ax + ∇G.
To obtain the upper bound for Varμ(f ), we write:∫
‖Ax‖2 dμ = Tr(A2) and ∫ G2 dμ ∫ ‖∇G‖2 dμ because ∫ Gdμ = 0,∫
‖∇f ‖2 dμ = ‖C‖2 +
∫
‖Ax‖2 dμ+
∫
‖∇G‖2 dμ.
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Varμ(f )
∫
‖∇f ‖2 dμ− 1
2
Tr
(
A2
)

∫
‖∇f ‖2 dμ− 1
2d
(
Tr(A)
)2
,
and TrA = ∫ (‖x‖2 − d)f dμ = ∫ Δf dμ.
To obtain the lower bound for Varμ(f ), we write:∫
∇f dμ = C +
∫
∇Gdμ = C ⇒
∥∥∥∥∫ ∇f dμ∥∥∥∥2 = ‖C‖2.
So:
Varμ(f )
∥∥∥∥∫ ∇f dμ∥∥∥∥2 + 12 Tr(A2)
∥∥∥∥∫ ∇f dμ∥∥∥∥2 + 12d
(∫
Δf dμ
)2
. 
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