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Abstract
Tadpoles accompany, in one form or another, all attempts to realize supersymme-
try breaking in String Theory, making the present constructions at best incomplete.
Whereas these tadpoles are typically large, a closer look at the problem from a per-
turbative viewpoint has the potential of illuminating at least some of its qualitative
features in String Theory. A possible scheme to this effect was proposed long ago
by Fischler and Susskind, but incorporating background redefinitions in string am-
plitudes in a systematic fashion has long proved very difficult. In the first part of
this paper, drawing from field theory examples, we thus begin to explore what one
can learn by working perturbatively in a “wrong” vacuum. While unnatural in Field
Theory, this procedure presents evident advantages in String Theory, whose defini-
tion in curved backgrounds is mostly beyond reach at the present time. At the field
theory level, we also identify and characterize some special choices of vacua where
tadpole resummations terminate after a few contributions. In the second part we
present a notable example where vacuum redefinitions can be dealt with to some ex-
tent at the full string level, providing some evidence for a new link between IIB and
0B orientifolds. We finally show that NS-NS tadpoles do not manifest themselves to
lowest order in certain classes of string constructions with broken supersymmetry and
parallel branes, including brane-antibrane pairs and brane supersymmetry breaking
models, that therefore have UV finite threshold corrections at one loop.
†Unite´ mixte du CNRS et de l’EP, UMR 7644.
‡Unite´ mixte du CNRS, UMR 8627.
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1. Introduction
In String Theory the breaking of supersymmetry is generally accompanied by the emer-
gence of NS-NS tadpoles, one-point functions for certain bosonic fields to go into the
vacuum. Whereas their R−R counterparts signal inconsistencies of the field equations or
quantum anomalies [1], these tadpoles are commonly regarded as mere signals of modifi-
cations of the background. Still, for a variety of conceptual and technical reasons, they
are the key obstacle to a satisfactory picture of supersymmetry breaking, an essential step
to establish a proper connection with Particle Physics. Their presence introduces infrared
divergences in string amplitudes: while these have long been associated to the need for
background redefinitions [2], it has proved essentially impossible to deal with them in a
full-fledged string setting. For one matter, in a theory of gravity these redefinitions affect
the background space time, and the limited technology presently available for quantizing
strings in curved spaces makes it very difficult to implement them in practice.
This paper is devoted to exploring what can possibly be learnt if one insists on working
in a Minkowski background, that greatly simplifies string amplitudes, even when tadpoles
arise. This choice may appear contradictory since, from the world-sheet viewpoint, the
emergence of tadpoles signals that the Minkowski background becomes a “wrong vacuum”.
Indeed, loop and perturbative expansions cease in this case to be equivalent, while the
leading infrared contributions need suitable resummations. In addition, in String Theory
NS-NS tadpoles are typically large, so that a perturbative approach is not fully justified.
While we are well aware of these difficulties, we believe that this approach has the advantage
of making a concrete string analysis possible, if only of qualitative value in the general case,
and has the potential of providing good insights into the nature of this crucial problem.
A major motivation for us is that the contributions to the vacuum energy from Riemann
surfaces with arbitrary numbers of boundaries, where NS-NS tadpoles can emerge already
at the disk level, play a key role in orientifold models [3]. This is particularly evident for
the mechanism of brane supersymmetry breaking [4, 5], where the simultaneous presence
of branes and antibranes of different types, required by the simultaneous presence of O+
and O− planes, and possibly of additional brane-antibrane systems [4, 5, 6], is generically
accompanied by NS-NS tadpoles that first emerge at the disk and projective disk level.
Similar considerations apply to non-supersymmetric intersecting brane models [7]1, and the
three mechanisms mentioned above have a common feature: in all of them supersymmetry
1Or, equivalently, models with internal magnetic fields.
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is preserved, to lowest order, in the closed sector, while it is broken in the open (brane)
sector. However, problems of this type are ubiquitous also in closed-string constructions
[8] based on the Scherk-Schwarz mechanism [9], where their emergence is only postponed
to the torus amplitude.
To give a flavor of the difficulties one faces, let us begin by considering models where
only a tadpole ∆(0) for the dilaton ϕ is present. The resulting higher-genus contributions
to the vacuum energy are then plagued with infrared (IR) divergences originating from
dilaton propagators that go into the vacuum at zero momentum, so that the leading (IR
dominated) contributions to the vacuum energy have the form
Λ0 = e
−ϕ ∆(0) +
1
2
∆(m) (i Dmn0 ) ∆(n) +
1
2
eϕ∆(m) (i Dmn0 ) Σnp (i Dpq0 ) ∆(q) + · · ·
= e−ϕ ∆(0) +
1
2
∆ [ 1− eϕ (i D0) Σ ]−1 (i D0) ∆ + · · · . (1.1)
Eq. (1.1) contains in general contributions from the dilaton and from its massive Kaluza-
Klein recurrences, implicit in its second form, where they are taken to fill a vector ∆ whose
first component is the dilaton tadpole ∆(0). Moreover,
〈m|D0(p2)|n〉 ≡ D(mn)0 (p2) = δmnD(mm)0 (p2) (1.2)
and
〈m|Σ0(p2)|n〉 ≡ Σ(mn)(p2) (1.3)
denote the sphere-level propagator of a dilaton recurrence of mass m and the matrix of
two-point functions for dilaton recurrences of masses m and n on the disk. They are both
evaluated at zero momentum in (1.1), where the first term is the disk (one-boundary)
contribution, the second is the cylinder (two-boundary) contribution, the third is the genus
3/2 (three-boundary) contribution, and so on. The resummation in the last line of (1.1)
is thus the string analogue of the more familiar Dyson propagator resummation in Field
Theory,
− i D−1(p2) = −i D−10 (p2)− eϕΣ(p2) , (1.4)
where in our conventions the self-energy Σ(p2) does not include the string coupling in its
definition. Even if the individual terms in (1.1) are IR divergent, the resummed expression
is in principle perfectly well defined at zero momentum, and yields
Λ0 = e
−ϕ∆(0) − 1
2
e−ϕ∆(0) Σ−1 (00)∆(0) +
1
2
∑
m,n 6=0
∆(m)
(
[1− eϕ (i D0)Σ]−1 (i D0)
)mn
∆(n) .
(1.5)
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In addition, the soft dilaton theorem implies that
eϕΣ(00) =
∂
∂ϕ
(
eϕ∆(0)
)
, (1.6)
so that the first two contributions cancel one another, up to a relative factor of two. This
is indeed a rather compact result, but here we are describing for simplicity only a partial
resummation, that does not take into account higher-point functions: a full resummation
is in general far more complicated to deal with, and therefore it is essential to identify
possible simplifications of the procedure.
A lesson we shall try to provide in this work, via a number of toy examples based on
model field theories meant to shed light on different features of the realistic string setting,
is that when a theory is expanded around a “wrong” vacuum, the vacuum energy is typically
driven to its value at a nearby extremum (not necessarily a minimum), while the IR diver-
gences introduced by the tadpoles are simultaneously eliminated. In an explicit example
discussed in Section 2-b we also display some wrong vacua in which higher-order tadpole
insertions cancel both in the field v.e.v. and in the vacuum energy, so that the lowest
corrections determine the full resummations. Of course, subtle issues related to modular
invariance or to its counterparts in open-string diagrams are of crucial importance if this
program is to be properly implemented in String theory, and make the present consider-
ations somewhat incomplete. For this reason, we plan to return to this key problem in a
future publication [10], that will also include details of some string computations whose re-
sults are displayed in subsection 3.2. The special treatment reserved to the massless modes
has nonetheless a clear motivation: tadpoles act as external fields that in general lift the
massless modes, eliminating the corresponding infrared divergences if suitable resumma-
tions are taken into account. On the other hand, for massive modes such modifications
are expected to be less relevant, if suitably small. We present a number of examples that
are meant to illustrate this fact: small tadpoles can at most deform slightly the massive
spectrum, without any sizable effect on the infrared behavior. The difficulty associated
with massless modes, however, is clearly spelled out in eq. (1.5): resummations in a wrong
vacuum, even within a perturbative setting of small gs, give rise to effects that are typically
large, of disk (tree) level, while the last term in (1.5) due to massive modes is perturbatively
small provided the string coupling eϕ satisfies the natural bound eϕ < m2/M2s , where for
the Kaluza-Klein case m denotes the mass of the lowest recurrences and Ms denotes the
string scale. The behavior of massless fields in simple models can give a taste of similar
difficulties that they introduce in String Theory, and is also a familiar fact in Thermal
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Field Theory [11], where a proper treatment of IR divergences points clearly to the distinct
roles of two power-series expansions, in coupling constants and in tadpoles. As a result,
even models with small couplings can well be out of control, and unfortunately this is
what happens in the most natural (and, in fact, in all known perturbative) realizations of
supersymmetry breaking in String Theory. Some books treating the basics of these issues
in Field Theory are, for instance, [12].
Despite all these difficulties, at times string perturbation theory can retain some mean-
ing even in the presence of tadpoles. For instance, in some cases one can identify subsets of
the physical observables that are insensitive to NS-NS tadpoles. There are indeed some
physical quantities for which the IR effects associated to the dilaton going into the vacuum
are either absent or are at least protected by perturbative vertices and/or by the propaga-
tion of massive string modes. Two such examples are threshold corrections to differences
of gauge couplings for gauge groups related by Wilson line breakings and scalar masses in-
duced by Wilson lines. For these quantities, the breakdown of perturbation theory occurs
at least at higher orders. There are also models with “small” tadpoles. For instance, with
suitable fluxes [13] it is possible to concoct “small” tadpoles, and one can then define a
second perturbative expansion, organized by the number of tadpole insertions, in addition
to the conventional expansion in powers of the string coupling [10].
In Section 2 we begin to gather some intuition on these matters from toy models in
Field Theory. After presenting the essentials of the formalism in Subsection 2-a, in the
following Subsection 2-b we discuss some simple explicit examples where the endpoint of
this process, that we call “resummation flow”, is known, to stress the type of subtleties
associated with convergence domains around inflection points of the scalar potential, where
the tadpole expansions break down. This type of considerations are in principle of direct
interest for String Theory, where the relevant configuration space is very complicated, since,
as we shall see, a perturbative treatment runs the risk of terminating at a local maximum.
In Subsections 2-c and 2-d we perform explicit resummations in field theories with tadpoles
localized on D-branes and O-planes of non-vanishing codimension, while in Subsection 2-
e we discuss, in a toy example, the inclusion of gravity, that presents further subtleties
related to the nature of the graviton mass term. Section 3 contains some preliminary
string results. In Subsection 3-a we present an explicit example where vacuum redefinitions
can be performed explicitly at the string level to some extent and provide some evidence
that the correct vacuum for a type-II orientifold with local R − R and NS-NS tadpoles
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in compact internal dimensions is actually described by a type-0 orientifold with a non-
compact internal dimension, a regular endpoint for a collapsing space time. In Subsection
3-b we begin to investigate the sensitivity of quantum corrections to NS-NS tadpoles. We
show, in particular, that in non-supersymmetric models with parallel branes, that include
brane supersymmetry breaking models and models with brane-antibrane pairs, quantum
corrections are UV finite at one-loop, and are therefore insensitive to the tadpoles. Finally,
the conclusions summarize our present understanding of the problem, in particular for what
concerns the behavior at higher orders.
2. Quantum Field Theory in a wrong vacuum
2-a. “Wrong vacua” and the effective action
The standard formulation of Quantum Field Theory refers implicitly to a choice of “vac-
uum”, instrumental for defining the perturbative expansion, whose key ingredient is the
generating functional of connected Green functions W [J ]. Let us refer for definiteness to a
scalar field theory, for which
e
i
~
W [J ] =
∫
[Dφ] e
i
~
(S(φ)+
∫
dDx Jφ) , (2.1)
where
S(φ) =
∫
dDx
(
− 1
2
∂µφ ∂
µφ− V (φ)
)
, (2.2)
written here symbolically for a collection of scalar fields φ in D dimensions. Whereas the
conventional saddle-point technique rests on a shift
φ = ϕ + φ0 (2.3)
about an extremum of the full action with the external source, here we are actually inter-
ested in expanding around a “wrong” vacuum φ0, defined by
δS
δφ
∣∣∣∣
φ=φ0
= − (J +∆) , (2.4)
where, for simplicity, in this Subsection we shall let ∆ be a constant, field-independent
quantity, to be regarded as the classical manifestation of a tadpole. In the following Sub-
sections, however, we shall also discuss examples where ∆ depends on φ0.
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The shifted action then expands according to
S(ϕ+ φ0) = S(φ0) − (J +∆)ϕ + 1
2
ϕ
(
iD−1)
φ0
ϕ + SI(φ0, ϕ) , (2.5)
where (
iD−1)
φ0
=
δ2 S
δφ2
∣∣∣∣
φ0
, (2.6)
while SI(φ0, ϕ) denotes the interacting part, that in general begins with cubic terms. After
the shift, the generating functional
e
i
~
W [J ] = e
i
~
[S(φ0)+Jφ0]
∫
[Dϕ] e
i
~
[ 1
2
ϕ iD−1(φ0) ϕ−∆ϕ+SI(ϕ,φ0)] (2.7)
can be put in the form
W [J ] = S(φ0) + φ0J +
i~
2
tr ln
(
i D−1∣∣
φ0
)
+W2[J ] +
i
2
∆D∆ , (2.8)
where
e
i
~
W2[J ] =
∫
[Dϕ] e
i
~
[ 1
2
ϕ iD−1(φ0) ϕ−ϕ∆+SI(ϕ,φ0)]∫
[Dϕ] e
i
~
( 1
2
ϕ iD−1 ϕ−ϕ∆)
. (2.9)
In the standard approach, W2 is computed perturbatively [14], expanding exp(
iSI
~
) in a
power series, and contributes starting from two loops. On the contrary, if classical tadpoles
are present it also gives tree-level contributions to the vacuum energy, but these are at least
O(∆3). Defining as usual the effective action as
Γ(φ¯) = W [J ] − Jφ¯ , (2.10)
the classical field is
φ¯ =
δW
δJ
= φ0 +
δφ0
δJ
(
− ∆+ 1
2
∆2
δ
δφ0
iD(φ0) + i~
2
tr
δ
δφ0
ln(iD−1(φ¯0))
)
+ · · · . (2.11)
Notice that φ¯ is no longer a small quantum correction to the original “wrong” vacuum
configuration φ0, and indeed the second and third terms on the r.h.s. of (2.11) do not
carry any ~ factors. Considering only tree-level terms and working to second order in the
tadpole, one can solve for φ0 in terms of φ¯, obtaining
φ0 = φ¯ + iD(φ¯)∆ + 1
2
iD(φ¯) δ
δφ¯
iD(φ¯)∆2 + O(∆3) , (2.12)
and substituting in the expression for Γ[φ¯] then gives
Γ[φ¯] = S(φ¯) +
(
δ S
δφ
∣∣∣∣
φ¯
+ J
) [
iD(φ¯)∆ + 1
2
iD(φ¯) δ
δφ¯
iD(φ¯)∆2
]
+O(∆3) . (2.13)
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One can now relate J to φ¯ using eq. (2.4), and the result is
J = − δ S
δφ
∣∣∣∣
φ¯
− i D−1 (φ¯)(iD(φ¯)∆)−∆+O(∆2) = − δ S
δφ
∣∣∣∣
φ¯
+O(∆2) . (2.14)
Making use of this expression in (2.13), all explicit corrections depending on ∆ cancel, and
the tree-level effective action reduces to the classical action:
Γ[φ¯] = S(φ¯) + O(∆3) . (2.15)
This is precisely what one would have obtained expanding around an extremum of the
theory, but we would like to stress that this result is here recovered expanding around
a “wrong” vacuum. The terms O(∆3), if properly taken into account, would also cancel
against other tree-level contributions originating from W2[J ], so that the recovery of the
classical vacuum energy would appear to be exact. We shall return to this important issue
in the next Section.
=  
i
p
2
+ (a
2
=3)
;
=  ia ;
=  i ;
= i :
Figure 1: Feynman rules at φ0 = a
Let us take a closer look at the case of small tadpoles, that is naturally amenable to
a perturbative treatment. This can illustrate a further important subtlety: the diagrams
that contribute to this series are not all 1PI, and thus by the usual rules should not all
contribute to Γ. For instance, let us consider the Lagrangian
L = − 1
2
(∂µφ)
2 − λ
4!
(φ2 − a2)2 + c φ , (2.16)
with a Mexican-hat section potential and a driving “magnetic field” represented by the
tadpole c. The issue is to single out the terms produced in the gaussian expansion of
the path integral of eq. (2.16) once the integration variable is shifted about the “wrong”
vacuum φ0 = a, writing φ = a+ χ, so that
e
i
~
W [J ] =
∫
[Dφ] e
i
~
∫
dDx
(
− 1
2
∂µχ∂µχ−
λa2
6
χ2− λa
3!
χ3− λ
4!
χ4+ c(a+χ)+ J(a+χ)
)
. (2.17)
Notice that, once χ is rescaled to ~1/2χ in order to remove all powers of ~ from the gaussian
term, in addition to the usual positive powers of ~ associated to cubic and higher terms,
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a negative power ~−1/2 accompanies the tadpole term in the resulting Lagrangian. As a
result, the final O(1/~) contribution that characterizes the classical vacuum energy results
from infinitely many diagrams built with the Feynman rules summarized in fig. 1. The
first two non-trivial contributions originate from the three-point vertex terminating on three
tadpoles, from the four-point vertex terminating on four tadpoles and from the exchange
diagram of fig. 2.
 i
0
=
+ +
+ : : :
+
Figure 2: Vacuum energy
As anticipated, tadpoles affect substantially the character of the diagrams contributing
to Γ, and in particular to the vacuum energy, that we shall denote by Λ0. Beginning from
the latter, let us note that, in the presence of a tadpole coupling c,
e−
i
~
Λ0 V =
∫
[Dφ] e
i
~
(S[φ]+
∫
dDx cφ) , (2.18)
where V denotes the volume of space time. Hence, the vacuum energy is actually determined
by a power series in c whose coefficients are connected, rather than 1PI, amplitudes, since
they are Green functions of W computed for a classical value of the current determined by
c:
− i
~
Λ0 V =
∑
n
(i c)n
n! ~n
W (n)[{pj = 0}] . (2.19)
A similar argument applies to the higher Green functions of Γ: the standard Legendre
transform becomes effectively in this case
W [J + c] = Γ[φ¯] + Jφ¯ , (2.20)
since the presence of a tadpole shifts the argument of W. However, the l.h.s. of (2.20)
contains an infinite series of conventional connected Green functions, and after the Legendre
transform only those portions that do not depend on the tadpole c are turned into 1PI
amplitudes. The end conclusion is indeed that the contributions to Γ that depend on the
tadpoles involve arbitrary numbers of connected, but also non 1PI, diagrams.
The vacuum energy is a relatively simple and most important quantity that one can
deal with from this viewpoint, and its explicit study will help to clarify the meaning of
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eq. (2.13). Using eqs. (2.8) and (2.10) one can indeed conclude that, at the classical level,
Λ0 = −W (J = 0)V = −V (φ0) −
i
2
∆ D|p2=0∆+O(∆3) , (2.21)
an equation that we shall try to illustrate via a number of examples in this paper. The net
result of this Subsection is that resummations around a wrong vacuum lead nonetheless to
extrema of the effective action. However, it should be clear from the previous derivation
that the scalar propagator must be nonsingular, or equivalently the potential must not have
an inflection point at φ0, in order that the perturbative corrections about the original wrong
vacuum be under control. A related question is whether the resummation flow converges
generically towards minima (local or global) or can end up in a maximum. As we shall
see in detail shortly, the end point is generally an extremum and not necessarily a local
minimum.
2-b. The end point of the resummation flow
The purpose of this Section is to investigate, for some explicit forms of the scalar potential
V (φ) and for arbitrary initial values of the scalar field φ0, the end point reached by the
system after classical tadpole resummations are performed. The answer, that will be jus-
tified in a number of examples, is as follows: starting from a wrong vacuum φ0, the system
typically reaches a nearby extremum (be it a minimum or a maximum) of the potential
not separated from it by any inflection. While this is the generic behavior, we shall also
run across a notable exception to this simple rule: there exist some peculiar “large” flows,
corresponding to special values of φ0, that can actually reach an extremum by going past
an inflection, and in fact even crossing a barrier, but are nonetheless captured by the low
orders of the perturbative expansion!
An exponential potential is an interesting example that is free of such inflection points,
and is also of direct interest for supersymmetry breaking in String Theory. Let us therefore
begin by considering a scalar field with the Lagrangian
L = − 1
2
∂µφ ∂µφ − α ebφ , (2.22)
where for definiteness the two coefficients α and b are both taken to be positive. The actual
minimum is reached as φ→ −∞, where the classical vacuum energy vanishes.
In order to recover this result from a perturbative expansion around a generic “wrong”
vacuum φ0, let us shift the field, writing φ = φ0 + χ. The Feynman rules can then be
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extracted from
Leff = − 1
2
∂µχ ∂µχ − ∆
b
ebχ , (2.23)
where ∆, the one-point function in the “wrong” vacuum, is defined by
− δLeff
δφ
∣∣∣∣
φ0
= ∆ = α b ebφ0 , (2.24)
and the first few contributions to the classical vacuum energy are as in fig. 3.
=  ib
n 1
:
n  point
=  
i
b
;
=  i ;
Figure 3: Feynman rules for the exponential potential
It is fairly simple to compute the first few diagrams. For instance, the two-tadpole
correction to −iV (φ0) is
1
2
−i
b∆
(−i∆)2 = −1
2
(−i∆
b
)
, (2.25)
while the three-tadpole correction, still determined by a single diagram, is
1
3!
(−i∆ b2) (−i∆)3
(−i
b∆
)3
= − 1
6
(−i∆
b
)
. (2.26)
On the other hand, the quartic contribution is determined by two distinct diagrams, and
equals
1
4!
(−i∆ b3) (−i∆)4
(−i
b∆
)4
+
1
8
(−i∆ b2)2 (−i∆)4
(−i
b∆
)5
= − 1
12
(−i∆
b
)
, (2.27)
while the quintic contribution originates from three diagrams. Putting it all together, one
obtains
Λ0 =
∆
b
(
1− 1
2
− 1
6
− 1
12
− 1
20
+ . . .
)
=
∆
b
[
1−
∞∑
n=1
1
n(n+ 1)
]
. (2.28)
The resulting pattern is clearly identifiable, and suggests in an obvious fashion the series in
(2.28). Notice that, despite the absence of a small expansion parameter, in this example the
–12–
–5
0
5
10
15
–3 –2 –1 1
Figure 4: A cubic potential
series in (2.28) actually converges to 1, so that the correct vanishing value for the classical
vacuum energy can be exactly recovered from an arbitrary wrong vacuum φ0.
We can now turn to a more intricate example and consider the model (fig. 4)
L = − 1
2
(∂µφ)
2 − m
2φ2
2
− λφ
3
6
, (2.29)
the simplest setting where one can investigate the role of an inflection. Strictly speaking
this example is pathological, since its Hamiltonian is unbounded from below, but for our
purpose of gaining some intuition on classical resummations it is nonetheless instructive.
The two extrema of the scalar potential v1,2 and the inflection point vI are
v1 = 0 , v2 = −2m
2
λ
, vI = −m
2
λ
. (2.30)
Starting from an arbitrary initial value φ0, let us investigate the convergence of the resum-
mation series and the resulting resummed value 〈φ〉. A close look at the diagrammatic
expansion indicates that
〈φ〉 = φ0 + V
′
V ′′
∞∑
n=0
cn
[
λV ′
(V ′′)2
]n
≡ φ0 + V
′
V ′′
f(x) , (2.31)
where the actual expansion variable is
x =
λV ′
(V ′′)2
, (2.32)
to be contrasted with the naive dimensionless expansion variable
z =
λφ0
m2
. (2.33)
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According to eq. (2.32), their relation is
x =
z(z + 2)
2(z + 1)2
, (2.34)
whose inverse is
z = −1 ∓ 1√
1− 2x , (2.35)
where the upper sign corresponds to the region (L) to the left of the inflection, while the
lower sign corresponds to the region (R) to the right of the inflection. In other words: φ0,
and thus the naive variable z of the problem, is actually a double-valued function of x,
while the actual range covered by x terminates at the inflection.
A careful evaluation of the symmetry factors of various diagrams with variable numbers
of tadpole insertions shows that
f(x) = −
√
π
2
∞∑
n=0
(−1)n 2n+1
(n + 1)! Γ(1/2− n) x
n , (2.36)
a series that for |x| < 1/2 converges to
f(x) = − 1
x
+
√
1− 2x
x
. (2.37)
The relation between z and x implies that both φ0 and V
′′
have two different expressions
in terms of x on the two sides of the inflection,
V
′′
= ± m
2
√
1− 2x , φ0 = −
m2
λ
∓ m
2
λ
1√
1− 2x , (2.38)
where the upper signs apply to the region (L) that lies to the left of the inflection, while
the lower signs apply to the region (R) that lies to the right of the inflection. Combining
(2.37) and (2.38) finally yields the announced result:
〈φ〉 → 0 in the (R) region : − m
2
λ
< φ0 <∞ ,
〈φ〉 → −2m
2
λ
for in (L) region : −∞ < φ0 < −m
2
λ
. (2.39)
The resummation clearly breaks down near the inflection point vI . In the present case, the
series in (2.37) converges for |x| < 1/2, and this translates into the condition
φ0 ∈
(
−∞,−m
2
λ
(
1 +
1√
2
)) ⋃ (
−m
2
λ
(
1− 1√
2
)
,∞
)
. (2.40)
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A symmetric interval around the inflection point thus lies outside this region, while in
the asymptotic regions φ0 → ±∞ the parameter x tends to 1/2, a limiting value for the
convergence of the series (2.36).
The vacuum energy Λ0 is another key quantity for this problem. Starting as before
from an arbitrary initial value φ0, standard diagrammatic methods indicate that
Λ0 = V (φ0) +
(V ′)2
V ′′
∞∑
n=0
dn
[
λV ′
(V ′′)2
]n
≡ V (φ0) + (V
′)2
V ′′
h(x) . (2.41)
A careful evaluation of the symmetry factors of various diagrams with arbitrary numbers
of tadpole insertions then shows that
h(x) = −
√
π
4
∞∑
n=0
(−1)n 2n+2
(n+ 2)! Γ(1/2− n) x
n , (2.42)
that for |x| < 1/2 converges to
h(x) =
1
3x2
[
1− 3x− (1− 2x)3/2] . (2.43)
The two different relations between z and x in (2.35) that apply to the two regions (L)
and (R) finally yield:
Λ0 → 0 , in the (R) region − m
2
λ
< φ0 <∞ ,
Λ0 → 2m
6
3λ2
, in the (L) region −∞ < φ0 < −m
2
λ
. (2.44)
To reiterate, we have seen how in this model the resummations approach nearby extrema
(local minima or maxima) not separated from the initial value φ0 by any inflection.
A physically more interesting example is provided by a real scalar field described by the
Lagrangian (fig. 5)
L = − 1
2
(∂µφ)
2 − λ
4!
(φ2 − a2)2 , (2.45)
whose potential has three extrema, two of which are a pair of degenerate minima, v1 = −a
and v3 = +a, separated by a potential wall, while the third is a local maximum at the
origin. Two inflection points are now present,
v
(1)
I = −
a√
3
, v
(2)
I =
a√
3
, (2.46)
that also form a symmetric pair with respect to the vertical axis.
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Figure 5: A quartic potential
Starting from an arbitrary initial value φ0, one can again in principle sum all the dia-
grams, and a closer look shows that there are a pair of natural variables, y1 and y2, defined
as
y1 = φ0
λV ′
(V ′′)2
and y2 =
λV ′2
(V ′′)3
, (2.47)
that reflect the presence of the cubic and quartic vertices and depend on the square of φ0.
On the other hand, the naive dimensionless variable to discuss the resummation flow is in
this case
z = φ20/a
2 , (2.48)
and eqs. (2.47) imply that
y1 = 6
z(z − 1)
(3z − 1)2 , (2.49)
y2 = 6
z(z − 1)2
(3z − 1)3 . (2.50)
The diagrammatic expansions of 〈φ〉 and Λ0 are now more complicated than in the
φ3 example. A careful evaluation of the symmetry factors of various diagrams, however,
uncovers an interesting pattern, since
〈φ〉 = φ0 + V
′
V ′′
[
−1− 1
2
(
y1 − y2
3
)
− 1
2
(
y1 − y2
3
)(
y1 − y2
2
)
− 5
8
(
y1 − y2
3
)(
y1 − 2y2
3
)(
y1 − 2y2
5
)
− 7
8
(
y1 − y2
3
)(
y31 −
5
3
y21y2 +
55
63
y1y
2
2 −
55
378
y32
)
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− 21
16
(
y1 − y2
3
)(
y41 −
16
7
y31y2 +
13
7
y21y
2
2 −
52
81
y1y
3
2 +
13
162
y42
)
+ · · ·
]
,
Λ0 = V (φ0) +
(V ′)2
V ′′
[
−1
2
− 1
6
(
y1 − y2
4
)
− 1
8
(
y1 − y2
3
)2
− 1
8
(
y1 − y2
3
)2(
y1 − 1
2
y2
)
− 7
48
(
y1 − y2
3
)2 (
y21 −
22
21
y1y2 +
11
42
y22
)
− 3
16
(
y1 − y2
3
)2(
y31 −
13
8
y21y2 +
91
108
y1y
2
2 −
91
648
y32
)
+ · · ·
]
, (2.51)
where all linear and higher-order corrections in 〈φ〉 and all quadratic and higher order
corrections in Λ0 apparently disappear at the special point y1 = y2/3. Notice that this
condition identifies the three extrema φ0 = ±a and φ0 = 0, but also, rather surprisingly,
the two additional points φ0 = ±a2 . In all these cases the series expansions for 〈φ〉 and Λ0
apparently end after a few terms.
If one starts from a wrong vacuum sufficiently close to one of the extrema, one can
convince oneself that, in analogy with the previous example 2,
〈φ〉 → −a , for region 1 : −∞ < φ0 < v(1)I ,
〈φ〉 → 0 , for region 2 : v(1)I < φ0 < v(2)I ,
〈φ〉 → +a , for region 3 : v(2)I < φ0 <∞ , (2.52)
but we have not arrived at a single natural expansion parameter for this problem, an analog
of the variable x of the cubic potential. In addition, while these perturbative flows follow
the pattern of the previous example, since they are separated by inflections that act like
2The simple pattern in eq. (2.52) applies to regions I and III. Region II, however, has a richer structure
and includes three distinct subregions. For −a/√5 < φ0 < a/
√
5, the resummation flow does converge
to v = 0, but the points φ0 = ±a/
√
5 are very peculiar. Indeed, starting from φ0 = a/
√
5, the first
iteration of the tangent method yields φ(1) = −a/√5, while the second iteration gives again φ(2) = a/√5,
so that the resummation flow oscillates between these two points without converging to any extremum.
For a/
√
5 < φ0 < ay, where y is defined by the algebraic equation 2
√
3y3 + 3y2 − 1 = 0, the resummation
flow approaches the correct miminum < φ >= a. The point φ0 = ay is defined by the condition that
the first iteration lead precisely to the inflection point φ(1) = −a/√3. Finally, in the third subregion
ay < φ0 < a/
√
3, that contains in particular the non-renormalisation point φ0 = a/2, the resummation flow
crosses the barrier and converges to < φ >= −a. The last two regions have of course mirror counterparts
obtained for φ0 → −φ0. These considerations also apply in the presence of a small magnetic field. We are
very grateful to W. Mueck for calling these subtleties of Region II to our attention.
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barriers, a puzzling and amusing result concerns the special initial points
φ0 = ±a
2
. (2.53)
In this case y2 = 3y1 and, as we have seen, apparently all but the first few terms in 〈φ〉 and
all but the first few terms in Λ0 vanish. The non-vanishing terms in eq. (2.51) show explicitly
that the endpoints of these resummation flows correspond to 〈φ〉 = ±a for φ0 = ∓a2 , and
that Λ0 = 0, so that these two flows apparently “cross” the potential barrier and pass
beyond an inflection. One might be tempted to dismiss this phenomenon, since after all
this is a case with large tadpoles (and large values of y1 and y2), that is reasonably outside
the region of validity of perturbation theory and hence of the strict range of applicability of
eq. (2.51). Still, toward the end of this Subsection we shall encounter a similar phenomenon,
clearly within a perturbative setting, where the resummation will unquestionably collapse
to a few terms to land at an extremum, and therefore it is worthwhile to pause and devote
to this issue some further thought.
Interestingly, the tadpole resummations that we are discussing have a simple interpre-
tation in terms of Newton’s method of tangents, a very effective iterative procedure to
derive the roots of non-linear algebraic equations. It can be simply adapted to our case,
considering the function V ′(φ), whose zeroes are the extrema of the scalar potential. The
method begins with guess, a “wrong vacuum” φ0, and proceeds via a sequence of iterations
determined by the zeros of the sequence of straight lines
y − V ′(φ(n)) = V ′′(φ(n)) (x− φ(n)) , (2.54)
that are tangent to the curve at subsequent points, defined recursively as
φ(n+1) = φ(n) − V
′(φ(n))
V ′′(φ(n))
, (2.55)
where φ(n) denotes the n-th iteration of the wrong vacuum φ(0) = φ0.
When applied to our case, restricting our attention to the first terms the method gives
φ(1) = φ0 − V
′
V ′′
,
φ(2) = φ(1) − V
′(φ(1))
V ′′(φ(1))
= φ0 +
V ′
V ′′

−1 − V
′ V
′′′
2(V ′′ )2
− (V ′)2 V
′′′′
6(V ′′ )3
1− V ′V ′′′
(V ′′ )2
+ (V
′)2V
′′′′
2(V ′′ )3


∼= φ0 + V
′
V ′′
[
−1− 1
2
(y1 − y2
3
)− 1
2
(y1 − y2
3
)(y1 − y2
2
)
]
, (2.56)
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where y1 and y2 are defined in (2.47) and, for brevity, the arguments are omitted whenever
they are equal to φ0. Notice the precise agreement with the first four terms in (2.51), that
imply that our tadpole resummations have a simple interpretation in terms of successive
iterations of the solutions of the vacuum equations V ′ = 0 by Newton’s method. Notice
the emergence of the combination y1−y2/3 after the first iteration: as a result, the pattern
of eqs. (2.51) continues indeed to all orders.
In view of this interpretation, the non-renormalization points φ0 = ±a/2 acquire a clear
geometrical interpretation: in these cases the iteration stops after the first term φ(1), since
the tangent drawn at the original “wrong” vacuum, say at a/2, happens to cross the real
axis precisely at the extremum on the other side of the barrier, at 〈φ〉 = −a. Newton’s
method can also shed some light on the behavior of the iterations, that stay on one side
of the extremum or pass to the other side according to the concavity of the potential, and
on the convergence radius of our tadpole resummations, that the second iteration already
restricts y1 and y2 to the region ∣∣∣y1 − y2
2
∣∣∣ < 1 . (2.57)
However, the tangent method behaves as a sort of Dyson resummation of the naive
diagrammatic expansion, and has therefore better convergence properties. For instance,
starting near the non-renormalization point φ0 ≃ −a/2, the first iteration lands far away,
but close to the minimum φ(1) ≃ a. The second correction, that when regarded as a resum-
mation in (2.51) is large, is actually small in the tangent method, since it is proportional
to (1/16)(y1 − y2/3). It should be also clear by now that not only the points φ0 = ±a/2,
but finite intervals around them, move across the barrier as a result of the iteration. These
steps, however, do not have a direct interpretation in terms of Feynman diagram tadpole
resummations, since (2.57) is violated, so that the corresponding diagrammatic expansion
actually diverges. The reason behind the relative simplicity of the cubic potential (2.29) is
easily recognized from the point of view of the tangent method: the corresponding V ′(φ) is
a parabola, for which Newton’s method never leads to tangents crossing the real axis past
an inflection point.
There is a slight technical advantage in returning to the example of eq. (2.16), since
for a small magnetic field (tadpole) c (fig. 6) one can expand the complete expressions
for the vacuum energy and the scalar v.e.v.’s in powers of the tadpole. The expansions
(2.51) still apply, with an obvious change in the one-point function V ′, and their sums
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Figure 6: A quartic potential with a “magnetic” deformation
should coincide, term by term, with the tadpole resummations obtained starting from the
undeformed “wrong” vacua φ0 = ±a, 0.
In this case the vacuum energy is given by
Λ0 =
λ
4!
(v2 − a2)2 − c v , (2.58)
where the correct vacuum value 〈φ〉 = v is determined by the cubic equation
λ
v
6
(v2 − a2) − c = 0 , (2.59)
that can be easily solved perturbatively in the tadpole c, so that if one starts around φ0 = a,
Λ0 = − c a − 3c
2
2λa2
+ O(c3) . (2.60)
This result can be also recovered rather simply starting from the wrong vacuum φ0 = a and
making use of eq. (2.21), since in this case ∆ = −c and D(p2 = 0) = −3i/λa2. However,
the cubic equation (2.59) can be also solved exactly in terms of radicals, and in the small
tadpole limit its three solutions are real and can be written in the form
v =
2a√
3
cos
[
α
3
+
2πk
3
]
(k = 0, 1, 2) , (2.61)
where
cos(α) = ξ , sin(α) =
√
1− ξ2 , with ξ = 9
√
3c
λa3
. (2.62)
For definiteness, let us consider a tadpole c that is small and positive, so that the absolute
minimum of the deformed potential lies in the vicinity of the original minimum of the
Mexican-hat section at v = a and corresponds to k = 0. We can now describe the fate of
the resummations that start from two different wrong vacua:
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i) φ0 = a. In this case and in the small tadpole limit ξ << 1 resummations in the
diagrammatic language produce the first corrections
〈φ〉 = a+ 3c
λa2
− 27c
2
2λ2a5
+ · · · . (2.63)
Alternatively, this result could be obtained solving eq. (2.59) in powers of the tadpole c
with the initial value φ0 = a, so that, once more, starting from a wrong vacuum close
to an extremum and resumming one can recover the correct answer order by order in the
expansion parameter. In this case both a cubic and a quartic vertex are present, and the
complete expression for the vacuum energy, obtained substituting (2.61) in (2.58), is
Λ0 =
2 λa4 ξ
27
[
ξ
16
1
cos2
(
α
3
) − cos(α
3
)]
. (2.64)
This can be readily expanded in a power series in ξ, whose first few terms,
Λ0 = −a c −
√
3
18
a c ξ +
1
54
a c ξ2 −
√
3
243
a c ξ3 + O(ξ4) . (2.65)
match precisely the tadpole expansion (2.51).
ii) φ0 = 0. In this case the first corrections obtained resumming tadpole diagrams are
〈φ〉 = − 6c
λa2
− 216c
3
λ3a8
+ · · · . (2.66)
The same result can be obtained expanding the solution of (2.59) in powers of the tadpole c,
starting from the initial value φ0 = 0. We can now compare (2.61) with (2.51), noting that
in this case only the quartic vertex is present, so that y1 = 0. Since y2 = −8ξ2/9 for φ0 = 0,
the v.e.v. 〈φ〉 contains only odd powers of the tadpole c, a property that clearly holds in
(2.61) as well, since ξ → −ξ corresponds to α→ α+(2l+1)3π, with l integer and v → −v
in (2.61). The contributions to 〈φ〉 are small and negative, and therefore, starting from a
wrong vacuum close to a maximum of the theory, the resummation flow leads once more
to a nearby extremum (the local maximum slightly to the left of the origin, in this case),
rather than rolling down to the minimum corresponding to the k = 0 solution of (2.61). The
important points in the scalar potential are again the extrema and the inflections, precisely
as we had seen in the example with a cubic potential. Barring the peculiar behavior near
the points identified by the condition y1 = y2/3, the scalar field flows in general to the
nearest extremum (minimum or maximum) of this potential, without passing through any
inflection point along the whole resummation flow. It should be appreciated how the link
with Newton’s method associates a neat geometrical interpretation to this behavior.
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For ξ = 1 the two extrema of the unperturbed potential located at v = −a and
at v = 0 coalesce with the inflection at −a/√3. If the potential is deformed further,
increasing the value of the tadpole, the left minimum disappears and one is left with only
one real solution, corresponding to k = 0. The correct parameterization for ξ > 1 is
cosh(α) = ξ and sinh(α) =
√
ξ2 − 1 , and the classical vacuum energy is like in (2.64),
but with cos(α/3) replaced by cosh(α/3). In order to recover the result (2.65) working
perturbatively in the “wrong” vacuum v = a, one should add the contributions of an
infinite series of diagrams that build a power series in 1/ξ, but this cannot be regarded
as a tadpole resummation anymore. The meaning of the parameter ξ should by now have
become apparent: it is proportional to the product of the tadpole and the propagator
in the wrong vacuum, V ′/V ′′, a natural expansion parameter for problems of this type.
Notice that the ratio V ′/V
′′
is twice as large (and of opposite sign) at the origin φ0 = 0
than at φ0 = a. Therefore, the tadpole expansion first breaks down around φ0 = 0. As
we have seen, the endpoint of the resummation flow for φ0 = 0 is the local maximum
corresponding to k = 2 in (2.61), that is reached for ξ < 1. At ξ = 1, however, the two
extrema corresponding to k = 1 and k = 2 coalesce with the inflection at −a/√3, and
hence there is no possible endpoint for the resummation flow. This is transparent in (2.61),
since for ξ ≥ 1 the ξ expansion clearly breaks down. It should therefore be clear why, if the
potential is deformed too extensively, corresponding to ξ > 1, a perturbative expansion
around the extrema v = ±a, 0 in powers of ξ is no longer possible. Another key issue that
should have emerged from this discussion is the need for an independent, small expansion
parameter when tadpoles are to be treated perturbatively. In this example, as anticipated,
the expansion parameter ξ can be simply related to the potential according to
ξ =
3
√
3
a
∣∣∣∣ V ′V ′′
∣∣∣∣ , (2.67)
that is indeed small if c is small.
It is natural to ask about the fate of the points φ0 = ±a/2 of the previous example (2.45)
when the magnetic field c is turned on. Using the parameters yi in (2.47), the condition
determining these special points, y1 = y2/3, is equivalent to
V ′ = 3 φ0 V
′′
. (2.68)
It is readily seen that the solutions of this cubic equation are precisely φ0 = −v/2, if v
denotes, collectively, the three extrema solving (2.59). Hence, in this case 〈φ〉 = −2φ0 =
v, confirming the persistence of these non-renormalization points. In the present case,
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however, there is a third non-renormalization point, φ0 = −vk=2/2, that for small values of
ξ is well inside the convergence region. This last point clearly admits an interpretation in
terms of tadpole resummations, and the possible existence of effects of this type in String
Theory raises the hope that explicit vacuum redefinitions could be constructed in a few
steps for special values of the string coupling and of other moduli.
2-c. Branes and tadpoles of codimension one
Models whose tadpoles are confined to lower-dimensional surfaces are of particular interest.
In String Theory there are large classes of examples of this type, including brane super-
symmetry breaking models [4, 5], intersecting brane models [7] and models with internal
fluxes [13]. If the space transverse to the branes is large, the tadpoles are ”diluted” and
there is a concrete hope that their corrections to brane observables be small, as anticipated
in [5]. In the codimension one case, tadpoles reflect themselves in boundary conditions on
the scalar (dilaton) field and hence on its propagator, and as a result their effects on the
Kaluza-Klein spectrum and on brane-bulk couplings are nicely tractable.
Let us proceed by considering again simple toy models that display the basic features of
lower-dimensional tadpoles. The internal spacetime is taken to be S1/Z2, with S
1 a circle,
and the coordinate of the circle is denoted by y: in a string realization its two endpoints
y = 0 and y = πR would be the two fixed points of the orientifold operation Ω′ = Ω Πy,
with Πy the parity in y. We also let the scalar field interact with a boundary gauge field,
so that
S =
∫
d4x
∫ piR
0
dy
{
−1
2
(∂φ)2 −
(
T φ +
m
2
φ2 − φ tr (F 2)
)
δ(y − πR)
}
. (2.69)
The Lagrangian of this toy model describes a free massless scalar field living in the bulk, but
with a tadpole and a mass-like term localized at one end of the interval [0, πR]. In String
Theory, both the mass-like parameter m and the tadpole T in the examples we shall discuss
would be perturbative in the string coupling constant gs. Any non-analytic IR behavior
associated with the possible emergence of 1/m terms would thus signal a breakdown of
perturbation theory, according to the discussion presented in the Introduction. Notice
that, for dimensional reasons, the mass term is proportional to m, rather than to m2 as is
usually the case for bulk masses.
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The starting point is the Kaluza-Klein expansion
φ(x, y) = φc(y) +
∑
k
χk(y) φk(x) , (2.70)
where φc(y) is the classical field and the φk(x) are higher Kaluza-Klein modes. The classical
field φc = − T/m solves the simple differential equation
φ
′′
c = 0 (2.71)
in the internal space, with the boundary conditions
φ
′
c = 0 at y = 0 ,
φ
′
c = − T − m φc at y = πR , (2.72)
while the Kaluza-Klein modes satisfy in the internal space the equations
χ
′′
k + M
2
k χk = 0 , (2.73)
with the boundary conditions
χ
′
k = 0 at y = 0 ,
χ
′
k = − m χk at at y = πR . (2.74)
The corresponding solutions are then
χk(y) = Ak cos (Mky) , (2.75)
where the massesMk of the Kaluza-Klein modes are determined by the eigenvalue equation
Mk tan (MkπR) = m . (2.76)
The classical vacuum energy can be computed directly working in the “right” vacuum.
To this end, one ignores the Kaluza-Klein fluctuations and evaluates the classical action in
the correct vacuum, as determined by the zero mode, with the end result that
Λ0 = − T
2
2m
. (2.77)
One can similarly compute in the “right” vacuum the gauge coupling, obtaining
1
g2
= − φc(y = πR) = T
m
. (2.78)
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It is amusing and instructive to recover these results expanding φ around the “wrong”
vacuum corresponding to vanishing values for both T and m. The Kaluza-Klein expansion
is determined in this case by the Fourier decomposition
φ(x, y) =
1√
πR
∞∑
k=0
bk cos
(
ky
R
)
φ(k)(x) , (2.79)
where b0 = 1 and bk =
√
2 for k 6= 0, that turns the action into
SKK =
∫
d4x
{
− 1
2
∑
k,l≥0
φk M2k,l φl − T
∑
k≥0
bk(−)k√
πR
φk
}
. (2.80)
Here we are ignoring the kinetic term, since the vacuum energy is determined by the zero
momentum propagator, while the mass matrix is
M2kl =
k2
R2
δk,l +
m
πR
bkbl (−)k+l . (2.81)
The eigenvalues of this infinite dimensional matrix can be computed explicitly using
the techniques in [15]. It is actually a nice exercise to show that the characteristic equation
defining the eigenvalues of (2.81) is precisely (2.76), and consequently that the eigenvectors
of (2.81) are the fields χk defined in (2.75). In fact, multiplying (2.81) by normalized
eigenfunctions Ψλk gives
Ψλk = (−)k
mbk
πR
∑
l bl(−)lΨλl
λ2 − k2
R2
, (2.82)
so that
〈k|λ〉 = Ψλk = Nλ
bk(−)k
k2
R2
− λ2 . (2.83)
and therefore
∞∑
k=0
b2k
λ2 − k2
R2
=
πR
m
. (2.84)
The sum can be related to a well-known representation of trigonometric functions [16],
cotg(λπR) =
λ
πR
∞∑
k=0
b2k
λ2 − k2
R2
, (2.85)
and hence the eigenvalues of (2.81) coincide with those of (2.76). In order to compute the
vacuum energy, one needs in addition the k-component of the eigenvector |λ〉, that can
be read from (2.82). The normalization constant Nλ in (2.83) is then determined by the
condition
1 = 〈λ|λ〉 = N 2λ
∑
k=0
b2k(
k2
R2
− λ2)2 =
N 2λ
2λ
d
dλ
∑
k=0
b2k
k2
R2
− λ2 , (2.86)
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that using again eq. (2.76) can be put in the form
N 2λ =
2m2λ2
π2R2
1
λ2 + α2
, (2.87)
with
α2 =
m
πR
(1 + πR m) . (2.88)
Notice that in the limit Rm << 1, that in a string context, where m would be propor-
tional to the string coupling, would correspond to the small coupling limit [17], the physical
masses in (2.76) are approximately determined by the solutions of the linearized eigenvalue
equation, so that
M20
∼= m
πR
,
M2k
∼= k
2
R2
+ 2
m
πR
. (2.89)
One can now recover the classical vacuum energy using eq. (2.21),
Λ0 = − i
2
∑
k,l
∆(k)(y1 = πR) 〈k|D(0 ; y1 = πR, y2 = πR)|l〉∆(l)l(y2 = πR) , (2.90)
that after inserting complete sets of eigenstates becomes
Λ0 = − T
2
2πR
∑
λ,k,l
bkbl(−)k+l 〈k|Ψλ〉 1
λ2
〈Ψλ|l〉 = − T
2
2πR
∑
λ
N 2λ
λ2
(∑
k=0
b2k
k2
R2
− λ2
)2
,
(2.91)
or, equivalently, using eq. (2.84)
Λ0 = − T
2
πR
∑
λ
1
λ2 + α2
. (2.92)
The sum over the eigenvalues in (2.92) can be finally computed by a Sommerfeld-Watson
transformation, turning it into a Cauchy integral according to
∑
λ
1
λ2 + α2
=
1
2
∮
dz
2πi
1
z2 + α2
(1 +mπR) sin(πRz) + πRz cos(πRz)
z sin(πRz)−m cos(πRz) . (2.93)
The path of integration encircles the real axis, but can be deformed to contain only the two
poles at z = ±iα. The sum of the corresponding residues reproduces again (2.77), since
1
2α
(1 +mπR) sinh(πRα) + πRα cosh(πRα)
α sinh(πRα) +m cosh(πRα)
=
πR
2m
, (2.94)
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where we used the definition of α in (2.88), even though the computation was now effected
starting from a wrong vacuum.
It is useful to sort out the contributions to the vacuum energy coming from the zero
mode Λ
(0)
0 and from the massive modes Λ
(m)
0 . In a perturbative expansion using eq. (2.89),
one finds
Λ
(0)
0
∼= − T
2
2m
+
T 2
4
πR ,
Λ
(m)
0
∼= − T
2
4
πR . (2.95)
Notice that the correct result (2.77) for the classical vacuum energy is completely de-
termined by the zero mode contribution, while to leading order the massive modes simply
compensate the perturbation introduced by the tadpole, that in String Theory would be in-
terpreted, by open-closed duality, as the one-loop gauge contribution to the vacuum energy.
In a similar fashion, in the wrong vacuum the gauge coupling can be read simply from the
amplitude with two external background gauge fields going into a dilaton tadpole. In this
case there are no other corrections with internal gauge lines, since we are only considering
a background gauge field. The result for the gauge couplings is then
1
g2
=
T
πR
∑
λ,k,l
bkbl(−)k+l 〈k|Ψλ〉 1
λ2
〈Ψλ|l〉 = T
πR
∑
λ
N 2λ
λ2
(∑
k=0
b2k
k2
R2
− λ2
)2
, (2.96)
so that using eq. (2.87) for N 2λ and performing the sum as above one can again recover
the correct answer, displayed in (2.78).
2-d. Branes and tadpoles of higher codimension
Antoniadis and Bachas argued that in orientifold models the quantum corrections to brane
observables [18] have a negligible dependence on the moduli of the transverse space for
codimension larger than two. This result is due to the rapid falloff of the Green function in
the transverse space, but rests crucially on the condition that the global NS-NS tadpole
conditions be fulfilled. In this Section we would like to generalize the analysis to models
with NS-NS tadpoles, investigating in particular the sensitivity to scalar tadpoles of the
quantum corrections to brane observables. To this end, let us begin by generalizing to
higher codimension the example of the previous Subsection, with
S =
∫
d4x
∫ piR
0
dny
{
−1
2
(∂φ)2 −
(
T φ +
m2
2
φ2
)
δ(n)(y)
}
. (2.97)
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The correct vacuum and the correct classical vacuum energy in this example are clearly
φc = − T
m2
, Λ0 = − T
2
2m2
. (2.98)
For simplicity, we are considering a symmetric compact space of volume Vn ≡ (πR)n, so
that the Kaluza-Klein expansion in the wrong vacuum is
φ(x, y) =
1√
Vn
∑
k
n∏
i=1
[
bki cos
(
kiyi
R
)]
φ(k)(x) . (2.99)
After the expansion, the action reads
SKK =
∫
d4x
(
−1
2
∑
k,l
φkM2k,l φl − T
∑
k
bk√
Vn
φk
)
, (2.100)
where, as in the previous Section, we neglected the space-time kinetic term, that does not
contribute, and where the mass matrix is
M2kl =
k2
R2
δk,l +
m2
Vn
bkbl . (2.101)
In this case the physical Kaluza-Klein spectrum is determined by the eigenvalues λ of the
mass matrix (2.101), and hence is governed by the solutions of the “gap equation”
1 =
m2
Vn
∑
k
b2k
λ2 − k2
R2
. (2.102)
We thus face a typical problem for Field Theory in all cases of higher codimension,
the emergence of ultraviolet divergences in sums over bulk Kaluza-Klein states. In String
Theory these divergences are generically cut off3 at the string scale |k| < RMs, and in
the following we shall adopt this cutoff procedure in all UV dominated sums. In the small
tadpole limit Rm << 1, approximate solutions to the eigenvalue equation can be obtained,
to lowest order, inserting the Kaluza-Klein expansion (2.99) in the action, while the first
correction to the masses of the lightest modes can be obtained integrating out, via tree-level
diagrams, the heavy Kaluza-Klein states. In doing this, one finds that to first order the
physical masses are given by
M20 =
m2
Vn
(
1 + c
m2
M2s
+ · · ·
)
,
M2k =
k2
R2
+ 2
m2
Vn
+ · · · . (2.103)
3The real situation is actually more subtle. These divergences are infrared divergences from the dual,
gauge theory point of view, and are not regulated by String Theory [19]. However, this subtlety does not
affect the basic results of this Section.
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The would-be zero mode thus acquires a small mass that, as in the codimension-one ex-
ample, signals a breakdown of perturbation theory, whereas the corrections to the higher
Kaluza-Klein masses are very small and irrelevant for any practical purposes. We would
like to stress that the correct classical vacuum energy (2.98) is precisely reproduced, in
the wrong vacuum, by the boundary-to-boundary propagation of the single lightest mode,
since
Λ0 = − 1
2
T√
Vn
(
m2
Vn
)−1
T√
Vn
, (2.104)
while the breaking of string perturbation theory is again manifest in the nonanalytic be-
havior as m→ 0, so that the contribution (2.104) is actually classical. On the other hand,
as expected, the massive modes give contributions that would not spoil perturbation theory
and that, by open-closed duality, in String Theory could be interpreted as brane quantum
corrections to the vacuum energy. This conclusion is valid for any brane observable, and for
instance can be explicitly checked in this example for the gauge couplings. This strongly
suggests that for quantities like differences of gauge couplings for different gauge group fac-
tors that, to lowest order, do not directly feel the dilaton zero mode, quantum corrections
should decouple from the moduli of the transverse space, as advocated in [18]. The main
effect of the tadpoles is then to renormalize the tree-level (disk) value, while the resulting
quantum corrections decouple as in their absence.
2-e. On the inclusion of gravity
The inclusion of gravity, that in the Einstein frame enters the low-energy effective field
theory of strings via
S =
1
2k2
∫
dDx
√−g
(
R− 1
2
(∂ϕ)2
)
, (2.105)
presents further subtleties. First, one is dealing with a gauge theory, and the dilaton
tadpole
δS = −T
∫
dDx
√−g ebϕ , (2.106)
when developed in a power series around the wrong Minkowski vacuum according to
gµν = ηµν + 2 k hµν , ϕ = ϕ0 +
√
2 k φ , (2.107)
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appears to destroy the gauge symmetry. For instance, up to quadratic order it results in
tadpoles, masses and mixings between dilaton and graviton, since
T
√−g ebϕ = Tebϕ0
[
1 + kh+ bφ− k2
(
hµνh
µν − 1
2
h2
)
+ kbφh+
b2
2
φ2 + . . .
]
, (2.108)
where h denotes the trace of hµν . If these terms were treated directly to define the graviton
propagator, no gauge fixing would seem to be needed. On the other hand, since the fully
non-linear theory does possess the gauge symmetry, one should rather insist and gauge
fix the Lagrangian as in the absence of the tadpole. Even when this is done, however, the
resulting propagators present a further peculiarity, that is already seen ignoring the dilaton:
the mass-like term for the graviton is not of Fierz-Pauli type, so that no van Dam-Veltman-
Zakharov discontinuity [20] is present and a ghost propagates. Finally, the mass term is
in fact tachyonic for positive tension, the case of direct relevance for brane supersymmetry
breaking, a feature that can be regarded as a further indication of the instability of the
Minkowski vacuum.
All these problems notwithstanding, in the spirit of this work it is reasonable to explore
some of these features referring to a toy model, that allows to cast the problem in a
perturbative setting. This is obtained coupling the linearized Einstein theory with a scalar
field, adding to the Lagrangian (2.105)
δL = − λ
4!
(φ2 − a2)2 + m
2
2
(hµνh
µν − h2) + (φ2 − a2)(h2 + bh) . (2.109)
This model embodies a couple of amusing features: in the correct vacuum 〈φ〉 = a,
the graviton mass is of Fierz-Pauli type and describes five degrees of freedom in D = 4,
the vacuum energy vanishes, and no mixing is present between graviton and dilaton. On
the other hand, in the wrong vacuum 〈φ〉 = a(1 + ǫ), the expected O(ǫ) tadpoles are
accompanied not only by a vacuum energy
Λ0 =
λa4
6
ǫ2 , (2.110)
but also by a mixing between h and φ and by an O(ǫ) modification of the graviton mass,
so that to quadratic order
δL → − λ
4!
(4ǫ2a4 + 8a3ǫφ + 4a2φ2) +
m2
2
(hµνh
µν − h2) + 2ǫa2(bh + h2) + 2abφh . (2.111)
Hence, in this model the innocent-looking displacement to the wrong vacuum actually
affects the degrees of freedom described by the gravity field, since the perturbed mass
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term is no more of Fierz-Pauli type. It is instructive to compute the first contributions
to the vacuum energy starting from the wrong vacuum. To this end, one only needs the
propagators for the tensor and scalar modes at zero momentum to lowest order in ǫ,
〈hµνhρσ〉k=0 = i
2m2
[
ηµρηνσ + ηµσηνρ −
4ab− λam2
3b
2abD + λam2(1−D)
6b
ηµνηρσ
]
,
〈hµνϕ〉k=0 = i ηµν
2abD + λam2(1−D)
6b
,
〈ϕϕ〉k=0 = −(1−D)m
2
2ab
i
2abD + λam2(1−D)
6b
. (2.112)
There are three O(ǫ2) corrections to the vacuum energy,
a :
λbǫ2a4D
3
1
2bD + λm2
6b
(1−D) , (2.113)
b : − 2
3
λbǫ2a4D 1
2bD + λm2
6b
(1−D) , (2.114)
c : − 1
36b
λ2ǫ2a4(1−D)m2 1
2bD + λm2
6b
(1−D) , (2.115)
coming from tensor-tensor, tensor-scalar and scalar-scalar exchanges, according to eq.
(2.21), and their sum is seen by inspection to cancel the contribution from the initial
wrong choice of vacuum. Of course, there are also infinitely many contributions that must
cancel, order by order in ǫ, and we have verified explicitly that this is indeed the case to
O(ǫ3). The lesson, once more, is that starting from a wrong vacuum for which the natural
expansion parameter |V ′/V ′′| is small, one can recover nicely the correct vacuum energy,
even if there is a ghost field in the gravity sector, as is the case in String Theory after
the emergence of a dilaton tadpole if one insists on quantizing the theory in the wrong
Minkowski vacuum.
3. On String Theory with tadpoles
3-a. Evidence for a new link between string vacua
We have already stressed that supersymmetry breaking in String Theory is generally ex-
pected to destabilize the Minkowski vacuum [2], curving the background space time. Since
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the quantization of strings in curved backgrounds is a notoriously difficult problem, it
should not come as a surprise that little progress has been made on the issue over the
years. There are some selected instances, however, where something can be said, and we
would like to begin this Section by discussing a notable example to this effect.
Classical solutions of the low-energy effective action are a natural starting point in the
search for vacuum redefinitions, and their indications can be even of quantitative value
whenever the typical curvature scales of the problem are well larger than the string scale
and the string coupling is small throughout the resulting space time. If the configurations
thus identified have an explicit string realization, one can do even better, since the key
problem of vacuum redefinitions can then be explored at the full string level. Our starting
point are some intriguingly simple classical configurations found in [21]. As we shall see,
these solutions allow one to control to some extent vacuum redefinitions at the string level
in an interesting case, a circumstance of clear interest to gain new insights into String
Theory.
Let us therefore consider the type-I’ string theory, the T-dual version of the type-I
theory, with D8/O8 brane/orientifold systems that we shall describe shortly, where for
simplicity all branes are placed at the end points y = 0 and y = πR of the interval S1/Z2,
the fixed points of the orientifold operation. Let us also denote by T0 (q0) the tension
(R − R charge) of the D8/O8 collection at the origin, and by T1 (q1) the tension (R − R
charge) of the D8/O8 collection at the other endpoint y = πR. The low-energy effective
action for this system then reads
S =
1
2κ2
∫
d10x
√−G
[
e−2ϕ(R + 4(∂ϕ)2)− 1
2× 10!F
2
10
]
−
∫
y=0
d9x
(
T0
√−γ e−ϕ + q0 A9
)− ∫
y=piR
d9x
(
T1
√−γ e−ϕ + q1A9
)
, (3.1)
where we have included all lowest-order contributions. If supersymmetry is broken, it
was shown in [21] that no classical solutions exist that depend only on the transverse y
coordinate, a result to be contrasted with the well-known supersymmetric case discussed by
Polchinski and Witten in [17], where such solutions played an important role in identifying
the meaning of local tadpole cancellation. It is therefore natural to inquire under what
conditions warped solutions can be found that depend on y and on a single additional
spatial coordinate z, and to this end in the Einstein frame one can start from the ansatz
ds2 = e2A(y,z)ηµνdx
µdxν + e2B(y,z)(dz2 + dy2) . (3.2)
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If the functions A and B and the dilaton ϕ are allowed to depend on y and on z,
the boundary conditions at the two endpoints 0 and πR of the interval imply the two
inequalities [21]
T 20 ≤ q20 , T 21 ≤ q21 , (3.3)
necessary but not sufficient in general to guarantee that a solution exist. As shown in
[21], the actual solution depends on two parameters, λ and ω, that can be related to the
boundary conditions at y = 0 and y = πR according to
cos(ω) = −T0/|q0| , cos(πλR + ω) = T1/|q1| , (3.4)
and reads
e24A = eb0+5ϕ0/4
[
G0 +
3κ2|q0|
2λ
eλz sin(λ|y|+ ω)
]
,
e24B = e24λz+25b0+5ϕ0/4
[
G0 +
3κ2|q0|
2λ
eλz sin(λ|y|+ ω)
]
,
eΦ = e−5b0/6−ϕ0/24
[
G0 +
3κ2|q0|
2λ
eλz sin(λ|y|+ ω)
]− 5
6
, (3.5)
where b0, ϕ0 and G0 are integration constants. The z coordinate is noncompact, and as
a result the effective Planck mass is infinite in this background. There are singularities
for z → ±∞ and, depending on the sign of G0 and on the numerical values of λ and ω,
the solution may develop additional singularities at a finite distance from the origin in the
(y, z) plane.
This solution can be actually related to the supersymmetric solution of [17]. Indeed,
the conformal change of coordinates
Y =
1
λ
eλz sin(λy + ω) , Z =
1
λ
eλz cos(λy + ω) , (3.6)
or, more concisely
Z + i Y =
eiω
λ
eλ(z+i y) , (3.7)
maps the strip in the (y, z) plane between the two O planes into a wedge in the (Y, Z)
plane and yields for y > 0 the spacetime metric
ds2 =
[
G0 +
3κ2|q0|
2
Y
] 1
12 (
ηµν dx
µ dxν + dY 2 + dZ2
)
. (3.8)
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Figure 7: Eq. (3.7) maps a strip in the (y, z) plane to a wedge in the (Y, Z) plane
Notice that (3.8) is the metric derived by Polchinski and Witten [17] in the supersym-
metric case, but for one notable difference: here the Y direction is not compact. On the
other hand, in the new coordinate system (Y, Z) the periodicity under y → y+2πR reflects
itself in the orbifold identification
Z + i Y → e2piiλR (Z + i Y ) , (3.9)
a two-dimensional rotation Rθ in the (Y, Z) plane by an angle θ = 2πλR. In addition, the
orientifold identification y → −y maps into a parity ΠY times a rotation R2ω by an angle
2ω, so that the new Ω projection is
Ω′ = Ω ΠY R2ω , (3.10)
where Ω denotes the conventional world-sheet parity. Notice that both the metric and
the dilaton in (3.5) depend effectively on the real part of an analytic function, and thus
generally on a pair of real variables, aside from the case of [17], where the function is a
linear one, so that one of the real variables actually disappears. This simple observation
explains the special role of the single-variable solution of [17] in this context.
As sketched in fig. 7, the exponential mapping turns the region delimited by the two
parallel fixed lines of the orientifold operations in the (y, z) plane into a wedge in the (Y, Z)
plane, delimited by the two lines
Ω′ : Y = tanω Z ,
Ω′ R2piλR : Y = tan(πλR + ω) Z , (3.11)
so that the orientifolds and the branes at y = 0 form an angle θ0 = ω with the Z axis,
while those at y = πR form an angle θ1 = πλR+ω. Notice that the orbifold identification
(3.9) implies that in general the two-dimensional (Y, Z) plane contains singularities. In
order to avoid subtleties of this type, in what follows we restrict our attention to a case
where this complication is absent.
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The example we have in mind is a variant of the M-theory breaking model of [22].
Its oriented closed part is related by a T-duality to a Scherk-Schwarz deformation of the
toroidally compactified IIB spectrum of [22] (our conventions are spelled out in the reviews
in [3]), described by
T = (|V8|2 + |S8|2)Λm,2n + (|O8|2 + |C8|2)Λm,2n+1
− (V8S¯8 + S8V¯8)Λm+1/2,2n − (O8C¯8 + C8O¯8)Λm+1/2,2n+1 . (3.12)
Here the Λ’s are toroidal lattice sums, while the orientifold operation is based on Ω′ = ΩΠ1,
with Π1 the inversion along the circle, corresponding to the Klein-bottle amplitude
K = 1
2
{(V8 − S8)W2n + (O8 − C8)W2n+1} , (3.13)
where the W ’s are winding sums, and introduces an O8+ plane at y = 0 and an O8+ plane
at y = πR. For consistency, these demand that no net R − R charge be introduced, a
condition met by N pairs of D8-D8 branes, where the choice N = 16 is singled out by the
connection with M-theory [22]. A simple extension of the arguments in [23] shows that the
unoriented closed spectrum described by (3.12) and (3.13) precisely interpolates between
the type I string in the R → ∞ limit and the type 0B orientifold with the tachyonic
orientifold projection of [24], to be contrasted with the non-tachyonic 0′B projection of
[25], in the R→ 0 limit.
In order to obtain a classical configuration as in (3.5), without tachyons in the open
sector, one can put the N D8 branes on top of the O8+ planes and the N D8 branes on top
of the O8+ planes. This configuration differs from the one emphasized in [22] and related to
the phenomenon of “brane supersymmetry”, with the D8 on top of the O8+ and the D8 on
top of the O8+, by an overall interchange of the positions of branes and anti-branes. This
has an important physical effect: whereas in the model of [22] both the NS-NS tadpoles
and the R − R charges are locally saturated at the two endpoints, in this case there is a
local unbalance of charges and tensions that results in an overall attraction between the
endpoints driving the orientifold system toward a vanishing value for the radius R.
The resulting open string amplitudes4
A = N
2 +M2
2
(V8 − S8)Wn +NM(O8 − C8)Wn+1/2 ,
M = −N +M
2
Vˆ8Wn − N +M
2
Sˆ8(−1)nWn , (3.14)
4This model was briefly mentioned in [22] and was further analyzed in [29].
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describe matter charged with respect to an SO(N)× SO(M) gauge group, where N =M
on account of the R − R tadpole conditions, with nine-dimensional massless Majorana
fermions in the symmetric representations (N(N+1)/2,1) and (1,M(M+1)/2) and massive
fermions in the bi-fundamental representation (N,M). Notice that tachyons appear for
small values of R. This spectrum should be contrasted with the one of [22] exhibiting
“brane supersymmetry”, where the massless fermions are in antisymmetric representations.
It is a simple exercise to evaluate tensions and R−R charges at the two ends of the interval:
T0 = (N − 16)T8 , T1 = (N − 16)T8 ,
q0 = − (N + 16)T8 , q1 = (N + 16)T8 . (3.15)
These translate into corresponding values for the parameters λ and ω of the classical solu-
tion in (3.4), that in this case are
λ =
1
R
, cosω =
16−N
16 +N
. (3.16)
Hence, in the new coordinate system (3.6) the orbifold operation (3.9) becomes a 2π
rotation, and can thus be related to the fermion parity (−1)F , while the orientifold operation
Ω′ combines a world-sheet parity with a rotation. Notice also that λπR = π, and therefore
the O+ and O+ planes are actually juxtaposed in the (Y, Z) plane along the real axis Y = 0,
forming somehow a bound state with vanishing total R−R charge. To be precise, the O+
plane lies along the half-line Y = 0, Z > 0, while the O¯+ plane lies along the complementary
half-line Y = 0, Z < 0. The end result is that in the (Y, Z) plane one is describing the 0B
(or IIB/(−1)F ) string, subject to the orientifold projection Ω′ = ΩΠY , where Y, as already
stressed, is here a noncompact coordinate. By our previous arguments, all this is somehow
equivalent to the type IIB orientifold compactified on a circle that we started with. In more
physical terms, the attraction between the sets of D(D) branes and O(O) planes at the
ends of the interval drives them to collapse into suitable systems of D-branes and O-planes
carrying no net R−R charge, that should be captured by the static solutions of the effective
action (3.1), and these suggest a relation to the 0B theory. In this respect, a potentially
singular fate of space time opens the way to a sensible string vacuum. We would like to
stress, however, that the picture supplied by the classical solution (3.5) is incomplete, since
the origin Y = Z = 0 is actually the site of a singularity. Indeed, the resulting O-plane
system has no global R − R charge, but has nonetheless a dipole structure: its Z < 0
portion carries a positive charge, while its Z > 0 portion carries a negative charge. While
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we are not able to provide more stringent arguments, it is reasonable to expect that the
condensation of the open and closed-string tachyons emerging in the R→ 0 limit can drive
a natural redistribution of the dipole charges between the two sides, with the end result of
turning the juxtaposed O and O into a charge-free type-O orientifold plane. If this were
the case, not only the resulting geometry of the bulk, but also the D/O systems, would
become those of the 0B string.
In order to provide further evidence for this, let us look more closely at the type 0B
orientifold we identified, using the original ten-dimensional construction of [24]. The 0B
torus amplitude is [28]
T = (|O8|2 + |V8|2 + |S8|2 + |C8|2) , (3.17)
while the orientifold operation includes the parity Ω′ = ΩΠY , so that the Klein-bottle
amplitude
K = 1
2
(O8 + V8 − S8 − C8) (3.18)
introduces an O8 plane at Y = 0, without R− R charge and with a tension that precisely
matches that of the type-IIB O8-O8 bound state. In general the type-0 orientifold planes,
being bound states of IIB orientifold planes, have in fact twice their tension. In the present
case, the parity ΠY along a noncompact coordinate sends one of the orientifold planes to
infinity, with the net result of halving the total tension seen in the (Y, Z) plane.
One can also add to this system two different types of brane-antibrane pairs, and the
open-string amplitudes read [24]
A = n
2
o + n
2
v + n
2
s + n
2
c
2
V8 + (nonv + nsnc) O8
− (nsnv + ncno) S8 − (nsno + ncnv) C8 ,
M = − nv + no + ns + nc
2
Vˆ8 , (3.19)
while the corresponding R− R tadpole conditions are
no = nv = N , ns = nc = M . (3.20)
The gauge group of this type-0 orientifold, SO(N)2 × SO(M)2, becomes remarkably
similar to that of the type-II orientifold we started from, provided only branes of one
type are present, together with the corresponding antibranes, a configuration determined
setting for instance M = 0. The resulting spectrum is then purely bosonic, and the
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precise statement is that, in the R → 0 limit, the expected endpoint of the collapse, the
spectrum of the type-II orientifold should match the purely bosonic spectrum of this type-0
orientifold, as was the case for their closed sectors. Actually, for the geometry of the D/O
configurations this was not totally evident, and the same is true for the open spectrum,
due to an apparent mismatch in the fermionic content, but we would like to argue again
that a proper account of tachyon condensation does justice to the equivalence.
The open-string tachyon Tai of the type-II orientifold is valued in the bi-fundamental,
and therefore carries a pair of indices in the fundamental of the SO(N) × SO(N) gauge
group. In the R→ 0 limit, all its Kaluza-Klein excitations acquire a negative mass squared.
These tachyons will naturally condense, with < Tai >= T (y) δai, where T (y) denotes the
tachyonic kink profile, breaking the gauge group to its diagonal SO(N) subgroup, so that,
after symmetry breaking and level by level, the fermions will fall in the representations
C(k+1/2) :
N(N − 1)
2
+
N(N + 1)
2
,
S(2k) :
N(N + 1)
2
, S(2k+1) :
N(N − 1)
2
. (3.21)
In the R → 0 limit the appropriate description of tachyon condensation is in the T-dual
picture, and after a T-duality the interactions within the open sector must respect Kaluza-
Klein number conservation. Therefore the Yukawa interactions, that before symmetry
breaking are of the type
S
(2k)
(ij) C
t,(k+1/2)
ja T
(k−1/2)
ai , S
(2k)
(ab)C
(k+1/2)
bi T
t,(k−1/2)
ia ,
S
(2k+1)
[ij] C
t,(k+1/2)
ja T
(k+1/2)
ai , S
(2k+1)
[ab] C
(k+1/2)
bi T
t,(k+1/2)
ia , (3.22)
will give rise to the mass terms S(ij)C(ji) , S[ij]C[ji]. The conclusion is that the final low-lying
open spectra are bosonic on both sides and actually match precisely.
A more direct argument for the equivalence we are proposing would follow from a natural
extension of Sen’s description of tachyon condensation [26]. As we have already stressed, the
O8 and O8 attract one another and drive the orientifold to a collapse. In the T-dual picture,
the O9 and O9 condense into a non-BPS orientifold plane in one lower dimension, that in
the R → 0 limit becomes the type-0 orientifold plane that we have described above. This
type of phenomenon can plausibly be related to the closed-string tachyon non-trivial profile
in this model, in a similar fashion to what happens for the open-string tachyon kink profile
in D-D systems. At the same time, after T-duality the D9 and D9 branes decay into non-
BPS D8 branes via the appropriate tachyon kink profile. Due to the new (−1)F operation,
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these new non-BPS type-II branes match directly the non-BPS type-0 branes discussed
in [24, 27], since the (−1)F operation removes the unwanted additional fermions. Let us
stress that String Theory can resolve in this fashion the potential singularity associated to
an apparent collapse of space time: after tachyon condensation, the O-O attraction can
give birth to a well defined type-0 vacuum.
In this example one is confronted with the ideal situation in which a vacuum redefinition
can be analyzed to some extent in String Theory. In general, however, a string treatment
in such detail is not possible, and it is therefore worthwhile to take a closer look, on the
basis of the intuition gathered from Field Theory, at how the conventional perturbative
string setting can be adapted to systems in need of vacuum redefinitions, and especially at
what it can teach us about the generic features of the redefinitions. We intend to return
to this issue in a future publication [10].
3-b. Threshold corrections and NS-NS tadpoles
While NS-NS tadpoles ask for classical resummations that are very difficult to perform
systematically, it is often possible to identify physical observables for which resummations
are needed only at higher orders of perturbation theory. This happens whenever, in the ap-
propriate limit of moduli space (infinite tube length, in the case of disk tadpoles), massless
exchanges cannot be attached to the sources.
The one-loop finiteness of certain types of quantum corrections in models with broken
supersymmetry and NS-NS tadpoles was actually one of the original motivations for our
work. One such example is provided by scalar (Wilson line) masses in brane-antibrane or
brane supersymmetry breaking models 5. They can be simply computed from the vacuum
energy turning on Wilson lines Λ(ai), where A = (e
2piia1 , e−2piia1 , · · · e2piia16 , e−2piia16) denotes
a collection of Wilson lines in a Cartan subalgebra of the D-brane gauge group under
consideration, so that after T-dualities the ai can be related to D-brane displacements in
the internal space, and the scalar mass matrix is then proportional to
M2ij =
∂2Λ
∂ai∂aj
. (3.23)
Since the propagation of massless modes in the tree-level (transverse channel) description
of (3.23) is insensitive to the D-brane positions ai, only massive modes contribute to the
5Wilson line masses were explicitly computed at one loop in [30] in brane supersymmetry breaking
models.
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mass matrix M2ij. As a result, in this particular example the UV (IR in the tree-level
channel) divergence would first manifest itself at genus 3/2.
The threshold corrections to gauge couplings, defined by
4π2
g2(µ)
=
4π2
g20
+∆(µ,Φi) , (3.24)
where g0 is the tree-level gauge coupling, are a second interesting observable of this type.
These corrections depend on the energy scale µ and also on the moduli fields Φi of the string
model under consideration. We can now show that, in a large class of string constructions
with NS-NS tadpoles, including brane-antibrane pairs and brane supersymmetry breaking
models, the one-loop threshold corrections are UV finite, despite the presence of tadpoles.
We can also show that, at the one-loop order, the differences of gauge couplings for gauge
groups related by Wilson line deformations W , 1/g2(W )− 1/g2(0), quantities that are of
direct relevance for unification purposes, are UV finite in any non-supersymmetric string
model.
The first example that we would like to discuss is obtained adding N D5−D5 pairs to
the T 4/Z2 orbifold of the type I superstring [32]. If the additional N D5 branes are placed,
together with the original 32, at a given fixed point of the orbifold while the N D5 are
placed at a different fixed point, that for simplicity we take to be separated only along one
of the internal directions, the resulting gauge group is U(16)9⊗ [U(16+N)⊗U(N)]5. The
N pairs generate an NS-NS tadpole localized in six dimensions, that would be expected
to introduce UV divergences in one-loop threshold corrections.
In order to obtain a field-theory interpretation, one can turn windings into momenta
via a pair of T -dualities that also convert D9 and D5 branes into D7 and D3. Using the
background field construction of [31], the one-loop threshold corrections for the D3 gauge
couplings are then found to be [10]
∆ = − 4
v3
(TrQ2)
∫ ∞
0
dl (P (2) − P (2)e )
− (TrQ2) N
28π2v1v2v3
∫ ∞
0
dl
ϑ42
η12
(
2π2
3
+
ϑ
′′
2
ϑ2
− ϑ
′′′
1
6πη3
)
(−1)mP (2)P (4) , (3.25)
where Q is a gauge generator for the D3 gauge group, v1, v2, v3 are the volumes of the three
internal tori, P (2) and P (4) are Kaluza-Klein momentum sums along the torus where the
T-duality was performed and along the other two tori, respectively, P
(2)
e is a corresponding
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even momentum sum, and η and ϑi are Jacobi functions. The non-supersymmetric contri-
bution in the second line of (3.25) is IR and UV finite6. The UV finiteness can be explained
from the supergravity point of view, and we shall return to it below, while the IR finiteness
is guaranteed by the separation between the D3 and the D3 in the internal space. In the
field theory (large volume) limit the non-supersymmetric contribution is negligible, while
the explicit evaluation of the first term in (3.25) was done in [31] and gives
∆ = − 1
4
b(N=2) ln(
√
Gµ2|η(U)|4ImU) , (3.26)
where for a rectangular torus of radii R1, R2,
√
G = R1R2 and ImU = R1/R2. In (3.26),
b(N=2) denote beta function coefficients for Kaluza-Klein excitations in the compact torus
where the T-dualities were performed, that fill N = 2 multiplets. The first, BPS-like
contribution in (3.25), is similar to the standard N = 2 one in orientifold models [31], and
is finite. The non-supersymmetric one originates from the cylinder and reflects the D3−D3
interaction between branes and antibranes located at different orbifold fixed points. This
explains, in particular, the origin of the alternating factor (−1)m. The remarkable property
of (3.25) is that the threshold corrections are UV finite, despite the presence of the NS-NS
tadpole. This can be understood noting that in the l → ∞ limit the string amplitudes
acquire a field-theory interpretation in terms of dilaton and graviton exchanges between
Dp-branes and Op-planes. For parallel localized sources, the relevant terms in the effective
Lagrangian are
S =
1
2k2
∫
d10x
√−G
{
R − 1
2
(∂ϕ)2 − 1
2(p+ 2) !
e(5−p−2)ϕ/2F 2p+2
}
−
∫
y=yi
dp+1ξ
{√−γ [Tpe(p−3)ϕ/4 + e(p−7)ϕ/4trF 2µν]+ qC(p+1)} , (3.27)
where ξ are brane world-volume coordinates, q = ±1 distinguishes between branes or
O-planes and antibranes or O-planes, G is the 10-dimensional metric, γ is the induced
metric and C(p+1) denotes a R-R form that couples to the branes. The final result for the
corrections to gauge couplings, obtained using (3.27) while treating for simplicity the K-K
momenta as a continuum, is proportional to
Tp
∫
d9−pk
(2π)9−p
{
−T µν 〈hµνhρσ〉 ηρσ + trF 2〈ϕϕ〉 (p− 3)(p− 7)
16
}
, (3.28)
where
〈hµνhρσ〉 = 1
k2
(
ηµρηνσ + ηµσηνρ − 1
4
ηµνηρσ
)
(3.29)
6For definiteness, here IR and UV refer to the open (loop) channel.
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is the ten-dimensional graviton propagator in de Donder gauge,
〈ϕϕ〉 = 1
k2
(3.30)
is the ten-dimensional dilaton propagator, and
Tµν = tr
(
FµρF
ρ
ν −
1
4
ηµνF
2
)
(3.31)
is the vector energy-momentum tensor. Irrespective of the dilaton tadpole, it can be verified
that the dilaton and graviton exchanges in (3.28) cancel precisely, source by source, in the
threshold corrections, ensuring that the result is actually finite. Notice that this type of
supergravity argument applies to a large class of string models, including the non-tachyonic
type 0′B orientifold and its orbifolds [25].
A second and similar example to this effect is provided by the brane supersymmetry
breaking model proposed in [4, 5], that contains 32 D9 and 32 D5 branes, for simplicity at
the origin of the internal space, O9+ and 16 O5− orientifold planes, so that supersymmetry
is broken at the string scale on the D5. The main difference with respect to the previous
example is that the model is tachyon-free for any position of the antibranes in the compact
space. In order to display the decoupling of the tadpole, let us take for simplicity all internal
dimensions to be transverse to the antibranes, a setting that can be realized performing a
pair of T-dualities in the model of [5], that would turn the D5 branes into D3 and the D9
branes into D7. In this case, the one-loop threshold corrections for the D3 gauge couplings
are found to be [10]
∆ = − 4
v3
(TrQ2)
∫ ∞
0
dl (P (2) − P (2)e )
− (TrQ2) 1
8π2v1v2v3
∫ ∞
0
dl
ϑ42
η12
(
2π2
3
+
ϑ
′′
2
ϑ2
− ϑ
′′′
1
6πη3
)
P (4)e P
(2)
e . (3.32)
The second, non-supersymmetric contribution to (3.32), originates from the Mo¨bius am-
plitude, but clearly the combinations of terms appearing in (3.25) and (3.32), and actually
in any similar computation, are the same. In this example, the non-supersymmetric con-
tribution in the second line of (3.32) is IR divergent, reflecting the presence of massless
open-string states in the sector that induces the breaking of supersymmetry. The explicit
evaluation of (3.32) gives
∆ =
1
4
b(N=0) ln
M2s
µ2
− 1
4
b(N=2) ln(
√
Giµ
2|η(U)|4ImU) , (3.33)
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whereMs is the string scale and the non-supersymmetric contribution was here evaluated in
the field theory limit, and where b(N=0) denotes the contribution from the supersymmetry
breaking sector, so that the total beta function of the model is7
b = b(N=0) + b(N=2) = 3 . (3.34)
Notice also that, in the limit where the internal volume transverse to the D3 is large, the
second term in (3.25) and the term in the second line of (3.32) that is most relevant as l →∞
become negligibly small compared to the standard contribution from the supersymmetry
breaking sector. The threshold corrections are then dominated by the first terms, that are
precisely given by the standard supersymmetric expressions [31], where only the would-be
BPS winding states contribute and the string oscillators decouple. Therefore, at the one-
loop level, despite the breaking of supersymmetry at the string scale on the antibranes, the
threshold corrections are essentially determined by a supersymmetric contribution. This
result confirms the conjecture, made in [5], that in brane-antibrane pairs and in brane
supersymmetry breaking models threshold corrections in codimension larger than two are
essentially given by supersymmetric expressions, due to the supersymmetry of the bulk
(closed string) spectrum. Another example of this type is provided by a stack of D branes
at orbifold singularities, where the orbifold action on the Chan-Paton factors breaks the
gauge group to SU(3)⊗ SU(2)⊗ U(1).
As observed in [33], the one-loop threshold corrections are not UV finite in models with
intersecting branes [7]. The supergravity argument in the previous Section fails in this case
since the sources (D-branes and O-planes) present in the compact space are not parallel.
Since the brane couplings to bulk fields depend on their spin, the cancellations that we have
described for the case of parallel branes/orientifolds cease to occur. However, differences of
gauge couplings for gauge groups related by Wilson line breakings W , 1/g2(W )− 1/g2(0),
quantities that are of direct relevance for unification purposes, are still UV finite at one-
loop, as can be seen from general arguments and will be verified explicitly in [10].
7The beta function is given by the familiar formula −11/3C2(G) + 2/3
∑
R
T (R) + 1/3
∑
r
T (r), where
C2(G) denotes the Casimir of the adjoint representation for the gauge group G, and T (R) and T (r) are
the Dynkin indices for Weyl fermions and scalars, with an overall normalization such that T = 1/2 for the
fundamental representation.
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4. Conclusions
Our analysis of tadpoles in Field Theory shows that the endpoint of the classical re-
summation flow is an extremum of the effective potential, but not necessarily a minimum.
In addition, the flow should occur without touching any inflection points, where the resum-
mation procedure breaks down. In the φ4 example, however, we found the peculiar initial
points φ0 = −v/2, where v are the extrema of the scalar potential, such that only the first
terms in the tadpole expansions contribute and the flows terminate at the endpoints 〈φ〉 = v
on the other side of the potential barrier. Using the link with Newton’s tangent method,
we have also associated to this effect a geometrical interpretation: this occurs whenever
the tangent to the derivative of the potential, V ′, at the initial “wrong vacuum”, crosses
the real axis exactly at an extremum. For the last example considered in Section 2-b one
of these points, for small values of the “magnetic field” c, lies well within the convergence
region of tadpole resummations, so that the effect is perturbative. If this finding were to
generalize, one could conceive carrying out the resummation program to the very end both
in Field Theory and in String Theory starting from neighborhoods of such points. Simple
resummations have been performed explicitly in toy models with localized branes, that
affect the bulk fields via boundary conditions, and we have presented an explicit example
where a toy model for gravity is taken into account at the first two lowest orders, with a
graviton mass term in the wrong vacuum that is not of Fierz-Pauli type, so that a ghost
is present in the spectrum, while it is of Fierz-Pauli type in the proper vacuum. Tadpole
resummations in the wrong vacuum suffice even in this case to recover the correct results
for physical observables.
At the string level, we have provided some evidence for an example of explicit vacuum
redefinitions connecting a type-II orientifold with NS-NS tadpoles to its correct vacuum,
that can be related to a type-0 orientifold. We then showed that, despite the presence of
NS-NS tadpoles, one-loop threshold corrections are UV finite in a large class of string
models with broken supersymmetry, including brane-antibrane pairs, brane supersymme-
try breaking models and essentially any type-II or type-0 orientifolds with no closed string
tachyons (that would introduce additional divergences in the threshold corrections) con-
taining parallel BPS or non-BPS brane/orientifold configurations.
The UV finiteness of the one-loop results presented in Section 3 would seem to imply
that the threshold corrections are insensitive to large tadpoles. This conclusion, however, is
likely to be incorrect, since the one-loop finiteness was the result of a delicate cancellation
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between dilaton and graviton exchanges in the tree-level closed string amplitude. This
cancellation is not expected to be preserved at higher orders, and taking into account the
proper resummations appears to spoil perturbation theory, yielding a result that, due to the
non-analyticity in the dilaton mass, is of the same order as the tree-level disk contribution.
Starting with genus 3/2 amplitudes [34], Dyson resummations of the propagators are
clearly necessary. For example, the higher-genus contributions to Wilson-line masses, nor-
malized to the one-loop (annulus and Mo¨bius) contribution are of order
( i
−V ′′
)2 (−iV ′) (−iV ′′′m00) i−m2 (−iV ′)
i
−m2
(−iV ′) =
V ′′′m00
V ′′
V ′
V ′′
, (4.1)
where we considered for definiteness a higher-order string amplitude whose field theory
limit would contain three closed string propagators, two massless and one massive and one
cubic disk vertex. In (4.1), m2 denotes the mass of the lowest Kaluza-Klein excitations and
V ′′′m00 denotes the disk three point function for one massive and two massless closed string
fields. Higher-order resummations in this particular example would thus be perturbative
in the tadpole only if ∣∣V ′′′m00V ′/(V ′′)2∣∣ << 1 . (4.2)
This condition is not satisfied by the exponential scalar potential of String Theory, and
therefore formally higher-order contributions would give rise in this case to O(1) corrections
to the one-loop result. As argued in Section 2-d, however, for codimension larger than two
tadpoles effectively decouple from the moduli of the transverse space. If, as in the examples
discussed in Section 3, there are additional contributions from states propagating in only one
or two transverse dimensions that do not couple to the tadpole to leading order, these are
expected to provide the main contributions to Wilson-line masses or threshold corrections,
that are reliably computed in string perturbation theory. The dependence on the moduli
corresponding to parallel dimensions, on the other hand, does not decouple.
Concerning the gauge couplings, in the class of models discussed in Section 3 the one-
loop corrections are UV finite. In any non-supersymmetric model (for instance in inter-
secting brane models [7]), only massive states contribute to differences of gauge couplings
for gauge groups related by Wilson-line deformations W , ∆(W ) ≡ 1/g2(W )− 1/g2(0), the
relevant quantities for unification purposes in Wilson-line GUT breaking models8. Conse-
quently, no tadpole divergences manifest themselves in these quantities at one loop. In this
8The arguments below are the string analogs of the one-loop UV-insensitive field theoretical framework
proposed in [35].
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case, even at higher genus, closed-string propagators attached to external gauge field lines
contain only massive states. In particular, the genus 3/2 contribution, when compared to
the one-loop one, is proportional to V
′′
0m/V
′′
, and is therefore renormalizing the one-loop
correction coming from the second, tadpole dependent term in (3.25). By the previous
arguments, for codimension larger than two these terms are negligible compared to the
first term given by the standard supersymmetric expressions [31], to which only BPS-like
states contribute. In principle, the contributions of parallel dimensions do not decouple,
and therefore the dependence on their moduli is not determined reliably by computations
in the wrong Minkowski vacuum.
The resummation program that we have initiated in this paper can be of practical
use if the endpoint of the resummation flow is a local minimum of the theory. As we
saw in Section 2-b, this is not always the case, since depending on the starting point a
resummation may well end at a local maximum of the effective potential or may even not
converge at all. Therefore, an important constraint for tadpole resummations is to start
in an appropriate region, which in String Theory restricts, in particular, the values of the
string coupling. Finally, if non-renormalization points like those we encountered in Section
2-b were to exist in a perturbative region and within the convergence radius, “wrong” vacua
close to them could lead to significant simplifications and could make resummations not
only conceptually important, but also of real practical use. A proper extension of these
resummation procedures to String Theory must cope with a number of additional subtleties
that are typical of string amplitudes, and is therefore left for future work [10].
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A Mixed propagators
Let us consider the D-dimensional action
S =
∫
dDx
[
1
2
hρσhρσ − hρσ∂σ∂µhρµ + hρσ∂ρ∂σh− 1
2
hh +
m2
2
(
hρσh
ρσ − ah2)]
+
∫
dDx
[
1
2
ϕ
(
−M2)ϕ+ 2bϕh] , (A1)
obtained expanding up to the quadratic order the tadpole potential (2.106), that is also the
quadratic part of the linearized Einstein-Hilbert action coupled to a massive scalar field,
aside from the mass term for the graviton, that is taken to be of general form. To compute
the propagators, one must invert the kinetic operator(
G−1µν,ρσ −2ib ηµν
−2ib ηρσ i(p2 +M2)
)
,
where
G−1µν,ρσ =
i
2
[(ηµρηνσ + ηµσηνρ)(p
2 −m2)− 2ηµνηρσ(p2 − am2)
− ηµρpνpσ − ηµσpνpρ − ηνρpµpσ − ηνσpµpρ + 2ηµνpρpσ + 2ηρσpµpν ] . (A2)
The graviton propagator Gµν , the dilaton propagator Gφφ and the mixed propagator Gµν,φ
can be obtained solving the system
Gαβ,µνG
−1µν,ρσ − 2ibGαβ,φηρσ = 1
2
(δραδ
σ
β + δ
σ
αδ
ρ
β) ,
−2bηµνGαβ,µν + (p2 +M2)Gαβ,φ = 0 ,
Gµν,φG
−1µν,ρσ − 2ibηρσGφφ = 0 ,
−2bGµν,φηµν + (p2 +M2)Gφφ = − i . (A3)
One can readily fix the general form of the propagators,
Gαβ,µν = A[ηαµηβν + ηανηβµ +B ηαβηµν + C(pαpµηβν + pαpνηβµ + pβpµηαν + pβpνηαµ)
+ D(pαpβηµν + pµpνηαβ) + Epαpβpµpν ] , (A4)
Gαβ,φ = F ηαβ +G
pαpβ
m2
, (A5)
Gφφ = H , (A6)
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and the solution is finally
A = − i
2(p2 −m2) , B =
2
D − 2
[
−1 + (p
2 +M2)(1− 2a)m2 + 8b2
Q
]
,
C = − 1
m2
, D =
2
Q
[
(p2 +M2)(1− 2a) + 8b
2
m2
]
,
E =
D − 2
m2
D , F =
2ib
Q ,
G =
2ib(D − 2)
Q , H = − i
p2(1− a)(D − 2) +m2(1− aD)
Q , (A7)
where the denominator is
Q = (p2 +M2) [p2(1− a)(D − 2) +m2(1− aD)] + 4b
2
m2
[p2(D − 2) +Dm2] . (A8)
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