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1. INTRODUCTION 
In this paper, properties of solutions of integral equation of the form 
x(~)=f(t)+[;k(t-S) U(s,x(s))ds, o,<t< +cxl, (1.1) 
and its particular case 
x(r)=f(l)+j’k(r-s) T(x(s))ds, o<t< +co, (1.2) 
0 
are studied. Our primary interest is to give sufficient conditions for 
existence of strictly monotone solutions x = x(t) of ( 1.1) or (1.2) such that 
x(t) # 0 a.e. The motivation for considering this problem can be found in 
[ 11. Some theorems are extensions of monotonicity results presented in 
c51. 
2. NOTATION 
Let R be the set of real numbers, R + = [0, 00 J and * denote the con- 
volution of functions 
f* h(t) = l’f(r -s) h(s) ds. 
0 
We shall write Eqs. (1.1 ), (1.2) in the form 
x=f+k * U(., x(. )), 
x=f+k * T(x(. )). 
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A function f is increasing (decreasing) if for any t, < t,, f( tl) <f( t2) 
(f(t,) >f(t,)); f,, ;t f on X means that f,,(t) *f(t) as n -+ +cc uniformly 
in t for t in compact subsets of the set X. 
Given subset Xc R the symbols VII(X), AC(X) denote the space of 
functions x: X+ R of bounded variation and absolutely continuous, 
respectively. Given a subset Xc R + x R or Xc R the symbols L’(X), 
L” (X), B(X), C(X), Lip(X), C“(X) denote the space of functions x: X-+ R 
that are integrable, bounded a.e., bounded, continuous, Lipschitz con- 
tinuous and continuous with derivatives up to the order k. The symbols 
L,,,(X), L,‘,, (X), V&.(X), AC,,, (X) denote the space of functions with 
the appropriate property on every compact subset of X. 
3. MONOTONE SOLUTIONS-STATEMENT OF RESULTS 
DEFINITION 3.1. A continuous function U: R + x R + R is lower 
semilipschitz continuous (1.sl.c.) with respect to XE X iff 
~LER VXEX VO<s<s, U(s,,x)-U(s,x)>L(s,-s) (3.1) 
and is upper semilipschitz continuous (us1.c.) iff 
!ILE R V~EX VOfsfs,, U(s,,x)- U(s,x)<L(s, -s). (3.2) 
Given constant L we define a function I by the formula 
Z(f)=f(t)+U(O,f(O))~~k(u)du+LJS:oUk(s)dsdu. (3.3) 
THEOREM 3.1. Let fE C( R + ), k E L:,,c (R + ), U E C( R + x R). (i) Suppose 
U is nondecreasing in x on the set [f(O), ‘+oo ) and 1.~1.~. in x E [f(O), + oo), 
k > 0 and the,function I defined by (3.3) is nondecreasing. Then Eq. (1.1) has 
a nondecreasing maximally defined solution x: [0, a) --+ R sutisfying the 
inequality 
x(t) 2 I(t), Odt<cc. (3.4) 
(ii) The conclusions of part (i) remain true when U is nonincreasing 
and u.sl.c. in x E [f (0), +a) and k < 0. 
(iii) Zf U is nondecreasing and us1.c. in XE ( -00, f(O)], k > 0 and Z 
nonincreasing, then Eq. (1.1) has a maximally defined nonincreasing solution 
x: [0, c() --f R satisfying the inequality 
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(iv) The conclusions of part (iii) are also true when U is nonincreasing 
and 1.sl.c. in x E ( -co, f(O)], and k 6 0. 
Let J be the function defined by the formula 
J(t) =.f(t) + WO, f(o)) j-i 4~) du. (3.6) 
COROLLARY 3.1. LetfEC(R+), kEL:,,(R+), UEC(R+ x R). 
(i) Suppose U is nondecreasing in x >f(O) for any fixed s E R + and 
nondecreasing in s E R + for any fixed x > f(0). Assume also that k > 0 and 
the function J defined by (3.6) is nondecreasing. Then Eq. ( 1.1) has a 
maximally defined nondecreasing solution x: [O, c() --$ R satisfying the 
inequality 
-x(t) 3 J(t), o<t<u. (3.7) 
These conclusions remain true [f we assume that U is nonincreasing and 
k < 0. 
(ii) If U is nondecreasing in x 6 f (0) for any fixed s E R + and non- 
increasing in s E R + for any fixed x 6 f (0), k > 0 and J nonincreasing, then 
Eq. (1.1) has a maximally defined nonincreasing solution x satisfying the 
inequality 
x(t) 6 J(t)> o<t<u. (3.8) 
This is also true if U is nonincreasing in x <f(O), nondecreasing in s and 
k < 0. 
EXAMPLE 3.1. Consider the equation 
i 
’ 
x(t)= 1 +t+ 
(I +s)x2(s) 
0 (r-s)“2(1 +X*(s)) 
ds, o<t< sco. (3.9) 
Since for any number t > 0 
I ’ (1 +s)x2(s) 0 (t-s)“2(1 +x2(s)) ds6 j-;&d”’ +oo (3.10) 
the unique maximally defined solution x: [0, a) + R of Eq. (3.9) is bounded 
on every bounded subset of R + . Hence a = + cc (see [7, Theorem 2.21). 
The functions f( t) = 1 + t, k(t) = t ~ I’*, U(s, x) = (1 + s) x2( 1 + x*)-l satisfy 
the conditions of part (i) of Cor. 3.1. Hence the solution x is nondecreasing 
on R,. Moreover, by (3.7) and (3.10) we have 
1 + t”2+ t<x(t)< 1 +2t”2+ t+$ t3/*, o,<t< +co. 
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Now we give sufticient conditions for existence of a monotone solution of 
Eq. (1.2) different from those in Theorem 3.1 and Corollary 3.1. Let tl,,,, be 
the supremum of those real numbers for which the cross section of Eq. (1.1) 
is compact (see[7, Chap. III, cf., Theorem 3.31). Define a function J, by 
the formula 
J,(t) =f(O + W(O)) 1; k(u) & (3.11) 
THEOREM 3.2. Let ,f~ C(R + ), k E L:,, (R). (i) Suppose k is non- 
decreasing, T is nondecreasing on the set [f(O), +a) and the function J, is 
nondecreasing and convex. Then Eq.( 1.2) has a continuous solution non- 
decreasing on the interval [0, a,,,). This is also true when the functions k, T 
are nonincreasing. 
(ii) If k is nonincreasing, T is nondecreasing on the set ( -co, f(O)] 
and J, is nonincreasing and concave, then Eq. (1.2) has a continuous solution 
nonincreasing on the interval [0, slM). This conlusion is also true when k, T 
are nonincreasing. 
Let us define a function Q by the equality 
Q(t, s) = k(0 
J; (t+s) 
(3.12) 
where J, is defined by (3.11). 
THEOREM 3.3. Let ,fEC’(O, +co)nC(R+), kEC’(0, +oO)nL’(O, l), 
T E C(R). Zf T is nondecreasing for x >f(O), J; (t) > 0 for t > 0 and the 
function Q is nondecreasing in t > 0 for any fixed s 3 0, then Eq. (1.2) has a 
continuous solution nondecreasing on the interval [0, CI.~), This remains true 
when T and Q are nonincreasing. 
Jf T is nondecreasing for x 6 f (0) J’, (t) < 0 for t > 0 and Q is nonincreas- 
ing in t > 0 .for any ,fixed s 3 0, then Eq. (1.2) has a continuous solution 
nonincreasing on the interval [IO, a,,,,). This conclusion isn also true if T is 
nonincreasing and Q is nondecreasing. 
Remark 3.1. Under additional assumption k 20 or k ~0 in 
Theorem 3.2 and Theorem 3.3 one can prove that the monotone solution x 
of Eq. (1.2) satisfies inequalities x(t)>J1(t), x(t)<J,(t), O<t<cz,. 
Remark 3.2. Conditions for the kernel k such as those in Theorem 3.3 
with f’ = 0 and T(,f(O)) > 0, are well known (see, e.g. 3; 7, p. 2099210). 
COROLLARY 3.2. Assume the hypotheses of Theorem 3.2 or Theorem 3.3. 
Jf in addition Eq. (1.2) has exactly one solution or the function T is bounded, 
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then Eq. (1.2) has a maximally defined solution nondecreasing or nonincreas- 
ing respectively. 
EXAMPLE 3.2. Consider the equation 
1 
I 
x(t)= 1 -e-‘-fe-2’- eC2(‘p~“T(x(s)) ds (3.13) 
0 
with arbitrary continuous function T, nondecreasing on [ - 4, +co) and 
such that T ( - f) = 1. Let us consider the auxiliary equation 
I 
I 
x(t)= 1 -e--r-+ep2’- ep2(‘- ‘)T(x(s)) ds, 
0 
(3.14) 
where 
F(x) = 1 
1, -co</<-;, 
\T(x),-;<t< +co. 
Since F> 1 any continuous solution x: [0, tl) --f R of Eq. (3.14) satisfies 
inequality 
x(t)<; -e ‘, o<t<a, 
and for t E [0, a), c( < +c;o 
Ix(t)1 < (1 -e ‘-;e ~-“I + ys~p2 F(x) 1”’ e -2sds < +CC 
. : 
proving that CI = +co and CI,+, = +cc (see [7, Theorem 2.2, Theorem 3.33). 
The functions f(t) = 1 - e ~ ’ - 1 e -*I, k(t) = - eP2’ and T satisfy the con- 
ditions of the first part of Theorem 3.3. Hence Eq. (3.14) has a nondecreas- 
ing solution x: R + + R. Since x(0) = - f and p(x) = T(x) for x 3 - f, the 
function x is a solution of Eq. (3.13). Let us note that neither assumptions 
of Theorem 3.1 nor of Theorem 3.2 is satisfied. 
4. REGULARITY OF MONOTONE SOLUTIONS 
A monotone solution of Eq. ( 1.1 ), roughly speaking, has its smoothness 
by one class better that the function U and the kernel k. 
THEOREM 4.1. Let x: [0, CI.) + R be a maximally defined solution of 
Eq. (1.1 ). 
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(4 lff~ACdR+), MEL,‘,,, u(.,x)(.))~VB,,,Co,cl), then 
x E z4C,,,[0, CI) and the following formula holds 
x’(t) = ,f’( t) + U(0, ,f(O)) k(t) + j-’ k( t - s) dU(s, x(s)). (4.1) 
0 
Assume in addition, that x is a monotone solution of Eq. (1.1). 
(b) !ff~ C’(R + ), k E C(R ,. ), UE Lip,,,(R + x R), then x E C’[O, a). 
(~1 IffGC'(R+), kEL,&(R+), UELipdR, xR), U(0, f(O))=@ 
then XE C’[O, r). 
(d) rf’fEC’(R+), kEC’(R+), UiC’(R+ xR), then x~C~[o,a). 
(e) [f .f’~ C2(R + ), k E C’(R + ), k(0) = 0, U E Lip,,,(R + x R), then 
.Y E C’[O, a). 
5. STRICTLY MONOTONE SOLUTIONS-STATEMENT OF RESULTS 
THEOREM 5.1. Let .fE AC,,,(R + ), k E G,, (R+ ), Us Lip,,, (R+ x RI. 
Assume the hypotheses of Theorem 3.1. If the function I defined by (3.3) is 
strictly monotone, then the unique, maximally defined solution x: [0, ~1) + R 
of Eq. (1 .l ) is also strictly monotone. Furthermore, if I’ > 0 (I’ < 0) a.e. in 
R 4 3 then x’ > 0 (x’ < 0) a.e. in (0, ct). 
COROLLARY 5.1. Assume that the functions f  e AC,,,( R + ), k E LfO, (R + ) 
and U E C(R + x R) satisfy the hypotheses of Corollary 3.1. Zf the function J 
defined by (3.6) is strictly monotone, then Eq. (1.1) has a maximally defined 
strictly monotone solution x: [0, CI) + R. Moreover, zf J’ > 0 (J’ < 0) a.e. in 
R + , then x’ > 0 (x’ < 0) a.e. in (0, H). 
THEOREM 5.2. Suppose f  E C’( R + ), k E C( R + ), U E Lip,,& R + x R), and 
let x: [IO, c() + R he the unique maximally defined solution of Eq. (1.1). 
Assume that the functions& k, U satisfy the hypotheses of part (i) ((ii)) qj 
Corollary 3.1. Also assume that 
k # 0 a.e., in R + , (5.1) 
U is strictly monotone in s on a certain interval [0, E] (5.2) 
or strictly monotone in x on a certain interval [f(O), f(0) + E] 
([f(O) - E, f (O)l), 8 > 0, J’(O) > O(J’(O) < 0). (5.3) 
Then x’(t) > 0 (x’(t) < 0) .for any value t E [0, a). 
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THEOREM 5.3. Assume that the functions f E C’( R + ), k E C(R + ), 
TE C(R) satisfy conditions 1 or 2 (5 or 6) below or there exists a number 
E > 0 such that A k, T satisfy conditions 3 or 4 (7 or 8) below. Then Eq. ( 1.2) 
has a continuous solution increasing (decreasing) on the interval [O, c(,,,,). 
(1) T nondecreasing on [f(O), +a), k nondecreasing, J’, > 0 and 
increasing; 
(2) T nonincreasing on [f(O), +cc), k nonincreasing, J’, 3 0 and 
increasing; 
(3) T nondecreasing on [f(O), + 03) and increasing on 
[f(O), f(0) + E], k increasing, J’, nondecreasing and J; (0) > 0; 
(4) T nonincreasing on [f(O), +co) and decreasing on 
[f(O), .f(O) + E], k decreasing, J’, nondecreasing and J; (0) > 0; 
(5) T nondecreasing on ( -GO, f(0) 1, k nondecreasing, J’, < 0 and 
decreasing; 
(6) T nonincreasing on ( -co, f(O)], k nonincreasing, J’, ~0 and 
decreasing; 
(7) T nondecreasing on ( -03, f(O)] and increasing on 
[f(O) -F, f(O)], k increasing, J; nonincreasing and J’, (0) < 0; 
(8) T nonincreasing on ( --at f(O)1 and decreasing on 
[.f(O) - E, f(O)], k decreasing, J; nonincreasing and J’, (0) < 0. 
Remark 5.1. Theorem 5.3 includes and generalizes the types of 
assumptions used in [S, Theorem 1.3.21 where under the hypotheses 
TEC’(R), T’>O, (5.4) 
kEC’(R+), k<O, k’>O, (5.5) 
f~c’(R+), J;(O)<O, J;‘(t)<< for t30, (5.6) 
the property x’<O is proved (cf. conditions 5). Under the hypotheses of 
Theorem 5.3 it is possible that x’(t) = 0 at some points t E R + (see Exam- 
ple 5.1). 
EXAMPLE 5.1. Consider the equation 
x(t)=f(t)- 12 j’(1 +t-s) -“2x(s)“3ds, 
0 
where 
(5.7) 
f(t)= -40+24(1 +t)“2 - 24t( 1 + t)“’ + 16( 1 + t)3i2 + (1 - t)3. 
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The functions T(x) = x’j3, k(t) = - 12( 1 + t) ~ ‘I2 and f given by the above 
equality, satisfy conditions 5 of Theorem 5.3. By immediate calculations it 
is easy to verify that x(t) = (1 - t)’ solves Eq. (5.7). This solution is 
decreasing on R + but x’( 1) = 0. Let us note that the hypotheses (5.5), (5.6) 
are satisfied. 
THEOREM 5.4. Let f~c’(R+), kEC’(0, +co)nL’(O, l), TEC(R). 
Assume that there exists a number E > 0 such that 
(i) T is nondecreasing on [f(O), +a) and increasing on 
[f(O),,f(o)+~], the function Q defined by (3.12) is increasing in t on 
(0, +cc) andJ’,(t)>O,for t>O or 
(ii) T is nonincreasing on [If(O), +m) and decreasing on 
[,f(O), .f(O) + E], Q is decreasing in t, .I’, (t) > 0. 
Then Eq. (1.2) has a continuous solution increasing on the interval [0, ~1~). 
(iii) [f’ T is nondecreasing on ( -00, f(O)] and increasing on 
[.f(O)-g,f‘(O)], Q is decreasing in ton (0, +co) andJ’,(t)<Ofor t>O or 
(iv ) T is nonincreasing on ( -a, .m)l and decreasing on 
[f(O) -&,f(O)], Q is increasing in t and .I’, (t) CO, then Eq. (1.2) has a 
continuous solution decreasing on the interval [0, aM). 
6. LEMMAS AND PROOFS OF LEMMAS 
In this section and the next Section 7, n = 1, 2, . .. 
LEMMA 6.1. Suppose,f, f,, E C(R + ), k, k, E L,‘,,(R + ), U, U, E C(R + x R) 
and 
fnr.fonR+, (6.1) 
u ,,rUonR,xR, (6.2) 
s ‘I (k,(t)-k(t)1 dt<; 0 (6.3) 
Let x,,: R + --f R be the unique, maximally defined solution qf the equation 
x=,fn+k,* U,(~,x(.)) (6.4) 
and let x,<x,+, or x,),x,+,. (6.5) 
Then the limiting function x = lim, - a, x, is a maximally defined solution 
of Eq. (1.1). 
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Proof: Let [0, a), tx > 0, be the maximal interval such that {x,) con- 
verges uniformly on every compact subset of [0, (x) to a solution 
x: [0, CI) + R of Eq. (1.1) (see [ 7, Theorem 4.2 and Corollary 4.31). Assume 
that the solution x: [O, a) + R is not maximally defined. Then CI < +cc and 
sup{ Ix(t)l: 0 d t 6 rx} < +co. Let m be a bound for Ix,(t)/, 0 < t d c(. In vir- 
tue of (6.2) the functions U, are uniformly bounded on the set 
[0, ~1 x [ -m, m]. If we set x=x, in (6.4), then by these identities and 
(6.2), (6.3) it is easy to verify that x,-f,, are equicontinuous on [0, ~1. By 
the Ascoli theorem, using (6.5), it is easy to show that {x,~> is uniformly 
convergent on [0, a] to the solution x: [O, M] + R of Eq. ( 1 .l ). Let z, be a 
maximally defined solution of the equation 
z(t)=f,(t+cr)+ j;k,,(t+a-S) U,(s,x(s))ds 
+ j’k,(t-s) U,(s+cr,z(s))ds. (6.6) 
0 
Applying once more the foregoing arguments we see that there exists a 
number c~i >O such that {zn} converges uniformly on the interval [0, ai]. 
Since a function z: [0, a,] -+ R solves the equation 
z(t)=f(t+a)+ jik( + t a-s) U(s,x(s))ds+ j”‘k(t-s) U(s+cr, z(s)) ds 
0 
(6.7) 
if and only if the function y: [0, CI + a,] -+ R, 
Y(t) = 
i 
x(t), O,<t<x, 
z(t-tx)),cr<t<a+a,, 
solves Eq. (1.1) and x, is the unique solution of Eq. (6.4), we see that 
x,(t) = z,,( t - a) for CI < t < c1+ CI, . Hence {x,} converges uniformly on 
[0, c1+ cr,]. This contradiction shows that x: [0, a) -+ R is a maximally 
defined solution. 
LEMMA 6.2. Suppose k E L:,, (R + ) and for n = 1, 2, f, E C(R + ), 
U, E Lip,,,( R + x R) n B(R + x R). Let x, be the unique, maximally defined 
solution of the Eq. (6.4) with k, = k. Also assume that 
U,(s, x) G Uz(s, x), for (s,x)~R+ xR. (6.8) 
(i) If k > 0 a.e., f, < f2 and for any fixed s E R + U, is nondecreasing 
in x E R, then 
x,(t) d x,(t), tER,. (6.9) 
409 IZi l-4 
48 BARBARA ALFAWICKA 
(ii) If k < 0 a.e., f, > f2 and for any s E R + U, is nonincreasing in 
x E R, then 
Xl(l) 3 x*(t), tsR,. (6.10) 
Proof. Since U, are bounded functions any maximally defined solution 
x,, is defined on R + Now we prove inequality (6.9). Pick p > 0 so small 
that the operators A,, defined by 
A,,v=fn+k* u,(.>cp(.)) 
are contraction maps on the Banach space C[O, /3]. On the interval [0, fl] 
the unique solution x,,: R + + R is the limiting function of the sequence 
cp,,.,,n=l,2, where ~P~,~=(P~,~=(PO~WAPI and v~,,+~=A~(P,,,,. Using 
conditions (i) and (6.8) it is easy to prove by induction that cp,,Jt) 6 cp2Jt) 
for 0 6 t < fl. Hence x,(t) d x2(t), 0 6 t 6 fl. Let [0, a) be the maximal inter- 
val such that x,(t) d x2(t) for 0 6 t < LX If tx = +cxz then the proof of the 
part (i) of Lemma 6.2 is finished. Assume that a < + co. If we set f = f,, 
U = U,, x = x, in Eq. (6.7) we obtain two equations such that the functions 
on the right sides satisfy assumptions (i) and inequality (6.8). Previous con- 
siderations show us that there exists a number 6 > 0 such that the solutions 
-?,, of these two equations satisfy inequality z,(t) 6 .zJt), 0 < t d 6. Since 
x,,(t) = z,J t - u), c1< t < r + 6, inequality (6.9) is satisfied for 0 d t d cr. + 6. 
This contradiction shows that (6.9) is satisfied for t E R + . The same 
argument applies to the case (ii). 
Let U,, U, denote the partial derivatives of the function II. 
LEMMA 6.3. Suppose f E C’( R + ), k E C’(R + ), UE Lip,,,(R + x R) and 
let x: [0, a) -+ R he the unique, maximally defined solution of Eq. (1.1). Then 
the derivative x’ = y is the unique, continuous solution of the equation 
y(t) = h(t) + 1’ K(t, s) y(s) ds 
0 
(6.11) 
where 
h(t) =f’(t) + WA J’(O)) k(t) + j-i k(t -s) Us(s, x(s)) ds, (6.12) 
4t - s) UAs, x(s)), O<s<t<cr, 
Odtds<cL (6.13) 
Proof. Since x E C’ [0, a) by differentiation of the both sides of (1.1) one 
can verify that the function y = x’ solves (6.11)(6.13). Since Eq. (6.11) has 
exactly one solution this finishes the proof. 
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Consider the equation 
y(t) = h(f) + jr KC4 s) ‘ds, Y(J)) ds 
0 
where 
hEC[O,Lx), gEC[O,C()XR 
(6.14) 
(6.15) 
and for any 6 E (0, a) 
sup 
iJ 
‘lK(t,s)l ds:Odt<6 < +co, lim Jb IK(t,s)-K(t,,s)(ds=O. 
0 I r+fo 0 
(6.16) 
Define a function F: [0, IX) x [0, a) x C[O, a) -+ R by the formula 
F(t, q, u) = h(f) + j; K(t, s) gb, 4s)) h. 
Now we give conditions sufficient for existence of a nonnegative solution 
of Eq. (6.14). 
LEMMA 6.4. Assume (6.15) (6.16), and 
h(t) b 0, (6.17) 
g(s,O)=O, g(s, y)>O for y>o, (6.18) 
v’o>o {F(q, q, u)30 *Vt>qF(t,q,v)>/O}. (6.19) 
Then there exists a maximally defined, nonnegative solution of Eq. (6.14). 
Proof: Define y+ =$(y+ Iyl) and y(s, y)=g(s, y+. Let us consider 
the auxiliary equation 
y(t) = h(t) + j' K(t, $1 ~(3, Y(S)) 4 o<t<a. (6.20) 
0 
Equation (6.20) has at least one maximally defined solution y: [0, /I) -+ R. 
Now we show that any continuous solution y of Eq. (6.20) is nonnegative. 
Suppose there exists a number to E [0, /I) such that y(t,) < 0. Then either 
y(t) < 0 for 0 < t 6 to or there exists a number q E [0, to) such that y(q) = 0 
and y(t) < 0 for q < t d to. Since y(0) = h(0) > 0 the first case is impossible. 
Let us consider the second case. Then y(s, y(s)) = 0 for q < s< to and for 
any t E [q, to] the following equalities hold 
y(t) = h(t) + j; K(t, s) ~($9 Y(S)) ds = h(t) + s” K(t, s) y(s, y(s)) ds 
0 
= h(t) +joq KC& s) ids, Y + (~1) ds = F(t, 4, Y + ). 
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Hence F( q, q, y + ) = y(q) = 0 and F( t, q, y + ) = y(t) < 0 for q < t < t,. This 
contradicts (6.19) for Y = y, . Thus y(t) 30 for 0 < t</R Since 
y(s, y) = g(s, y) for y 3 0 any nonnegative solution of Eq. (6.20) is a non- 
negative solution of Eq. (6.14). 
Remark 6.1. Lemma 6.4 is a reformulation of the main theorem of [4] 
to the form more useful in this paper. 
COROLLARY 6.1. Suppose h and K sati& (6.15), (6.16), and on of the 
following conditions: 
h > 0 on [0, a), K 3 0, a.e., in [0, a) x [0, a); (6.21) 
h > 0 on (0, u) and the,function K( t, s)/h( t) is nondecreasing 
in t on (s, a) ,for a.e., SE (0, tx); (6.22) 
h 3 0 and nondecreasing on [0, a), K is nondecreasing in t 
on (s, a) for a.e., s 6 (0, c1). (6.23) 
Then Eq. (6.11) has u nonnegative, maximally defined solution. 
Proqf The function g(s, y) = y satisfies (6.15), (6.18). By Lemma 6.4 it 
is suffkient to prove that (6.21) (6.22), (6.23) imply (6.19). For ha0 and 
K3 0 (6.19) is trivially satisfied. If (6.22) or (6.23) is satisfied, then for the 
proof see [4, Corollary 2 and Corollary 31, (cf. [7, Theorem 6.11). 
COROLLARY 6.2. Suppose h, K satisfy (6.15), (6.16), and one of the 
,following conditions: 
h<Oon [O,a), K>,Oa.e. in [O,a)x[O,a); (6.24) 
h < 0 on (0, a) and the function K(t, s)/h(t) is nonincreasing 
in t on (s, x)fbr a.e. SE (0, a); (6.25) 
h < 0 and nonincreasing on [0, a), K is nondecreasing in t 
on (s, a) for a.e. SE (0, a). (6.26) 
Then Eq. (6.11) has a nonpositive, maximally defined solution. 
Proof. A function y is a solution of Eq. (6.11) if and only if the function 
17 = -y is a solution of the equation 
z(t) = -h(t) + j,’ K(t, s) z(s) ds. 
Thus Cor. 6.1 implies Corollary 6.2. 
LEMMA 6.5. Let f E C’(R +), k E C’(R +), UE Lip,,,(R+ x R). Zf the 
functions h, K defined by (6.12), (6.13) satisfy one of the hypotheses 
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(6.21)-(6.23) ((6.24)-(6.26)), then the unique, maximally defined solution 
x: [0, r~) + R of Eq. (1.1) is nondecreasing (nonincreasing) on the interval 
I3 xl. 
Proof: By Lemma 6.3 the derivative x’ = y of the solution x of Eq. (1.1) 
is the unique solution of (6.11)-(6.13) on the interval [0, a). By 
Corollary 6.1 (Corollary 6.2) one has x’ 3 0 (x’ < 0). 
COROLLARY 6.3. Let ,f E C’(R + ), k E C’R + ), U E Lip&R + x R). Sup- 
pose k 3 0, U, 2 0 a.e. in R + x [f(O), +oo) and I’ 3 0, where Z is a function 
dejined by (3.3). Also assume that there exists a real constant L such that 
U, > L a.e. in R + x [f (0), +cc). Then the unique, maximally defined 
solution x: [O, a) -+ R of Eq. (1.1) is nondecreasing and satisfies inequality 
(3.4). These conclusions are also true when k 6 0, U, < 0, Z’ 3 0, U, < L. 
lf U,>O and U,<L a.e. in R+x(-co,f(O)], k>O, 1’60 or k<O, 
U, d 0, I’ 6 0, U,, 3 L, then the solution x of Eq. (1.1) is nonincreasing and 
satisfies inequality (3.5). 
Proof Define o(s, x) = U(s, x) for x > f(0) and 8(s, x) = U(s, ,f(O)) for 
x < f(0). Then BE Lip,,,(R + x R) and 8,> 0 a.e. in R + x R. If we set 
U= 0 in (6.12) (6.13) then it is easy to see that (6.21) holds. In view of 
Lemma 6.5 the unique, maximally defined solution x of the equation 
x=f+k* U(.,x(.)) (6.27) 
is nondecreasing. Since x(0) = f(0) and 8(s, x) = U(s, x) for x > f(O), the 
function x solves Eq. (1.1). Furthermore, by Lemma 6.2 one has 
x' = f' + U(0, f(0)) k + k * U,s( ., x( . )) + k * U,.( ., x( . )) x’( . ). (6.28) 
If the hypotheses of the first part of Corollary 6.3 are satisfied, then 
j’k(t - s) US(s, x(s)) ds > L [’ k(u) du 
0 0 
(6.29) 
and since x’ 3 0 one has 
k* U,(.,x(.))x’(.)>o. (6.30) 
From (6.28))(6.30) one has inequality 
x’(t) 2 r(t), o<t<cq (6.31) 
which together with the equality x(0) = f(0) by integration implies (3.4). In 
a similar way one can prove the second part of Cor. 6.3. 
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LEMMA 6.6. Let f E C’(R + ), k E C1(R + ), TE Lip,,,(R). Suppose that the 
functionsf, k, T satisfy (i) the hypotheses of the first part of Th. 3.3 or (ii) k 
is nondecreasing, J; is nonnegative and nondecreasing, T is nondecreasing on 
[,f(O), +a). Then the unique, maximally dejmed solution of Eq. (1.2) is non- 
decreasing. This conclusion remains true ifin the part (ii) the functions k, T 
are nonincreasing. 
Lf’ the functions j; k, T satisfy the hypotheses of the second part of 
Theorem 3.3 or k is nondecreasing, T is nondecreasing on ( -a, f(O)], 
J’, d 0 and nonincreasing, or k, T, J, are nonincreasing and J’, $0, then the 
solution of Eq. (1.2) is nonincreasing. 
Proof Assume the hypotheses of the first part of Lemma 6.6. Define 
p(x) = T(x) for x3 f(0) and T(x) = T( (0)) for x < f(0). Let us set 
U(s, x) = F(x) in (6.12) (6.13). It is easy to see that the hypotheses of (i) 
and (ii) imply (6.22) and (6.23) respectively. By Lemma 6.5 the unique, 
maximally defined solution x of the equation 
x=f+k* F(x(.)) 
is nondecreasing. Since F(x) = T(x) for x 2 f(O), x solves (1.2). We omit 
the proof of the second part of Lemma 6.6. 
LEMMA 6.7. If gE L’(0, j?) and HE VB[O, p] n C[O, j?], then g * HE 
AC[O, /I] and the following ,formula holds 
ProoJ Assume H(0) = 0. Then Lemma 6.7 is well known in probability 
theory (see, e.g. [2, Chap. V, Theorem 41). If H(0) is an arbitrary real 
number, then Lemma 6.7 follows from the equality 
g*H=g*(H-H(O))+H(O)*g. 
7. PROOFS OF THEOREMS 
Proof of theorem 3.1. Suppose f, k, U satisfy the conditions of part (i) 
of Theorem 3.1. Also assume, for a moment, that ke C’(R+) and 
U E Lip,,,(R + x R) n B( R + x R). Since the function I is a nondecreasing 
member of C( R + ), there exists a sequence { Zn} of nondecreasing functions 
I,, E C’( R + ) such that I,, r I on R + . Hence the functions f,, defined by 
f,=Z,-Z+f 
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are members of C’(R+ ) and fnrf on R + . By (3.1), Us(s, x) 2 L a.e. in 
R + x [f(O), +a~) and it is easy to see that the functions f,, k, U satisfy the 
hypotheses of the first part of Corollary 6.3. Using this Corollary we see 
that the unique, maximally defined solution x, : R + + R of the equation 
x=f,+k* b’(.,x(.)) 
is nondecreasing and satisfies (3.4). Hence the limiting function x: R + -+ R 
of a certain subsequence of { xn} solves Eq. ( 1 .l ), (see [7, Theorem 4.2]), 
proving Theorem 3.1 when 
fEC(R+), kEC’(R+), UEL~~,JR+ xR)nB(R+ xR). (7.1) 
Now assume that k E L,‘,, (R + ). There exists a sequence {k, > of functions 
k, E C'(R + ) such that k, > 0 and (6.3) holds true. The functions f, defined 
by 
f,(f) =f(t) + W, f(O)) j; (k(s) -k,(s)) ds + L 1j-L (k(u) -k,(u)) du ds 
are continuous, f, rf and it is easy to see that f,,, k,, U satisfy assumptions 
(i) of Theorem 3.1 and (7.1). Therefore, there exists a nondecreasing, 
satisfying (3.4) solution x, : R + -+ R of the equation 
x=f,+k,* U(.,x(.)). 
As above, this proves Theorem 3.1 when 
fEC(R+)t kcL,‘,,(R+), u~Lip,,,(R+ xR)nB(R+ xR). (7.2) 
Suppose U E C(R + x R). There exists a sequence { U,} of functions 
U, E Lip&R + x R) n B(R + x R) satisfying (6.2) nondecreasing in x for 
x 3 f(0) and for any fixed s b 0, and such that U,(O, f(0)) = U(0, f(O)), 
UJs, x) 6 U,, 1(s, x). Since the functions f, k, U, satisfy (7.2) and the 
hypotheses of the part (i) of Theorem 3.1, the unique, maximally defined 
solution x, of the equation 
x=f+k* U,(.,x(.)) 
is defined on R, , nondecreasing and satisfies (3.4). By Lemma 6.2, 
x,<x,+, on R,. Now apply Lemma 6.1 in order to finish the proof of 
part (i) of Theorem 3.1. In a similar way one can prove the other parts of 
Theorem 3.1. 
Proof of Corollary 3.1. Set L = 0 in Theorem 3.1 and in (3.3). 
Proof of Theorem 3.2. We omit details of this proof since it is similar to 
the proof of Theorem 3.1. It is based on Lemma 6.6 and Lemma 6.1. (The 
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function .I can be approximated by convex, nondecreasing or concave, non- 
increasing functions J, E C’(R + ).) 
Proof of Theorem 3.3. Define f,(t) = f(t + l/n), t E R + There exists a 
sequence {E,,} of numbers E,, > 0 such that lim E, = 0 and the functions 
k,,(f) = k(t + E,,) satisfy (6.3). Let { T,, j be a sequence of nondecreasing on 
[,f’(O), +c;o) functions T,, E Lip,,,(R) such that TJfJO)) = T(f(0)) and 
T ,, 2i T on R. Applying once more the foregoing argument, one can finish 
the proof. 
Proof of Corollary 3.2. If Eq. (1.2) has a unique, maximally defined 
solution X: [0, c() + R, then c(~ = CY. For bounded function T one has 
cx ,,,, = x = + cc (see[7, Theorem 2.2, Theorem 3.31). Now let us apply 
Theorem 3.2 and Theorem 3.3. 
Proqf of Theorem 4.1. Since any monotone function is VE function on 
every compact interval, Theorem 4.1 is an immediate consequence of 
Lemma 6.7, the well-known regularity properties of the convolution (see 
[6]), equality (4.1) and the equality 
x’ =.f’ + k(0) U( ., x( )) + k’ * U( .) x( )). 
Proqf of Theorem 5.1. Suppose that j; k, U satisfy the assumptions of 
the first part of Theorem 3.1 and the function I is increasing. Then the uni- 
que, maximally defined solution X: [0, 2) -, R of Eq. (1.1) is nondecreasing. 
Hence Or( ., x( )) E VB,Oc[O, a) and by Theorem 4.1, x E AC,,,[O, ~1). As in 
the proof of Corollary 6.3 one obtains (6.31). Using this inequality we have 
-u(t) -x(s) 3 Z(t) - Z(s) > 0, O<s<t<u. 
Similarly one can prove the other conclusions of Theorem 5.1. 
Proof of Corollary 5.1. It is sufficient to repeat considerations from the 
proof of Theorem 5.1 with J instead of I in (6.31). 
Proof of Theorem 5.2. Assume that we consider the case of nondecreas- 
ing solution x: [0, x) + R of Eq. ( 1.1). By Theorem 4.1, x E Cl [0, M) and 
then x’(O) = J’(0) > 0. Hence the solution x is increasing on a certain inter- 
val [0, S], 6 > 0. By (5.2) the function U( ., x( . )) is increasing on the inter- 
val [0, min{x(6), E}] and for any value 0 < t < c( one has 
i‘ ‘k(r-s) dU(s, x(s))>O. 0 
Since J’ > 0 it follows from (4.1) that x’ > 0 on (0, CL). The same argument 
applies to the case of nonincreasing solution. 
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Proof of Theorem 5.3. Suppose f, k, T satisfy conditions 1. In view of 
Theorem 3.2 and Theorem 4.1, Eq. (1.2) has a nondecreasing solution 
.X E AC,,,[O, tlM) and 
x’(t)=f’(t)+T(f(O))k(t)+ j;k(f-s)dT(x(s)). (7.3) 
Let US assume that x is not increasing on the interval [0, c(~). Then there 
exists an interval [t,, t,] c [0, a,,,,), t, < t,, such that x(t) = const., 
t,<t6tZ. Pick s,<t,, sO, t, E (t , , tz). Then I’ = x’( to) = 0. Since 
T(x(t)) = const., t, 6 t < tz, and dT(x( . )) 3 0 on [f(O), +a]), we have 
j’ k(t,, -s) dT(x(s)) = j” k(tO -s) dT(x(s)) 3 jr k(s, -s) dT(x(s)). (7.4) 
0 0 
Also we have 
4 (to)34 (Jo). (7.5) 
Inequality (7.5) is strict if the conditions 1 are satisfied. /Let us note that 
(7.5) is strict if the conditions 2 are satisfied and (7.4) is strict if the con- 
ditions 3 or 4 are satisfied./ Thus, in view of (7.3) it follows that 
x’(t,) > x’(s~). This contradiction proves that x is increasing on the interval 
[0, a,+,). In a similar way one can prove Theorem 5.3 when the hypotheses 
5-8 are satisfied. 
Proof’ of Theorem 5.4. Suppose J k, T satisfy conditions I of 
Theorem 5.4. In view of Theorem 3.3 and Theorem 4.1, Eq. ( 1.2) has a non- 
decreasing solution x E AC[O, CITY) and (7.3) holds. Let us assume that .Y is 
not increasing. Pick 06 t, <so< t,,< t, <a,,,, as in the proof of 
Theorem 5.3. If t, = 0 then for f E [0, t2] one has .u(r) = const., and by (7.3) 
one has x’(t) = J’, (1) > 0. This contradiction proves that t, > 0. Using (7.3) 
we have 
O=,x’(t,)=J; (to)+ j;k(t,-s)dT(x(s)) 
J; (so) Q(zo - s, s) dT(x(sj) . 1 (7.6) 
Since T(x(t)) = const., so < t d to, we get equality 
6’ 4 (so) Q(to - 3, s) dT(x(s)) = j; 4 (so) Q(ro -s, s) dT(x(s)). (7.7) 
Furthermore, since Q(r, -3, s) > Q(so -3, s), 0 < s <so, and the equality 
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x(t) = conk, is not satisfied on any interval of the form [0, t] we have 
inequality 
6 J; (so) Q(f, - s, s) dT(x(s)) > jr k(s, -s) 0(x(s)). (7.8) 
Finally, by (7.6)-(7.8) it follows that 
J; (to) 0 = x’( to) > - 
J; (so) 
x’(s,) = 0. 
This contradiction shows that x is increasing on the interval [0, aM). 
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