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Abstract—This paper presents a new 3D representation for
non-rigid objects using motion vectors between two consecutive
frames. Our method relies on an Octree to recursively partition
the object into smaller parts for which a small number of
motion parameters can accurately represent that portion of
the object. The partitioning continues as long as the respective
motion parameters are insufﬁciently accurate to describe the
object. Unlike other Octree methods, our method employs an
afﬁne transformation for the motion description part, which
greatly reduces the storage. Finally, an adaptive thresholding, a
singular value decomposition for dealing with singularities, and a
quantization and arithmetic coding further enhance our proposed
method by increasing the compression while maintaining very
good signal-noise ratio. Compared with other methods like tri-
linear interpolation or Principle Component Analysis (PCA)
based algorithm, the Afﬁne-Octree method is easy to compute
and highly compact. As the results demonstrate, our method has
a better performance in terms of compression ratio and PSNR,
while it remains simple.
Index Terms—3D Motion representation, Non-rigid objects,
Octree, Afﬁne transformation, Animation Compression
I. INTRODUCTION
When it comes to representing 3D data – whether for
efﬁcient storage, transmission, rendering, etc. – two basic cat-
egories of methods can be deﬁned: time-independent methods
and time-dependent methods.
In the ﬁrst and most traditional category [1], time-
independent, the 3D object can be compressed based on its
geometric properties alone. In those cases, triangular meshes,
surface normals, edges, wavelet coefﬁcients, and other features
[2], [3] of the object are analyzed within a single time instant,
or frame.
In the second case, or time-dependent methods, such as
in [4] and more recently in [5], [6], [7], the basic idea is
to represent the motion of the 3D object, or the difference
between consecutive frames, rather than the object itself. In
order to efﬁciently achieve that, one must identify the parts
of the object that are ﬁxed from the parts that are moving,
and describe only the latter. This raises two major problems:
1) how to partition these two portions of the object; and
2) how to describe the moving portions. Although much
research has already been done in this area [5], [8], [9], [6],
[7], these approaches still suffer from: 1) inaccurate motion
transformations [9]; 2) the need for extra space to store the
partitioning [6]; 3) the need for apriori information on the
entire sequence [7]; etc.
In this paper, we address the above problems by propos-
ing a ﬁxed partitioning of the 3D space combined with an
afﬁne transformation for motion capture. Some of the major
advantages of our method are its computational efﬁciency, the
compactness of the motion and the space representation.
In Section II, we will describe some related works in terms
of compression. Section III contains the details about our
approach, while in Section IV we compare our results to other
works and show the advantage of using our representation for
compression.
II. RELATED WORK
One of the ﬁrst methods proposed for time-dependent 3D
data compression can be found in [4]. From this paper, a
new standard of time-dependent compression was established:
represent the motion among successive frames by a small
number of parameters, and to choose a coding technique
to efﬁciently represent/store the data. Although some papers
do not follow exactly this standard – like the wavelet-based
approach in [10], [11] – most time-dependent methods can be
generally divided into two steps: a) partitioning of complex
objects into smaller and simpler object. b) description of the
motion of these simpliﬁed portions of the object.
With regard to the partitioning method, we ﬁnd systems
using regular spatial partitioning, where vertices are divided
according to their spatial location. One such example is the
Octree [5], [8], [9], [12]. In this case, the space is recursively
divided into 8 equal portions until some termination criteria
stops the process.
On the other side of the coin, we ﬁnd systems employing
irregular partitioning. In [6], for example, the system employed
the Iterative Closest Points algorithm (ICP) and assumed that
the underlying motion between two consecutive frames fol-
lowed a rigid transformation. The rigid transformation returned
from the ICP was used to reconstruct the frame, while small
and irregular portions of the object with small reconstruction
error were clustered together to form a single rigid component.
In [13], the clustering of the vertices was based on a method
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similar to a k-means, while the distance between clusters was
deﬁned as the Euclidean distance on the subspace deﬁned by
a principal component analysis (PCA). That means that the
entire sequence had to be know beforehand in order to calculate
the subspaces. The same can be said about other PCA-based
methods [14], [7] – whether using irregular partitioning or not.
Finally, in [15], several local coordinate frames were assigned
to the object at the center of each cluster, and the vertices were
assigned to clusters depending on their movements between
consecutive frames. If the type of objects is restricted to, for
example, the human body, the body parts can be clustered
using their trajectories, as it was done in [16]. Actually, there
is a third kind of systems where a spatial partitioning is not
at all explicit. That is, in [17], [18] for example, vertices are
grouped despite their spatial location, but rather based on their
motion vectors.
After a partitioning is obtained, the next step is to ﬁnd
an efﬁcient encoding for the motion. In that sense, some
partitioning methods impose constraints on how the motion
can be described. In other cases, the partitioning is generic
enough so that the same motion descriptor can be used by
other methods. In [5], [8], [9], all systems used a tri-linear
interpolation, a regular partitioning (octree) and eight motion
vectors attached to the corners of the cell. Another system,
[6], used irregular partitioning and an afﬁne transformation
between clusters as the motion descriptor. Finally, as we
mentioned earlier, PCA-based methods can achieve a good
compression by storing only the principal components of the
motion vectors, that is, a smaller dimension than the original
one. That can be done both globally[14], [7] and locally[13],
[15], but in either case, the entire sequence must be used for the
principal component analysis. More recent approaches include
the Principal Geodesic Analysis, a variant of the PCA method
[19], methods relying on prediction of the motion vectors, [17],
and the replica predictor[18].
III. PROPOSED APPROACH
A. Octree Structure
Our approach starts with the use of octrees for the partition-
ing of 3D objects. Octrees have been used in computer vision
and computer graphics for many years [20]. This data structure
has also been widely used in both time-independent methods,
such as [21], [22], as well as time-dependent methods, such
as in [5] and later improved in [8], [9], [12].
In our case, the partitioning using octree is similar to that
in other time-dependent methods, however, the decision as
to when partition and the termination criteria are different,
making our method unique. That is, with octrees, the 3D
space containing the object vertices is recursively divided into
8 subspaces, also known as the octants, cells or cubes. In
this paper, we will use the terms cube, cell, node and octant
interchangeably.
The partitioning starts with the application of an afﬁne
transformation and the calculation of an error measurement
based on the motion vectors. If this error is too high, the cell
is subdivided and the process repeats for each subcell. As for
the termination criteria, we propose an adaptive thresholding of
the reconstruction error followed by a singular value decom-
position and quantization using arithmetic coding to further
increase the compactness of the representation. All this process
is simpliﬁed by re-scaling (normalizing) all vertices to a size
between [0, 1] – that is, the size of the root cube is always
regarded as 1 unit.
B. Algorithm
Our algorithm consists of an encoding of the motion vector
of the current frame with respect to the previous one. That is,
the algorithm perform the following steps:
1) First, it applies a tightly bounded cube around all vertices
in the previous frame.
2) Next, it calculates the afﬁne transformation matrix be-
tween all vertices in the bounding cube and the corre-
sponding vertices from the current frame.
3) It checks for singularities of the afﬁne and then it
quantizes and dequantize the resulting afﬁne matrix. This
step is required in order to produce the reconstructed
current frame and to calculate the error between the
reconstructed and actual current frames.
4) If the error in the previous step is too large, the algorithm
partitions the bounding cube into eight smaller subcubes
and the steps 2 and 3 above are repeated for each of the
subcubes.
5) Otherwise, it stores the quantized afﬁne transformation
as the motion vector for that cube.
The steps above are highlighted by the blue box in Figure 1a.
Once a representation for the current frame is completed,
the algorithm proceeds to the next frame. That is, it now uses
the reconstructed current frame as the “previous” frame and
the next frame as the “current” frame and the steps above are
repeated until the last frame in the sequence is encoded. The
idea is that only the positions of the vertices for the ﬁrst frame
are recorded and transmitted to the other side – in the case of
3D video streaming for example, when frames are generated on
one machine and rendered on another machine. After the ﬁrst
frame is transmitted, only motion vectors related to each cube
of the octree are transmitted to the receiving end. In practice,
in order to achieve better signal to noise ratios, intra frames
could be inserted after an arbitrary number of frames to reset
the error. However, in this paper we are interested in maximum
compression only, and therefore, we will not offer any further
discussion on how or when to insert intra frames.
The “dual” of the encoding algorithm described above is
the decoding algorithm, and it is presented in Figure 1b. Since
this algorithm consists of the same (dual) parts of the steps of
the encoder, we will leave to the reader to explore the details
of the decoder.
C. Computation of the Afﬁne Transformation
One of the main steps in our approach is the calculation of
the motion vectors between two consecutive frames. Since the
correspondence between vertices from two different frames is
known, the motion vectors can be approximated using an afﬁne
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(a) (b)
Figure 1: Flowchart of the Algorithm: (a) Encoder and (b)
Decoder
transformation A whose reconstruction error can be expressed
as:
E =
N∑
i=1
‖A ∗ −→pi −−→qi ‖2 (1)
where N is the total number of vertices in the cube, and−→pi is a 4 by 1 homogeneous vector with the coordinate of
vertex i in the previous frame. Similarly,−→qi is the homogeneous
coordinates of the corresponding vertex in the current frame. In
other words, the afﬁne transformation A is the actual motion
vector between the vertices of a cube in the previous frame
and the corresponding vertices of the current frame.
Considering the entire structure of the octree, the total
reconstruction error is the sum of all the errors at the leaf
nodes of the tree. That is,
E = E1 + E2 + · · ·+ EM =
M∑
j=1
⎛
⎝ Nj∑
i=1
∥∥Aj ∗ −−→pdji −−→qdji∥∥2
⎞
⎠
where M is the number of leaf nodes, Nj is the number
of vertices in the jth leaf node and dji is the index of the ith
vertex in that same leaf node.
In vector form, the homogeneous coordinates of the points
in the leaf node j, at the previous frame f -1, are given by:
Fj(f−1) =
⎡
⎢⎢⎣
p1dj1 p1dj2 ... p1djNj
p2dj1 p2dj2 ... p2djNj
p3dj1 p3dj2 ... p3djNj
1 1 ... 1
⎤
⎥⎥⎦
and the corresponding coordinates at the current frame f ,
are given by:
Fjf =
⎡
⎢⎢⎣
q1dj1 q1dj2 ... q1djNj
q2dj1 q2dj2 ... q2djNj
q3dj1 q3dj2 ... q3djNj
1 1 ... 1
⎤
⎥⎥⎦
The afﬁne Aj that minimizes the error Ej , that is, minimizes
A∗Fj(f−1) = Fjf in the least square sense is given by a right
pseudo-inverse. That is:
AjFj(f−1) = Fjf (2)
AjFj(f−1)FTj(f−1) = FjfF
T
j(f−1)
Aj = FjfFTj(f−1) ·
(
Fj(f−1)FTj(f−1)
)−1
The matrix Aj is a 4 by 4 matrix with [0001] as the last row.
Since each pair of points gives us three equations, N must be
equal or larger than 4. Also, since the transformation between
Fj(f−1)and Fjf is not a perfect transformation, the calculated
Aj leads to a reconstruction error |AjFj1 − Fj2| > 0. If N is
smaller than 4, no afﬁne is calculated and the position of the
vertices in that cube are transmitted instead.
D. Quantization and Singular Nodes
Each element of the afﬁne transformation matrix is stored
using integers, which affects the precision, but increases the
compactness of the representation. To compensate for this
loss of precision, a frame f is encoded with respect to the
reconstructed frame, rather than the actual frame f − 1. By
doing so, the quantization error in the latter frame is corrected
by the motion estimation for the current one. Therefore,
quantization errors only affect the frame, but do not propagate
throughout the whole sequence.
The quantized afﬁne transformation matrix A’ derived from
the original afﬁne transformation matrix A by:
A′ =
⌊
2k
(
A− amin
amax − amin
)⌋
(3)
where k is the quantization step. Also, in order to be able
to compare our method with the method developed in [5],
we set the same linear quantization method with a step of
16 bits. Ideally, amin and amax would be the minimum and
maximum elements among all afﬁne matrices. However, that
would require the prior calculation of the motion vectors for
the entire sequence. Instead, we use a predeﬁned value for both
amin and amax. This arbitrary choice is possible because, as
we explained earlier, we normalize the dimension of the root
cube to [0..1]. That guarantees that the elements of A will only
be large in the case of a singularity – e.g. points are too close
to each other. In that case, two things happen: 1) we apply
a singular value decomposition (SVD) to solve for A in (2);
and 2) we ﬁx the reconstruction error to 5%. That is, when
approximating the pseudo inverse by its SVD, we use only
the eigenvalues corresponding to the ﬁrst 95% of the principal
components.
E. Termination Criteria
In Section III-B, we explained how the algorithm stops
at step 4). However, there are actually two criteria for such
termination.
The ﬁrst criterion to stop the partitioning of the octree
comes from the reconstruction error. That is, the maximum
reconstruction error allowed for any single vertex is deﬁned
by:
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Vertices Triangles Frames Size(Bytes)
Dance 7061 14118 190 16099080
Chicken 3030 5664 400 14544000
Cow 2904 5804 193 6725664
Table I: Properties of the benchmark sequences used for testing
ME < max
i=1,Nj
(∣∣∣−→qˆdji −−→qdji
∣∣∣) (4)
where
−−→
qˆdji and
−→qdji are the original and reconstructed
vertices of the jth node.
In other words, if the reconstruction error of any single ver-
tices exceeds ME, the node is partitioned into eight subcubes.
Otherwise, the algorithm stops. In Section IV we explain the
choices of this threshold.
The second criterion to stop the partitioning is the number
of vertices inside a cell. As we explained in Section III-C,
if that number is 4 or less, we store the coordinates of the
vertices directly instead of the motion vectors (afﬁne).
F. Quality of reconstructed sequences
There are a lot of ways of ﬁnding the quality of recon-
structed sequences. However, in order to have a comparison
with [5], [9], we applied the Peak Signal-Noise Ratio(PSNR)
deﬁned the same as in[5]
PSNR = 10log10 dmaxAV GMSE
AV GMSE = 1M
M∑
i=1
MSEi
(5)
where dmaxis the size of the largest bounding box. MSE is
deﬁned as MSEi = (|v′i − vi|)2.
IV. RESULTS AND ANALYSIS
We tested our algorithm using different animation se-
quences, with objects of different rigidity and number of
vertices. The details on each test sequence is presented in Table
I. We also performed a comparison with Zhang, Owen and Yu’
s algorithms in [5] and [9], as well as Amjoun and StraBer’s
algorithm in [15].
As it is shown in Figure 2, we plot the “Compression Ratio”
versus the “PSNR”, as calculated by eq(5), for each of the three
methods. The detail results for this comparision is also shown
in Tables II, IV, and III.
As for the items shown in these tabes, the percentage after
each sequence name indicates the error threshold ME deﬁned
in the previous section; “Matrices” indicates the total number
of afﬁne transformation matrices we have to use for the entire
sequence; and “Size” is the number of bytes of the compressed
data.
As these results demonstrate, our compression ratios are
much higher than those for the other methods assuming
the same PSNR. For example, check Chicken(10%) and
Ours
Matrices Size Ratio PSNR
Chicken(1%) 52694 709139 20.51:1 39.43
Chicken(5%) 15120 242625 59.94:1 32
Chicken(10%) 6822 119231 121.98:1 29
Chicken(15%) 4184 79548 182.83:1 27.74
Chicken(25%) 2025 44023 330.37:1 26
Paper[5] Paper[9]
Size Ratio PSNR Size Ratio
Chicken(1%) N/A N/A N/A N/A N/A
Chicken(5%) 6481000 22.5:1 28 490227 29:1
Chicken(10%) 318000 45.7:1 25.7 344985 58:1
Chicken(15%) 175000 83:1 24.6 205464 88:1
Chicken(25%) 76700 189:1 22.5 N/A N/A
Table II: Results Comparison of “Chicken” sequence
Ours
Matrices Size Ratio PSNR
Dance(1%) 32103 489644 32.88:1 24.08
Dance(2%) 20314 365378 37.18:1 21.53
Dance(3%) 15217 283377 56.81:1 19.95
Dance(5%) 10360 167687 96:1 18.06
Paper[5] Paper[9]
Size Ratio PSNR Size Ratio
Dance(1%) N/A N/A N/A 878270 18:1
Dance(2%) N/A N/A N/A 490227 33:1
Dance(3%) N/A N/A N/A 344985 47:1
Dance(5%) N/A N/A N/A 205464 78:1
Table III: Results Comparison of “Cow” Sequence
Ours
Matrices Size Ratio PSNR
Cow(1%) 43335 589656 11.4:1 26.35
Cow(5%) 15873 233673 28.78:1 19.68
Cow(10%) 10310 163772 41.07:1 16.65
Cow(15%) 6796 115296 58.33:1 15.27
Paper[5] Paper[9]
Size Ratio PSNR Size Ratio
Cow(1%) N/A N/A N/A N/A N/A
Cow(5%) N/A N/A N/A 424603 16:1
Cow(10%) N/A N/A N/A 202942 32:1
Cow(15%) N/A N/A N/A 140999 48:1
Table IV: Results Comparison of “Cow” Sequence
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Figure 2: Overall Comparison
3 Bases 5 Bases
Ratio PSNR Ratio PSNR
Dance(Sd = 14) 67.5 16.9 40.5 20.5
Cow(Sd = 6) 163 12.6 98.1 14.1
Chicken(Sd = 16) 139.3 28.2 83.6 31.1
10 Bases 30 Bases
Ratio PSNR Ratio PSNR
Dance(Sd = 14) 20.2 25.4 6.7 38.7
Cow(Sd = 6) 49.2 16.64 16.5 23.7
Chicken(Sd = 16) 42.2 36.4 14.2 47.4
Table V: Results of the PCA algorithm for the benchmark
sequences for different bases
Chicken(15%). Since the author did not provide their calcu-
lation for PSNR in [9], the data for some of the sequences
was not available. However, the author did not make any
changes between [5] and [9] that could have affected the
PSNR. Therefore, we can assume that the PSNR would be
the same for [5] and [9].
Finally, for the algorithm in [15], we implemented their
approach using the same parameters reported in their paper.
Table V summarizes the results for four different number of
principal components (bases): 3, 5, 10 and 30.
f = 80
f =
200
f =
300
(a) original frame (b) ME = 0.01 (c)
ME = 0.1
Figure 3: Reconstructed frames for the “Chicken” sequence
V. CONCLUSION
We proposed an afﬁne-based motion representation with
adaptive threshold and quantization using an octree structure.
Our experimental results indicated that the proposed algorithm
is superior to other octree-based methods, and could achieve
similar performance when compared to PCA-based methods,
but with a much smaller computation complexity.
Both the PSNR and the compression ratios were very high
and a choice of ME = 0.01 provided an excellent compromise
between these two performance measurements.
One serious limitation of most time-dependent methods,
including our method, is the requirement for correspondence
between vertices in different frames. This prevents this method
from being applied to real 3D data – cloud of points. In the
future, we plan to solve this problem by building a pseudo
correspondence between frames using the Iterative Closet
Points algorithm.
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