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1 Introduction
Continuations represent a fundamental concept in the semantics of program-
ming languages. In functional languages, a continuation is a parameter of a
function that represents the “rest of the computation” [50,51]. Functions ta-
king continuations as arguments are called functions in Continuation-Passing
Style (brieﬂy CPS functions), and have a special syntactic form: they termi-
nate their computation by passing the result to the continuation.
A fairly vast literature on functional programming studies transformati-
ons of functions into CPS functions. They are called CPS transforms. CPS
transforms, as syntactic technique for introducing continuations, were ﬁrst pu-
blished by Fisher [10] and studied in detail by Plotkin in his seminal paper on
call-by-name and call-by-value λ-calculus [40]. Plotkin showed that the evalua-
tion of CPS programs produces correct outputs and that this evaluation yields
the same results under call-by-value and call-by-name. Moreover, he establis-
hed the soundness and the incompleteness of the call-by-value λ-calculus for
reasoning about CPS programs. More recently, Sabry and Felleisen [42] pro-
ved the completeness of an optimised version of Fisher’s CPS transform, in
an untyped setting. A similar result, but relying on types, has been proved
by Fu¨hrmann and Thielecke [12].
The target language of CPS transforms is usually a simple subset of the
λ-calculus that admits a very “imperative” reading in terms of jumping [49].
Thielecke [52] proposed a target language called CPS-calculus, similar to
the intermediate language of Appel’s compiler [3], designed to bring out the
jumping, imperative nature of the continuation-passing. Thielecke showed
that the more traditional CPS transforms factorise through his calculus.
The CPS-calculus comes equipped with an axiomatic semantics deﬁned
as the congruence induced by four simple axioms. Merro and Sangiorgi [27]
proved the soundness of those axioms with respect to Milner and Sangiorgi’s
barbed congruence [33], a standard branching-time contextually-deﬁned beha-
vioural equality. Thielecke provided also a categorical account of the structure
inherent in ﬁrst-class continuations building a term model, from the syntax of
the CPS-calculus, as an instance of the categorical framework. A more recent
account of the state of the art of the axiomatic and categorical semantics in a
simply-typed call-by-value setting can be found in [12].
In the current paper we study the observational theory of the recursive
CPS-calculus (although our results can be adapted to other variants of the
calculus). More precisely, we are interested in establishing when two CPS-
term have the same observable behaviour, that is, they are indistinguisha-
ble in any context. Behavioural equivalences are fundamental for justifying
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program transformations performed either by programmers, during system
development, or by the optimising phases of compilers. A standard notion
of behavioural equality is Morris’ context-equivalence [34]. The deﬁnition of
Morris’ equivalence is simple and intuitive; in practise, however, it is diﬃ-
cult to use as the quantiﬁcation on all contexts is a heavy proof obligation.
Simpler proof techniques are based on labelled bisimilarities [37,30], which
are co-inductive relations that characterise the behaviour of processes using a
labelled transition system (abbreviated LTS).
Contribution
The contribution of the paper includes the following.
• In Section 3 we deﬁne a labelled transition system for the CPS-calculus, in
the SOS style of Plotkin [41], which captures the possible interactions of a
term with its environment, represented by external jumps. We prove that
the LTS-based semantics coincides with the reduction semantics modelling
the dynamics of the calculus in terms of internal jumps.
• In Section 4, we deﬁne a (weak) labelled bisimilarity in delay style [54,45],
resembling the formulation of Sangiorgi’s context bisimulation for Higher-
Order π-calculus [45]. We prove that our labelled bisimilarity completely
characterises Morris’ context-equivalence. Notice that, in general, congru-
ence proofs for higher-order bisimulations are quite hard, in particular when
the syntax of the calculus is very rigid; we believe that our proof is quite
simple and hence interesting in itself. We then derive, as a simple corol-
lary, a context lemma showing that Morris’ context-equivalence coincides
with a simpler contextually-based equivalence closed only under a certain
class of contexts. Then we proﬁt of the determinism of the CPS-calculus to
prove a simpler characterisation of Morris’ context-equivalence, resembling
Abramksy’s applicative bisimilarity [1].
• In Section 4.2, we enhance our proof methods providing up-to context proof
techniques for both bisimilarities. Up-to contexts proof techniques are very
eﬀective to reduce the size of the candidate bisimulation. In particular, this
proof technique is very useful when working with contextual bisimulations
for factoring out the universally quantiﬁed processes provided by the envi-
ronment (see, for instance, the proof of the algebraic law of Theorem 5.1(ii)).
• In Section 5 we study the algebraic theory of the CPS-calculus. We use our
bisimulation-based proof techniques to prove, in a very eﬀective manner,
two algebraic laws that we conjecture cannot be derived using Thielecke’s
axiomatic semantics. We also prove that the looping operator (proposed at
pag. 94 of [52]), introduced categorically as a dinatural transformation [24],
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is not well-deﬁned. This operator was meant as a step toward the deﬁnition
of a term model from the recursive CPS-calculus.
• Finally, we study Thielecke’s encoding of the CPS-calculus into the π-
calculus [52]. An interpretation of a calculus is said to be sound if it
equates only operational equivalent terms, complete if it equates all ope-
rationally equivalent terms, and fully abstract if it sound and complete.
Merro and Sangiorgi proved the soundness Thielecke’s encoding with re-
spect to barbed congruence, when considering as target language the Lo-
calised π-calculus [27]. Here we prove the full abstraction of the encoding
when considering as target language a fragment of Fournet and Gonthier’s
Join-calculus [11] with single pattern deﬁnitions.
In this extended abstract proofs are sketched or omitted; full proofs can be
found in [25].
2 The CPS-calculus
2.1 Syntax and reduction semantics
The CPS-calculus is very simple and low-level: only variables can be passed as
arguments, moreover application is like a jump, with variables as argument.
The terms of the CPS-calculus are given by the following grammar:
M,N ::= a〈b〉 ∣∣ M{a〈b〉 ⇐ N}
where lowercase letters a, b, c, . . . range over variables (names) and uppercase
letter L,M,N, . . . range over terms. The intended meaning is that a〈b〉 is a
jump to the continuation a with actual parameter b, while M{a〈b〉 ⇐ N}
binds the continuation with body N and formal parameter b to a in M .
We study the monadic and recursive variant of the calculus, in that jumps
have a single argument, and in a term M{a〈b〉 ⇐ N} the sub-term N may
refer to itself under a. More precisely, in a term M{a〈b〉 ⇐ N} the scope of
variable a comprehends both M and N , while that of b extends to N only.
All results can be extended to the polyadic or non-recursive variant of the
CPS-calculus, unless diﬀerently stated. The set of free variables fv(M) of a
CPS term M is deﬁned as follows.
fv(a〈b〉) def= {a, b}
fv(M{a〈b〉 ⇐ N}) def= (fv(M) \ {a}) ∪ (fv(N) \ {a, b})
We write fv(M,N) as an abbreviation for fv(M) ∪ fv(N). In a jump a〈b〉 we
say that a is in subject and b in object position. The function fvsp(·) returns
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the set of free variables appearing in subject position. We write M [a/b] for the
capture avoiding substitution of b for a in M . We will identify processes up
to alpha-conversion.
We propose the reduction semantics of [27] which is a slight variant of
the operational semantics given by Thielecke. For this purpose, notice that
every CPS-term is in the form a〈b〉{a1〈b1〉⇐M1} . . . {an〈bn〉⇐Mn}, for some
n ≥ 0. This allows us to model the behaviour of CPS-terms by means of just
one (global) reduction rule:
ai〈b〉{a1〈b1〉⇐M1} . . . {ai〈bi〉⇐Mi} . . . {an〈bn〉⇐Mn}
−→
Mi[b/bi]{a1〈b1〉⇐M1} . . . {ai〈bi〉⇐Mi} . . . {an〈bn〉⇐Mn}
where 1 ≤ i ≤ n and aj 	∈ fv(Mi) for 1 ≤ j < i. We denote with −→∗ the
reﬂexive and transitive closure of −→.
2.2 Behavioural semantics
In an operational semantics, two terms are deemed equivalent if they have the
same observable behaviour in all contexts. In the CPS-calculus the notion of
observability is represented by the “external” jump that a term may perform
after some possible “internal” jumps. We deﬁne an observability predicate ↓a,
for each variable a, which detects the possibility of a term to interact with the
environment via a. For instance, in a jump of the form a〈b〉, we can observe
(the occurrence of a jump to) a, whereas the argument b does not play any
direct role. More generally, a free variable in the leftmost position can be
observed.
Deﬁnition 2.1 Let M be a term of the CPS-calculus and a be a name, we
write M ↓a if there are names b, a1, b1, . . . , an, bn, for some integer n ≥ 0 with
a 	= ai for every 1 ≤ i ≤ n, such that M = a〈b〉{a1〈b1〉⇐M1} . . . {an〈bn〉⇐
Mn}. We write M ⇓a if there exists a CPS-term N such that M −→∗ N ↓a.
In order to deﬁne contextually-based equivalences we need to specify what
is a context. A (monadic) context C[·] is a CPS-term with a hole, denoted by
[·]. CPS-contexts are generated by the following grammar:
C[·] ::= [·] ∣∣ C[·]{a〈x〉 ⇐ M} ∣∣ M{a〈x〉 ⇐ C[·]} .
A static context is a context that can be generated only using the ﬁrst two
productions of the grammar above.
Now, everything is in place to deﬁne Morris’ context-equivalences for the
CPS-calculus.
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Deﬁnition 2.2 Let M and N be two CPS terms. We say that M and N
are observational equivalent, written M  N , if for all static contexts C[·]
and variables a, it holds that C[M ] ⇓a iﬀ C[N ] ⇓a; they are observationally
congruent, written M ∼= N , if for all contexts C[·] and variables a, it holds
that C[M ] ⇓a iﬀ C[N ] ⇓a.
Obviously, ∼=⊆. Notice that, as the CPS-calculus is deterministic (and
hence conﬂuent), observational congruence (respectively, observational equiva-
lence) coincides with Milner and Sangiorgi’s barbed congruence (respectively,
barbed equivalence).
2.3 Axiomatic semantics
The original semantics [52] of the CPS-calculus is given in terms of an axioma-
tic semantics deﬁned as the congruence induced by the following four axioms:
(DISTR) L{a〈b〉⇐M}{c〈d〉⇐N} ≡ L{c〈d〉⇐N}{a〈b〉⇐M{c〈d〉⇐N}}
where a 	= c and a, b 	∈ fv(N)
(GC) a〈b〉{c〈d〉⇐N} ≡ a〈b〉, where c 	∈ fv(a〈b〉)
(JMP) a〈b〉{a〈c〉⇐N} ≡ N [b/c]{a〈c〉⇐N}
(ETA) M{a〈b〉⇐c〈b〉} ≡ M [c/a] where a 	= c.
The (JMP) axiom is in some sense what drives the computation. In fact our
reduction rule can be seen as a “contextual” variant of the (JMP) axiom. The
axiom (GC) allows us to garbage unreachable deﬁnitions, whereas (DISTR) is
a kind of structural law similar to those for process calculi [31]. Most of the
axioms above appear in [3]. We write CPS  M ≡ N to denote that the
equality M ≡ N can be derived by the axiomatic semantics.
The axiomatic semantics is sound with respect to barbed congruence, and
hence also with respect to observational congruence.
Theorem 2.3 (Merro and Sangiorgi [27]) Let M and N be two CPS-terms.
Then,
CPS  M ≡ N implies M ∼= N .
3 A Labelled Transition System
In Table 1, we provide a labelled transition system (LTS) for the CPS-calculus.
Transitions are of the form M
α−−→ M ′ in which α can be either τ , to model
internal jumps, or a〈x〉N , for some variable a and CPS-term N , to model ex-
ternal jumps. In particular, the observable action a〈x〉N model the capability
to perform an external jump a〈b〉, for some parameter b. Notice that our acti-
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(Jmp)
x ∈ fv(a〈b〉)
a〈b〉 a〈x〉M−−−−−−→ M [b/x]{a〈x〉 ⇐ M} (Tau)
M
a〈x〉N−−−−−−→ M ′
M{a〈x〉 ⇐ N} τ−−→ M ′
(Cxt Tau)
M
τ−−→ M ′
M{a〈x〉 ⇐ N} τ−−→ M ′{a〈x〉 ⇐ N}
(Cxt Jmp)
M
a〈x〉N−−−−−−→ M ′{a〈x〉 ⇐ N} a = b b ∈ fv(N)
M{b〈y〉 ⇐ O} a〈x〉N−−−−−−→ M ′{b〈y〉 ⇐ O}{a〈x〉 ⇐ N}
Table 1
Labelled Transition System for the CPS-calculus
ons do not mention the argument of the jump (in this case b), although such
argument has its inﬂuence on the derivative M ′. Intuitively, in a transition
M
a〈x〉N−−−−−→ M ′
the action a〈x〉N codiﬁes the discriminating context [·]{a〈x〉 ⇐ N} with which
M can interact. This context then becomes part of the derivative of the
transition. The main inference rules are (Jmp) and (Tau) modelling external and
internal jumps, respectively. Rules (Cxt Jmp) and (Cxt Tau) are the contextual
counterparts.
We deﬁne weak transitions in delay style [54,45] where =⇒ denotes the
reﬂexive and transitive closure of
τ−−→; α==⇒ stands for =⇒ α−−→, and αˆ==⇒ for
α
==⇒ if α 	= τ , and for =⇒ if α = τ .
Unlike ﬁrst-order process-calculi, like CCS [30] and π-calculus [32], our
LTS is necessarily higher-order to properly model the interaction with the
environment while preserving the determinism of the calculus.
Proposition 3.1 (Derivation closure) Let M be a CPS-term. If M
α−−→
M ′ then M ′ is still a CPS-term.
Proposition 3.2 (Determinism) Let M be a CPS-term. Then only one of
the following two cases applies.
(i) M may perform at most one transition of the form M
τ−−→ M ′, for some
term M ′.
(ii) Fixed an arbitrary term L, the term M may perform at most one transi-
tion of the form M
a〈x〉L−−−−−→ M ′, for some variable a and term M ′.
An easy consequence of the determinism of the calculus, and in particular
of Lemma 3.2(i), is the insensitiveness of behavioural equalities to τ -actions.
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Lemma 3.3 (Insensitiveness to τ-actions) Let M be a CPS-term.
If M
τ−−→ M ′ then M ∼= M ′.
We end this section showing that the LTS-based semantics coincides with
the reduction semantics of Section 2.1
Theorem 3.4 Let M and N be two CPS-terms. Then,
(i) M ↓a iﬀ M a〈x〉L−−−−−→ M ′{a〈x〉 ⇐ L} for some CPS-terms L and M ′
(ii) M −→ N iﬀ M τ−−→ N .
4 Bisimulation proof methods
In this section we propose two labelled characterisations of Morris’ context-
equivalence. We then prove a context lemma showing that static contexts have
the same discriminating power as full contexts. As a consequence, observatio-
nal congruence and observational equivalence coincide. Finally, we enhance
our proof methods with up-to context proof techniques.
4.1 A labelled characterisation of Morris’ context-equivalence
Starting from the LTS we can deﬁne our notion of bisimulation for CPS-terms.
Deﬁnition 4.1 A symmetric relation S on CPS-terms is a bisimulation if
whenever M S N and M α−−→ M ′ there exists a CPS-term N ′ such that
N
αˆ
==⇒ N ′ and M ′ S N ′. Two CPS-terms M and N are bisimilar, written
M ≈ N if there is some bisimulation S such that M S N .
It is easy to show that ≈ is an equivalence relation.
In order to show that our bisimilarity characterises the observational con-
gruence we ﬁrst prove the completeness of the bisimilarity with respect to the
observational equivalence (and not the observational congruence). Notice that
in general such a result does not hold when dealing with bisimilarities in delay
style [54,45]; however, in our case, Lemma 3.3 on τ -insensitiveness allows us
to easily prove the result.
Lemma 4.2 (Completeness of ≈ w.r.t. ) Let M and N be two CPS-
terms. Then M  N implies M ≈ N .
As regards the soundness, the main diﬃculty resides in proving that ≈ is
preserved by all contexts. A direct proof of that is far from trivial, due to the
quite rigid syntax of the calculus. To this purpose we deﬁne an up to (weak)
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bisimilarity proof technique. It is well known that this proof technique is in
general non sound [47,30]; so we will provide a more robust deﬁnition that
abstracts over weak bisimilarity only on observable actions.
Deﬁnition 4.3 A symmetric relation S over CPS-terms is bisimulation up to
≈ if M S N implies,
(i) Whenever M
τ−−→ M ′ then, for some N ′, N =⇒ N ′ and M ′ S N ′.
(ii) Whenever M
α−−→ M ′, with α 	= τ , then, for some N ′, N α==⇒ N ′ and
M ′ ≈S≈ N ′.
Lemma 4.4 If S is a bisimulation up to ≈ then S ⊆ ≈.
Now, everything is in place to prove that ≈ is a congruence. Our proof
relies on the axiom (DISTR) for permuting deﬁnitions and the axiom (ETA) for
encoding substitutions. We then use Theorem 2.3 and Lemma 4.2 to validate
these two axioms with respect to bisimilarity. The proof combines our up-
to-bisimilarity proof technique together with Howe’s method. Notice that we
prove the two statements of Lemma 4.5 separately, by applying Howe’s method
only in the ﬁrst case. Had we used Howe’s method also for the second , then we
could not conclude the proof as we would need to apply the up-to-bisimilarity
technique when dealing with τ -actions.
Lemma 4.5 (≈ is preserved by all contexts) Let M and N be two CPS-
terms such that M ≈ N . Then,
(i) M{a〈b〉 ⇐ O} ≈ N{a〈b〉 ⇐ O} for all terms O and variables a and b.
(ii) O{a〈b〉 ⇐ M} ≈ O{a〈b〉 ⇐ N} for all terms O and variables a and b.
Proof (Sketch) Here we only give the proof of the second item assuming to
have already shown the ﬁrst one. In particular, we show that the relation
S def= {(O{a〈x〉 ⇐ M} , O{a〈x〉 ⇐ N}) : ∀ a,M,N,O. M ≈ N} ∪ ≈
is a bisimulation up to ≈.
We do a case analysis on the action O{a〈x〉 ⇐ M} α−−→ M ′.
• Let O{a〈x〉 ⇐ M} τ−−→ O′{a〈x〉 ⇐ M}, because O τ−−→ O′ by an applica-
tion of rule (Cxt Tau). This case is easy.
• Let O{a〈x〉 ⇐ M} τ−−→ M ′, by an application of rule (Tau), because
O
a〈x〉M−−−−−→ C[M [b/x]]{a〈x〉 ⇐ M} = M ′,
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for some variable b and some context
C[·] = [·]{a1〈x1〉 ⇐ M1} . . . {an〈xn〉 ⇐ Mn} .
As a consequence, there is N ′ such that
O
a〈x〉N−−−−−→ C[N [b/x]]{a〈x〉 ⇐ N} = N ′ .
As M ≈ N , by Item (i) of this lemma we derive
M{x〈y〉 ⇐ b〈y〉} ≈ N{x〈y〉 ⇐ b〈y〉} .
By applying in sequence the axiom (ETA), Theorem 2.3, the inclusion ∼=⊆,
and Lemma 4.2 we obtain:
· M [b/x] ≈ M{x〈y〉 ⇐ b〈y〉}
· N [b/x] ≈ N{x〈y〉 ⇐ b〈y〉}.
By the transitivity of ≈ we derive M [b/x] ≈ N [b/x]. As C[·] is a static CPS
context, by several applications of the ﬁrst part of this lemma we obtain
C[M [b/x]] ≈ C[N [b/x]], and hence also M ′ ≈ N ′. So, M ′ S N ′, as required.
• Suppose that O{a〈x〉 ⇐ M} b〈y〉L−−−−→ M ′, by an application of rule (Cxt Jmp),
because O
b〈y〉L−−−−→ O′{b〈y〉 ⇐ L} with M ′ = O′{a〈x〉 ⇐ M}{b〈y〉 ⇐ L}.
By an application of rule (Cxt Jmp), we have O{a〈x〉 ⇐ N} b〈y〉L−−−−→ N ′,
with N ′ = O′{a〈x〉 ⇐ N}{b〈y〉 ⇐ L}. By applying the axiom (DISTR),
Theorem 2.3, the inclusion ∼=⊆, and Lemma 4.2 we get:
· O′{a〈x〉 ⇐ M}{b〈y〉 ⇐ L} ≈ O′{b〈y〉 ⇐ L}{a〈x〉 ⇐ M{b〈y〉 ⇐ L}} and
· O′{a〈x〉 ⇐ N}{b〈y〉 ⇐ L} ≈ O′{b〈y〉 ⇐ L}{a〈x〉 ⇐ N{b〈y〉 ⇐ L}}.
As M ≈ N , by Item (i) of this lemma we also have
M{b〈y〉 ⇐ L} ≈ N{b〈y〉 ⇐ L} .
As a consequence,
O′{a〈x〉 ⇐ M}{b〈y〉 ⇐ L} ≈S≈ O′{a〈x〉 ⇐ N}{b〈y〉 ⇐ L}
as required.

We can now prove the characterisation result.
Theorem 4.6 (Characterisation of ∼=) Let M and N be two CPS-terms.
Then M ≈ N iﬀ M ∼= N .
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Proof As to the implication from left to right, by Lemma 4.5 we have C[M ] ≈
C[N ], for all contexts C[·]. By Deﬁnition 4.1 and Theorem 3.4 we derive
C[M ] ⇓a iﬀ C[N ] ⇓a, as required. The other implication follows from Lemma 4.2
and the fact that ∼=⊆. 
An easy consequence of the previous result and Lemma 4.2 is the following.
Theorem 4.7 (Context lemma) On CPS-terms the relations  and ∼= coin-
cide.
As our equivalences are insensitive to τ -actions (by Lemma 3.3) we can
simplify the deﬁnition of bisimulation by removing the clause on τ -actions. In
this manner we basically get a kind of applicative bisimilarity.
Deﬁnition 4.8 A symmetric relation S on CPS-terms is an applicative bi-
simulation if whenever M S N and M α==⇒ M ′, α 	= τ , then there exists a
CPS-term N such that N
α
==⇒ N ′ and M ′ S N ′. Two CPS-terms M and
N are applicative bisimilar, written M ≈A N , if there is some applicative
bisimulation S such that M S N .
In general, applicative bisimulations are smaller in size than bisimulations
as they allow us to collapse terms that diﬀers only for τ -actions.
Theorem 4.9 On CPS-terms the relations ≈ and ≈A coincide.
Summarising all behavioural equivalences deﬁned up to now coincide.
Corollary 4.10 On CPS-terms the relations ∼=, , ≈, and ≈A coincide to
each other.
4.2 Up-to context proof technique
In this section we introduce up-to context proof techniques [48,46] for both
bisimilarity and applicative bisimilarity. When comparing terms in higher-
order calculi, (equipped with a higher-order LTS) up-to context proof techni-
ques reveals to be very useful to reduce the size of the candidate bisimulation.
Intuitively these techniques allow us to strip oﬀ a common context from the
terms under consideration.
Deﬁnition 4.11 A symmetric relation S over CPS-terms is a bisimulation up
to context and up to ≈ if whenever M S N and M α==⇒ M ′′, there is a term
N ′′ such that N αˆ==⇒ N ′′ and there is a static context C[·], and terms M ′ and
N ′ such that M ′′ ≈ C[M ′], C[N ′] ≈ N ′′ and M ′ S N ′.
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To prove the soundness of the above proof technique we need a technical
lemma.
Lemma 4.12 Let R be a bisimulation up to context and up to ≈. If M R N
and for some static context C[·] and term M ′′ it holds that C[M ] α==⇒ M ′′,
then there exists a term N ′′ such that C[N ] αˆ==⇒ N ′′ and there are a static
context C ′[·] and terms M ′ and N ′ such that M ′′ ≈ C ′[M ′], C ′[N ′] ≈ N ′′ and
M ′ R N ′.
Theorem 4.13 If R is a bisimulation up to context and up to ≈, then R⊆≈.
Proof We show that the relation
S def= {(M,N) : ∃C[·],M ′, N ′. M ≈ C[M ′], C[N ′] ≈ N, and M ′ R N ′}
is a bisimulation. Suppose (M,N) ∈ S and M α==⇒ M1. Since (M,N) ∈ S
there exist C[·],M ′, N ′ such that M ≈ C[M ′], and C[N ′] ≈ N , and M ′ R N ′.
As M ≈ C[M ′], the deﬁnition of bisimilarity ensures that there exists M ′1 such
that C[M ′] αˆ==⇒ M ′1 and M1 ≈ M ′1. As M ′ R N ′, Lemma 4.12 tells us that
there exist N ′1, C
′[·],M2, N2 such that C[N ′] αˆ==⇒ N ′1, M ′1 ≈ C ′[M2], and N ′1 ≈
C ′[N2], with M2 R N2. As N ≈ C[N ′], the deﬁnition of bisimilarity ensures
that there exists N1 such that N
αˆ
==⇒ N1 and N1 ≈ N ′1. The transitivity of ≈
and the deﬁnition of S ensures that (M1, N1) ∈S. 
In deterministic higher-order calculi, as the CPS-calculus, it is more con-
venient to work with applicative bisimulations up to context and up to ≈A.
Deﬁnition 4.14 A symmetric relation S over CPS-terms is an applicative
bisimulation up to context and up to ≈A if whenever M S N and M α==⇒ M ′′,
for α 	= τ , there is a term N ′′ such that N α==⇒ N ′′ and there is a static
context C[·], and terms M ′ and N ′ such that M ′′ ≈A C[M ′], C[N ′] ≈A N ′′
and M ′ S N ′.
Theorem 4.15 If R is an applicative bisimulation up to context and up to
≈A, then R⊆≈A.
Proof Let us prove that R is a bisimulation up to context and up to ≈. Let
(M,N) ∈ R.
(i) If M =⇒ M ′, for some M ′, then we can choose N =⇒ N . Let C[·] def= [·].
By Lemma 3.3 and 4.2 we have M ′ ≈ M = C[M ], C[N ] ≈ N , and
M R N , as required.
(ii) If M
α
==⇒ M ′, with α 	= τ , the result follows from Deﬁnition 4.14 and
Theorem 4.9.
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By Theorem 4.13 we have M ≈ N . By Theorem 4.9 we derive M ≈A N . 
5 On the algebraic theory of the CPS-calculus
As already pointed out, the axioms in Section 2.3 are sound with respect
to Morris’ equivalence. In this section, we study the algebraic theory of the
CPS-calculus looking for new algebraic laws that cannot be derived by the
axiomatic semantics.
As a ﬁrst attempt, we investigate an algebraic law used by Thielecke in
his thesis (at pag. 94) to categorically deﬁne a looping operator as a dinatural
transformation [24]:
q〈f〉{f〈z〉 ⇐ N}{k〈y〉 ⇐ M{n〈z〉 ⇐ N}} = q〈n〉{n〈z〉 ⇐ N{k〈y〉 ⇐ M}} .
Thielecke noticed that this equality cannot be derived by the axiomatic se-
mantics; however, he conjectured that the equality should hold with respect to
Morris’ equivalence. Here we show that this is not the case. Take for instance
N
def
= n〈z〉, and M arbitrary. Then the context C[·] def= [·]{q〈x〉 ⇐ x〈a〉} is
able to take the two sides of the equation apart. In fact, if we call LHS and
RHS the left and the right hand side of the dinatural equation we get
C[LHS]
τ−−→ τ−−→ n〈a〉{f〈z〉 ⇐ N}{k〈y〉 ⇐ M{n〈z〉 ⇐ N}}{q〈x〉 ⇐ x〈a〉} ↓n
while C[RHS] 	⇓n, as the variable n is not free in C[RHS]. As consequence
Thielecke’s looping operator is not well-deﬁned. This operator was meant as
a step toward the deﬁnition of a term model using the recursive CPS-calculus.
Now, we exhibit two algebraic laws that we conjecture cannot be derived
by the axiomatic semantics although they are observationally equivalent. We
recall that fvsp(·) returns the free variables in subject position of a term. We
ﬁrst prove the axioms and then we provide their intuition.
Theorem 5.1
(i) M{a〈x〉 ⇐ M ′} ∼= N{a〈x〉 ⇐ N ′} for all terms M,M ′, N , and N ′ such
that fvsp(M,M ′, N,N ′) ⊆ {a}.
(ii) L{a〈x〉 ⇐ M} ∼= L{a〈x〉 ⇐ N} for all terms L,M,N such that
fvsp(M,N) ⊆ {a}.
Proof The ﬁrst law can be easily proved by exhibiting a trivial applicative
bisimulation. As to the second law, it suﬃces to prove that the relation
S def= {(L{a〈x〉 ⇐ M} , L{a〈x〉 ⇐ N}) : ∀ L,M,N. fvsp(M,N) ⊆ {a}}
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is an applicative bisimulation up to context.
Let L{a〈x〉 ⇐ M} α==⇒ O, for some α 	= τ . We can suppose α = b〈y〉L′, for
some b and L′. As fvsp(M) ⊆ {a}, the weak action above cannot contain any
interaction along the variable a. In fact, if there would be such a interaction
the term would evolve as
L{a〈x〉 ⇐ M} =⇒ M [c/x]{. . .} . . . {. . .}{a〈x〉 ⇐ M} 	b〈y〉L
′
=====⇒
for some variable c, and it would diverge without performing any visible action.
So the only possibility is that L
b〈y〉L′
=====⇒ L′′{b〈y〉 ⇐ L′} for some L′′ with
O = L′′{a〈x〉 ⇐ M}{b〈y〉 ⇐ L′}. As a consequence, L{a〈x〉 ⇐ N} b〈y〉L
′
=====⇒
L′′{a〈x〉 ⇐ N}{b〈y〉 ⇐ L′}. To conclude, we can factor out the context
[·]{b〈y〉 ⇐ L′} obtaining L′′{a〈x〉 ⇐ M} S L′′{a〈x〉 ⇐ N}, as required. 
Notice that the ﬁrst axiom equates two diverging processes that cannot
perform any observable (weak) action. So, they are obviously equivalent,
although they can have diﬀerent free names in object position. A simple
instance of this axiom is:
a〈b〉{a〈x〉 ⇐ a〈b〉} ∼= a〈c〉{a〈x〉 ⇐ a〈c〉} . (1)
The second axiom is a bit more delicate; a simple instance of it is
b〈a〉{a〈x〉 ⇐ a〈c〉} ∼= b〈a〉{a〈x〉 ⇐ a〈d〉} (2)
where after the jump b〈a〉, the environment can either pass around variable a
or or use the variable to perform jumps of the form a〈e〉, giving rise to same
kind of divergence as in the previous axiom.
Notice that the proofs of the left and right hand side of the Law 2 above,
on the style of the natural deduction for non-recursive CPS calculus presented
in [12], are basically the same:
....
Γ, c : A, a : ¬A  b〈a〉
Γ, c : A, a : ¬A, x : A  a : ¬A Γ, c : A, a : ¬A, x : A  c : A
Γ, c : A, a : ¬A, x : A  a〈c〉
Γ, c : A  b〈a〉{a〈x〉 ⇐ a〈c〉}
for the left hand side and
....
Γ, d : A, a : ¬A  b〈a〉
Γ, d : A, a : ¬A, x : A  a : ¬A Γ, d : A, a : ¬A, x : A  d : A
Γ, d : A, a : ¬A, x : A  a〈d〉
Γ, d : A  b〈a〉{a〈x〉 ⇐ a〈d〉}
for the right hand side. The two terms are “arguably” the same because they
can be typed in two diﬀerent contexts: Γ, d : A and Γ, c : A. As a consequence,
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the typing match our observational theory. On categorical counterpart for
both derivations we have the same morphism Γ⊗A → ⊥ and therefore these
two terms should be considered semantically equivalent.
6 Encoding the CPS-calculus into the π-calculus
In this section we study Thielecke’s encoding of the CPS-calculus into the
π-calculus. Merro and Sangiorgi proved the soundness of this encoding with
respect to barbed congruence, when considering as target language the Loca-
lised π-calculus [27]. Here, we achieve full abstraction by cutting down the
co-domain of the interpretation. More precisely, we prove the full abstraction
of the encoding when the target language is a simple variant of Fournet and
Gonthier’s Join-calculus [11], with single pattern deﬁnitions. For simplicity
we call this process calculus Jπ.
The syntax of the the processes in Jπ is given by the following grammar:
P ::= M
∣
∣ P1 | P2
∣
∣ def a〈x〉=M in P
M ::= a〈b〉 ∣∣ def a〈x〉=M1 in M2
Here the syntax is just syntactic sugar as this calculus is clearly a frag-
ment of the asynchronous π-calculus [14,7] and more precisely, a sub-calculus
of the Localised π-calculus [27], an asynchronous π-calculus where only the
output capability of names can be transmitted. The particle a〈b〉 denotes
the asynchronous output a〈b〉 of name b at channel a. P1 | P2 denotes two
processes P1 and P2 running in parallel. The construct def a〈x〉=M in P is
a sort of amalgamation of the operators of replication, parallel composition,
and restriction, of the π-calculus. Basically, def a〈x〉=M in P is a “macro”
for the π-calculus process (νa)(P | !a(x).M), where the name x can appear in
M only in output position (both in subject and object position). The static
contexts of Jπ are given by the following grammar:
C[·] ::= [·] ∣∣ C[·] | P ∣∣ P | C[·] ∣∣ def a〈x〉=M in C[·]
The deﬁnition of free names (written fn(·)) and bound names (written bn(·))
can be easily derived from those of the π-calculus, and so also the deﬁnition of
alpha-conversion. As usual we identify processes up to alpha-conversion. Also
the operational semantics could be inherited from the π-calculus. However,
as the calculus is quite simple, in Table 2 we report an optimised version
of the reduction relation without using structural congruence [31]. Notice
that our operational semantics coincides with the standard one for the Join-
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(Red Tau)
C[·] is static a ∈ bn(C[·]) bn(C[·]) ∩ (fn(M) \ {x}) = ∅
def a〈x〉=M in C[a〈b〉] −→ def a〈x〉=M in C[M [b/x]]
(Red Par)
P −→ P ′
P | Q −→ P ′ | Q
Q | P −→ Q | P ′
(Red Def)
def a〈x〉=M in P −→ def a〈x〉=M in P ′
def a〈x〉=M in P | Q −→ def a〈x〉=M in P ′ | Q
def a〈x〉=M in Q | P −→ def a〈x〉=M in Q | P ′
(Barb)
−
a〈b〉 ↓a (Barb Par)
P ↓a
P | Q ↓a
Q | P ↓a
(Barb Def)
P ↓b a = b
def a〈x〉=M in P ↓b
Table 2
Reduction relation and barbs for the Jπ-calculus
calculus [11], in particular it allows scope extrusion. Table 2 contains also an
inductive deﬁnition of barb for Jπ. As usual we write P ⇓a if there is P ′ such
that P −→∗ P ′ ↓a. We write Jπ to denote the observational equivalence
(Deﬁnition 2.2) for the Jπ-calculus.
The Jπ-calculus enjoys the following replication theorem.
Lemma 6.1 For any P,Q and M it holds that
def a〈x〉=M in (P | Q) Jπ def a〈x〉=M in P | def a〈x〉=M in Q .
Notice that the formulation above is slightly stronger than the original one
proposed by Milner [31], as name a can appear in output object position in
P , Q and M . However, we do not need to prove Lemma 6.1 as it has already
been proved with respect to barbed congruence in Localised π-calculus [27].
As the Jπ-calculus is a sub-calculus of Localised π, and barbed congruence
in Localised π implies the observational equivalence in Jπ, the replication
theorem above holds also in Jπ.
The encoding of the CPS-calculus into the Jπ-calculus is the following:
• (|a〈b〉 |) def= a〈b〉
• (|M{a〈x〉 ⇐ N}|) def= def a〈x〉=(|N |) in (|M |).
As already proved in [27] there is a straightforward operational correspon-
dence between a CPS-term M and its encoding (|M |) 3 .
In order to prove our full abstraction result we introduce an auxiliary
calculus obtained by extending the CPS-calculus with parallel composition.
3 In [27], the operational correspondence is up to structural congruence because
τ−−→ is
used instead of −→.
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This is basically the CPS counterpart of Jπ. We call the calculus CPS+. The
grammar is the following:
H ::= M
∣
∣ H1 | H2
∣
∣ (H){a〈x〉 ⇐ M}
M ::= a〈b〉 ∣∣ M1{a〈x〉 ⇐ M2}
The meta-variable M ranges over CPS-terms while H ranges over CPS+-terms.
We will omit the parentheses in (H){a〈x〉 ⇐ M} when there is no possible
ambiguity. The operational semantics of the CPS+-calculus is basically the
same as that of Jπ (his deﬁnition can be found in [25]). In the sequel, we write
CPS+ to denote the observational equivalence for the CPS+-calculus. Notice
that two CPS+-terms in parallel cannot interact to each other, although they
can be bound to the same variable.
Lemma 6.2 Let H1 and H2 be two CPS
+-terms. If H1 | H2 ⇓a then either
H1 ⇓a or H2 ⇓a.
Now, we deﬁne (| · |)+ as the homomorphic extension of (| · |) to the CPS+-
calculus:
(|a〈b〉 |)+ def= a〈b〉
(|H1 | H2 |)+ def= (|H1 |)+ | (|H2 |)+
(|(H){a〈x〉 ⇐ M}|)+ def= def a〈x〉=(|M |)+ in (|H |)+
As the encoding (| · |) also (| · |)+ enjoys a straightforward operational corre-
spondence.
Lemma 6.3 (Operational correspondence of (| · |)+) Let H be a CPS+-
term. Then:
(i) If H −→ H ′ then (|H |)+ −→ (|H ′ |)+.
(ii) If (|H |)+ −→ P then there is a term H ′ such that H −→ H ′ and
P = (|H ′ |)+.
(iii) H ↓a iﬀ (|H |)+ ↓a.
(iv) If H −→∗ H ′ then (|H |)+ −→∗ (|H ′ |)+.
(v) If (| H |)+ −→∗ P then there is a term H ′ such that H −→∗ H ′ and
P = (|N |)+.
(vi) H ⇓a iﬀ (|H |) ⇓a.
Notice that the encoding (| · |)+ is trivially surjective.
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Lemma 6.4 For every process P in Jπ there is a process H in CPS+ such
that (|H |)+ = P .
Proof By induction on the structure of process P . 
By Lemmas 6.3 and 6.4, and the compositionality of the encoding (| · |)+
we derive the following partial result.
Lemma 6.5 Let H1 and H2 be CPS
+-terms. Then H1 CPS+ H2 if and only
if (|H1 |)+ Jπ (|H2 |)+.
In the sequel, we use the symbol CPS to denote the relation  (Deﬁ-
nition 2.2) extended to CPS+-terms. Thus, the relation CPS is contained
in CPS+ × CPS+ but it is preserved only by CPS static contexts. Now we
show that CPS+-contexts do not add discriminating power with respect to
CPS-contexts (we consider only static contexts). More precisely, we prove
that CPS is preserved by all CPS+ static contexts, and hence that CPS
and CPS+ coincide, on CPS+-terms. This is the crucial technical point in
the proof of the full abstraction.
First, we need to restate the replication theorem for the CPS+-calculus.
Lemma 6.6 Let H1 and H2 be CPS
+-terms and M a CPS-term. Then,
(H1 | H2){a〈x〉 ⇐ M} CPS+ (H1){a〈x〉 ⇐ M} | (H2){a〈x〉 ⇐ M} .
Proof By Lemma 6.1 and Lemma 6.5. 
The next result is a generalisation of the previous replication theorem.
Lemma 6.7 Let H1 and H2 be CPS
+-terms and C[·] a CPS static context.
Then,
C[H1 | H2] CPS+ C[H1] | C[H2] .
Lemma 6.8 Let H1 and H2 be two CPS
+-terms. Then, H1 CPS+ H2 if and
only if H1 CPS H2.
Proof The implication from left to right is straightforward, so we concentrate
on the other implication. Let H1 CPS H2, we want to prove that C[H1] ⇓a
iﬀ C[H2] ⇓a, for all CPS+ static contexts C[·]. We actually prove a stronger
result: C[H1] CPS C[H2], for all CPS+ static context C[·]. In other words we
prove that CPS is preserved by all CPS+ static contexts. Let H1 CPS H2
we have to show that:
(i) (H1){a〈x〉 ⇐ L} CPS (H2){a〈x〉 ⇐ L}, for all variables a and CPS-terms
L;
(ii) H1 | H CPS H2 | H, for all CPS+-terms H.
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The ﬁrst item follows from the deﬁnition of CPS . As to the second item, we
have to prove that C[H1 | H] ⇓a iﬀ C[H2 | H] ⇓a, for all CPS static contexts
C[·]. Suppose that C[H1 | H] ⇓a. By Lemma 6.7 we have
C[H1 | H] ∼=CPS+ C[H1] | C[H] and C[H2 | H] ∼=CPS+ C[H2] | C[H].
As a consequence, C[H1] | C[H] ⇓a. By Lemma 6.2 there are two possibilities,
either C[H1] ⇓a or C[H] ⇓a.
(i) If C[H1] ⇓a then, since H1 ∼=CPS H2, it holds that C[H2] ⇓a. This implies
C[H2] | C[H] ⇓a. As C[H2] | C[H] ∼=CPS+ C[H2 | H], we derive C[H2 |
H] ⇓a, as required.
(ii) If C[H] ⇓a then C[H2] | C[H] ⇓a. As C[H2] | C[H] ∼=CPS+ C[H2 | H], we
derive C[H2 | H] ⇓a, as required.
The proof that C[H2 | H] ⇓a implies C[H1 | H] ⇓a is similar. 
Finally, everything is in place to prove our main result. Notice that if M
is a CPS-term then (|M |) = (|M |)+.
Theorem 6.9 (Full abstraction of (| · |)) Let M and N be two CPS-terms.
Then,
M CPS N iﬀ (|M |) Jπ (|N |) .
Proof By Lemmas 6.5 and 6.8 
7 Conclusion and Related work
We have proposed two labelled characterisations of Morris’ observational equi-
valence for Thielecke’s CPS-calculus. The former resembles Sangiorgi’s con-
text bisimulation for Higher-Order π-calculus [45], whereas the latter is similar
to Abramsky’s applicative bisimilarity [1], an operational theory for higher-
order languages, inspired by bisimulation theories for concurrency [37,30].
Since Abramsky’s work, the idea of applicative bisimilarity has been applied to
a variety of higher-order sequential languages; see [13,39] for surveys. Our cha-
racterisation proof for the applicative bisimilarity is quite diﬀerent from that
of [2] (due to Stoughton), as we use ≈ as an auxiliary relation. Stoughton’s
proof uses a variant of Milner’s [29] and Berry’s [5] Context Lemma. Our
congruence proof relies on Howe’s congruence proof method [15] and an ad
hoc up to (weak) bisimilarity proof technique.
We have enhanced our bisimulation proof-methods with up-to bisimilarity
and up-to context proof techniques [46,48]. In higher-order languages, up-to
context proof techniques are notoriously hard. Sangiorgi’s bisimulation up
to context is a powerful bisimulation proof method for process calculi [46,48].
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Unfortunately, his correctness proof does not carry over to applicative bisimila-
rities for higher-order languages. Pitts [38] extended Howe’s congruence proof
to establish an up to context rule for applicative bisimulation. Gordon [13]
and Sands [43] presented restricted applicative bisimulation up to context ru-
les. They demonstrated the power of this approach to produce concise proofs
of equivalences which are diﬃcult to derive by other operational methods.
However, the validity of general applicative bisimulations up-to context re-
mains an open problem [18]. Other examples of up to context bisimulation
proof techniques in higher-order languages are [17] and [19]. More precisely,
Koutavas and Wand [17] introduced a new notion of bisimulation for showing
contextual equivalence in an untyped λ-calculus augmented with higher-order
procedures and a general store. Lassen [19] provided an operational bisimu-
lation account for Bo¨hm tree equivalence including an elementary congruence
proof, from which a bisimulation up to context technique is derived. This work
is extended and generalised in [20], where underlying principles from Bo¨hm
tree [4] and Le´vy-Longo tree equivalences [22,23] are adapted to the call-by-
value λ-calculus. A notion of enf bisimulation is deﬁned using eager normal
form(enf) equivalence classes and eager reductions, to reduce function’s argu-
ment to a values before application. It is then shown that enf bisimulation
congruences are analogues to Le´vy-Longo tree equivalence and that they both
coincide on terms in the target of the CPS transforms. It is also introduced an
up to η-reduction proof technique for enf bisimulation since enf bisimulation
does not relate terms induced by the η equation x = λy.xy. Finally, we should
also mention that up-to context bisimulation proof techniques for higher-order
languages have been deﬁned in [26], for Mobile Systems.
As to the algebraic theory we used our bisimulation proof methods to prove
two new algebraic laws for the recursive CPS-calculus that we conjecture can-
not be derived by Thielecke’s axiomatisation. On the other hand, Thielecke’s
axioms seems to completely characterise the observational equivalence in the
non-recursive CPS-calculus.
Finally we provided a fully abstract encoding of the CPS-calculus into
a signiﬁcant fragment of Fournet and Gonthier’s Join-calculus [11] with sin-
gle pattern deﬁnitions. The encoding has already been proved sound when
considering as target language the quite expressive Localised π-calculus [27].
Translations of functions into process calculi were given by Kennaway and
Sleep [16], Leth [21], Thomsen [53], and Boudol [6]. Milner’s work on func-
tions as π-calculus processes [28] is a landmark in the area. Milner proved
the operational correspondence between reductions in the λ-terms and their
process encodings; he also proved that, in both cases, the encoding is ope-
rationally sound but not complete. Sangiorgi [44] showed that the semantics
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induced by Milner’s encoding of the call-by-name λ-calculus in the π-calculus
is the equality of Le´vy-Longo trees [22,23], a quite discriminating equivalence
on λ-terms. A slightly diﬀerent encoding was then proposed by Ostheimer
and Davie [36], and some researchers observed a similarity with the continua-
tion passing style (see [35,11]). This similarity was formalised by Boudol [8],
showing that both Ostheimer and Davie’s encoding and Milner’s encoding of
the call-by-value λ-calculus are the standard CPS-transforms of Plotkin [40],
written in a diﬀerent syntax.
Thielecke’s CPS-calculus is essentially a sub-calculus of both the π-calculus
and the λ-calculus. The main CPS transforms factorise through the CPS-
calculus. So, one may wonder whether the call-by-name CPS transforms al-
ready oﬀers the same, very strong discriminating ability as the π-calculus.
Boudol [9] proved that this is the case: the semantics induced by the call-by-
name CPS transform on λ-terms is Le´vy-Longo trees equality. In the light of
this result we believe that Thielecke’s encoding into a richer π-calculus, such
as Localised π-calculus, should be not only sound but also complete.
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