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1. INTRODUCTION 
Let H be a complex Hilbert space and G an Abelian, locally compact 
group. Further, let {Tg / g E G) be a group of unitary operators on H indexed 
by G, such that the map g + T, is weakly continuous. Denote by H,T the 
continuous part of H (with respect to T); that is, the orthogonal complement 
of the space of all eigenvectors of (T, 1 g E G). 
We consider the relation of HCT to certain elements of H called weakly 
wandering vectors. We callf E H weakly wandering if there exists a sequence 
(g,) of group elements g, + cg such that 
T&&f I T&f for m # n. 
In this paper we prove that, for G compactly generated, the set of weakly 
wandering vectors is dense in HCT. 
This theorem generalizes a recent result of U. Krengel [6, Theorem 1.11. 
Krengel’s result deals with the case where the group is the “discrete” group 
{V 1 k E Z} (the iterates of a single unitary operator). Among other concepts, 
our proof relies on the notions of invariant mean of almost periodic functions 
and the Fourier transform of the spectral measure. 
2. GROUPS OF OPERATORS: SPECTRAL PROPERTIES 
Suppose we are given an Abelian, locally compact group G and a homo- 
morphism T: g + T, of G into e(H), where %(H) is the group of unitary 
operators on H. The set {T, 1 g E G} forms a subgroup, called a group of 
unitary operators indexed by G. Where there is no ambiguity, we will denote 
the group {T, 1 g F G} simply as T. 
{T, 1 g E G} is called a continuous group of operators if the map T: g + T, 
is continuous in the weak topology of e(H); that is, g + (T,f, h) is continu- 
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ous for each f, k EH. It is easily shown that the map (g, f) + T,f of 
G x H j -+H is then continuous. 
We first need a few concepts from harmonic analysis. We define a character 
of a group G as a continuous homomorphism from G into the complex 
numbers with absolute value 1. The set of characters of G, denoted by G*, 
is called the dual group. G* forms a group under multiplication. 
If  G is Abelian, locally compact, then G* also has these properties. In fact, 
in this case the Pontryagin-van Kampen Duality Theorem states that G 
and G** are topologically isomorphic [3]. 
Denote by p a Haar measure on G. For f Eli we define the Fourier 
transform j : x -p(x) from G* into C, the complex numbers, as: 
Ax) = jG XOf k) 44) for x E G*. 
Similarly, for h a bounded, complex-valued measure on G, the transform 
i:x K -+ (x) from G* into C is defined as: 
%x> = j, x0 ad for x E G”. 
Returning to the group {T, ( g E G} of unitary operators, we make the 
following definitions: 
DEFINITION 1. A vector f EH, f # 0 is called an eigenvector of T if, 
for some x E G*, 
Tclf = XWf for all g E G. 
x is called the eigenvalue associated with f. 
Equivalently, we could define an eigenvector of {T, j g E G} as any f EH, 
f # 0 which is an eigenvector of the operator T, for each g E G. For then we 
have 
T,f= Csf for cg complex, /cgI =I. 
Group properties and continuity of g -+ T,f then show that g--t c, is a 
character of G. 
For notation, let H,r be the space spanned by the eigenvectors of 
(T, j g E G), G(x) the space spanned by the eigenvectors with eigenvalue x. 
We wish to study properties of (T,f, h). A useful tool is the associated 
spectral measure. Let 9* be the Bore1 sets of G*, B the group of orthogonal 
projections on H. We then define [2, p. 58-621. 
DEFINITION 2. A regular spectral measure in G* is a map E: B -+ E(B) 
from a* into 9 such that: 
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(a) E(G*) = 1 
(b) E(B) = C E(B,) for B = 6 Bi , I$ disjoint 
I i=l 
f 
Ed = C E(Bi)f for allf E H 
> z 
(cl -wo) = v wo 
Bci;3ct - 0 
From the definition, it follows that 
Wl) W,) = -wl n Bd 
E(0) = 0. 
for B, , B, ~a’* 
With each group of unitary operators {T, 1 g E G}, there is associated a 
unique regular spectral measure, as proved in the following Spectral Theo- 
rem [l]: 
PROPOSITION 1. Let G be an Abelian, locally compact group and { T, 1 g E G} 
a continuous group of unitary operators on H. There exists a unique regular 
spectral measure E: B + E(B) such that 
T, = 
I x(g) Wx) 
for all g E G G* 
in the sense that, for all f, h EH, 
(T,f, h) = j" x(g) W(x)f~ h) for all g E G. 
G* 
An operator commutes with every T, if and only if it commutes with every 
E(B), B ES?*. 
Remark 1. E(xl) is the projection onto G(,Q) for x1 E G*. For, given 
f, hEH, 
(T,E(xdf, h) = j- x(g) d@(x) E(xdfy h) 
G* 
Therefore, 
= Xl&> WXdf? h)- 
T,E(xdf = x&l @xl) f and E(xd f E G(x& 
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Conversely, let P denote the projection onto G(xr). P commutes with T, 
for all g, and therefore commutes with each E(X). For f, h E H, 
(xk) Pf> h) = (T,Pf> h) = j” x(g) d@(x) Pft A) 
G* 
=s x(g) KPE(x)f, h) = &9 <E(Xl)f, h). G* 
Therefore, 
Pf = E(Xl) f forf EH. 
3. INVARIANT MEANS AND T 
In the following we consider LZ~, the Banach space of bounded, measurable 
functions on an Abelian, topological group G, with sup norm 1) IJm . We wish 
to define an invariant mean on some subspace of 5? (for a detailed discussion 
of invariant means, see [3, pp. 230-2621). For this, we define a special type of 
sequence in G. 
DEFINITION 3. A sequence V = (C,) of open subsets of G is called 
rapidly expanding if: 
(1) C, has compact closure for all n 
(2) Cl c c, c ... C Un C, = G 
(3) lim ~cL[(B + ‘,) n ‘,‘I 
n-tm P(G) 
= 0 for all g E G. 
If G is countable at infinity, such a 9 can always be constructed. Assume 
V = (C,) is a rapidly expanding sequence in G. Define 
1 AI&f) = lim sup - 
s n+;” EL(G) c, f(g) 44g) 
MV is then an invariant mean on LZY [3]. 
Indeed, Hewitt and Stromberg show that [4]: 
LEMMA 1. Let G be an Abelian, locally compact group countable at injinity. 
Let X be a complex-valued, regular Borel measure on G* and V a rapidly expand- 
ing sequence on G. Then the Fourier transform g ‘+ i(g) 
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is such that 
(1) M%(A) = A(e), e the identity of G 
(2) ~%?(I Ji I”) = c I qxv. 
xeG* 
(3) h is continuous 0 &I,(] ii I) = 0 
0 M&(1 i I”) = 0. 
Let us now define a special measure 
W) = <WVf, h) A!ZSF. 
h is then a regular Bore1 measure, and we can apply Lemma 1. In addition, we 
find 
k> = <T,f> h). 
Define H,r = (Her)l, the orthogonal complement of H,r in H. HGT is called 
the continuous part of H with respect to T. 
We have the following. 
PROPOSITION 2. Let G be an Abelian, locally compact group countable at 
infinity, and correspondingly let (T, I g E G} b e a continuous group of unitary 
operators. Then for an element f  EH, the following are equivalent. 
(1) f  EH,=. 
(2) E(X) f  = 0 for all x E G*. 
(3) Mw(l<T,f>f >I) = 0. 
(4) Me(l(T,f, h)j) = 0 for all h EH. 
Proof. Using Lemma 1, we have: 
Mv(I(T,f, hX) = 0 forallhEH 3, 
~s4l<T,f>f>l) = 0 *> 
(E(X)f,f) = (E(X)fY E(x)f) = 0 for all x E G*, 
*E(x)f=O*Wx)f,h)=O for all h E H, 
* JGW’,f, h)l) = 0. 
Since E(X) is the projection onto G(X) [see Remark 11, 
fEH,=uE(x)f =0 for all x E G*. 
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Remark 2. By Proposition 2, we find that for G compact we have 
H,T = (0). For, since ,u(G) < co, we may define C, = G, giving 
Therefore we have Mv([( T,f,f)l) = 0 if and only if f = 0. 
In order to make further use of Proposition 2, we explore the effects of 
hypothesis 3 on the function g -+ i(T,f, f )I . We will show that it decreases 
as g gets “further away” except on a “small” set. 
In the following, let G and V be such that 
G is Abelian, locally compact, 
noncompact, countable at infinity with Haar measure p. 
V is rapidly expanding. 
(*) 
We assume all the following sets to be measurable subsets of G. We define 
the density of a set in the following. 
DEFINITION 4. Given a measurable set B _C G, we say that B has density LY 
(with respect to V) and we write d(B) = OL, if 
PL(B n G) --f a 
CL(G) 
as n--t co. 
The following properties hold. 
(i) d(B) = 0 if p(B) < 03. 
(ii) d(B’) = 1 if d(B) = 0. 
(iii) d (fi Bi) = 0 if d(Bi) = 0, i = l,..., n. 
Property (iii) does not hold for infinite unions. However, we have the following 
useful lemma. 
LEMMA 2. Let G and W satisfy (*). Let (E,,) be a sequence of density zero 
sets. There exists a set B of density zero such that, for each j, 
(’ > 
(-j Ei A C& _C B for some C,, E %?. 
i=l 
Proof. Since d( uy=r Ei) = 0, we may assume El _C E, C ... , d(E,) = 0. 
Define a sequence (N?) such that Nr < N, < ... and 
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Define 
B, = E, r\ CL, and B=ijB,. 
n=1 
We have for N$-, < N < Ni , that 
BnC,=(E,nC~lnC,)u...u(E,_lnC~i_,nC,>. 
Since 
(ElnC~2nCN)CEznC~2nC,C-~~, 
we write 
BnC,=(E,nC~,nCN,)+...+(Ei-lnC~j_,nC,) 
= (B, n C,) + (B, n C,) + **. + (Bi-I n C,). 
By (2.1) we have 
PL(B n CN) 
dcN) 
Choosing j so 1/2j < 42, N SO p(CN,.)/p(CN) < 42, 
PROPOSITION 3. Let G and V satisfy (*). Let f E 93, the bounded measurable 
functions on G. Then iVl%( 1 f  I) = 0 ;f and only if there exists B C G of density 
zero such that for any 6 > 0 there is N, > 0 with 
I f(g)/ < 8 forg G (CM, u B). 
Proof. Define E, = {g 1 1 f(g)1 3 l/29. For fixed n, we find 
Therefore, d(E,) = 0. By Lemma 2, there exists B, d(B) = 0, such that 
E,n CNnCB foriV,<N,<-... 
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Given 6 > l/2”, 
IfW >a *gEEn agsCr+,uB. 
Therefore 
g#(cN,uB) j If( < s* 
Conversely, given such a B, find N so that 
IfW <s for anyg $ (C, u B). 
For n > N, 
s c, If( 4&) 
< [SC, I f(g>l 44) + jB,ncN,ncn I fk)l d/e) +s,.,,, I ml 44d] 
Therefore, we have 
1 lim sup ___ 
s nFsrn P(G) c, 
IfW 443 ,< 6 as n-+ co. 
Since 6 was arbitrary, we have 
Our proof is now complete. 
Under further restrictions on G and %7:, we may say more about the beha- 
vior of such functions. 
Define 
kD ={kdI dED} for D _C G, k E 2, . 
Suppose G and % satisfy (*). We say that G and g also satisfy (*a) if, for 
all k E 2, , 
(i) p(kD) 3 p(D) for all measurable D _C G, 
(ii) RC, _C C,, for large N, 
(iii) p(CN)/p(CkN) > 6, for large N. 
LEMMA 3. Let G and V satisfy (M). Given a measurable set A C G of 
density 1, k E 2, , there is a measurable Al, C G of density 1 such that 
A,u kA,CA. 
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Proof. Define 
Then 
kB, CA’ and p(~R n C,) G p(kB, n kc,) < P(A’ n CkN). 
Therefore 
Since 
as N+ 00. 
bdcN) > 8 
dCkN) k 
for N large, 
we must have 
P(Bk n cN) ~ o 
dcN) 
as N-t co. 
Choosing A, = B,’ n A, the lemma is proved. 
LEMMA 4. Let G and %? satisfy (H) and f ~9 with Mv(I f 1) = 0. Then 
for each 6 > 0 and k E 2, there is A, C G, d(A,) = 1, such that 
If(g)I (6 and IfWl <a f+gEAk- 
Proof. Using Proposition 3, find B with d(B) = 0 such that 
Let 
If(g)/ <a forg $ (C, u B). 
A = (C, u B)’ = C,’ n B’. 
Since 
P.(CN) < =J, d(A) = 1. 
Applying Lemma 3, there exists A, with d(Ak) = 1 such that A, u kA, C A. 
Therefore 
If(s)1 <a, IfCWl ~6 for g E A. 
Remark 3. Choose G = R” x Z” and C, C G with 
C, = {(x1 ,..., LX,+,): I xi / <p, i = l,..., m + n}, PEZ+* 
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Let u1 be Lebesgue measure on R” and let o2 be counting measure on 2”. 
Then p = (pi x o2 is a Haar measure on G. We now show that G, %? = (C,), 
and p satisfy (**). First we show % is rapidly expanding. Given 
Y = (Yl ,...,Ym+n) and P > lPbx(l y1 I - I Y~+~ I) + 11, 
(Y + G> f-7 G = {(x1 ,..., x,+J I maxbk , 0) - P < xi c p + mi@, y&, 
PKY + Cd n Gl 
P(G) 
fi (2P - I Yi I) +Jyl (2P - 1 - I Yi I) 
= i=l 
(2P)” (2P - 1)” 
+I as p-+ 00. 
Now to verify (**), for finite subsets of Z”, 
%W = u,(D) for K E Z+ , 
and for bounded subsets of Rm, 
u,(fg 3 Q). 
Finally, 
RC, _C C,, and P(G) (2P)” (2P - 1)” 
tL(ck9) = (2kP)m (2P - 1)” + & as 
p-+ co. 
To obtain a simple representation of our groups, we now restrict attention 
to groups generated by a compact set, called compactly generated groups. By 
a well-known structure theorem [3, Theorem 9.81, we have 
Grz!R” x Z” x C, C compact. 
To further simplify, we would like to study Rm x Zn with 5% as in Remark 3. 
In this case we can use all our previous results. What would happen to 
H,r if we “removed” the compact set C ? 
Remark 4. Let G = A x B, G countable at infinity. Define unitary 
operators 
ua = T(a.e~ , vb = T&b) Y 
where e i , e2 are the identity elements of A and B, respectively. We then have 
T(a.o) = r;,Vb = V,ua 
We wish to show that 
HeT = Hau n H,“. 
rSince any eigenvector of T is an eigenvector of both U and V, we have 
HeT C H,” n HGV. 
Suppose HeT # Hew n Hev. Choose f such that 
f E H,” n HeV n H,=. 
Since HeT _C Heu, we may find a set (fi> of eigenvectors of U which spans 
H,” I-I HcT. We may then write 
f= f  aifi = f  bigi 
i=l i=l 
where gi is an eigenvector of V. 
We show that (fi ,gi) = 0. For, given (a, 6) E A x B, 
= I(T(--adi ,gj)l . 
But, since fi E HGT, by Proposition 2, 
JG4<T,f, >gJ) = 0. 
Therefore, we must have 
Kfi 7gdl = 0 for all ;, j, 
showing that f  = 0. 
Therefore, 
HeT = HGU n Hev, HcT = H,” v  HGV. 
Now, suppose A = R” x Z”, B = C, compact. Since B is compact, by 
Remark 2, 
Hcv = {0} 
giving 
H,= = HcU. 
4. WEAKLY WANDERING VECTORS AND H,T 
Recall that g, + co if, given any compact set K, there is IV > 0 such that 
gn#li= for 71 3 N. 
40914613-3 
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We define weakly wandering vectors, a concept central to our theorem, by 
the following. 
DEFINITION 5. A vector f E H is weakly wandering if there exists a 
sequence (g,), g, -+ co, such that 
Kmf, T,,f) = 0 for m # n. 
We find that, under certain restrictions on the group G, these vectors are 
dense in HCT. Let WT denote the weakly wandering vectors. 
THEOREM 1. Let G be an Abelian, locally compact, compactly generated 
group and (T, 1 g E; G) a continuous group of unitary operators on H. Then 
Proof. We first show that WT _C HCT by proving, for f E WT: 
~,dl<T,f, h)12) = 0 forallhEH (3.1) 
and some Q? rapidly expanding. 
We would then have, by Lemma I, 
~v(I(T,f, h)l) = 0 for all h E H. 
By Proposition 2, it follows that 
f E HCT, 
Since H,r is a closed subspace 
We now prove property (3.1). Since G is countable at infinity, there exists 
some rapidly expanding sequence %?. 
Assume fgH is such that llfll = 1 and for some (gJEG, O<i<r, 
g, = e, we have 
<Tgif> Gjf) = 0, i #fj, i,j < r. 
We will show that 
1 liF+Fp - 
s CL(G) c, 
I<TJ-, h>12 4G) G & II h II2 for h E H. 
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Letting 
we find that 
fi = T,J 
Tefo 9 Tefi ,...> Tefr 
are orthogonal for all /E G. 
Therefore, by Bessel’s inequality, 
For each i < Y, 
s,, W,f, AX2 44d = jc --g, I(T,fi 7 AN2 4-W n I 
Summing over i, we have 
(y + 1) s,, I<T,f, h>12 44g) = go jc --8. W,fi, h>12 4&‘). n I 
These integrals add on their common range 
D 7L.T = ii (G - A 
i=O 
giving 
Let 
< 11 hII2 + i A(Cn - gi) n %I . 
i=O 
D,,j = (j (Cn - gi) forj < r. 
i=O 
Using induction on j, we show that 
lim ~[(‘, + g> n O~“l 0 LEG, O<j<r. (34 n+m P(Cn) = ' 
Equation (3.2) clearly holds for j = 0, since D,,, = C, and W is rapidly 
expanding. 
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Assume (3.2) is true for j - I,j < Y. Then, since 
forgEG, 
D,.i = &,j-1 n (Cn - gj) 
X.j = D;,j-, v (Cn’ - gj), 
as B-+ co, proving (3.2). 
Letting g = e, we therefore have 
and finally 
1 
lim sup - 
s ?wrn P(Cn) c, 
for all h E H. (3.3) 
Now, assume f E WT. Since for some sequence (g,) 
P&f> Gjf > = 0, i#j, 
we find (3.3) holds for all Y > 0. Hence 
JGc-W,f, h)12) = 0 for all h E H. 
Since (3.1) is true, we have proved 
WTC HcT. 
Conversely, we show HcT C WT. We may assume the group G is not 
compact, for by Remark 2, compact groups have 
HcT = (0). 
Since G is compactly generated, we may assume 
G=R”‘xZ* x C. 
By Remark 4, we may “remove” the compact set C and consider 
G’ = R” x Zn, 
and operators 
T,’ = T, forgEG 
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We then have 
Since 
we have 
H,T’ = HcT. 
WT’ c WT, 
H,T’ C W” 3 HcT C W. 
Therefore, without loss of generality we assume the group 
G = A” x Z” 
and %? is chosen as in Remark 3. 
Given f EH,* and E > 0, we construct a vector f, E WT such that 
llf -fell <E* 
The proof generalizes directly from the method for the case when G = Z, 
given by A. Ionescu Tulcea in an unpublished manuscript. It rests on the 
following Banach space theorem: 
Let B be a Banach space, and denote for E > 0, 
B,(h) = {g E B ( II g - h II < 4. 
PROPOSITION 4. Given f E B and mappings 
Hi: B --+ R, , Yi: Bdf) + By i= 1,2 
with constants 6, b, , b, such that 
0<6<1 
1 <b, 
1 
’ < b2 ’ 2(b12 + 1) ’ 
suppose that they satisfy: 
(1) Hdf 1 = 0, Mf 1 < & 
(2) HlM4) = 0 for all h E B:( f 1; 
(3) II h - r@)ll < VW,) for all h E 64 f 1, i = L2 
(4) I Hi(h) - fh(hAl d bl II hl - h2 II for h, , h2 E BB( f), i = 1,2; 
(5) HiMW < i VW> for au h E B,( f ), i= 1,2. 
j=l 
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Then there is 6’ < S such that, for h E B,,(f), we may define inductively 
The sequence (h,) converges to a limit, denoted 
Letting 
p(h) = lip h, . 
F = max(H, , H,), 
f’ = dfh b’ = 32b14, 
we find that f’ E B,t( f) and: 
(1’) F(f’) = 0; 
(2’) P(v(h)) = 0 for a21 h E B,,(f); 
(3’) 11 h - v(h)11 < b%(h) for all h E Bg( f); 
(4’) I W4 - F(h,)l G b, II h, - h, II 
< b’ II h, - h, II for h, , h, E JMf ). 
Proof. Let 
6 
s’ = 80(b,2 + 1)” * 
We show inductively that, for h E Bg( f  ), n 3 1, 
I 
h, = h E Wf ), 
(an) rdho) E Bs(f ), h, = n(rz(h,N E Bs(f ), 
. . . 
x&-d E Bs(f ), h, = h4n--lN E %(f ). 
We first verify (01~). It is evident that h, E B,(f). 
To show that y,(h,) E B6( f  ), we have 
II y,(h) -f II < II y,(h) - h II + II h -f II 
< b,H,(h) + II h -f/l 
< b,[&(f) + b, II h -f It1 + II h -f II 
< W2(f > + PI2 + 1) 6’ 
< b, ~ s + @I2 + 1) 6 80b14 80(b12 + 1)3 <” 
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Next, to show h, E B,(f), 
< 2b13 80; 6 4 + cb,2 + ')' 8(-,(b,2 + 1)" <" 
1 
Now, suppose that (a:,) is verified. We show that (cY,+J then holds. First, 
we need several inequalities: 
(a) F(xdh)) < 2@‘(h). For, 
f4h,(h)) < U&(4 + kJ4W d WV)~ 
(b) For 1 < n < m, we have 
f4v4 = f4hb2(LlN) = 0 
Q&J) G b&C&L)> WbJ = fwh). 
(c) H,(h,) < (1/2)“-3 b13F(h) for 0 < n < m. For the case n = 1, we 
find 
f401) = fJ2MY2@0))) 
e fW,W) + b, II rz@) - n(rzW)lI 
G %MW + VWYd4) 
< (b12 + 1) 2b,F(h) < 4b13F(h). 
Now, assume we have shown (c) for the case 1 < n < m - 1. We show it 
for II + 1. Remembering that 
we have 
Ml + V) < S, f4(fL) = 0, 
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From (b) and (c), we deduce: 
(d) F(Iz,) < ($)+3 b13F(h) for 0 < n < m. 
(e) For O<k<n<m+l, assuming 
rdhn) E B&f), 
we have 
II h, - h, II d p1 @)i-pJ b,4F(h) < 326,4F(h). j&k 
We have 
If j 3 1, we have by (b) and (d) 
Therefore, we have 
II h, - hk II d [y (&)i-Jj b,4F(h). 
j=k 
Now, to verify (cx,+J. 
II Y2(bn) -fll < II r&n) - kn I/ + II f&n - h II + II h -fll 
< b,H,(hn) + 32f~~F(h) + 6’ 
< 4ob,4F(k) + 6’. 
Since 
we then have 
/I 3/&n) -fll < 40b4W,(f) + WI + 6 
< 40b,4 & + (40b,5 + 1) 6’ 
1 
6 s 
G z + 4W12 + 1)” 8()@,2 + 1)” 
< 6. 
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Next, by (e) we have 
I I hm+, -fll G II hm+l -h/I+llh--fll 
< 32b14F(h) + 6’ < 6 
by the above. Therefore, (am+r) holds. 
Inequality (e) shows us further that (h,) is Cauchy, converging to a limit 
v(h) = li,m h,, . 
By (4) Hi and Ha are continuous; using also (d), we find 
JTdh)) = l$W,) 
< li,m(+)“-3 b13F(h) 
= 0 for h E B&). 
Letting b’ = 32b14, we easily verify: 
(1’) W’) =w?u)) = 0; 
(2’) F(v(h)) = 0 for h E B,,(f); 
(3’) II h - dh)ll = li,m II h - h, II 
< 32b14F(h) = b%(h) for h E Bs( f); 
(4’) I F(h) - WJI < b, I/ h, - 4 II for h, , h, E B&f). 
The proof of Proposition 4 is now complete. 
Remark 5. LetfEH, l/f/j < 2, 0 < 6 < 1. If (SJ and (U$) are sequences 
of linear contractions on H, then for h, , h, E B6( f) and i # j, 
K&h, 9 uA>I < 6 II h, - h, It + K&h, 9 u,hz>I . 
Therefore, for h, , h, E B*(f), 
Proof. 
(&, , U&J = <&(h, - h,), U&,) + (84 > Udh, - W + C&h, , Uih,). 
Therefore, 
K&h, > UA>I ,< II 4 - h, II (II 4 II + II h, II) + K&h, 1 U&d 
< 6 II h, - h, II + I(@, , U$z>/ . 
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Returning to the proof of our theorem, given f EH,r such that jl f 11 = 1, 
for any E, 0 < E < 1, we inductively construct sequences (fn), (gS) such that 
fnEH, Ilfm-fn-III <4% g,EG, gn-+* 
<Ts,fn 3 Tg,fn> = 0 for i,j < n, i #j. 
Finally, defining 
we find that 
fE = i%fn 
Ilf -fEll <E, (Tgif, , T,,f,) = 0 for i fj. 
Therefore 
fc E WT. 
Specifically, letting B = HCT, we may inductively construct sequences 
(fd, (g,,J, (4, (sJ such that, for all m, 
\ 
g,nEG- Cm, go = e, co = 0 
l m < Em-,/2 < E/2m+1, Eo < r/2 
fmEB, llfm - fm-1 II < G-1 Y  fo =f 
sn: B<,(fm) --+ B. 
Further, defining 
we have 
(4 Fm(fm> = 0 
(b) FmhG)) = 0 for all h E BE,(fm) 
(c) II h -~~(h)/l < D,F,(h) for D, > 0 and for all h E B&f,). 
(I,) is satisfied by choosing ye(h) = h. Therefore, assume sequences have 
been constructed through n, satisfying (I,,J for m < n. Define 
H:G xH+R+ 
y:G xH-+H 
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where 
a&, h) = - 
(T,,h, T,h) 
,, h ,/2 . 
We show that, for an appropriate g,+l , we may define 
f&4.) = mn+1 > .I 
Hl =F, 
Ys(.) = Y(B?L+1 7.I 
?5= Tn 
to satisfy the assumptions of Proposition 4. We first calculate bounds on 
some quantities. For h E B&J, 
llfn -fll < 42 - Qn+l 
II h -fll < 42, ii < II h II < 2. 
Letting aj = aj(g, h) for simplicity, 
I aj I = 
IO”& T&A ~ 1 
II h II2 
Let us further define 
To find bounds on F&g, h)) and H(g, y(g, h)) we first calculate, for i < n, 
g’ E G, 
= <T,@, T,,h) + M”gi(Tg--Bih), T/h) 
+ ;ia,(T,i(T,-,h)> T/h) + f GT& T,Q”,-,h)) 
j=O 
+ c +GT,i(T,-,h), T,r( Tg-,h)). 
i.C<n 
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First taking g’ = g, for K # i, K < TZ, since H(g, h) < H*(g, h), we find: 
l<T& T,$)l <in; 
ff*(g, 4 G 6 Ilfn - h II + ff*(g,fn). 
We therefore have 
F&g, 4) < F,(h) + 8(n + 1) fJ*(g, h) f%, 4 + 4(” + 1)” ff*(g, 4 fJ(g, 4 
GF,(h) + 4@ + 1) (n + 3) [6 II h -fn II + H*(g,fn)l WY 4 
Second, taking instead g’ = g, we have: 
(3.4) 
(T& T&) + #?7,K7-,,4~ T&j 
= <T& T,h) - 
CT& T,h) 
Il h //2 II h II2 = 0; 
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Combining these inequalities, we have 
< nFn(h) + 4(n + 1) H*(g, 4 ff(g, 4 + 4b + II2 H*(g, 4 H(g, 4 
< nFn(h) + 4(n + 1) (n + 2) [6 II h -fn II + H*k,fn)l Wg, 4. (3.5) 
We now choose functions and constants to satisfy the hypotheses of Proposi- 
tion 4: 
B = HcT; f =f?G 6, > max(& ,4@ + l), 6); 
1 
Cl < 16(b2 + 1) (n + 1) (n + 3); 
s<min(+,F); c,=L* c=min(c,,c,); 
80bl4 ’ 
b2 = 8@ + 1) (n + 3) ~1 < 2tb121+ 1> - 
Remark 6. To satisfy the hypotheses, we must be able to find g E G such 
that 
Since 
H*(& fn) < c. 
satisfies 
we have, by Lemma 4, a set A,,e,i of density 1 such that 
and 
I fk,C.ik)I < c 
I fkd2dI < c for g E Ak.t.i . 
By Properties (i) and (iii) of density zero sets, 
has density 1. Thus, choosing any g,+r E A, we have 
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Finally, let 
H, =F,; 
Hd-) = Wg,,, 3 *); 
Yl =%a; 
We verify each hypothesis 
(1) G(f) = 0, f&(f) -==c WOb,*. 
BY I&)> 
By Remark 6, 
Fn(fn) = K(f) = 0. 
H&z+1 , fn> G H*(gn+, > fn> < c < & . 
1 
(2) H,(y,(h)) = 0 for all h E B,(f) 
BY In(b), 
FnhW) = 0 for allh E BJfJ, 
and 
Wf > C R,(fn)- 
(3) 11 h - y#z)ll < b,H&) for all h E B6( f), i = 1,2. 
Foi, by L(c), 
Since 
we have 
< 4(n + 1) f-U,+, ,h) < V&(h). 
(4) I fWJ - W4l < b, II h, - 4 II for 4 , AZ E &(f 1, i = L2. 
First, let 
By Remark 5, since 
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we have 
and therefore 
(5) Hi(y2(h)) < i &Hi(h) for h E Bs(f), i = 1,2. 
i=l 
Since 
8 < cl/6 
and, by Remark 6, 
we have 
H*(&+l ,fn) <Cl, 
4(n + 1) (n + 3) [66 + H*(g,+l ,fn)l < 8(fi + 1) (n + 3) cl:= b, . 
Therefore, by (3.4) we have 
f4hW) = ~?M&,l 9 4) 
< Fn@) + ~,fQ,,l > 4 
d u4@) + uf,(4. 
By (3.5), we have 
4M4) = fQ,+1 > Ykn+1 3 4) 
e ~~44 + 42ff(g,+1 9 4 
< VW4 + uf2w 
Therefore, by Proposition 4, there exist 
6’ < 6, f’ E Bstf). 
F(h) = izy+l I<T,~~, T,,M , 
‘> z+j 
VJ: J%(f) -6 b’ 3 b, , 
satisfying (l’)-(4). 
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Let 
fn+1 =f’ 
and choose E,+~ so that 
En+1 < 6’ < 42 and %+,(fn+d c Wfn). 
Letting 
D - b’, n+1 - vn+l = v> Fn,, = F> 
we find from (l/)-(4’) that 
L+,W(c) hold 
and therefore (In+J is true. 
We then have a sequence (f,J with 
fn -fc 7 life -f II < 6, ffE WT. 
Therefore 
fEW 
and finally 
HcTC WT. 
The proof of Theorem 1 is now complete. 
5. EXAMPLES 
The following examples illustrate Theorem 1 and suggest a possible way 
to strengthen the theorem. 
EXAMPLE 1. Consider the space L2(R) of square-integrable functions 
over the reals, with Lebesgue measure. Define a group of unitary operators 
(Ta 101 ER) on L2(R) by 
T,f(x) =f(x + 4 forf cL2(R), OL, XE R. 
(T= 1 OL E R) has no eigenvectors. For, suppose 
f (x + 4 = cY(4, PER, ICI =l. 
Then 
J lf(4l”dx = f y+l Ifc4l”~~ *E--m 12 
= f JLcl 1 f(x - n)l” dx 
r&=--m n
=n~m~ljf(x)lzdx=O or co. 
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Since j 1 f(x)/” dx < CO, we must have 
f = 0 a.e. 
Therefore, the continuous part is all of L2(R). 
Now, we show that functions with compact support are weakly wandering. 
Suppose g ELM is such that 
g(x) = 0 for 1 x j > IV. 
Then we have, for 1 LYE - 0~~ / > 2N, 0~~ ,a2 E R, 
<Tug, Tug) = 1-t g(x + al- ~42) g(x) dx = 0. 
Therefore, if (a,) is any increasing sequence in R with (IX,,, - M,) > 2N, 
we have 
T,,g I Ta,g for i #j. 
Thus functions with compact support are weakly wandering vectors dense 
in L2(R). 
EXAMPLE 2. We consider the space L2(T) of square-integrable functions 
on the circle group T. L2( T) can be identified with the functions in L2(R) with 
period 2~. For f cL2(T), 01 E R, we define T,: f -+ T,f as: 
T, f  (x) = eiolzf (x) for x E [0, 277). 
{T, 1 a: E R} has no eigenvectors. For, assume f  is such that 
T, f  (x) = eimBf(x) for some 0 E R. 
We then have 
so that 
eiaof (x) = eiazf (x) 
f  = 0 a.e. 
We now show that, for any (a,), a, complex, the function 
fM(4 = f a,eins x E [O, 24 
n=-M 
is weakly wandering with respect to (Tel 1 01 E R}. 
40914613-4 
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Given K, , K, integers such that j K, - k, j > 2M, 
<Tlclf.w, T,czfd = : : a,a,<ei(k’+nh, &k,+m)s) 
n--&f me-M 
=o 
since k, - K, + n - m is a nonzero integer. The trigonometric polynomials 
are dense in L2(T), again demonstrating our theorem. 
EXAMPLE 3. We consider the same transformation as in Example 2, 
defined on the larger space L2(R). Ag ain, there can be no eigenvectors. 
To construct a dense set of weakly wandering vectors, we again draw on 
tools from harmonic analysis [5, pp. 126, 1421. Let f  denote the Fourier 
transform off, and f c g the convolution off and g. Recall that, for f EI?(R), 
g E-WR), (1 GP < a>, 
f *gEwR) and G =fi, 
Let K,, be the Fejer kernel, where 
K,(x) = AK(h), 
Then KA EU, and for f cL2(R), 
K*f+f in II II2 as 
In addition, 
XER 
hER+. 
x--+cQ. 
mn = 0 
Therefore, for f E L2(R), 
for I 6 I > X. 
K$f (5) = &(~~3(~, = 0 for I 5 I > X. 
Now, given any f E L2(R), we may choose f’ E L1 n L2 such that 
llf-f’ll2 <E/2. 
Then 
KA *f’EL’nL2 for all X, 
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and 
K,*f’+f in 1111s as h+co. 
Choose h so that 
and set 
llf’ - 4 *f’ II2 < 42 
fc = KA+f’EL1nL2. 
ft is then weakly wandering. To show this, recall thatfe vanishes off of [-A, A]. 
Set 
&(X) = e+fc(x) for (Y E R. 
Then 
M> =A<6 + 4. 
Using Parseval’s formula, for I 01 I > 2h we have 
<TafE ,fc> = s TwfE(x)fE(x) dx 
= fc(x) e+=f<(x) dx 
I 
Choosing any increasing sequence (a,) with (01,+~ - a,) > 2h, 
Tmifc I Cjf, forifj. 
Therefore fc is weakly wandering and 
llf -bll <E. 
Examples 1 and 3 suggest a new definition of weakly wandering that could 
yield a stronger version of Theorem 1. 
Define a vector f as weakly wandering if there exists a sequence (D,J of 
disjoint open sets in G such that, for any compact set KC G, 
and 
D,CG- K for n large 
T,,f I Cjf forg,EDi, gjEDi, i#j. 
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In examples 1 and 3, each weakly wandering vector we found satisfies this 
stronger requirement. In fact, we showed for each such f, that there exists 
N > 0 such that 
<Tmlf> Twtf) = 0 for 1 01~ - 01~ [ > N. 
Thus, any sequence of open sets separated by intervals of length N would 
show f is weakly wandering in this new sense. The proof of Theorem 1 
using this stronger definition remains to be explored. 
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