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SAMPLE PATH PROPERTIES OF MULTIVARIATE
OPERATOR-SELF-SIMILAR STABLE RANDOM FIELDS
ERCAN SO¨NMEZ
Abstract. We investigate the sample path regularity of multivariate operator-self-
similar α-stable random fields with values in Rm given by a harmonizable repre-
sentation. Such fields were introduced in [25] as a generalization of both operator-
self-similar stochastic processes and operator scaling random fields and satisfy the
scaling property {X(cEt) : t ∈ Rd}
d
= {cDX(t) : t ∈ Rd}, where E is a real d × d
matrix and D is a realm×m matrix. By using results in [8] we give an upper bound
on the modulus of continuity. Based on this we determine the Hausdorff dimension
of the sample paths. In particular, this solves an open problem in [25].
1. Introduction
A multivariate operator-self-similar field {X(x) : x ∈ Rd} is a random field with
values in Rm whose finite-dimensional distributions are invariant under suitable scal-
ing of the time vector x and the corresponding X(x) in the state space. More precisely,
let E ∈ Rd×d and D ∈ Rm×m be real matrices with positive real parts of their eigen-
values. Then the random field {X(x) : x ∈ Rd} is called (E,D)-operator-self-similar
if
(1.1) {X(cEx) : x ∈ Rd}
d
= {cDX(x) : x ∈ Rd} for all c > 0,
where
d
= means equality of all finite-dimensional marginal distributions and cA =
exp(A log c) =
∑∞
k=0
(log c)k
k!
Ak is the matrix exponential.
Random fields satisfying the property (1.1) were first introduced in [25] as a gener-
alization of both operator-self-similar processes [21, 17, 32, 22] and operator scaling
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random fields [6, 7]. Recall that a stochastic process {Z(t) : t ∈ R} with values in
R
m is called operator-self-similar if
{Z(ct) : t ∈ R}
d
= {cDZ(t) : t ∈ R} for all c > 0,
whereas a scalar valued random field {Y (t) : t ∈ Rd} is said to be operator scaling of
order E and some H > 0 if
{Y (cEt) : t ∈ Rd}
d
= {cHY (t) : t ∈ Rd} for all c > 0.
Note that (E,D)-operator-self-similar random fields can be seen as an anisotropic
generalization of an operator-self-similar random field {Z(t) : t ∈ Rd} satisfying
{Z(ct) : t ∈ Rd}
d
= {cDZ(t) : t ∈ Rd}
for every c > 0. Then {Z(t) : t ∈ Rd} is (Id, D)-operator-self-similar, where Id is the
d× d identity matrix.
The theoretical importance of self-similar random fields has increased significantly
during the past four decades. They are also useful to model various natural phenom-
ena for instance in physics, geophysics, mathematical engineering, finance or internet
traffic, see, e.g., [23, 1, 31, 35, 10, 9, 5, 12, 36]. A very important class of such fields
is given by Gaussian random fields and, in particular, by fractional Brownian fields
(see [31, 27]). However, Gaussian modeling is a serious drawback for applications in-
cluding heavy-tailed persistent phenomena. For this purpose α-stable random fields
have been introduced. A vector valued random field {X(x) : x ∈ Rd} is said to
be symmetric α-stable (SαS) for α ∈ (0, 2] if any linear combination
∑n
k=1 akX(xk)
is multivariate SαS. We refer the reader to [31, Chapter 2] for a comprehensive
introduction to multivariate stable distributions.
In order to establish the existence of multivariate operator-self-similar random
fields, Li and Xiao [25] defined stochastic integral representations of random vec-
tors and followed the outline in [6]. Both moving-average as well as harmonizable
representations of (E,D)-operator-self-similar SαS random fields are given. Lastly,
they leave the open problem of investigating the sample path regularity and fractal
dimensions of these fields. In particular, they conjecture that these properties such as
path continuity and Hausdorff dimensions are mostly determined by the real parts of
the eigenvalues of E and D. So¨nmez [33] solved this problem for the moving-average
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and harmonizable representation in the Gaussian case α = 2 and generalized sev-
eral results in the literature (see [6, 27, 24, 40]). In particular, he highlighted that
the Hausdorff dimension of the range and the graph over a sample path depends
on the real parts of the eigenvalues of E and D as well as the multiplicity of the
eigenvalues of E and D. The purpose of this paper is to establish the corresponding
results in the stable case α ∈ (0, 2) for the harmonizable representation. Indeed, we
show that harmonizable α-stable operator-self-similar random fields have the same
kind of regularity properties as Gaussian operator-self-similar random fields. We will
do this by applying results from [8] and by generalizing arguments used in [33, 40].
We remark that Xiao [40] investigated Hausdorff dimensions of multivariate α-stable
random fields by making the assumption of ”locally approximately independently
components” (see [40, Section 3]). In fact, in view of our methods it will be clear that
this assumption is superfluous in order to determine the Hausdorff dimension of the
range and the graph of the sample paths of multivariate α-stable random fields.
The rest of this paper is organized as follows. Section 2 deals with exponential
powers of linear operators. In Section 3 we recall the definition of harmonizable
multivariate (E,D)-operator-self-similar stable random fields. In Section 4 we give
an upper bound on the modulus of continuity of the random vector components in
terms of the radial part with respect to the matrix E introduced in [29, Chapter 6].
Finally, in Section 5 we state and prove our main results on the Hausdorff dimension
of harmonizable multivariate (E,D)-operator-self-similar α-stable random fields.
2. Preliminaries
Throughout this paper, let E ∈ Rd×d be a matrix with distinct real parts of its
eigenvalues given by 0 < a1 < . . . < ap for some p ≤ d and let q = trace(E).
Assume that each eigenvalue corresponding to a1, . . . , ap has multiplicity µ1, . . . , µp,
respectively. Furthermore, let D ∈ Rm×m be a matrix with positive real parts of
its eigenvalues given by 0 < λ1 ≤ λ2 ≤ . . . ≤ λm. As done in [33] without loss of
generality we assume that
(2.1) λm < 1 < a1.
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Let us recall that from the Jordan decomposition theorem (see e.g. [16, p. 129]) there
exists a real invertible matrix A ∈ Rm×m such that A−1DA is of the real canonical
form, i.e. it consists of diagonal blocks which are either Jordan cell matrices of the
form 

λ 1
λ 1
. . .
. . .
. . . 1
λ

 .
with λ a real eigenvalue of D or blocks of the form

Λ I2
Λ I2
. . .
. . .
. . . I2
Λ

 with Λ =
(
a −b
b a
)
and I2 =
(
1 0
0 1
)
,
where the complex numbers a ± ib, b 6= 0, are complex conjugated eigenvalues of D.
The following proposition is due to [29, Proposition 2.2.11].
Proposition 2.1. Let A ∈ Rm×m be a matrix with positive real parts of its eigenvalues
and let ‖ · ‖ be any arbitrary norm on Rm. Then the following statements hold.
(a) If every eigenvalue of A has real part less than β1, then for any t0 > 0 there exists
a constant C > 0 such that ‖tAx‖ ≥ Ctβ1‖x‖ holds for all 0 < t ≤ t0 and all x ∈ R
m.
(b) If every eigenvalue of A has real part less than β2, then for any s0 > 0 there exists
a constant C > 0 such that ‖sAx‖ ≤ Csβ2‖x‖ holds for all s ≥ s0 and all x ∈ R
m.
Corollary 2.2. Assume that D is of the real canonical form and let ‖ · ‖ be any
arbitrary norm on Rm. Then the following statements hold.
(a) For any t0 > 0 there exists a constant C1 > 0 such that for any ε > 0
‖tDx‖ ≥ C1
m∑
j=1
tλj+ε|θj |
holds for all 0 < t ≤ t0 and all θ ∈ R
m.
(b) For any s0 > 0 there exists a constant C2 > 0 such that for any ε > 0
‖s−Dx‖ ≤ C2
m∑
j=1
s−λj+ε|θj|
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holds for all s ≥ s0 and all θ ∈ R
m.
Proof. We only prove part (a). Part (b) is left to the reader. Throughout this proof let
c be an unspecified positive constant which might change in each occurence. Assume
that the distinct real parts of the eigenvalues of D are given by λ1, . . . , λk for some
k ≤ m and let us write 

J1
J2
. . .
Jk

 ,
for some block matrices Jj so that each Jj is associated with λj , 1 ≤ j ≤ k. Further-
more, write θ = (θ1, . . . , θk) for any θ = (θ1, . . . , θm) ∈ R
m and let ‖θ‖1 =
∑m
j=1 |θj | be
the 1-norm on Rm. Then, by Proposition 2.1, for all ε > 0, t0 > 0 and all 0 < t ≤ t0
we have
‖tDθ‖ ≥ c‖tDθ‖1 = c
k∑
j=1
‖tJjθj‖1
≥ c
k∑
j=1
tλj+ε‖θj‖1 = c
m∑
j=1
tλj+ε|θj |,
where we used the equivalence of norms in the first inequality. 
3. Harmonizable representation
Harmonizable stable random vector fields are defined as stochastic vector integrals
of deterministic matrix kernels with respect to a stable random vector measure. More
precisely, let α ∈ (0, 2],Wα(du) be a C
m-valued isotropic α-stable random measure on
Rd with Lebesgue control measure (see [25, Definition 2.1]) and let Q(u) = Q1(u) +
iQ2(u), where {Q1(u) : u ∈ R
d} and {Q2(u) : u ∈ R
d} are two families of real m×m
matrices. Let us recall (see [25, Theorem 2.4]) that the stochastic integral
Wα(Q) := Re
∫
Rd
Q(u)Wα(du)
is well-defined if and only if∫
Rd
(
‖Q1(u)‖
α
m + ‖Q2(u)‖
α
m
)
du <∞,
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where ‖A‖m = max‖u‖=1 ‖Au‖ is the operator norm for any matrix A ∈ R
m×m.
Furthermore, in the latter case Wα(Q) is a stable R
m-valued random variable with
characteristic function given by
(3.1) E
[
exp
(
i〈θ,Wα(Q)〉
)]
= exp
(
−
∫
Rd
(√
‖Q1(u)θ‖2 + ‖Q2(u)θ‖2
)α
du
)
.
for all θ ∈ Rm. Note that W2(Q) is a centered Gaussian random vector. Let ψ :
Rd → [0,∞) be a continuous ET -homogeneous function, which means according to
[6, Definition 2.6] that
ψ(cE
T
x) = cψ(x) for all c > 0.
Moreover assume that ψ(x) 6= 0 for x 6= 0 and let Im be the identity operator on R
m.
Recall that q = trace(E). Li and Xiao [25] proved the following.
Theorem 3.1. If (2.1) is fullfilled, the random field
(3.2) Xα(x) = Re
∫
Rd
(ei〈x,y〉 − 1)ψ(y)−D−
qIm
α Wα(dy), x ∈ R
d
is well defined and called harmonizable (E,D)-operator-self-similar random field.
From Theorem 2.6 in [25] Xα is a proper, stochastically continuous random field
with stationary increments and satisfies the scaling property (1.1). Let us recall that
an Rm-valued random field {Y (t) : t ∈ Rd} is said to be proper if for every t ∈ Rd the
distribution of Y (t) is full, i.e. it is not supported on any proper hyperplane in Rm.
As noted above, So¨nmez [33] studied the sample path properties of Xα in the
Gaussian case α = 2. We will derive similar results in this paper for Xα with α ∈
(0, 2). We first give an upper bound on the modulus of continuity of the components
in the next Section.
4. Modulus of continuity
Throughout this Section assume that α ∈ (0, 2). For notational convenience let us
surpress the subscript α and simply write X instead of Xα. Furthermore, let τE(·) be
the radial part of polar coordinates with respect to E introduced in [29, Chapter 6]
(see also [6, 7, 8, 25, 33]). The following is the main result of this Section.
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Proposition 4.1. Assume that the operator D is of the real canonical form. Then,
there exists a modification X∗ of X such that for any ε > 0 and any δ > 0
sup
u,v∈[0,1]d
u 6=v
|X∗j (u)−X
∗
j (v)|
τE(u− v)λj−ε
[
log
(
1 + τE(u− v)−1
)]δ+ 1
2
+ 1
α
<∞(4.1)
holds almost surely for all j = 1, . . . , m. In particular, for every ε > 0 and j =
1, . . . , m, there exists a constant C4,1 > 0 such that X
∗ satisfies a.s.
|X∗j (u)−X
∗
j (v)| ≤ C4,1τE(u− v)
λj−ε for all u, v ∈ [0, 1]d.(4.2)
In order to prove Proposition 4.1 we recall a result that has recently been established
by Bierme´ and Lacaux [8]. The key point is to remark that the components Xj ,
1 ≤ j ≤ m, behave like one-dimensional operator scaling harmonizable random fields
given in [6]. Let Mα(dξ) be a complex isotropic α-stable random measure on R
d with
Lebesgue control measure as introduced in [31, p. 281]. Furthermore, let Y be a
scalar valued random field defined through the stochastic integral
(4.3) Y =
(
Re
∫
Rd
fα(u, ξ)Mα(dξ)
)
u∈Rd
,
where fα(u, ·) ∈ L
α(Rd) is given by
fα(u, ξ) = (e
i〈u,ξ〉 − 1)ψα(ξ) ∀(u, ξ) ∈ R
d × Rd,
with a Borel measureable function ψα : R
d → C satisfying∫
Rd
min(1, ‖ξ‖α)|ψα(ξ)|
αdξ <∞.
Then, Bierme´ and Lacaux [8] proved the following.
Lemma 4.2. Assume that there exist some positive and finite constants cψ, K and
β ∈ (0, a1) such that
|ψα(ξ)| ≤ cψτET (ξ)
−β− q
α
holds for almost every ξ ∈ Rd with ‖ξ‖ > K. Then, there exists a modification Y ∗ of
Y such that almost surely for every δ > 0
sup
u,v∈[0,1]d
u 6=v
|Y ∗(u)− Y ∗(v)|
τE(u− v)β
[
log
(
1 + τE(u− v)−1
)]δ+ 1
2
+ 1
α
<∞.(4.4)
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Proof of Proposition 4.1. Fix 1 ≤ j ≤ m and denote by (e1, . . . , em) the canonical
basis of Rm. The main idea is to apply Lemma 4.2 with an appropriate choice of the
function ψα. Indeed, let Y be the random field given in (4.3) with
ψα(ξ) = ‖ψ(ξ)
−D− q
α
Imej‖,
where ‖ · ‖ is any arbitrary norm on Rm. Using (3.1), it is easy to see that, up to a
multiplicative constant,
{Xj(u) : u ∈ R
d}
d
= {Y (u) : u ∈ Rd}.
Since ψ is ET -homogeneous, from Corollary 2.2 we easily checks that
‖ψ(ξ)−D−
q
α
Imej‖ ≤ cψτET (ξ)
−(λj−ε)−
q
α
for all ξ ∈ Rd with ‖ξ‖ > K and some cψ ∈ (0,∞). Therefore, by Lemma 4.2,
there exists a modification Y ∗ of Y such that Y ∗ almost surely satisfies (4.4) with
β = λj − ε. Further note that, since Y
∗ is a modification of Y , we have
{Xj(u) : u ∈ R
d}
d
= {Y ∗(u) : u ∈ Rd},
so that Xj almost surely satisfies (4.1) for countably many u, v ∈ [0, 1]
d. Using
this and the fact that Xj is stochastically continuous, exactly as in the proof of [8,
Proposition 5.1] one can define a modification X∗j of Xj such that (4.1) holds. We
omit the details. 
Proposition 4.1 compared to [33, Proposition 4.6] shows that (E,D)-operator-self-
similar stable random fields share the same kind of upper bound for the modulus of
continuity as the Gaussian ones. Therefore it is natural to have also the same results
of [33, Theorem 4.1] for the Hausdorff dimension of their images and graphs on [0, 1]d,
which we state in the next Section. Furthermore, we refer the reader to [14, 28] for
the definition and properties of the Hausdorff dimension.
5. Hausdorff dimension of the image and the graph
The main result of this Section is the following.
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Theorem 5.1. Let the assumptions of the previous Sections hold and let α ∈ (0, 2).
Then, almost surely
dimHX([0, 1]
d) = min
{
m,
∑p
k=1 akµk +
∑j
i=1(λj − λi)
λj
, 1 ≤ j ≤ m
}
(5.1)
=
{
m if
∑m
i=1 λi <
∑p
k=1 akµk,∑p
k=1 akµk+
∑l
i=1(λl−λi)
λl
if
∑l−1
i=1 λi <
∑p
k=1 akµk ≤
∑l
i=1 λi,
(5.2)
dimHGrX([0, 1]
d) = min
{∑p
k=1 akµk +
∑j
i=1(λj − λi)
λj
, 1 ≤ j ≤ m,(5.3)
l∑
j=1
a˜j
a˜l
µ˜j +
p∑
j=l+1
µ˜j +
m∑
i=1
(1−
λi
a˜l
), 1 ≤ l ≤ p
}
=


dimHX([0, 1]
d) if
p∑
k=1
akµk ≤
m∑
i=1
λi,
l∑
j=1
a˜j
a˜l
µ˜j +
p∑
j=l+1
µ˜j +
m∑
i=1
(1 −
λi
a˜l
) if
l−1∑
k=1
a˜kµ˜k ≤
m∑
i=1
λi <
l∑
k=1
a˜kµ˜k,
(5.4)
where a˜j = ap+j−1, µ˜j = µp+j−1, 1 ≤ j ≤ p are defined as in Section 2.
Before proving Theorem 5.1, we first prove the following.
Lemma 5.2. Assume that D is of the real canonical form. Then for all t ∈ Rd, θ ∈
R
m and ε > 0 there exists a constant C5,1 > 0, depending on ε only, such that
E
[
exp
(
i〈X(t), θ〉
)]
≤ exp
(
− C5,1
m∑
j=1
∣∣τE(t)λj+ε|θj |∣∣α).
Let us recall that X(t) is defined in (3.2) with characteristic function given by (3.1).
Proof. Let
(
τE(t), lE(t)
)
be the polar coordinates of t with respect to E according to
[6, Section 2] and SE = {t ∈ R
d : τE(t) = 1}. Further, let c be an unspecified positive
constant which might change in every occurence. Using the characteristic function
of the SαS random vector X(t) and the ET -homogenity of ψ, by Corollary 2.2, the
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change to polar coordinates and a substitution we get
E
[
exp
(
i〈X(t), θ〉
)]
= exp
(
−
∫
Rd
| exp
(
i〈lE(t), y〉
)
− 1|α‖τE(t)
Dψ(y)−D−
q
α
Imθ‖αdy
)
≤ exp
(
− c
∫
Rd
| exp
(
i〈lE(t), y〉
)
− 1|αψ(y)−(λm−ε)α−qdy
∣∣∣ m∑
j=1
τE(t)
λj+ε|θj |
∣∣∣α)
≤ exp
(
− cmα ·
∣∣τE(t)λj+ε|θj|∣∣α) ∀1 ≤ j ≤ m,
(5.5)
with mα = minξ∈SE
∫
Rd
|ei〈ξ,y〉−1|αψ(y)−(λm−ε)α−qdy a positive and finite constant.
Now let X(1), . . . , X(m) be independent copies of X(t). Then, since X(t) is an SαS
random vector, by [31, Corollary 2.1.3], we have
m−
1
α (X(1) + . . .+X(m))
d
= X(t).
Using this and (5.5), we get
E
[
exp
(
i〈X(t), θ〉
)]
= E
[
exp
(
i〈m−
1
α
m∑
j=1
X(j), θ〉
)]
=
m∏
j=1
E
[
exp
(
im−
1
α 〈X(j), θ〉
)]
≤
m∏
j=1
exp
(
− c
∣∣τE(t)λj+ε|θj |∣∣α)
= exp
(
− c
m∑
j=1
∣∣τE(t)λj+ε|θj |∣∣α)
as desired. 
Let us now give a proof of Theorem 5.1.
Proof of Theorem 5.1. Let us choose a continuous version of X . By using the same
argument as in the proof of [33, Theorem 4.1], without loss of generality we will
assume that D is of the real canonical form. Then, the upper bounds in Theorem 5.1
follow from (4.2) and Lemma 4.4 in [33]. So it remains to prove the lower bounds in
Theorem 5.1. We will do this by applying Frostman’s criterion (see e.g. [2, 14, 18, 28]).
Throughout this proof, let c be an unspecified positive constant which might change
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in each occurence. Let us first prove the lower bound in (5.1). One only has to prove
that the expected energy integral
Eγ =
∫
[0,1]d×[0,1]d
E[‖X(x)−X(y)‖−γ]dxdy
is finite to get that dimHX([0, 1]
d) ≥ γ almost surely. Recall that (see [40, p. 283])
for any random vector Y with values in Rm
2
γ
2
−1Γ(
γ
2
)(2pi)−
m
2 E
[
‖Y ‖−γ
]
=
∫ ∞
0
∫
Rm
exp
(
−
‖y‖2
2
)
E
[
exp
(
i〈uy, Y 〉
)]
dyuγ−1du.
Using this and the fact that X has stationary increments, by Lemma 5.2 for all
λ′j > λj , 1 ≤ j ≤ m, we get that
ηγ = E[‖X(t)−X(s)‖
−γ] ≤ c
∫
Rm
‖x‖γ−m exp
(
− c
m∑
j=1
∣∣τE(t− s)λ′j |xj|∣∣α)dx
= cτE(t− s)
−
∑m
j=1 λ
′
j
∫
Rm
[ m∑
j=1
(
τE(t− s)
−λ′jyj
)2] γ−m
2
exp
(
− c
m∑
j=1
|yj|
α
)
dy1 . . . dym
= cτE(t− s)
−
∑m
j=1 λ
′
j+(m−γ)λ
′
m
×
∫
Rm
[
y2m +
m−1∑
j=1
(
τE(t− s)
λm−λ′jyj
)2] γ−m
2
exp
(
− c
m∑
j=1
|yj|
α
)
dym . . . dy1.
From the proof of [40, Theorem 3.1] we immediately get that
ηγ ≤ cτE(t− s)
−
∑m−k
j=1 (λ
′
m−k−λ
′
j)−γλ
′
m−k
for all 0 ≤ k ≤ m− 1 as soon as m− k − 1 < γ < m− k or, equivalently,
ηγ ≤ cτE(t− s)
−
∑k
j=1(λ
′
k
−λ′j)−γλ
′
k
for all 1 ≤ k ≤ m as soon as k − 1 < γ < k. Since, for all 1 ≤ k ≤ m, the integral∫
[0,1]d×[0,1]d
τE(t− s)
−
∑k
j=1(λ
′
k
−λ′j)−γλ
′
kdtds
is shown to be finite in [33] for all
0 < γ < min
{
m,
∑p
j=1 ajµj +
∑k
i=1(λ
′
k − λ
′
i)
λ′k
}
,
this proves (5.1) by letting λ′i → λi, 1 ≤ i ≤ m.
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It remains to prove the lower bound in (5.3). Again, by Frostman’s criterion, it
suffices to show that
Gγ =
∫
[0,1]d×[0,1]d
E
[(
‖x− y‖2 + ‖X(x)−X(y)‖2
)− γ
2
]
dxdy <∞
in order to obtain dimHGrX([0, 1]
d) ≥ γ almost surely. We do this by gener-
alizing the Fourier inversion method used in [6, 7], see also [4]. First note that,
since dimHGrX([0, 1]
d) ≥ dimHX([0, 1]
d) always holds, the case dimHX([0, 1]
d) <
m and the corresponding upper bound in (5.3) imply that dimHGrX([0, 1]
d) =
dimHX([0, 1]
d) almost surely. The dimension of the graph can be larger as the di-
mension of the range if dimHX([0, 1]
d) = m, so, in the following, let us assume that
γ > m. Furthermore, for all ξ ∈ Rm, let us define a function fγ(ξ) =
(
‖ξ‖2+1
)− γ
2 and
denote its Fourier transform by fˆγ. Since γ > m, we have that fˆγ ∈ L
∞(R) ∩ L1(R),
i.e. fˆγ belongs to the set of essentially bounded functions. Using this and Fourier
inversion, one easily gets that
ζγ = E
[(
‖s− t‖2 + ‖X(s)−X(t)‖2
)− γ
2
]
≤ c‖s− t‖−γ
∫
Rm
E
[
e
i〈y,X(t−s)
‖t−s‖
〉
]
dy.
From Lemma 5.2, we further obtain for all λ′j > λj , 1 ≤ j ≤ m,
ζγ ≤ c‖s− t‖
−γ
∫
Rm
exp
(
− c
m∑
j=1
∣∣τE(t− s)λ′j |yj|
‖s− t‖
∣∣α)dy
= c‖s− t‖m−γ
∫
Rm
exp
(
− c
m∑
j=1
∣∣τE(t− s)λ′j |xj|∣∣α)dx
= c‖s− t‖m−γτE(t− s)
−
∑m
j=1 λ
′
j .
The rest of the proof follows from the proof of [33, Theorem 4.1]. Finally, (5.2) and
(5.4) are easily verified, see [33, Lemma 4.2]. 
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