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Resumo
Neste trabalho apresentamos um estudo sobre identidades polinomiais e polinômios cen-
trais graduados em álgebras associativas, bem como identidades com traço em álgebras
não associativas. Mais precisamente estudamos uma propriedade de polinômios centrais
graduados análoga à de MnpKq, sobre um corpo infinito K de característica diferente de
dois, estabelecida por Regev e determinamos em quais das graduações elementares com
componente neutra comutativa e n-uplas distintas satisfazem tal propriedade, nomeando-a
de graduação produto cruzado. Além disso consideremos MnpRq, onde R admite uma
graduação regular, de modo que MnpKq seja uma subálgebra homogênea. Fornecemos
condições suficientes — satisfeitas por MnpEq com a sua graduação trivial — com o
objetivo de provar que MnpRq herda a propriedade de primalidade de MnpKq. Também
provamos que as álgebras Ma,bpEq satisfazem essa propriedade para polinômios centrais.
Estes resultados foram publicados em [33]. Estudamos também as álgebras de divisão reais
simples de dimensão finita graduadas por um grupos finito G, descrevendo uma base finita
para o TG-ideal das identidades graduadas e para o TG-espaço dos polinômios centrais
graduados para tais álgebras reais. Esses resultados estão no artigo [34] e estão aceitos
para publicação. Por fim, considerando K um corpo de característica zero, provamos que
uma álgebra de Jordan com traço pode ser mergulhada em uma álgebra de Jordan de um
forma bilinear sobre uma álgebra comutativa e associativa C (denotada por BnpCq) se, e
somente se, ela satisfaz todas as identidades com traço da álgebra de Jordan BnpKq. Esses
resultados são novos, e serão submetidos para publicação.
Palavras-chave: álgebra verbalmente prima. polinômios centrais. identidade com traço.
Abstract
In this thesis we study graded polynomial identities and central polynomials in associative
algebras, as well as trace identities for non-associative algebras. Namely we consider the
primality property for MnpKq, when K is an infinite field of characteristic different from
2, established by Regev. We determine, among the elementary gradings with commutative
neutral component, the ones that satisfy this property, namely the crossed product gradings.
Next we consider MnpRq, where R admits a regular grading, equipped with a grading such
that MnpKq is a homogeneous subalgebra. We provide sufficient conditions — satisfied by
MnpEq with the trivial grading — to prove that MnpRq satisfies the primeness property
whenever MnpKq does. We also prove that the algebras Ma,bpEq satisfy this property for
ordinary central polynomials. These results were published in [33]. We also study finite
dimensional real algebras with a division grading by a finite abelian group G, and we
provide finite basis for the TG-ideal of graded identities and for the TG-space of graded
central polynomials for such real algebras. These results are contained in the article [34]
and they are accepted for publication. Finally, over a field K of characteristic 0, we prove
that a Jordan algebra J with trace can be realized as a Jordan algebra of a bilinear form
over a commutative and associative algebra C (denoted by BnpCq) if and only if it satisfies
all trace identities of the Jordan algebra of a bilinear form BnpKq. These results are new
and will be submitted for publication.
Keywords: verbally prime algebras. central polynomials. trace identities.
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Introdução
A área da matemática na qual se insere esta tese é a álgebra, mais especifica-
mente a teoria das Álgebras com Identidades Polinomiais, ou PI-teoria (do inglês Polynomial
Identities) que é uma parte importante da teoria de anéis. Um polinômio fpx1, . . . , xnq,
nas variáveis não comutativas x1,. . . , xn e com coeficientes num corpo K, é uma identidade
para a K-álgebra A se para quaisquer a1,. . . , an P A tem-se fpa1, . . . , anq  0 em A. Se
existir um polinômio f  0 com esta propriedade para a álgebra A então A é chamada
PI-álgebra, e f é uma identidade polinomial para A. A classe das PI-álgebras é ampla e
engloba as álgebras comutativas, as de dimensão finita, as álgebras nil e as nilpotentes,
entre outras. Além disso, o produto tensorial entre duas PI-álgebras, as subálgebras, as
imagens homomórficas e o produto direto finito entre PI-álgebras são também álgebras
com identidades polinomiais.
Atualmente esta teoria é uma área da álgebra bem desenvolvida e em expansão
rápida. São três as principais linhas de pesquisa sobre PI-álgebras. A primeira (e a mais
clássica) estuda as propriedades de uma álgebra (ou um anel) sabendo-se que ela satisfaz
alguma identidade polinomial. Em outras palavras, “o que podemos dizer sobre a estrutura
de PI-álgebra?”. A segunda linha representa-se por pesquisas sobre as classes de álgebras
que satisfazem um dado sistema de identidades polinomiais (essas classes são chamadas de
variedades de álgebras). A terceira estuda as identidades polinomiais satisfeitas por uma
álgebra “interessante”. Gostaríamos de deixar claro que tal divisão não é única e definitiva,
e que os problemas na PI-teoria, na maioria das vezes, estão interligados. Ainda mais,
pesquisas em PI-teoria utilizam métodos e técnicas provenientes de outras áreas da Álgebra
(estrutura de anéis, representações de álgebras, álgebras graduadas, ações de grupos, para
citar algumas), da Combinatória, da teoria de representações de grupos (especialmente
dos grupos simétrico e geral linear), da álgebra linear, da teoria de invariantes, e outras
áreas da Matemática. Uma discussão mais detalhada sobre o desenvolvimento da PI-teoria
pode ser encontrada, por exemplo, em [36,39,43,82,97].
O início do estudo dessa teoria deu-se por volta de 1930, com os trabalhos de
Dehn [26] e Wagner [95]. Nesses trabalhos pioneiros aparecem, embora implícito, algumas
identidades polinomiais para a álgebra das matrizes de ordem 2. De forma explicita,
podemos destacar o trabalho de Kaplansky em 1948 no artigo [55] no qual demonstrou
que qualquer PI-álgebra primitiva é central simples e de dimensão finita sobre seu centro;
o resultado ficou conhecido como “O Teorema de Kaplansky”. Naquele trabalho o autor
introduziu o termo identidade polinomial. Dois anos mais tarde, em [6], Amitsur e Levitzki
provaram, usando métodos puramente combinatórios, que o polinômio standard de grau 2k
é uma identidade de grau mínimo para a álgebra das matrizes k k, um resultado clássico
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e de grande importância para o desenvolvimento da teoria das PI-álgebras. No mesmo
ano Specht, em [89], levantou um problema que viria a ser conhecido como “O problema
de Specht”, questionando se toda álgebra associativa, sobre um corpo de característica
zero, possui base finita para o ideal de suas identidades polinomiais. Este passou a ser um
problema central na teoria, motivando boa parte do seu desenvolvimento. O problema de
Specht pode ser enunciado de outras maneiras equivalentes. Uma delas é se todo ideal de
identidades polinomiais na álgebra associativa livre é finitamente gerado como ideal de
identidades. Observamos que tal forma do problema de Specht se assemelha à propriedade
Noetheriana da álgebra dos polinômios comutativos nas variáveis x1, . . . , xn. Outra forma
do problema de Specht é se toda cadeia ascendente de ideais de identidades estabiliza.
Em [57,58], Kemer apresentou uma solução positiva para o problema proposto
por Specht para as álgebras associativas em característica 0. Contudo não foi mostrado
como determinar tal base finita para cada PI álgebra, e portanto o problema da descrição
das identidades de uma dada álgebra associativa sobre um corpo de característica zero
ainda está em aberto. Este último problema tem sido resolvido apenas para alguns casos
particulares até o momento. Com a finalidade de resolver o problema de Specht, Kemer
desenvolveu a estrutura dos ideais de identidades de álgebras associativas (chamados
de T -ideais ou ideais verbais), em característica 0. Kemer relacionou o T -ideal de uma
álgebra associativa com os T -ideais que satisfazem a condição: sempre que fpx1, . . . , xrq e
gpxr 1, . . . , xsq são polinômios em conjuntos disjuntos de variáveis tais que f  g está no
T -ideal então f ou g também está no T -ideal. Tais T -ideais são chamados de verbalmente
primos (ou T -primos). Kemer mostrou ainda que os T -ideais T -primos não triviais são
apenas os ideais de identidades das álgebras matriciais MnpKq, e das álgebras MnpEq e
Ma,bpEq. Esta última e uma subálgebra de Ma bpEq composta pelas matrizes em blocos
a  a e b  b na diagonal, cujas entradas estão no centro de E, e as demais entradas
estão na parte “anticomutativa” de E, aqui E é a álgebra de Grassmann de um espaço
vetorial de dimensão infinita. Recordamos aqui que essas álgebras são obtidas, como sendo
os respectivos envelopes de Grassmann, a partir da classificação das álgebras graduadas
simples, graduadas pelo grupo cíclico de ordem 2. Tal classificação foi dada por C. T.
C. Wall [96]. Recordamos ainda que o termo T -ideal verbalmente primo indica que os
respectivos T -ideais são “primos” mas apenas dentro da classe dos T -ideais. É conhecido,
que entre os T -ideais verbalmente primos apenas os T -ideais das álgebras MnpKq são
primos.
Outro conceito que merece destaque na PI-teoria por sua estreita relação com
as identidades polinomiais é o de polinômios centrais. Um polinômio fpx1, . . . , xnq é dito
central para uma álgebra A se resulta em elemento do centro de A quando avaliado em
quaisquer elementos dessa álgebra. Observe que as identidades polinomiais aparecem,
junto com os polinômios constantes, como exemplos mais simples, e são chamados polinô-
mios centrais triviais. Um dos problemas mais conhecidos da PI-teoria foi proposto por
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Kaplansky em [56] e perguntava se existiam polinômios centrais não triviais (isto é, não
identidades e sem termos constantes) para as álgebras matriciais MnpKq. Recordamos que
ainda na década de 30, foi observado que o polinômio rx, ys2 sempre assume valores do
centro da álgebra M2pKq. O problema de Kaplansky foi resolvido de maneira afirmativa
simultaneamente por Formanek [42] e Razmyslov [73], por volta de 1972–1973. A existência
de polinômios centrais para MnpKq tornou-se um fator decisivo para o desenvolvimento
da PI-teoria. Possibilitou ainda o uso de métodos da álgebra comutativa e da teoria de
invariantes para a resolução de problemas de importância. A existência de polinômios
centrais para as álgebras MnpEq e Ma,bpEq foi demonstrada por Razmyslov em [76].
Os resultados de Formanek e de Razmyslov são construtivos. Eles exibiram
polinômios centrais concretos para a álgebra MnpKq. Por outro lado, pouco é conhecido
sobre o conjunto dos polinômios centrais para as álgebras citadas acima. Claramente os
polinômios centrais para alguma álgebra A, junto com as suas identidades polinomiais,
formam um espaço vetorial, denotado por CpAq, na álgebra livre que chamaremos de espaço
dos polinômios centrais. Este espaço vetorial é fechado por endomorfismos sendo chamados
de T -espaços. A bem de verdade, CpAq é fechado por produto, e deveríamos chamá-lo de
T -subálgebra. Recordamos aqui que há exemplos de T -espaços que não formam conjunto
dos polinômios centrais para nenhuma álgebra (basta escolher um espaço vetorial que é
fechado por endomorfismos mas que não seja uma subálgebra).
Voltando aos T -espaços dos polinômios centrais para as álgebras T -primas,
conhecem-se geradores desses em casos particulares. Em 2010, Brandão Jr., Koshlukov,
Krasilnikov e Silva [21] explicitaram tais geradores para o caso da álgebra de Grassmann
E quando o corpo base é infinito e de característica diferente de 2, e no caso de M2pKq,
Okhitin [67] exibiu o conjunto de geradores quando charK  0; posteriormente Koshlukov e
Colombo [23] generalizaram tal descrição para o caso do corpo ser infinito e de característica
diferente de 2. Nos dois últimos casos, os resultados foram baseados no fato que são
conhecidos geradores dos T -ideais das respectivas álgebras, ver [64] para a álgebra E,
e [77, Seção 41, Capítulo V] para M2pKq sobre o corpo de característica zero e mais tarde,
em [62], o resultado foi estendido para corpo infinito e de característica diferente de 2.
Recordamos aqui que bases das identidades das álgebras T -primas, exceto as triviais e as
mencionadas acima, são conhecidas apenas para M1,1pEq (em característica 0 somente,
ver [69]), portanto não há grande expectativa de podermos encontrar descrições completas
para os polinômios centrais das demais álgebras T -primas. Não é conhecido nem o grau
mínimo de polinômios centrais para as álgebras MnpKq em característica 0, se n ¥ 4.
Nas últimas décadas várias generalizações do conceito de identidade polinomial
têm sido estudadas tais como: identidades polinomiais graduadas, identidade polinomiais
com traço e identidades polinomiais com involução (ou -identidades), sendo as duas
primeiras objetos de estudo desta tese. Kemer utilizou identidades graduadas na sua teoria
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dos ideais de identidades em álgebras associativas (indicamos [59] para mais detalhes). As
identidades com traço foram estudadas com detalhes por Procesi em [71], e por Razmyslov
em [74]; como consequência dos resultados obtidos Razmyslov deu uma nova demonstração
do Teorema de Amitsur e Levitzki. Já as identidades polinomiais com involução têm
relação com as identidades polinomiais (ordinárias). Em [7], Amitsur demonstrou que uma
álgebra satisfazendo uma identidade com involução é uma PI-álgebra.
Em [75], Razmyslov relacionou os polinômios centrais para as álgebras matriciais
com as chamadas identidades fracas. Essas últimas são polinômios associativos que se
anulam quando avaliados sobre o subespaço sln das matrizes de traço 0. As identidades
fracas são ferramentas de importância no estudo das identidades em álgebras matriciais bem
como em álgebras não associativas mas ainda não muito longe das associativas: álgebras de
Lie, de Jordan, alternativas, entre outras. Ressaltamos que no mesmo trabalho Razmyslov
determinou bases finitas para a álgebra de Lie sl2pKq, bem como das identidades fracas do
par pM2pKq, sl2pKqq (tudo isso em característica 0). Podemos ainda citar a utilização das
identidades fracas em álgebras matriciais para a construção de polinômios centrais nessas
álgebras, veja [77, Seção 31, pág. 143]. Mais tarde, identidades fracas foram empregadas no
estudo das identidades em álgebras não associativas. Em 1985, Iltyakov [45] estabeleceu a
propriedade de base finita para a álgebra de Jordan de uma forma bilinear não degenerada
simétrica num espaço vetorial de dimensão finita (em característica 0), denotado por
BnpKq  K ` Vn. Em 1989, Vasilovsky [92] determinou uma base para as identidades de
sl2pKq no caso em que K é um corpo infinito qualquer de característica diferente de 2, e em
1991, de novo Vasilovsky [93] determinou bases explícitas para as identidades da álgebra
de Jordan BnpKq (com algumas restrições sobre a característica do corpo). Em 1987-1991,
Drensky e Koshlukov [37,38] e Koshlukov [61] estudaram a álgebra relativamente livre dessa
álgebra de Jordan. Além disso, em 2011, Koshlukov e Diniz [63] descreveram uma base
para as identidades polinomiais graduadas, por um grupo cíclico de ordem 2, novamente
para a álgebra BnpKq. Todos esses trabalhos fizeram uso sistemático de identidades fracas.
Nos trabalhos de Vasilovsky foi utilizada a teoria de invariantes do grupo ortogonal. Mais
tarde essas ideias foram desenvolvidas para a descrição de uma base finita das identidades
de M2pKq, sendo K um corpo infinito qualquer de característica diferente de 2, ver [62].
Podemos observar que descrições das identidades polinomiais satisfeitas por
álgebras de importância são conhecidas em poucos casos. Já foi comentado que as identida-
des de álgebras (associativas) simples são conhecidas somente para as matrizes de ordem 2
(e ainda com restrições sobre a característica do corpo). Portanto estudam-se outros tipos
de identidades polinomiais. Assim, as identidades com traço nas álgebras matriciais foram
estudadas e descritas independentemente por Procesi (veja [71]) e Razmyslov (veja [74]).
Esses estudos foram marcantes pois os métodos desenvolvidos por Procesi e por Razmyslov
em suas abordagens ao problema, são de grande importância na teoria de anéis. Assim,
Procesi começou o uso sistemático da teoria de invariantes em PI-álgebras, enquanto
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Razmyslov utilizou o conceito de identidades fracas, bem como aprofundou as várias apli-
cações das representações do grupo simétrico. Posteriormente, em 1991, Vasilovisky [94]
utilizou a teoria de invariantes do grupo ortogonal para descrever uma base para o T -ideal
das identidades com traço nas álgebras de Jordan de uma forma bilinear.
Nesta tese trataremos, entre outras coisas, de invariantes, bem como propriedade
dos polinômios centrais em álgebras T -primas, identidades com traço de álgebras não-
associativas e descrição de base do T -espaço dos polinômios centrais graduados de algumas
álgebras interessantes. A tese está organizada em quatro capítulos.
No primeiro capítulo serão introduzidos vários conceitos fundamentais para
o desenvolvimento do trabalho. Decidimos incluir as principais definições e noções da
PI-teoria para tornar a tese mais independente de outras fontes, mas para não exagerar
muito no volume do trabalho, optamos por omitir várias demonstrações “canônicas”
na PI-teoria. O leitor pode encontrar essas demonstrações nos livros [36, 39, 43, 50, 97].
Assim, introduzimos os conceitos de identidade polinomial, identidades multihomogêneas
e multilineares, discutimos a questão da estrutura das álgebras de Jordan centrais simples
de dimensão finita, bem como dos grupos algébricos lineares.
Já no segundo capítulo, faremos uso da propriedade de primalidade para
polinômios centrais de MnpKq estabelecida por Regev [78] em 1979, ou seja, se o produto
de dois polinômios em conjuntos disjuntos de variáveis é central, então cada um dos fatores
é também central. Em 2015, Diniz [31] estabeleceu um resultado análogo ao Teorema
de Regev, mas para as álgebras MnpEq e Ma,apEq. Os resultados demonstrados aqui
exigem que a característica do corpo seja zero. Um ano depois, Samoilov [83] provou a
propriedade para o caso de álgebras verbalmente primas, porém os polinômios deveriam
ser multilineares. A combinação desses resultados estabeleceu que, sobre um corpo de
característica zero, toda álgebra T -prima satisfaz a propriedade de primalidade para
polinômios centrais.
Considerando K um corpo infinito de característica diferente de 2, a Seção
2.2 do capítulo 2 dedica-se a estudar uma propriedade análoga à MnpKq, mas agora
para polinômios graduados. Determinaremos, dentro das classificações das graduações
elementares com componente neutra comutativa e n-uplas distintas, as que satisfazem esta
propriedade. Mais precisamente, no Teorema 2.2.10 nós provaremos que a álgebra MnpKq
munida de tal graduação satisfaz a propriedade de primalidade para polinômios centrais
graduados se, e somente se, a graduação é a graduação produto cruzado (ou seja, G tem
ordem n) e existe um homomorfismo não trivial GÑ K; tal graduação foi introduzida
por Aljadeff e Karasik em [3].
Além disso, os Teoremas 2.3.15 e 2.4.3, ambas no capítulo 2, estendem o
Teorema de Regev para as álgebras MnpEq e Ma,bpEq. No caso de MnpEq mostramos um
fato mais forte. Seja R uma álgebra graduada por um grupo abeliano H de modo que a
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graduação seja regular e considerando uma G-graduação de MnpRq de forma que MnpKq
e R sejam subálgebras homogêneas com R  pMnpRqq, provaremos que a propriedade de
primalidade transfere deMnpKq paraMnpRq. Como a álgebra de Grassmann E possui uma
graduação regular temos que MnpEq, munida da graduação trivial, satisfaz a propriedade
de primalidade. Já no caso de Ma,bpEq admitimos a sua graduação natural pelo grupo
cíclico de ordem 2. A prova de queMa,bpEq admite a propriedade (ver Teorema 2.4.3) segue
do fato de que se o produto de dois polinômios, f e g, em conjuntos disjuntos de variáveis
é central para Ma,bpEq então f sempre assume valores em pMa,bpEqqi, para um i fixo entre
0 ou 1, ver Lema 2.4.2. Observamos que as álgebras Ma,bpEq nem sempre satisfazem a
propriedade de primalidade para polinômios centrais graduados. Em característica positiva,
a descrição das álgebras verbalmente primas não é conhecida. Porém, sobre um corpo
de característica zero, nossos resultados junto com o Teorema de Regev, mostram de
modo alternativo ao que foi feito nos resultados anteriormente citados, que toda álgebra
verbalmente prima satisfaz a primalidade para os seus polinômios centrais.
Em 2016, considerando R uma álgebra munida de uma graduação regular por
um grupo abeliano finito H e o corpo base tendo característica zero, Diniz e de Melo [32]
conseguiram extrair informações sobre o TGH-ideal das identidades graduadas da álgebra
A bK R, conhecendo as identidades G-graduados de A. No Capítulo 3, conseguirmos
extrair informações análogas para o TGH-espaço dos polinômios centrais graduadas de
tais álgebras, veja Teorema 3.2.7.
Ainda no mesmo capítulo, conseguimos descrever bases para o espaço das
identidades e polinômios centrais graduados para as álgebras de divisão graduadas simples
e de dimensão finita sobre o corpo dos números reais. Em 2016, Bahturin e Zaicev [16], bem
como Rodrigo–Escudero [81], classificaram tais álgebras. Mais geralmente, as álgebras de
divisão graduadas reais de dimensão finita estão sendo atualmente estudadas e classificadas
por Bahturin e Zaicev [17]. Considerando a relação estabelecida por Bahturin e Diniz
em [14] entre algumas dessas álgebras graduadas com as álgebras regulares, temos como
objetivo principal deste capítulo determinar uma base finita para o TG-ideal das identidades
graduadas e para o TG-espaço dos polinômios centrais graduados para as álgebras de divisão
graduadas classificadas em [16, 17, 81]. Para obter êxito, devemos aplicar o resultado
principal para estas álgebras. Por outro lado, uma base para as álgebras com graduação
de Pauli regular é conhecida (basta observar o trabalho de Aljadeff, Haile e Natapov [1]),
porém nada é conhecido para as álgebras com graduações não regulares. Nosso Teorema
3.2.30 determina uma base para as identidades e polinômios centrais graduados nos casos
da graduação de Pauli não regular e para a álgebra real Ep, 2kq obteremos tal base no
Corolário 3.3.4. Podemos observar que tais resultados são independentes da demonstração
do resultado principal.
Por fim, é natural tentar estudar mergulhos de álgebra em algumas variedades.
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Sabe-se há muito tempo que as PI-álgebras não precisam ser imersos em MnpCq, a álgebra
das matrizes de ordem n sobre um anel comutativo C, para algum n. No entanto, surgiram
várias questões sobre se certas classes especiais de álgebras poderiam ser mergulhadas em
álgebras de Matrizes. Uma condição óbvia é que tais álgebras precisam satisfazer todas as
identidades de MnpKq, mas esta condição não é suficiente. Em 1970–1971, Amitsur [8] e
Small [88] produziram contra-exemplos para a última afirmação. Uma resposta completa
para o problema de mergulho anterior não é conhecida, porém Procesi [72] demonstrou que
o mergulho é válido na variedade das álgebras com traço que satisfazem a identidade de
Cayley-Hamilton de grau n. Em 1990, Berele [19] obteve um resultado análogo para o caso
das álgebras das matrizes com involução do primeiro tipo, ou seja, se uma álgebra com
traço e involução satisfaz as mesmas -identidades com traço das álgebras das matrizes de
ordem n com involução (simplética ou transposta), então existe um mergulho preservando
a aplicação traço e involução sobre a álgebra das matrizes com entradas em uma álgebra
comutativa. Ambos os resultados estão relacionados à teoria dos grupos algébricos lineares
e portanto considerar o corpo base sendo de característica zero é essencial.
Nosso objetivo principal no quarto capítulo é provar um resultado análogo ao
demonstrado por Procesi e por Berele, mas para a álgebra de Jordan BnpKq. Para este
fim nós consideraremos uma álgebra central simples de dimensão finita, denotada por A,
na classe das álgebras de Jordan com traço e o conjunto IdTrpAq de todas as identidades
com traço para a álgebra A. Tal conjunto é um T -ideal invariante por endomorfismo com
traço sobre a álgebra livre com traço. Seja R uma álgebra de Jordan munida de um traço,
dedicaremos a Seção 4.2 para demonstrar a existência de uma A-aplicação universal de
R, tal resultado é similar ao demonstrado por Amitsur [9]. Considerando uma conjectura
análoga à proposta por Iltyakov [46], alguns resultados conhecidos na teoria de álgebra
de Jordan e grupos algébricos semissimples, obtemos o seguinte resultado: Se R satisfaz
todas as identidades com traço de A, então existe uma álgebra comutativa e associativa S
de modo que R possa ser mergulhada em AbK S como K-álgebra. Como consequência
da teoria dos invariantes ortogonais (ver [25, Teorema 5.6]) e do resultado principal do
capítulo obtemos o seguinte teorema: Toda algebra que satisfaz as identidades com traço
de BnpKq pode ser mergulhada em BnpCq  BnpKq bC, para alguma álgebra comutativa
e associativa C, ver Teorema 4.4.3.
Os principais resultados desta tese podem ser encontrados nos artigos [33]
e [34] (o primeiro já publicado na revista Journal of Pure and Applied Algebra e
o segundo aceito para publicação na revista International Journal of Algebra and
Computation), esses resultados estão no Capítulo 2 e no Capítulo 3, respectivamente.
Já os resultados no Capítulo 4 são novos, e serão submetidos para publicação. Os resul-
tados desta tese foram obtidos em colaboração com os professores Plamen Koshlukov
(UNICAMP), Diogo Diniz (UFCG) e Sergio Mota (UESC).
20
1 Preliminares
Neste primeiro capítulo, temos como objetivo estabelecer notações, conceitos e
resultados básicos necessários para o desenvolvimento dos estudos dos demais capítulos
deste trabalho. Inicialmente falaremos sobre PI-álgebras, que é o nosso objeto fundamental.
Em todo o capítulo, K é um corpo qualquer, charK denotará a característica do corpo K
e, a menos que se diga o contrário, todas as álgebras e espaços vetoriais serão sobre K.
1.1 Álgebras
Definição 1.1.1. Define-se uma K-álgebra, ou simplesmente álgebra, como sendo um par
pA,q, onde A é um K-espaço vetorial e “” é uma operação em A que é uma aplicação
bilinear, ou seja,  : A AÑ A satisfaz:
(i) a pb  cq  a b  a c;
(ii) pa  bq c  a c  b c;
(iii) pλaq b  a pλbq  λpa bq,
para quaisquer a, b, c P A e λ P K.
Na definição acima, “” chama-se produto ou multiplicação. Em geral, denota-
remos a b, com a, b P A, simplesmente por ab. Definimos a1a2a3 como sendo pa1a2qa3 e,
indutivamente, a1a2    an1an como sendo pa1a2    an1qan, para a1, . . . , an P A. Dizemos
que um subconjunto B da álgebra A é uma base de A se B é uma base de A como espaço
vetorial e definimos a dimensão de A como sendo a dimensão de A como espaço vetorial,
denotado por dimK A.
Sejam a, b e c elementos de uma álgebra A, definimos o comutador de a e b,
denotado por ra, bs, o produto de Jordan de a e b, a  b e o associador entre a, b e
c, pa, b, cq, como sendo as operações
ra, bs  ab ba , a  b  pab  baq e pa, b, cq  pabqc apbcq,
respectivamente. De modo geral, definimos o comutador e produto de Jordan de
comprimento n como sendo
ra1, a2, . . . , ans  rra1, . . . , an1s, ans e pa1      an1  anq  pa1      an1q  an,
onde ai P A. Em outras palavras, a ausência de parênteses significa que esses estão
colocados da esquerda à direita (os produtos são normados à esquerda).
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Sendo A uma álgebra associativa, é fácil verificar que
rab, cs  arb, cs   ra, csb, para a, b, c P A. (1.1)
Fazendo indução sobre n podemos mostrar que:
ra1a2    an, cs 
n¸
i1
a1    ai1rai, csai 1    an, (1.2)
para cada ai, c P A.
Observação 1.1.2. Caso a característica do corpo seja diferente de 2, podemos definir o
produto de Jordan de a e b da seguinte forma:
a  b  p1{2qpab  baq.
Tal definição do produto de Jordan tem a vantagem que se A é uma álgebra associativa,
então os quadrados dos elementos (associativos e de Jordan) são os mesmos. Em outras
palavras, se a  b  ab  ba teremos a  a  2a2.
Definição 1.1.3. Uma álgebra A será dita:
(i) Associativa, se pa, b, cq  0 para quaisquer a, b, c P A;
(ii) Comutativa, se ra, bs  0, para quaisquer a, b P A;
(iii) Unitária (ou com unidade), se existir 1A P A tal que 1Aa  a1A  a, para todo
a P A;
(iv) Álgebra de Lie se valem a2  aa  0 e pabqc   pbcqa   pcaqb  0 (identidade de
Jacobi), para quaisquer a, b, c P A. Observe que a2  0 implica que ab  ba, para
quaisquer a, b P A. Dizemos que uma álgebra de Lie é abeliana se ab  0, para
quaisquer a, b P A.
(v) Álgebra de Jordan se for comutativa e valer pa2bqa  a2pbaq (identidade de
Jordan), para todo a, b P A, onde a2  aa. Observamos que a identidade de Jordan
pode ser escrita em termos do associador como sendo pa2, b, aq  0.
Sendo A uma álgebra unitária, identificaremos λ P K como sendo o elemento
λ1A de A e o corpo K como o subconjunto tλ1A | λ P Ku (o subespaço de A gerado pelo
elemento 1A). Apresentaremos agora alguns exemplos importantes de álgebras.
Exemplo 1.1.4. (Álgebra das matrizes) Sejam K um corpo e n P N. O espaço vetorial
MnpKq munido de seu produto usual é uma álgebra associativa com unidade (a matriz
identidade In). Destacamos nesta álgebra as matrizes elementares Eij, que possuem 1 na
entrada da i-ésima linha e j-ésima coluna e 0 nas demais. É fácil verificar que elas formam
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uma base para MnpKq. De modo geral, se A é uma álgebra, consideramos o espaço vetorial
MnpAq de todas as matrizes de ordem n com entradas em A. O produto de matrizes em
MnpAq é análogo ao produto de matrizes com entradas em K. Temos então uma estrutura
de álgebra em MnpAq.
Exemplo 1.1.5. (Álgebra de Grassmann) Sejam K um corpo de característica dife-
rente de 2, e V o espaço vetorial sobre K com base te1, e2, e3, . . .u. Definimos a álgebra de
Grassmann (ou álgebra exterior) de V , denotada por E  EpV q, como sendo a álgebra
associativa e unitária com base
t1, ei1ei2    eik | i1   i2   . . .   ik; k ¥ 1u,
através do produto induzido pela relação eiej  ejei, para quaisquer i, j P N. Destacamos
em E os subespaços:
E0  spanKt1E, ei1ei2    eim | m é par, i1   i2   . . .   imu
e
E1  spanKtei1ei2    eim | m é ímpar, i1   i2   . . .   imu.
Claramente, E  E0 ` E1. Uma vez que eiej  ejei, temos
pei1ei2    eimqpej1ej2    ejnq  p1qmnpej1ej2    ejnqpei1ei2    eimq,
para quaisquer m,n P N. Assim, podemos concluir que ax  xa para quaisquer a P E0 e
x P E, e xy  yx para quaisquer x, y P E1. Note que, se charK  2, então E é uma
álgebra comutativa.
Considere E 1 o subespaço de E gerado por
tei1ei2    eim | m P N, i1   i2   . . .   imu.
Temos que E 1, munido da operação de E, é uma álgebra chamada álgebra de Grassmann
sem unidade.
Exemplo 1.1.6. Seja A uma álgebra associativa. Para todo a, b P A, podemos definir o
comutador ra, bs no espaço vetorial associado a A, ao substituirmos o produto original em
A por essa nova multiplicação, denotaremos a nova álgebra por Apq. Além disso, podemos
também substituir o produto original em A pelo produto de Jordan a  b, denotando a nova
álgebra por Ap q. Observa-se que Apq e Ap q são álgebras de Lie e Jordan, respectivamente.
No caso da álgebra de Jordan exigimos que a característica do corpo seja diferente de 2,
iremos dedicar a Seção 1.7 para este tipo de álgebras.
Definição 1.1.7. Seja A uma álgebra. Dizemos que:
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(i) Um subespaço B de A é uma subálgebra de A, se é fechado com respeito a multi-
plicação, isto é, b1b2 P B para quaisquer b1, b2 P B;
(ii) Um subespaço I de A é um ideal (bilateral) de A se AI  I e IA  I, ou seja, se
ax, xa P I para quaisquer a P A e x P I.
Podemos definir ideais unilaterais. Um subespaço I é dito ideal à direita
(respectivamente à esquerda) se IA  I (respectivamente AI  I).
Exemplo 1.1.8. Considere a álgebra exterior E (Exemplo 1.1.5). Dado k P N, tomemos
o subespaço Ek de E gerado por
t1, ei1ei2    eil | 1 ¤ i1   i2        il ¤ ku.
Temos que Ek é uma subálgebra de E de dimensão 2k. A álgebra Ek é a álgebra de
Grassmann do espaço vetorial com base te1, e2, . . . , eku.
Exemplo 1.1.9. O subespaço UTnpKq de MnpKq formado por todas as matrizes triangula-
res superiores é uma subálgebra da álgebra associativaMnpKq. Pode ser deduzido facilmente
que este mesmo subespaço é uma subálgebra da álgebra de Lie MnpKqpq  glnpKq, bem
como uma subálgebra da álgebra de Jordan MnpKqp q.
O subespaço slnpKq que consiste das matrizes de traço 0 em MnpKq é uma
subálgebra de Lie de MnpKqpq. Por outro lado slnpKq não é subálgebra da álgebra associ-
ativa MnpKq (observe que o produto de duas matrizes de traço 0 não necessariamente terá
traço 0).
Analogamente, o subespaço das matrizes simétricas é uma subálgebra de Jordan
em MnpKqp q que não é subálgebra da álgebra associativa MnpKq (sabemos da álgebra
linear elementar que o produto de duas matrizes simétricas é de novo uma matriz simétrica
se e somente se as duas matrizes iniciais comutam).
Exemplo 1.1.10. (Centro de uma álgebra) Seja A uma álgebra. Podemos definir o
centro comutativo de A como sendo o conjunto
ZpAq  ta P A | ra, xs  0, para todo x P Au
e seu centro associativo dado por
NpAq  ta P A | pa, x, yq  px, a, yq  px, y, aq  0, para todo x, y P Au.
Assim, o conjunto
ZpAq  ZpAq XNpAq
é uma subálgebra de A chamada centro de A. Em particular, se A for associativa então
o conjunto ZpAq  ZpAq é o centro de A. Além disso, é fácil verificar que dado n P N,
ZpMnpKqq  tλIn | λ P Ku e que ZpEq  Ep0q.
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O próximo resultado nos permite obter uma estrutura de álgebra a partir de
um espaço vetorial.
Proposição 1.1.11. Sejam A um espaço vetorial e B uma base de A. Dada uma função
f : BB Ñ A, existe uma única aplicação bilinear  : AAÑ A tal que u1 u2  fpu1, u2q
para quaisquer u1, u2 P B.
Demonstração. Veja a prova em [36, Observação 1.1.2].
Assim, para definir uma estrutura de álgebra sobre um espaço vetorial A basta
definir o produto para os elementos de uma base B de A, uma vez que a soma e o produto
por escalar estão bem definidos no espaço vetorial e são constantes de estrutura. Uma
vez definido o produto, verifica-se que A é uma álgebra associativa se, e somente se,
pv1v2qv3  v1pv2v3q, para quaisquer v1, v2, v3 P B. Similarmente para o caso comutativo
ou unitário.
Exemplo 1.1.12. Seja G um grupo. Consideraremos o conjunto KG de todas as somas
formais
¸
gPG
αgg, onde αg P K e o conjunto tg P G | αg  0u é finito, aqui αgg é um
símbolo formal. Dizemos que
¸
gPG
αgg 
¸
gPG
βgg em KG se αg  βg para todo g P G. Além
disso definimos, em KG, a soma¸
gPG
αgg  
¸
gPG
βgg 
¸
gPG
pαg   βgqg
e o produto por escalar
λ
¸
gPG
αgg 
¸
gPG
pλαgqg, para todo λ P K.
Observe que KG munido dessas operações é um espaço vetorial com base G. Adotando
a notação multiplicativa em G e considerando no espaço vetorial KG o produto induzido
pela operação de G, pela proposição anterior, KG é uma álgebra associativa com unidade
chamada de álgebra de grupo. Observe que KG é comutativa se, e somente se, G é
abeliano.
Exemplo 1.1.13. (Produto tensorial de álgebras) Sejam A e B álgebras. Recor-
damos que o produto tensorial entre espaços vetoriais A e B, denotado por A bK B, é
o espaço vetorial gerado por ta bK b | a P A, b P Bu. Os elementos da forma a bK b são
chamados de tensores e satisfazem:
(i) pa1   a2q bK b  pa1 bK bq   pa2 bK bq;
(ii) abK pb1   b2q  pabK b1q   pabK b2q;
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(iii) λpabK bq  pλaq bK b  abK pλbq,
para quaisquer a1, a2, a P A, b1, b2, b P B e λ P K.
É um fato bastante conhecido que se B1 e B2 são bases de A e B, respectivamente,
então o conjunto tu bK v | u P B1, v P B2u é uma base do espaço vetorial A bK B e
dimKpA bK Bq  dimK A  dimK B. Mais geralmente, sejam tai | i P Iu e tbi | i P Iu
subconjuntos de vetores linearmente independentes de A e B, respectivamente, então o
conjunto tai bK bi | i P Iu é um subconjunto linearmente independente de AbK B. Além
disso, se V é um espaço vetorial e f : A  B Ñ V uma aplicação bilinear, então existe
uma única transformação linear Tf : A bK B Ñ V satisfazendo Tf pa bK bq  fpa, bq
(propriedade universal do produto tensorial), para maiores detalhes ver [24, Capítulo II,
Seção 12].
Para definir uma estrutura de álgebra em AbK B, fixamos bases B1 e B2 de A
e B, respectivamente, e definimos o produto da forma pu1bK v1qpu2bK v2q  u1u2bK v1v2,
para todo u1, u2 P B1 e v1, v2 P B2. Da Proposição 1.1.11 temos que se A e B são álgebras
associativas (comutativas) então AbK B, munido deste produto, é uma álgebra associativa
(comutativa). Caso A e B tenham unidade, então 1A bK 1B é a unidade para a álgebra
AbK B.
A seguir faremos duas observações importantes sobre o exemplo anterior.
Observação 1.1.14. (Tensor não nulo) Sejam V e W espaços vetoriais, v0 P V e
w0 P W vetores não nulos. Então v0 bK w0 é um vetor não nulo em V bK W .
Observação 1.1.15. (Centro de uma álgebra tensorial) Sejam A e B álgebras
unitárias, então ZpAbK Bq  ZpAqbK ZpBq. De fato, como ZpAqbK ZpBq está contido
em ZpAbK Bq, então resta mostrar a inclusão contrária. Seja α P ZpAbK Bq não nulo,
então existem a1, . . . , an P A não nulos, e b1, . . . , bn P B linearmente independentes, tais
que α 
n¸
i1
ai bK bi. Dados x, y P A, temos que
pα, pxbK 1Bq, py bK 1Bqq  ppxbK 1Bq, α, py bK 1Bqq  ppxbK 1Bq, py bK 1Bq, αq  0
e rα, px bK 1Bqs  0. Segue que pai, x, yq  px, ai, yq  px, y, aiq  rai, xs  0, ou seja,
ai P ZpAq, para todo i  1, . . . , n. Como α P ZpAq bK B, existem z1, . . . , zm P ZpAq,
linearmente independentes, e b11, . . . , b1m P B não nulos tais que α 
m¸
i1
zi bK b1i. Fazendo
procedimento análogo ao que foi feito anteriormente, concluímos que b11, . . . , b1m P ZpBq.
Isto termina a demonstração.
Definição 1.1.16. Sejam A uma álgebra e S um subconjunto não vazio de A. Definimos:
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(i) Subálgebra de A gerada por S, denotada por xSyK , como sendo a interseção de
todas as subálgebras de A que contêm S (ou S Y t1Au, caso A seja unitária).
(ii) Ideal de A gerado por S, denotado por pSq, como sendo a interseção de todos os
ideais de A que contêm S.
Claramente, da definição anterior, xSyK é a menor subálgebra de A que contém
S, assim como o ideal de A gerado por S. Sendo A uma álgebra, dizemos que S  A gera
A, como álgebra, ou é um conjunto gerador para a álgebra A, se xSyK  A. Além disso,
A é dita uma álgebra finitamente gerada se existe S  A finito tal que xSyK  A.
Observação 1.1.17. Sendo A uma álgebra associativa unitária e S um subconjunto não
vazio de A, não é difícil mostrar que xSyK coincide com o subespaço de A gerado por
t1, s1s2    sn | n P N, si P Su e o ideal de A gerado por S coincide com o subespaço de A
gerado por tasb | a, b P A, s P Su.
Sejam A uma álgebra e I um ideal de A. Denotaremos, como usualmente,
por A{I a Álgebra Quociente de A por I. Para cada a P A, denotaremos o elemento
correspondente em A{I por a¯ ou a  I.
Definição 1.1.18. Sejam A e B duas álgebras. Dizemos que uma transformação linear
ϕ : AÑ B é um homomorfismo de álgebras, se ϕpa1a2q  ϕpa1qϕpa2q, para quaisquer
a1, a2 P A. Se A e B possuem unidade, exigimos que ϕp1Aq  1B.
Chamamos ϕ de monomorfismo (ou mergulho) se ϕ é um homomorfismo
injetivo, de epimorfismo se ϕ é um homomorfismo sobrejetivo, e de isomorfismo se ϕ
é um homomorfismo biunívoco. Dizemos que ϕ é um endomorfismo de A, se ϕ é um
homomorfismo de A em A e um automorfismo de A se ϕ é um endomorfismo biunívoco
de A. Denotamos por EndKpAq e AutKpAq o conjunto dos endomorfismos e automorfismos,
respectivamente, da álgebra A. Quando existe um isomorfismo ϕ : AÑ B, dizemos que as
álgebras A e B são isomorfas e denotamos por A  B.
Seja ϕ : A Ñ B um homomorfismo de álgebras. Denotamos o núcleo de ϕ
por Kerϕ  ta P A | ϕpaq  0u e a imagem de ϕ por Imϕ  tϕpaq | a P Au. É de fácil
verificação que Kerϕ é um ideal de A e a Imϕ é uma subálgebra de B.
Apresentaremos a seguir alguns exemplos importantes de homomorfismos.
Exemplo 1.1.19. Sejam A uma álgebra e I um ideal de A. A aplicação pi : A Ñ A{I,
definida por pipaq  a I, é um epimorfismo de álgebras denominada projeção canônica.
Exemplo 1.1.20. Seja A uma álgebra associativa e unitária. Dizemos que um elemento
a P A é invertível se existe a1 P A tal que aa1  a1a  1. Vamos denotar por UpAq o
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conjunto dos elementos invertíveis de A, então UpAq é um grupo multiplicativo. Tomando
r P UpAq, podemos considerar a aplicação
Intr : A Ñ A
x ÞÑ Intrpxq  rxr1.
É fácil verificar que esta aplicação é um automorfismo de A chamado de automorfismo
interno determinado por r.
Definição 1.1.21. Seja A uma álgebra com unidade. Dizemos que A é uma álgebra com
divisão se UpAq  Azt0u.
Exemplo 1.1.22. Seja R o corpo dos reais, então as R-álgebras R, C (corpo dos complexos)
e H (álgebra dos quatérnios reais) são exemplos de álgebras com divisão. A álgebra Rpxq
das funções racionais de uma variável x também é um exemplo de álgebra com divisão.
Esta última é comutativa, portanto é um corpo.
A determinação das álgebras com divisão e de dimensão finita sobre um corpo
algebricamente fechado é trivial, mais precisamente observamos os dois resultados a seguir.
Suas demonstrações podem ser encontradas em [53, pág. 452]
Teorema 1.1.23. Se K é algebricamente fechado e D é uma álgebra com divisão de
dimensão finita sobre K, então D  K
Teorema 1.1.24 (Teorema de Frobenius). As únicas álgebras associativas com divisão
reais de dimensão finita são, a menos de isomorfismo, o corpo dos reais, a álgebra dos
complexos e a dos quatérnios reais.
Daremos neste momento a definição e propriedades elementares de módulos
necessários para o entendimento do nosso trabalho.
Definição 1.1.25. Sejam A uma álgebra unitária e M um espaço vetorial sobre o corpo
K. Considere uma aplicação
 : AM Ñ M
pa,mq Ñ a m
que satisfaz as seguintes condições:
(i) pa1   a2q m  pa1 mq   pa2 mq;
(ii) a  pm1  m2q  pa m1q   pa m2q;
(iii) pλaq m  a  pλmq  λpa mq;
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(iv) a1  pa2 mq  pa1a2q m; e
(v) 1A m  m,
para quaisquer a, a1, a2 P A, m, m1, m2 P M e λ P K. Dizemos que M , munido dessa
aplicação, é um A-módulo à esquerda (ou módulo à esquerda sobre A). De modo similar
podemos definir um A-módulo à direita (ou módulo à direita sobre A).
Notação 1.1.26. Por simplicidade chamaremos um A-módulo à esquerda simplesmente
de A-módulo.
Exemplo 1.1.27. Sendo A uma álgebra unitária, pela definição de A-módulo temos que
A é um A-módulo, cuja a aplicação considerada é a sua própria multiplicação.
Exemplo 1.1.28. Sejam G um grupo, V um espaço vetorial e ϕ : G Ñ GLpV q um
homomorfismo de grupos, onde ϕpgq  ϕg. Considere o seguinte aplicação
 : KG V Ñ V
p
¸
gPG
λgg, vq Ñ
¸
gPG
λgg  v 
¸
gPG
λgϕgpvq.
Note que V , munido dessa aplicação, é um KG-módulo (ou simplesmente, G-módulo),
onde as condições da Definição 1.1.25 seguem do fato de que ϕ é um homomorfismo de
grupos e ϕg é linear, para cada g P G.
Definição 1.1.29. Sejam A uma álgebra e M um A-módulo. Definimos um submódulo
(ou A-submódulo) N de M como sendo um subespaço de M tal que a n P N para quaisquer
a P A e n P N .
Exemplo 1.1.30. Seja A uma álgebra. Considerando A como A-módulo; segue diretamente
da definição que os seus submódulos são exatamente os ideais à esquerda da álgebra A.
Definição 1.1.31. Sejam M1 e M2 módulos sobre uma álgebra A. Definimos um homo-
morfismo de A-módulos como sendo uma transformação linear ϕ : M1 ÑM2 tal que
ϕpa mq  a  ϕpmq para quaisquer a P A e m P M1. Se ϕ é biunívoca, dizemos que ϕ é
um isomorfismo de A-módulos.
Definição 1.1.32. Sejam A uma álgebra e M um A-módulo.
(i) Dizemos que M é simples (ou irredutível), como A-módulo, se seus únicos sub-
módulos são t0u e M .
(ii) Dizemos que M é completamente redutível (semissimples) como A-módulo,
se M pode ser decomposto como uma soma direta de submódulos irredutível.
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Da definição acima, temos que todo módulo irredutível é completamente redu-
tível. A unicidade, a menos de isomorfismo e ordenação, das componentes irredutíveis de
um módulo completamente redutível M é um resultado muito importante para alguns dos
exemplos apresentados no Capítulo 2 (ver Observação 2.2.11), mais precisamente temos o
seguinte resultado. Sua demonstração pode ser encontrada em [54, Seção, 3.4, pág. 115].
Teorema 1.1.33 (Teorema de Krull-Schmidt). Seja M um A-módulo de dimensão
finita tal que
M M1 `M2 `    `Mn  N1 `N2 `    `Nm,
para M1, M2,. . . , Mn, N1, N2, . . . , Nm submódulos irredutíveis de M . Então n  m e Mi
e Ni são isomorfos para todo i  1, 2, . . . , n (reordenando os Ni’s, se necessário).
Observamos que ele é válido numa situação mais geral que a enunciada aqui.
Uma afirmação equivalente à definição de módulo completamente redutível que utilizaremos
aqui será enunciada a seguinte.
Teorema 1.1.34. M é um A-módulo completamente redutível se, e somente se, para todo
submódulo N de M existir N 1 submódulo de M tal que M  N `N 1.
Demonstração. Ver [54, Seção 3.5, Theorem 3.10, pág. 121].
Seja A uma álgebra (não necessariamente associativa) sobre um corpo K. Dado
a P A, podemos considerar a multiplicação à direita Da (resp., à esquerda Ea) como sendo
a aplicação linear x Ñ xa (resp., x Ñ ax). Assim, podemos associa-lá a duas álgebras
associativas de transformações lineares:
(1) A álgebra das multiplicações M MpAq definida como sendo a subálgebra de
EndKpAq gerada por 1 e todos os Da e Ea, com a P A.
(2) O Centroide Γ  ΓpAq de A como sendo o centralizador de M em EndKpAq, ou
seja, γ P EndKpAq tal que γm  mγ, para todo m PM .
Evidentemente, para todo γ P Γ, tem-se rγ,Das  rγ,Eas  0, para todo a P A,
e vice-versa, logo
pabqγ  apγbq  paγqb, (1.3)
para todo a, b P A.
Lema 1.1.35. Se A2  A, então Γ é comutativo.
Demonstração. Para todo γ, δ P Γ e todo a, b P A tem-se
pabqγδ  papbγqqδ  paδqpbγq e
pabqδγ  ppaδqbqγ  paδqpbγq
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Consequentemente, abpδγγδq  0. Como A2  A, então todo c P A é da forma c 
¸
i
aibi.
Segue que cpδγ  γδq  0, para todo c P A não nulo, e portanto, δγ  γδ, para todo γ,
δ P Γ. Concluímos que Γ é comutativo.
Definição 1.1.36. Uma álgebra A é chamada de simples se 0 e A são os únicos ideais
de A e A2  0.
Observe que os ideais de uma álgebra A são exatamente os subespaços invari-
antes pela multiplicação à esquerda e à direita. Assim, A é simples se, e somente se, M
é uma álgebra irredutível de transformações lineares, irredutível no sentido que não há
subespaço não trivial m-invariante para todo m PM . Se x P A, então o menor subespaço
M -invariante contendo x é Mx. Portanto,
Lema 1.1.37. A é uma álgebra simples (não necessariamente associativa) se, e somente
se, A2  0 e Mx  A para todo x  0.
Lema 1.1.38 (Lema de Schur). Seja R uma álgebra. Se N é um R-módulo irredutível,
então EndRpNq é um anel de divisão.
Assim, considerando a álgebra A simples e M a álgebra irredutível de transfor-
mação lineares, podemos ver A comoM -módulo irredutível (pela multiplicaçãoma  mpaq,
para todo m PM e todo a P A). Do Lema de Schur temos que
EndMpAq  tγ P EndKA | γm  mγ, para todo m PMu  Γ,
ou seja, Γ é um anel de divisão. Como consequência temos o seguinte resultado.
Teorema 1.1.39. O centroide Γ de uma álgebra simples é um corpo.
Definição 1.1.40. Uma álgebra A é dita central, se seu centroide Γ coincide com o
corpo base.
Dadas uma álgebra A sobre K e uma extensão qualquer F do corpo K,
escreveremos AF  AbK F para indicar a F -álgebra obtida de A por extensão de
escalares para F . Claramente, se A é simples com centroide Γ, então AΓ é central simples
sobre o corpo Γ. Consideraremos a questão de extensão do corpo base de uma álgebra
não-associativa simples. A seguir enunciaremos um resultado fundamental desta conexão
de definições cuja demonstração pode ser encontrada em [51, Teorema 3, pag. 292].
Teorema 1.1.41. Seja A uma álgebra (não necessariamente associativa) sobre um corpo
K e F uma extensão qualquer do corpo K. Então A é central simples se, e somente se,
AF é simples, para toda extensão F de K.
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Enunciaremos um importante resultado provado por Weedderburn para o caso
de álgebras simples de dimensão finita. Posteriormente Artin estendeu o mesmo para anéis
artinianos simples e assim o resultado ficou conhecido como o “Teorema de Wedderburn e
Artin”.
Teorema 1.1.42 (Wedderburn). Seja A um álgebra simples de dimensão finita. Então A
é isomorfa aMnpDq, onde D é um anel de divisão. Caso o corpo base K seja algebricamente
fechado, então A é isomorfa à álgebra de matrizes MnpKq para algum n.
Demonstração. Ver por exemplo [85, Corolário 1.6, pág. 282].
Por fim, o resultado final desta seção é uma consequência imediata do Teorema
de Skolem-Noether, cuja demonstração pode ser encontrada em [85, Teorema 4.2, pág 291].
Proposição 1.1.43. Se A é uma álgebra associativa central simples de dimensão finita,
então todo automorfismo de A é interno.
1.2 Álgebras Graduadas
Nesta seção apresentaremos os conceitos de álgebras graduadas que serão
fundamentais para nossos estudos nos Capítulos 2 e 3. Em todo texto G denotará um
grupo abeliano com elemento neutro .
Definição 1.2.1. Dizemos que uma álgebra A é G-graduada se existe uma família de
subespaços tAg | g P Gu de A tais que
A à
gPG
Ag e AgAh  Agh,
para quaisquer g, h P G.
Na definição anterior, o subespaço Ag é chamado de componente homogênea
de grau g e os seus elementos de elementos homogêneos de grau g. Um subespaço
V de A é homogêneo (ou graduado) se
V à
gPG
pV X Agq.
Em particular, podemos considerar subálgebra homogênea e ideal homogêneo. Além disso,
o suporte de uma álgebra G-graduada, denotado por suppG A (ou simplesmente por
supp A), é definido como sendo o conjunto tg P G | Ag  0u. Similarmente, podemos
definir o suporte de qualquer subespaço homogêneo em A.
Exemplo 1.2.2. Toda álgebra A admite uma G-graduação, basta considerar A  A e
Ag  t0u para todo g P Gztu. Esta graduação é chamada trivial.
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Exemplo 1.2.3. A álgebra de Grassmann E possui uma Z2-graduação natural definida
por E  E0`E1, onde E0 e E1 são os subespaços do Exemplo 1.1.5. Além disso, a álgebra
de Grassmann Ek de dimensão 2k (veja exemplo 1.1.8) também possui uma Z2-graduação
natural induzida por E de maneira que pEkq0  Ek X E0 e pEkq1  Ek X E1.
Observamos aqui que a álgebra de Grassmann possui outras graduações com o
grupo Z2. As graduações onde o espaço V gerado pelos vetores e1, e2, . . . , é homogêneo,
são bem conhecidas (ver, por exemplo, [29]). Mas no caso geral não se tem ainda uma
descrição, exceto quando dim V   8 (ver [65]).
Exemplo 1.2.4. Sejam A  `gPGAg e B  `hPHBh álgebras graduadas pelos grupos
G e H, respectivamente. O produto tensorial A bK B possui uma G  H-graduação
natural A bK B  `pg,hqPGHpA bK Bqpg,hq cujo os seus componentes homogêneos são
dados por pA bK Bqpg,hq  Ag bK Bh. Em geral, dados grupos G1, G2, . . . , Gm e uma
álgebra Gk-graduada Rk, para cada k  1, . . . , m, podemos definir o produto tensorial
de álgebras R1 bK R2 bK    bK Rm graduado pelo grupo G  G1  G2      Gm,
chamado de graduação produto tensorial, cujos componentes homogêneos são dados
pelos conjuntos
Rpg1,g2,...,gmq  pR1qg1 bK pR2qg2 bK    bK pRmqgm ,
onde gk P Gk, para cada k  1, 2, . . . ,m.
Exemplo 1.2.5. Introduzimos no Exemplo 1.1.4 a notação da álgebra das matrizes de
ordem n sobre um corpo K, denotado por M MnpKq. Assim, para cada γ P Zn tomemos
o subespaço Mγ  xEij | j  i  γy. Além disso, para cada k P Z, tomemos
Mk 
#
t0u , se |k| ¥ n
xEij | j  i  ky , se |k|   n
.
É fácil observar que M0¯ M0 é exatamente o conjunto das matrizes diagonais e do fato
que o conjunto tEij | 1 ¤ i, j ¤ nu forma uma base para M , temos que as decomposições
M  à
γPZn
Mγ 
à
kPZ
Mk
definem uma Zn-graduação e uma Z-graduação, respectivamente, em MnpKq. Ademais,
sejam a, b P Z tais que a  b  n, podemos considerar uma Z2-graduação em MnpKq dada
por
M0 

A 0
0 D

e M1 

0 B
C 0

.
Aqui A PMapKq, D PMbpKq e B, C são blocos de matrizes a b e ba, respectivamente,
com entradas em K.
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A Zn-graduação sobre MnpKq no exemplo anterior é chamada de Graduação
de Vasilovsky de MnpKq, esse é um exemplo particular de uma graduação chamada de
elementar sobre as álgebras das matrizes que definiremos a seguir. Tal graduação, no
caso das matrizes de ordem 2, foi introduzida por Di Vincenzo [27].
Definição 1.2.6. Seja g  pg1, . . . , gnq uma n-upla de elementos em G. A decomposição
MnpKq  `gPGpMnpKqqg, (1.4)
onde pMnpKqqg é o subespaço gerado pelas matrizes elementares Eij tais que g1i gj  g,
é uma graduação por G de MnpKq chamada graduação elementar induzida pela
n-upla g.
Observação 1.2.7. É óbvio que a n-upla pg1, . . . , gnq para uma dada graduação elementar
não é única. Por exemplo a n-upla pgg1, . . . , ggnq define a mesma graduação, para todo
g P G.
Exemplo 1.2.8. Seja K um corpo contendo uma n-ésima raiz primitiva da unidade,
denotada por ε. Considere as duas matrizes de ordem n
A 

εn1 0 . . . 0
0 εn2 . . . 0
... ... . . . ...
0 0 . . . 1
 e B 

0 1 0 . . . 0
0 0 1 . . . 0
... ... ... . . . ...
0 0 0 . . . 1
1 0 0 . . . 0

.
Então A e B satisfazem as relações
AB  εBA,An  Bn  In, (1.5)
onde In é a matriz identidade de ordem n. É de fácil verificação que as matrizes AiBj,
1 ¤ i, j ¤ n, são linearmente independentes sobre K. Como são n2 matrizes dessa forma,
temos que elas formam uma base para MnpKq. Agora considere o grupo G  paqn pbqn 
Zn  Zn, o produto direto de dois grupos cíclicos de ordem n e para g  aibj, denote por
pMnpKqqg o espaço unidimensional spanKtAiBju. Da relação (1.5) segue que
pAiBjqpArBsq  εisrjpArBsqpAiBjq,
então,
MnpKq 
à
gPG
pMnpKqqg (1.6)
é uma G-graduação de MnpKq chamada graduação de Pauli.
Definição 1.2.9. Seja A uma álgebra G-graduada tal que A  `gPGAg. A graduação é
chamada de fina se para qualquer g P G temos dimKAg ¤ 1.
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Observação 1.2.10. A graduação de Pauli de MnpKq é um exemplo de graduação fina.
Agora iremos enunciar um resultado de [15] que identifica qualquer graduação
sobre uma álgebra de matrizes pelo grupo G, sobre um corpo algebricamente fechado. Mas
antes disso precisaremos definir o que é um isomorfismo G-graduado.
Definição 1.2.11. Sejam A e B álgebras G-graduadas. Uma aplicação ϕ : AÑ B é cha-
mada homomorfismo G-graduado, se ϕ é um homomorfismo que satisfaz ϕpAgq  Bg
para todo g P G. De modo análogo, definimos isomorfismo, endomorfismo e automorfismo
G-graduado.
Teorema 1.2.12. [15, Teoremas 6 e 8] Sejam K um corpo algebricamente fechado e
MnpKq  `gPGpMnpKqqg a álgebra das matrizes munida de uma graduação por um grupo
abeliano G. Então existem uma decomposição n  tq, um subgrupo H de G, e uma q-upla
g  pg1, . . . , gqq de elementos de G tais que MnpKq seja isomorfa a MtpKq bK MqpKq
como álgebras G-graduadas. Aqui MtpKq é uma álgebra H-graduada com uma graduação
fina e MqpKq tem uma graduação elementar induzida pela q-upla g. Além disso, a escolha
do subgrupo H é de tal maneira que dimppMtpKqqhq  1 para todo h P H. Então o
grupo H  H1     Hk, com Hi  Zti  Zti, para i  1, . . . , k, e MtpKq é isomorfo a
Mt1 bK    bKMtk , onde Mtj MtjpKq é uma álgebra com graduação de Pauli pelo grupo
Hj.
Corolário 1.2.13. [15, Corolário 10] Seja MnpKq graduada por um grupo finito G
cuja ordem não é divisível por um quadrado. Então qualquer graduação sobre MnpKq é
elementar.
A seguir enunciaremos dois resultados elementares porém bastantes úteis. O
primeiro é uma caracterização das subálgebras homogêneas e o segundo é sobre a álgebra
quociente por um ideal homogêneo, ambos de uma álgebra G-graduada. Ambos resultados
são bem conhecidos, portanto omitiremos as demonstrações.
Lema 1.2.14. Sejam A uma álgebra G-graduada e B uma subálgebra de A. As seguintes
afirmações são equivalentes:
(i) B é subálgebra G-graduada de A;
(ii) As componentes homogêneas de cada elemento de B pertencem a B;
(iii) B é gerada por elementos homogêneos.
Proposição 1.2.15. Se I é um ideal homogêneo de uma álgebra G-graduada A então
A{I é uma álgebra G-graduada considerando suas componentes homogêneas da forma
pA{Iqg  ta  I | a P Agu, para cada g P G.
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A álgebra G-graduada A  `gPGAg é dita fortemente G-graduada se
AgAh  Agh, para todo g, h P G. Por exemplo, a álgebra de grupo A  KrGs é for-
temente G-graduada. Além disso, se A é fortemente G-graduada, então A{I também o
é, para todo ideal homogêneo I de A. O próximo resultado caracteriza esses tipos de
graduação.
Lema 1.2.16. R é uma álgebra fortemente G-graduada se, e somente se, 1 P RgRg1,
para todo g P G.
Demonstração. Ver [66, Proposição 1.1.1, pag. 2]
Definição 1.2.17. Seja G um grupo. Uma álgebra G-graduada A é chamada G-produto
cruzado se UpAq X Ag  H, para todo g P G.
Pelo Lema 1.2.16, toda álgebra G-produto cruzado é uma álgebra fortemente
G-graduada. A recíproca não é verdadeira, basta considerar uma Z2-graduação sobre
A M3pKq, definida por:
A0 
 K K 0K K 0
0 0 K
 e A1 
 0 0 K0 0 K
K K 0
.
Observe que A1A1  A0, uma vez que a base de A0 está contida em A1A1. Então A é
uma álgebra fortemente Z2-graduada, porém não é Z2-produto cruzado, já que não tem
elemento invertível em A1. Isso não contradiz o Lema 1.2.16, já que AgAg1 é soma de
produtos entre elementos homogêneos de grau g e g1.
Definição 1.2.18. Sejam Γ: A  `gPGAg e Γ1 : A  `hPHAh graduações de uma álgebra
A pelos grupos G e H, respectivamente. Dizemos que a graduação Γ1 é um coarsening
de Γ se para todo g P G existir h P H tal que Ag  Ah. Nestas condições também dizemos
que Γ é um refinamento de Γ1.
Observação 1.2.19. Se, para algum g P suppGA, existir h P H tal que a inclusão
definida acima seja estrita, dizemos que o refinamento ou coarsening é próprio. Além
disso, podemos definir uma ordem parcial “¨” da seguinte maneira: Dizemos que Γ1 ¨ Γ
se, e somente se, Γ1 é um coarsening de Γ. Neste caso, uma graduação que não admite
refinamento próprio é chamada de fina.
Exemplo 1.2.20. Sejam Γ: A  `gPGAg e Γ1 : A  `hPHAh graduações de A pelos grupos
G e H, respectivamente, tais que H  G{T para algum subgrupo T de G. Se Ag¯  `gPg¯Ag,
para todo g¯ P H, então Γ1 é um coarsening de Γ chamado fator graduado.
A próxima definição introduz a noção de álgebras regulares, consideradas por
Regev e Seeman em [79]. Tais álgebras serão utilizadas fortemente nos Capítulos 2 e 3,
para maiores detalhes ver [4, 13, 79].
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Definição 1.2.21. Seja R uma álgebra e ΓR : R  `hPHRh, uma graduação por um grupo
abeliano H. Dizemos que ΓR é uma graduação regular se existir um H-fator de comutação
(ou simplesmente fator de comutação) β : H H Ñ F tal que
(P1) Para todo n e toda n-upla ph1, . . . , hnq de elementos em H existem r1, . . . , rn, com
rj P Rhj , tais que r1    rn  0.
(P2) Para todos h1, h2 P H e todos ah1 P Ah1, ah2 P Ah2, temos
ah1ah2  βph1, h2qah2ah1 .
Neste caso, a álgebra R é dita regular se admitir uma graduação regular por um grupo
abeliano H. A H-graduação regular sobre R é minimal (ou não degenerada) se para
qualquer h   existir h1 tal que βph, h1q  1.
Observação 1.2.22. Na definição acima o fator de comutação β : H H Ñ F é um
bicaracter antissimétrico (ver [4, Observação 13]), isto é, para todo h0 P H as aplicações
h ÞÑ βph0, hq e h ÞÑ βph, h0q são caracteres do grupo H e βph2, h1q  βph1, h2q1 para
todos h1, h2 P H.
Exemplo 1.2.23. O exemplo mais imediato de álgebra regular é o corpo K. Considerando
uma Zn-graduação sobre o anel de polinômios em uma variável Krxs dada por
Krxs 
n1à
i0
Ai, onde Ai  xiKrxns, 0 ¤ i ¤ n 1,
é exemplo de uma álgebra que possui uma graduação regular que não é minimal. Já a
Z2-graduação natural da álgebra de Grassmann (Exemplo 1.1.5) e a graduação de Pauli de
a álgebra das matrizes (Exemplo 1.2.8) são regulares e minimais. Porém, a graduação de
MnpKq dada pelo grupo Zn (ver Exemplo 1.2.5) não é regular.
A próxima observação dará um modo de determinar o bicaracter do produto
tensorial entre duas álgebras regulares.
Observação 1.2.24. Sejam A, B álgebras cujas graduações regulares são dadas pelos
grupos abelianos G e H, respectivamente. O produto tensorial graduado de A bK B é
regular e o seu correspondente bicaracter βAbKB : pGHq  pGHq Ñ K é dado por
βAbKBppg1, g2q, ph1, h2qq  βApg1, g2qβBph1, h2q,
para todo g1, g2 P G e todo h1, h2 P H. Além disso, se A e B são álgebras regulares
minimais, então o produto tensorial AbK B também será regular e minimal, para maiores
detalhes ver [13, Proposição 2.1].
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Exemplo 1.2.25. Como aplicação da observação anterior, temos que as álgebras MnpEq
e E bK E possuem graduações regulares dadas pelos grupos pZn  Znq  Z2 e Z2  Z2,
respectivamente.
Seja β : H  H Ñ K o bicaracter associado à H-graduação regular de R.
Denote por
H 1  th1 P H | βph1, hq  1 , para todo h P Hu  H. (1.7)
É claro que H 1 é um subgrupo de H e Rh1  ZpRq para todo h1 P H 1. Consequentemente, o
bicaracter β sobreH induzirá um bicaracter β¯ sobre H¯  H{H 1. Além disso, a H¯-graduação
de R induzida pela sua H-graduação é regular e minimal.
Para finalizar está seção iremos definir o envelope de Grassmann, essa definição
será utilizada como suporte para os próximos capítulos. A partir de agora uma álgebra
Z2-graduada será chamada de superálgebra.
Definição 1.2.26. Seja A  A0 ` A1 uma superálgebra. O envelope de Grassmann
de A é a superálgebra
EpAq  EpbKA  pE0 bK A0q ` pE1 bK A1q.
Ressaltamos que no caso de álgebras não associativas a definição de superálgebra
exige mais que uma Z2-graduação. Mais precisamente, uma álgebra Z2-graduada é uma
superálgebra de Lie ou de Jordan, quando EpAq é uma álgebra de Lie, respectivamente de
Jordan.
Observação 1.2.27. O envelope de Grassmann de uma subálgebra A é uma subálgebra
do produto tensorial EbKA.
Exemplo 1.2.28. Considere a superálgebra para MnpKq dada no Exemplo 1.2.5, onde
n  a b. Podemos considerar o envelope de Grassmann deMnpKq como sendo a subálgebra
da álgebra Ma bpEq, denotado por Ma,bpEq, que consiste de matrizes da forma
A B
C D

,
onde A PMapE0q, D PMbpE0q e B, C são blocos com entradas em E1. Esta superálgebra
possui componentes homogêneas
pMa,bpEqq0 

A 0
0 D

e pMa,bpEqq1 

0 B
C 0

.
Agora, considere a álgebra S M2pKq e as matrizes de Sylvester abaixo:
A 

1 0
0 1

, B 

0 1
1 0

, C 

0 1
1 0

.
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Observe que A2  B2  I, AB  C  BA, portanto uma Z2  Z2-graduação de S pode
ser obtida considerando as componentes homogêneas
S  xI2y, Sa  xAy, Sb  xBy, Sc  xCy,
aqui c  ab e I2 é a matriz identidade, essa graduação é regular e minimal. Assim,
M1,1pEq  EpM2pKqq 

E0 E1
E1 E0

 E0I2 ` E0A` E1B ` E1C
é uma graduação regular minimal para o envelope de Grassmann EpM2pKqq.
Exemplo 1.2.29. Como aplicação do comentário anterior e da Observação 1.2.24, temos
que a álgebra Ma,apEq  M1,1pEq bK MapKq é regular minimal com a correspondente
graduação produto tensorial.
1.3 Álgebra Livre
Nesta seção construiremos as Álgebras Livres cuja importância está no fato de
serem os ambientes onde serão introduzidos os conceitos de identidades polinomiais e de
polinômios centrais utilizados em todo este trabalho. Começaremos com a definição de
Álgebras Livres.
Definição 1.3.1. Seja C uma classe de álgebras e F P C uma álgebra gerada por um
conjunto X  F . A álgebra F é dita livre na classe C, se ela satisfaz a seguinte propri-
edade universal: para cada álgebra A P C e cada aplicação h : X Ñ A existe um único
homomorfismo F Ñ A estendendo h. Neste caso, dizemos que F é a álgebra livre na
classe C livremente gerada pelo conjunto X. Além disso, a cardinalidade |X| do
conjunto X será chamada posto de F .
Exemplo 1.3.2. A álgebra unitária dos polinômios associativos e comutativos nas variáveis
x1, . . . , xn, denotada por Krx1, . . . , xns, é gerada pelo conjunto X  tx1, . . . , xnu. Seja A
uma álgebra associativa, comutativa e unitária. Dados a1, . . . , an elementos em A considere
a aplicação ϕ : X Ñ A definida por ϕpxiq  ai. O homomorfismo φ : Krx1, . . . , xns Ñ A
dado por φpfpx1, . . . , xnqq  fpa1, . . . , anq estende ϕ. Portanto, Krx1, . . . , xns é a álge-
bra livre livremente gerada pelo conjunto X na classe de todas as álgebras associativas,
comutativas e unitárias.
Agora construiremos uma álgebra livre na classe de todas as álgebras unitárias.
Seja X  txαu um conjunto enumerável arbitrário de variáveis não comutativas, adici-
onamos a este conjunto mais dois símbolos de parênteses “(” e “)”, ou seja, parênteses
à esquerda e à direita, e obtemos o conjunto X  X Y tp , qu. Considere todas as
possíveis sequências finitas de elementos do conjunto X. Duas sequências a1a2    am e
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b1b2    bn de elementos em X são ditas iguais se m  n e ai  bi para i  1, 2, . . . , m.
Definimos indutivamente o conjunto V rXs das sequências finitas de elementos sobre o
conjunto X que chamaremos de palavras não associativas de elementos do conjunto X.
Primeiro, todos os elementos do conjunto X pertencem a V rXs. Segundo, se x1, x2 P X e
u, v P V rXszX então as sequências x1x2, x1puq, pvqx2 e puqpvq também pertencem a V rXs.
Nenhuma outra sequência pertence a V rXs, por exemplo, a sequência px1px2x3qqx4 é uma
palavra não associativa de elementos do conjunto X  tx1, x2, x3, x4u, mas a sequência
px1px2x3qx4q não é. O número de elementos do conjunto X que aparece em uma palavra v
é chamado o comprimento da palavra não associativa v, e será denotado por degpvq.
Proposição 1.3.3. Seja v uma palavra não associativa de elementos de algum conjunto.
Então:
(i) O número de parênteses à esquerda em v é igual ao número de parênteses à direita;
(ii) Em qualquer subsequência inicial de v, o número de parênteses à esquerda não é
menor que o número de parênteses à direita.
Demonstração. [97, Proposição 1, pág. 2]
Definimos no conjunto V rXs uma operação binária, denotada por “”, de acordo
com as regras a seguir. Sejam x1, x2 P X e u, v P V rXszX. Definimos: x1  x2  x1x2;
x1  v  x1pvq; u  x2  puqx2; u  v  puqpvq.
Proposição 1.3.4. Toda palavra não associativa v com degpvq ¥ 2 tem uma única
representação como produto de duas palavras não associativas de comprimento menor.
Demonstração. [97, Proposição 2, pág. 2]
Consideramos agora o espaço vetorial KtXu cuja sua base seja o conjunto
V rXs, estendemos a multiplicação em V rXs para elementos de KtXu através da regra
p
¸
i
αiuiq  p
¸
j
βjvjq 
¸
i,j
αiβjpui  vjq
onde αi, βj P K e ui, vj P V rXs. Com essa multiplicação KtXu é uma álgebra. O resultado
seguinte comprovará que a álgebra KtXu satisfaz a propriedade universal.
Teorema 1.3.5. A álgebra KtXu é livremente gerada pelo conjunto X na classe das
álgebras unitárias.
Demonstração. [97, Teorema 1, pág. 3]
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A álgebra KtXu é chamada álgebra livre com conjunto de geradores
livres em X e seus elementos são chamados polinômios não associativos. Um polinô-
mio não associativo da forma αv, onde α P K, v P V rXs , é chamado monômio não
associativo. O comprimento de v é chamado de grau do monômio. O maior grau dos
monômios cuja soma constitui um polinômio f 
¸
αivi é chamado grau do polinômio,
denotado por deg f  maxtdeg viu.
Proposição 1.3.6. Duas álgebras livres KtXu e KtY u são isomorfas se, e somente se,
|X|  |Y |, isto é, se os conjuntos X e Y possuem a mesma cardinalidade.
Demonstração. [36, pag. 10]
Observação 1.3.7. Uma construção análoga pode ser feita para as álgebras associativas
livres, que denotaremos em todo trabalho por KxXy, basta “retirar” os “(” , “)” da definição
e aplicar o associador. Os elementos da álgebra KxXy são chamados simplesmente de
polinômios, os quais são somas formais de monômios que por sua vez são produtos
formais de um escalar por uma palavra formada por elementos de X.
Seja G um grupo, então defina para cada g um conjunto enumerável Xg tal que
os Xg sejam disjuntos. A álgebra livre KtXGu, onde XG 
¤
gPG
Xg, possui uma G-graduação
natural da seguinte forma: Definimos o grau da variável x P XG como sendo g se x P Xg,
denotado por degG x  g. Além disso, definimos o grau do monômio αpuqpvq, com α P K
e u, v P V rXGs, como sendo pdegG u  degG vq, onde degG u é o grau do monômio u. Da
Proposição 1.3.4, o grau de qualquer monômio está bem definido. Não é difícil ver que
KtXGu 
à
gPG
KtXGug,
onde KtXGug é o subespaço de KtXGu gerado pelos monômios de grau g, define uma
G-graduação para KtXGu. Com essa graduação KtXGu é chamada álgebra G-graduada
livre, livremente gerada pelo conjunto XG.
Observação 1.3.8. Seja G um grupo. Pode ser construída, como no caso da álgebra
associativa livre, a álgebra associativa G-graduada livre que denotaremos em todo trabalho
por KxXGy. Para isto basta desconsiderar os “(” , “)” da definição. Os elementos da
álgebra KxXGy são chamados simplesmente de polinômios G-graduados, os quais são
somas formais de monômios G-graduados que por sua vez são produtos formais de um
escalar por uma palavra formada por elementos de XG.
1.4 Identidade Polinomial Graduada
Seja KtXu a álgebra livre com unidade livremente gerada por um conjunto
enumerável X  tx1, x2, . . .u. Dado f P KtXu, escrevemos f  fpx1, . . . , xnq para indi-
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car que x1, . . . , xn são elementos de X que aparecem em f . Sejam A uma álgebra e o
homomorfismo ϕ : KtXu Ñ A dado por ϕpxiq  ai, para todo i  1, . . . , n e ϕpxq  0
sempre que x P Xztx1, . . . , xnu. Denotaremos a imagem de f por este homomorfismo
por fpa1, . . . , anq e diremos que este elemento é obtido pela substituição dos elementos
a1, . . . , an no polinômio não associativo fpx1, . . . , xnq.
Definição 1.4.1. Sejam A uma álgebra e f  fpx1, x2, . . . , xnq P KtXu. Dizemos que
f é uma identidade polinomial de A (ou identidade polinomial ordinária de A) se
fpa1, . . . , anq  0, para quaisquer a1, . . . , an P A. Neste caso, diremos que A satisfaz a
identidade fpx1, . . . , xnq.
É imediato que o polinômio f  0 (polinômio nulo) é uma identidade polinomial
para qualquer álgebra A.
Observação 1.4.2. Considere fpx1, x2, . . . , xnq P KtXu. Então f  fpx1, x2, . . . , xnq é
uma identidade polinomial de A se, e somente se, f pertence aos núcleos de todos os
homomorfismos de KtXu em A.
Definição 1.4.3. Dizemos que uma álgebra A é uma PI-álgebra, se A satisfaz uma
identidade polinomial f  0.
Exemplo 1.4.4. Seja A uma álgebra comutativa. Então, rx1, x2s P KtXu é uma identidade
polinomial de A. Em particular, toda álgebra comutativa é uma PI-álgebra.
Exemplo 1.4.5. Seja A uma álgebra associativa de dimensão finita, digamos dimA   n.
Então A satisfaz a identidade standard de grau n
snpx1, . . . , xnq 
¸
σPSn
p1qσxσp1q . . . xσpnq P KxXy,
onde Sn é o grupo simétrico das permutações de t1, 2, . . . , nu e p1qσ é o sinal da permu-
tação σ P Sn. Assim, toda álgebra de dimensão finita é uma PI-álgebra. Em particular,
MnpKq é uma PI-álgebra.
Exemplo 1.4.6. (Teorema de Amistsur e Levitzki) A álgebra MnpKq das matrizes
de ordem n satisfaz a identidade standard de grau 2n. Para mais detalhes veja [43, Teorema
1.7.2, pág. 16].
Seja S um subconjunto de uma álgebra A. Seja mpx1, . . . xnq um monômio
qualquer em KtXu e pa1, . . . , anq n-upla de elementos em A tal que pelo menos um ai
pertença a S. Temos da definição de ideal gerado que pSq está contido no ideal gerado
pelos elementos da forma mpa1, . . . , anq. O resultado a seguir demonstra a igualdade para
o caso em que A  KtXu. Mais precisamente temos:
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Proposição 1.4.7. Seja A  KtXu uma álgebra livre (não necessariamente associativa)
e I  A. Então pIq coincide com o conjunto de todas as somas de produtos, em qualquer
associação, de elementos de A desde que pelo menos um de seus elementos esteja em I.
Demonstração. Defina P o conjunto de soma de produtos em qualquer associação de
elementos de A desde que pelo menos um de seus elementos estejam em I. Sabemos que
P é um ideal de A e I  P , logo pIq  P . Por outro lado, por definição
pIq 
£
JA;JI
J.
Seja m um elemento de P , m 
¸
αimipypiq1 , . . . , ypiqk q. Aqui αi P K, mipxpiq1 , . . . , xpiqk q  mi
são monômios em KtXu, e ypiq1 , . . . , ypiqk polinômios em KtXu, para cada i, onde pelo
menos um dos ypiqj ’s está em I; digamos y
piq
1 . Dessa forma todo mi P J uma vez que ypiq1 P J
implicando que m P J , para todo ideal J de A que contém I. Portanto P  pIq, ou seja,
pIq  P .
Um ideal I de KtXu é um T -ideal se é invariante por todos os endomorfismos
de KtXu, ou seja, ϕpIq  I, para todo ϕ P EndpKtXuq. Denotando por IdpAq o conjunto
de todas as identidades polinomiais de A, observa-se que IdpAq é um T -ideal. Além disso,
considerando A e B álgebras, dizemos que A e B são PI-equivalentes se IdpAq  IdpBq,
denotado por A PI B.
A interseção de uma família qualquer de T -ideais ainda é um T -ideal. Portanto,
dado um subconjunto S qualquer de KtXu, podemos definir o T -ideal gerado por S,
o qual denotaremos por xSyT , como sendo a interseção de todos os T -ideias de KtXu
que contêm S. Assim, xSyT é o menor T -ideal de KtXu contendo S. Seja A uma álgebra,
dizemos que o T -ideal IdpAq é gerado como T -ideal pelo conjunto tfi | i P Iu se
IdpAq  xfi | i P IyT , e dizemos que o conjunto tfi | i P Iu é um base das identidades
para A. Por fim, dizemos que g P KtXu é consequência das identidades polinomiais
tfi | i P Iu se g P xfi | i P IyT .
Observação 1.4.8. Considerando KxXy a álgebra associativa livre e S um subconjunto
de KxXy, obtemos que xSyT é gerado, como subespaço, pelo conjunto
th1fpg1, . . . , gnqh2 | h1, h2, g1, . . . gn P KxXy e f P Su.
Para maiores detalhes ver [36, Observação 2.2.6, pág 23] ou demonstração da Proposição
1.4.7 para o caso associativo.
O conjunto das identidades satisfeitas por todas as álgebras de uma certa
classe de álgebras C também é um ideal de KtXu. Não é difícil observar que tal ideal de
identidades é invariante por endomorfismos de KtXu, ou seja, é T -ideias. Ele é chamado
de T -ideal da classe C e é denotado por IdpCq.
Capítulo 1. Preliminares 43
Definição 1.4.9. Seja S um subconjunto de KtXu. A classe C de todas as álgebras que
têm todos os polinômios de S como identidades é chamada de variedade definida pelo
conjunto S, denotado por VpSq.
Exemplo 1.4.10. VpKtXuq consiste da álgebra nula chamada variedade trivial.
Exemplo 1.4.11. A classe de todas as álgebras associativas é uma variedade definida
pelo subconjunto S  tpx1, x2, x3qu de KtXu.
Exemplo 1.4.12. A classe de todas as álgebras associativas e comutativas é uma variedade
definida pelo subconjunto S  trx1, x2s, px1, x2, x3qu de KtXu (ou pelo conjunto trx1, x2su
de KxXy).
Exemplo 1.4.13. A classe de todas as álgebras de Lie é uma variedade definida pelo
subconjunto S  tx21, px1x2qx3   px2x3qx1   px3x1qx2u de KtXu.
Exemplo 1.4.14. A classe de todas as álgebras de Jordan é uma variedade definida pelo
subconjunto S  trx1, x2s, px21, x2, x1qu de KtXu.
Definição 1.4.15. Seja V uma variedade de álgebras. Dizemos que uma álgebra F P V é
uma álgebra relativamente livre de V se existe um subconjunto Y gerador de F tal
que para toda álgebra A P V e toda aplicação ρ : Y Ñ A existe um único homomorfismo
ϕ : F Ñ A que estende ρ. Nestas condições, F é dita livremente gerada por Y . Além
disso, a cardinalidade de Y é chamada posto de F .
Exemplo 1.4.16. KxXy é relativamente livre, livremente gerada por X, na variedade
V  Vptpx1, x2, x3quq.
Se I  KtXu denotamos por IpAq o ideal da álgebra A gerado por todos
os elementos da forma fpa1, . . . , anq, onde f P I e a1, . . . , an P A. O teorema seguinte
caracteriza as álgebras relativamente livres em qualquer variedade.
Teorema 1.4.17. Seja V uma variedade não trivial de álgebras determinada por um
conjunto I  KtXu. Então para qualquer conjunto Y a restrição a Y do homomorfismo
canônico pi : KtY u Ñ KtY u{IpKtY uq é injetivo e a álgebra KVtpipY qu  KtY u{IpKtY uq
é livre na variedade V com conjunto gerador pipY q. Quaisquer duas álgebras relativamente
livres em V com conjuntos geradores livres e de mesma cardinalidade, são isomorfas.
Demonstração. Ver [97, Teorema 2, pág. 4]
É fácil observar que as variedades de álgebras associativas e de Jordan são não
triviais. Portanto elas possuem álgebras livres para qualquer conjunto gerador X, que
denotaremos por KxXy e JtXu, respectivamente. Em geral, a álgebra livre na variedade
V com conjunto de geradores X, será denotada por KVtXu.
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Corolário 1.4.18. Seja V  VpIq uma variedade determinada por um conjunto I  KtXu,
então IdpVq  IpKtXuq.
Demonstração. Ver [97, pág. 6]
Observação 1.4.19. Ao estudar álgebras em uma variedade V iremos chamar um ele-
mento f P KVtXu de identidade para a álgebra A se alguma imagem inversa de f pelo
homomorfismo canônico (e consequentemente todas as imagens inversas de f) em KtXu
forem identidade para A.
Seja f um polinômio não associativo arbitrário em KtXu. Podemos representar
f  fpx1, . . . , xnq na forma f 
k1¸
i0
f
piq
1 , onde f
piq
1 é a soma de todos os monômios do
polinômio f que têm grau i na variável x1. Continuando esse processo, podemos agrupar
os monômios que possuem o mesmo multigrau pα1, . . . , αnq nas variáveis x1, . . . , xn. Esses
polinômios serão chamados componentes homogêneas do polinômio f .
Definição 1.4.20. Sejam m P KtXu um monômio e xi P X. Definimos o grau de m em
xi, denotado por degim, como sendo o número de ocorrências de xi em m. Um polinômio
f P KtXu é dito homogêneo em xi, se todos os seus monômios têm o mesmo grau em
xi. Em particular, um polinômio em KtXu é dito multihomogêneo quando é homogêneo
em todas as variáveis.
Dado m  mpx1, . . . , xkq um monômio em KtXu e se para todo λ1, . . . , λk P K,
temos
mpλ1x1, . . . , λkxkq  λα11   λαkk px1, . . . , xkq
definiremos o multigrau de m como sendo a k-upla pα1, . . . , αkq. Sendo f P KtXu a
soma de todos os monômios de f com um dado multigrau é chamado de componente
multihomogênea de f . Quando f P KtXu possui uma única componente multiho-
mogênea, dizemos que f é multihomogêneo. Por fim, f P KtXu é multilinear se é
multihomogêneo de multigrau p1, 1, . . . , 1q.
Exemplo 1.4.21. O polinômio fpx1, x2, x3q  x1x22   x2x1x23 em KxXy é homogêneo em
x1, mas não é multihomogêneo.
Prosseguiremos com a definição de identidade polinomial graduada. Consi-
deremos G um grupo cujo elemento neutro será denotado por  e KtXGu a álgebra
livre G-graduada. Dado f P KtXGu, escrevemos f  fpx1,g1 , . . . , xn,gnq para indicar que
x1,g1 , . . . , xn,gn são elementos de XG que aparecem em f onde degG xi  gi. Sejam A uma
álgebra graduada pelo grupo G e ϕ : KtXGu Ñ A o homomorfismo G-graduado dado
por ϕpxi,giq  ai, para todo i  1, . . . , n e ϕpxq  0 sempre que x P XGztx1,g1 , . . . , x1,g1u.
Denotaremos a imagem de f por este homomorfismo por fpa1, . . . , anq e diremos que este
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elemento é obtido pela substituição f-admissível pa1, . . . , anq no polinômio G-graduado
não associativo fpx1,g1 , . . . , xn,gnq.
Definição 1.4.22. Seja A  à
gPG
Ag uma álgebra G-graduada. Diremos que o polinô-
mio fpx1,g1 , . . . , xn,gnq P KtXGu é uma identidade polinomial G-graduada de A se
fpa1, . . . , anq  0 para toda substituição f -admissível de elementos em A.
Se A é uma álgebra G-graduada, denotaremos por IdGpAq  KtXGu o conjunto
das identidades graduadas satisfeitas pela álgebra A. Não é difícil observar que tal conjunto é
um ideal homogêneo de KtXGu invariante por endomorfismos graduados, ou seja, IdGpAq é
um TG-ideal. Ainda consideraremos uma definição análoga à de PI-equivalência da seguinte
forma: Sejam A e B álgebras G-graduadas, dizemos que A e B são G-PI-equivalentes se
IdGpAq  IdGpBq, denotado por AGPIB. A proposição seguinte é um resultado clássico
da PI-teoria. Por tal motivo decidimos omitir sua demonstração. O resultado relaciona as
álgebra G-PI-equivalentes com as PI-equivalentes.
Proposição 1.4.23. Sejam A e B duas álgebras. Se A e B possuem G-graduações tais
que IdGpAq  IdGpBq, então IdpAq  IdpBq. Além disso, se AGPIB, então APIB.
Observação 1.4.24. Observa-se que a recíproca do resultado anterior é falsa. Basta
observar que rx1,0¯, x2,0¯s é identidade Z2-graduada para E  E0 ` E1, mas não é para a
graduação trivial de E.
Proposição 1.4.25. Seja A uma álgebra. Então,
(i) Se o corpo K é infinito, todas identidades polinomiais graduadas de A seguem de
suas identidades graduadas multihomogêneas;
(ii) Se o corpo K tem característica zero, todas as identidades polinomiais graduadas de
A seguem de suas identidades multilineares graduadas.
Demonstração. Podemos observar que o resultado de (i) segue de uma pequena “adaptação”
na demonstração do [97, Corolário 1, pág. 8] e o item (ii) segue de [97, Proposição 4, pág.
15] e aplicando indução. Tal resultado pode ser demonstrado usando ideia análoga ao
que foi feito em [43, Corolário 1.3.9, pág. 9], indicamos também [30, Corolário 1.39, pág.
16].
Observação 1.4.26. O último resultado é válido para álgebras cuja graduação é dada
pelo grupo trivial, ou seja, para o caso do T -ideal das identidades ordinárias.
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1.5 Polinômios Centrais Graduados
Definição 1.5.1. Seja A uma álgebra com unidade, consideramos ZpAq, o centro de A.
Dizemos que f  fpx1, . . . , xnq P KtXu é um polinômio central para A se f tem termo
constante nulo e fpa1, . . . , anq P ZpAq, para quaisquer a1, . . . , an P A. Denotaremos por
CpAq  KtXu o conjunto de todos os polinômios centrais de A. Além disso, dizemos
que f é um polinômio central próprio para A se f P CpAqzIdpAq, ou seja, f é um
polinômio central para A que não é identidade.
Consideraremos nesta seção que A será uma álgebra associativa com unidade.
Assim, o centro será denotado por ZpAq e de acordo com esta definição, dizer que f é um
polinômio central para A significa dizer que rf, gs é uma identidade polinomial para A,
para todo polinômio g P KxXy. Segue que se duas álgebras são PI-equivalentes, então elas
têm exatamente os mesmos polinômios centrais.
Vejamos alguns exemplos:
Exemplo 1.5.2. As identidades polinomiais de A são claramente polinômios centrais.
Chamamos esses polinômios de polinômios centrais triviais.
Exemplo 1.5.3. Seja A  M2pKq. Então fpx1, x2q  rx1, x2s2 é um polinômio central
não trivial de A.
Exemplo 1.5.4. Sejam K um corpo qualquer e E a álgebra de Grassmann sobre K.
Temos que fpx1, x2q  rx1, x2s é um polinômio central para E. Se charK  p ¡ 0, temos
que gpxq  xp também é um polinômio central para E.
Como no caso das identidades, a definição seguinte é um análogo para polinômios
centrais.
Definição 1.5.5. Seja A uma álgebra com unidade, graduada por um grupo G. Dizemos
que f  fpx1g1 , . . . , xngnq P KxXGy é um polinômio central G-graduado para A se f
tem termo constante nulo e fpa1, . . . , anq P ZpAq para toda substituição f-admissível de
elementos em A. Denotaremos por CGpAq  KxXGy o conjunto de todos os polinômios
centrais G-graduados de A. Dizemos que f é um polinômio central G-graduado
próprio para A se f P CGpAqzIdGpAq.
Definição 1.5.6. Um subespaço V de KxXGy é dito ser um TG-espaço se ϕpV q  V ,
para todo ϕ P EndpKxXGyq.
É fato conhecido que dado um subconjunto thi | i P Nu de KxXGy, existe
um único endomorfismo ϕ de KxXGy tal que ϕpxiq  hi, para todo i P N. Assim, dizer
que V é um TG-espaço de KxXGy significa dizer que V é um subespaço de KxXGy tal
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que fph1, . . . , hnq P V , para quaisquer fpx1g1 , . . . , xngnq P V e substituição f -admissível
ph1, . . . , hnq de elementos em KxXGy.
Exemplo 1.5.7. Todo TG-ideal de KxXGy é um TG-espaço. O corpo K é também um
exemplo de TG-espaço de KxXGy.
Podemos verificar que a interseção de uma família qualquer de TG-espaços
ainda é um TG-espaço. Assim, dado um subconjunto S de KxXGy podemos definir xSyTG
o TG-espaço de KxXy gerado por S, como sendo a interseção de todos os TG-espaços
que contêm S, ou seja, xSyTG é o menor TG-espaço que contém S. O próximo resultado
nos dará uma caracterização do TG-espaço gerado por um conjunto e omitiremos sua
demonstração.
Proposição 1.5.8. Se S  KxXGy e V  xSyTG, então V é o subespaço de KxXGy gerado
por
tfph1, . . . , hnq |f P S, ph1, . . . , hnq substituições f -admissíveis por elementos deKxXGyu.
Segue da Observação 1.4.8 e da proposição anterior que a partir de uma base
de um T -ideal é possível construir um conjunto capaz de gerá-lo como T-espaço.
1.6 Polinômio Mínimo Genérico
Uma álgebra A (não necessariamente associativa) é chamada associativa nas
potências se as subálgebras geradas por um único elemento são associativas e A é chamada
fortemente associativa nas potências se AF , a álgebra obtida estendendo o corpo
base K de A a um corpo F , é associativa nas potências para todo F .
Seja A uma álgebra associativa nas potências de dimensão finita e tu1, . . . , unu
uma base de A sobre K. Fixando um elemento a qualquer em A, é claro que o conjunto
t1, a, a2, . . . , an1, anu é linearmente dependente sobre K. Logo existem α0, α1, . . . , αn1,
escalares em K, tais que
an   αn1  an1        α1  a  α0  1  0.
Seja λ uma variável e considerando fapλq  λn αn1 λn1     α1 λ α0 o polinômio
mônico em Krλs, temos que fapaq  0. Assim, para cada a P A, podemos definir um
polinômio mônico µapλq em Krλs de grau mínimo, tal que µapaq  0. Agora, consideremos
indeterminadas ξ1, . . . , ξn e P  Kpξ1, . . . , ξnq o corpo de frações do anel de polinômios nas
indeterminadas ξi’s (variáveis comutativas, associativas e algebricamente independentes
sobre K) com coeficientes em K. Formamos então a álgebra AP e consideramos o elemento
x 
n¸
i1
ξiui (1.8)
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da álgebra AP . Chamaremos o elemento (1.8) de elemento genérico da álgebra A
sobre K. Como dimP AP  dimK A então podemos considerar
mx,P pλq  λs  σ1pxqλs1        p1qsσspxq (1.9)
o polinômio minimal mônico de x como elemento da álgebra P rλs, onde σipxq P P para
cada i  1, 2, . . . , s. Assim, para todo a 
n¸
i1
αiui em A, com αi P K, podemos definir
uma especialização substituindo ξi por αi em (1.9). Essa relação implica que se colocarmos
ma,P pλq  λs  σ1paqλs1        p1qsσspaq,
então teremos ma,P paq  0 em A. Estes coeficientes independem da escolha da base de A
sobre K e da extensão do corpo base. Denotaremos o coeficiente σ1paq por Trdpaq, então
ma,P pλq e Trdpaq serão chamados o polinômio mínimo genérico e traço genérico,
respectivamente, de a P A. Claramente o grau s de mx,P pλq será menor ou igual do que n
e o chamaremos de o grau da álgebra A. Para maiores detalhes ver [50, Capítulo VI,
Seção 3].
Teorema 1.6.1. [50, Capítulo VI, Teorema 1] Seja A uma álgebra fortemente associativa
nas potências de dimensão finita com unidade e de grau s, e sejam mapλq, Trdpaq o
polinômio mínimo genérico e o traço genérico de a P A, respectivamente. Então:
(a) Trd é K-linear;
(b) Trdp1q  s;
(c) Se η é um isomorfismo ou anti-isomorfismo de A em A1 então mηpaqpλq  mapλq.
Corolário 1.6.2. Seja A uma álgebra fortemente associativa nas potências de dimensão
finita com unidade e de grau s. Então os coeficientes do polinômio mínimo genérico são
invariantes pela ação do grupo dos automorfismos de A.
Definição 1.6.3. Uma álgebra A de dimensão finita é chamada separável se AF é uma
soma direta de ideais simples para toda extensão de corpos F do corpo base K.
Podemos definir, a partir da aplicação linear Trd : A Ñ K, uma aplicação
bilinear Trd : A AÑ K dada por Trdpa, bq  Trdpabq. O seguinte critério nos ajudará
a determinar se esta aplicação é não degenerada em álgebras associativas ou de Jordan.
Teorema 1.6.4. [50, Teorema 5, Pag. 240] Seja A uma álgebra com unidade de dimensão
finita que seja associativa ou de Jordan. Então A é separável se, e somente se, a forma
bilinear traço genérico Trd for não degenerada.
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Consideramos A uma álgebra que seja associativa ou de Jordan. É bem conhe-
cido que se A for central simples, então AF é simples para qualquer extensão F do corpo
base K. Portanto, toda álgebra central simples de dimensão finita que seja associativa
ou de Jordan é separável. Logo, se A for central simples de dimensão finita com unidade,
então A possui traço genérico Trd não degenerado. Por fim, um resultado importante é a
propriedade cíclica e associativa do traço, que iremos enunciar a seguir.
Proposição 1.6.5. [50, Corolário 4, pág. 227] Seja A uma álgebra que seja associativa
ou de Jordan. Então o traço genérico de A é simétrico e associativo, isto é, para todos
elementos a, b e c em A temos Trdpra, bsq  Trdppa, b, cqq  0.
1.7 Álgebras de Jordan
Nesta seção temos a finalidade de fixar notação apresentando conceitos e re-
sultados básicos da teoria estrutural das álgebras de Jordan, assim como os teoremas
de classificação das álgebras de Jordan simples de dimensão finita sobre um corpo alge-
bricamente fechado. Estabelecemos na Definição 1.1.3 o que é uma álgebra de Jordan
e lembramos que as álgebras consideradas nesta seção serão definidas sobre um corpo
arbitrário de característica diferente de 2, reservando o símbolo K para denotar tal corpo.
Utilizamos como referência principal desta seção o livro [50]. Antes de cumprir com este
objetivo iremos nos familiarizar com algumas definições e exemplos a respeito das álgebras
com involução, uma vez que tais álgebras possuem uma estreita relação com as álgebras
de Jordan simples.
Definição 1.7.1. Seja A uma álgebra associativa. Dizemos que um automorfismo de
grupos abelianos aditivos  : AÑ A é uma involução de A, se
a  a e pabq  ba,
para quaisquer a, b P A. Uma álgebra A com involução  é denotada por pA, q.
Seja pA, q uma álgebra associativa unitária com involução, e seja ZpAq o centro
da álgebra A. Denotamos ZpA, q  ta P ZpAq | a  au o centro de pA, q.
Definição 1.7.2. Diremos que a involução pq sobre a álgebra A é do primeiro tipo se
ZpAq  ZpA, q. Caso contrário, dizemos que pq é do segundo tipo.
Definição 1.7.3. Seja pA, q uma álgebra com involução. Dizemos que um ideal I de A é
um -ideal de A (ou ideal com involução) se I  I, onde I  ta | a P Iu.
Vejamos alguns exemplos de involuções.
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Exemplo 1.7.4. A aplicação t : MnpKq ÑMnpKq, definida por At  transposta de A, é
uma involução do primeiro tipo em MnpKq, chamada de involução transposta.
Exemplo 1.7.5. A aplicação s : M2npKq ÑM2npKq, definida por
A B
C D
s


Dt Bt
Ct At

onde A, B, C, D P MnpKq, é uma involução do primeiro tipo em M2npKq, chamada
de involução simplética.
Exemplo 1.7.6. Considerarmos A  A1 ` A2, onde Ai  MnpKq e ϑpx, yq  pyt, xtq,
temos que pA, ϑq é uma álgebra com involução do segundo tipo.
Exemplo 1.7.7. A aplicação h : MnpCq Ñ MnpCq dada por A ÞÑ pAqt, a transposta e
conjugada da matriz A, é uma involução do segundo tipo. Esta é a involução transposta
hermitiana.
Definição 1.7.8. Seja pA, q uma álgebra com involução. Os elementos a de A tais que
a  a são chamados -simétricos. Seja pJq uma involução sobre A do mesmo tipo que
pq dizemos que pq e pJq são involuções equivalentes se   J  Inta, para algum
elemento -simétrico a P UpAq. Aqui Inta é o automorfismo interno definido pelo elemento
a P UpAq.
Definição 1.7.9. Sejam pA, q e pB, ηq álgebras com involução. Dizemos que uma aplicação
ψ : pA, q Ñ pB, ηq é um homomorfismo com involução se ψ : A Ñ B é um homo-
morfismo de álgebras tal que ψpaq  ψpaqη, para todo a P A. O conjunto dos elementos
em AutKpAq que são homomorfismos com involução será denotado por AutKpA, q.
Estamos interessados em descrever o grupo de automorfismos das álgebras
associativas simples com involução de dimensão finita com grau maior ou igual do que
3 sobre um corpo algebricamente fechado. Argumentaremos que tais grupos serão os
denominados “grupos unitários”.
Seja pA, ζq uma álgebra simples de dimensão finita com involução e com grau
maior ou igual do que 3, Z o centro de pA, ζq que contém K e F um corpo algebricamente
fechado que contém Z. Observe que a restrição de ζ é um automorfismo sobre Z de
ordem 2. Além disso, tome σ uma involução sobre A que coincida com ζ sobre o centro
Z, então ϕ  σζ1 é um automorfismo sobre A fixando o corpo Z. Da Proposição 1.1.43
temos que ϕ é interno, ou seja, ϕ  Inta, para algum a P UpAq. Consequentemente, por
σpxq  aζpxqa1 e σ2  id temos
x  σ2pxq  aζpσpxqqa1  aζpaq1xζpaqa1, para todo x P A,
implicando que ζpaqa1 P Z.
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Se ζ é uma involução do primeiro tipo, então do Teorema 1.1.42 temos que AF
é isomorfa a MnpF q, para algum n. Concluímos que ζ é equivalente a uma das involuções
transposta ou simplética, este último caso acontecendo só se n for par. Para maiores
detalhes ver [82, Corolário 3.1.58, pág. 168].
Caso ζ seja uma involução do segundo tipo com rZ : Ks  2, aplicando nova-
mente o Teorema 1.1.42 temos que
AF  pAZqF  pAbK Zq bZ F MnpF q bK Z MnpF q `MnpF q.
Concluímos que ζ é equivalente à involução dada no Exemplo 1.7.11, para maiores detalhes
ver [50, Seção V.7, pág. 206] ou [68, Seção 2.3.3, pág. 83].
Consideremos A a álgebra das matrizes de ordem n sobre F , então dado
ϕ P AutKpA, q, para alguma involução, pela Proposição 1.1.43, existe g P GLnpF q tal
que ϕpxq  g1xg. Por outro lado, a hipótese implica que ϕpxq  ϕpxq, portanto
g  x  g1  pg  x  g1q. Isto implica a existência de z P Z tal que g  g  z.
Consequentemente, podemos definir o grupo
G  UnpKq  tX P GLnpKq | XX P Zu
chamado de grupo unitário associado a involução pq, observe que g P G. Por fim,
podemos afirmar que AutKpA, q  G{ZpGq.
Estamos prontos para dar continuidade aos estudos sobre álgebras de Jordan.
Definição 1.7.10. Uma álgebra de Jordan especial é um subespaço vetorial de uma
álgebra associativa A fechado em relação ao produto de Jordan. As álgebras de Jordan que
não são especiais são chamadas de excepcionais.
Exemplo 1.7.11. Seja pA, q uma álgebra associativa com involução. O conjunto
HpA, q  tu P A | u  uu  Ap q
é fechado com relação ao produto de Jordan e involução pq, portanto pHpA, q, q é uma
álgebra de Jordan especial. Por simplicidade de notação denotaremos tal álgebra por
HpA, q.
É claro que qualquer subespaço vetorial de A fechado em relação ao produto
de Jordan é uma subálgebra de Ap q e, por consequência, uma álgebra de Jordan especial.
Além disso, se J é uma álgebra de Jordan e ι : J Ñ Ap q é um homomorfismo entre álgebras
de Jordan, então e  ιp1q é um elemento idempotente de A e
ιpxq  ιp1xq  eιpxq   ιpxqe2 ,
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para todo x P J . Portanto, eιpxq  peιpxq   eιpxqeq{2, e consequentemente, eιpxq  eιpxqe
(analogamente, ιpxqe  eιpxqe). Assim,
eιpxq  eιpxqe  ιpxqe  peιpxq   ιpxqeqe2 
eιpxq   ιpxqe
2  ιpxq,
implicando que ιpJq está contido na subálgebra unitária eAe, cuja unidade é o elemento e.
Isto motiva a seguinte definição.
Definição 1.7.12. Seja J uma álgebra de Jordan unitária sobre um corpo K. Um par pU , ιq,
onde U é uma álgebra associativa sobre o mesmo corpo K e ι : J Ñ U p q um homomorfismo
de álgebras de Jordan unitárias, é dita ser uma álgebra universal envolvente unitária
de J se para qualquer álgebra associativa unitária A e qualquer homomorfismo σ : J Ñ Ap q
de álgebras de Jordan unitárias, existir um único homomorfismo de álgebras associativas
σ¯ : U Ñ A tal que σ  σ¯ι. Denotaremos U por UpJq.
Exemplo 1.7.13. Observa-se, por [50, Seção 3.4] que:
(a) UpMnpKqp qq MnpKq `MnpKqop, onde MnpKqop é a álgebra das matrizes com a
multiplicação A1  A2  A2A1, ιpXq  pX,Xq, para n ¥ 3;
(b) UpHpMnpKq, tqq MnpKq, para n ¥ 3 com ι a aplicação inclusão; e
(c) UpHpM2npKq, sqq M2npKq, para n ¥ 3 com ι a aplicação inclusão.
Daremos a seguir algumas propriedades dessas álgebras envolventes.
Teorema 1.7.14. [50, Seção 2.1, Teorema 1] Sejam J uma álgebra de Jordan sobre K e
pUpJq, ιq sua álgebra universal envolvente unitária.
(1) Se pUpJq1, ι1q é também uma álgebra universal envolvente unitária de J , então existe
um único isomorfismo µ : UpJq Ñ UpJq1 tal que ι1  ιµ. Em particular, UpJq é única
a menos de isomorfismo.
(2) ι é injetivo se, e somente se, J é especial.
(3) UpJq é gerada, como álgebra, por ιpJq.
(4) Se F é uma extensão do corpo K, então pUpJqF , ι bK idq é a álgebra universal
envolvente unitária da álgebra de Jordan JF .
(5) Se dimK J  n, então dimK UpJq ¤ 2n.
Exemplo 1.7.15. Seja V um espaço vetorial de dimensão n que possui uma forma bilinear
simétrica f . Consideremos o espaço vetorial BnpKq  K ` V munido com o produto:
pα  1K   xq  pβ  1K   yq  pαβ   fpx, yqq  1  pβx  αyq,
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onde α, β P K e x, y P V . O conjunto pBnpKq, q é uma álgebra de Jordan especial e sua
álgebra associativa universal é a álgebra de Clifford da forma f . Além disso, se f é não
degenerada e dimK V ¡ 1 então pBnpKq, q é simples. Por fim, é conhecido que, sobre
um corpo algebricamente fechado, o grupo dos automorfismos de pBnpKq, q é isomorfo
ao grupo ortogonal que preserva a forma em V . Dizemos que BnpKq é uma álgebra de
Jordan do tipo D.
Considerando as álgebras associativas centrais simples de grau maior ou igual
do que 3, o resultado seguinte relaciona as álgebras associativas com involução e as álgebras
de Jordan obtidas de seus elementos invariantes pela involução (elementos simétricos).
Teorema 1.7.16. Se pA, q e pA1, 1q são álgebras centrais simples associativas de dimensão
finita com involução e de graus ¥ 3, então elas são isomorfas se e somente se as álgebras
de Jordan HpA, q, HpA1, 1q são isomorfas.
Demonstração. Ver [50, Teorema 11, pag. 210]
Pelo teorema anterior temos que o grupo dos automorfismos de HpA, q e
AutKpA, q coincidem. Portanto, considerando K um corpo algebricamente fechado, temos
os seguintes resultados.
Exemplo 1.7.17. Seja A  A1 `A2 onde Ai MnpKq e ϑpx, yq  pyt, xtq (ver Exemplo
1.7.6). A álgebra HpA, ϑq será chamada álgebra de Jordan do tipo A. Além disso,
HpA, ϑq é central simples e AutpHpA, ϑqq  AutpA, ϑq  UnpKq{ZpUnpKqq  PUnpKq é
o grupo projetivo unitário.
Exemplo 1.7.18. Consideramos A MnpKq munida de uma involução do primeiro tipo
pq. Dizemos que HpMnpKq, tq é uma álgebra de Jordan do tipo B e HpM2npKq, sq é
do tipo C. Isto implica que o grupo dos automorfismos de HpA, q é isomorfo ao grupo
projetivo ortogonal ou projetivo simplético, respectivamente.
Exemplo 1.7.19. Por fim, seja A  HpO3q, as matrizes simétricas de ordem 3 sobre O,
isto é, a álgebra de Albert. A álgebra A é de Jordan, excepcional, simples e de dimensão
27, ver [50]. O grupo G  AutKpAq é simples do tipo F4, para maiores detalhes ver [52].
Dizemos que HpO3q é uma álgebra de Jordan do tipo E.
A seguir enunciaremos a classificação completa das álgebras de Jordan centrais
simples de dimensão finita sobre um corpo de característica diferente de 2, tal classificação
pode ser encontrada em [60, Teorema 37.2].
Teorema 1.7.20. Uma álgebra de Jordan central simples de dimensão finita é isomorfa
a uma álgebra da seguinte lista:
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(i) A álgebra de Jordan de uma forma bilinear, simétrica e não degenerada num espaço
vetorial de dimensão ¥ 2;
(ii) Uma álgebra de Jordan HpA, q, onde A é uma álgebra associativa P -central simples
munida de uma involução pq, com P sendo uma extensão quadrática de K e pq
uma involução do segundo tipo ou P  K e pq sendo uma involução do primeiro
tipo; ou
(iii) Uma álgebra de Jordan excepcional de dimensão 27.
Podemos reformular o teorema anterior, mas sob a condição do corpo base ser
algebricamente fechado.
Teorema 1.7.21. Uma álgebra de Jordan central simples sobre um corpo algebricamente
fechado é, a menos de isomorfismo, igual a A (Exemplo 1.7.17), B (Exemplo 1.7.18), C
(Exemplo 1.7.18), D (Exemplo 1.7.15) ou E (Exemplo 1.7.19) listados anteriormente.
Observação 1.7.22. Seja J uma álgebra de Jordan especial com unidade de dimensão
finita e pU , ιq sua álgebra universal envolvente unitária, então JF é uma álgebra de Jordan
especial e pUF , ιbK idq é a sua álgebra universal envolvente unitária, para toda F extensão
do corpo K. Como o polinômio minimal do elemento genérico x de J dado na Eq. (1.9)
independe da extensão do corpo K, podemos então considerá-lo tomado na extensão F o
qual denotaremos por mx,Jpλq. Como J  U p q  U , nós podemos complementar a base de
J para uma base de U e assim introduzir mais variáveis em F , digamos F rξs. Obtemos
um elemento genérico x¯ de U cujo polinômio minimal em P rξs será denotado por mx¯,Upλq.
Colocando ξn 1  ξn 2  . . .  ξN  0 obtemos que mx,Upxq  0 implicando que mx,Jpλq
divide mx,Upλq. Mas mx,Upλq e mx,Jpλq são polinômios mônicos em F rλs de mesmo grau.
Do Lema de Gauss, mx,Jpλq  mx,Upλq. Concluímos que o traço genérico de todo elemento
a em J é o mesmo traço genérico de a em U .
Afim de concluir a seção, considere J uma álgebra de Jordan. Definiremos as
potências J 2k de J por J 20  J , J 2k  pJ 2k1q2. Dizemos que J é solúvel se existir
algum número natural N tal que J 2N  0. Claramente qualquer subálgebra e imagem
homomórfica de uma álgebra solúvel é solúvel. Além disso, dizemos que J é nilpotente
se existir algum inteiro positivo N tal que qualquer produto (em qualquer associação) de
N elementos da álgebra J é 0. Evidentemente qualquer álgebra de Jordan nilpotente é
solúvel. Além disso, dizemos que J é uma álgebra nil se todo elemento de J é nilpotente.
Essas definições servem para entender o resultado seguinte denominado como o Teorema
de Albert.
Teorema 1.7.23. Seja J uma álgebra de Jordan de dimensão finita. Então:
(1) Se J é solúvel, então é nilpotente.
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(2) Se J é nil, então é solúvel.
(3) Se J é nil, cujo nil-índice é N , então J é nilpotente e seu índice de nilpotência é
menor do que 2N .
Demonstração. Ver [50, Seção V.3, pág. 195].
1.8 Álgebra com Traço
Suponha que A seja uma álgebra (não necessariamente associativa) com unidade
sobre o corpo K e ZpAq seu centro.
Definição 1.8.1. Uma transformação K-linear τ : AÑ A tal que
(i) τpτpaqbq  τpaqτpbq;
(ii) τpra, bsq  rτpaq, bs  τppa, b, cqq  0; e
(iii) pτpaq, b, cq  pa, τpbq, cq  pa, b, τpcqq  0,
para quaisquer a, b, c P A, será chamada de traço sobre a álgebra A. O par pA, τq será
denominado álgebra com traço.
Segue da definição da aplicação traço que τpAq é uma subálgebra de ZpAq.
Um ideal (resp. subálgebra) em uma álgebra com traço é um ideal com traço (resp.
subálgebra com traço) se é um ideal (resp. subálgebra) τ -invariante. Considerando
pA, τq uma álgebra com traço chamaremos de álgebra dos traços a imagem de A por
τ , denotado por τpAq. A seguir listaremos alguns exemplos de álgebras com traço que
usaremos nessa tese.
Exemplo 1.8.2. Seja A  MnpKq a álgebra das matrizes de ordem n e tome “tr” a
função traço usual de matrizes, ou seja, trpaq é a soma todos os elementos da diagonal de
uma matriz a. É fácil verificar que pA, trq é uma álgebra com traço.
Exemplo 1.8.3. Seja A MnpKqp q a álgebra de Jordan munida do produto de Jordan,
então pA, trq é uma álgebra com traço, onde tr é o traço usual de matrizes. Em particular,
se B  HnpMnpKq, q, então pB, trq também é uma álgebra com traço.
Exemplo 1.8.4. Mais geralmente, sejam A uma álgebra central com traço τA e B uma
subálgebra de A, então pB, τBq é uma álgebra com traço, onde τB τA |B.
Exemplo 1.8.5. Seja A  BnpKq a álgebra de Jordan de uma forma bilinear simétrica e
não degenerada e defina trpα   vαq  2α, então pA, trq é uma álgebra com traço.
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Definição 1.8.6. Sejam pA, τq e pB, θq álgebras com traço, onde A e B são álgebras com
unidades. Uma aplicação
ϕ : AÑ B
será chamada um homomorfismo entre álgebras com traço, se ϕ é um homomor-
fismo unitário entre as álgebras A e B, e ϕpτpaqq  θpϕpaqq, para todo a P A.
As álgebras com traço formam uma categoria onde os objetos são álgebras com
traços e morfismos são homomorfismos entre álgebras com traço. Então os teoremas usuais
de homomorfismos são válidos.
Vale salientar que a existência de uma aplicação traço não nula em uma álgebra
A, de modo geral, pode não ser trivial. Neste caso, A e o comutador rA,As não podem
coincidir, pois o traço é identicamente zero no segundo e não em A. Seja A uma álgebra
(de matrizes ou Jordan semissimples), temos a existência da decomposição,
A  ZpAq `W, (1.10)
de A como soma direta do centro de A com o subespaço W gerado pelos comutadores e
associadores, note que para o caso da álgebra de matrizes está decomposição é trivial e
para o caso de Jordan podemos destacar [50, Teorema 3, pág. 314]. Adicionando a hipótese
da existência de um traço “tr” em A e a álgebra ser central, temos que a Igualdade (1.10)
é também uma decomposição de G-módulos, com G sendo grupo de automorfismos de
A. Assim um traço por definição é identicamente zero em W e como todo a P A pode
ser escrito da forma a  z   w teremos trpaq  ztrp1q, ou seja, qualquer traço é múltiplo
escalar da projeção no centro. Como g  a  z   g  w temos trpg  aq  trpaq e portanto o
traço também é um invariante pelo grupo G. Em [18], Belov provou que uma PI-álgebra
associativa não pode coincidir com o seu comutador. Consequentemente, se charK é zero
ou não dividir trp1q temos que o traço é não trivial e portanto A  K `W .
Seja V a variedade de álgebras com unidade e tome KtXu a álgebra livre na
variedade V livremente gerada pelo conjunto enumerável X. Pode-se construir a álgebra
livre com traço sobre o conjunto X, denotada por KTRtXu, em V da seguinte forma.
Denotamos, novamente, por V rXs o conjunto de todos os monômios não associativos
em KtXu (ver Seção 1.3) Então podemos definir um símbolo formal Trpvq para todo v
elemento em V rXs. Assim, KtX,TrpV rXsqu denotará a álgebra livre livremente gerada
pelo conjunto X junto com os símbolos Trpvq, para todo v P V rXs. Note que a existência
da álgebra relativamente livre com traço, denotado porKTRtXu, é garantida pelo Teorema
1.4.17 tomando o ideal I gerado por
(i) Trpαaq  αTrpaq, para todo α P K;
(ii) Trpa  bq  Trpaq  Trpbq;
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(iii) TrpaTrpbqq  TrpaqTrpbq;
(iv) pTrpaq, b, cq, pa, Trpbq, cq, pa, b, T rpcqq;
(v) Trpra, bsq, rTrpaq, bs, Trppa, b, cqq,
para todo a, b e c P V rXs. O símbolo formal Tr será chamado de traço formal sobre
KtXu.
Sejam VTr a variedade das álgebras unitárias com traço e pA, τq P VTr. Pela
definição da álgebra livre KtXu, uma aplicação µ : X Ñ A dada por µpxiq  ai pode ser
estendida para um homomorfismo ϕ : KtXu Ñ A. Segue que
ϕpTrpvpx1, . . . , xnqqq  trpvpµpx1q, . . . , µpxnqq,
para toda palavra vpx1, . . . , xnq em V rXs. Considerando a linearidade da aplicação Tr,
temos que KTRtXu é a álgebra livre com traço na variedade VTr livremente gerada
pelo conjunto enumerável X.
Em uma expressão fpx1, . . . , xˆi, . . . , xnq, o “chapéu” sobre a variável (ou ex-
pressão) significa a possível omissão dessa variável (ou expressão) no lugar indicado em f .
A subálgebra GtXu em KTRtXu gerada pelo conjunto
tgpx1, . . . , xnq, T rpgpx1, . . . , xnqq | gpx1, . . . , xnq P KtXuu
é chamada álgebra de polinômios generalizados (da variedade V) e seus elementos
serão chamados de polinômios com traço. Claramente, GtXu é gerado como espaço
vetorial pelos monômios generalizados da forma
pa0trpa1q    trpasq, (1.11)
onde os ai’s são palavras em V rXs e a1, . . . , at são não vazias. Note que a representação de
elementos da forma (1.11) não é única, mas é fácil contornar esse problema, basta tomar
como representante de uma classe de elementos congruentes da forma (1.11) o elemento
tal que a palavra a0a1    at é máxima no sentido de uma ordem dada.
Definição 1.8.7. Seja pA, τq uma álgebra com traço em V. Dizemos que um polinômio com
traço fpx1, . . . , xnq P GtXu é uma identidade com traço para pA, τq, se substituindo
Tr por τ , obteremos fpa1, . . . , anq  0 para qualquer a1, . . . , an P A.
Definição 1.8.8. Um ideal I da álgebra GtXu é denominado TTr-ideal (ou T -ideal com
traço) se, para qualquer polinômio com traço fpx1, . . . , xnq em I e quaisquer polinômios
g1, . . . , gn em GtXu, o polinômio com traço fpg1, . . . , gnq P I.
Observe que para qualquer álgebra com traço pA, τq, o ideal de todas as suas
identidades com traço é um TTr-ideal. Diremos que uma identidade com traço f  0
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segue das identidades com traço gi  0, i P Λ, se f pertence ao menor T -ideal com traço
contendo todos os gi  0, i P Λ.
Considere a álgebra das matrizes de ordem n com o traço usual denotada por
pMnpKq, trq. O polinômio característico de uma matriz A de MnpKq é dado por:
χApλq  detpA λIq  p1qnpλn  
n¸
i1
ciλ
niq,
onde c1  trpAq e cn  p1qn detA. Afirmamos que os coeficientes do polinômio
caraterístico de uma matriz A são obtidos recursivamente por
c1  trA
c2  21pc1trA  trA2q
c3  31pc2trA  c1trA2   trA3q
...
cn  n1pcn1trA  cn2trA2        c1trAn1   trAnq.
Introduzindo a notação tk  trpAkq temos que:
t1   c1  0
tk   c1tk1   . . .  ck1t1   kck  0, k  2, 3, . . . , n.
Essas equações são chamadas de identidades de Newton (ou Fórmulas de Newton) e
assim o resultado segue. Do Teorema de Cayley–Hamilton temos que χApAq  0 para
todo A PMnpKq. Além disso, da minimalidade do grau do polinômio mínimo generalizado
dado em (1.9) podemos chamar fnpxq  χxpxq  mx,P pxq de o polinômio de Cayley–
Hamilton de grau n, onde x é uma variável.
Exemplo 1.8.9. Se A  MnpKq é a álgebra das matrizes de ordem n sobre K, então
mx,P pλq  fnpxq é a identidade de Cayley–Hamilton de grau n e Trd coincide com o traço
usual de matrizes. Além disso, a identidade de Cayley–Hamilton é uma identidade com
traço para a álgebra pA, trq. Sobre um corpo de característica zero, toda identidade com
traço para pA, trq segue da identidade de Cayley–Hamilton de grau n. Este último resultado
foi obtido de forma independente por Procesi e por Razmyslov, ver [71, Coralário 4.4-(c)],
ou [74].
Observação 1.8.10. Mais geralmente, se A é uma álgebra associativa nas potências de
dimensão finita e de grau d, dizemos que o polinômio mínimo generalizado mx,P pλq é a
identidade de Cayley–Hamilton de grau d  degpmx,P q.
Exemplo 1.8.11. Seja A  BnpKq com traço dado por trpα   vαq  2α, onde α P K e
vα um vetor no espaço vetorial V de dimensão n. O polinômio de Cayley-Hamilton de
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grau 2 e o polinômio
Ln 1px1, . . . , xn, xn 1, y1, . . . , ynq 
¸
p1qσpxσpn 1q  p1{2qTrpxσpn 1qqq
n 1¹
k1
Hpxσpkq, ykq
são identidades com traço para pA, trq. Aqui Hpx, yq  Trpxyq  p1{2qTrpxqTrpyq e
σ P Sn 1. Além disso, sobre um corpo infinito de característica diferente de dois, o
resultado principal de Vasilovskii em [94] prova que o TTr-ideal das identidade com traço
de A é gerado pelo polinômio de Cayley–Hamilton de grau 2 e por Ln 1.
1.9 Aplicações Equivariantes e Invariantes
Definição 1.9.1. Sejam G um grupo e X um conjunto não vazio. Definimos uma ação
de G em X como sendo um aplicação
ρ : GX Ñ X
pg, xq ÞÝÑ ρpg, xq  g  x.
que satisfaz:
  x  x e pg1g2q  x  g1  pg2  xq, (1.12)
para quaisquer g1, g2 P G e x P X.
Exemplo 1.9.2. 1. A ação de G por multiplicação a esquerda ou por conjugação sobre
si próprio.
2. Seja M um G-módulo, então ϕ : GM ÑM dado por ϕpg,mq  g m é uma ação
de G em M .
Definição 1.9.3. Sejam ρ : G  X Ñ X uma ação de G em X e x P X. Definimos a
órbita de x por ρ e o estabilizador (ou subgrupo de isotropia) de x em relação a ρ, como
sendo os conjuntos
Oρpxq  tg  x | g P Gu e Stabρpxq  tg P G | g  x  xu,
respectivamente.
Observação 1.9.4. Seja ρ : GX Ñ X uma ação de G em X.
1. Dizemos que ρ é uma ação transitiva se determina uma única órbita em X, ou
seja, se existe x P X tal que Oρpxq  X.
2. Todo x P X tal que G  Stabρpxq é chamado ponto fixo da ação ou ponto
invariante. O conjunto de todos os pontos fixos em X será denotado usualmente
por XG.
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3. Caso G seja finito, então Oρpxq é finito e |Oρpxq|  rG : Stabρpxqs, ou seja, |Oρpxq|
divide |G| para todo x P X.
4. Caso X seja finito e O1  Opx1q, . . . ,On  Opxnq sejam órbitas distintas sob a ação
de G tais que Oi X Oj  H, sempre que i  j e |X|  |O1|        |On|, dizemos
que x1, . . . , xn é um sistema completo de representantes das órbitas de X.
Caso O1, . . . ,Or sejam as órbitas unitárias (isto é, de comprimento 1), temos que
|XG|  r e
|X|  |XG|  
n¸
ir 1
|Oi|.
5. Seja X uma G-variedade algébrica. Se x P X, então Stabρpxq é um subgrupo fechado
de G (ver [84, Teorema 4.16, pág. 120]).
Para maiores detalhes sobre essas observações indicamos a leitura de [53, Seção 1.12].
Uma aplicação entre espaços vetoriais é chamada aplicação polinomial se
suas coordenadas são dadas por polinômios.
Definição 1.9.5. Dados um grupo G e dois G-módulos V , W , uma aplicação equiva-
riante é uma aplicação polinomial ψ : V Ñ W que é compatível com a G-estrutura, ou
seja, ψpg  vq  g  ψpvq, para todo g P G, v P V . Denotemos o conjunto das aplicações
equivariantes por homGpV,W q.
Observe primeiramente que homGpV,W q é um subanel do anel PV,W das apli-
cações polinomiais de V em W formado por aqueles elementos fixados a esquerda pela
ação do grupo G sobre PV,W da seguinte maneira:
g P G,ψ P PV,W , então pg  ψqpuq  g  pψpg1  uqq.
Note que para ϕ sendo elemento fixado a esquerda pelo grupo G, tem-se:
ϕpg  vq  pg  ϕqpg  vq
 pg  ϕqppg1gq  vq
 pg  ϕqpvq.
a inclusão oposta é imediata. Um caso particular é considerar as aplicações polinomiais
ψ : V Ñ W fixadas pela ação do grupo G, ou seja, g ψpvq  ψpvq. Denotemos tal conjunto
por invGpV,W q e as chamaremos de aplicações invariantes. Pode ser demonstrado que
invGpV,W q  homGpV,W q.
Para completar essas observações preliminares, consideremos G um grupo
agindo em uma álgebra A. Tome V  An e W  A, e assim podemos considerar a ação
diagonal de G sobre V dada por:
g  pa1, . . . , anq  pg  a1, . . . , g  anq.
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Note que as aplicações projeção nas j-coordenadas, denotadas por
Xj : pa1, . . . , aiq Ñ aj,
são aplicações equivariantes chamadas projeção equivariante na j-coordenada.
1.10 Introdução aos Grupos Algébricos Lineares
Nesta seção, serão apresentadas as definições e algumas propriedades acerca de
grupos algébricos lineares para o bom entendimento do nosso trabalho de tese. Assumiremos
K é um corpo algebricamente fechado de característica zero. Para maiores detalhes sobre
tal assunto indicamos a leitura de [22,44,68,84].
Definição 1.10.1. Definimos uma K-representação (ou simplesmente represen-
tação) linear de G em um espaço vetorial V como sendo um homomorfismo de
grupos
ϕ : G Ñ GLpV q
g Ñ ϕpgq  ϕg.
Além disso, definimos o grau da representação linear ϕ como sendo a dimensão do espaço
vetorial V . Dizemos que a representação linear ϕ é fiel se ϕ é injetivo.
Exemplo 1.10.2. A representação linear de um grupo G em um espaço vetorial V pode
ser vista como a ação de grupo G V Ñ V dada por ϕpg, vq  ϕgpvq, para todo g P G e
v P V .
Caso dim V  n, com n P N, os grupos GLpV q e GLnpKq são isomorfos. Neste
caso, uma representação linear de G em V pode ser vista como um homomorfismo ϕ de G
em GLnpKq. Em particular, quando n  1, podemos considerá-lo como um homomorfismo
ϕ : G Ñ K, onde K  Kzt0u é o grupo multiplicativo do corpo K. Nesta definição,
podemos considerar que V é um G-módulo e consequentemente dizemos que ϕ é uma
representação irredutível (completamente redutível) se V é um G-módulo irredutível
(completamente redutível).
Exemplo 1.10.3. Toda representação de grau 1 é irredutível. Toda representação irredu-
tível é completamente redutível.
Exemplo 1.10.4. Sejam n um número natural maior que 2, Cn o grupo cíclico finito de
ordem n e x um gerador de Cn. Podemos considerar a representação linear
ϕ : Cn Ñ GL2pRq
xk Ñ ϕpxkq  Rkn,
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onde Rn 

cosθ senθ
senθ cosθ

, com θ  2pi
n
. Observamos que ϕ é uma representação
irredutível. Caso existisse um subespaço W próprio não nulo teríamos que ϕgpY q  λgY ,
com W  xY y e λg P R para todo g P Cn. Em particular, Rn teria autovalor real, o que é
absurdo.
Teorema 1.10.5. Sejam G um grupo abeliano e K um corpo algebricamente fechado.
Então toda K-representação de G irredutível de grau finito tem grau 1.
Demonstração. Ver [80, Resultado 8.1.6, pág. 219]
Teorema 1.10.6 (Teorema de Maschke). Seja G um grupo finito de ordem |G|. Se
charK não divide |G| então todo G-módulo V de dimensão finita é completamente redutível.
Demonstração. Ver [54, Seção 5.2, pág 253]
Segue do Teorema de Maschke que se M é um G-módulo de dimensão finita,
então existem N1, N2, . . . , Nm submódulos simples de M tais que
M  N1 `N2 `    `Nm
e tal decomposição é única a menos de isomorfismo e ordenação (ver Teorema 1.1.33).
Além disso, é possível demonstrar que a quantidade de representações irredutíveis de G
sobre um corpo K, a menos de equivalência, é finito e este número é menor ou igual ao
número de classes de conjugação de G, para maiores detalhes veja [54, Seção 5.3, página
261].
A demonstração do resultado principal do Capítulo 4, faz uso dos G-módulos
completamente redutíveis; caso G seja finito o resultado segue do Teorema de Maschke,
porém para o caso em que G é infinito este resultado não é tão obvio. Nosso objetivo no
decorrer desta seção, é conhecer o conceito de grupos algébricos semissimples. Esta é uma
teoria importante para o entendimento de G-módulos completamente redutíveis sobre um
corpo de característica zero. Com esse objetivo é importante estabelecer as noções em
detalhes.
Um grupo algébrico G é uma variedade que é também um grupo de modo
que as aplicações multiplicação e inversa, que definem a estrutura de grupo, são morfismos
de variedades. Se G é uma variedade afim, ou seja, um fechado de Ak, então G é chamado
grupo algébrico linear.
O conjunto MnpKq de todas as matrizes de ordem n sobre o corpo K pode ser
identificado como a variedade afim An2 . Denotando por GLnpKq  GLn o conjunto de
todas as matrizes de ordem n invertíveis com entradas em K, podemos observar que GLn
munido com o produto usual de matrizes é um grupo chamado grupo geral linear. Note
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que GLn é um subconjunto aberto (por Zariski) do espaço MnpKq que não se anula no
polinômio determinante detx. Além disso, é fato conhecido da teoria que os subgrupos
algébricos de um grupo algébrico, são os seus subgrupos fechados. A seguir daremos alguns
exemplos de grupos algébricos lineares.
Exemplo 1.10.7. O produto direto de dois (ou mais) grupos algébricos (munido com a
topologia do produto) é novamente um grupo algébrico.
Exemplo 1.10.8. O grupo especial linear SLnpKq é um subgrupo fechado de GLnpKq na
topologia de Zariski, definido pelos zeros da função detx 1. Além disso, seja gt a matriz
transposta da matriz g PMnpKq. Então para todo M PMnpKq podemos definir o grupo
GM  tg P GLnpKq | gMgt Mu.
Este é um grupo algébrico linear, com a condição de que gMgt M é um polinômio nas
entradas de g. Quando M for a matriz
0 Ik
Ik 0

,
onde n  2k, temos que GM é o grupo simplético Sp2tpKq. Caso M  In, GM será o grupo
ortogonal OnpKq.
Um caso particularmente interessante desta situação diz respeito ao centro
de um grupo. Seja G um grupo algébrico linear, por definição, o centro ZpGq de G é o
subgrupo dado por
ZpGq  tg P G | gh  hg, para todo h P Gu.
Em outras palavras, ZpGq 
£
hPG
tg P G | gh  hgu é um grupo algébrico linear, já que
o conjunto tg P G | gh  hgu satisfaz a condição de que gh  hg é um polinômio nas
entradas de g, para h P G fixado.
Exemplo 1.10.9. Seja G um grupo algébrico linear e H  G um subgrupo normal fechado,
então G{H é um grupo algébrico linear, para maiores detalhes ver [84, Teorema 5.3, pág.
269]. Segue que o grupo geral linear projetivo, definido como sendo o quociente
PGLn  PGLnpKq  GLn{ZpGLnq, pois ZpGLnq  K  Id, é um grupo algébrico linear.
Exemplo 1.10.10. Dados uma álgebra A de dimensão finita (não necessariamente as-
sociativa) e V o espaço vetorial de dimensão n associado à álgebra A, então o conjunto
AutKA é um subgrupo de GLpV q w GLnpKq. Além disso, fixando a, b elementos de A
podemos definir o conjunto Spa, bq  tϕ P GLnpKq | ϕpabq  ϕpaqϕpbqu que é fechado
em GLnpKq e assim AutKA 
£
tSpa, bq | a, b P Au é fechado em GLnpKq. Portanto,
AutKA é um grupo algébrico linear.
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Um importante resultado a respeito dos grupos algébricos lineares, porém de
demonstração mais elaborada que os exemplos anteriores é a existência de uma representa-
ção como um grupo de matrizes, ou seja, se G é um grupo algébrico linear, então existem
um inteiro positivo n e um isomorfismo de G sobre um subgrupo fechado de GLnpKq. A
demonstração de tal fato pode ser encontrada em [44, Seção 8.6, pág. 63].
Por definição, um morfismo de grupos algébricos é um homomorfismo de
grupos ϕ : GÑ G1 que é também um morfismo de variedades. É fácil verificar que Kerϕ
e Imϕ são subgrupos fechado de G e G1, respectivamente. Quando o grupo G1  GLnpKq,
dizemos que ϕ é uma representação racional. A seguir daremos a definição mais precisa de
representação racional.
Definição 1.10.11. Seja V um espaço vetorial.
(a) Se V for de dimensão finita, então uma representação de um grupo G em V , denotada
por ρ : GÑ GLpV q, é uma representação G-racional se ela é um homomorfismo
de variedades. Neste caso, dizemos que V é um G-módulo racional.
(b) Se dimensão de V for infinita, dizemos que V é G-módulo racional se ele for união
de G-módulos racionais de dimensão finita, ou seja, todo v P V está contido em um
espaço G-invariante de dimensão finita N e a restrição da ação de G sobre N é uma
representação racional de G em N .
Exemplo 1.10.12. O produto tensorial entre G-módulos racionais também é racional,
munido com a respectiva ação diagonal pelo grupo G.
Sejam A uma álgebra finitamente gerada e G um grupo algébrico linear tal que
G age como um grupo de automorfismos da álgebra. Dizer que “G” age “racionalmente”
sobre A implica que cada elemento de A está em um subespaço G-invariante de dimensão
finita que ofereça uma representação racional de G.
Exemplo 1.10.13. Sejam A uma álgebra de dimensão finita e G  AutKpAq então A é
um G-módulo racional, basta considerar a representação inclusão ι : AutKpAq ãÑ GLnpKq,
onde n  dimK A.
Proposição 1.10.14. [41, Lema 5.6] Seja R uma álgebra que é um G-módulo racional
tal que G age sobre R como um grupo de automorfismos. Se S é uma RG-álgebra comu-
tativa qualquer, então G age na S-álgebra R bRG S como grupo de S-automorfismos e a
representação é racional.
Demonstração. Podemos definir a ação de G sobre R bRG S por g  pr b sq  pg  rq b s,
com r P R e s P S. A primeira afirmação é obvia. Para ver que a representação é racional,
observamos que dado h 
¸
ribsi um elemento qualquer em RbRG S, podemos definirM
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como sendo o G-submódulo de R gerado por todos os ri’s. Consideramos
¸
M bK pKsiq o
G-submódulo de RbK S de dimensão finita que é um G-submódulo de RbRG S contendo
h.
Definição 1.10.15. Seja G um grupo algébrico linear. Dizemos que G é linearmente
redutível, se todo G-módulo racional é completamente redutível.
Seja G um grupo algébrico linear. Um elemento g em G é dito ser unipotente se
todos os seus autovalores são 1. Dizemos que G é unipotente se todos os seus elementos são
unipotentes. Além disso, G é solúvel (resp. nilpotente), se ele é solúvel (resp. nilpotente)
como grupo.
Definição 1.10.16. Seja G um grupo algébrico. O radical RpGq de G é o maior subgrupo
normal solúvel conexo de G. Além disso, o radical unipotente RupGq de G é o maior
subgrupo normal unipotente conexo de G. Dizemos que G é semissimples (respectivamente
redutível) se RpGq  tu (respectivamente RupGq  tu).
Lema 1.10.17. [41, Corolário 5.35] Um grupo algébrico linear unipotente é solúvel.
Observação 1.10.18. Segue do lema anterior e da Definição 1.10.16 que um grupo
semissimples é redutível.
Observamos que Chevalley classificou, em [22], os grupos algébricos simples.
Mais precisamente, se G é um grupo algébrico semissimples, então podemos associá-lo
a um diagrama de Dynkin, obtendo assim uma classificação similar à dos grupos de Lie
compactos, como grupos de Lie simples do tipo especial An, Bn, Cn, Dn, e os cinco grupos
excepcionais E6, E7, E8, F4, G2. Para maiores detalhes ver o comentário feito em [68, Seção
2.1.13, pág. 62]
Lema 1.10.19. [84, Cap. 9, Teorema 5.4 e Corolário 5.6] Um grupo algébrico linear G
é redutível se, e somente se, ele é linearmente redutível. Em particular, os grupos clássicos
e excepcionais são linearmente redutível.
Seja A uma álgebra associativa central simples munida de uma involução pq.
Pelos comentários feitos na Seção 1.7 temos que AutKpA, τq  PSUnpKq o grupo especial
unitário projetivo. O próximo resultado classifica os grupos especiais unitários, a menos de
isomorfismo.
Teorema 1.10.20. Seja A MnpKq a álgebra das matrizes de ordem n sobre o corpo K
algebricamente fechado. Se G é o grupo especial unitário associado a involução pq, então:
1. G  SOnpKq, se   t;
2. G  SpnpKq, se   s;
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3. G  SLnpKq, se pq é do segundo tipo.
Demonstração. Ver [68, Proposição 2.15, pág. 86]
Por fim, seja G um grupo linearmente redutível, então qualquer quociente G{H
por um subgrupo algébrico normal de G é também linearmente redutível. De fato, dada
uma representação V de G{H, obtém-se uma representação induzida por G (para o mesmo
espaço vetorial associado). Então qualquer decomposição de V como uma representação de
G é também um decomposição como representação de G{H. Como subespaços invariantes
pela ação de G de V são ao mesmo tempo subespaços G{H-invariantes de V então as
noções de subrepresentação irredutível coincidem, assim devemos obter uma decomposição
de V como uma representação de G{H.
Deste comentário e do Lema 1.10.19 temos o seguinte resultado.
Teorema 1.10.21. Consideramos K um corpo algebricamente fechado de característica
zero e A uma álgebra de Jordan (ou associativa) central simples de dimensão finita. O
grupo de automorfismos AutKpAq é um grupo redutível.
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2 Propriedade de Primalidade para Polinô-
mios Centrais
Neste capítulo consideraremos K sendo um corpo infinito de característica
diferente de 2 e apresentaremos os resultados descritos em [33]. Primeiramente iremos
considerar uma propriedade análoga à estabelecida por Regev em [78] para as álgebras
MnpKq das matrizes, mas para outros tipo de álgebras e determinaremos em quais
graduações elementares por um grupo em n-uplas distintas sobre álgebras das matrizes
tal propriedade é satisfeita. Em seguida, provaremos que as álgebras MnpEq e Ma,bpEq
satisfazem a propriedade de primalidade para polinômios centrais. E por fim, concluiremos
que, sobre um corpo de característica zero, toda álgebra verbalmente prima satisfaz tal
propriedade.
Ressaltamos que o último resultado mencionado acima já foi obtido em [31] e
completado em [83]. Aqui foi dada uma demonstração alternativa e que generaliza ambas
as situações. Os resultados foram obtidos em colaboração com Diogo Diniz, UFCG, e
foram aceitos para publicação na revista Journal of Pure and Applied Algebra.
Em todo capítulo, a menos de menção contrária, todas as álgebras e espaços
vetoriais serão sobre K e todas as álgebras serão associativas e com unidade. Além disso,
por simplicidade de notação, iremos mencionar polinômios centrais G-graduados para
identificar os polinômios centrais G-graduados próprios.
2.1 Definições e Resultados Preliminares
Seja G um grupo abeliano com elemento neutro , denotaremos por A  `gPGAg
uma álgebra G-graduada associativa com unidade.
Definição 2.1.1. A álgebra A satisfaz a propriedade de primalidade para polinô-
mios centrais G-graduados se sempre que o produto de dois polinômios G-graduados
em conjuntos disjuntos de variáveis for polinômio central graduado para A implicar que
ambos os polinômios também são centrais graduados para A.
Vale lembrar que dado um subconjunto S de KxXGy denotaremos por xSyTG
o TG-espaço gerado por S. Se S  tfu usaremos, simplesmente, xfyTG para denotar o
TG-espaço gerado por f . Além disso, sabe-se que xfyTG é gerado, como espaço vetorial,
pelo conjunto
tfpp1, . . . , pnq | pi P pKxXGyqgiu,
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(ver Proposição 1.5.8). Logo se f é um polinômio central graduado para A, então todo
elemento de xfyTG é uma identidade graduada ou um polinômio central graduado para a
álgebra A. Para o caso em que G  tu temos, nas referências clássicas utilizadas para o
estudo básico de PI-álgebras, o seguinte resultado.
Proposição 2.1.2. Sejam fpx1, . . . , xrq um polinômio multihomogêneo de grau di em xi
e hipx1, . . . , xr, ziq a componente multihomogênea de fpx1   z1, . . . , xr   zrq de grau 1 em
zi. Então
rfpx1, . . . , xrq, xr 1s 
¸
i
hipx1, . . . , xr, rxi, xr 1sq. (2.1)
Demonstração. A igualdade segue do fato que a aplicação a ÞÑ ra, xr 1s é uma derivação
de KxXy, para maiores detalhes ver [43, pg. 9].
Agora, estamos aptos para enunciar o nosso primeiro resultado.
Proposição 2.1.3. Sejam A uma álgebra G-graduada com uma base B consistindo de
elementos homogêneos, V um subespaço de A e fpx1,g1 , . . . , xn,gnq um polinômio em KxXGy.
As afirmações a seguir são equivalentes:
(i) Se pa1, . . . , anq é uma substituição admissível qualquer por elementos de A, então o
elemento fpa1, . . . , anq está em V ;
(ii) Para todo polinômio f 1px1,g1 , . . . , xm,gmq em xfyTG e toda substituição f 1-admissível
pa1, . . . , amq de elementos em A, o elemento f 1pa1, . . . , amq está em V .
(iii) Para todo polinômio multihomogêneo f 1px1,g1 , . . . , xm,gmq em xfyTG e toda substituição
f 1-admissível pb1, . . . , bmq de elementos em B, o elemento f 1pb1, . . . , bmq está em V .
Demonstração. Sabemos que o conjunto S  tfpp1, . . . , pnq | pi P pKxXGyqgiu gera xfyTG
como um espaço vetorial. Suponha que a afirmação piq seja válida, então tal afirmação
é válida também para todos os elementos de S e portanto para todo f 1 em xfyTG , o que
conclui o item piiq. É claro que o item piiq implica o item piiiq, então falta demonstrar que
o item piiiq implica piq. Assuma que o item piiiq seja válido e considere uma substituição
admissível pa1, . . . , anq por elementos de A. Como B é uma base para A, então podemos
escrever ai 
ni¸
j1
λijbj, i  1, . . . , n, onde os bj P B são elementos homogêneos de grau gj.
Defina, para cada i  1, . . . , n, o polinômio
qipxsi 1,g1 , . . . , xsi ni,gni q 
ni¸
j1
λijxsi j,gj
em KxXGy, e escreva fpq1, . . . qmq  f1        fl como soma de componentes multihomo-
gêneas. Como o corpo base é infinito, temos que os polinômios f1, . . . , fl estão em xfyTG .
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Consideremos ν a substituição de elementos de KxXGy por elementos de A tal que xsi j,gj
é substituído por bj . Observe que o resultado dessa substituição feita no polinômio qj será
qjpb1, . . . , bniq  ai e portanto
fpa1, . . . , anq  f1|ν        fl|ν .
Segue de piiiq que cada componente f1|ν , . . . , fl|ν está em V , e portanto fpa1, . . . , anq
também está em V . Assim concluímos o resultado.
Como consequência direta da proposição anterior, temos:
Corolário 2.1.4. Sejam A uma álgebra graduada por um grupo G, V um subespaço de A
e fpx1,g1 , . . . , xm,gmq um polinômio tal que para toda substituição f -admissível pa1, . . . , amq
de elementos em A, o elemento fpa1, . . . , amq está em V . Então, para todo elemento b em
A e toda substituição f-admissível pa1, . . . , amq, o comutador rfpa1, . . . , amq, bs também
está em V .
Demonstração. Utilizando uma “pequena” adaptação da Proposição 2.1.2 teremos que
rfpx1,g1 , . . . , xm,gmq, xm 1,s 
¸
i
hipx1,g1 , . . . , xm,gm , rxi,gi , xm 1,sq. (2.2)
Observe que a variável xm 1, é homogênea de grau , e consequentemente o comutador
rxi,gi , xm 1,s tem grau gi. Além disso, sabe-se que os polinômios
hipx1,g1 , . . . , xm,gm , rxi,gi , xm 1,sq
estão no TG-espaço gerado por f . Da Proposição 2.1.3, temos que para toda substituição
hi-admissível pa1, . . . , am, bq os elementos hipa1, . . . , am, rai, bsq estão em V . E assim, o
resultado segue diretamente da Igualdade (2.2).
Para finalizar esta seção de preliminares, provaremos um resultado que será
utilizado de forma recorrente nas demonstrações deste capítulo.
Proposição 2.1.5. Sejam fpx1,g1 , . . . , xr,grq e gpxr 1,gr 1 , . . . , xs,gsq polinômios em con-
juntos disjuntos de variáveis em KxXGy. Se f 1 P xfyTG e g1 P xgyTG então f 1  g1 está em
xf  gyTG. Em particular, se f  g for um polinômio central graduado para uma álgebra
G-graduada A, então f 1  g1 também o é.
Demonstração. Da hipótese, temos que f 1 e g1 são combinações lineares de polinômios
da forma fpp1, . . . , prq e gpq1, . . . , qsq, respectivamente, onde pp1, . . . , prq e pq1, . . . , qsq são
substituições admissíveis por polinômios em KxXGy. Portanto, f 1  g1 é uma combinação
linear de polinômios no conjunto
S  tfpp1, . . . , prq  gpq1, . . . , qrq | p1, . . . , pr, q1, . . . , qs P F xXyu.
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Como f e g são polinômios em conjuntos disjuntos de variáveis e da caracterização de
TG-espaço temos que cada elemento de S estará em xf  gyTG . E portanto f 1  g1 está em
xf  gyTG . A segunda parte é uma aplicação direta da primeira junto com a Proposição
2.1.3.
2.2 Graduação Elementar sobre MnpKq e Propriedade de Primali-
dade
Nesta seção denotaremos por A a álgebra MnpKq e Eij serão as matrizes ele-
mentares de A contendo 1 na pi, jq-ésima entrada e 0 nas demais. O objetivo principal desta
seção é caracterizar as graduações elementares de A por n-uplas distintas que satisfazem
a propriedade de primalidade para polinômios centrais graduados. Tal caracterização
será demonstrada no fim desta seção, mas para chegarmos a este objetivo, precisaremos
estabelecer uma sequência de resultados úteis.
Proposição 2.2.1. Considere que A seja munida de uma graduação elementar e os
polinômios fpx1,g1 , . . . , xr,grq e gpxr 1,gr 1 , . . . , xs,gsq estejam em conjuntos disjuntos de
variáveis. Se f g é um polinômio central graduado para A, então existe uma matriz diagonal
invertível P de modo que o resultado de toda substituição f -admissível (respectivamente
g-admissível) é um múltiplo escalar da matriz P (respectivamente de P1).
Demonstração. Segue por hipótese que existe pelo menos uma substituição admissível
A1, . . . , As tal que o elemento fpA1, . . . , Arq  gpAr 1, . . . , Asq seja uma matriz escalar não
nula, implicando que gpAr 1, . . . , Asq é uma matriz invertível, a qual denotaremos por
P1. Considerando pB1, . . . , Brq uma substituição f -admissível qualquer, temos que o
produto fpB1, . . . , Brq  gpAr 1, . . . , Asq será uma matriz escalar. Portanto fpB1, . . . , Brq
é um múltiplo escalar da matriz P para toda substituição f -admissível. De modo análogo,
o resultado de toda substituição g-admissível é um múltiplo escalar de P1. Resta provar
que P é uma matriz diagonal.
Do Corolário 2.1.4, temos que se M é uma matriz qualquer de grau  e
pB1, . . . , Brq é uma substituição f -admissível, então o comutador rfpB1, . . . , Brq,M s será
um múltiplo escalar da matriz P . Em particular, rP,M s  λMP para algum escalar
λM P K. Como a graduação aqui considerada é elementar, podemos observar que as
matrizes Ekk têm grau , para todo k  1, . . . , n. Consequentemente, para cada k, existe
um escalar λk P K tal que
rP,Ekks  λkP. (2.3)
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Escrevendo P 
¸
i,j
pijEij e considerando a igualdade (2.3) teremos
¸
ik
pikEik 
¸
jk
pkjEkj  λk
¸
i,j
pijEij

.
Se λk  0 para todo k então
¸
ik
ppikEik  pkiEkiq  0, implicando que pij  0 para i  j,
isto é, P é uma matriz diagonal. Suponha, agora, que exista algum k tal que λk  0.
Considerando a igualdade anterior, podemos observar que λkpkk  0 implicando que
pkk  0 e os coeficientes que não estão na k-ésima linha ou coluna são nulos, isto é, pij  0
quando i  k e j  k. Além disso, pik  λkpik e pkj  λkpkj para todo i  k e j  k.
Caso pik  0 para algum k  i teríamos λk  1 e pki  0 para todos i  k. Neste caso
P 
¸
ik
pikEik não seria uma matriz invertível, o que é uma contradição. Suponha agora
que pki  0 para algum i  k então λk  1 e assim P 
¸
ik
pkiEki também não seria
invertível, providenciando novamente uma contradição. Em resumo, P  0 se existir algum
k tal que λk  0, que é absurdo. Assim, o único caso considerado implicará que P é uma
matriz diagonal, o que queríamos demonstrar.
Definição 2.2.2. Seja A a álgebra das matrizes MnpKq munida com uma graduação
elementar. Denotemos por H o conjunto das permutações σ em Sn tais que o correspondente
automorfismo Λσ, dado por ΛσpEijq  Eσpiqσpjq, é um automorfismo graduado de A.
É fácil verificar que o conjunto H, definido acima, é um subgrupo de Sn e a
aplicação σ ÞÑ Λσ é um homomorfismo de grupos. Deixaremos essa verificação para o leitor.
Nos próximos resultados serão deduzidas algumas relações que envolvem o subgrupo H.
Proposição 2.2.3. Se f é um polinômio em KxXGy que não é identidade graduada para
A e o resultado de toda substituição f -admissível é um múltiplo escalar de uma matriz M ,
então para todo σ P H existe um escalar não nulo λpσq tal que
ΛσpMq  λpσq1M.
Além disso, a aplicação λ : H Ñ K é um homomorfismo de grupos.
Demonstração. Da hipótese, existe uma substituição f -admissível de elementos em A
tal que fpA1, . . . , Amq  λM para algum escalar λ  0. Como os automorfismos Λσ são
graduados, então
ΛσpλMq  ΛσpfpA1, . . . , Amqq  fpΛσpA1q, . . . ,ΛσpAmqq  λ1M,
para algum escalar λ1 que depende do elemento σ em H. Afirmamos que para cada σ P H
existe um único escalar λpσq tal que ΛσpMq  λpσq1M . De fato, suponha que o escalar
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λ1λ1 seja nulo, então λ1  0, e como Λσ é um automorfismo da álgebra A, podemos concluir
que fpA1, . . . , Amq  0, o que é uma contradição. Logo, podemos definir λpσq  λλ11; a
boa definição desse escalar segue do fato da matriz M ser não nula, assim concluímos a
primeira parte da Proposição.
Para a segunda parte do resultado, basta observar que da Definição de Λσ e
considerando M 
¸
i,j
mijEij temos que
λpστq1M  Λστ pMq  Λστ p
¸
i,j
mijEijq 
¸
i,j
mijpEστpiqστpjqq
 ΛσΛτ pMq  λpσq1λpτq1M.
Agora o resultado segue, novamente, do fato de M ser não nulo.
Seja λ o homomorfismo dado na proposição anterior. Neste próximo lema,
descreveremos as matrizes diagonais P que satisfazem a igualdade ΛσpP q  λpσq1P em
termos do homomorfismo λ e da ação canônica de H sobre o conjunto t1, 2, . . . , nu.
Lema 2.2.4. Seja λ : H Ñ K um homomorfismo de grupos e, para cada i, definimos
P piq 
¸
αPH
λpαqEαpiqαpiq. Então as seguintes afirmações são válidas:
(i) Para todo σ P H temos ΛσpP piqq  λpσq1P piq;
(ii) As matrizes P piq e P pjq têm entradas não nulas na mesma posição se, e somente
se, i e j estão na mesma H-órbita;
(iii) Seja i1, . . . , id um sistema completo de representantes das órbitas da ação canônica
de H sobre t1, 2, . . . , nu. A matriz diagonal P satisfaz
ΛσpP q  λpσq1P (2.4)
para todo σ P H se, e somente se, P pode ser apresentada como uma combinação
linear das matrizes P pi1q, . . . , P pidq.
Demonstração. Observe, inicialmente, que
ΛσpP piqq 
¸
αPH
λpαqEσαpiqσαpiq  λpσq1
¸
αPH
λpσαqEσαpiqσαpiq  λpσq1P piq,
o que prova o item piq.
Para a prova da afirmação piiq, suponha que P piq e P pjq têm entradas não
nulas na mesma posição. Isso implicará αpiq  βpjq, para alguns α e β em H, isto é,
β1αpiq  j. Consequentemente i e j estão na mesma H-órbita. A afirmação recíproca é
imediata.
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Resta provar a afirmação piiiq. Consideremos a matriz diagonal P 
¸
i
piEii
que satisfaz a igualdade (2.4) e λ1, . . . , λd escalares em K tais que a is-ésima entrada da
matriz λsP pisq seja pis . Defina P 1 
d¸
s1
λsP pisq. Como P 1 é soma de matrizes diagonais,
podemos escrevê-la na forma P 1 
n¸
i1
p1iEii. Além disso, i1, . . . , id é um sistema completo
de representantes das órbitas da ação canônica de H. Segue da afirmação piiq que os P pisq’s
não possuem entradas não nulas na mesma posição e consequentemente pis  p1is para
todos s  1, . . . , d. Devemos provar que P  P 1. Tomemos a k-ésima entrada da matriz P ,
então podemos considerar a matriz pkP pkq. Da definição de sistema completo existe um s
em t1, . . . , du e um σ P H tal que σpsq  k, e portanto pσpsq  p1σpsq sempre que ps  p1s.
Para a reciproca, basta observar que pela afirmação piq a matriz P 1 também satisfaz a
igualdade (2.4). Isto conclui a prova do lema.
Para algumas graduações elementares por n-uplas distintas de elementos de
G é possível determinar uma matriz P nas condições do lema anterior e um polinômio
f em KxXGy que não é uma identidade graduada para A tal que o resultado por toda
substituição admissível é um múltiplo escalar de P . Este último resultado será mostrado
na próxima proposição, mas antes disso deduziremos as seguintes afirmações.
Lema 2.2.5. Seja x1,g1    xn,gn um monômio multilinear de grau  tal que a n-upla
pg1, g1g2, . . . , g1    gnq consiste de elementos de G distintos. Sejam pEi1j1 , . . . , Einjnq e
pEk1l1 , . . . , Eknlnq duas substituições admissíveis tais que o resultado de cada substituição é
não nulo. Então existe σ P H tal que
pEk1l1 , . . . , Eknlnq  pEσpi1qσpj1q, . . . , Eσpinqσpjnqq.
Demonstração. O elemento Ei1j1   Einjn é não nulo e homogêneo de grau , assim devemos
ter j1  i2, . . . , jn1  in, jn  i1, isto é, Ei1j1   Einjn  Ei1i1 . Além disso, a n-upla
pg1, g1g2, . . . , g1    gnq é composta de elementos distintos de G, implicando que pi1, . . . , inq
é uma permutação de t1, . . . , nu. De fato, assumindo que is  ir para s   r, obteríamos
Ei1is  Ei1ir , com degEi1is  g2    gs e degEi1ir  g2    gsgs 1 . . . gr distintos, o que é um
absurdo. Analogamente pk1, . . . , knq é também uma permutação. Consideremos σ como
sendo uma permutação em Sn tal que σpisq  ks, para todo s  1, . . . , n. As substituições
consideradas são todas admissíveis, e consequentemente o automorfismo de A tal que
Eij ÞÑ Eσpiqσpjq envia as matrizes Ei1i2 , . . . , Ein1in , Eini1 em matrizes elementares de mesmo
grau. Isto é, σ P H, como queríamos demonstrar.
Lema 2.2.6. Se A tem uma graduação elementar induzida por uma n-upla de elementos
distintos de G então a órbita de todos os elementos no conjunto t1, 2, . . . , nu sob a ação
canônica do grupo H tem exatamente |H| elementos. Em particular, |H| divide n.
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Demonstração. Fixe i um elemento qualquer do conjunto t1, 2, . . . , nu. Da Observação
1.9.4 temos que rH : Stabpiqs  |Opiq|, onde Stabpiq e Opiq denotam o estabilizador e a
órbita de i, respectivamente. Considere algum σ P H que satisfaz σpiq  i, desse modo as
matrizes Ei,j e Ei,σpjq têm o mesmo grau, para todo j. Como a n-upla que determina a
graduação consiste de elementos distintos, então σpjq  j. Portanto o estabilizador de
cada um dos elementos do conjunto t1, 2, . . . , nu é trivial, isto é, |H|  |Opiq| para todo i
em t1, 2, . . . , nu. Por fim, basta observar que n 
d¸
s1
|Opisq| para algum sistema completo
de representantes i1, . . . , is das órbitas da ação canônica de H sobre t1, 2, . . . , nu, o que
conclui a demonstração.
Proposição 2.2.7. Considere A uma álgebra munida da graduação elementar induzida
pela n-upla ph1, . . . , hnq de elementos distintos de G. Se existir uma matriz diagonal não
nula P e um polinômio graduado fpx1,g1 , . . . , xm,gmq que não seja identidade para A tal que
o resultado de qualquer substituição admissível seja um múltiplo escalar de P então existe
um homomorfismo (de grupos) λ : H Ñ K tal que P é igual a uma combinação linear de
matrizes da forma P pi1q, . . . , P pidq nas condições do Lema 2.2.4. Reciprocamente, sejam
λ : H Ñ K um homomorfismo e P  diagpp1, . . . , pnq uma matriz não nula escrita como
combinação linear de matrizes P pi1q, . . . , P pidq. Então o polinômio
fpx1,g1 , . . . , xn,gnq 
¸
i
pixσip1q,gσip1q . . . xσipnq,gσipnq , (2.5)
onde σ é o n-ciclo p12 . . . nq, gi  h1i hi 1 para i  1, . . . , n  1 e gn  h1n h1, não é
uma identidade para A e tem a propriedade que para qualquer substituição f -admissível o
resultado será um múltiplo escalar da matriz P .
Demonstração. Pela Proposição 2.2.3 temos que para todo σ em H existe um escalar
não nulo λpσq tal que ΛσpP q  λpσq1P . Aplicando agora o item piiiq do Lema 2.2.4
concluímos a primeira parte da proposição.
Já para provarmos a segunda parte do resultado observamos que o polinômio f
é multilinear, portanto é suficiente demonstrar o resultado para substituições admissíveis
de matrizes elementares. É claro que fpE12, . . . , En1q  P , o que implica que f não é
uma identidade para A. Pelo Lema 2.2.5, toda substituição f -admissível de modo que o
resultado seja não nulo é da forma pΛσpE12q, . . . ,ΛσpEn1qq. Para concluir a demonstração,
basta aplicar o item piiiq do Lema 2.2.4.
Seja G um grupo com exatamente n elementos, ou seja, |G|  n. Recordamos
que uma graduação elementar de A induzida por uma n-upla de elementos distintos de G é
chamada de graduação produto cruzado. A seguinte proposição é o último ingrediente
na demonstração do teorema principal desta seção.
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Proposição 2.2.8. Seja A munida de uma graduação elementar induzida pela n-upla
pg1, . . . , gnq de elementos distintos de G. Então A possui uma graduação produto cruzado
pelo suporte da graduação se, e somente se, |H|  n. Além disso, nestas condições, supp A
é um subgrupo de G isomorfo a H.
Demonstração. Primeiramente vamos assumir, sem perda de generalidade, que a graduação
elementar em A seja uma graduação produto cruzado. Assim para cada g P G existe uma
permutação σg em Sn tal que
pgg1, . . . , ggnq  pgσgp1q, . . . , gσgpnqq.
É fácil observar que a aplicação σ : g ÞÑ σg é um homomorfismo de grupos. De fato, sejam
g, h elementos em G e observando a igualdade acima, temos que gσgpjq  ggj para todo j.
Portanto
gσgpσhpiqq  ggσhpiq  ghgi  gσghpiq,
ou seja, σgσh  σgh. Caso σgpjq  j para todo j, teremos que gj  ggj implicando que
g  , isto é, o homomorfismo σ é injetivo. Por fim, iremos mostrar que a imagem de G
por σ está em H. Seja Eij uma matriz elementar de grau g1i gj , então para todo g em G o
grau de ΛσgpEijq  Eσgpiqσgpjq é igual à
g1σgpiqgσgpjq  pggiq1pggjq  g1i gj,
o que conclui que Λσg é um automorfismo graduado. Isto significa que σg está em H para
todo g P G, implicando que |H| ¥ n. Mas o Lema 2.2.6 implica que |H| deve ser menor ou
igual a n. Portanto σ é sobrejetiva. Concluímos que H e G são isomorfos e |H|  n.
Reciprocamente, assuma que |H|  n. O Lema 2.2.6 implica que existe apenas
uma órbita, ou seja, a ação de H sobre t1, . . . , nu é transitiva. Tome g um elemento no
suporte da graduação e uma matriz elementar Ekl de grau g  g1k gl. Assim, para todo i,
existe σ em H tal que σpkq  i e a matriz elementar Eij tem grau g se j  σplq. Agora se
h é outro elemento que está no suporte da graduação então existe t tal que a matriz Ejt
tenha grau h  g1j gt e Eit  EijEjt tenha grau gh. Isto mostra que gh está no suporte. É
claro que a matriz Etj tem grau h1, e isso implica que h1 está também no suporte da
graduação. Além disso, para todo h P supp A, existem i, j P t1, . . . , nu tais que h  g1i gj ,
considerando σ1 P H tal que σ1piq  1 temos que h  g11 gσ1pjq. Tudo isso demonstra
que o suporte desta graduação é um subgrupo de G de ordem n. Como os elementos
p, g11 g2, . . . , g11 gnq são elementos distintos em G, concluímos que a graduação é uma
graduação produto cruzado sobre seu suporte e aplicando a primeira parte da proposição
teremos que H e supp A são grupos isomorfos.
Observação 2.2.9. Segue da Proposição anterior que a graduação produto cruzado sobre
a álgebra das matrizes definida nesta seção é um exemplo da graduação de G-produto
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cruzado apresentado na Definição 1.2.17. De fato, suponha que A MnpKq possua uma
graduação produto cruzado por um grupo G então a n-upla pg1, . . . , gnq é formada por
todos elementos de G. Da Proposição 2.2.8 temos que para cada gi P G existe σi P H tal
que a aplicação gi ÞÑ σi é um isomorfismo entre os grupos G e H. Para cada i P t1, . . . , nu,
defina a matriz
P pσiq 
n¸
j1
Eσipjq,σipj iq.
Aqui iremos considerar, por abuso de notação, j   i como sendo j   i P Zn. Observe que
em todas as linhas da matriz P pσiq existe apenas uma entrada não nula, pela definição do
grupo H e P pσiq1 
n¸
j1
Eσipj iq,σipjq, implicando que cada componente homogênea possui
um elemento invertível. Porém, a Z2-graduação dada no Exemplo 1.2.5 da álgebra M4pKq
é uma graduação Z2-produto cruzado dada na Definição 1.2.17, mas não é no sentido da
definição dada nesta seção.
Estamos prontos para fazer uma caracterização das graduações elementares
sobre A por n-uplas distintas que satisfazem a propriedade de primalidade. A demonstração
deste resultado representa o “ápice” desta seção.
Teorema 2.2.10. Seja A uma álgebra munida de uma graduação elementar induzida pela
n-upla pg1, . . . , gnq de elementos distintos de G. A álgebra A satisfaz a propriedade de
primalidade para polinômios centrais G-graduados se, e somente se, a graduação é uma
graduação produto cruzado e o grupo G não possui representação linear de grau 1 além da
trivial, ou seja, não existe homomorfismo GÑ K não trivial.
Demonstração. Vamos supor, por absurdo, que A não tenha a graduação produto cruzado.
Então pela Proposição 2.2.8 temos que |H|   n. Neste caso o Lema 2.2.6 implica que o
número d de órbitas em H agindo sobre t1, 2, . . . , nu é maior que 1. Considere i1, . . . , id um
sistema completo de representantes das órbitas da ação canônica de H sobre t1, 2, . . . , nu
e junto com o homomorfismo trivial, podemos aplicar a Proposição 2.2.7 para obter um
polinômio f de modo que o resultado obtido por toda substituição f -admissível é um
múltiplo escalar da matriz diagonal
P  P pi1q        P pid1q  P pidq
com P 2  In. Observe que d ¡ 1 implica que f não é um polinômio central graduado
para A, mas o produto de duas copias de f em conjuntos disjuntos de variáveis é central.
Segue que A não satisfaz a propriedade de primalidade. Suponha agora que a graduação
em A seja produto cruzado, mas que G tenha uma representação de grau 1 não trivial.
Pela Proposição 2.2.8 temos que H é isomorfo a G. Neste caso podemos considerar a
existência de um homomorfismo não trivial λ : H Ñ K e considerar que a ação de H
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sobre t1, 2, . . . , nu determina uma única órbita, digamos i1, e assim P  P pi1q. Aplicando
o Lema 2.2.4, combinado com o homomorfismo λ e a Proposição 2.2.7 é possível obter um
polinômio graduado f que não é identidade para A e que satisfaça ainda a propriedade de
que o resultado de qualquer substituição f -admissível é um múltiplo escalar de P . Observe
que |H|  n, então as entradas na diagonal de P estão na imagem de λ e portanto são
raízes n-ésimas da unidade. Isto implica que P n  In, e assim o produto de n copias de
f em conjuntos disjuntos de variáveis é central. Como o homomorfismo λ é não trivial,
temos que P não é uma matriz escalar e assim f não será central. Portanto, mais uma vez,
A não satisfaz a propriedade de primalidade. Então a primeira parte do resultado segue.
Reciprocamente, assuma que a graduação em A seja uma graduação produto
cruzado e que o único homomorfismo GÑ K seja o trivial. Vamos fixar dois polinômios
graduados fpx1,g1 , . . . , xr,grq e gpxr 1,gr 1 , . . . , xs,gsq em conjuntos disjuntos de variáveis
tais que o produto f  g seja um polinômio central graduado para A. Devemos provar que
a matriz P obtida na Proposição 2.2.1 é um múltiplo escalar da matriz identidade; isto é
suficiente para mostrar que f e g são polinômios centrais. Pela Proposição 2.2.3 existe um
homomorfismo λ : HÑ K tal que
ΛσpP q  λpσq1P.
Como a graduação é produto cruzado devemos ter que H e G são grupos isomorfos, e por
hipótese λ deve ser o homomorfismo trivial. Além disso, pela ordem de H ser igual a n, o
Lema 2.2.6 implica que a ação de H sobre t1, . . . , nu é transitiva. Neste caso, aplicando
item piiiq do Lema 2.2.4, temos que P é uma matriz escalar.
Observação 2.2.11. A propriedade de primalidade pode não ser invariante por extensão
de escalares. Por exemplo, considere o grupo G  Z3, se K for o corpo dos reais, então
existe apenas uma R-representações irredutível de grau 1, a trivial. Porém, caso K seja
o corpo dos complexos, toda C-representação irredutível é de grau 1, isto é, existem três
C-representações irredutíveis de grau 1. Aplicando o Teorema 2.2.10, M3pRq munida com
sua Z3-graduação natural (a graduação de Vasilovsky) satisfaz a propriedade de primalidade
para polinômios centrais Z3-graduado, mas M3pCq não.
Como último resultado desta seção, provaremos que a propriedade de pri-
malidade é invariante por graduação coarsening. Para rever os conceitos relacionados à
graduação coarsening, direcionamos o leitor para a Definição 1.2.18.
Teorema 2.2.12. Sejam Γ: A  `gPGAg e Γ1 : A  `hPHAh graduações de uma álgebra
A pelos grupos G e H, respectivamente. Além disso, considere que a H-graduação Γ1
é um coarsening da G-graduação Γ. Se A satisfaz a propriedade de primalidade para
polinômios centrais G-graduados, então ela também satisfaz a propriedade de primalidade
para polinômios centrais H-graduados.
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Demonstração. Sejam fpx1,h1 , . . . , xr,hrq e gpxr 1,hr 1 , . . . , xs,hsq polinômios em conjuntos
disjuntos de variáveis tais que o produto f  g seja um polinômio central H-graduado.
Então existe uma substituição admissível pA1, . . . , Ar, Ar 1, . . . , Asq tal que
fpA1, . . . , Arq  gpAr 1, . . . , Asq  0.
Considere, agora, uma substituição g-admissível tal que gpAr 1, . . . , Asq é uma matriz
invertível. Como a H-graduação em A é um coarsening da G-graduação segue que cada
matriz Ai é soma de matrizes homogêneas na G-graduação, digamos Ai  B1,i     Bki,i
onde todas as Bj,i são matrizes de grau gj,i e gk,i  gl,i se k  l. Definimos o polinômio
G-graduado pi 
ki¸
l1
xi,gl,i e denotamos f  fpp1, . . . , prq, g  gppr 1, . . . , psq. Observe que
pi e pj são polinômios em conjuntos disjuntos de variáveis sempre que i  j e portanto
f e g também o são. É claro que se fizermos a substituição pi-admissível pB1,i, . . . , Bki,iq
em cada pi o resultado obtido será Ai e portanto a substituição em f e g resultará em
fpA1, . . . , Arq e gpAr 1, . . . , Asq, respectivamente. Se o produto f  g for uma identidade
graduada então fpA1, . . . , Arq  gpAr 1, . . . , Asq  0 e por gpAr 1, . . . , Asq ser invertível
implica que fpA1, . . . , Arq  0, o que não é possível.
Assim f  g é um polinômio central G-graduado não-trivial, pois f  g é um
polinômio central H-graduado. Como A satisfaz a propriedade de primalidade para
polinômios centrais G-graduados isto implica que f e g são polinômios centrais G-graduados
e portanto fpA1, . . . , Arq é um elemento pertencente ao centro de A. Isso prova que f é
um polinômio central H-graduado. Usando passos completamente análogos provamos que
g também é central H-graduado.
2.3 Álgebra das Matrizes sobre uma Álgebra munida de uma Gra-
duação Regular
Em [31], Diniz provou que o produto tensorial entre duas álgebras regulares
satisfaz a propriedade de primalidade, se ambas satisfazerem a mesma propriedade, quando
o corpo base é de característica zero. Em particular, a álgebraMnpEq satisfaz a propriedade
de primalidade para polinômios centrais, uma vez que as álgebras MnpKq e E também
a satisfazem. Recordamos aqui que a prova da propriedade em E foi feita na mesma
referência. Vale ressaltar que a definição de álgebra regular foi dada na Seção 1.2, mais
precisamente na Definição 1.2.21.
O principal objetivo desta seção é demonstrar que a álgebra MnpEq satisfaz a
propriedade de primalidade quando o corpo base é infinito e de característica diferente
de dois. Para isto, denotaremos por R uma álgebra regular (com unidade) e por A a
álgebra das matrizes MnpKq de ordem n. Além disso, a álgebra MnpRq denotará a álgebra
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das matrizes de ordem n com entradas na álgebra regular R. Identificando a matriz
escalar diagpr, . . . , rq como sendo o elemento r em R, podemos observar que R e A são
subálgebras de MnpRq. A graduação sobre MnpRq, aqui considerada, será assumida de
tal modo que R e A sejam subálgebras homogêneas e R seja graduada pelo grupo trivial.
Assim a graduação MnpRq  `gPGpMnpRqqg terá componentes homogêneas da forma
pMnpRqqg  trb | r P R, b P Agu. O resultado principal desta seção (Teorema 2.3.15) é o
seguinte: “se R é uma álgebra regular então MnpRq herda a propriedade de primalidade
para os polinômios centrais graduados de A”. Segue deste resultado e da propriedade
de primalidade sobre A (com graduação trivial), obtida por Regev, a propriedade de
primalidade para polinômios centrais ordinários em MnpEq.
Observe que em muitos dos exemplos conhecidos de álgebras com graduação
regular minimal por um grupo abeliano verifica-se que o centro da álgebra coincide com
a componente neutra, ver Seção 1.2. Neste próximo resultado nós provaremos que a
coincidência vale sob a seguinte condição mínima sobre a graduação regular:
Propriedade 2.3.1. Para quaisquer h, h1 P H e qualquer 0  rh P Rh existe sh1 P Rh1
com a propriedade de que rhsh1  0.
Proposição 2.3.2. Seja R uma álgebra com uma graduação regular por um grupo H. Se
a graduação regular for minimal e satisfaz a Propriedade 2.3.1 então ZpRq  RH .
Demonstração. Seja β o bicaracter que induz a H-graduação regular minimal de R. Para
quaisquer g, h P H temos rgrh  βpg, hqrhrg e βpH , hq  1 implicando RH  ZpRq.
Observe que o centro ZpRq é uma subálgebra homogênea de R. De fato, seja z P ZpRq,
então existem z1, . . . , zn elementos homogêneos de R tais que z  z1        zn. Como o
grupo H é abeliano e ainda temos rz  zr para todo r P R, podemos tomar r como um
elemento homogêneo. Isto implica que
prz1  z1rq        przn  znrq  0.
Por outro lado, a decomposição em componentes homogêneas é única, portanto obtemos
que cada zi está em ZpRq, o que conclui a afirmação. Suponha, por contradição, que
RH  ZpRq então existem elementos h   e 0  zh P Rh tais que zh P ZpRq. Da hipótese
desta proposição temos que dado qualquer h1 P H existirá wh1 P Rh1 tal que zhwh1  0.
Obteremos, desta forma, wh1zh  zhwh1  βph, h1qwh1zh e concluímos que βph, h1q  1 para
todo h1 P H. Esta última afirmação contradiz a minimalidade da graduação regular.
Observação 2.3.3. Observamos que nenhuma das duas hipóteses da proposição anterior
pode ser removida. Se R for uma álgebra com graduação regular que não seja minimal,
então existe h P HztHu tal que βph, gq  1, para todo g P H e a inclusão será estrita.
Por outro lado, considere a álgebra R definida da seguinte forma:
x1, f, e1, e2, . . . | fei  eif  0, f 2  0, ejej  ejeiy,
Capítulo 2. Propriedade de Primalidade para Polinômios Centrais 80
onde a subálgebra de R gerada pelos elementos ei é a álgebra de Grassmann. Temos que a
decomposição
R0  E0 e R1  E1 ` xfy
é uma Z2-graduação regular minimal sobre R, porém f é central e portanto ZpRq contém
propriamente R0.
Nosso próximo resultado caracterizará a verificação de quando um polinô-
mio G-graduado é uma identidade para MnpRq. Esse resultado será importante para a
demonstração do teorema principal da seção.
Lema 2.3.4. Seja R uma álgebra com uma graduação regular por um grupo abeliano H tal
que ZpRq  RH e seja MnpRq munida de uma G-graduação tal que R  pMnpRqqG. Se
f  fpx1,g1 , . . . , xr,grq é um polinômio tal que o resultado de toda substituição f -admissível
de elementos em MnpRq está em Rh, para algum h  H , então f é uma identidade
graduada para MnpRq.
Demonstração. Seja pa1, . . . , arq uma substituição f -admissível de elementos em MnpRq,
segue do Corolário 2.1.4 que para todos h1 P H e m1 P Rh1 o comutador rfpa1, . . . , arq,m1s
está em Rh. Aqui consideramos R contido em pMnpRqqG , tomamos V  Rh e por H
ser um grupo abeliano, temos que ambos fpa1, . . . , arq m1 e m1  fpa1, . . . , arq estão em
Rhh1 . Portanto rfpa1, . . . , arq,m1s está em Rhh1 . Se h1  H então h  hh1 implicando que
Rhh1 X Rh  t0u. Desta maneira podemos concluir que rfpa1, . . . , arq,m1s  0. Note que
fpa1, . . . , arq comuta com todo elemento em Rh1 , para todo h1 P H diferente de H . Além
disso, como βpH , hq  1 podemos deduzir que fpa1, . . . , arq comuta também com todos
os elementos de RH . Isto implica que fpa1, . . . , arq está em ZpRq  RH . Neste caso,
fpa1, . . . , arq está em RhXRH  t0u, e portanto fpa1, . . . , arq  0. Concluímos assim que
f é uma identidade graduada para MnpRq.
Sejam R uma álgebra que possui uma graduação regular pelo grupo abeliano
H e β : H H Ñ K o seu respectivo bicaracter. Se mpx1, . . . , xsq é um monômio de grau
di em xi e pr1, . . . , rsq uma s-upla de elementos H-homogêneos de R, então a condição
(P2) da Definição 1.2.21 implicará que
mpr1, . . . , rsq  λrd11    rdss ,
para algum escalar λ não nulo.
Observação 2.3.5. O escalar λ descrito anteriormente não depende da s-upla de ele-
mentos escolhida de R, mas do monômio m, do bicaracter β : H H Ñ K e da s-upla
h  ph1, . . . , hsq tal que ri P Rhi. Tal escalar será denotado por Rh,m, ou simplesmente por
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h,m se não tiver dúvida em qual álgebra regular estaremos trabalhando. Desta maneira
temos que
mpr1, . . . , rsq  h,mrd11    rdss .
Definição 2.3.6. Sejam fpx1,g1 , . . . , xn,gnq um polinômio graduado multihomogêneo na
álgebra KxXGy e h  ph1, . . . , hnq P Hn. Escrevendo f 
¸
i
αimi como uma combinação
linear de monômios, podemos definir fh como
fhpx1,g1 , . . . , xn,gnq 
¸
i
h,miαimi.
Observação 2.3.7. Se fpx1,g1 , . . . , xn,gnq é um polinômio graduado multihomogêneo de
grau di em xi,gi, ri P Rhi e ai P A então
fpr1a1, . . . , rtatq  rd11    rdtt fhpa1, . . . , atq,
onde h  ph1, . . . , htq.
Para os próximos resultados iremos considerar que R é uma álgebra com uma
H-graduação regular que satisfaz a seguinte propriedade:
Propriedade 2.3.8. Para quaisquer dois monômios m1 e m2 P KxXHy, em conjuntos
disjuntos de variáveis, que não são identidades H-graduadas para a álgebra R teremos que
o produto m1 m2 também não é identidade graduada para R.
As álgebras com graduação regular apresentadas no Exemplo 1.2.23 satisfazem
essa propriedade. Uma álgebra R que satisfaz a Propriedade 2.3.8 deverá satisfazer também
uma propriedade graduada análoga à definição de álgebra verbalmente prima.
Proposição 2.3.9. Seja R uma álgebra com uma H-graduação regular que satisfaz a
Propriedade 2.3.8. Se f, g P KxXHy são polinômios graduados em conjuntos disjuntos de
variáveis que não são identidades para R então f  g também não é identidade graduada
para R.
Demonstração. Da Proposição 2.1.3 podemos assumir, sem perda de generalidade, que os
polinômios f, g são multihomogêneos. Pela Observação 2.3.5, temos que f, g são, módulo
IdHpRq, múltiplos escalares de monômios em conjuntos disjuntos de variáveis. Portanto,
a Propriedade 2.3.8 implica que f  g não está em IdHpRq. Logo f  g não é identidade
graduada para a álgebra H-graduada R.
Corolário 2.3.10. Seja R uma álgebra munida de uma H-graduação regular minimal
a qual satisfaz a Propriedade 2.3.8. Se R1  KxXHy{IdHpRq, com a sua H-graduação
canônica, então ZpR1q  R1H .
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Demonstração. Sejam h, h1 P H e r1h  f   IdHpRq um elemento não nulo em R1h. Consi-
deramos um m de modo que xm,h1 não seja variável em f . A Proposição 2.3.9 implica que
f  xm,h1 não está em IdHpRq. Portanto r1hs1h1  0¯, onde s1h1  xm,h1   IdHpRq. Desta forma
o resultado segue da Proposição 2.3.2.
Na próxima proposição observaremos que as álgebras regulares R que satisfazem
a Propriedade 2.3.8, são de fato verbalmente primas. Sobre um corpo algebricamente
fechado de característica zero, existe uma descrição dessas álgebras que têm uma graduação
regular não degenerada por um grupo finito. O leitor pode encontrar maiores detalhes
em [4, Corolário 42].
Proposição 2.3.11. Uma álgebra R com uma H-graduação regular que satisfaz a Propri-
edade 2.3.8 é verbalmente prima.
Demonstração. Sejam fpx1, . . . , xtq, gpxt 1, . . . , xsq polinômios em KxXy em conjuntos
disjuntos de variáveis, nenhum deles uma identidade para R. Proposição 2.1.3 implica
que existem polinômios multihomogêneos f 1px1, . . . , xt1q P xfyT , g1pxt1 1, . . . , xs1q P xgyT
e elementos homogêneos r1, . . . , rt1 , . . . , rs1 com f 1pr1, . . . , rt1q  0 e gprt1 1, . . . , rs1q  0.
Pela Observação 2.3.5 e pela Propriedade 2.3.8, o produto f 1px1, . . . , xt1q  g1pxt1 1, . . . , xs1q
não é uma identidade para R. Como f 1  g1 está em xf  gyT , podemos concluir, usando
Proposição 2.1.3 que f  g não é uma identidade ordinária para R.
Recordando o que foi demonstrado no Teorema 2.2.12, os próximos resultados
nos providenciam que a Propriedade 2.3.8 é invariante por graduação coarsenings e ainda
mais, que a propriedade de primalidade se transfere para álgebras que satisfazem as
mesmas identidades G-graduadas.
Lema 2.3.12. Seja R uma álgebra H-graduada regular. Então R satisfaz a Propriedade
2.3.8 se, e somente se, todo coarsening desta graduação satisfaz a Propriedade 2.3.8.
Demonstração. Primeiramente, vamos supor que exista uma H 1-graduação sobre R coarse-
ning da H-graduação que não satisfaça a Propriedade 2.3.8. Isso implicaria a existência de
m1,m2 monômios em KxXH 1y, em conjuntos disjuntos de variáveis, que não são identidades
H 1-graduadas para a álgebra R, mas o produto m1 m2 o é. Logo, para toda substituição
admissível pr1, . . . , rs, rs 1, . . . , rtq teríamos m1pr1, . . . , rsq m2prs 1, . . . , rtq  0, onde os
ri’s são elementos homogêneos na H 1-graduação. Portanto podemos considerar uma subs-
tituição admissível tal que m1pr1, . . . , rsq e m2prs 1, . . . , rtq sejam não nulos. Por outro
lado, utilizando a mesma notação dada na demonstração do Teorema 2.2.12, podemos
escrever cada ri  w1,i      wki,i como soma de elementos homogêneos w1,i, . . . , wki,i na
H-graduação de graus h1,i, . . . , hki,i, respectivamente, e hj,i  hl,i, se j  l. Consideramos
os polinômios pi 
ki¸
l1
xi,hl,i e definimos m1  m1pp1, . . . , psq e m2  m2pps 1, . . . , ptq.
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Observe que pi, pj são polinômios H 1-graduados em conjuntos disjuntos de
variáveis sempre que i  j. Isso implica que m1 e m2 são polinômios H-graduados em
conjuntos disjuntos de variáveis. Obviamente a substituição de xi,hl,i por wl,i em pi resultará
em ri e portanto as substituições em m1 e m2 serão m1pr1, . . . , rsq e m2prs 1, . . . , rtq,
respectivamente. Mas isto implica que m1 e m2 não são identidades H-graduadas. Por R
satisfazer a Propriedade 2.3.8 em sua H-graduação, podemos utilizar a Proposição 2.3.9 e
teremos que o produto m1 m2 não é identidades H-graduada. Mas isto contraria o fato
de m1 m2 ser identidade H 1-graduada.
A afirmação reciproca é imediata, uma vez que aH-graduação em R é coarsening
nela própria. Portanto o lema está demonstrado.
Lema 2.3.13. Sejam B e B1 álgebras graduadas por um mesmo grupo G. Se B e B1
são G-PI-equivalentes, ou seja, IdGpBq  IdGpB1q. Então B satisfaz a propriedade de
primalidade para polinômios centrais graduados se, e somente se, B1 também a satisfaz.
Demonstração. Sejam fpx1,g1 , . . . , xt,gtq e gpxt 1,gt 1 , . . . , xs,gsq polinômios em KxXGy em
conjuntos disjuntos de variáveis que não sejam identidades para B1, mas que f  g seja
polinômio central graduado para B1, isto é, rf g, xhs está em IdGpB1q, para qualquer h P G.
Como B e B1 são G-PI-equivalentes, temos que rf  g, xhs P IdGpBq implicando que f  g é
um polinômio central G-graduado para B. Se B satisfaz a propriedade de primalidade para
polinômios centrais graduados então fpx1,g1 , . . . , xt,gtq e gpxt 1,gt 1 , . . . , xs,gsq também são
polinômios centrais G-graduados para B. Para concluir o resultado basta aplicar o “truque”
da G-PI-equivalência novamente e observar que fpx1,g1 , . . . , xt,gtq e gpxt 1,gt 1 , . . . , xs,gsq
são polinômios centrais G-graduados para B1.
Lema 2.3.14. Sejam R e R1 duas álgebras regulares graduadas por um mesmo grupo
abeliano finito H que são H-PI-equivalentes. EntãoMnpRq eMnpR1q são G-PI-equivalentes.
Demonstração. Denote por B1 uma base paraMnpR1q consistindo de elementos homogêneos
e suponha que exista um polinômio G-graduado multihomogêneo f em KxXGy tal que
f P IdGpMnpRqqzIdGpMnpR1qq. Da Proposição 2.1.3, existe f 1px1,g1 , . . . , xt,gtq em xfyTG
e uma substituição f 1-admissível pr11a1, . . . , r1tatq de elementos da base B1 para os quais
temos
f 1pr11a1, . . . , r1tatq  r11d1    r1tdtfhpa1, . . . , atq  0,
implicando que a substituição fh-admissível pa1, . . . , atq de elementos de A é não nula.
Segue que o monômio m  mpx1,h1 , . . . , xt,htq  xd11,h1    xdtt,ht não pertence a IdHpR1q.
Aqui hi denota o grau do elemento homogêneo r1i na graduação de R1 e h  ph1, . . . , htq
é a t-upla obtida pela respectiva substituição admissível. Porém, se tomarmos quaisquer
elementos r1, . . . , rt de R com hi sendo o grau do elemento homogêneo ri na graduação
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de R, teremos que
0  f 1pr1a1, . . . , rtatq  r1d1    rtdtfhpa1, . . . , atq,
o que é um absurdo já que IdHpRq  IdHpR1q.
De agora em diante, iremos considerar uma álgebra MnpRq munida de uma
G-graduação tal que:
(Gr1) R é uma subálgebra homogênea e R  pMnpRqq;
(Gr2) A é uma subálgebra homogênea.
Agora estamos prontos para enunciar e demonstrar o resultado principal desta
seção.
Teorema 2.3.15. Seja MnpRq uma álgebra G-graduada que satisfaz as condições (Gr1)
e (Gr2). Se R possui uma graduação regular, por um grupo abeliano H, satisfazendo a
Propriedade 2.3.8 e a álgebra A MnpKq (com a G-graduação herdada de MnpRq) satisfaz
a propriedade de primalidade para polinômios centrais graduados, então a álgebra MnpRq
também satisfaz a propriedade de primalidade.
Demonstração. Primeiramente, provaremos que podemos assumir sem perda de genera-
lidade que a álgebra regular R que satisfaz a Propriedade 2.3.8 possui centro da forma
ZpRq  RH , onde H é o elemento neutro do grupo H. Segue do Lema 2.3.12 que toda
graduação coarsening da H-graduação de R satisfaz a Propriedade 2.3.8. Além disso toda
graduação regular de R admite um coarsening por uma imagem homomórfica sobre H
que é minimal. Portanto podemos assumir que a álgebra R possui uma graduação regular
minimal que satisfaz a Propriedade 2.3.8. Por simplicidade de notação, diremos que tal
graduação é dada pelo grupo H. Observamos que a H-graduação canônica da álgebra
R1  F xXHy{IdHpRq é uma graduação regular minimal que satisfaz a Propriedade 2.3.8.
Aplicando o Corolário 2.3.10 temos que ZpR1q  R1H .
Consideramos a álgebra MnpR1q munida com a G-graduação cuja as suas
componentes homogêneas é dada por pMnpR1qqg  tr1a | r1 P R1, a P Agu. Pelo Lema
2.3.14, MnpRq e MnpR1q satisfazem as mesmas identidades G-graduadas. Nestas condições,
podemos aplicar o Lema 2.3.13 e concluir queMnpRq satisfaz a propriedade de primalidade
se, e somente se, MnpR1q também a satisfaz. Portanto daqui em diante iremos assumir que
R possui uma graduação regular, por um grupo abeliano H, satisfazendo a Propriedade
2.3.8 e ZpRq  RH .
Vamos agora demonstrar o resultado principal. Seja fpx1,g1 , . . . , xt,gtq um po-
linômio graduado em KxXGy tal que o produto f  g seja um polinômio central graduado
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para AR para algum gpxt 1,gt 1 , . . . , xs,gsq cujo conjunto de variáveis em g é disjunta das de
f . Provaremos que f é um polinômio central graduado para AR. Primeiramente afirmamos
que existem um polinômio g1px1,g1 , . . . , xm,gmq em xgyTG , uma m-upla h  ph1, . . . , hmq
em Hm e uma substituição g1h-admissível pa1, . . . , amq de modo que g1hpa1, . . . , amq seja
elemento invertível da álgebra A.
Seja BR (e BA) base de R (e A) de elementos homogêneos na H-graduação (e
na G-graduação). É claro que
B  tmM | m P BR,M P BAu
é uma base paraMnpRq. Como o produto f g não é uma identidade graduada paraMnpRq,
segue da Proposição 2.1.3 que existem f 1px1,g1 , . . . , xm,gmq em xfyTG , g1px1,g1 , . . . , xm,gmq
em xgyTG e uma substituição admissível pr1a1, . . . , rmamq de elementos em B tais que
f 1pr1a1, . . . , rmamq  g1pr1a1, . . . , rmamq  0. (2.6)
Segue da Proposição 2.1.5 que o elemento acima pertence ao centro da álgebra AR.
Denotamos por hi o grau do elemento homogêneo ri na graduação homogênea de R
e h  ph1, . . . , hmq a m-upla obtida pela substituição admissível anterior. Usando a
Observação 2.3.7 podemos reescrever os elementos acima da forma
prd11    rdmm q  pre11    remm qf 1hpa1, . . . , amq  g1hpa1, . . . , amq, (2.7)
onde di e ei denotam os graus de xi,gi em f 1 e em g1, respectivamente. Como o elemento
(2.7) é central, temos que o produto
f 1hpa1, . . . , amq  g1hpa1, . . . , amq (2.8)
está no centro de A, ou seja, é um múltiplo escalar da identidade de A diferente de zero por
causa da equação (2.6). Portanto g1hpa1, . . . , amq é um elemento invertível de A, obtendo
assim a demonstração da afirmação.
Defina h1 o grau do elemento pre11    remm q na graduação regular de R. Provare-
mos, agora, que o resultado de qualquer substituição admissível no polinômio f está em Rh.
Pela igualdade (2.6), temos que f não é identidade, então segue desta afirmação, do Lema
2.3.4 e da Definição de polinômio central graduado próprio que f é um polinômio central
graduado para AR. Sejam f2py1,g1 , . . . , ys,gsq um polinômio em xfyTG e pw1b1, . . . , wsbsq
uma substituição f2-admissível de elementos em B. Denote por k  pk1, . . . , ksq a s-upla
obtida pela substituição f2-admissível com ki sendo o grau do elemento homogêneo wi na
graduação regular de R. Aplicando, novamente, a Proposição 2.1.5 temos que o produto
f2py1,g1 , . . . , ys,gsq  g1px1,g1 , . . . , xm,gmq é um polinômio central graduado para AR. Portanto
o elemento
pwc11   wcss q  pre11    remm qf2kpb1, . . . , bsq  g1hpa1, . . . , amq, (2.9)
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onde ci é o grau de yi,gi em f2, é central em MnpRq. Se provarmos que f2pw1b1, . . . , wsbsq
está em Rh, pela arbitrariedade de tal elemento, podemos aplicar o Lema 2.1.3 e isto
implicará a afirmação que queremos demonstrar.
Assuma que
f2pw1b1, . . . , wsbsq  pwc11   wcss qf2kpb1, . . . , bkq  0.
Além disso, podemos aplicar a Propriedade 2.3.8 de R e ainda podemos supor, sem perda
de generalidade, que
pwc11   wcss q  pre11    remm q  0.
(Caso contrário basta trocar os elementos homogêneos pw1,    , wsq de R e utilizar o mesmo
argumento.) Neste caso o produto f2kpb1, . . . , bmq  g1hpa1, . . . , amq é um múltiplo escalar da
identidade de A. Fixando a substituição g1h-admissível, temos que para toda substituição
f2k-admissível o resultado do produto f2k  g1h é um múltiplo escalar da identidade de A.
Como f2kpb1, . . . , bmq é um elemento não nulo em A e g1hpa1, . . . , amq é invertível, temos
que f2k  g1h não é uma identidade para A. Renomeando as variáveis se necessário, podemos
supor que f2k e g1h são polinômios em conjuntos disjuntos de variáveis, e assim o produto
f2k  g1h é um polinômio central para A. Por A satisfazer a propriedade de primalidade
concluímos que f2k é um polinômio central graduado para A. Portanto f2kpb1, . . . , bkq é
um múltiplo escalar da identidade de A. Como ZpRq  RH e A é central, é claro que
o centro de A está contido em RH . Além disso, pelo fato do elemento (2.9) estar em
ZpMnpRqq teremos pwc11   wcss q  pre11    remm q em RH , implicando que pwc11   wcss q está
em Rh. A substituição f2-admissível foi escolhida arbitrariamente, logo concluímos que
f2pw1b1, . . . , wsbsq está em Rh. Para o elemento g basta seguir passos totalmente análogos.
Portanto, concluímos a demonstração.
Observação 2.3.16. Sobre um corpo de característica zero, a hipótese de R satisfazer a
Propriedade 2.3.8 é completamente desnecessária, uma vez que podemos reduzir o trabalho
para polinômios multilineares e tal propriedade segue diretamente de (P1) da Definição
1.2.21.
Como consequência imediata do teorema anterior podemos deduzir os seguintes
corolários.
Corolário 2.3.17. Sejam G  tg1, . . . , gru um grupo tal que o único homomorfismo
G Ñ K é o trivial, k um número natural e g  pg1, . . . , g1, . . . , gr, . . . , grq uma n-upla
de elementos de G onde cada elemento aparece k vezes. A álgebra das matrizes MnpKq,
onde n  kr, munida da graduação elementar induzida por g satisfaz a propriedade de
primalidade para polinômios centrais graduados.
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Demonstração. Seja R  MkpKq e considere MrpRq munida com a G-graduação onde
suas componentes homogêneas são dadas por MrpRqg  xrEij | g1i gj  gy. Conside-
rando MrpRq o espaço das matrizes em blocos, podemos definir o isomorfismo canônico
ϕ : MrpRq ÑMnpKq. Note que ϕ é um isomorfismo graduado se MnpKq possui a gradua-
ção elementar induzida por g. Observe ainda que a álgebra R possui uma graduação regular
que satisfaz a Propriedade 2.3.8 (ver Exemplo 1.2.23) e MrpRq satisfaz as condições (Gr1)
e (Gr2). Portanto o resultado segue aplicando o teorema anterior junto com o Teorema
2.2.10.
Corolário 2.3.18. A álgebra MnpEq (munida com a graduação trivial) satisfaz a proprie-
dade de primalidade para polinômios centrais.
Demonstração. A Z2-graduação natural de E é regular e satisfaz as hipóteses do Teorema
2.3.15. Além disso, a álgebra MnpKq é central simples e, munida com a graduação trivial,
satisfaz a propriedade de primalidade (ver [78]).
O Corolário anterior generaliza o resultado principal de [31] que foi provado
para álgebras sobre um corpo de característica zero.
Corolário 2.3.19. Seja G um grupo cuja única representação irredutível de grau 1 é a
trivial. Se MnpEq possui uma G-graduação tal que E é uma subálgebra homogênea com a
graduação trivial e MnpKq é uma subálgebra homogênea com a graduação produto cruzado
induzida por G, então MnpEq satisfaz a propriedade de primalidade para polinômios
centrais G-graduados.
Demonstração. Do Teorema 2.2.10, MnpKq satisfaz a propriedade de primalidade para
polinômios centrais G-graduados. Aplicando o Teorema 2.3.15 obtemos que MnpEq herda
a propriedade de MnpKq.
A álgebra R MmpKq possui uma graduação regular que satisfaz as hipóteses
do Teorema 2.3.15 (ver [13]). Aplicando o resultado principal desta seção, temos que a
álgebra MnpRq  MmnpKq das matrizes sobre o corpo K, com a graduação herdada do
produto cruzado deMnpKq, satisfaz a propriedade de primalidade para polinômios centrais
graduados. Essa graduação é diferente da graduação produto cruzado de MmnpKq.
Corolário 2.3.20. Seja R uma álgebra que possua uma graduação regular, por um grupo
abeliano H, satisfazendo a Propriedade 2.3.8. A álgebra R satisfaz a propriedade de
primalidade para polinômios centrais (ordinários).
Demonstração. Basta aplicar o Teorema 2.3.15 para A  K.
Observação 2.3.21. Sobre um corpo de característica zero, toda álgebra regular satisfaz
a propriedade de primalidade para polinômios centrais (ordinários).
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Seja R uma álgebra que possua uma graduação regular, por um grupo abeliano
H, satisfazendo a Propriedade 2.3.8. Uma pergunta natural a se fazer é a seguinte: “A
álgebra R satisfaz a propriedade de primalidade para polinômios centrais H-graduados?”
Tal afirmação não é verdadeira. Por exemplo, podemos considerar R  E a álgebra de
Grassmann de um espaço vetorial de dimensão infinita munida de sua Z2-graduação
canônica e assim, x1,1¯x2,1¯ é um polinômio central Z2-graduado para R, mas x1,1¯ e x2,1¯
não o são. Mais geralmente, seja R uma álgebra que possua uma graduação regular por
um grupo abeliano H, satisfazendo a Propriedade 2.3.8. Pela Demonstração do Teorema
2.3.15 e pela condição (P2) da Definição 1.2.21, o monômio xhxh1 , para todo h P H com
h  H , é central H-graduado para R, mas xh e xh1 não o são. Portanto, as álgebras que
possuam uma graduação regular, por um grupo abeliano H, satisfazendo a Propriedade
2.3.8 não satisfazem a propriedade de primalidade para polinômios centrais H-graduados.
2.4 Propriedade de Primalidade para as Álgebras Ma,bpEq
Pelo Corolário 2.3.20, as álgebras verbalmente primas MnpKq e MnpEq satisfa-
zem a propriedade de primalidade para polinômios centrais, já que possuem graduações
regulares que satisfazem a Propriedade 2.3.8, ver Exemplos 1.2.8 e 1.2.25, respectivamente.
Sob a hipótese do corpo ter característica zero, em [31] Diniz provou que as
álgebras MnpKq, MnpEq e Ma,apEq satisfazem a propriedade de primalidade e em [83]
Samoilov demonstrou, considerando um corpo de característica qualquer, que a propriedade
de primalidade é válida para álgebras verbalmente primas se considerarmos “apenas”
polinômios multilineares. Ressaltamos que o resultado de Samoilov em característica 0,
implica na primalidade, pois podemos linearizar e “simetrizar” os nossos polinômios sem
“perder” informação.
Assim, entre as importantes álgebras MnpKq, MnpEq e Ma,bpEq, supondo o
corpo infinito e de característica diferente de 2, a única para a qual precisamos verificar a
propriedade de primalidade, é a álgebra Ma,bpEq. Note que se a  b não é conhecida uma
graduação regular para este tipo de álgebra.
Observação 2.4.1. Por cálculos diretos podemos verificar que M1,1pEq também não
satisfaz a propriedade de primalidade para polinômios centrais Z2-graduados. Basta observar
que x21,1  x22,1 é um polinômio central Z2-graduado para M1,1pEq, mas x21,1, x22,1 não o são.
Nesta seção iremos apresentar a demonstração de que a álgebraMa,bpEq satisfaz
a propriedade de primalidade para polinômios centrais no caso ordinário, para isto usaremos
a Z2-graduação canônica de E.
Lema 2.4.2. Sejam A  A0 ` A1 a álgebra Ma,bpEq munida com sua Z2-graduação
canônica e fpx1, . . . , xrq um polinômio em KxXy tal que para algum gpxr 1, . . . , xsq, com
Capítulo 2. Propriedade de Primalidade para Polinômios Centrais 89
conjuntos disjuntos de variáveis das de f , o produto f  g é um polinômio central para
Ma,bpEq. Então existe um i em Z2 tal que fpa1, . . . , arq está em Ai para quaisquer a1, . . . , ar
em Ma,bpEq.
Demonstração. Denote por B a base canônica de A. Provaremos a existência de polinômios
multihomogêneos f 1px1, . . . , xmq em xfyT , g1px1, . . . , xmq em xgyT e de b1,. . . , bm em B tais
que f 1pb1, . . . , bmq  g1pb1, . . . , bmq  0. Caso contrário o polinômio da forma f 1  g1 satisfaz
a condição piiiq da Proposição 2.1.3 com V  0. Pela arbitrariedade da escolha de tais
elementos, podemos aplicar mais um vez a Proposição 2.1.3 e teríamos que f  g é uma
identidade para A. Mas isto é uma contradição.
Podemos considerar que os elementos f 1pb1, . . . , bmq e g1pb1, . . . , bmq têm a forma
mM e rR, ondeM e R são matrizes emMnpKq e, m e r são monômios em E. A Proposição
2.1.5 implica que o produto não nulo pmMqprRq está em ZpAq. PortantoMR é um múltiplo
escalar da matriz identidade e consequentemente R é invertível, já que ZpAq  E0. Observe
que rR é um elemento homogêneo na Z2-graduação de A, para se convencer disto observe
que o elemento r é um monômio em E que tem o mesmo grau de R em suas respectivas
Z2-graduação. Fixe i um elemento de Z2 tal que g1pb1, . . . , bmq  rR esteja em Ai. Para
todo polinômio multihomogêneo f2pxi1 , . . . , xisq em xfyT e todo elemento bi1 , . . . , bis em
B, podemos escrever f2pbi1 , . . . , bisq  qQ, onde q é um monômio em E e Q é uma matriz
em MnpKq. Se qQ  0 então é óbvio que ele está em Ai. Agora suponhamos que qQ  0,
podemos assumir sem perda de generalidade que qr  0, pois caso contrário podemos
substituir elementos que se repetem em q e r por outros em B de mesmo grau e distintos.
Como R é invertível e Q  0 temos que o produto QR é não nulo e assim pqQqprRq  0.
Da Proposição 2.1.5, o produto f2  g1 é um polinômio central para A implicando que
pqQqprRq pertence a ZpAq  A0. Considere que qQ está em Aj para algum j em Z2.
Segue que pqQqprRq também está em algum Aj i e como pqQqprRq  0 implicará que
j   i  0. Portanto qQ está em Ai. O resultado segue agora aplicando a Proposição 2.1.3
para V  Ai.
Teorema 2.4.3. Seja K um corpo infinito de característica diferente de 2. A álgebra
Ma,bpEq satisfaz a propriedade de primalidade para polinômios centrais.
Demonstração. Sejam f e g polinômios em KxXy em conjuntos disjuntos de variáveis tais
que o produto f  g seja um polinômio central para A Ma,bpEq. Da proposição anterior
existe i em Z2 tal que fpa1, . . . , arq esteja em Ai para quaisquer a1, . . . , ar em Ma,bpEq.
Das Proposições 2.1.2 e 2.4.2, temos que o comutador rfpa1, . . . , arq, bs estará em Ai,
para todo b em A. Se b estiver em A1 então os produtos fpa1, . . . , arq  b e b  fpa1, . . . , arq
estarão em Ai 1, e consequentemente o comutador rfpa1, . . . , arq, bs também estará em Ai 1.
Concluímos que rfpa1, . . . , arq, bs estará em AiXAi 1, implicando que rfpa1, . . . , arq, bs  0,
isto é, fpa1, . . . , arq comuta com qualquer elemento de A1.
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Resta mostrar que fpa1, . . . , arq comuta com todos os elementos em A0. Para
este fim é suficiente provar que ele comuta com os elementos da forma b  ei1    ei2kEij,
para k ¡ 0 e i, j em t1, 2, . . . , au ou ta   1, a   2, . . . , a   bu. Escolha um t ¡ a tal
que b1  ei1Eit e b2  e2    ei2kEti estejam em A1. Como b  b1  b2 concluímos que
fpa1, . . . , arq comuta com b. Portanto o elemento fpa1, . . . , arq é central em A, concluindo
que f é um polinômio central para A. A prova de que g é um polinômio central segue
passos totalmente análogos. Com isso terminamos a demonstração.
Observação 2.4.4. Suponha K um corpo de característica zero. Concluímos que todas
as álgebras verbalmente primas satisfazem a propriedade de primalidade para polinômios
centrais (ordinários). Embora tal resultado já seja conhecido em [31] e [83], aqui demos
uma demonstração alternativa.
2.5 Propriedade de Primalidade para AbˆR em charK  0
Nesta seção iremos considerar K um corpo de característica zero. A seguir
faremos um definição mais geral que o Envelope de Grassmann dado na Definição 1.2.26.
Definição 2.5.1 (G-envelope). Sejam A, R álgebras graduadas por um grupo G. Deno-
tamos por
ApbR à
gPG
pAg bRgq
a álgebra com a G-graduação tal que pApbRqg  Ag bRg.
Observamos que a álgebra Ma,bpEq é obtida como Ma bpKqpbE, onde Ma bpKq
possui a Z2-graduação induzida pela pa bq-upla p0, . . . , 0, 1, . . . , 1q com a (resp. b) entradas
iguais a 0 (resp. 1). Mais geralmente, se R possui uma graduação regular então existe uma
correspondência entre as identidades graduadas de A e ApbR (ver [4, 12]).
Definição 2.5.2. Seja fpx1,g1 , . . . , xn,gnq um polinômio em KxXGy e escreva f 
¸
λimi
como combinação linear de monômios G-graduados m1, . . . ,mn. Denotemos por f o
polinômio f 
¸
Rmiλimi, onde 
R
mi
é o escalar obtido da Observação 2.3.5.
Proposição 2.5.3. [4, Lema 27] Sejam K um corpo de característica zero, A e R álgebras
G-graduada com a G-graduação em R sendo regular. Se f é um polinômio multilinear em
KxXGy então f é uma identidade graduada para A se, e somente se, f é uma identidade
graduada para ApbR.
Observação 2.5.4. A “operação envelope” na Definição 2.5.1 é involutiva. Mais preci-
samente, se o grupo G é finito e rR  pb|G|1R então rR tem uma G-graduação regular e
ainda IdGppApbRqpb rRq  IdGpAq. Isto foi provado em [4, Teorema 6].
Neste caso obtemos o seguinte teorema.
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Teorema 2.5.5. Sejam K um corpo de característica zero, A e R álgebras graduadas por
um grupo finito G com a G-graduação em R sendo regular. Se os centros das álgebras
A e ApbR satisfazem ZpAq  A e ZpApbRq  ApbR então A satisfaz a propriedade
de primalidade para polinômios centrais G-graduados se, e somente se, ApbR satisfaz a
mesma propriedade.
Demonstração. Sejam fpx1,g1 , . . . , xr,grq e gpxr 1,gr 1 , . . . , xs,gsq polinômios em KxXGy que
são multilineares e em conjuntos disjuntos de variáveis. Observe que a aplicação linear
f ÞÑ f é invertível no espaço dos polinômios multilineares com um conjunto de variáveis
fixadas. Portanto todo polinômio multilinear é da forma h para algum h multilinear.
Assumimos que a álgebra A satisfaça a propriedade de primalidade para polinômios
centrais G-graduados; para provar que ApbR também a satisfaz podemos considerar apenas
polinômios multilineares, uma vez que a característica do corpo é zero, e portanto é
suficiente provar que se f  g é central para AbˆR então f, g também o são. Afirmamos
que f é central para A se, e somente se, f é central para ApbR. Assuma que f é um
polinômio central para A, então para todo g P G o comutador rf, xgs é uma identidade
graduada para A. A inclusão ZpAq  A implica que f possui grau  implicando que
rf, xgs  rf, xgs. A Proposição 2.5.3 implica que rf, xgs é uma identidade graduada
para ApbR, portanto f é um polinômio central graduado para ApbR. A prova que f é
polinômio central graduado para A se f é central para ApbR é análoga. Como f  g é
central para ApbR e pf gq  f g concluímos que f g é central para A. Isto implica que
f , g são centrais para A e portanto f, g também são centrais para AbˆR. Concluímos
que ApbR herda a propriedade de primalidade de A.
Assumindo agora que ApbR satisfaça a propriedade de primalidade, pela Obser-
vação 2.5.4 e Lema 2.3.13 podemos concluir pela primeira parte do teorema que A também
satisfaz a propriedade.
Observação 2.5.6. A hipótese que ZpAq  A é necessária para provar que f é um
polinômio central para ApbR se f é central para A. No caso geral isso não é válido, por
exemplo, podemos considerar A sendo a álgebra comutativa EpbE, onde E é a álgebra
de Grassmann munida de sua Z2-graduação natural. Qualquer polinômio que não seja
identidade para A é um polinômio central, em particular x1,1 é central. Sabemos que a
álgebra ApbE satisfaz as mesmas identidades graduadas que E e portanto x1,1  x1,1 não é
um polinômio central para ApbE. Analogamente a inclusão ZpApbRq  ApbR também é
necessária.
Observação 2.5.7. Por contas diretas (ver Observação 2.4.1) observamos que M1,1pEq
não satisfaz a propriedade de primalidade, porém temos outra maneira de rever esta
conclusão. Do Teorema 2.2.10 temos que M2pKq munida de sua Z2-graduação natural
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não satisfaz a propriedade de primalidade, e o resultado anterior implicará que M1,1pEq,
munida de sua Z2-graduação, também não a satisfará.
Observação 2.5.8. Assuma que o corpo base seja infinito e de característica diferente de
2. A primeira implicação do Teorema 2.5.5 é válida adicionando a Propriedade 2.3.8. Já
para a recíproca, devemos considerar dois monômios em variáveis DISJUNTAS. Mas isso
quer dizer que, essencialmente, temos de considerar polinômios multilineares em conjuntos
disjuntos de variáveis Então a propriedade é válida para o caso geral mas apenas em
polinômios multilineares, como em [83].
93
3 Identidades e Polinômios Centrais de Álge-
bras de Divisão Graduadas Reais
Sejam K um corpo de característica zero e A uma álgebra graduada por
um grupo abeliano finito G sobre o corpo K. Di Vincenzo e Nardozza [28] mostraram
como se podem obter informações sobre as identidades G  Z2-graduadas de A bK E
conhecendo as identidades graduadas da álgebra A. Posteriormente Brandão, Koshlukov e
Alves [5] usando algumas técnicas adicionais obtiveram a descrição dos polinômios centrais
G Z2-graduados das álgebras anteriores. No entanto, não é fácil obter informações sobre
identidades e polinômios centrais GH-graduados no caso AbK R, com R sendo uma
álgebra graduada por um grupo abeliano finito H e tão pouco no caso em que K é um
corpo infinito de característica prima.
Neste capítulo iremos considerar R uma álgebra munida de uma graduação
regular por um grupo abeliano finito H sobre o corpo K e, como resultado principal,
obteremos informações sobre os polinômios centrais GH-graduados de AbK R conhe-
cendo polinômios centrais G-graduados de A que contêm uma base de suas identidades
G-graduadas, como TG-espaço. Além disso, Diniz e Castilho [32] conseguiram extrair
informações análogas para o TGH-ideal das identidades graduadas de tais álgebras.
Em artigos recentemente publicados ou submetidos, Bahturin e Zaicev [16],
bem como Rodrigo–Escudero [81] classificaram as álgebras de divisão graduadas simples e
de dimensão finita sobre o corpo dos números reais. Mais geralmente, a classificação das
álgebras de divisão graduadas reais de dimensão finita está sendo estudada por Bahturin
e Zaicev (ver [17]). Considerando uma relação entre algumas dessas álgebras graduadas
e as álgebras regulares temos como objetivo principal deste capítulo determinar uma
base finita para o TG-ideal das identidades graduadas e do TG-espaço dos polinômios
centrais graduados para as álgebras de divisão graduadas classificadas em [16,17,81]. Para
obter êxito, devemos aplicar o resultado principal para estas álgebras. Por outro lado,
as técnicas que utilizaremos para determinar uma base para as identidades e polinômios
centrais graduados nos casos da graduação de Pauli não regular e da álgebra Ep, 2kq
serão diferentes. Os resultados foram aceitos para publicação na revista International
Journal of Algebra and Computation e podem ser encontrados em [34] sendo obtidos
em colaboração com Diogo Diniz, UFCG, e Sergio Mota, UESC.
Em todo capítulo, o grupo cíclico de ordem finita igual à s gerado pelo elemento
a será denotado por paqs. Além disso alguns dos resultados apresentados podem ser
deduzidos (sem qualquer alteração nas respectivas demonstrações) numa situação mais
geral: considerando o corpo apenas infinito. Como alguns dos principais resultados deste
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capítulo exigem característica 0, nós iremos restringir as considerações no caso de corpos
de característica 0.
3.1 Definições e Resultados Preliminares
Sejam G e H grupos cujos elementos neutros denotaremos por  e H , res-
pectivamente. Um espaço vetorial V , que possui uma decomposição em soma direta de
subespaços Γ: V  `gPGVg, é chamado espaço vetorial graduado pelo grupo G. Se
Γ1 : V 1  `hPHV 1h é outro espaço graduado, então uma transformação linear ϕ : Γ Ñ Γ1
é dita ser homomorfismo graduado se para todo g P G, existir um h P H tal que
ϕpVgq  V 1h. Se ϕ for invertível e seu inverso for um homomorfismo graduado, dizemos
que Γ e Γ1 são graduações equivalentes. Uma G-graduação sobre uma álgebra A é uma
graduação sobre A como espaço vetorial Γ: A  `gPGAg tal que AgAh  Agh para todo
g, h em G.
Definição 3.1.1. Sejam Γ: A  `gPGAg e Γ1 : B  `hPHBh álgebras graduadas por G e
H, respectivamente. As álgebras graduadas A e B são ditas fracamente isomorfas se
existir um isomorfismo de grupos α : GÑ H e um isomorfismo de álgebras ϕ : AÑ B tal
que ϕpAgq  Bαpgq para todo g em G.
Se G e H são os suportes de A e B, respectivamente, e a graduação Γ é forte
(isto é, AgAh  Agh para todo g, h P G) então as graduações Γ e Γ1 são equivalentes se, e
somente se, elas são fracamente isomorfas.
Definição 3.1.2. A álgebra graduada Γ: A  `gPGAg é uma álgebra de divisão gra-
duada (ou Γ é uma graduação de divisão sobre A) se A tem unidade e todo elemento
homogêneo não nulo em A é invertível.
Observação 3.1.3. Considerando a Definição 1.2.17, temos que toda álgebra de divisão
graduada possui uma graduação G-produto cruzado. Porém a recíproca não é verdadeira,
basta tomar a Zn-graduação canônica sobre a álgebra das matrizes MnpKq, de ordem n ¡ 1,
dado no Exemplo 1.2.5.
Seja G um grupo abeliano finito. Observe, inicialmente, que Γ é uma graduação
de divisão se, e somente se, a componente neutra A de Γ é um anel de divisão sobre
K. Considerando K  C o corpo dos complexos, temos que qualquer álgebra de divisão
G-graduada complexa R é isomorfa à álgebra de grupo torcida CσG, onde a aplicação
σ : GGÑ K é um 2-cociclo sobre G, isto é, uma aplicação que satisfaz
σpg, hqσpgh, kq  σpg, hkqσpg, kq,
ver [40, Teorema 2.13]. Neste caso podemos definir βpg, hq : σpg, hqσph, gq1 um bicaracter
antissimétrico. Reciprocamente, todo bicaracter antissimétrico é obtido de um 2-cociclo,
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ver [86, Lema 2]. A álgebra CσG é um espaço vetorial complexo de base G munido
da multiplicação definida por g  h : σpg, hqgh, portanto a terminologia “torcida”. A
G-graduação canônica nesta álgebra será denotada por P pβq. Por [40, Teorema 2.15],
CσG  MnpCq com a graduação de Pauli e G  Z2l1      Z2lr , com l1    lr  n. Além
disso, a classe dos isomorfismos correspondentes a cada graduação está em correspondência
biunívoca com os bicaracteres antissimétricos β : GGÑ C.
No caso em que R é uma álgebra G-graduada de divisão complexa simples,
temos uma classificação mais geral. O seguinte resultado caracteriza a graduação de divisão
em álgebras semisimples sobre um corpo algebricamente fechado de característica qualquer,
sem qualquer restrição sobre o grupo G.
Proposição 3.1.4. [11, Proposição 2] Seja R uma álgebra semisimples de dimensão finita
sobre um corpo algebricamente fechado, graduada por um grupo G. Então R  `gPGRg é
uma álgebra de divisão graduada se, e somente se, supp R é um subgrupo de G e dimRg  1
para qualquer g P supp R.
Segue destes cometários que, sobre o corpo dos complexos, o produto tensorial
entre duas álgebras de divisão graduadas é de novo uma álgebra de divisão graduada.
Isto deixa de ser verdade no caso real. De fato, do Teorema 1.1.24 temos que as únicas
álgebras de divisão sobre os reais de dimensão finita são R,C ou H. Assim, D1 bR D2,
onde Di  R,C ou H, é uma álgebra de divisão se, e somente se, pelo menos um dos Di
for R. Se R e S são álgebras de divisão graduadas pelos grupos G e H, respectivamente,
temos que R bR S é uma álgebra de divisão graduada se, e somente se, sua componente
neutra for uma álgebra de divisão e de dimensão finita sobre os reais. Isto implica que a
componente neutra de R ou S deve ser unidimensional. Sistematizamos esses comentários
na observação a seguir.
Observação 3.1.5. Sejam R e S duas álgebras de divisão graduadas reais de dimensão
finita, então R bR S é uma álgebra de divisão graduada se, e somente se, a componente
neutra de R ou S for unidimensional.
Observação 3.1.6. Sejam A  `gPGAg e B  `hPHBh duas álgebras graduadas fraca-
mente isomorfas, então existem α : G Ñ H e ϕ : A Ñ B isomorfismos de grupos e de
álgebras, respectivamente, tais que ϕpAgq  Bαpgq para todo g em G. É claro que um
polinômio f P KxXGy é uma identidade G-graduada para A (respectivamente polinômio
central G-graduado) se, e somente se, Φpfq é uma identidade H-graduada (respectivamente
polinômio central H-graduado) para B, onde Φ: KxXGy Ñ KxXHy é o isomorfismo tal
que Φpxigq  xiαpgq. Além disso, se S é uma base para o TG-ideal IdGpAq (respectivamente
o TG-espaço CGpAq), então ΦpSq é uma base para o TH-ideal IdHpBq (respectivamente o
TH-espaço CHpBq).
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Além disso, quando Γ: A  `gPGAg é uma álgebra de divisão G-graduada,
então o suporte H  supp Γ é um subgrupo de G e A  `hPHAh é uma H-graduação sobre
A. Se S  KxXHy é um base para IdHpAq (respectivamente CHpAq) então o conjunto
S Y tx1g | g P GzHu é uma base para IdGpAq (respectivamente CGpAq).
De agora em diante, sempre que Γ: A  `gPGAg for uma álgebras de divisão
G-graduada, assumiremos que G  supp Γ.
3.2 Identidades e Polinômios Centrais Graduados: de A para AbR
Sejam R uma álgebra regular, graduada por um grupo abeliano finito H, e A
uma álgebra G-graduada. O resultado principal desta seção (Teorema 3.2.7) fornecerá uma
base para os polinômios centrais da álgebra AbK R com sua GH-graduação canônica,
obtida de uma base para os polinômios centrais G-graduados de A que contém uma base
para IdGpAq como TG-espaço.
Seja g  pg1, . . . , gnq uma n-upla de elementos do grupo G. Denotemos por Pg
o conjunto de todos os polinômios multilineares em variáveis x1,g1 , . . . , xn,gn . Fixamos uma
n-upla h  ph1, . . . , hnq de elementos em H. A descrição das bases para A b R está em
termos das aplicações multilineares φh : Pg Ñ Pgh, onde g h  ppg1, h1q, . . . , pgn, hnqq e
foram introduzidas no artigo [12]. Uma permutação τ P Sn, junto com h, determina um
escalar não nulo λhτ em K tal que
r1    rn  λhτrτp1q    rτpnq, (3.1)
onde ri P Rhi para cada i  1, . . . , n. Definimos
φhpxgτp1q,τp1q    xgτpnq,τpnqq  λhτxpgτp1q,hτp1qq,τp1q    xpgτpnq,hτpnqq,τpnq,
e estendemos φh para todo Pg por linearidade.
Observação 3.2.1. Observe que os escalares obtidos em (3.1) representam um caso
particular dos escalares da Observação 2.3.5 para d1      ds  1.
Teorema 3.2.2. [32, Teorema 5.5] Sejam R uma álgebra munida de uma graduação
regular por um grupo abeliano H e A uma álgebra G-graduada qualquer. Se S 
¤
gPGn
nPN
Pg
for uma base, de polinômios multilineares, para o TG-ideal IdGpAq, então o conjunto
rS  tφhpfq | fpx1g1 , . . . , xngnq P S,h P Hnu,
é uma base para o TGH-ideal IdGHpAbK Rq.
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Nesta seção R terá centro homogêneo minimal no sentido que
ZpRq  à
h1PH 1
Rh1 , (3.2)
onde H 1 denotará o subgrupo de G definido na Igualdade (1.7).
Observação 3.2.3. Sejam fpxg1,1, . . . , xgn,nq um polinômio multilinear e h uma n-upla
em Hn. Segue da definição da aplicação φh que a igualdade
φhpfqpa1 bK r1, . . . , an bK rnq  fpa1, . . . , anq bK r1    rn, (3.3)
vale para qualquer substituição φhpfq-admissível pa1bK r1, . . . , anbK rnq. (Ver [12, Teorema
3.1] ou Observação 2.3.7.) Isto implica que φhpfq é uma identidade graduada para AbK R
se, e somente se, f é uma identidade graduada para A.
Lema 3.2.4. Sejam fpxg1,1, . . . , xgn,nq um polinômio multilinear em KxXGy e uma n-upla
h  ph1, . . . , hnq de elementos em H. Suponha a Igualdade (3.2) válida. Então φhpfq é um
polinômio central próprio para AbK R se, e somente se, f é um polinômio central próprio
para A e ph1   hnq P H 1.
Demonstração. É claro que se φhpfq é um polinômio central próprio para AbK R, então
para toda substituição φhpfq-admissível pa1bK r1, . . . , anbK rnq o elemento (3.3) pertence
ao centro de A bK R. Assim teremos que fpa1, . . . , anq está em ZpAq e o elemento
homogêneo pr1    rnq está em ZpRq. Como φhpfq é próprio, isso implicará a existência
de uma substituição f -admissível pa1, . . . , anq tal que fpa1, . . . , anq  0. Portanto, f é
um polinômio central próprio para A e ph1   hnq P H 1. A afirmação reciproca segue
imediatamente da Igualdade (3.3).
Nosso próximo teorema é um resultado análogo ao Teorema 3.2.2 para po-
linômios centrais graduados. A demonstração deste resultado necessita da utilização do
seguinte lema.
Lema 3.2.5. [32, Lema 5.4] Sejam f  fpxg11, . . . , xgmmq P Pg e pw1, . . . , wmq uma
f-substituição admissível de monômios em KxXGy tais que fpw1, . . . , wmq P Pk, para
algum k P Gn. Se h P Hn, então existem h1 P Hm e elementos homogêneos b1, . . . , bm em
KxXGHy tais que φhpfpw1, . . . , wmqq  γφh1pfqpb1, . . . , bmq.
Observação 3.2.6. A m-upla h1 do lema anterior é obtida da seguinte forma: para cada i
em t1, . . . ,mu, define-se bi  φhpwiq e h1i  degHpbiq e portanto h1  ph11, . . . , h1mq. Desta
forma concluímos que h11   h1m  h1   hn, com h  ph1, . . . , hnq e n ¥ m.
Estamos prontos para demonstrar o resultado principal desta seção.
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Teorema 3.2.7. Sejam A uma álgebra graduada por um grupo G e R uma álgebra regular
graduada por um grupo abeliano H com bicaracter β : H  H Ñ K tal que o centro
seja da forma (3.2). Se S  S1 Y S2 
¤
gPGn
nPN
Pg é uma base, de polinômios multilineares,
para o TG-espaço CGpAq tal que S1 gera IdGpAq como um TG-espaço, então o conjuntorS  rS1 Y rS2, onde
rS1  tφhpfq | fpxg1,1, . . . , xgn,nq P S1,h P Hnu
e rS2  tφhpfq | fpxg1,1, . . . , xgn,nq P S2,h  ph1, . . . , hnq P Hn, h1   hn P H 1u,
é uma base para o TGH-espaço CGHpAbRq.
Demonstração. A inclusão rS  CGHpAbRq segue da Observação 3.2.3 e do Lema 3.2.4,
portanto o TGH-espaço xrSyTGH está contido em CGHpA b Rq. Reciprocamente, seja
fpxpg1,h1q,1, . . . , xpgn,hnq,nq um elemento multilinear qualquer em CGHpAbRq. Denotando
g  pg1, . . . , gnq e k  ppg1, h1q, . . . , pgn, hnqq observamos que todo f P Pk será escrito da
forma:
f 
¸
σPSn
ασxpgσp1q,hσp1qqσp1q    xpgσpnq,hσpnqqσpnq,
para alguns ασ P K. Pode-se obter o polinômio
f 1 
¸
σPSn
pλhσq1ασxgσp1q,σp1q    xgσpnq,σpnq,
em Pg, onde λhσ P K são coeficientes obtidos a partir da definição de φh pela n-upla
h  ph1, . . . , hnq de elementos em H, com a propriedade de que φhpf 1q  f . Do Lema
3.2.4, f 1 é um polinômio central graduado para A. Portanto existem p1, . . . , pn em S,
substituições pi-admissíveis pwi1, . . . , wikiq e escalares αi tais que
f 1 
n¸
i1
αipipwi1, . . . , wikiq. (3.4)
Uma vez que f 1 e os polinômios pi são multilineares podemos assumir, sem perda de
generalidade, que os wik’s são também monômios multilineares. O Lema 3.2.5 implica a
existência de hi P Hki , substituições φhippiq-admissíveis pbi1, . . . , bikiq e escalares γi P K
tais que
φhppipwi1, . . . , wikiqq  γiφhippiqpbi1, . . . , bikiq,
para todo i  1, . . . , n. Segue da Igualdade anterior e de (3.4) que
f  φhpf 1q 
¸
i
γ1iφhippiqpbi1, . . . , bikiq, (3.5)
onde γ1i  αiγi. Se f é uma identidade graduada para AbK R então segue da Observação
3.2.3 que f 1 é uma identidade graduada para A. Neste caso podemos assumir que os
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polinômios p1, . . . , pn estão em S1, e consequentemente os polinômios φhippiq estão em rS1
(que é um subconjunto de rS) e da Igualdade (3.5) temos que f está em xrSyTGH . Agora,
vamos supor que f não é uma identidade graduada para AbK R. Como f é multilinear
então existe uma substituição f -admissível da forma pa1bK r1, . . . , anbK rnq de elementos
da base de AbKR tal que fpa1bK r1, . . . , anbK rnq  0. Portanto fpa1bK r1, . . . , anbK rnq
é um elemento central não trivial. A Igualdade (3.3) implica que
fpa1 bK r1, . . . , an bK rnq  f 1pa1, . . . , anq bK r1    rn,
e assim r1    rn é um elemento central não nulo em R de grau h1   hn. Como R satisfaz
a igualdade ZpRq  à
hPH 1
Rh concluímos que h1   hn P H 1. Além disso, os polinômios
p1, . . . , pn estão em S e pela Observação 3.2.6 concluímos que φhippiq está em rS para todo
i  1, . . . , n. Portanto, segue novamente da Igualdade (3.5) que f pertence ao xrSyTGH .
Sabemos que S  S1 Y S2, onde S1  tx1rx2, x3sx4u e S2  tx1u, forma uma
base de polinômios multilineares para o T -espaço CpKq tal que S1 gera as identidades de
K como T -espaço. Considere R uma álgebra com H-graduação regular que satisfaça as
hipóteses do teorema anterior. A álgebra K bK R com sua tu H-graduação natural é
fracamente isomorfa a R com sua H-graduação. Portanto como consequência do teorema
temos o seguinte resultado:
Corolário 3.2.8. Seja R uma álgebra regular graduada por um grupo abeliano H com
bicaracter β : H H Ñ K tal que o centro seja da forma (3.2). Os polinômios
x1h, h P H 1
e
x1h1 px2h2x3h3  βRph2, h3qx3h3x2h2qxh4,4, onde hi P H, i  1, . . . , 4.
formam uma base para o TH-espaço CHpRq.
Observação 3.2.9. Analogamente, como um corolário do Teorema 3.2.2, concluímos que
o conjunto
x1,h1x2,h2  βph1, h2qx2,h2x1,h1 ,
onde h1, h2 P H, é uma base para as identidades H-graduadas de R.
Observação 3.2.10. Observe que S2  tx1u é uma base para o T -espaço dos polinômios
centrais do corpo K, contudo o conjunto de indeterminadas x1h, com h P H 1, não gera
CHpRq como TH-espaço. Portanto, como em [5], a relação entre as bases de CGpAq e
CGHpAbK Rq não é imediata.
As álgebras de divisão graduadas reais simples de dimensão finita, graduadas
por um grupo abeliano finito G, foram classificadas em [16, 81]. Nesta seção iremos
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apresentar o resultado principal descrito em [16] e descreveremos bases para os TG-ideais
das identidades graduadas e do TG-espaço de polinômios centrais graduadas para cada
uma dessas álgebras.
3.2.1 Álgebras de Divisão Graduadas Reais simples
Apresentaremos, inicialmente, as graduações de divisão básicas que serviram
de “alicerce” para a elaboração de sua classificação. Um desses elementos é a Z2-graduação
sobre o corpo C dos números complexos:
Γ: C  C0 ` C1,
onde C0  x1y e C1  xiy. Iremos denotar por Cp2q a graduação definida anteriormente
sobre C. Os outros elementos para esta classificação são as graduações de divisão nas
álgebras M2pRq, H, M2pCq, M4pRq e MnpCq. Estas são bem conhecidas, mas apesar disso
decidimos inclui-las neste texto por motivos de completude da exposição.
(a) Graduação com Divisão sobre M2pRq: Seja G  paq2  pbq2  Z2  Z2. Uma
graduação de divisão sobre S M2pRq pode ser obtida pelas matrizes de Sylvester:
A 

1 0
0 1

, B 

0 1
1 0

, C 

0 1
1 0

.
Observe que A2  B2  I, AB  C  BA, portanto uma graduação de divisão
por G é obtida pelas componentes homogêneas
S  xIy, Sa  xAy, Sb  xBy, Sc  xCy,
aqui c  ab e I é a matriz identidade. Essa graduação é regular e o centro de
M2pRq é a componente neutra. Denotemos essa graduação por M p4q2 . Além disso, a
decomposição
R  xI, Cy, Ra  xA,By,
onde a é o gerador do grupo H  paq2  Z2, é um coarsening de M p4q2 que é também
uma graduação de divisão sobre M2pRq. Está última graduação será denotada por
M
p2q
2 .
(b) Graduação com Divisão sobre H: Seja t1, i, j, ku a base canônica da álgebra dos
quatérnios H. A multiplicação é determinada pelas relações
i2  j2  1, ij  ji  k.
Como H é uma álgebra de divisão, então qualquer graduação sobre H a torna
uma álgebra de divisão graduada. Existem, a menos de isomorfismo fraco, duas
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graduações não triviais sobre H que iremos descrever a seguir. A graduação pelo
grupo G  paq2  pbq2 é a decomposição
R  x1y, Ra  xiy, Rb  xjy, Rc  xky
onde c  ab. Esta graduação é regular e a componente neutra é o centro dos
quatérnios. Denotemos esta álgebra de divisão graduada por Hp4q. Um coarsening
desta graduação é
S  x1, iy, Sa  xj, ky,
e ela é graduada pelo grupo H  paq2  Z2. Denotaremos está última graduação por
Hp2q.
(c) Graduação com Divisão sobre M2pCq: Seja G  paq4  pbq2. Uma G-graduação
de divisão sobre R  M2pCq, que denotaremos por M p8q2 , é obtida como sendo a
álgebra graduada de componentes homogêneas
R  xIy, Ra  xωAy, Ra2  xiIy, Ra3  xiωAy
Rb  xCy, Rab  xωBy, Ra2b  xiCy, Ra3b  xiωBy,
onde w  1?
2
p1   iq é a 8-ésima raiz da unidade tal que ω2  i. Esta graduação
é regular e seu centro é dado por R ` Ra2 . Outra graduação de divisão sobre
S M2pCq é a graduação dado pelo grupo H  paq4 obtida como um coarsening de
M
p8q
2 tendo componentes homogêneas
S  xI, Cy, Sa  xωA, ωBy, Sa2  xiI, iCy, Sa3  xiωA, iωBy,
esta graduação será denotada por M2pC,Z4q.
(d) Graduação com Divisão sobre M4pRq: Sabemos que HbRH eM4pRq são isomor-
fos, para se convencer disso basta tomar o isomorfismo M2pRq bRM2pRq M4pRq
com base formada por tensores de matrizes de Sylvester. Da Observação 3.1.5,
temos que este isomorfismo transfere a estrutura de álgebra de divisão graduada
de Hp4q bR H para M4pRq  M2pRq bR M2pRq. Assim, R  M4pRq admite uma
graduação de divisão pelo grupo G  paq2  pbq2  Z2  Z2, denotado por M p4q4 ,
cujas componentes homogêneas são as seguintes:
R  xI bR I, C bR I, AbR C,B bR Cy,
Ra  xI bR CyR, Rb  xC bR AyR, Rc  xC bR ByR,
onde c  ab. Desta maneira obtemos que Hp4q bR H e M p4q4 são duas álgebras de
divisão graduadas e isomorfas (como álgebras graduadas).
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(e) Graduação de Pauli: Agora, descreveremos as graduações de Pauli sobre a álgebra
real R MnpCq. Observe que R é também uma álgebra sobre C (ver Exemplo 1.2.8).
Se a decomposição Γ: R  `gPGRg é uma graduação de divisão pelo grupo G para R,
como álgebra sobre C, então ele é também uma graduação de divisão para R sobre
R. Tais graduações são chamadas de graduações de Pauli. As graduações de divisão
Γ são graduações regulares para R como álgebra sobre C e podem ser descritas em
termos do bicaracter associado β : G  G Ñ C. Esta graduação é regular como
álgebra real se, e somente se, a imagem de β está em R. Nos referiremos à Γ como
uma graduação de Pauli não regular se ele não é uma graduação de Pauli regular
como álgebra real. Observamos que segue da classificação de tais graduações, dada no
Corolário 1.2.13, que Γ é uma graduação de Pauli regular se, e somente se, G  Z2k2
para algum k.
Nossos estudos sobre identidades e polinômios centrais graduados das álgebras
de divisão graduadas reais baseiam-se nas classificações feitas nos trabalhos [16, 17, 81]. O
principal resultado do artigo [16] é o seguinte.
Teorema 3.2.11. Qualquer graduação de divisão sobre uma álgebra real simples MnpDq,
onde D é uma álgebra de divisão real, é fracamente isomorfa a uma das álgebra dos
seguintes tipos:
D  R: (i) pM p4q2 qbk;
(ii) M p2q2 b pM p4q2 qbpk1q, um coarsening de (i);
(iii) M p4q4 b pM p4q2 qbpk2q, um coarsening de (i);
D  H: (iv) Hp4q b pM p4q2 qbk;
(v) Hp2q b pM p4q2 qbk, um coarsening de (iv);
(vi) Hb pM p4q2 qbk, um coarsening de (v);
D  C: (vii) Cp2q b pM p4q2 qbk;
(viii) Cp2q bM p2q2 b pM p4q2 qbpk1q, um coarsening de (vii);
(ix) Cp2q bHb pM p4q2 qbpk1q, um coarsening de (vii);
(x) M p8q2 b pM p4q2 qbpk1q;
(xi) M2pC,Z4q b pM p4q2 qbpk1q, um coarsening de (x);
(xii) M p8q2 bM p2q2 b pM p4q2 qbpk2q, um coarsening de (x);
(xiii) M p8q2 bHb pM p4q2 qbpk2q, um coarsening de (x);
(xiv) Graduação de Pauli.
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Nenhuma das graduações de tipos diferentes ou do mesmo tipo mas com valores diferentes
de k é fracamente isomorfa a outra.
Observação 3.2.12. A álgebra do tipo pxiiq foi inserida no teorema anterior apenas para
fazer o enunciado do teorema similar ao escrito no artigo [17] dos mesmos autores.
3.2.2 Identidades e Polinômios Centrais Graduados em Álgebras de Divisão
Graduadas Reais simples
Nesta subseção iremos descrever bases para as identidades e para os polinômios
centrais para cada uma das álgebras listadas no Teorema 3.2.11. As graduações acima
consideradas são as: regulares, produto tensorial de uma álgebra apresentada na Seção
3.2.1 com uma álgebra munida de uma graduação regular ou a graduação de Pauli não
regular. Para maiores detalhes indicamos a leitura do artigo [14].
3.2.2.1 Graduação com Divisão em Álgebra Regular
Das álgebras apresentadas no Teorema 3.2.11 as que possuem uma graduação
regular são piq, pivq, pviiq, pxq e a graduação de Pauli regular em pxivq. Da Observação
1.2.24, temos que o produto tensorial entre duas álgebras regulares ainda é regular. Na
mesma observação descrevemos um modo de determinar o bicaracter da graduação produto
tensorial.
Seja R uma álgebra de divisão graduada real cuja graduação seja regular. Se
βR é o bicaracter correspondente à graduação regular sobre R por um grupo abeliano
finito G gerado pelo conjunto S  ts1, . . . , sku, então ele é determinado pelo conjunto
de valores reais βpsi, sjq, para 1 ¤ i   j ¤ k. Além disso cada βpsi, sjq é uma raiz
da unidade e portanto igual a 1. Portanto, βR é determinado pelo conjunto de pares
psi, sjq tal que βpsi, sjq  1. Tais pares são determinados por simples verificação nas
álgebras apresentadas na Seção 3.2.1. Podemos usar então a Observação 1.2.24 para obter
o bicaracter para as álgebras piq, pivq, pviiq, pxq do Teorema 3.2.11. As álgebras em piq e
pivq são álgebra graduadas pelo grupo G2k  pa1q2pb1q2  pakq2pbkq2 e as álgebras
em pviiq e pxq, respectivamente pelos grupos
G2k 1  pa0q2  pa1q2  pb1q2      pakq2  pbkq2,
Hk  pa1q4  pb1q2  pa2q2  pb2q2      pakq2  pbkq2.
Os bicaracteres são apresentados na tabela a seguir:
Álgebra Grupo Graduado Bicaracter
pM p4q2 qbk, Hp4q b pM p4q2 qbpk1q G2k βkpai, biq  1, i  1, . . . , k
Cp2q b pM p4q2 qbk G2k 1 γkpai, biq  1, i  1, . . . , k
M
p8q
2 b pM p4q2 qbpk1q Hk δkpai, biq  1, i  1, . . . , k
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A Z22  Z2  Z2-graduação sobre M2pCq, denotada por M p4q2 bR C, é uma
graduação canônica da classe de isomorfismo correspondente a um único bicaracter não
degenerado sobre Z22. Mais geralmente, podemos considerar G  Z2k2 , e assim ai e bi serão
elementos geradores de G para cada i, além disso β é definido como sendo βpai, biq  1.
Neste caso, a graduação de Pauli regular sobre MnpCq, para n  2k, é fracamente isomorfa
aM2pCqbk, ondeM2pCq tem a sua graduação de Pauli canônica para algum k. Esta álgebra
pode ser canonicamente vista como uma álgebra graduada pelo grupo G2k. Desta maneira
seu correspondente bicaracter é βk, para maiores detalhes ver [40, Exemplo 2.24].
A Observação 3.2.9 descreve uma base para as identidades H-graduadas de
uma álgebra regular pelo grupo H. Note que os bicaracteres βk e δk são não degenerados e
H 1  th1 P H | γkph1, hq  1, para todo h P Hu  pa0q2.
Portanto, uma base para os polinômios centrais graduados de uma álgebra de divisão
graduada real simples cuja graduação seja regular é obtida aplicando o Corolário 3.2.8.
3.2.2.2 Produtos Tensoriais entre Álgebras de Divisão Graduadas
Bases para as identidades e para os polinômios centrais para as álgebras piiq,
piiiq, pvq, pviq, pviiiq, pixq, pxiq, pxiiq e pxiiiq listadas no Teorema 3.2.11, podem ser
obtidas aplicando os Teoremas 3.2.2 e 3.2.7 desde que as bases dos polinômios centrais
e identidades graduadas das álgebras H, Hp2q,M p2q2 e M2pC,Z4q sejam conhecidas. Segue
dos próximos resultados que são conhecidas tais bases para as álgebras H, Hp2q e M p2q2 .
Teorema 3.2.13. [35] Seja K um corpo de característica zero. O polinômio standard
S4px1, x2, x3, x4q e o polinômio de Hall rrx1, x2s  rx3, x4s, x5s formam uma base para o
T -ideal das identidades de M2pKq.
Teorema 3.2.14. [67] Seja K um corpo de característica zero. Os polinômios
rx1, x2srx3, x4s   rx3, x4srx1, x2s e x5S4px1, x2, x3, x4q
formam uma base para o T -espaço dos polinômios centrais de M2pKq.
Sejam θ : G Ñ G1 um homomorfismo de grupos sobrejetivo e A uma álgebra
graduada pelo grupo G. Denote por Γ: A  `gPGAg a G-graduação de A. Podemos obter
uma G1-graduação de A chamada de graduação quociente induzida por θ, denotada
por θΓ: A  `g1PG1Ag1 , cujas componentes homogêneas são dadas por Ag1  `gPθ1pg1qAg.
Listaremos uma sequência de critérios para que as identidades graduadas de duas álgebras
graduadas coincidam. Tais resultados foram obtidos em [14].
Proposição 3.2.15. [14, Lema 1] Sejam A uma álgebra com G-graduação regular com
bicaracter correspondente βA e B uma álgebra G-graduada. Então IdGpAq  IdGpBq se, e
somente se, a G-graduação sobre B é regular com bicaracter βB  βA.
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Proposição 3.2.16. [14, Proposição 1] Sejam A e B álgebras com G-graduações ΓA e
ΓB respectivamente, e θ : GÑ G1 um homomorfismo de grupos. Se IdGpΓAq  IdGpΓBq
então IdG1pθΓAq  IdG1pθΓBq.
Seja G  paq2  pbq2 e G1  pbq2. É fácil observar que as álgebras Hp4q e M p4q2
são álgebras regulares, graduadas por um mesmo grupo, e possuem o mesmo bicarac-
ter. Da Proposição 3.2.15, IdGpHp4qq  IdGpM p4q2 q. Além disso, pela Proposição 3.2.16,
IdG1pHp2qq  IdG1pM p2q2 q e, em particular IdpHq  IdpM2pRqq. Agora, considere M como
sendo a álgebra M2pRq munida da Z2-graduação natural (ver Exemplo 1.2.5) e o homo-
morfismo de grupos θ : GÑ G1 dado por θpaq  G1 e θpbq  b. Podemos obter M como
uma álgebra quociente (induzida por θ) da álgebra R onde suas componentes homogêneas
serão
R  xIy, Ra  xBy, Rb  xAy, Rc  xCy,
aqui c  ab e I é a matriz identidade. Observe que a graduação em R é regular com
o mesmo bicaracter β da álgebra M p4q2 e segue, das Proposições 3.2.15 e 3.2.16, que
IdG1pMq  IdG1pM p2q2 q  IdG1pHp2qq. Os próximos resultados descrevem bases para os
polinômios centrais e identidades Z2-graduadas para M .
Lema 3.2.17. [27, Lema 2] O conjunto consistindo dos polinômios x1,0¯x2,0¯  x2,0¯x1,0¯ e
x1,1¯x2,1¯x3,1¯  x3,1¯x2,1¯x1,1¯ forma uma base para o T2-ideal das identidades graduadas para
M2pKq munido da Z2-graduação canônica.
Teorema 3.2.18. [20, Teorema 4] O conjunto consistindo dos polinômios
x21,1¯, x1,grx2,0¯, x3,0¯sx4,h, x1,g
 
x2,1¯x3,1¯x4,1¯  x4,1¯x3,1¯x2,1¯

x5,h,
onde g, h P Z2, gera o T2-espaço dos polinômios centrais graduados para a álgebra M2pKq
munida da Z2-graduação canônica.
Observação 3.2.19. É fato conhecido que o polinômio x21,1¯ no teorema anterior pode
ser substituído pelo polinômio multilinear x1,1¯x2,1¯   x2,1¯x1,1¯ obtendo assim uma base de
polinômios multilineares.
Notação 3.2.20. Seja q : GÑ G1 um homomorfismo de grupos. Seja fpxg1,1 . . . , xgn,nq um
polinômio em KxXGy, denotamos por Qpfq o polinômio fpxqpg1q,1 . . . , xqpgnq,nq em KxXG1y
dado pelo homomorfismo canônico Q : KxXGy Ñ KxXG1y(a ação deste homomorfismo é
dada por Qpxi,gq  xi,qpgq).
Para completar a nossa descrição falta determinar bases para as identidades e
polinômios centrais graduados para a álgebra graduada M2pC,Z4q. Usaremos a proposição
seguinte para determinar tais bases.
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Proposição 3.2.21. Seja A  `gPGAg uma álgebra graduada pelo grupo G e assuma a
existência de um elemento g em G tal que Ag contém um elemento central invertível. Se
Q : KxXGy Ñ KxXG{xgyy é um homomorfismo tal que Qpxi,gq  xi,qpgq, onde q : GÑ G{xgy
é o homomorfismo canônico, e S 1 é uma base de polinômios multilineares para o TG{xgy-ideal
IdG{xgypAq munido da graduação induzida por q, então o conjunto
S  tf P KxXGy | Qpfq P S 1u
é uma base para o TG-ideal IdGpAq.
Demonstração. Seja fpx1,g1 , . . . , xn,gnq um polinômio multilinear em KxXGy. Denote por
a o elemento central invertível em Ag. Consideremos a aplicação ϕa : Ah Ñ Ahg dada
por ϕapbq  ba. Observamos que ϕ é bijetivo, pois a é invertível, e para todo b P Ahg,
podemos tomar o elemento ba1 P Ah tal que ϕapba1q  b. Concluímos que um elemento
homogêneo de grau qphq pode ser escrito como uma soma de elementos da forma bak,
onde b P Ah e algum k inteiro. Uma vez que Qpfq é um polinômio multilinear, então ele
é uma identidade graduada para A se, e somente se, nós obtemos zero como resultado
para qualquer substituição Qpfq-admissível da forma pb1ak1 , . . . , bnaknq, onde k1, . . . , kn
são inteiros e pb1, . . . , bnq é uma substituição f -admissível. Por a ser central, é claro que
Qpfqpb1ak1 , . . . , bnaknq  akfpb1, . . . , bnq,
onde k  k1        kn. Portanto, Qpfq é uma identidade graduada para A com a
graduação induzida por q se, e somente se, f é uma identidade G-graduada para A.
Consequentemente, S  IdGpAq e portanto xSyTG  IdGpAq. Por outro lado, assuma que
fpx1,g1 , . . . , xn,gnq P IdGpAq, então podemos escrever Qpfq da forma
Qpfq 
n¸
i1
uis
1
ipw1i , . . . , wkii qvi, (3.6)
onde s1i P S 1, ui, vi, w1i , . . . , wkii P KxXG{xgyy. Além disso, para cada xh em XG{xgy fixemos
um h no conjunto quociente h e consideremos o homomorfismo R : KxXG{xgyy Ñ KxXGy
definido por Rpxhq  xh, desta maneira, podemos assumir que Rpxi,qpgiqq  xi,gi , para
i  1, . . . , n. Assim Q R é o homomorfismo identidade de KxXG{xgyy e por
f  R Qpfq 
n¸
i1
RpuiqRps1iqpRpw1i q, . . . , Rpwkii qqRpviq,
temos que QpRps1iqq  s1i implicando que Rps1iq P S. Concluímos que qualquer identidade
multilinear G-graduada para A está no TG-ideal xSyTG , isto é, no TG-ideal gerado por S.
Portanto IdGpAq  xSyTG .
Observação 3.2.22. Se assumimos, na proposição anterior, que S 1 é uma base de polino-
mios multilineares para o TG{xgy-espaço CG{xgypAq, com a graduação induzida, então uma
simples modificação da combinação em (3.6) implicará que S é uma base para o TG-espaço
CGpAq.
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Sejam G  paq4 e Γ a graduação pelo grupo G sobre M2pCq que corresponde
a M2pC,Z4q. A álgebra M2pC,Z4q tem um elemento invertível central de grau a2. As
componentes homogêneas da graduação sobre S  M2pCq, induzidas por q, são os su-
bespaços complexos gerados por I e C (a componente de grau ) e o gerado por A e B,
respectivamente. É claro que esta álgebra é isomorfa aM p2q2 bC como álgebras graduadas e
portanto satisfaz as mesmas identidades e polinômios centrais deM p2q2 . Assim, os resultados
anteriores implicam no seguinte corolário.
Corolário 3.2.23. Sejam G  paq4 e R a álgebra M2pCq munida da G-graduação fraca-
mente isomorfa a M2pC,Z4q.
(i) Uma base para IdGpRq consiste dos polinômios
x1kx2k  x2kx1k e x1hx2hx3h  x3hx2hx1h,
onde k P te, a2u e h P ta, a3u.
(ii) Uma base para CGpRq consiste dos polinômios
x1hx2h   x2hx1h, x1grx2k, x3ksx4g, x1g px2hx3hx4h  x4hx3hx2hqx5g,
onde k P te, a2u, h P ta, a3u e g P G.
3.2.2.3 Graduação de Pauli Não Regular
Seja A a álgebra realMnpCqmunida da graduação de Pauli não regular graduada
por um grupo abeliano finito G, com bicaracter complexo βA : GGÑ C. As graduações
de divisão complexas sobre MnpCq foram classificadas em [40, Teorema 2.13] e o seu
bicaracter βA é não degenerado (ver Exemplo 1.2.8).
Observação 3.2.24. Por definição, f é um polinômio central graduado próprio para A se,
e somente se, f não é uma identidade graduada e degG pfq  e. Portanto se S é uma base
para IdGpAq então tx1euYS 1 é uma base para CGpAq, onde S 1 é o conjunto dos polinômios
xigfxjh com f P S, g, h P G e i, j de modo que xig e xjh são variáveis que não aparecem
em f .
Segue da Observação anterior que para determinar uma base para o TG-espaço
graduado CGpAq, é suficiente obter uma base para IdGpAq. Dada g  pg1, . . . , gnq uma
n-upla de elementos de G e uma permutação σ em Sn, é possível determinar γgσ um número
complexo não nulo tal que
a1    an  γgσaσp1q    aσpnq,
para quaisquer elementos a1 P Ag1 , . . . , an P Agn . Se γgσ for um número real então
xi1,g1    xin,gn  γgσxiσp1q,gσp1q    xiσpnq,gσpnq , (3.7)
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é uma identidade graduada de A para qualquer n-upla pi1, . . . , inq de índices. Se σ, τ são
permutações em Sn tais que γgσ , γgτ P CzR são linearmente independentes sobre R então
existem números p, q P R para os quais ppγgσq1   qpγgτ q1   1  0. Isso implica que o
polinômio
xi1,g1    xin,gn   pxiσp1q,gσp1q    xiσpnq,gσpnq   qxiτp1q,gτp1q    xiτpnq,gτpnq (3.8)
é uma identidade graduada de A para qualquer n-upla pi1, . . . , inq de índices.
Proposição 3.2.25. Toda identidade graduada para A pode ser escrita como uma combi-
nação linear das identidades polinomiais graduadas (3.7) e (3.8).
Demonstração. Seja f uma identidade graduada de A. Podemos assumir que o polinômio
graduado f é multilinear e escrito da forma f 
¸
σPSn
µσmσ, onde µσ são escalares reais e
mσ  xiσp1q,gσp1q    xiσpnq,gσpnq , para cada σ P Sn. Denotemos g  pg1, . . . , gnq e assumimos,
sem perda de generalidade, que µid  1. Definiremos por “s” a quantidade de escalares
não nulos µσ. O resultado será provado por indução sobre s.
Como monômios em KxXGy não são identidades graduadas para A teremos
que s ¡ 1. Se s  2 então f é da forma (3.7). Se γgσ P R para algum σ P Sn tal que µσ  0
então podemos considerar o polinômio
f   xi1,g1    xin,gn  γgσxiσp1q,gσp1q    xiσpnq,gσpnq .
Ele é uma identidade graduada para A com s 1 ou s 2 escalares não nulos, portanto o
resultado segue pela hipótese de indução. Caso γgσ P CzR para todo σ P Sn tal que µσ  0
então s ¡ 2. Sejam σ, τ P Sn tais que µσ e µτ sejam escalares reais não nulos. Se γgσ e γgτ
forem linearmente dependentes sobre R então existirá p P R tal que mσ  pmτ seja uma
identidade graduada para A da forma (3.7). Neste caso aplicaremos a hipótese de indução
para
f  µσ pmσ  pmτ q
e o resultado segue. Por fim, Se γgσ e γgτ forem linearmente independentes sobre R existirão
escalares p, q P R não nulos com a propriedade que ppγgσq1  qpγgτ q1  1  0 e o resultado
segue aplicando a hipótese de indução ao polinômio
f   xi1,g1    xin,gn   pxiσp1q,gσp1q    xiσpnq,gσpnq   qxiτp1q,gτp1q    xiτpnq,gτpnq .
Desta forma a proposição está demonstrada.
Por [2, 91], o TG-ideal IdGpAq admite uma base finita de identidades quando o
corpo base é de característica 0. Portanto existe um conjunto finito de polinômios da forma
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(3.7) e (3.8) que gera IdGpAq como TG-ideal. Nosso objetivo agora é exibir de maneira
explícita tal conjunto finito de identidades. Sejam g, h P G, se βApg, hq P R então
x1,gx2,h  βApg, hqx2,hx1,g, (3.9)
é uma identidade graduada para A do tipo (3.7). Se βApg, hq P CzR então podemos
considerar p, q P R tais que βApg, hq seja raiz da equação quadrática z2   pz   q. Neste
caso,
x1,gx2,gx3,h   ppx1,gx3,hx2,gq   qpx3,hx1,gx2,gq, (3.10)
é uma identidade graduada para A do tipo (3.8).
Lema 3.2.26. Sejam fpx1,g1 , . . . , xn,gnq um polinômio multilinear em KxXGy e A uma
álgebra com a graduação de Pauli não regular tal que βApg, hq  i, para quaisquer g, h P G.
Suponha f uma identidade graduada para A. Então existe um polinômio multilinear
f 1px1,g11 , . . . , xm,g1mq em IdGpAq, onde g11, . . . , g1m são elementos distintos de G, tais que f
está no TG-ideal gerado por f 1 junto com os polinômios (3.9) e (3.10).
Demonstração. Demonstraremos o lema por indução sobre a quantidade n de indetermi-
nadas. No caso em que n  2 a afirmação é óbvia pela identidade (3.9). Se g1, . . . , gn
são elementos de G distintos não há o que fazer. Caso contrário, existem índices i   j
tais que gi  gj. Desta maneira, renomeando as variáveis se necessário, podemos assumir
que i  n  1 e j  n. Seja m um monômio em f , afirmamos que existe um polinômio
multilinear fmpx1,g1 , . . . , xn2,gn2 , xn1,g1q com g1  g2n, tal que
m fmpx1,g1 , . . . , xn2,gn2 , pxn1,gn1  xn,gnqq
está no TG-ideal gerado por (3.9) e (3.10), uma vez que cada componente homogênea da
graduação é unidimensional. Sejam w1, w2 e w3 monômios tais que
m  w1xn1,gw2xn,gw3,
onde g  gn1  gn. Denote por h o grau do monômio w2. Se βApg, hq P R então
w1xn1,gw2xn,gw3  βApg, hqw1w2xn1,gxn,gw3
é uma consequência de um polinômio do tipo (3.9), neste caso fm  βApg, hqw1w2xn1,g1w3.
Se, por outro lado, βApg, hq P CzR tomaremos p, q números reais tais que
βApg, hq é uma raiz da equação quadrática z2   pz   q e como βApg, hq é uma raiz da
unidade distinta do complexo i  ?1 então p  0. Neste caso, podemos considerar
fm  λ1w1xn1,g1w2w3   λ2w1w2xn1,g1w3,
onde λ1  1
p
, λ2  q
p
. Claramente
m fmpx1,g1 , . . . , xn2,gn2 , pxn1,g  xn,gqq
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é uma consequência de (3.10) e isto prova a afirmação. Agora escreva f 
¸
i
λimi, onde
mi são monômios e pf ¸
i
λifmi . A diferença
fpx1,g1 , . . . , xn2,gn2 , xn1,gn1 , xn,gnq  pfpx1,g1 , . . . , xn2,gn2 , pxn1,gn1  xn,gnqq
está no TG-ideal gerado por (3.9) e (3.10). Concluímos quepfpx1,g1 , . . . , xn2,gn2 , pxn1,gn1  xn,gnqq
é uma identidade graduada para A. Uma vez que A possui uma graduação de Pauli teremos
que cada componente homogênea é unidimensional e assim o polinômio multilinear pf é uma
identidade graduada para A com menos de n indeterminadas. Pela hipótese de indução,
existe uma identidade graduada f 1px1,g11 , . . . , xm,g1mq, onde g11, . . . , g1m são todos distintos,
com a propriedade de que pf está no TG-ideal gerado por f 1 junto com as identidades (3.9)
e (3.10). É claro que f também estará neste TG-ideal.
Teorema 3.2.27. Seja A uma álgebra com uma graduação de Pauli não regular tal que
para quaisquer g, h P G temos βApg, hq  i. O conjunto S dos polinômios (3.9) e (3.10)
junto com os polinômios (3.7) e (3.8), onde g1, . . . , gn são elementos distintos de G,
forma uma base para IdGpAq.
Demonstração. É claro que S  IdGpAq, e consequentemente xSyTG  IdGpAq. A inclusão
oposta é obtida aplicando o Lema 3.2.26 e a Proposição 3.2.25.
Resta analisar o caso em que βApg, hq  i para alguns g, h P G. É claro que
neste caso o polinômio
x1,gx2,hx3,g  x3,gx2,hx1,g, (3.11)
é uma identidade graduada para A.
Observação 3.2.28. O polinômio (3.11) é também uma identidade para A no caso em
que βApg, hq  i. Neste caso ele é obtido como uma consequência das identidades (3.9) e
(3.10).
Sejam g, h1, h2, h3 elementos de G tais que βApg, hsq  i, para s  1, 2, 3. O
polinômio
x1,gx2,h1x3,gx4,h2x5,gx6,h3x7,g   x1,gx3,gx5,gx7,gx2,h1x4,h2x6,h3 (3.12)
é uma identidade graduada para A.
Lema 3.2.29. Sejam A uma álgebra munida da graduação de Pauli não regular por um
grupo G e fpx1,g1 , . . . , xn,gnq um polinômio multilinear. Se f é uma identidade graduada
para A então existe um polinômio multilinear f 1px1,g11 , . . . , xm,g1mq em IdGpAq, onde para
cada g P G o número de índices j tais que g1j  g é no máximo 3, e ainda f está no
TG-ideal gerado por f 1 junto com os polinômios (3.9), (3.10), (3.11) e (3.12).
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Demonstração. A demonstração segue passos análogos ao que foi feito na demonstração
do Lema 3.2.26. Se g1, . . . , gn são elementos de G de modo que o número de índices
i com gi  g é no máximo 3 então não há o que fazer. Caso contrário existem índices
i   j   k   l tais que gi  gj  gk  gl. Denotaremos por g este elemento. Seja m um
monômio em f e considere wi, i  0, 1, 2, 3, 4, monômios satisfazendo a propriedade
m  w0xi,gw1xj,gw2xk,gw3xl,gw4. (3.13)
Denote por hi o grau do monômio wi. Renomeando as variáveis se necessário, podemos
assumir sem perda de generalidade que tn, n1, n2, n3u  ti, j, k, lu. Se βApg, h1q  i
usaremos a identidade (3.11) para assumir que i  n 1 e j  n. Então, como na demons-
tração do Lema 3.2.26, é possível determinar um polinômio fmpx1,g1 , . . . , xn2,gn2 , xn1,g2q
tal que
m fmpx1,g1 , . . . , xn2,gn2 , pxn1,gn1  xn,gnqq (3.14)
está no TG-ideal gerado por (3.9) e (3.10).
Analogamente, caso βApg, hjq  i para j  2 ou j  3 podemos obter um
polinômio multilinear fmpx1,g1 , . . . , xn2,gn2 , xn1,g2q tal que m esteja no TG-ideal gerado
por fm e os polinômios (3.9), (3.10) e (3.11). Finalmente, assuma que βApg, hjq  i para
todo j  1, 2, 3, neste caso considere
fmpx1,g1 , . . . , xn2,gn2 , xn1,g2q  w0xn3,gxn2,gxn1,g2w1w2w3w4.
É claro que a diferença em (3.14), para este polinômio, está no TG-ideal gerado pelos
polinômios (3.11) e (3.12).
Agora escrevemos f 
¸
i
λimi, onde mi são monômios e pf  ¸
i
λifmi . O
polinômio multilinear pf é uma identidade para A em n 1 indeterminadas e o resultado
segue por indução sobre n.
A prova do Teorema 3.2.27 produz junto com o Lema 3.2.29 (em vez de Lema
3.2.26) o seguinte resultado.
Teorema 3.2.30. Seja A uma álgebra munida de uma graduação de Pauli não regular.
O conjunto S dos polinômios (3.12) junto com os polinômios (3.7) e (3.8) tais que para
qualquer g P G o número de índices j com gj  g é no máximo 3, forma uma base para
IdGpAq como TG-ideal.
3.3 Bases para as Identidades e Polinômios Centrais Graduados
para Álgebras de Divisão Graduadas Reais
Nesta seção iremos descrever bases para as identidades e para os polinômios
centrais graduadas para álgebras de divisão graduadas reais, classificadas em [17]. A nossa
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descrição será dada em termos de 5 classes das álgebras de divisão graduadas que serão
denominadas “graduações básicas” e serão apresentadas a seguir.
3.3.1 Álgebras de Divisão Graduadas Reais
Seja G um grupo abeliano finito. É fato conhecido que toda álgebra de divisão
G-graduada complexa R é isomorfa à álgebra de grupo torcida CσG e a classe dos
isomorfismos correspondentes a cada graduação está em correspondência biunívoca com
os bicaracteres antissimétricos β : GGÑ C (rever comentários antes da Proposição
3.1.4). A G-graduação canônica nesta álgebra será denotada por P pβq.
No caso de álgebras de divisão graduadas reais, a situação é diferente. Listaremos
a seguir alguns casos que vão servir de fundamento para a classificação geral.
(a) Comutativo: Sejam m um número natural maior do que 1 e ε P t1,1u. Denotare-
mos por Dpm, εq a subálgebra real da álgebra complexa de grupo Cpgqm (do grupo
cíclico de ordem m) gerada por µg, onde µm  ε. Esta é uma álgebra de divisão que
é pgqm-graduada, comutativa e regular. É fácil verificar que Dpm, εq pode ser vista
como uma álgebra real graduada gerada por um elemento x de grau g, definido com
a relação xm  ε. Observamos que Dp2,1q é fracamente isomorfa a Cp2q.
(b) Componente neutra de dimensão 1: Uma álgebra de divisão graduada R com
dimR  1, cujo suporte é o produto direto de dois grupos cíclicos G  pgqk  phql,
pode ser descrita como uma subálgebra da álgebra S  RG b M2pCq definida
da seguinte forma. Sejam µ, ν P t1,1u, fixaremos números complexos ε, η tais
que εk  µ, ηl  ν e denotaremos por Dpk, l;µ, νq a subálgebra de S gerada por
u  gb A e v  hb ηB. Aqui A 

1 0
0 1

e B 

0 1
1 0

são as matrizes de
Sylvester introduzidas na Seção 3.2.1. A álgebra S possui uma graduação canônica
dada pelas componentes homogêneas Sg  pRgq bM2pCq. É claro que Dpk, l;µ, νq
é uma álgebra de divisão graduada real. Além disso, uv  vu e o conjunto de
elementos uivj  gihj b εiηjAiBj, onde 0 ¤ i   k, 0 ¤ j   l, forma uma base
de elementos homogêneos para Dpk, l;µ, νq. Portanto Dpk, l;µ, νq é uma graduação
regular. Além disso, observamos que Dp2, 2, 1, 1q e Dp2, 2,1,1q são fracamente
isomorfas a M p4q2 e Hp4q, respectivamente.
(c) Componente neutra de dimensão 2 comutativa: SejaR  `gPGRg uma álgebra
de divisão real tal que R  C, então podemos considerar R como uma álgebra de
divisão graduada complexa. A classificação de tais álgebras foi dada por comentários
iniciais desta seção. Podemos denotar a respectiva graduação complexa por P pβq.
Logo, denotaremos a graduação de tal álgebra real por P pβqR. Esta é a graduação
de Pauli.
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(d) Componente neutra de dimensão 2 não comutativa: Sejam n um número
natural e ε P t1,1u. Denotaremos por Epn, εq a subálgebra de Rpgqn b M2pCq
gerada por u  1b C e v  g b εA. Aqui A, B e C são as matrizes de Sylvester e
C  AB.
(e) Componente neutra de dimensão 4: Seja R  `gPGRg uma álgebra de divisão
real tal que R  H. Pode-se verificar que R  H b C, onde C  `gPGCg é uma
subálgebra de divisão graduada com Cg sendo o centralizador de R, para cada Rg
de dimensão 1. Note que nos itens paq e pbq foram dados exemplos de álgebras de
divisão graduadas cujas componentes homogêneas são de dimensão 1.
Observação 3.3.1. Não estamos preocupados com a construção das álgebras citadas
anteriormente, e sim, em suas caracterizações (para maiores detalhes ver [17]).
Teorema 3.3.2. [17, Teorema 9.1] Seja Γ : R  `gPGRg uma graduação de uma álgebra
de divisão graduada real de dimensão finita R com G  supp Γ. Então uma das seguintes
alternativas é verdadeira.
(i) Se R é comutativa com dim R  1 então Γ é equivalente ao produto tensorial
graduado de álgebras do tipo Dpm; ηq.
(ii) Se R é não comutativa com dimR  1 então Γ é equivalente ao produto tensorial
graduado de algumas copias de Dp2k, 2l;µ, νq e de Dpm; ηq, onde m, k, l são números
naturais com m ¡ 1 e µ, ν, η  1.
(iii) Se dim R  4 então Γ é isomorfo ao produto tensorial graduado de H com a
graduação trivial, algumas copias de Dp2k, 2l;µ, νq e algumas copias de Dpm; ηq,
onde k, l, m são números naturais com m ¡ 1 e µ, ν, η  1.
(iv) Se dimR  2 e R não é central então Γ é equivalente ao produto tensorial graduado
de uma álgebra do tipo Epn, εq, algumas copias de Dp2k, 2l;µ, νq e algumas copias de
graduações do tipo Dpm; ηq onde m, k, l são números naturais com m ¡ 1, n é uma
potência de 2, e ε, µ, ν, η  1.
(v) Se dim R  2 e R é central então Γ é isomorfo à P pβqR para algum bicaracter
antissimétrico complexo β : GGÑ C.
3.3.2 Bases para as Identidades e Polinômios Centrais Graduados
As álgebras em piq e piiq possuem uma graduação regular, e assim as bases para
os polinômios centrais e para as identidades graduadas foram descritas no Corolário 3.2.8
e na Observação 3.2.9, respectivamente. Já as álgebras do tipo piiiq são produto tensorial
graduado de H, munido da graduação trivial, e uma álgebra regular, graduada por um
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grupo abeliano. Neste caso as bases foram obtidas na Seção 3.2.2.2. As álgebras do tipo
pvq possuem graduação de Pauli não regular cujas bases foram descritas na Seção 3.2.2.3.
Portanto, resta determinar as bases dos polinômios centrais e das identidades
graduadas para as álgebras do tipo pivq. Pelos Teoremas 3.2.2 e 3.2.7 é necessário considerar
apenas as álgebras Epε, 2kq.
Proposição 3.3.3. Sejam G  pgqn um grupo cíclico de ordem n, onde n  2k para algum
k, H  xg2y e q : GÑ G{H o homomorfismo canônico de grupos. Se f é um polinômio
multilinear em KxXG{Hy então f é uma identidade graduada (resp. polinômio central
graduado) para Epε, nq, munido da graduação induzida por q se, e somente se, f é uma
identidade graduada (resp. polinômio central graduado) para M2pRq com a G{H-graduação
fracamente isomorfa a M p2q2 .
Demonstração. O elemento w  gbεI é um elemento central invertível em RpgqnbM2pCq.
Seja R  Epε, nq munido da graduação induzida por q e denote por G1  t, au o grupo
G{H. O conjunto
B  tw2mp1b Iq, w2mp1b Cq, w2m1p1b Aq, w2m1p1bBq | m  0, 1, . . . , 2k1u
é uma base para R de elementos G-homogêneos.
Observe inicialmente que v  wp1 b Aq e u são elemento em B, implicando
que R  xByK (subálgebra homogênea gerada por B). Além disso w1  gn1 b εI P B e
w2  g2bI  v2. Aplicando uma indução sobre m, temos que B  R. Resta mostrar que os
elementos em B são linearmente independentes. Mas os conjuntos tw2mp1bIq, w2mp1bCqu e
tw2np1bIq, w2np1bCqu (resp. tw2m1p1bAq, w2m1p1bBqu e tw2n1p1bAq, w2n1p1bBqu)
estão na mesma componente homogênea se, e somente se, m  n. Além disso, w2m e w2m1
possuem graus distintos.
Consequentemente, é suficiente mostrar que w2mp1b Iq, w2mp1b Cq são line-
armente independentes entre si, para cada m escolhido. Mas isto segue do fato de w ser
invertível e A, B e C serem as matrizes de Sylvester. O caso w2m1p1bAq, w2m1p1bBq
é análogo.
Seja fpx1g11 , . . . , xng1nq um polinômio multilinear em KxXG1y. Este polinômio é
uma identidade graduada para R se, e somente se, o resultado de qualquer substituição
f -admissível de elementos em B é zero. Seja pa1, . . . , anq uma substituição f -admissível
de elementos em B, então ai  wpip1b biq, onde bi P tI, A,B,Cu e pi um número natural.
Neste caso pb1, . . . , bnq é uma substituição admissível de elementos homogêneos da base de
M2pRq na G1-graduação fracamente isomorfa a M p2q2 , ver item paq da Seção 3.2.1. Segue
que fpa1, . . . , anq  wpp1b fpb1, . . . , bnqq, onde p  p1        pn. Como w é um elemento
central invertível, podemos concluir que f é uma identidade graduada (resp. polinômio
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central graduado) para R se, e somente se, ele é uma identidade graduada (resp. polinômio
central graduado) para M2pRq munida com G1-graduação fracamente isomorfa à M p2q2 .
Seja v  g b εA, o elemento v2  g2 b 2I é homogêneo central invertível de
grau g2. Portanto a proposição anterior junto com a Proposição 3.2.21, Lema 3.2.17 e
Teorema 3.2.18 implicará na demonstração do seguinte resultado:
Corolário 3.3.4. Sejam G  pgq2k e R a álgebra de divisão graduada Epε, 2kq.
(i) Uma base para o TG-ideal IdGpRq consiste dos polinômios
x1kx2k  x2kx1k e x1hx2hx3h  x3hx2hx1h,
onde k P tg2m | m  0, 1, . . . , 2k1u e h P tg2m 1 | m  0, 1, . . . , 2k1u.
(ii) Uma base para o TG-espaço CGpRq consiste dos polinômios
x1hx2h   x2hx1h, x1g1rx2k, x3ksx4h1 e x1g1 px2hx3hx4h  x4hx3hx2hqx5h1 ,
onde k P tg2m | m  0, 1, . . . , 2k1u, h P tg2m 1 | m  0, 1, . . . , 2k1u e g1, h1 P G.
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4 Mergulho em Álgebras de Jordan
Neste capítulo iremos demonstrar um resultado análogo ao obtido por Procesi
em [72], mas no caso das álgebras de Jordan BnpKq (ver Exemplo 1.7.15). O objetivo
principal deste capítulo é descrever uma condição necessária para que uma álgebra R possa
ser mergulhada em BnpCq, a álgebra de Jordan de uma forma bilinear sobre uma álgebra
comutativa e associativa C. Para isto iremos apresentar resultados análogos aos que foram
obtidos em [9, 72]. Observamos que alguns dos resultados apresentados neste capítulo
podem ser demonstrados sobre um corpo infinito de característica diferente de dois. Por
outro lado, a restrição do corpo ter característica zero é essencial já que a demonstração
do resultado principal utilizará a teoria de grupos algébricos semissimples. Por este motivo
assumimos, a menos de menção contraria, K um corpo de característica 0.
4.1 Definições e Resultados Preliminares
Seja A uma álgebra de dimensão finita (não necessariamente associativa),
podemos fixar um elemento a P A e denotar por Da (resp. Ea) o operador multiplicação à
direita (resp. esquerda) por a. Além disso, considerando KtY u a álgebra livre livremente
gerada pelo conjunto Y  ty1, . . . , yku. Observamos que todo elemento f  fpy1, . . . , ykq
em KtY u define aplicações polinomiais sobre Ak dadas por
Df , Ef : Ak Ñ EndKA, (4.1)
onde Df pa1, . . . , akq  Dfpa1,...,akq e Ef pa1, . . . , akq  Efpa1,...,akq.
Um problema bastante interessante na teoria de invariantes é a descrição da
álgebra de invariantes de A por um grupo G. Denotamos por KrAks a álgebra de funções
polinomiais Ak Ñ K. Seja Trk a subálgebra de KrAks gerada pelo conjunto
ttrpTf1 . . . Tftq | T P tD,Eu e f1, . . . , ft P KtY uu,
e G agindo como grupo de automorfismos da álgebra A da seguinte forma:
g  Tf  gTfg1  Tgf .
Claramente Trk  KrAksG, porém a igualdade no caso geral não é tão simples. Em
particular, Artin conjecturou, em [10], que se A  MnpKq então Trk  KrAksG, sendo
demonstrado posteriormente por Procesi em [71]. Mais precisamente temos o seguinte
exemplo.
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Exemplo 4.1.1. Sejam A  MnpKq, “tr” o traço usual de matrizes e G o grupo de
automorfismos da álgebra A. Consideramos Xj : pA1, . . . , Akq Ñ Aj, as projeções equi-
variantes, onde Ai são matrizes em MnpKq. Em [71], Procesi demonstrou que qualquer
função polinomial invariante de k matrizes é combinação linear de produtos de elementos
da forma
trpXi1 . . . Xitq,
onde t ¤ 2n  1. Note ainda que para quaisquer a, b P A, temos que
trpTaq  ntrpaq, trpEaDbq  trpaqtrpbq. (4.2)
De fato, seja B a base de A formada pelas matrizes elementares Eij então todo elemento
de A pode ser escrito da forma a 
n¸
r,s1
arsErs e daí
(i) EapEijq  aEij 
n¸
r1
ariErj;
(ii) DapEijq  Eija 
n¸
s1
ajsEis;
(iii) EaDbpEijq  apEijbq  ap
n¸
t1
bjtEitq 
n¸
r,t1
paribjtqErt, com b 
n¸
u,t1
butEut.
Assim, as matrizes de Ea e Da, com respeito a base B, são da forma

a11
. . .
a11

nn
. . . 
ann
. . .
ann

nn

e 

a11
. . .
ann

nn
. . . 
a11
. . .
ann

nn

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respectivamente. Além disso, temos que a matriz associada à EaDb é da forma

a11b11
. . .
a11bnn

nn
. . . 
annb11
. . .
annbnn

nn

.
Portanto, a conjectura de Artin é válida para MnpKq.
Observação 4.1.2. Analogamente, temos a validade da conjectura para o caso da álgebra
com involução pMnpKq, q, onde   t ou s são as involuções transposta e simplética
(quando n é par) usuais de matrizes, respectivamente, para maiores detalhes ver [71]. Mais
geralmente, se A for uma álgebra simples de dimensão finita segue do Teorema 1.1.42 e
da aplicação traço ser invariante por extensão do corpo (ver construção do traço genérico
feita na Seção 1.6) que A satisfaz um análogo a conjectura de Artin.
Exemplo 4.1.3. Considere A  BnpKq  K ` V a álgebra de Jordan de uma forma
bilinear f (ver Exemplo 1.7.15) e o traço dado por trdpα  1K   vq  2α. Seja B a base
de A formada por 1 e elementos ortogonais em relação a forma f sobre o espaço vetorial
V , digamos que B  t1, e1, . . . , enu e assim todo elemento de A pode ser escrito da forma
a  α0  
n¸
r1
αrer implicando Eap1q  a  1  a e Eapeiq  a  ei  α0ei   αifpei, eiq, para
todo i  1, . . . , n. A matriz de Ea, com respeito a base B, é da forma
α0
. . .
α0
.
Por A ser comutativa, Da possui a mesma representação matricial que Ea. Além disso,
considerando b  β0  
n¸
r1
βrer, temos
(i) EaEbp1q  pα0β0   fpva, vbqq   pα0vb   β0vaq;
(ii) EaEbpeiq  Eapβ0ei   fpvb, eiqq  pα0fpvb, eiq   β0fpva, eiqq   pα0β0ei   fpvb, eiqvaq
onde va 
n¸
r1
αrer e vb 
n¸
r1
βrer. Isso implica que a matriz de EaEb com respeito a base
Capítulo 4. Mergulho em Álgebras de Jordan 119
B é da forma
α0β0   fpva, vbq
α0β0   β1α1fpe1, e1q
. . .
α0β0   βnαnfpen, enq
.
Assim, TrpEaq 

n  1
2


trdpaq e
TrpEaEbq  pn 1qα0β0   2rpα0β0q   fpva, vbqs  trdpabq   pn 1q4 trdpaqtrdpbq,
para todo a, b P A, já que n ¡ 1. Os invariantes polinomiais de A são gerados pelos produtos
de elementos da forma trdpXi1q ou trdpXi1Xi2q, onde Xi são aplicações equivariantes,
entraremos em maiores detalhes nesta discussão na Seção 4.4. Portanto, um análogo a
conjectura de Artin é também válido para o caso BnpKq.
Exemplo 4.1.4. Consideremos, agora, a álgebra de Albert (ver Exemplo 1.7.19) que
denotaremos novamente por A. Foi provado por Iltyakov, em [47, 48] que a álgebra dos
invariantes polinomiais de A sob a ação do grupo G  AutKpAq satisfaz um análogo a
conjectura de Artin para os casos em que k ¤ 3. Já para o caso k ¡ 3 a questão de que
essas álgebras coincidem está aberta até o momento.
Motivado por alguns desses exemplos, Iltyakov [46] reformulou uma conjectura
que generaliza a conjectura de Artin de maneira que Trk  KrAksG se A é simples. Porém
Popov [70] construiu uma álgebra simples de modo que a igualdade anterior não seja
verdadeira (ver [70, Subseção 4,7]). Tomando uma álgebra A central simples associativa
ou de Jordan de dimensão finita sobre um corpo K de característica 0 podemos considerar
o traço genérico Trd sobre A e denotar por Tr1k a nova subálgebra de KrAks gerada pelos
elementos Trdpvq  Trd  v, onde v  vpy1, y2, . . . , ykq é um polinômio na álgebra livre
KtY u livremente gerada pelo conjunto Y  ty1, . . . , yku. Do Corolário 1.6.2 temos que
Tr1k  KrAksG, onde G age como um grupo de automorfismos da álgebra A.
Usando esses comentários e focando no fato de que este trabalho pretende
estabelecer condições para imersão de uma álgebra em BnpCq, para alguma álgebra
comutativa C, podemos reescrever uma forma “interna” da conjectura proposta por Artin,
Iltyakov e Popov, da seguinte maneira:
Conjectura 4.1.5. Seja G um grupo algébrico linear redutível não trivial. Se G age como
o grupo dos automorfismos de uma álgebra A central simples de dimensão finita, então
Tr1k  KrAksG.
Observe que a conjectura é válida para todos os exemplos listados anteriormente,
inclusive para o caso em que A é a álgebra de Cayley-Dickson (sobre o corpo dos números
complexos, ver [87]).
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4.2 A-Aplicação Universal
Consideremos V uma variedade de álgebras (como por exemplo, associativas,
associativas com involução, de Jordan, de Lie, entre outras) e denotaremos por A alguma
álgebra central simples de dimensão finita nesta variedade. Além disso, dizemos que uma
álgebra é comutativa-associativa se ela é uma álgebra comutativa na variedade de todas
as álgebras associativas.
Sejam BA  ta1, . . . , anu uma base da álgebra A e C uma álgebra comutativa-
associativa sobre K. Então qualquer elemento v em A bK C pode ser escrito da forma
v 
n¸
i1
aibci, onde ci P C. Além disso, os elementos c1, . . . , cn são chamados coeficientes
do elemento v sobre C.
Observação 4.2.1. Sejam R e S anéis, e η : R Ñ S um homomorfismo entre anéis.
Denotaremos por ηA o homomorfismo pIdA b ηq : AbK RÑ AbK S, e dizemos que ηA é
o homomorfismo induzido por η.
Nesta seção iremos determinar e provar um resultado análogo ao demonstrado
por Amitsur em [9]. Mais precisamente, iremos demonstrar o seguinte resultado.
Teorema 4.2.2. Sejam A uma álgebra central simples de dimensão finita e R uma álgebra,
ambas em uma variedade V. Então existe uma álgebra comutativa-associativa, denotada
por S, e um homomorfismo ρ : RÑ AbK S satisfazendo as seguintes condições:
(a) Os coeficientes dos elementos em tρprq | r P Ru sobre S geram, junto com 1, a
álgebra comutativa-associativa S.
(b) Para quaisquer álgebra comutativa-associativa F e homomorfismo σ : RÑ AbK F
existe um homomorfismo ηA : A bK S Ñ A bK F induzido pelo homomorfismo
η : S Ñ F tal que ηAρ  σ.
Notação 4.2.3. Dizemos que o par pS, ρq, dado no teorema anterior, é a A-aplicação
universal de R.
Para demonstrar o teorema anterior usaremos o seguinte resultado, o qual pode
ser encontrado em [49, Teorema 1, pág. 109] ou [90, Corolário 2.2].
Teorema 4.2.4. Se B é uma álgebra qualquer, então todo ideal I de AbK B tem a forma
AbK I para um ideal I de B unicamente determinado. Em particular, se B é uma álgebra
simples então AbK B é também uma álgebra simples.
Definição 4.2.5. Sejam A uma álgebra central simples de dimensão finita e R uma álgebra,
ambas em uma variedade V. Assuma que existam C e C 1 álgebras comutativas-associativas
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tais que ϕ : R Ñ A bK C e ϕ1 : R Ñ A bK C 1 sejam homomorfismos de álgebras. Um
isomorfismo de pares pC,ϕq em pC 1, ϕ1q é um isomorfismo ψ : C Ñ C 1 tal que ϕ1  ψAϕ.
Antes de provar a existência da A-aplicação universal iremos demonstrar, a
menos de isomorfismo, a unicidade deste par. Mais precisamente, demonstraremos a
seguinte proposição.
Proposição 4.2.6. Sob as condições do Teorema 4.2.2. Se existir o par pS, ρq, então
pS, ρq é unicamente determinado, a menos de isomorfismo de par. Além disso, dados S, ρ
e σ então ηA é unicamente determinado.
Demonstração. Começamos fixando uma álgebra comutativa-associativa F e um homomor-
fismo σ : RÑ AbK F . Suponha que existam η, η1 : S Ñ F homomorfismos satisfazendo o
Teorema 4.2.2, isto é, ηAρ  η1Aρ  σ. Então ηAρprq  η1Aρprq, para todo r de R sobre K.
Isso implica que ηpsq  η1psq para todo s gerador de S, como álgebra. Portanto η  η1.
Consideremos agora pS, ρq e pS 1, ρ1q A-aplicações universais de uma álgebra
R satisfazendo as condições paq e pbq do Teorema 4.2.2. Então existem homomorfismos
ςA : A bK S Ñ A bK S 1 e ς 1A : A bK S 1 Ñ A bK S induzidos por ς : S Ñ S 1 e ς 1 : S 1 Ñ S,
respectivamente, tais que ςAρ  ρ1 e ς 1Aρ1  ρ, implicando ς 1AςAρ  ρ. Da primeira parte
da proposição, temos que o homomorfismo ς 1AςA  IdAbKS é induzido por ς 1ς, ou seja,
ς 1AςA  pς 1ςqA e consequentemente ρprq  pς 1ςqAρprq, para todo gerador r de R. Portanto
todo coeficiente de ρprq, digamos s, será da forma s  ς 1ςpsq. Como esses coeficientes, junto
com 1, geram S, temos que ς 1ς é a aplicação identidade sobre S. Similarmente, ςς 1  IdS1
e portanto ς , ς 1 são isomorfismos. Em particular, se S  S 1 então ρ1  ςAρ, o que completa
a prova da unicidade de S e ρ.
A prova do Teorema 4.2.2 seguirá como consequência dos seguintes lemas.
Lema 4.2.7. A álgebra livre KtXu livremente gerada por um conjunto enumerável X
satisfaz a A-aplicação universal.
Demonstração. Seja vj 
n¸
i1
ai b ξij, com j P N, um elemento genérico de A sobre K, ou
seja, os elementos tξij | 1 ¤ i ¤ nu são indeterminadas comutativas e associativas sobre
K; eles são os coeficientes do elemento vj sobre a álgebra de polinômios nas variáveis
ξij, denotado por ∆  Krξs. Considerando Ktvu a álgebra gerada pelos vj’s, temos que
Ktvu  AbK ∆. Consideremos o homomorfismo de álgebras ψ : KtXu Ñ Ktvu dado por
ψpxjq  vj. É claro que o par p∆, ψq satisfaz a condição paq do Teorema 4.2.2, restando
verificar o item pbq. Para toda álgebra comutativa-associativa F e todo homomorfismo
σ : KtXu Ñ AbKF dado por σpxiq 
¸
aibKfij , temos a existência de um homomorfismo
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η : ∆ Ñ F tal que ηpξijq  fij induzindo uma aplicação ηA : AbK ∆ Ñ Ab F dada por
ηAp
¸
ai bK ξijq 
¸
ai bK ηpξijq 
¸
ai bK fij,
um vez que ∆ é a álgebra comutativa-associativa livre, livremente gerada pelo conjunto
tξij | 1 ¤ i ¤ nj e j P Nu. Note que
ηAψpxjq  ηApvjq 
¸
ai bK ηpξijq 
¸
ai bK fij  σpxjq.
Portanto, o resultado está provado.
Lema 4.2.8. Seja R uma álgebra em V. Se pS, ρq é a A-aplicação universal de R, então
para todo ideal I de R existe J ideal de S tal que o par pS{J, ρ1q é a A-aplicação universal
de R{I.
Demonstração. Considere as projeções piI : RÑ R{I e piρpIq : AbK S Ñ AbK pS{Jq, onde
pρpIqq  AbK J , e observe que a boa definição desta última aplicação segue do Teorema
4.2.4. Denotando por BR  tri | i P Γu um conjunto gerador da álgebra R, temos da
definição de A-aplicação universal que os coeficientes dos elementos ρpriq 
¸
j
ajbK ρpriqj ,
junto com 1, geram S como álgebra. Denotemos tais elementos por sij  ρpriqj. Além
disso, podemos considerar a aplicação composição:
R
ρ// pAbK Sq
piρpIq// pAbK S{Jq , (4.3)
dada por piρpIqρpriq 
¸
i
aj bK psij   Jq. Observamos que I  KerpiρpIqρ e definimos
ρ1 : R{I Ñ AbK pS{Jq por ρ1pri   Iq 
¸
i
aj bK psij   Jq, implicando que o diagrama
R
piI

ρ // AbK S
piρpIq

R{I
ρ1
// AbK pS{Jq
, (4.4)
é comutativo. É claro que S{J é gerado, como álgebra, pelos elementos sij   J junto com
1  J , isto implica o item (a) do Teorema 4.2.2. Para provar o item (b) do mesmo teorema,
tomemos uma álgebra comutativa-associativa F e um homomorfismo σ : R{I Ñ AbK F .
Por pS, ρq ser a A-aplicação universal para R, então existe um homomorfismo η : S Ñ F
que induz uma aplicação ηA : AbK S Ñ AbK F de modo que a relação ηAρ  σpiI seja
válida. Temos de provar a existência de um homomorfismo η¯A : AbK pS{Jq Ñ AbK F de
modo que o diagrama
R
piI

ρ // AbK S
piρpIq

ηA
yy
R{I
σ
&&
ρ1// AbK pS{Jq
η¯A

AbK F
, (4.5)
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seja comutativo. Para isto é suficiente mostrar que J  Kerη, mas isto segue do fato que
piIpIq  0, uma vez que ηAρpIq  σpiIpIq  0, concluindo a existência de um homomorfismo
η¯ : S{J Ñ F . Consequentemente, a existência do homomorfismo η¯A : AbK pS{Jq Ñ AbKF
dado por ηA  η¯ApiρpIq é garantida por η¯, ou seja, η¯A é induzido por η¯. Além disso,
σpri   Iq  σppiIpriqq  ηAρpriq  η¯ApiρpIqρpriq  η¯Aρ1piIpriq  η¯Aρ1pri   Iq,
para todo ri P BR e por BR ser conjunto gerador de R (como álgebra), implica que σ  η¯Aρ1.
Então segue o resultado.
Demonstração do Teorema 4.2.2. Pelo Lema 4.2.7, o par p∆, ψq é a A-aplicação
universal de KtXu. Considerando tri | i P Λu um conjunto gerado para R, como álgebra,
e o homomorfismo ϕ : KtXu Ñ R dado por ϕpxiq  ri. Podemos apresentar R como
sendo KtXu{I, onde I  Kerϕ. Denotando por P a imagem do ideal I por ψ, temos
do Teorema 4.2.4 a existência de um ideal p em ∆ tal que pP q  AbK p é um ideal de
AbK ∆. Concluímos a demonstração aplicando o Lema 4.2.8.
Iremos agora listar uma série de consequências do Teorema 4.2.2.
Corolário 4.2.9. Sob as condições do Teorema 4.2.2, se R é finitamente gerada, então S
também o é. Além disso, S é noetheriana.
Demonstração. Segue diretamente da condição paq do Teorema 4.2.2.
Corolário 4.2.10. A álgebra R pode ser mergulhada em A bK F para alguma álgebra
comutativa-associativa F se, e somente se, o homomorfismo ρ : RÑ AbK S do Teorema
4.2.2 for injetivo.
Demonstração. Se ρ é um monomorfismo então é claro que R pode ser mergulhada em
AbK S. Reciprocamente, se existir um mergulho σ : RÑ AbK F para alguma álgebra
comutativa-associativa F . Por pS, ρq ser a A-aplicação universal de R temos que o diagrama
R
ρ

σ // AbK F
AbK S
ηA
88
é comutativo, ou seja, σ  ηAρ. Portanto, σ ser um monomorfismo implica que ρ é
injetivo.
Observação 4.2.11. Uma condição necessária e suficiente para que o Corolário 4.2.10
seja válido é que exista um homomorfismo ϕ de Ktvu em R com P  Kerϕ, implicando
pP q XKtvu  P , onde Ktvu é a álgebra gerada pelos vj’s dados no Lema 4.2.7.
Corolário 4.2.12. Toda álgebra R contém um único ideal Q que satisfaz:
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(i) R{Q é mergulhada em AbK S;
(ii) Se Q0 é um ideal de R tal que R{Q0 é mergulhada em algum AbK F , então Q  Q0.
Demonstração. Seja pS, ρq a A-aplicação universal de R e considere Q  Kerρ. Então ρ
induz um mergulho de R{Q sobre A bK S. Suponha a existência de outro ideal Q0 de
R tal que σ : R{Q0 Ñ AbK F seja um monomorfismo, para alguma álgebra comutativa-
associativa F . Pelo Teorema 4.2.2, temos a existência de ηA : AbK S Ñ AbK F tal que
ηAρ  σpiQ0 , onde piQ0 : RÑ R{Q0 é a projeção canônica, e assim 0  ηAρpxq  σpiQ0pxq,
para todo x P Q. Isto implica que x P Q0, já que σ é injetivo. Portanto, Q  Q0. A
unicidade é óbvia, uma vez que se existir P ideal de R satisfazendo as condições do
corolário, teremos P  Q e Q  P , ou seja, P  Q.
Sejam G o grupo dos automorfismos de A e pS, ρq a A-aplicação universal de
uma álgebra R, então podemos considerar a aplicação Φg : A b S Ñ A b S dada por
ΦgpabK sq  pg aqbK s, para todo g P G. Por outro lado, existe uma aplicação estendendo
ηg : S Ñ S dado por
ηgA

n¸
i1
ai b si


n¸
i1
ai b ηgpsiq,
de modo que
Φg  ρ  ηgA  ρ, (4.6)
isto é, o diagrama
R
ρ

ρ // AbK S Φg // AbK S
AbK S
ηgA
44 , (4.7)
é comutativo. Observamos a comutatividade entre as aplicações Φg e ηhA, já que Φg e ηhA
fixam os elementos de S e A, respectivamente. Além disso, para todo g, h P G temos que
ηghA  ρ  Φgh  ρ  Φg  Φh  ρ  Φg  ηhA  ρ  ηhA  Φg  ρ  ηhA  ηgA  ρ  pηhηgqA  ρ,
implicando da Proposição 4.2.6 que ηgh  ηhηg. Por fim, G não age somente sobre ∆, mas
também sobre AbK ∆, da seguinte maneira
ζ : GÑ GLpAbK ∆q
dado por
ζg

n¸
i1
ai b si

 Φg  pηgAq1

n¸
i1
ai b si


n¸
i1
g  ai b ηg1psiq,
para qualquer g P G, e assim temos o seguinte resultado.
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Proposição 4.2.13. Seja pS, ρq a A-aplicação universal de R. Então G ( AutKA) age,
via a representação ζg, como um grupo de automorfismos de AbK S e ρpRq está contido
no anel de invariantes de AbK S.
Corolário 4.2.14. Seja pS, ρq a A-aplicação universal de R. Para todo ideal J de S, a
aplicação projeção piJ : AbK S Ñ AbK pS{Jq é G-equivariante.
Demonstração. Seja I um ideal de R tal que pρpIqq  A bK J . Por abuso de notação
iremos usar o mesmo símbolo Φg para denotar a aplicação Φg : AbK pS{Jq Ñ AbK pS{Jq
dada por Φgpab s¯q  pg  aq b s¯, para todo g P G. Para demonstrar que a aplicação piρpIq
é G-equivariante é suficiente provar que piρpIqΦgpηgAq1  Φgpη¯gAq1piρpIq. Primeiramente,
observamos que o diagrama
AbK S Φg // AbK S
R
piI

ρ
OO
ρ // AbK S
ηgA
OO
piρpIq

R{I
ρ1

ρ1
// AbK pS{Jq
η¯gA

AbK pS{Jq Φg // AbK pS{Jq
é comutativo, implicando
piρpIqΦgpηgAq1ρ  piρpIqpηgAq1Φgρ
 piρpIqρ
 ρ1piI
 pη¯gAq1Φgρ1piI
 pη¯gAq1ΦgpiρpIqρ
 Φgpη¯gAq1piρpIqρ.
O resultado segue aplicando a Proposição 4.2.6.
Como em [72], um caso particular importante da construção anterior ocorre
quando R é a álgebra livre KtXu. Neste caso, S é o anel de polinômios em várias variáveis
comutativas, como provado no Lema 4.2.7. Note que ρpxjq é o “elemento genérico” cujo
i-ésimo coeficiente será a variável ξij . Assim, podemos considerar ρpxjq 
n¸
i1
ai b ξij , onde
ta1, . . . , a1u é uma base para A. Pela Igualdade (4.6), temos que
ηgA

n¸
i1
ai b ξij


n¸
i1
g  ai b ξij,
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para g P G. Considere g  ai 
n¸
k1
αkipgqak, temos que
ηgApvjq  ηgA

n¸
i1
ai b ξij


n¸
i1

n¸
k1
αkipgqak

b ξij 
n¸
k1
ak b

n¸
i1
αkipgqξij

,
isto implica que ηgpξrjq 
n¸
i1
αripgqξij . Como charK  0 então podemos considerar f P ∆
multilinear e o resultado segue por polarização completa. Então para todo polinômio
fpξi1jj , . . . , ξimjmq  f em ∆, teremos f  αξi1j1 . . . ξimjm , com j1 ¤    ¤ jm. Considerando
o subespaço
Pm  spanKtξi1j1 . . . ξimjm | 1 ¤ it ¤ n; 1 ¤ t ¤ mu
de ∆ observamos que Pm é G-invariante, tem dimensão finita e contém f . Assim podemos
assumir que ts1, . . . , stu é uma base para o G-espaço Pm. Se ηm : G Pm Ñ Pm denota a
ação η restrita à Pm, então
ηgmpsiq 
t¸
j1
mijpgqsj.
Em outras palavras, a matriz ηgm (relativa à base ts1, . . . , stu) é pmijpgqq, além disso temos
que tal representação de grupo é fiel. Isto significa que ηm : GÑ GLpPmq  GLtpKq, onde
ηmpgq  pmijpgqq, é um morfismo de grupos algébricos. De acordo com a Definição 1.10.11
temos que ∆ é um G-módulo racional (ver [44, Seção 8.6, pág. 63]). Em resumo temos o
seguinte resultado.
Corolário 4.2.15. Sejam G o grupo de automorfismos de uma álgebra central simples de
dimensão finita A na variedade V. Então a representação ζ é racional.
Demonstração. Pelos Exemplos 1.10.12 e 1.10.13, é suficiente mostrar que a representação
η : GÑ GLpSq é racional, mas isto segue dos comentários anteriores.
Podemos assim interpretar a ação do grupo G de modo diferente. Para isto,
interpretaremos AbKS como sendo o anel de aplicações polinomiais e um elemento dele será
da forma f : pAbK F qk Ñ pAbK F q definido sobre K (onde F é uma álgebra comutativa-
associativa qualquer), a ação de grupo é dada por f gpa1, . . . , akq  g fpg1 a1, . . . , g1 akq
e f  f g significa que f é uma aplicação equivariante. Na próxima seção iremos fazer uso
deste último comentário.
4.3 Resultado Principal
Recordamos que K é um corpo de característica zero. O objetivo desta seção
é provar que dada uma álgebra A central simples de dimensão finita e uma álgebra R,
ambas com traço e na variedade das álgebras de Jordan ou associativas sobre K, podemos
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mergulhar R na álgebra A bK F para alguma álgebra comutativa-associativa F , se R
satisfaz todas as identidades com traço de A. Podemos supor, sem perda de generalidade,
que K é algebricamente fechado, uma vez que se o resultado é válido para K¯ sendo o
fecho algébrico de K. Então dada R uma álgebra nestas condições, temos que RK¯ pode
ser mergulhada em AK¯ bK¯ F como K¯-álgebras, e consequentemente,
R ãÑ R bK K¯ ãÑ pAbK K¯q bK¯ F  pAbK F q bK¯ K¯  AbK F,
ou seja, R também será mergulhado em AbK F como K-álgebras.
Proposição 4.3.1. Seja m  mpx1, x2, . . . , xtq um monômio nas variáveis x1, x2, . . . ,
xt na álgebra livre KtXu tal que m seja linear em pelo menos uma de suas variáveis,
digamos xt. Então existe m1, monômio nas variáveis x1, x2, . . . , xt1, em KtXu tal que
Trpmq  Trpm1xtq,
onde Tr é o traço formal sobre KtXu.
Demonstração. Como m é uma palavra em KtXu, então podemos escrevê-la da forma
m  uv, onde u, v são monômios nas variáveis x1, x2, . . . , xt cujos graus são menores do
que a de m. Se u  xt então não há o que fazer, o resultado segue colocando m1  v, e
analogamente se v  xt. Caso contrário, podemos supor que xt é uma variável em v. Por
Trppa, b, cqq  0 e escrevendo v da forma v  v2v1, teremos
Trpmq  Trpuvq  Trpupv2v1qq  Trppuv2qv1q  Trpu1v1q,
se xt estiver em v1, ou
Trpmq  Trpuvq  Trppv2v1quq  Trpv2pv1uqq  Trpv2u1q,
se xt estiver em v2, onde u1  uv2 ou v1u, respectivamente. Tal processo se repete uma
quantidade finita de etapas e assim podemos supor que v  xt. Portanto, o resultado
segue.
Como consequência imediata da proposição anterior temos o seguinte resultado.
Corolário 4.3.2. Se g P GtXu é um polinômio generalizado nas variáveis x1, x2, . . . ,
xt 1 linear em pelo menos uma das variáveis, digamos xt 1, então existe f P GtXu tal que
Trpgpx1, x2, . . . , xt 1qq  Trpfpx1, x2, . . . , xtqxt 1q.
Recordaremos que existe um traço genérico em A, denotado por Trd (Ver Seção
1.6). Pelo comentário feito no fim da seção anterior, podemos considerar a álgebra AbK ∆
como sendo a álgebra de aplicações polinomiais A8 Ñ A, com F  K e A8 sendo o espaço
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das sequências quase todas nulas pa1, a2, . . . q de elementos de A. Além disso, denotaremos
por Xi as projeções equivariantes pa1, a2, . . . q ÞÑ ai. Como A possui identidade, podemos
considerar que K  A e para todo p P AbK ∆ temos que a composição Trdppq  Trd  p
é um elemento central em AbK ∆, definindo um traço sobre AbK ∆ o qual denotaremos
por Tr. Consideraremos a ação do grupo dos automorfismos de A dado de forma natural
f gppxiqiPIqq  g  fppg1  xiqiPIq e f  f g significa que f é uma aplicação equivariante.
Ainda denotaremos por T a subálgebra de AbK ∆ gerada pelas aplicações equivariantes,
ou seja, T  pAb∆qG. Observe que Xi P T , para todo i.
Observação 4.3.3. Considerando A uma álgebra central simples de dimensão finita com
traço genérico Trd não degenerado, temos que as álgebras com traço pAbK∆, T rq e pA, Trdq
satisfazem as mesmas identidades com traço. De fato, é claro que IdTrpAbK∆q  IdTrpAq,
faltando mostrar apenas a inclusão oposta. Para isto tome f P IdTrpAq; por K ter
característica zero, podemos supor que f  fpx1, . . . , xnq é multilinear. Assim substituímos
Tr (traço formal) por Tr (Traço em AbK ∆) e obtemos
fpp1, . . . , pnqpa1, a2, . . . q  fpp1pa1, a2, . . . q, . . . , pnpa1, a2, . . . qq  0,
para toda substituição por elementos pp1, . . . , pnq de AbK ∆ e quaisquer elementos aj em
A, para todo j. Portanto, f P IdTrpAbK ∆q.
Teorema 4.3.4. Sejam A uma álgebra central simples de dimensão finita com traço
genérico não degenerado que satisfaça a Conjectura 4.1.5 e G o grupo dos automorfismos
de A. Então T é gerada, como álgebra, pelos elementos Xi e os Tr mpX1, . . . , Xnq, onde
mpx1, . . . , xnq é um monômio na álgebra livre unitária KtXu e Tr é o traço definido sobre
AbK ∆.
Demonstração. Denotemos por T a álgebra gerada pelos elementos xi e Trpvpxi1 , . . . , xilqq,
onde v é um monômio em KtXu e Tr é o traço formal sobre KtXu. Consideremos uma
aplicação equivariante f : Ak Ñ A, então é possível construir um invariante f¯ : Ak 1 Ñ K
dado da seguinte forma
f¯  Trpf  xk 1q.
Por A satisfazer a Conjectura 4.1.5, temos que f¯ são somas de produtos de polinômios da
forma Trpvpxi1 , . . . , xilqq, que é linear em xk 1. Do Corolário 4.3.2, temos
f¯  Trpf 1  xk 1q,
para algum f 1 P T . Portanto, o resultado segue do fato que o traço genérico Trd sobre A,
como uma forma bilinear, é não degenerado.
Da Observação 1.8.10, a álgebra A satisfaz a identidade de Cayley–Hamilton
de grau s, então podemos enunciar o Teorema 4.3.4 do seguinte modo.
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Teorema 4.3.5. Sejam A uma álgebra central simples de dimensão finita com traço
genérico não degenerado que satisfaça a Conjectura 4.1.5 e G o grupo dos automorfismos
de A. Se A satisfaz a identidade de Cayley-Hamilton de grau s, então:
(i) Tr1 
¤
k¡0
Tr1k é gerada, como álgebra, pelos elementos da forma Tr mpXj1 , . . . , Xjrq,
onde mpx1, . . . , xrq são monômios na álgebra livre de grau r ¤ 2s.
(ii) T é gerada, como Tr1-álgebra, pelos elementos da forma npXj1 , . . . , Xjrq, onde
npx1, . . . , xrq são monômios na álgebra livre de grau r ¤ 2s  1.
Demonstração. No caso em que A é associativa, o resultado segue de [71, Teorema 3.2].
Já no caso em que A é uma álgebra de Jordan, a demonstração segue passos análogos aos
que foram feitos no caso associativo, aplicando o Teorema 1.7.23 em vez do Teorema de
Nagata e Higman [49, pág. 274].
Teorema 4.3.6. Sejam A uma álgebra central simples de dimensão finita com traço
genérico não degenerado que satisfaça a Conjectura 4.1.5 e G o grupo dos automorfismos
de A. Então T é a álgebra livre com traço módulo o TTr-ideal de A.
Demonstração. Devemos mostrar que T  GtXu{IdTrpAq. Inicialmente, observe que T é
uma subálgebra de AbK ∆ e que IdTrpAbK ∆q  IdTrpAq. Portanto se considerarmos o
epimorfismo com traço ϕ de GtXu em T dado por ϕpxiq  Xi, temos que IdTrpAq  Kerϕ.
Por outro lado, seja f um elemento de Kerϕ, então para quaisquer projeções equivariantes
X1, . . . , Xn em AbK∆ temos que fpX1, . . . , Xnq  0, e assim para toda n-upla pa1, . . . , anq
de elementos em A temos que 0  pfpX1, . . . , Xnqqpa1, . . . , anq  fpa1, . . . , anq, portanto
f é uma identidade com traço para A e consequentemente Kerϕ  IdTrpAq.
Considerando que G é semissimples, então todo G-módulo racional é completa-
mente redutível. Suponha que M seja um G-módulo racional então M contém uma único
submódulo maximal MG tal que M  MG `MG e pMGqG  p0q. Além disso, MG é o
único G-complemento de MG em M , para maiores detalhes ver [41, Lema 5.2, pág. 155].
Isso motiva fazer a seguinte definição.
Definição 4.3.7. A projeção canônica piGM : M ÑMG é usualmente chamada de operador
de Reynolds.
O operador de Reynolds piG é realmente um functor definido sobre a categoria
de G-módulos racionais no sentido que dados dois G-módulos M , M 1 e uma aplicação
Capítulo 4. Mergulho em Álgebras de Jordan 130
G-linear f : M ÑM 1 tem-se o diagrama
M
piGM 
f //M 1
piG
M 1
MG
f |
MG
//M 1G
comutativo, ou seja, f  piGM  piGM 1  f . para maiores detalhes ver [41, Seção V-2].
Em particular, podemos considerar M uma álgebra com traço, M 1  ZpMq,
f  tr : M Ñ ZpMq a aplicação traço de M e G  AutKM semissimples. Então as
seguintes relações serão válidas:
(i) Se a PMG e b PM então piGMpabq  apiGMpbq e piGMpbaq  piGMpbqa;
(ii) piGMptrpaqq  trppiGMpaqq, para todo a PM .
Lema 4.3.8. Sejam pA, τq uma álgebra com traço e G  AutKA. Se I é um ideal de AG,
então pIq é um ideal com traço.
Demonstração. É suficiente provar que pIq é invariante pela aplicação traço τ de A, já
que pIq é o ideal de A gerado pelo conjunto I. Seja ϕ : KTRtXu Ñ A o homomorfismo
com traço dado por ϕpxiq  ai e ϕpTrpxi1    xitqq  τpai1    aitq, então representaremos
a álgebra A como KTRtXu{J onde J  Kerϕ. Pela correspondência biunívoca, existe P
um subespaço de KTRtXu que contém J tal que P {J  I, já que I  t0u. Observamos
que pIq  pP q{J e pela Proposição 1.4.7, pP q é soma de produtos, em qualquer associação
de elementos de KTRtXu desde que pelo menos um de seus elementos esteja em P . Assim
podemos tomar m 
¸
i
mipy1i, . . . , ykiiq um elemento em pP q, onde pelo menos um dos
yji’s está em P , digamos ykii. Considere mi  mipy1i, . . . , ykiiq, da Proposição 4.3.1 existe
m1ipy1i, . . . , pykiiq tal que
Trpmipy1i, . . . , ykiiqq  Trpm1ipy1i, . . . , pykiiq  ykiiq.
Fazendo o homomorfismo projeção e aplicando o operador de Reynolds, temos que
Trpmipy¯1i, . . . , y¯kiiqq  TrppiGApm1py¯1i, . . . , p¯ykiiqq  y¯kiiq P I,
uma vez que piGApm1py¯1i, . . . , p¯ykiiqq P AG e I é um ideal de AG invariante pela aplicação
traço, o resultado segue.
O teorema a seguir é o resultado principal desta seção.
Teorema 4.3.9. Seja A uma álgebra central simples com traço, de dimensão finita na
variedade V das álgebras associativas ou de Jordan, satisfazendo a Conjectura 4.1.5 e
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seja G  AutKA. Se R é uma álgebra com traço na variedade V que satisfaz todas as
identidades com traço de A, então R pode ser mergulhada em AbK S como uma K-álgebra,
onde pS, ρq é a A-aplicação universal de R. Além disso, ρpRq  pAbK SqG.
Demonstração. Como R satisfaz todas as identidade com traço da álgebra A apresentare-
mos R como T {I, onde T é a álgebra livre na categoria das álgebras que satisfazem todas
as identidades com traço da álgebra A. Observe que T  AbK ∆. Assumimos por razões
técnicas que T é gerado, como álgebra com traço, por um conjunto infinito de projeções
equivariante (porém enumerável). Por I ser um ideal de T , podemos considerar o ideal
pIq de AbK ∆ gerado pelo conjunto G-invariante I. Pelo Teorema 4.2.4, existe um ideal
G-invariante J de ∆ tal que A bK J  pIq. Por fim, denotaremos por ψR a aplicação
induzida
R  T {I Ñ pAbK ∆q{pIq  pAbK ∆q{pAbK Jq  AbK p∆{Jq.
Afirmamos que p∆{J, ψRq é a A-aplicação universal de R. De fato, se considerarmos p∆, ψq
a A-aplicação universal de GtXu (análogo ao que foi obtido no Lema 4.2.7) observamos
que ψpIdTrpAqq  p0q. Do Lema 4.2.8, temos que p∆, ψ1q é a A-aplicação universal de T e
como ψ1 : T Ñ AbK ∆ satisfaz as condições do Teorema 4.2.2, temos que a conclusão da
afirmação segue aplicando novamente o Lema 4.2.8.
Seja pipIq : AbK ∆ Ñ pAbK ∆q{pIq  AbK p∆{Jq a projeção canônica, segue
da Proposição 4.2.13 que pipIq é uma aplicação G-linear. Como G é semissimples, temos
que pipIq levará subanel invariante de AbK ∆ em subanel invariante de AbK p∆{Jq, ou
seja, T é enviado sobrejetivamente em pAbK p∆{JqqG. Como I é o núcleo dessa aplicação,
temos que ψRpRq  pAbK p∆{JqqG.
Resta provar que ψR é injetivo, ou seja, pIqXT  I. É óbvio que I está contido
em pIq X T . Como em [72], utilizaremos o operador de Reynolds para provar a inclusão
oposta. Seja a um elemento em pIq X T , então existem mi P pIq de modo que para cada i
há pelo menos um ui P I (em qualquer associação de parênteses em A) elemento em mi.
Pelo Corolário 4.3.2 podemos escolher uma variável x que não aparece em nenhum mi e
assim
Trpaxq  Tr
¸
i
mi

x

 Tr
¸
i
pm1im2iuiq

,
onde o monômio m1im2i é linear na variável x, para cada i. Aplicando o operador de
Reynolds piG obtemos
Trpaxq  Tr
¸
i
piGpm1im2i qui

.
Agora, fixando um i qualquer temos que piGpm1im2i q é uma equivariante linear em x. Pelo
Teorema 4.3.6 e Corolário 4.3.2 temos
piGpm1im2i q 
¸
s
Trpaisxqtis  
¸
k
x¯ikwik,
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onde tis, wik P T e ais, x¯ik são monômios em KtXu e x é uma variável em x¯ik. Podemos
aplicar novamente o Corolário 4.3.2 e teremos
Trpaxq  Tr
¸
i
¸
s
pTrpaisxqtis  
¸
k
x¯ikwik

ui

 Tr
¸
i
¸
s
pTrptisuiqais  
¸
k
wikuix¯
1
ik

x

,
onde x¯1ik é um monômio obtido de x¯ik usando argumentos análogos da demonstração da
Proposição 4.3.1 que não tem x como variável. A forma trpxyq é não degenerada, portanto
a 
¸
i,s
pTrptisuiqaisq  
¸
i,k
uix¯
1
kwik.
Como o conjunto I é fechado pela aplicação traço segue que a P I. Portanto, isto completa
a prova do teorema.
Observação 4.3.10. A hipótese de A ser uma álgebra de dimensão finita associativa ou
de Jordan é utilizada para argumentar que a forma trpxyq é não degenerada (ver Teorema
1.6.4), uma vez que todas as aplicações traço trabalhadas em álgebras de Jordan centrais
simples de dimensão finita são obtidas por um traço genérico. Além disso, nessas condições
podemos garantir que o grupo dos automorfismo é semisimples (ver Teorema 1.10.21).
4.4 Aplicação do Teorema 4.3.9: Mergulho em Álgebras de Jordan
de uma Forma Bilinear
Em [72], Procesi mostrou que se uma álgebra associativa satisfaz todas as
identidades com traço das matrizes n n, esta álgebra pode ser mergulhada, respeitando
o traço, em matrizes n n. Como as identidades com traço das matrizes n n são todas
consequências do polinômio de Cayley-Hamilton, o artigo de Procesi teve no seu título a
frase “inversa formal do teorema de Cayley-Hamilton”. Berele, em [19], obteve um resultado
similar para o caso em que A é a álgebra com involução pMnpKq, q. A técnica utilizada
na demonstração do teorema principal da seção anterior é muito similar aos métodos
empregados por Procesi e Berele em seus resultados, porém generalizamos e provamos
para o caso da álgebra de Jordan central simples. Nesta seção iremos focar na aplicação
do Teorema 4.3.9 para o caso de álgebra de Jordan de uma forma bilinear.
Denotamos A  BnpKq a álgebra de Jordan de uma forma bilinear simétrica
e não degenerada f sobre um espaço vetorial V de dimensão finita n, sobre um corpo
algebricamente fechado de característica zero. Consideramos os polinômios com traço
f2pxq  x2  Trpxqx  p1{2qpTrpxq2  Trpx2qq (4.8)
Ln 1 
¸
σPSn 1
p1qσpxσpn 1q  p1{2qTrpxσpn 1qqq
n 1¹
k1
Hpxσpkq, ykq, (4.9)
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onde Ln 1  Lpx1,    , xn, xn 1, y1,    , ynq com n  2, 3,    e
Hpx, yq  Trpxyq  p1{2qTrpxqTrpyq.
Em [94], Vasilovskii provou que todas as identidades com traço da álgebra
A seguem dos polinômios (4.8) e (4.9). Além disso, na demonstração deste resultado
observamos que qualquer polinômio com traço pode ser representado, módulo f2, na forma
¸
α0ˆ,1,...,saˆ0Trpa1q   Trpasq, (4.10)
onde a0, a1, . . . , as (com s ¥ 0) são monômios em KtXu com a seguinte restrição em seus
graus: degpa0q ¤ 1, degpa1q ¤ 2, para i  1, 2, . . . , s.
Seja G o grupo dos automorfismos de A, ele é isomorfo ao grupo ortogonal de
V relativo a forma f (ver Exemplo 1.7.15). Por fim, os invariantes ortogonais ϕ : V i Ñ K
compatíveis com a forma bilinear canônica px, yq 
¸
i
xiyi, onde x  px1, . . . , xnq e
y  py1, . . . , ynq, são expressos em termos desse produto escalar. Mais precisamente, temos
o Primeiro Teorema Fundamental.
Teorema 4.4.1. [25, Teorema 5.6] Todo invariante ortogonal de m vetores x1, . . . , xm
pode ser expresso em termos dos m2 produtos escalares pxi, xjq.
Retornamos à discussão do Exemplo 4.1.3 sobre o primeiro teorema fundamental
para o caso da álgebra de Jordan A. Queremos descrever a álgebra das funções polinomiais
Ak Ñ K invariantes sob a ação de G. Consideremos uma aplicação polinomial multilinear
dada por ψ : Ak Ñ K. Temos que
ψpα1   v1, . . . , αk   vkq 
¸
α¯iψipv1, . . . , vkq,
onde α¯i é obtido como produto dos escalares α1, . . . , αk. Afirmamos que se ψ é um invariante
ortogonal de A, então ψi são invariantes ortogonais de V , para todo i. De fato, ψ um
invariante ortogonal sobre A implicará¸
α¯iψipv1, . . . , vkq 
¸
α¯iψ
g
i pv1, . . . , vkq, ou seja ,
¸
α¯ipψi  ψgi q  0
para todo g P AutKpV q. Por K ser infinito temos a afirmação. Do Teorema 4.4.1, os
invariantes ortogonais de V são expressos em termos de produtos escalares de pvi, vjq de
vetores em V . Além disso, segue da definição do traço e do produto em A que dados α vα
e β   vβ elementos em A, teremos trpα   vαq  2α e pvα, vβq  p1{2qHpα   vα, β   vβq.
Deste comentário e da Expressão (4.10), temos que os invariantes KrAksG
podem ser expressos em temos dos invariantes Tr Xi e Tr XiXj, onde Xi é a projeção
equivariante sobre A na i-ésima coordenada. Assim temos o seguinte resultado.
Lema 4.4.2. A álgebra de Jordan BnpKq satisfaz a Conjectura 4.1.5.
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Concluímos o objetivo final deste capítulo que podemos enunciar no seguinte
teorema. A sua demonstração segue do Teorema 4.3.9 e do Lema 4.4.2.
Teorema 4.4.3. Seja A  BnpKq a álgebra de Jordan de uma forma bilinear simétrica e
não degenerada f sobre um espaço vetorial V de dimensão finita. Se R é uma álgebra com
traço que satisfaça as Identidades (4.8) e (4.9), então R pode ser mergulhada em AbK F ,
para alguma álgebra comutativa-associativa F . Além disso, se pS, ρq é a A-aplicação
universal de R, então ρpRq  pAb SqG, onde G  AutKV .
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