An image processing algorithm was developed that identifies flower stems from Gerbera jamesonii in images. Flower stem regions in the image were split into several independent parts at characteristic positions. Parts which contained crossings and noise where eliminated and the remaining parts were put together by a collinearity criterion to form a flower stem object. The position of the identified flower stem object was computed by means of triangulation using information from stereo images. The result was a three-dimensional object of the flower stem which should act as input for an automated robotic harvesting process. Results show that in 72 % of the images all flower stems were identified correctly. Looking at the stereo cameras in 61 % of the image pairs all flower stems were identified correctly in both images. Looking at all camera positions the accuracy increase to 97 %. Therefore it can be concluded, that the algorithm is accurate enough to enable automatic robotic harvesting of Gerbera jamesonii.
INTRODUCTION
Basic research is done on the automated harvesting of flower stems from Gerbera jamesonii. The objective of this work was to develop an image processing algorithm to identify flower stems in the image and to compute a three dimensional model from this data. This model will be the basis for robotic control to determine harvesting position and to compute a collision free path for the robot. The image processing algorithm is presented next.
MATERIAL AND METHODS
The experiments were carried out at a robotic test stand at the Institute for Horticultural and Biosystems Engineering. The main parts were a transport unit, two industrial robots, two video cameras, and an artificial light system. All components were controlled by a specially developed software module. The image processing algorithm was implemented using C++. For basic imaging procedures the Halcon library was used (MVTec, 1999) . The used cameras were colour CCD-cameras of type DFD-4023 with an original resolution of 1292 x 1030 pixels that utilize a Bayer mosaic filter. From the original delivered greyscale image a colour image was computed by combining four neighbouring pixels resulting in a reduced resolution of 646 x 515 pixels. Cameras were placed as a stereo camera system with a horizontal shift of approximately 0.1 m. The mean distance to the central workplace where the plants were placed was approximately 1.4 m. The cameras were equipped with 12.5 mm lenses. Additionally, near infrared filters were used that transmitted radiation with wavelength above 800 nm. For illumination two 400 W metal halogen lamps were used. For image processing, the information from the camera with originally three channels was reduced. Only the data from the second channel (under normal conditions the green channel) was used as greyscale image. The plants were presented on a mobile pallet in front of the stereo-camera system. The pallet was transported to the central workspace on conveyor belts. At the central workspace the pallet was lifted and rotated. In the experiments eight images per plant were taken, whereby the plants were rotated stepwise by 45 degrees resulting in different points of view for each image. For more information on the test stand see Kawollek et al. (2002) .
For the development of the algorithm a training data set with 55 gerbera jamesonii was used (440 single images), for testing of the algorithm a test data set with 37 plants (296 single images) was analysed.
IMAGE PROCESSING ALGORITHM
The main objective of the image processing algorithm was to separate flower stems in the image and to identify them as individual objects. Problems occured due to overlapping parts and occlusions. The main principle behind the developed algorithm was to split regions that potentially contain flower stems into small parts at characteristic positions first and then to build up flower stem objects from this parts while deleting overlappings, crossings, and noise. The main structure of the algorithm is shown in Fig. 1 . Corresponding screenshots are given in Fig. 2 . (Fig. 1b and 2b) The identification of the plant was carried out by using a hysteresis threshold that is part of the Halcon library (see MVTec, 1999) . For binarization fixed threshold values (determined in preliminary tests) were used in the experiments because of the constant illumination. Often the process resulted in several regions of different size. In this case, the region with the biggest area in pixels was considered to be the one representing the plant. (Fig. 1c and 2c) For identifying possible flower stem regions a modified version of an algorithm described by Rath (1997) for the identification of leaf-stalks was used. First, the main plant region was determined by the connection of a stepwise erosion and dilation. Subtracting the resulting region from the starting region led to possible flower stem regions. The determination of the necessary number of steps for erosion and dilation was done by computing area differences for each step based on the smallest surrounding rectangle with any orientation of the actual region. The step with the largest difference was considered to be the step where the flower stems were deleted.
Identification of the Plant in the Image

Identification of Possible Flower Stem Regions
After this procedure only regions having a centre of gravity above the upper edge of the plant region were accepted. If no possible flower stem regions were found, the described procedure was repeated but for the calculation of the area differences the smallest surrounding circle was used. The result of this process were regions that mainly contain flower stems and flowers. Besides also noise like leaf parts was detected. The objective of the following steps was to find only the flower stem in the detected regions.
Separation of Flower Stem Regions into Single Unbranched Regions (Fig. 1d and 2d)
To enable the separation of crossings and parts that are not flower stems in later steps, the possible flower stem regions were first split into single unbranched regions. The separation method used the run-length representation of the regions that describes a region by a sequence of runs, a run being defined by line number (row) as well as starting and ending points (column). To split the region into several unbranched regions, the number of neighbours of each run was calculated. Before this, the potential flower stem region was rotated so that it was nearly parallel orientated to the y-axes of the image. The method for separation is described in Fig. 4 . Runs were split into separate regions if more than one neighbour in the upper or lower row were found. The result of this process were several independent regions that were not branched. Normally, these regions did not contain parts from more than one flower stem except if they represented crossings. These regions were the elements for building up flower stem objects in the following process.
Finding Parallel Edges which belong to Flower Stems
In the next step it had to be decided if the single regions were part of a flower stem. This was done by finding parallel edges in the image and combining the edges with the single regions. Regions were only kept if they contained parallel edges. The process for finding parallel edges which belong to flower stems was divided into two parts. First, the possible flower stem regions were reduced to thin regions that mainly represented flower stem parts. The flowers and other objects like leaf parts were reduced to a minimum in this step. In the second step, it was searched for curved parallel edges in these thin regions. (Fig. 1e and 2e) . The separation of thin regions was done by analysing the frequency distribution of the length of runs. Therefore, the run-length representation of the possible flower stem region was determined first. For classification of the single runs a heuristic method was used. During development also other statistical methods were investigated. The analysis was mainly based on the assumption that the flower stem parts should have a homogenous width and that the run length of the flower stem should produce dominating peaks in the frequency distribution. A similar method was described for grading of cuttings (Singh and Montemerlo, 1998) .
Separation of Thin Regions
First, the frequency distribution of the length of the runs was smoothed by a Gaussian function. Then, a threshold was determined by finding the first minimum after the absolute maximum in the frequency distribution (see Fig. 3 ). The run length of this minimum was used as threshold. All runs with lager or equal value were deleted. Each run with a length smaller than the threshold was classified as flower stem part. This led to one or more single regions. To reduce noise small regions were deleted. All regions with a height smaller or equal to the absolute maximum of the distribution were deleted. (Fig. 1f and 2f) . As a first step, the edges in the thin regions were computed using an edge detection algorithm implemented in Halcon and described by Lanser and Eckstein (1991) . Based on the results of the operator a frequency distribution of the edge pixels with the same edge direction was determined and smoothed with a Gaussian function (Fig. 5) . Then, all maximums were determined. Because almost parallel edges produce maximums with opposite directions, a partner criterion was suitable to reduce maximum candidates. During development it was seen that nearly 100 % of the maximums without partner in opposite direction were not caused by flower stem edges. Therefore, only maximums having a corresponding maximum in opposite direction (+/-180 degree with a tolerance of +/-4 degree) were kept. To reduce the left false positive candidates the frequency distribution of the maximum pairs was analysed. Two parameters were used for the analysis. The first was the ratio of both maximum values. The second was a transformed value of the smaller maximum value from the pairs. Transformation was done by using the mean value and standard deviation of the whole distribution. For final classification of the maximums a method using decision rules with fixed thresholds for the two parameters was used. Thresholds were determined by analysing training data and minimizing the error for both classification groups. During development of the algorithm this method was compared to other statistical methods. Maximums classified as flower stem edges served as a basis for the selection of edges. Edge pixels having a direction +/-30 degree (due to possible curvature of the flower stem) from each chosen maximum were selected and kept for the following processes.
Searching for Curved Parallel Edges
Reduction of Unbranched Regions using Parallel Edge Information and Crossings
The reduction of unbranched regions was done by intersecting the found edges with the unbranched regions. Regions were only kept if they contained parallel edges ( Fig. 1g and 2g) . The left regions were further analysed if they contained crossings ( Fig.  1h and 2h) . Therefore, first the underlying skeleton of the potential flower stem region was computed and the junctions of the skeleton were determined. If one of the left regions contained a junction and if there was more than one neighbour found above or beneath this region, it was assumed that this region contained crossing elements and therefore was deleted. In the shown example images no crossing region was found. (Fig. 1i and 2i) To combine the single regions to flower stem objects a collinearity criterion was used that was introduced by Lowe (1987) . Because this collinearity criterion is based on the features of two single lines the given regions were approximated by lines using the information of the parallel edges for a linear regression (Fig. 6) . The approximation was done for both end areas of the single regions using the last 50 edge pixels from the top and the bottom. A threshold for the collinearity value was determined by analysing the training data and classifying the region pairs into pairs that belong together as neighbouring parts of one flower stem or not. The mean of the mean values for both groups (pairs belong together or not) was chosen as threshold for classification.
Connection of Single Regions to Flower Stem Objects
To find start regions for the process, a Hough transformation based on the skeleton of the thin regions was used. The region having the maximum intersection with the Hough lines was chosen as a start region for one flower stem. Then, for each region above and beneath the start region a collinearity criterion was computed. If there was a candidate found with a collinearity value beneath the threshold and without another partner region with better collinearity value, both regions were combined to one object. The process continued until no other partner was found. Then, the process started again with a search for a new start region using the Hough lines. (Fig. 1j and 2j) The search for corresponding flower stem objects in the images was based on the order of objects in the images from the left to the right. So the first object in the left image was assumed to correspond to the first object in the right image and so on.
Generation of Three-dimensional Model
Calculation of three-dimensional data for the flower stems was based on the middle line of the flower stem objects. This was computed using a Halcon operator which was originally developed for finding parallel structures. After this, points of the middle line were determined which acted as checkpoints of the flower stem object. This was done by placing a simple grid with lines parallel to the x-axis in the image and computing the intersection of the line grid with the middle lines of the flower stem object. Corresponding points in the second image were found by using the epipolar geometry of the cameras. Three dimensional position of the points was determined by triangulation. After this, neighbouring points were connected with a simple line. The group of line segments then represented the flower stem in three dimensional space.
Additionally, a simplified plant and flowers were modelled using cylinders. The complete plant model later on should act as input for an automated harvesting process by a robot.
RESULTS AND DISCUSSION
Results for identification of the flower stems in the images are presented in Table 1 . First, the images from one camera were analysed. Looking at each single flower in all images 74 % of the flower stems were identified correctly. Looking at the whole image (which can contain more than one flower stem) the identification rate decreased slightly to 72 %. A closer look at the whole image differentiated by number of flower stems in the images shows that the identification rate decreased clearly with increasing number of flower stems (from 94 % with one flower stem to 44 % with three flower stems). This was caused by more overlappings and occluded parts of the flower stems. It shows the need of taking images from different positions by rotating the plant to get data that is suitable for computing three-dimensional models.
For evaluation of the algorithm also images from the second camera were analysed to see if flower stem objects were identified correctly in both images. Looking at the stereo cameras in 61 % of the image pairs all flower stems were identified correctly in both images. In this cases it would have been possible to compute a three-dimensional model of all flower stems in the images. Looking at the whole image series of the individual plants, in 97 % all flower stems were identified correctly in both images in at least one position of the plant. This means that for 97 % of the plants in at least one case data for three dimensional modelling was available.
CONCLUSIONS
On the one hand, it ca be concluded, that the algorithm is accurate enough to enable automatic robotic harvesting of Gerbera jamesonii. On the other hand, the results show that it is very difficult to transfer the results to other plants. Only some algorithms can be generally used. At the moment investigations are carried out concerning the whole harvesting process. First experiments show that the algorithm provides sufficient information to control the robots and to enable the harvesting process. Fig. 1 . Structure of the main algorithm for detection of flower stem objects. 
Figures e
