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ABSTRACT 
The interest in the systematic study of the circadian typology (CT) is relatively recent and has 
developed rapidly in the two last decades. All the existing data suggest that this individual 
difference affects our biological and psychological functioning, not only in health, but also in 
disease. In the present study, we review the current literature concerning the psychometric 
properties and validity of CT measures as well as individual, environmental and genetic factors 
that influence the CT. We present a brief overview of the biological markers that are used to 
define differences between CT groups (sleep-wake cycle, body temperature, cortisol, and 
melatonin), and we assess the implications for CT and adjustment to shift work and jet-lag. We 
also review the differences between CT in terms of cognitive abilities, personality traits and the 
incidence of psychiatric disorders. When necessary, we have emphasized the methodological 
limitations that exist today and suggested some future avenues of work in order to overcome 
these. This is a new field of interest to professionals in many different areas (research, labor, 
academic, and clinical) and this review provides a state of the art discussion to allow professionals 
to integrate chronobiological aspects of human behavior into their daily practice. 
 
Keywords: age; circadian typology; chronotype; cognitive performance; morningness-
eveningness; personality; psychiatric disorders; sex; shift work.  
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INTRODUCTION 
Circadian rhythmic expression differs among individuals and may be classified with the 
dimension/concept of circadian typology (CT), which consists of three chronotypes (morning-, 
neither- and evening-type). CT is determined using a number of self-assessment questionnaires 
that have been validated in several countries. Morning-type (MT) subjects go to bed early and 
wake up early, and achieve their peak mental and physical performance in the early part of the 
day. By contrast, evening-type (ET) subjects go to bed and wake up late, and perform at their best 
toward the end of the day and evening hours. The phase lags in circadian rhythmic functions 
between extreme groups range from 2 to 12h, and this has been observed both in biological and 
behavioral parameters. About 40% of the adult population is classified in one of the two extreme 
groups, while 60% are neither-type (NT). 
 The interest in the systematic study of the CT is relatively recent and has developed 
rapidly in the two last decades. All the existing data suggest that this individual difference affects 
our biological and psychological functioning, not only in health, but also in disease. The 
epidemiology of CT is influenced by individual factors such as age and sex, which impact on CT 
across the life-span. Moreover, environmental factors such as the perinatal photoperiod or light 
exposure also demonstrate an influence on the development of CT.  Differences in rhythmic 
expression between MT and ET can also be found in personality traits, habits and life-styles. 
Finally, there is little doubt about the association between circadian rhythmicity and psychiatric 
disorders; most studied are mood and eating disorders, and addictions. There is mounting 
evidence suggesting the ET typology may be a risk factor linked to chronodisruption aspects, 
liked to genetic vulnerability and poor life-style choices associated with social jet-lag. 
 In the present study, we review the current literature in terms of its central findings and 
offer suggestions to overcome the methodological limitations. In particular, we review the 
psychometric properties and validity of CT measures as well as individual, environmental and 
genetic factors that influence the CT. We present a brief overview of the biological markers that 
are used to define differences between CT groups (sleep-wake cycle, body temperature, cortisol, 
melatonin), and we assess the implications for CT and adjustment to shift work and jet-lag. We 
also review the differences between CT in terms of cognitive abilities, personality traits and the 
incidence of psychiatric disorders. 
 
MEASURING CIRCADIAN TYPOLOGY 
The publication of the Morningness-Eveningness Questionnaire (MEQ, Horne & Östberg, 1976), 
the Diurnal Type Scale (DTS, Torsvall & Åkerstedt, 1980) and the Circadian Type Questionnaire 
(CTQ, Folkard et al., 1979) ushered a renaissance to better understand individual differences and 
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their role in explaining biological function. These scales can be considered as ‘first generation’ 
CT measures and have served as catalysts for the development of several other scales. Subsequent 
work has been driven by the classical issues that surround measurement (reliability and validity) 
and the need for shorter measures that can be used in large scale data collection.  
 
Morningness-Eveningness Questionnaire (MEQ) and the reduced Morningess-Eveningness 
Questionnaire (rMEQ) 
The MEQ (Horne & Östberg, 1976) is the most widely used morningness measure. Since its 
publication the MEQ has been cited 1039 times (Scopus, February 2012). The MEQ has 19 items, 
and the answer options include using a visual analogue scale and choosing between four or five 
answer options. 
 The MEQ was administered to 150 adults aged 18-32 and the sample was gender 
balanced. Forty-eight of these participants were randomly selected and 18 were found to MT and 
10 were ET. These participants recorded their oral temperature for three weeks and their sleep-
wake behaviour. The oral temperature peaked at 19:30 in MT, 20:25 for NT and 20:40 in ET. 
Hour by hour analysis revealed no significant differences between these groups but large 
individual differences were observed. MT were found to go to sleep 99 minutes before evening 
types and woke 114 minutes earlier than evening types but there were no differences in sleep 
duration. Surprisingly, Horne and Östberg (1976) did not report scale reliability, their justification 
for dropping three items or the cut-off points to define the CT. 
 A number of large studies have reported the MEQ to be a reliable measure across several 
countries. The reliability coefficient has ranged between 0.78 and 0.86 (Adan & Natale, 2002; 
Chelminski et al., 1997; Neubauer, 1992) and the stability of the MEQ is strong (0.88 – 0.89) over 
a three month period (Larsen, 1985; Neubauer, 1992). Validation studies support the distinction 
between CT and behaviour. These studies are discussed in the section on cognitive abilities and 
performance. 
 The MEQ has received some criticism however. The scale contains 19 items and may be 
considered lengthy in some situations. A second comment is that the bulk of the variance can be 
explained by fewer items. Adan and Almirall (1991) found four items had little discriminatory 
power and Zickar et al. (2002) reported MT items provided the best discrimination. In addition, 
the MEQ measures a multidimensional construct and, therefore, the use of a total score may not 
be appropriate. 
 These criticisms underpinned the development of the rMEQ (Adan & Almirall, 1991). 
This scale contains five items and is considered a pure measure of MT. A number of studies have 
reported the rMEQ and the MEQ to show satisfactory to good correlation (0.69 – 0.90) and has 
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good convergent validity (Adan & Almirall, 1991; Caci et al., 2009; Chelminski et al., 2000).  
Natale et al. (2006) reported the rMEQ discriminated MT and ET on the basis of objectively 
recorded motor activity. 
 
Composite Scale of Morningness (CSM) and the Morning Affect Scale (MA) 
The CSM was developed based on a psychometric assessment of the MEQ, DTS and the CTQ 
administered to 501 North American students. The CSM consists of the 13 items; nine from the 
MEQ and four from the DTS (Smith et al., 1989).  
 Smith et al. (1989) reported scale reliability of 0.87 and international studies have reported 
similar estimates. Caci et al. (2005a) examined the reliability of the CSM in five countries and 
estimates ranged between 0.65 and 0.91. The lowest coefficient was found in Thailand and this 
may be explained by the fact that several items were modified to reflect local activity timing. 
 Using self-report data, Smith et al. (1989) found significant differences between CT and 
bed/wake times, preferred class times and times when students felt at their mental and physical 
best. These results have been replicated in elsewhere (Caci et al., 1999; Randler, 2009a). Using 
objective data Guthrie et al. (1995) reported CT differences in sleep behaviour, study time and 
class performance.  
 The factor structure for the CSM is less clear (see Di Milia & Bohle, 2009). However, a 
brief and reliable ‘morning affect’ (MA) factor has been identified, and shows good reliability 
(0.76 - 0.85) in several countries (Caci et al., 2009). The MA scale has been validated against self-
reported alertness in a student (Di Milia & Bohle, 2009) and working sample (Di Milia & Muller, 
2012). Further studies are needed to confirm the utility of the MA scale. 
 
Preferences Scale (PS), Circadian Type Questionnaire (CTQ) and the Munich Chronotype 
Questionnaire (MCTQ) 
The PS was developed to address several concerns over the CSM (Smith et al., 2002). One 
problem is the CSM items assume all people work a diurnal schedule. Permanent night- and shift 
workers may find it difficult to answer how they feel like when they wake in the morning. 
Second, the varied response formats and the different number of answer choices may combine to 
increase measurement error (Zickar et al., 2002) and third, the reference to fixed time points does 
not allow for cultural differences in activity timing (Pornpitkapan, 1998). 
 The PS addresses these criticisms by using a scale that does not make reference to time of 
day. Instead participants rate their preference relative to ‘most people’ on a five-point scale. 
Across six countries, Smith et al. (2002) reported reliability coefficients between 0.80 and 0.90. 
The PS has demonstrated good convergent validity with the CSM (.69 - .83) and 0.82 with the 
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MEQ (Osland et al., 2011). In terms of construct validity, the literature reports significant 
differences in sleep/wake timing and alertness by time of day (Bohle et al., 2001; Smith et al., 
2002).  Di Milia (2005) was unable to replicate the posited PS factor structure but developed a 
six-item measure that was replicated in a student and working sample.  
 The focus of the CTQ is to assess the amplitude and stability of the circadian rhythms 
(Folkard et al., 1979). The underlying hypotheses - “better adjustment might be shown by people 
with; (a) low amplitude rhythms, and (b) flexible or non-stable rhythms” (p. 80). The 
measurement properties of the CTQ were poor (Smith et al., 1989) but the rCTI (Di Milia et al. 
2004) appears a more promising measure. The rCTI has been replicated in a working sample, 
scale reliability is good and has shown construct validity; vigorous types were significantly more 
alert across the day and flexible types were significantly more alert in the evening (Di Milia et al., 
2005).   
 The MCTQ is the most recent CT instrument measure. Roenneberg et al. (2003) argue that 
assessing CT requires information regarding genetic predisposition, specific timing of sleep onset 
and offset by work or free days, and light exposure; information not collected by existing 
measures. The MCTQ determines CT according to the mid-point of sleep (onset and offset) 
calculated on days off (MSF). Weekend sleep takes into account the fact that ET accumulate a 
sleep debt which is repaid on weekends (Roenneberg et al., 2007). The mid-point is considered 
the best indicator of melatonin onset (Terman et al., 2001). 
 
Methodological limitations  
Most of the effort has been directed at improving the reliability of CT instruments but the same 
rigor has not been applied to scale validation. We summarise the main methodological limitations 
so that future studies may provide better quality findings. 
 There appear to be no studies that have employed a representative sample (Caci et al., 
2005a). The MCTQ has a large database and may be considered representative but it is a self-
selected sample rather than one that is randomly drawn. A second limitation is many studies are 
gender biased and rely on young student samples. These sample characteristics limit the ability of 
CT scales to generalise to worker samples. A third limitation is a reliance on cross-sectional 
studies collecting self-reported data. Studies that collect the dependent and independent variables 
at the same time may inflate the risk of common method variance. Future studies should employ a 
split design methodology that results in the collection of independent and dependent data at 
different time points (Willis et al., 2008). Di Mila et al. (2008, 2012) have shown that self-
reported data are not necessarily biased but obtaining some objective data is recommended. 
Fourth, too few studies have assessed the predictive value of CT in operational settings over the 
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longer term (Kaliterna et al., 1995). Fifth, the literature has not explored the inter-relationship 
between the various circadian rhythm parameters, and perhaps a weighted combination of them 
may better explain adjustment in night workers (Smith et al., 1989). Finally, from an operational 
perspective, an unresolved problem is defining the cut-off criteria to identify extreme CT. 
 
INDIVIDUAL AND ENVIRONMENTAL INFLUENCES 
There is evidence suggesting CT is influenced by individual factors, such as age and sex, as well 
as several environmental factors including the photoperiod at birth, the altitude / latitude of 
residence, and the subjects’ exposure to light. 
 
Age 
After the end of adolescence, morningness scores tend to increase with age (Kim et al., 2010; 
Merikanto et al., 2012; Monk et al., 2002; Monk & Kupher, 2000; Paine et al., 2006; Park et al., 
2002, Taillard et al., 2004; Tonetti et al., 2008). The age-related shift to morningness is observed 
after controlling for demographic and socioeconomic factors, and correlates with most of the 
circadian functions with biological and behavioral circadian parameters (Klei et al., 2005; Monk 
et al., 2004; Mongrain et al., 2004; Taillard et al., 2011; Zimmermann, 2011). As subjects grow 
older, there is a tendency to go to bed and wake up earlier, and to present the highest levels of 
activation at an earlier time, and even more so from the age of 50 on.  
Adolescence (12 – 17 years) is a critical period when a shift in CT is seen to occur from 
MT to a more pronounced tendency to ET (Achari & Pati, 2007; Borisenkov et al., 2010; Kim et 
al., 2002; Randler, 2008a, 2011; Roenneberg et al., 2004; Russo et al., 2007; Tonetti et al., 2008). 
Eveningness increases from 12 to 15-20 years before a shift to MT becomes apparent. 
Eveningness may be considered as a biological marker for the end of adolescence (Randler, 2011; 
Roenneberg et al., 2004). In women, the peak of maximum eveningness appears earlier (Randler, 
2011; Tonetti et al., 2008). This phenomenon may be interpreted as associated with pubertal 
development (Hagenauer et al., 2009), but it is also clearly influenced by social and family 
factors, such as the school year or parental control on the subject’s schedule (Gau & Soon, 2003; 
Randler et al., 2009). It is precisely at these ages that the development of an extreme ET should be 
controlled, since otherwise it could favour an individual functioning with fewer healthy habits and 
it could also interfere in the adaptation to the socio-environmental demands of the activity 
(Besoluk et al., 2011; Taylor et al., 2011).  
 
Sex 
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The possibility that sex is related to CT has been approached in several studies. Many studies 
report a larger proportion of ET is found among males, while MT is more commonly observed 
among females (Adan & Natale, 2002; Borisenkov et al., 2012; Natale & Di Milia, 2011; Randler, 
2011; Roenneberg et al., 2004; Tonetti et al., 2011). These results tend to be found in large 
samples that have used the MEQ. However, some studies have not found any gender differences 
(Paine et al., 2006; Zimmermann, 2011), and others reported ET was higher in females 
(Merikanto et al., 2012). 
The difference in favour of MT in adult women is in accordance with the empirical 
observation that the diurnal variations in women produce a phase advance with respect to men 
(Adan & Sánchez-Turet, 2001; Park et al., 2002), with the magnitude depending on the 
considered parameter. Moreover, the intrinsic circadian period was significantly shorter in women 
than in men and a significantly greater proportion of women have intrinsic periods shorter than 24 
h (Duffy et al., 2011). This difference can be explained by the control of the circamensual 
rhythmicity associated with the menstrual cycle in women, which would act against the intensity 
of the rhythmic control of circadian periodicity (Adan & Natale, 2002). This argument is 
supported by the fact that sex differences on CT disappear following menopause in women 
(Roenneberg et al., 2004; Tonetti et al., 2008). Although there are fewer data available, adolescent 
samples also find more ET and a delay of sleep timing in boys compared to girls (Borisenkov et 
al., 2010, 2012; Tonetti et al., 2008). 
 
Photoperiod at birth, longitude and altitude 
With respect to the influence of the photoperiod to which the individual is exposed during the first 
months of life, the circadian organization of the subjects born with a short photoperiod (autumn-
winter) tends to be more MT, while for those with a long photoperiod (spring-summer) it tends to 
be more ET (Mongrain et al., 2006; Natale & Adan, 1999; Natale et al., 2002; Natale & Di Milia, 
2011). This is also observed in adolescent samples (Tonetti et al., 2011; Borisenkov et al., 2012), 
and is more clearly seen in boys or men than in girls or women.  
However, studies with Asians participants do not find differences between adolescents and 
adults (Achari & Pati, 2007; Harada et al., 2011; Takao et al., 2009), and even the prevalence of 
sex is the opposite (Gaina et al., 2006). This might be due to biological differences (genetic and 
ocular photosensitivity) with respect to Caucasians (Tonetti et al., 2011). Taking into account the 
effect of the photoperiod in the endogenous rhythmic expression, it should be advised that 
children born in autumn / winter be exposed to light (natural or artificial) despite the weather 
conditions, while preventing those born in the spring / summer from having an excess of light 
exposure (Adan et al., 2008). 
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The longitude and latitude of residence is also a relevant factor in CT. The CT appears to 
be associated with the geographical coordinates (east-west and north-south) and in urban areas 
compared to rural areas both in adults and adolescents (Borisenkov et al., 2010, 2012; Natale & 
Di Milia, 2011; Randler, 2008a). Broadly, there are more MT toward the East and North and in 
rural municipalities. 
Finally, in the same place of residence, ET obtained lower levels of light exposure during 
the daytime and higher during the nightime, together with a more indoor pattern and irregular life-
style than MT (Gaina et al., 2011; Harada et al., 2011; Martin et al., 2012; Vollmer et al., 2012). 
With this, there is a decrease in the strength of the light/dark zeitgeber, possibly related to some 
alterations and disorders, which are commented in the psychiatric disorder section of this review. 
 
BIOLOGICAL DIFFERENCES 
Circadian rhythmicity can be identified in a number of biological markers. These markers include 
the sleep-wake cycle, body temperature, and the hormones melatonin and cortisol. In this section 
we will focus on these as well as genetic-based evidence. 
 
Sleep-wake timing 
Sleep is a widespread biological process that is known to have underlying beneficial functions. 
Sleep is a complex phenotype but has some well-defined characteristics that show high levels of 
inheritance (e.g. Andretic et al., 2008). An inevitable consequence of any inherited, trait-like 
characteristic is that it will show inter-individual variation in related phenotypic parameters 
measured within a population due to associated inherited genetic variation, and this is true for 
sleep-wake timing and duration (Groeger et al., 2004; Roenneberg et al., 2007).  
In humans, periods of sleep and wake are determined by the interaction between a 
homeostatic process that counts the build-up of sleep pressure during wakefulness and its 
dissipation during sleep, and the intrinsic circadian clock that produces an oscillatory wake-
promoting signal, which has its peak just before sleep and its nadir shortly before wake (Borbely, 
1982). The importance of the circadian oscillator in this interaction is well understood because 
desynchronisation of the two processes is associated with sleep disruption during shift work 
(Akerstedt, 2003), jet lag (Jamieson et al., 2001), and in free-running blind people (Leger et al., 
1999). 
It has been shown that the measurement of CT by diurnal preference questionnaires is 
directly correlated with an individual’s intrinsic circadian rhythms. In the development of the 
MEQ, Horne and Östberg reported an earlier peak of temperature in MT (Horne & Östberg, 
1976). This has been confirmed in subsequent, well-controlled forced desynchrony studies, which 
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showed that morningness is associated with a shorter intrinsic circadian period (Duffy et al., 2001; 
Hasan et al., 2012), as well as an earlier core body temperature phase and earlier wake times 
(Duffy et al., 2001). 
Because of the interaction between sleep and circadian systems and the correlation 
between circadian rhythms and CT, it should be expected that inter-individual variability in CT 
would be associated with differences in sleep-wake timing. Indeed, a consistent finding from 
studies that have measured CT in humans is that there is a strong association between CT and 
sleep-wake timing, such that MT wake up and go to bed earlier than ET (Horne & Östberg, 1976; 
Robilliard et al., 2002; Taillard et al., 2004). In addition, it has also been reported that differences 
in CT are associated with differences in the regulation of sleep homeostasis as measured by the 
EEG, such that MT have a higher percentage of stage 1 sleep, more spectral power in the sigma 
range during NREM sleep (an indicator of cortical arousal), and a faster decay of NREM slow 
wave activity (Mongrain et al., 2005, 2006). These altered characteristics of sleep homeostasis 
point toward a higher rate of sleep dissipation in MT that may also represent an underlying 
homeostatic contribution to sleep-wake timing differences between MT and ET. 
It should be noted, however, that the relationships between CT, circadian rhythms, and 
sleep-wake timing are more complex and also change with age. In young MT, there is an earlier 
circadian phase (of melatonin and core body temperature) compared to ET, but the interval 
between the circadian phase and wake time is longer in MT than in ET (Duffy et al., 1999). This 
means that whereas ET wake up at a later clock time, MT wake up at a later circadian phase. 
However, this relationship changes with age, such that older MT have an earlier phase than young 
MT, but also a shorter interval between circadian phase and wake time (Duffy et al., 1999). This 
means that older MT are more similar to younger ET in this respect. With age the increase in 
morning preference and earlier wake times is accompanied by age-related changes in sleep 
capacity, such that older people have reduced baseline daytime sleep propensity and shorter 
durations of sleep in laboratory conditions, compared to younger people (Klerman & Dijk, 2008). 
These age-related findings again emphasise the important interactions between sleep and 
circadian processes in the determination of CT. 
Several investigations have found no overall association between CT and sleep duration 
(e.g. Horne & Östberg, 1976; Robilliard et al., 2002). However, one on-going survey of CT using 
the MCTQ shows clear workday-weekend differences in sleep duration, but also demonstrates an 
interesting relationship between sleep duration and sleep timing (Roenneberg et al., 2007). 
Consistent with previous studies, the data show no evidence for an overall correlation between 
sleep duration and sleep timing, with short (≤ 6 h) and long (≥ 9 h) sleepers having equal CT 
distributions, suggesting that these two traits are independent. However, the data nicely show the 
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distinct effects of work, with a negative correlation between CT and sleep duration during 
workdays (late types sleep for less), and a positive correlation at weekends (late types sleep for 
longer). Thus, CT differences in sleep debt accumulated during workdays can affect sleep 
duration and timing. 
Finally, the contribution of external, social factors to CT should not be underestimated. 
Because the two processes of circadian rhythms and sleep homeostasis interact so precisely to 
determine sleep/wake timing, desynchronization of the two can lead to metabolic and 
cardiovascular problems and also circadian rhythm sleep disorders, such as shift work disorder 
and delayed sleep phase disorder (Luyster et al., 2012; Sack et al., 2007). Social factors can lead 
to this desynchronization during normal working lives. ET who go to bed late but rise early 
because of work times or family commitments will wake up at a time that is out of synch with 
their circadian clock and also accumulate a sleep debt during the week. This ‘social jetlag’ is 
common in our current society and has been shown to be associated with metabolic disorders and 
depression (Wittmann et al., 2006; Levandovski et al., 2011; Roenneberg et al., 2012). Thus, there 
needs to be careful consideration of CT and work schedules and how these interact to determine 
health outcomes. 
 
Body temperature 
Several studies have shown that MT have an earlier circadian temperature phase than ET 
measured both by rectal (Duffy et al., 1999) and oral temperature (Gupta & Pati, 1994). This 
phase difference is around two hours both in normal day-night conditions (Baehr et al., 2000) and 
during a constant routine (Kerkhof & Van Dongen, 1996). 
This circadian phase difference is explained by endogenous factors and not by differences 
in sleep schedules. In normal day-night conditions the phase angle, defined as the interval 
between the trough of the body temperature and wake up time, is shorter in ET compared to MT. 
However, these differences tend to disappear in experimental conditions (Mongrain et al., 2004). 
Therefore, it is possible conclude that social demands have a large impact on when people wake 
up in relation to their circadian clock, inducing the disadvantages this may cause to ET. 
Because women tend both to have a longer sleep duration than men (Natale et al., 2009) 
and an higher predisposition to morningness (Adan & Natale, 2002), women show a longer phase 
angle in comparison to men (Mongrain et al., 2004). 
ET show a higher amplitude in circadian fluctuation of body temperature in comparison to 
MT (Baehr et al., 2000). The strength of the human circadian system is thought to be correlated to 
its amplitude. This could be one reason why ET are considered to have a higher tolerance for shift 
work than MT. 
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Cortisol 
Some studies have focused on the relationship between CT and the cortisol awakening response. 
Bailey and Heitkemper, using both salivary cortisol sampling (1991) and plasma cortisol (2001), 
revealed a higher amount of cortisol in MT in the morning. In healthy, day-active adult men, 
Kudielka et al. (2006, 2007) found an overall effect of CT and salivary cortisol level after 
awakening. The acrophase of cortisol in serum was 55 minutes earlier in MT (Bailey & 
Heitkemper, 2001), while Griefahn and Robens (2008) reported higher cortisol levels in MT after 
awakening but not during the rest of the day. Randler and Schaal (2010) reported MT had higher 
cortisol levels immediately after awakening. Dockray and Steptoe (2011) –after different 
adjustments– found no effect of CT on cortisol in the evening, the cortisol awakening response, or 
total cortisol output over the working day, whereas on the leisure day, total cortisol output was 
greater in ET. In another study, ET showed lower salivary cortisol levels and a flattened diurnal 
curve (Oginska et al., 2010). As these results are somewhat inconclusive, further studies are 
needed addressing weekend and weekday cortisol awakening response, both measured by 
spontaneous awakening and by forced waking (alarm clock). Generally, it seems that cortisol may 
enable people to prepare for the day and the higher cortisol values in MT may explain why MT 
show a better morning affect, e.g., feel less tired at awakening.  
  
Melatonin 
Melatonin is considered as a physiological cue for the organism and its onset has been described 
as the best predictor for sleep onset (Arendt, 2006; Rosenwasser, 2009). Moreover, the melatonin 
rhythm is argued to be the best marker of the endogenous circadian pacemaker (Benloucif et al., 
2005). The onset, acrophase, and offset of the melatonin profiles occurred approximately 3 hours 
earlier in MT than in ET, without differences in amplitude (Gibertini et al., 1999; Griefhan et al., 
2002; Mongrain et al., 2004, 2005). This was observed both in blood and in salivary 
measurements. In a study with records during extended wakefulness, an advance was also 
observed in the time of salivary melatonin peak and dim-light melatonin onset in the MT with 
respect to the ET, although without differences in the area under the curve (Taillard et al., 2011). 
There is an inverse relationship between MEQ scores and the time of the melatonin peak (Liu, 
2000). 
The maintenance of the melatonin circadian rhythm is considered as a biological marker 
associated with successful ageing, while the flattening of the rhythm is related to the appearance 
of neurodegenerative diseases and the concomitant presence of psychiatric pathology (Magri et 
al., 2005; Wu et al., 2005). 
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A new physiological parameter has recently been proposed for assigning the CT, based on 
daily secretion patterns of melatonin and growth hormone (Nagane et al., 2011). The results 
suggest that the asynchronicity and lack of peak secretion at midnight for the two hormones 
reflect ET. This new parameter correlates with psychosomatic complaints but requires further 
validation studies.  
 
Genetic basis 
We have already seen how circadian and sleep systems interact to determine CT. Circadian 
rhythms are generated by a core set of circadian clock genes and proteins that interact in a 
transcriptional/translational feedback loop to determine circadian period (Ko & Takahashi, 2006). 
Less is known about genes underlying sleep regulation, but it is becoming increasingly evident 
that several clock genes also have roles in sleep regulation and homeostasis, which is consistent 
with the known interaction between the two systems (for review, see Franken & Dijk, 2009). As 
previously mentioned, some characteristics of sleep are highly heritable, but twin studies have 
also shown that CT has a very high overall heritability of around 50% (Koskenvuo et al., 2007; 
Barclay et al., 2010). Therefore, because circadian and sleep systems interact to determine CT, it 
should be expected that variation in genes that have roles within these systems will be associated 
with individual differences in CT phenotypes. 
By far the most successful approach to date in identifying genetic polymorphisms that are 
linked with differences in CT has been via the candidate gene approach, driven by systematic 
screens of clock gene polymorphisms. This approach has identified a catalogue of polymorphisms 
in clock genes that show associations with CT phenotype, including CLOCK (Katzenberg et al., 
1998; Mishima et al., 2005), PER1 (Carpen et al., 2006), PER2 (Carpen et al., 2005), and PER3 
(Archer et al., 2003, 2010; Johansson et al., 2003; Jones et al., 2007; Pereira et al., 2005; Lazar et 
al., 2012). However, several studies have failed to replicate some of these associations in 
alternative populations: CLOCK (Barclay et al., 2011; Chang et al., 2011; Johansson et al., 2003; 
Pedrazzoli et al., 2007), PER3 (Barclay et al., 2011; Osland et al., 2011). The reasons for the 
failure to replicate these findings are unclear, but may be related to differences in phenotyping 
methods, ethnicity differences, age and sex differences, sample size, geographic location, and 
even time of year of study. A good example of how age can be a confounding factor in these CT 
genotype/phenotype associations, which can be relatively weak, comes from a study that showed 
different levels of significance among different age groups for a polymorphism within PER3 
(Jones et al., 2007). The association is strongest for younger people and gradually reduces with 
age until it becomes absent in middle-aged people between 40 and 49 years old. Interestingly, this 
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is also the age where females no longer report greater morningness scores than males of the same 
age in the MCTQ data (Roenneberg et al., 2007). 
In all of the above examples of associations between CT and clock gene polymorphisms, it 
is not known what the underlying biochemical or physiological mechanisms are that lead to the 
phenotypic differences. However, some of the same polymorphisms have also been linked with 
delayed sleep phase disorder (DSPD), in which sleep onset and offset are delayed late into the 
night and day (CLOCK – Mishima et al., 2005; PER3 – Ebisawa et al., 2001; Archer et al., 2003, 
2005; Pereira et al., 2005). For PER3, these polymorphisms are hypothesised to affect the 
promoter-driven gene expression levels of PER3 (Archer et al., 2010), or are hypothesised to alter 
the phosphorylation state of the PER3 protein by removal of potential Casein Kinase I (CKI) 
phosphorylation sites (Archer et al., 2003; Ebisawa et al., 2001). The latter is important because 
studies have shown that changes to the phosphorylation levels of PER protein can change 
circadian period (Lee et al., 2011). In addition, familial mutations in PER2 (Toh et al., 2001) and 
CKI (Xu et al., 2005) have been linked with advanced sleep phase disorder (ASPD) where it has 
been shown that greatly advanced circadian rhythms and sleep timing are due to changes in 
phosphorylation of PER protein. 
Although genetic associations with CT are not always reproducible, so far the association 
that has been reproduced most often is with the variable number tandem repeat (VNTR) 
polymorphism in PER3. This primate-specific (Jenkins et al., 2005), coding-region polymorphism 
in humans gives rise to four or five repeated 18-amino-acid motifs that contain multiple, putative 
CKI phosphorylation sites (Archer et al., 2003). Because CKI phosphorylation of PER was known 
to be an important determinant of circadian period and linked with ASPD, it was hypothesised 
that the PER3 VNTR polymorphism would be associated with differences in CT in humans 
(Archer et al., 2003). This was indeed the case, such that morning types were more likely to be 
homozygous for the 5-repeat allele (PER35/5) and evening types and also people with DSPD 
showing greater frequencies of PER34/4 homozygotes (Archer et al., 2003; Jones et al., 2007). The 
same association has been replicated in a Brazilian study (Pereira et al., 2005) and more recently 
in a separate UK-based study (Lazar et al., 2012). Whereas previous studies had only genotyped 
subjects with extreme CT phenotypes, the latter study investigated the association in 675 subjects 
who were not selected on the basis of their CT phenotype but nevertheless found that increased 
morning preference was associated with the PER35/5 genotype. As part of a large battery of 
screening questionnaires, the study employed both the MEQ and the MCTQ tools, in addition to 
questionnaires and diaries to record sleep timing. This approach enabled contrasts to be made 
between workdays and rest days and revealed novel genotype associations that were dependent on 
this contrast. PER35/5 subjects went to bed earlier, had an earlier mid-point of sleep and woke up 
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earlier than the other genotypes. PER35/5 had a shorter ‘time in bed’ during workdays than PER34/4 
but there was a significant interaction between genotype and workdays versus rest days such that 
PER35/5 actually spent the longest time in bed during rest days. Interesting correlations were also 
observed with body mass index (BMI), such that if the midpoint of sleep was later than 04:15 
during workdays, PER35/5 individuals had a significantly higher BMI than the other genotypes, 
and if time in bed was greater than 9 hours during workdays, they also had a lower intelligence 
score. These observations underline the importance of taking into account differences between 
workdays and rest days, as previously emphasised for other MCTQ data (Roenneberg et al., 
2007). 
While it was assumed that the PER3 VNTR would exert its influence on CT via the 
circadian clock, this no longer seems likely. Multiple human studies (Archer et al., 2008; Hasan et 
al., 2012; Viola et al., 2007) have shown no evidence for circadian differences between PER3 
genotypes, although a recent study in older people does report a phase advance in melatonin in 
PER35/5 subjects compared to PER4/4 (Viola et al., 2011). The influence of the PER3 VNTR on CT 
appears to be more closely linked with mechanisms that regulate sleep timing and homeostasis. 
PER35/5 people have earlier sleep/wake times (Lazar et al., 2012) and show increased EEG theta 
activity during wakefulness and greater slow wave activity power during NREM sleep, both 
markers of greater homeostatic sleep pressure (for review, see Dijk & Archer, 2009). PER35/5 
people also show a greater cognitive decline in response to sleep deprivation (Groeger et al., 
2008). A model can now be envisaged whereby greater sleep pressure in the PER35/5 modulates 
diurnal variation in performance and alertness via feedback onto the circadian wake-promoting 
signal, leading to a preference for morning activity in these people. This model also fits well with 
what we know about the important interaction between sleep and circadian systems and 
emphasises the point that CT is a complex phenotype that is derived from multiple underlying 
genetic factors. 
 
ADJUSTEMENT TO SHIFT WORK AND JET LAG 
One intended purpose of CT scales is to identify individuals that may better adjust to night work. 
However, the literature linking CT and adjustment is indicative of a relationship but is far from 
convincing, while the relationship with jet lag is even more problematic. In this section we review 
evidence for the validity of these measures to predict adjustment in shift work and jet lag.  
 The major limitations include the absence of representative samples, few longitudinal 
designs, the absence of control groups and a reliance on self-reported data. A recent review of this 
literature identified 16 studies; all these were cross-sectional and only two collected objective data 
(Saksvik et al., 2010). Furthermore, our review of these studies revealed that six studies used a 
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single-item measure to assess CT, five used different versions of the CTQ/I, four used the CSM, 
one study used the MEQ, and another used five items from the MEQ.  
 Seo et al. (2000) administered the MEQ to 561 shift workers across a number of heavy 
industries. MT found the night shift more difficult. This group reported significantly more 
sleepiness during the night shift, were more likely to nap and the naps were of a longer duration. 
Khaleque (1999) studied 60 male shift workers and the results suggested ET had less sleep 
interruption during day sleep compared to MT. Small, large and epidemiological studies each 
report an association between ET and night work (Adan & Almirall, 1991; Paine et al., 2006; 
Petru et al., 2005). 
 Several studies report on the CSM and its relationship with night work adjustment. 
McLaughlin et al. (2008) reported morningness was a moderate predictor of tolerance to shift 
work. Older individuals were more likely to be MT and reported greater difficulties concerning 
sleep, fatigue and negative affect. Willis et al. (2008) found ET had significantly greater work-
family conflict but no differences were found for burnout, depersonalisation and accomplishment. 
In a large-scale study of nurses and industrial workers, morningness did not predict sleep or 
social/domestic disturbance (Smith et al., 1999). Di Milia and Muller (2012) showed that MT shift 
workers were significantly more alert during the morning hours but this pattern changed in the 
evening/night hours when ET were more alert. 
 The CTQ and rCTI are also supported as predictors of adjustment to shiftwork. Smith et 
al. (1999) reported that irrespective of the actual shift schedule parameters and type of job, 
workers with inflexible sleeping habits had greater sleep disturbances and in turn resulted in 
increased fatigue and emotional disturbances. Furnham and Hughes (1999) found journalists with 
flexible sleeping habits were better able to overcome drowsiness and had greater well-being. In 
addition, they also reported night journalists to be ET. Vela-Bueno et al. (2010) investigated 
adjustment in 265 aircraft technicians. Their results indicated the ‘non-adapted’ workers were 
morning oriented, had rigid sleeping habits and were languid. In a rare study, Kaliterna et al. 
(1995) collected individual differences data from workers before commencing shift work and at a 
three-year follow up. Workers with rigid sleep habits and languid behaviour were more likely to 
report poor health, psychosomatic and digestive complaints. It is important to note these 
correlations were small but nevertheless significant. 
 The rCTI (Di Milia et al., 2005) is being used in a series of longitudinal studies and results 
from the first wave of data collection are now available. Natvik et al. (2011) reported on the 
survey responses from 1,500 nurses working either two or three shifts. After controlling for 
demographic factors, rigidity was associated with insomnia among the three shift workers and 
languidity was associated with greater sleepiness, depression and anxiety. In a group of 
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experienced nurses, Saksvik et al. (2012) found flexibility but not languidity was positively linked 
with shift work tolerance. 
 The DTS (Torsvall & Åkerstedt, 1980) reported strong correlations between morningness 
and a number of sleep complaints. MT reported less sleep problems during the day shift while ET 
reported more problems. This pattern was reversed during night work. Natvik et al. (2011) found 
morningness was negatively related with insomnia. Morningness by shift type was significant 
overall for depressive symptoms and morningness was associated with lower depressive 
symptoms in three-shift workers. Saksvik et al. (2012) reported morningness predicted adjustment 
to night work among inexperienced nurses. This finding is unexpected but this group was younger 
and had worked less than 20 night shifts across the year. 
 We found one published study (Gamble et al., 2011) using a modified version of the 
MCTQ in a nursing sample. Night shift nurses had a significantly later chronotype than day 
nurses. The interaction between shift type and CT suggested the earlier types had better adaptation 
to day work but worst adaptation on night shift. By contrast, the late CT had intermediate 
adaptation to both shifts. We located a doctoral study (Juda, 2010) that discusses the development 
of the MCTQSHIFT that applies a series of corrections according to the shift being worked. The 
results are interesting and require replication in larger samples. 
 Jet lag refers to the misalignment between the internal clock and external time cues 
(Arendt, 2009). Thus, in many ways jet lag sufferers and shift workers report similar impaired 
characteristics with the exception that shift workers internal clocks are disrupted on a more 
frequent basis. There is a good deal of literature advising travellers on how to minimise jet lag 
(Eastman & Burgess, 2009). There is speculation that better adjustment may be found in people 
with flexible sleeping habits and that MT would find it easier to cope with eastward travel, while 
ET cope better with westward flights (Waterhouse et al., 2007). However, the study of CT and jet 
lag is notable for the absence of studies. 
 Waterhouse and his colleagues (2002) studied 85 athletes, coaches and academics on a 
flight from London to Sydney. Participants completed the CSM, CTI and several other measures. 
The findings suggested flexible types were able to go to sleep earlier and stay asleep for the first 
night only and no effect was found for rigidity of sleeping habits. Morningness failed to predict 
tolerance to jet lag but this may be explained because 78 participants were intermediate types. 
 Flower et al. (2003) surveyed 100 participants that had flown across five time zones at 
least once in the previous six months. After adjusting for gender, the evidence was weak but 
suggested flexible sleeping habits was associated with less travel fatigue but that morningness was 
not a significant predictor. Finally, in a review of circadian rhythm sleep disorders Sack et al. 
(2007) concluded: “no study has examined the utility of the MEQ in assessing risk for the 
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development of” jet lag disorder (p. 1474). Future studies need to employ better designs before 
the link between CT and jet lag can be outlined. 
 
COGNITIVE ABILITES AND PERFORMANCE 
In spite of the work carried out in the past decades (Adan et al., 2008; Cavallera et al., 2011; 
Guerrien et al., 1993), it is still difficult to synthesize the relationship between CT and cognitive 
performance because of the great number of variables considered, and the heterogeneity of the 
research methods adopted. 
In this section we aim to attract the reader’s attention towards the possible explicative role 
of CT in the comprehension of cognitive functioning in humans. First we focus on methodological 
issues, and then we comment the role of CT in relation to time of day effect and to individual 
differences framework. 
 
Methodological issues 
To remove the masking effect and dissect the contribution of circadian and homeostatic influences 
on performance rhythms, specific study protocols have been developed: constant routine protocol 
(CR); CR with multiple naps; forced desynchrony protocol (FD) (Blatter & Cajohcen, 2007). 
However, these experimental protocols set human participants in artificial conditions questioning 
the applicability of the results to every day life (Vanin et al., 2012). 
We suggest that circadian fluctuation data of cognitive performance may be recorded and 
evaluated in normal day-night condition with greater accuracy if CT is taken into account. The 
biological and behavioral parameters studied in connection to the CT are now numerous. As for 
body temperature (the gold standard parameter for the circadian clock), it is known that both 
extreme types reach the acrophase in the second half of the day, even if, the MT reach it around 2 
hours earlier than ET (Kerkhof & van Dongen, 1996). On the contrary, for both subjective and 
objective alertness, daytime trends seem almost specular (Natale & Cicogna, 1996). The MT 
reach the acrophase in the first half of the day, whereas the ET reach it in the late afternoon. 
Therefore, CT could be considered as a paradigm offered by the nature in which circadian 
pacemaker and homeostatic processes are differently mixing and/or interacting. Bearing in mind 
that a CT-based protocol cannot permit to segregate the respective contributions of circadian and 
homeostatic processes, it nevertheless has the advantages being very ecologic and gives realistic 
indications about human behavior in normal day-night conditions (Valdez et al., 2008). 
Monk and Leng (1986) found a greater phase difference in a logic reasoning task than in a 
visual search task in the extreme CT. On the basis of this evidence, they posited that the nature of 
the task, and hence the resource required to carry it out, might be critical in differentiating the 
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performance diurnal trend in the CT. In particular, they suggested that tasks involving large 
amounts of cognitive resources would better differentiate the two extreme CT, since these tasks 
are not simply mediated by changes in arousal levels but also by changes in performance strategy. 
Interpreting the results from complex task performance introduces a new question: which is the 
cognitive function giving the prevalent contribution to solve the task? Moreover, time of day 
effects depend not only on the task complexity but also on the way in which it is performed. 
Indeed, researchers suggest that many time of day effects do not reflect automatic changes arising 
from processing limitation, but are due to the adoption of different strategies over the course of 
the day (Folkard, 1990). It is not clear whether the strategy changes observed over the day reflect 
endogenous rhythms or are attempts to maintain competent performance in a sub-optimal state. 
The mobilization of effort in a task is also modulated by the demands of the task itself. The roles 
of endogenous rhythms, exogenous factors and motivation have been separately studied, but we 
have to keep in mind that it is the combination of these factors and the individual’s interpretation 
of them which determines the nature of the observed time of day effect on performance in normal 
day-night conditions as well as in everyday life (Smith, 1992; Adan, 1993; Clarisse et al., 2010). 
 
Time of day and cognitive performance 
The interest in time of day effects on cognitive efficiency has a long history (Laird, 1925). 
Kleitman (1963) showed strong evidence for a parallelism between body temperature (the gold 
standard mark of the human circadian system) and time of day effects for simple repetitive tasks: 
the decrease in reaction time response was significantly correlated to an increase in body 
temperature. These data become known as the arousal model (Colquhoun, 1971). In this model, 
circadian performance variations are postulated to reflect an underlying circadian rhythm in basal 
arousal level. Because body temperature increases during the day, also the performance efficiency 
should always increase during the day. Both extreme CT reach a higher arousal level in the 
second half of the day, and thus for both extreme CT the arousal model foresees better cognitive 
performances in the second half of the day. However, in a study in which a simple weak motor 
component task was scheduled every 2 hours from 8 am to 10 pm, it was found that ET improved 
their performance during the day, whereas MT presented an opposite trend, with a phase advance 
up to 12 hours (Horne et al., 1980). As far as memory tasks are concerned, some studies have 
shown a phase advance of the best performance time ranging between 2 and 6 hours for MT 
(Adan, 1991; Anderson et al., 1991; Natale & Lorenzetti, 1997; Petros et al., 1990). 
Homeostatic processes are also involved in the modulation of cognitive efficiency. During 
a normal day the most important effect is the so-called post-lunch impairment which has been 
found both in real life jobs and in the laboratory. Lavie and Segal (1989), using the ultrashort 
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sleep-wake paradigm, reported a much clearer post-lunch dip in MT than for ET. The post-lunch 
dip could be modulated by blood concentrations of naturally occurring benzodiazepine, which 
reach relative higher values at noon in MT in comparison to ET (Sand et al., 2001). 
It is unlikely that cognitive efficiency is solely mediated by circadian (body temperature) 
or homeostatic (sleep-wake cycle) processes. From a behavioral point of view, alertness derives 
from the interaction of these two processes (Natale & Cicogna, 1996). Therefore, to explain so 
large a phase difference in cognitive efficiency between MT and ET, the role of alertness was then 
considered, which is a behavioral and not physiological variable. It was concluded that cognitive 
performances are more efficient when testing time is in synchrony with individuals’ peak in 
alertness. This model is known as the synchrony effect (May & Hasher, 1998), and states that 
individuals who are more alert in the morning tend to perform better in the morning than in the 
afternoon, and individuals who are more alert in the evening tend to perform better in the 
afternoon or evening than in the morning. Data supporting the synchrony effect were collected 
adopting a range of cognitive tasks, including negative priming, false memory, recognition and 
recall of prose and span materials, categorization, judgment and control over distraction, and 
working memory (Intons-Peterson et al., 1998, 1999; May, 1999; Hasher et al., 2002; Yang et al., 
2007; Rowe et al., 2009; Hornik & Miniero, 2009). 
However, the synchrony effect did not globally affect performance. In fact, synchrony 
effect was not documented in a constant way for all studies (Ciarkowska, 1997; Fabbri et al., in 
press; Gilloly et al., 1990; Natale et al., 2003). In a recent study examining the effect of time of 
day on problem solving, the results seem to indicate that tasks involving creativity might benefit 
from a non-optimal time of day (Wieth & Zacks, 2011). 
On the basis of results involving CT as an independent variable, it is possible to conclude 
that it is over simplistic to link cognitive efficiency only to arousal or alertness. Cognitive 
efficiency is not solely determined by underlying regulatory activation systems, but it is 
modulated by compensatory mechanisms, such as motivational factors or expectancy due to 
experience. It is possible to conclude that in normal day-night conditions, tasks requiring a high 
operational load could involve a cognitive and motivational engagement that can offset the 
decrease in efficiency induced by alertness changes. This could explain why tasks involving a 
wider range of cognitive resources present no relevant differences between the two extreme 
typologies. 
These last observations allow us to introduce the importance for distinguishing among 
arousal and arousalability, which means that the arousal system can be differentiated into tonic 
(slow adapting arousal state) and phasic (which rapidly adapts to transient changes) activation. 
Current models of attention in cognitive science postulate three primary functions for attentional 
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mechanisms (i.e., alerting, orienting, and executive control), each of them presumably 
corresponding to underlying distinct and independent neural networks (Fan et al., 2002). The 
purpose of the alerting network is to increase and sustain arousal and vigilance in order to better 
prepare the organism for the detection of forthcoming stimuli (phasic attention). The orienting 
network specializes in selecting specific information from an array of potentially relevant stimuli. 
The executive component of attention mediates planning, decision making, error detection, 
conflict resolution and inhibitory control. The efficiency of the alerting, orienting, and executive 
components of attention is frequently measured with the Attention Network Test (ANT) (Fan et 
al., 2002). Only one study used the ANT paradigm in relation to CT (Matchock & Mordkoff, 
2009). The orienting component showed no time of day effect or CT effects, whereas executive 
control was lower in the middle of the day regardless of CT. By contrast, alerting scores 
significantly increased in the second half of the day for MT and NT, while results were stable 
over the day for ET. Results relative to MT are not surprising because a larger alerting effect is 
associated with a difficulty to maintain alertness without a cue, while results relative to ET are 
somewhat surprising (Fan & Posner, 2004). On the whole, these results introduce a last possible 
question: is CT associated with differences in cognitive styles regardless of time of day? 
 
Cognitive styles 
It is commonly believed that going to bed early and getting up early would result in better 
performance across the day. This belief is not supported by empirical data (Gale & Martyn, 1998). 
The few studies that have examined this question obtained small but significant correlations in the 
opposite direction: ET showed higher intelligence scores (Kanazawa & Perina, 2009; Roberts & 
Killonen, 1999; Song & Stough, 2000). Kilgore and Kilgore (2007) administered the MEQ and 
Wechsler Abbreviated Scale of Intelligence to 54 healthy volunteers and found a small but 
significant negative correlation demonstrating the better performance of ET on verbal ability. 
In a study of adolescents, MT were reported to perform better on final school examination 
(Randler & Frech, 2006). However, the authors correctly noted that school start time is early, 
while adolescents biologically tend to shift towards eveningness at this time (Tonetti et al., 2008). 
Therefore, ET might be at a disadvantage because they have gone to bed too late and so do not 
have enough sleep. 
A more interesting approach is to consider the cognitive style. Cognitive style is not an 
ability but a preferred way of information processing. This approach seeks to understand the 
preferred strategies one adopts rather than performance per se. Three kinds of styles have been 
found: cognitive styles, learning styles, and thinking styles (Sternberg & Zhang, 2001). Cognitive 
styles indicate attitudes and tendencies to activate distinctive mental operations in a variety of 
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situations. Thinking styles concern which set of reasoning strategies an individual is inclined to 
apply. Learning styles characterize how a person faces study tasks. From the perspective of 
cognitive styles, ET has been associated with field independence (Sarmàny, 1984) and creative 
thinking (Giampietro & Cavallera, 2007). 
Learning and thinking styles have been related to an individual’s hemisphere preference 
(Spinger & Deutsch, 1997). Folkard (1990) suggested that diurnal changes in performance may 
also reflect a change across the day concerning the dominance of the left-hemisphere. Corbera and 
Grau (1993) studied 48 right-handed women who performed verbal and spatial hemifield 
tachistoscopic tasks at four different times a day. Changes in accuracy over the day showed a left 
hemisphere advantage at 12:00 whereas right hemisphere use had an advantage at 19:45. Several 
studies have also demonstrated a change over the day in hemispheric dominance (Folkard, 1990; 
Iskra-Golec & Smith, 2006; Natale et al., 2003; Shub et al. 1997) is a significant factor when we 
try to understand the heterogeneity between tasks in the literature regarding the time of day effect. 
Using the Style Of Learning And Thinking questionnaire, Fabbri et al. (2007) showed that MT is 
associated with the left-thinking style and ET is associated with the right-thinking style. The left-
thinker follows an analytic and sequential mode of reasoning and he/she relies preferably on 
verbal-abstract representation. On the contrary, the right-thinker tends to process information in 
an intuitive, holistic, gestalt-type, synthesized, and visual-motor way (Torrance et al., 1988). 
The concept of hemisphericity is obviously a schematic way to represent the reality, but 
this concept could allow us to give a summarized description of individual differences. We hope 
that future research will deeply analyze the relationship between CT and cognitive style 
suggesting that ET and MT tend to follow different cognitive processes. 
 
PERSONALITY RELATIONSHIPS  
There have been some previous attempts to summarize the relationship between circadian 
typology and personality (see Tankova et al. 1994: Cavallera & Guidici, 2008). The early 
literature focused mainly on Eysenck’s three factor model while more recent studies have used 
different models. The purpose of this section is to first review the EPI literature and then assess 
the relationship between CT and more recent personality inventories. 
 
Eysenck Personality Inventory (EPI) 
Studies using the EPI have relied mainly on the extraversion and neuroticism dimensions and less 
on psychoticism. Some studies have also examined the subcomponents of extraversion- 
impulsivity and sociability (Eysenck & Eysenck, 1975). Neuroticism is generally related to 
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emotional stability while psychoticism provides a link to detect conduct disorders (Eysenck et al., 
1985). 
ET typically report higher scores in extraversion than MT (Tankova et al., 1994; Mitchell 
& Redman 1993; Langford & Glendon 2002), while Matthews (1988) reported this relationship 
only in women and some studies yielded no relationship between CT and extraversion (Tankova 
et al., 1994; Mecacci & Rochetti, 1998). However, no studies have found an inverse relationship 
between ET and extraversion. These results suggest that the relationship between ET and 
extraversion is the most stable relationship obtained with the EPI. However, it is still unclear 
which component of the extraversion dimension is responsible for this relationship. As Tankova 
et al. (1994) point out in their review, some studies found ET had higher scores for sociability and 
others for impulsivity, while some detected no relationship.   
The results for neuroticism show contradictory results. Some have reported higher scores 
in ET (Tankova et al., 1994; Mecacci & Rochetti, 1998) while two studies found MT had higher 
scores (Tankova et al., 1994; Langford & Glendon, 2002). Several studies reported no relationship 
between CT and neuroticism (Tankova et al., 1994; Mitchell & Redman 1993). Studies based on 
the psychoticism dimension of the EPI suggest ET score higher on this dimension than MT 
(Mitchell & Redman 1993; Tankova et al., 1994; Mecacci & Rochetti 1998), and this may be 
linked to psychopathology. Differences in results may be related to different samples or study 
designs. 
 
Big Five Model 
The Big Five Model (or Five Factor Model) is made up of the following factors: extraversion, 
agreeableness, conscientiousness, neuroticism and openness (Costa & McCrae, 1992). 
Extraversion is related to a high degree of sociability, assertiveness, and talkativeness. 
Agreeableness is characterized by being helpful or cooperative towards others. Conscientiousness 
refers to being disciplined, organized, and achievement-oriented. Neuroticism refers to emotional 
stability, and anxiety. Openness means a strong intellectual curiosity and a preference for novelty. 
ET were reported to be marginally but not significantly more extroverted than MT 
(Jackson & Gerard, 1996). No other study found a relationship between extraversion and CT. 
There was a positive relationship between agreeableness and morningness (de Young et al., 2007; 
Hogben et al., 2007; Randler, 2008c), but no relationship between agreeableness and CT could be 
detected (Gray & Watson, 2002; Jackson & Gerard, 1996; Tonetti et al., 2009). In all studies 
conscientiousness showed a positive relationship to morningness and is considered the best 
predictor of morningness. In some studies, neuroticism was higher in ET individuals (de Young et 
al., 2007; Randler, 2008c; Tonetti et al., 2009) but no relationship was found in others (Jackson & 
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Gerard, 1996; Gray & Watson, 2002; Hogben et al., 2007). ET had a higher openness (Hogben et 
al., 2007) while no relationship could be detected in five other studies (de Young et al., 2007; 
Gray & Watson, 2002; Jackson & Gerard, 1996; Randler, 2008c; Tonetti et al., 2009).  
 
Temperament and Character Inventory (TCI) 
The TCI has a theoretical psychobiological basis (Cloninger, 1994). These include four 
dimensions of temperament (novelty seeking, harm avoidance, reward dependence, persistence) 
and three dimensions of character (self-directedness, cooperativeness, self-transcendence). 
Temperament dimensions are supposed to be inherited and related with specific neurotransmitters, 
while character dimensions are supposed to develop during life (Cloninger, 1994). ET showed 
higher scores in novelty seeking (Adan et al., 2010a; Caci et al., 2004; Randler & Saliger, 2011) 
and lower in harm avoidance (Adan et al., 2010a). There was no relationship in reward 
dependence. Concerning persistence, higher scores have been found in MT (Adan et al., 2010a; 
Caci et al., 2004, Randler & Saliger, 2011). Concerning character, ET had lower scores in self-
directedness (Adan et al., 2010a) and cooperation (Randler & Saliger, 2011), while ET were 
higher in self-transcendence (Randler & Saliger, 2011). 
 
Alternative Five Factor Model (AFFM) 
The AFFM (Zuckerman, 2002) was used by Muro et al. (2009, 2011) and these authors showed 
that MT subjects had significantly higher scores than ET and NT subjects in activity, and in its 
subscales general activity and work activity. Muro et al. (2009) found an interaction: MT men 
showed higher scores than ET and NT in neuroticism-anxiety and women had the opposite 
pattern. In women, Muro et al. (2011) reported that MT women had higher scores than ET and NT 
women on activity, and its subscales general activity and work activity, while ET women scored 
higher than MT women on aggression-hostility, impulsive sensation seeking, and its subscale 
sensation seeking. The higher level in activity in MT might be related to higher cortisol levels, at 
least at awakening (Kudielka et al., 2006, 2007; Randler & Schaal, 2010). 
 
Other personality measurements  
Díaz-Morales (2007) used the Millon Index of Personality Styles (MIPS). ET preferred 
imaginative, feeling-guided, innovation-seeking thinking styles, while MT preferred realistic, 
thought-guided and conservation-seeking thinking styles. ET preferred unconventional behaving 
styles while MT preferred dutiful behaving styles. By using Zuckerman’s Sensation-Seeking 
Scale, Tonetti et al. (2010) reported higher scores in ET compared to MT in SSS-V total score and 
all subscales, except boredom susceptibility. When comparing different facets of impulsivity, 
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Adan et al. (2010b) reported that MT obtained lower scores in dysfunctional impulsivity than the 
NT and ET. By using the Portrait Values Questionnaire (PVQ; Schwartz, 2003), Vollmer and 
Randler (2012) found that morningness was correlated with higher acceptance of social values 
(conservation and self-transcendence), while eveningness was correlated with higher preference 
for individual values (openness to change and self-enhancement). Based on the Maudesley 
Personality Inventory, Hsu et al. (2012) reported that ET of both sexes scored higher than the MT 
in novelty seeking, harm avoidance, and neurotic personality characteristics, but lower than MT in 
extraversion and social desirability. Concerning reward dependence, ET scored lowest for males, 
but there was no difference for females. 
Morningness also was positively related to proactivity (Randler, 2009b) and subjective 
well-being or life quality (Biss, 2012; Jankowski, 2012; Lázár, 2012; Randler, 2008). ET showed 
a less adaptive emotional profile than MT and NT, who showed a relatively similar emotional 
pattern. Focus and order (facets of Control), energy (facet of Volition), caution (facet of 
Inhibition), and problem facing (facet of Coping) were particularly low in ET and high in MT 
(Ottoni et al. 2012). Finally, Díaz-Morales et al. (2008) found that morningness is negatively 
related to indecision and procrastination, two behaviours that are typical in individuals who score 
low in conscientiousness. 
 
Personality traits relationships 
As a summary, research on personality and CT indicates that ET subjects are more extraverted, 
impulsive, novelty-seeking, open-minded and tend more to psychoticism (psychopathology), 
while MT ones tend to be more introverted, conscientious, agreeable, persistent and emotionally 
stable. 
One interesting fact is that eveningness was relatively strong related to extraversion when 
using the EPI, while nearly no study focusing on the BFI found a significant relationship between 
these two variables. However, extraversion is one dimension that is quite similar across EPI, BFI 
and AFFM (Aziz & Jackson 2001; Zuckerman et al., 1993). 
 Nevertheless, some authors suggest the relationship between CT and personality might 
have to do with the different theoretical models used to assess personality (Randler, 2008c; 
Tsaousis, 2010), rather than with the different measures used to assess morningness, as none of 
them seems to be psychometrically superior (Di Milia et al., 2008). Indeed, it might depend on the 
personality inventories used: the BFI is a psycholexical approach (based on adjectives from a 
lexicon), while EPQ, TCI, and AFFM are based on biological theories/models. Furthermore, it 
may also be dependent on the aspect or subcomponent of extraversion measured – e.g. activity or 
impulsivity. Tankova et al. (1994) suggested that it is probably due to the impulsive component 
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inherent to the extraversion dimension (Adan et al., 2010b; Caci et al., 2005b), and especially 
dysfunctional impulsivity (Adan et al. 2010b), which could be responsible for the relationship 
between extraversion and eveningness. Indeed, Eysenck’s extraversion is positively correlated 
with novelty seeking of the TCI and negatively with harm avoidance (Zuckerman & Cloninger, 
1996). However, Muro et al. further (2009) suggested that previous correlations between 
morningness and Eysenck’s extraversion were probably due to the activity component inherent to 
extraversion, rather than impulsivity or sociability components (Caci et al., 2005b; Larsen, 1985; 
Tankova et al., 1994). The ZKPQ-activity component, in turn, is correlated with the persistence 
component of the TCI, which supports Muro et al.’s (2009) suggestion (Zuckerman & Cloninger, 
1996).  
Similarly, in most studies ET scored higher in the impulsive sensation-seeking dimension 
of the ZKPQ, which is considered equivalent to the Big Five’s conscientiousness factor reversed 
and very close to Cloninger’s novelty seeking (Zuckerman & Cloninger, 1996; Adan et al. 2010a; 
Tonetti et al., 2010). Thus, it seems a basic relationship between eveningness and 
novelty/sensation seeking. 
 
PSYCHIATRIC DISORDERS: CLINICAL IMPLICATIONS 
The morningness and eveningness dimension shares some behavioral components with mental 
disorders. Among the symptoms that are often associated with the presence of psychiatric 
symptoms and CT are alterations in appetite, in the sleep/wake cycle, in cognition, and in activity, 
which together can lead to social damage. The majority of these studies have shown that ET is 
associated with a number of psychiatric symptoms.  
CT have also been studied at the genetic level to determine whether clock genes are 
involved in the link between CT and mental disorders, but controversial results have been 
observed (Lee et al., 2010; Osland et al., 2011; Serretti et al., 2010). The results from genetic 
studies suggest the polymorphism may not be the only factor responsible for the association 
between mental disorders and CT. Instead, it is likely that this relationship is generated by 
behavioral habits that expose individuals to different zeitgebers, which, in turn, modify the 
internal clock and potentially predispose individuals to mental disorders. As a test of this 
hypothesis, one study reported that ET presented higher levels of chronic work-related fatigue, 
exhibited less regular social rhythms, and were exposed to lower levels of light during their 
waking hours compared to NT and MT (Martin et al., 2012). Additionally, the relationship 
between depressive mood and eveningness in rural populations was mediated by differences 
between week and weekend sleep schedules (social jetlag) (Levandovski, 2011). Social rhythms 
are known to interfere with the synchronization of biological rhythms and consequently cognitive 
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and behavior alteration. Thus, the study of social rhythms may lead to a reflection on the temporal 
organization of society and may support the development of a new approach to treat mental 
disorders. 
 
Mood Disorders 
Mood disorders, especially those related to depression, are among the most prevalent mental 
impairments, approximately 10% to 15% (Lepine & Briley, 2011). The World Health 
Organization estimates that unipolar major depression will be the leading disease burden by the 
year 2030. Both clinical and sub-clinical depressions are related to a higher prevalence of 
disabilities. There are different subtypes of depression, but certain parameters are present in 
almost all of them, such as disturbed sleep and changes in the circadian rhythms of cortisol, 
ACTH, melatonin and other endocrine and metabolic parameters (Soria & Urretavizcaya, 2009). 
Figure 1 represents the main theory related to the etiology of mood disorders that involves amino 
neurotransmitters, such as noradrenaline, serotonin and dopamine. These neurotransmitters are 
intrinsically connected to melatonin production. 
Insert Figure 1 
 A clear example of the link between chronobiology and depressive manifestation can be 
observed in Seasonal Affective Disorder (SAD). The circadian rhythm disorder may be caused by 
desynchronization between the light/dark cycle and the human biological clock during seasons 
with shorter photoperiods (Benedetti et al., 2007; Lewy et al., 2006; Rosenthal et al., 1984). 
Similarly, in bipolar disease, the oscillations between mania and depression may occur in regular 
cycles. Furthermore, inter-individual differences in sleep timing, duration, and morning or 
evening preferences are associated with changes in circadian processes, sleep homeostatic 
processes, or both (Schmidt et al., 2012). 
Several follow-up studies showed that circadian timing is drastically delayed in patients 
with bipolar disorder (Giglio et al., 2010; Soreca et al., 2009), SAD (Elmore et al., 1993) and 
major depressive disorder (Drennan et al., 1991; Soria & Urretavizcaya, 2009). Circadian 
misalignment and sleep disruptions in patients with mood disorders have been linked to abnormal 
daily patterns of gene expression, hormonal secretion, body temperature, and cognitive and 
behavioral functions (Wulff et al., 2010). An additional indication that circadian misalignment 
contributes to depressive symptoms is the finding that ET people are prone to depressive 
symptoms (Chelminski et al., 1999; Giannotti et al., 2002; Hidalgo et al., 2009, Kitamura et al., 
2010). 
The internal desynchronization may be a major factor with regard to mood. Studies in 
healthy individuals using different measurement instruments have shown that the depressive 
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symptoms that present higher discriminate coefficients among CT are those related to sadness, 
inner tension, sleep reduction and pessimism (Hidalgo et al., 2009). Thus, depressive symptoms 
present a potential confounding effect in CT studies. In a sample of depressive patients, the sleep 
variables of CT and sleep quality did not significantly predict suicidal ideation if the effect of 
depressive symptoms was controlled (Selvi, 2010). 
ET has also been associated with higher levels of depression that may be moderated by 
age (Kim et al., 2010) and mediated by sexual hormones (for further information see biological 
differences section). High testosterone levels lead to eveningness (Randler et al., 2012), and 
menstrual symptoms are more significant in ET girls (Negriff & Dorn, 2009). This evidence 
indicates that a phase delay may be a part or consequence of the diagnosis of mental disorders 
(such as depression, anxiety and eating disorders) or may be an associated risk factor linked by 
sexual development (Schneider et al., 2011; Schubert & Randler, 2008). Therefore, the next step 
to clarify the causality relation is to develop transcultural studies with a homogenous 
methodology in longitudinal studies.  
The evidence that chronodisruption can be linked to depression, has opened a new 
approach for its treatment. Photic treatment is based on the assumption that exposure to light 
inhibits the production of melatonin, thereby reducing the symptoms of depression (Lewy et al., 
1987; Wirz-Justice et al., 2005). Studies have also found that physical exercise influences rhythms 
and improves mood after weeks of early morning training (Peiser, 2009). But, it will also be 
necessary to develop randomized clinical trials to test the efficacy and the effectiveness of 
chronobiological interventions, such as melatonin, light exposure, and social rhythm regulation, as 
well as to test the best time of day for eating, sleeping and exercising. 
 
Eating Disorders  
Leptin and ghrelin are hormones that act directly on the timing of food ingestion and regulate 
appetite. Leptin is a hormone produced in adipose tissue (Figure 1) that acts directly under a 
timing system regulating food ingestion. It has been hypothesized that leptin is involved in the 
etiology of depressive symptoms, which are very common among obese patients. Obviously, there 
is a neuronal correlation among mental disorders, despite the academic effort to classify each 
syndrome into mental categories.  For example, mood and eating disorders appear to be connected 
via hormones that regulate not only feeding but also neuronal activity in the mesolimbic 
dopaminergic pathway. In particular, leptin reduces the firing rates of dopaminergic neurons, 
which indicates that leptin exerts a direct influence on dopamine neurons via leptin receptors 
(Dibner et al., 2010) (Figure 1).  
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Therefore, chronodisruption in appetite hormones may provoke a disregulation in the 
aminergic pathway and vice versa. A study that investigated the relationship between leptin levels 
and ghrelin as well as symptoms of depression, anxiety and stress in women demonstrated a 
significantly negative relationship between leptin and the severity of depressive symptoms and 
anxiety (Lawson et al., 2011). Females present a greater expression of clock genes in adipose 
tissue, and consequently it has been hypothesized that this sexual dimorphism may account for the 
different CT of males and female (Gomez-Abellán et al., 2012).  
Some syndromes are important human physiological situations in which we can observe 
evidence of chronobiology manifestations through altered behavior. Normally, energy intake 
varies in intensity throughout the day. In the natural environment, there is an increase in food 
intake and energy consumption at night compared with morning (de Castro, 2004). One example 
of abnormal eating behavior due to temporal alteration is the Night Eating Syndrome (NES). The 
etiology of NES might be explained by the desynchronization of temporal order and internal 
difficulties in synchronizing with environmental cycles, such as delayed eating times. Reinforcing 
this hypothesis, one study has shown a positive correlation between eveningness and NES 
(O'Reardon, 2004). 
 
Addictions 
Recent chronobiological studies show that drug consumption, even at moderate doses, has a 
negative effect on circadian rhythmic expression. The amplitude of some circadian rhythms is 
lower or even disappears in extreme cases, which suggests a lesser quality of the wake and sleep 
periods. A recent study by Reinberg et al. (2010) found a glass of red wine during dinner (20.5 g 
alcohol / 24 h) is sufficient to desynchronize circadian time organization. The effects of drug 
addiction on the circadian rhythmic expression can persist for weeks or even months after drug 
use has ceased (Adan, 2012). 
 The lack of regularity in circadian rhythms has been mostly studied with alcohol (Conroy 
et al., 2012; Danel & Touitou, 2004; Huang et al., 2010; Rupp et al., 2007), tobacco (Adan & 
Sanchez-Turet, 1995, 2000; Adan et al., 2004), and cocaine dependence (McClung et al., 2005; 
Uz et al., 2005). However, it seems that the data compiled to date may be generalized to most 
types of drugs, independently of their pharmacological effects on the organism (Perreau-Lenz & 
Spanagel, 2008; Adan, 2012). 
 Adan’s (1994) pioneering study found significant differences in the consumption of legal 
psychoactive substances (nicotine, alcohol and caffeine). ET subjects reported higher 
consumption –sporadic and habitual- of the three substances. Subsequent international studies 
have confirmed this observation, and this is of special relevance for adolescent and adult 
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populations (Andershed, 2005; Gau et al., 2007; Urbán et al., 2011; Giannotti et al., 2002; 
Wittmann et al., 2006). Prat & Adan (2011) have also found ET subjects consumed more illegal 
drugs (cannabis, ecstasy and cocaine) and hazardous alcohol use than MT. This has become a 
social and health problem with potentially serious consequences in a short-term (accidents, 
unwanted pregnancies, assault) beyond the risk of developing an addictive disorder. These results 
alert us to the need for further research on CT and heavy episodic drinking, although in many 
cases drug poly-consumption is present. 
Although there are many other elements that also participate in the onset and maintenance 
of drug consumption, CT is certainly one of them. It has been hypothesized that ET subjects begin 
drug consumption with stimulants in order to adjust their degree of daytime activation to the 
socio-environmental demands when their alertness is low, whereas the use of depressors tends to 
appear towards the end of the day, when their degree of activation exceeds that required for the 
demands. In the initial phases of consumption, individuals who are prone to chronobiological 
vulnerability (ET) may obtain superior effects of regulation in their activation and reinforcement, 
and this will favor behavior maintenance (Adan & Sánchez-Turet, 2000; Adan et al., 2008; Prat & 
Adan, 2011). However, the spiral of stress will appear with chronic consumption, and it may be 
more intense and of more dramatic consequences in the ET individuals (Adan, 2012). There is 
also evidence that circadian genes play a role in addiction. The circadian gene Clock is a direct 
regulator of the dopaminergic activity in the brain areas of reward (Huang et al., 2010; 
Rosenwasser, 2010), Per1 has been related to rewarding properties (McClung, 2007), and Per2 
has been proven essential to inhibit the sensitization and reward to the effects of drugs (Perreau-
Lenz & Spanagel, 2008; Perreau-Lenz et al., 2009). 
It is important to remember that mood disorder, obesity, metabolic syndrome and 
adicction are risk factors for diabetes, hypertension, and vascular disease, among others. Thus, an 
effective health policy should be based on primary prevention, which must consider education and 
intervention to diminish chronodisruption and prevent the risk of prevalent disabilities. The link 
between psychiatric disorders and CT is in its infancy and functional neuroimaging studies carried 
out in the future will advance our understanding and go towards the integration of molecular and 
biochemical aspects. Studies have already investigated the neurostructural basis for the 
relationship between sleep and mental disorders, and the prefrontal cortex and striatum have been 
implicated in differences among CT. As these areas are related to mood variations, these 
structures likely constitute one of the underlying mechanisms in the relationship between 
depressive mood and ET (Hasler et al., 2012). The other structure that has been implicated in the 
correlation between sleep-wake regulation and CT is the posterior hypothalamic region, which is 
also an important memory region (Schmidt et al., 2012). These findings may explain the 
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difference between ET and MT in perceived performance on memory tests, despite the lack of 
differences in actual performance on the Word-Pairs Associated and Word List with Emotional 
Content or Stroop tests (Hidalgo et al., 2004; Schmidt et al., 2012). 
 
CONCLUDING REMARKS 
The differences among CT should be understood from a wide perspective, leading us to state that 
they are associated with different lifestyles. Although we should avoid a simplistic shortcut of 
associating ET to some negative aspects, the data point to the idea that an ET pattern is a risk 
factor for some disorders, whereas MT is a protection factor. The habits of the MT are healthier in 
general than those found in the ET. Although this is important all along the life cycle, it seems 
more crucial in adolescence, when the adult lifestyle is beginning to take shape, and in the ageing 
period, when health problems related to life habits are more frequent. Hence, it may be of interest 
to consider this variable in a bio-psycho-social health model, in order to design more efficient 
preventive and therapeutic approaches. 
This is a new field of interest to professionals in many different areas (research, labor, 
academic, and clinic) which must be formed and well informed on this knowledge in order to 
integrate chronobiological aspects in their daily practice as needed. Therapeutic approaches to 
psychiatric disorders should take into account circadian rhythmicity. In many cases it may suffice 
to establish regular time patterns of sleep-wake, meals and daily activity with a tendency towards 
a MT pattern of functioning. Other strategies, such as exposition to light therapy and melatonin 
administration, according to each case, may also be effective in clinical management and as 
protective measures against relapse of mental health disorders. Understanding the genetics 
underlying CT could help to identify individuals who are at risk or vulnerable to certain life styles 
or health disorders. Prevention should also include these findings in their initiatives. Involving 
chronobiology in prevention implies not only promoting healthy leisure activities or “what to do”, 
but rather placing such activities in appropriate daytime temporal moments or “when to do” them.  
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FIGURE 1- Molecular, physiological and clinical levels involved in Circadian Typology.  
 
At the molecular level, a set of core circadian clock genes is involved with determining circadian 
typology (A).  
At the physiological level, light reception entrains the central circadian clock in the 
suprachiasmatic nucleus, which drives circadian outputs such as melatonin synthesis (B). The 
neurotransmitters involved in the etiology of mental disorders participate directly in the synthesis 
of melatonin (C). Factors such as stress trigger the induction of tryptophan pirolase, capable of 
destroying tryptophan before it reaches the pineal gland (D). Tryptophan diminish the production 
of Leptin, which is involved in food intake, weight gain, and increases risk of cardiovascular 
diseases. Leptin also increases the level of dopamine (E).  
Molecular and physiological pathways interact to define a behavioral circadian typology 
phenotype that can be measure by self-assessment scales and/or several biological outputs (F). 
 
 
