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Abstract
In recent years, distributed deep learning is becoming pop-
ular in industry and academia. Although researchers want
to use distributed systems for training, it has been reported
that the communication cost for synchronizing gradients can
be a bottleneck, which limits the scalability of distributed
training. Using low-precision gradients is a promising tech-
nique for reducing the bandwidth requirement. In this work,
we propose Auto Precision Scaling (APS), an algorithm that
can improve the accuracy when we communicate gradients
by low-precision oating-point values. APS can improve
the accuracy for all precisions with a trivial communication
cost. Our experimental results show that for both image
classication and segmentation, applying APS can train the
state-of-the-art models by 8-bit oating-point gradients with
no or only a tiny accuracy loss (<0.05%). Furthermore, we can
avoid any accuracy loss by designing a hybrid-precision tech-
nique. Finally, we propose a performance model to evaluate
the proposed method. Our experimental results show that
APS can get a signicant speedup over the state-of-the-art
method. To make it available to researchers and developers,
we design and implement the CPD system, which can sim-
ulate the training process using an arbitrary low-precision
customized oating-point format. We integrate CPD into
PyTorch and make it open-source to the public.
CCS Concepts •Software and its engineering → Gen-
eral programming languages; •Social and professional
topics→ History of programming languages;
Keywords low precision, distributed training
1 Introduction
State-of-the-art deep learning models are becoming deeper
and larger, which take an extremely long time to train. As a
result, distributed memory systems are becoming popular
to train these huge models. Most researchers are using syn-
chronous SGD for data-parallel training [2, 10, 14, 29, 31].
However, we can not always improve the training speed
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by just using more processors, as the communication cost
is a non-trivial overhead for distributed systems and multi-
GPU systems [4, 18, 23, 25]. For example, for a 8 NVIDIA
GTX1080Ti GPU server, the communication can take around
40% of all wall-clock time for BERT/Wikipedia training. A
potential solution is to use low-precision gradients [14, 26].
However, as far as we know, previous methods can only
use 16-bit oating point for communicating gradients. One
reason is that state-of-the-art communication systems only
support half/single/double-precision formats. To solve this
problem, we build a system that allows researchers to use
an arbitrary low precision format (<32 bits) to communicate
gradients. We refer to it as CPD: A High-Performance Sys-
tem for Customized-Precision Deep Learning. We integrate
CPD into PyTorch and users can easily apply CPD in their
own models. We have put CPD into github 1.
We nd that directly using low-precision gradients can
easily hurt testing accuracy and even make the training di-
verge. One reason is that the values in gradients may easily
underow or overow as the numerical range of the low pre-
cision is quite narrow compared to that of the high precision.
So there are lots of zeros and INF values, which can make the
training process diverge. To solve this problem, we propose
the APS (Auto-Precision-Scaling) algorithm, which is a layer-
wise adaptive scheme for ecient gradients communication.
With APS, we can make the large-batch training converge
with only 8 bits or even 4 bits totally for the sign, exponent
(exp) and mantissa (man). In our experiments, APS can im-
prove the accuracy for any precision with a minor overhead.
Compared to previous methods, the main contributions of
our paper include:
• we propose APS, a layer-wise adaptive scheme, that
can improve the accuracy for arbitrary low-precision
formats;
• we are able to use several 8-bit precision formats to
train state-of-the-art classication models and seg-
mentation models on an 8-node distributed system;
• we are able to use 8 bits for gradients to train ResNet-
50 on a 256-node distributed system;
1https://github.com/drcut/CPD
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• we build a system that can use arbitrarily customized
low-precision oating-point operations and make it
open-source to the public.
2 Related Work
2.1 Gradient synchronization optimization
There are several approaches that are widely used to reduce
the communication cost for gradient synchronization. [14]
uses special network topology for communication in large
scale distributed system. They split the whole system in mul-
tiple groups, and use three phases to implement an all-reduce
operation. [24, 26] do not synchronize a gradient as soon as
it has been calculated, instead, they copy the calculated gradi-
ents into a buer and all-reduce this buer as a whole when
its size is larger than a target threshold. This way can reduce
the negative eect caused by frequently all-reduce of small
size gradients (i.e. reduce the latency overhead). Instead of
accelerating the process of a single all-reduce communica-
tion operation, there are also some previous works focusing
on overlapping the computation and communication in the
backward propagation process. The most common way is to
calculate the former layers’ gradients and communicate the
calculated gradients concurrently [32].
These works relief the communication cost on system
level, these optimization are transparent for users which
maintain the communication cost. Besides, there are also
some works use special algorithm for gradient synchroniza-
tion which reduce the communication amount and may
change the hyper-parameter of the Neural Network model.
2.1.1 Gradient Sparsication
Nowadays, a state-of-the-art DNN (Deep Neural Networks)
model typically has millions of parameters and it will gen-
erate the same amount of gradients in back-propagation at
each iteration. However, researchers found that some values
in gradients are much more important than others [1, 8, 25]:
larger values in gradients will have a greater impact on the
parameter updating and the training process. Based on this
nding, some works only synchronize a part of gradients at
each iteration: they set a threshold and only communicate
the gradient elements that are larger than it. Other gradient
elements are stored locally and accumulated with future gra-
dient elements until they are nally selected to communicate.
There are several methods to choose the threshold and accu-
mulate the stale gradients with new gradients [1, 8, 19, 26].
For example, [26] proposed sparse grain all-reduce, which
used L1 norm to measure the importance of each gradient
element, and only communicate the top 10% important gra-
dient elements at each iteration. [19] proposed DGC, which
also communicates a fraction of the gradients each iteration,
but has a dierent way to accumulate the local gradients.
All of these methods depend on gradients’ magnitude rather
than gradients’ precision, so our method is orthogonal to
these methods.
2.1.2 Gradient Quantization
Recently, researchers are able to use IEEE754 half-precision
oating-point to communicate gradients in distributed
AlexNet/ResNet training with hundreds of nodes [14, 21, 26].
The underow/overow issue is a common problem in low-
precision computation. To solve this problem, [21] suggests
researchers should carefully select a constant scalar (i.e. loss
scaling factor) to scale the loss value, which in turn will
scale the gradient value. The constant scalars typically are
dierent for dierent models and dierent precisions.
Instead of using low-precision oating point for gradients,
some researchers [3, 28] proposed algorithms that quantize
the gradients. Both QSGD [3] and TernGrad [28] use the
same idea: they encode the gradients to unbiased estimate
gradients represented by fewer bits and communicate these
gradients with some extra information, and nally decode
these communicated results into the normal gradients.
Although these two algorithms also use fewer bits to rep-
resent gradients, APS is signicantly dierent from them.
Instead of using a customized data structure to represent gra-
dients with fewer bits, APS uses low precision oating-point
format to communicate gradients. APS is able to mitigate the
round-o error so that we can have close numerical values
as the high precision. APS is transparent for high level users,
which means they can use the same hyper-parameters and
training strategies but with less time spent on communi-
cation. For large scale distributed systems, it is extremely
expensive to ne-tune the hyper-parameters as it will require
lots of computing resources. Thus, it is highly necessary to
maintain the same hyper-parameter set. Although QSGD
can also maintain the hyper-parameter set, it introduces an
extra hyper-parameter, the bucket size, which may signif-
icantly aect the accuracy. Ternary can not maintain the
same hyper-parameter set because it asks users to decrease
dropout ratio to keep more neurons, use smaller weight de-
cay and disable ternarizing in the last classication layer
while training on distributed systems. Besides, compared
to training on small-scale distributed systems, training on
large-scale distributed systems will require lots of accumula-
tion operations, which requires a high numerical precision.
Otherwise, the results will be signicantly dierent due to
the accumulative eect. The validation of Ternary is only
veried on small distributed systems with no more than eight
nodes. QSGD is veried on a distributed system that has
only 16 nodes. APS does not require any additional hyper-
parameters, and it can maintain the hyper-parameter set
used for FP32. Besides, we have veried the validation of
APS on a large scale distributed system (256 nodes) with
state-of-the-art deep learning models. Table 2 summarizes
the dierence between APS and other related methods.
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2.2 Low-Precision for Deep Learning
There are several research projects that explored the possi-
bility of using a lower precision for DNN. However, most
of them were focused on the inference stage. Recently, Mi-
cikevicius et al. [21] used the half-precision oating-point
format (IEEE 754 16-bit) in DNN training. With the help
of loss-scaling (the scale factor is a hyper-parameter manu-
ally tuned by the researchers), they could achieve a similar
accuracy as the FP32 format. After that, Wang et al. [27]
were able to use 8 bits in DNN training (they use 16 bits for
some parts of the data) and achieve a comparable accuracy
to the baseline. The specic design of 8 bits and 16 bits are
based on the information of data distributions. Johnson [15]
looked into older representations of FP to produce faster
silicon. Kalamkar et al. [16] did a comprehensive study on
boat16 format in DNN training.
Instead of oating-point, some researchers have tried us-
ing xed-point and its variants. [6] used a dynamical xed
point (DFXP) format for parameters, activations and gradi-
ents. DFXP will change the scaling factor if overow occur
during training. Instead of changing the scaling factor af-
ter overow happen, [6] designed a predictor to change the
scaling factor in advance to avoid overow.
However, all of the previous low precision DNN training
studies are focused on single node (i.e. small-batch train-
ing). If we want to nish the training in a short time, we
need distributed training on clusters and supercomputers.
Although some works use low precision gradient[21, 27],
they do not communicate these low precision gradient. Low
precision gradient synchronization will involve in round-
o error dilemma and will hurt the accuracy, and we will
describe this problem in Sec 4.2. In addition to saving band-
width for gradient synchronization, APS can also be regard
as an algorithm that can improve the accuracy for any given
precision. We believe this is an important property as many
new oating point formats have been proposed these years
[16, 27]. Please see Table 1 for more detail.
2.3 Customized-Precision System
Most state-of-the-art systems only support a xed number
of bits in a oating-point format. For example, CUDA only
supports oating-point formats with 16, 32, and 64 bits for
xed exponent/mantissa bits. QPyTorch [33] is a recent
system that allows users to assign customized numbers of
bits to exponent/mantissa in DNN training. QPyTorch is
built on top of the PyTorch framework. However, QPyTorch
has several limitations that hinder users from using it in real-
world applications. When users design a format with only a
few bits for exponent, the cast results from IEEE FP32 to the
low precision format are numerically incorrect, which will
lead to a serious bug in a deep learning system. Besides, it
only support using IEEE 754 single-precision for reduce/all-
reduce operations, which are being used at each iteration for
distributed training.
format exp bits man bits range
IEEE 754 FP32 8 23 [2−149, 2127]
IEEE 754 FP16 5 10 [2−24, 215]
BFloat16 8 7 [2−133, 2127]
FP16 in [27] 6 9 [2−39, 231]
FP8 in [27] 5 2 [2−16, 215]
Table 1. Dierent oating-point formats have dierent rep-
resentation ranges.
Due to the above limitation, we develop a system for
customized-Precision Distributed Deep Learning and call
it CPD. We describe the features of CPD in Sec 5.
3 APS: Auto-Precision-Scaling
3.1 The limitation of the loss scaling algorithm
The loss scaling algorithm is being used in recent large-
scale systems [14, 21, 26]. The key idea of the loss scaling
algorithm is: as the ranges that can be presented by low
precision and high precision are dierent, users can scale all
layers’ gradients with a factor to potentially solve the over-
ow/underow problem. Because of the chain rule, users
can easily scale all gradients by multiplying loss value with
this factor (See Fig. 3 (b)). The loss scaling algorithm re-
quires researchers to nd a suitable loss scaling factor for
each model, as the gradient distributions for dierent models
are quite dierent in real-world applications (Fig. 1). Besides,
there are several widely used precision formats [15, 16, 27].
For dierent precisions, the representation ranges are also
dierent (Table 1). Therefore, even for the same model, the
suitable loss scaling factors are dierent when training with
dierent precisions. To make things more complicated, even
within a single model, the distributions of dierent layers
are quite dierent as well (Fig. 2). Previous researchers
also reported the gradient distribution for a single layer also
changes during the training process [6, 17]. These incon-
sistencies may make the loss scaling algorithm extremely
unreliable in real-world applications. We will discuss this
issue in depth in the next section.
3.2 Layer-wise precision for scaling the gradients
To solve these problems, we propose Auto Precision Scaling
algorithm (APS), which uses a layer-wise scheme to scale the
gradients. To synchronize the gradients for a given layer, the
algorithm rst gets the number with the maximum absolute
value in this gradient and computes its exponent values,
denoted as max_exp. Then the algorithm does an all-reduce
operation for this scalar to get the maximum value in the
whole system. After getting the global maximum value, the
algorithm shifts the local gradients on each node according
to this value, casts the shifted gradients into low precision,
denoted as low_precision_дrad . Let us refer to the layer ID
as i and this number as ai . Then the algorithm computes the
exponent values of |ai | as ei . Assume the model has n layers,
the algorithm stores a vector E = {e1, e2, ..., ei , ..., en} in the
3
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(a) LeNet (b) DavidNet (c) Resnet18 (d) Resnet50
Figure 1. Gradients distributions for dierent Neural Networks. The ranges of gradients in dierent models are quite dierent.
(a) res5c_2a_weight (b) fc1000_weight (c) fc1000_bias
Figure 2. The gradients distributions of dierent layers in ResNet50 training with 8K batch size. The distributions are totally
dierent. This inconsistency may make the loss scaling algorithm extremely unreliable in the real-world applications.
memory and does an all-reduce operation for this vector
to get the maximum value in the whole system. Then the
algorithm shifts the gradients of each layer and cast them to
a lower precision based on the information of vector E. After
nishing an all-reduce operation for these low precision
gradients, the algorithm casts them to a higher precision and
then shifts them to the original exponent. For more details,
please see Algorithm 1. Besides, in a real-world application,
we can synchronize the gradients for several consecutive
layers as a whole tensor, which can speed up communication
process by reducing the latency. The details are presented
in Section 4.3.
Figure 3 shows the comparison between the loss scaling
algorithm and APS algorithm. When we use 8 bits (exp: 5
bits, man: 2 bits), we can only represent values with expo-
nents in [-16, 15], shown as the area between the two black
lines. Values greater than 215 will overow and cast to INF,
while values smaller than 2−16 will underow and cast to 0.
The blue curve and green curve represent the gradients’ dis-
tribution of two layers separately. The loss scaling algorithm
will scale all layers’ gradients with a given constant number,
which is carefully selected by hand to avoid the overow for
the maximum gradients. In this case, the loss scaling algo-
rithm will scale all gradients by 2−5. The scaled gradients are
represented by dashed curves (Fig. 3 (b)). Although it can
avoid overow, it will cause some small values to underow,
which will be cast to 0. APS algorithm will scale each layer
with a dierent constant. In other words, the algorithm will
automatically scale each layer’s gradient with the greatest
factor that does not cause overow. As for the situation the
gure shows, we will scale the blue layer by 210, and the
methods same hyper communication cost extra hyper
parameter as FP32 with gradient size L parameter
APS yes allreduce(8 bits) + allreduce(8L bits) no
loss scaling [21] yes allreduce(L * 16 bits) scaling factor
TernGrad [28] no uses special distributed system no
QSGD [3] no depends on coding algorithm bucket size
ex16+5 [17] yes Single node. Gradients: (16L+5) bits no
Table 2. The dierence between APS and other methods.
green layer by 2−5 (Fig. 3 (c)). We highlight the dierence
between APS and other widely-used techniques in Table 2.
3.3 Technical details for APS
3.3.1 Using the power of 2 as scaling factors
We cover the technical details of APS in this section to give
the readers a better understanding. For loss scaling [21],
users can choose arbitrary values as scaling factors. However,
in APS, the algorithm will only choose a scaling factor that
is the power of two. This choice can take advantage of the
properties of the oating-point numbers. By doing so, we
can minimize the round-o error. For example, Fig. 4 shows
an example of using value 10 or 8 for the scaling factor. We
use 8 bits precision (exp: 5 bits, man: 2 bits). The gray box
denotes the sign bit, the yellow box denotes the exponent
bit, and green box denotes the mantissa bit. For a normal
oating-point format, when multiplied by 8 (a value that
is the power of 2), only the exponent part will be changed,
and the mantissa part will remain the same. So after it is
multiplied and divided by 8, the output value is still the same
as the input value. While using 10 as the scaling factor, both
the exponent and mantissa part will be changed, which may
4
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(a) normal case (b) loss scaling (c) Auto Precision scaling
Figure 3. These gures show the comparison between loss scaling and APS. When we use 8 bits (exp: 5 bits, man: 2 bits), we
can only represent values with exponents in [-16, 15], shown as the area between the two black lines. The data distributions of
two layers are represented by blue/green curves separately. Values greater than 215 will overow and cast to INF, while values
smaller than 2−16 will underow and cast to 0. The dashed curves represent the data distributions after scaled.
Algorithm 1 Auto Precision scaling algorithm
Input: Gradient : gradient (high precision)
Input: exp_bit : bits of low precision exponent
Input: man_bit : bits of low precision mantissa
Input: world_size: numbers of distributed nodes
1: upper_bound_exp ←2exp_bits−1−1
2: for all дrad ∈ Gradient do
3: max_exp ← FindMaxExp(дrad ∗world_size)
4: t ← upper_bound - AllReduce(max_exp,max )
5: f actor_exp ← t
6: дrad ← дrad∗2f actor_exp
7: low_precision_дrad ←Cast(дrad, exp_bit ,man_bit )
. cast to low precision
8: t ← AllReduce(low_precision_дrad, sum)
9: low_precision_дrad ← t
10: дrad ←Cast(low_precision_дrad, 8, 23)
11: . cast back to high precision (exp: 8, man: 23)
12: дrad ← дrad/2f actor_exp
13: end for
14:
15: function FindMaxExp(Tensor )
16: max_exp ← −IN F
17: for all i ∈ Tensor do
18: if i! = 0 then
19: tmp_exp ← ceil(log2(abs(i)))
20: if tmp_exp > max_exp then
21: max_exp ← tmp_exp
22: end if
23: end if
24: end for
25: returnmax_exp
26: end function
27:
truncate the numerical value. Either multiplied by 10 or
divided by 10 will cause a round-o error.
Figure 4. Using 10 and 8 as scaling factor separately for 8-bit
precision (exp: 5 bits, man: 2 bits). The gray box denotes
the sign bit, the yellow box denotes the exponent bit, and
the green box denotes the mantissa bit. Using 8 (the power
of 2) as the scaling factor, the output is equal to the input.
However, using 10 will lead to a round-o error, which means
the output is dierent from the input.
3.3.2 Trade-o between underow and overow
In most cases, numbers represented by high precision for-
mats are out of the ranges low precision formats can repre-
sent. So the scaling technique can be a trade-o between
underow and overow. An example is shown in Figure 5.
The original distribution is shown in the green curve, it has
both an underow part and an overow part. Using a scaling
factor larger than 1 will move the green curve to the red
curve, which is aected by overow. In contrast, the blue
curve, shifted by a scaling factor smaller than 1, is aected
by underow. However, overow often can be much more
harmful than underow for deep neural networks training.
There are two reasons behind this. Firstly, in backward prop-
agation, the gradients of latter layers are used to calculate
the gradients of previous layers. When the gradients of latter
layers are overow and cast to INF, all the gradients in previ-
ous layers that depend on them will also be INF. According
to the rules of oating point, in most cases, the operators’
outputs will be INF if there is an INF for operand. And this
domino eect will make the training process diverge as we
will lose lots of important information.
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Secondly, in [1, 8, 19, 26], the authors do not discard small
gradients. They accumulate it with future gradients locally,
and communicate the accumulation when it is larger than a
threshold. However, for APS algorithm, we discard the small
values (the values that will underow) permanently. If we
use 8 bits (exp: 5 bits, man: 2 bits), the maximum gradient
is around 215 after scaling, which is the upper bound of this
precision. The value smaller than the lower bound (2−16)
will underow. If we store a gradient value locally and ac-
cumulate it with the future gradient, there are two possible
situations: (1) All future gradients have the same exponent.
We have to accumulate 231 times so that this gradient has
the same degree of eect as the maximum gradient. (2) The
future gradients have a large exponent. In this case, we have
to add a small value with a large value. As we have only
two bits for mantissa, large values that are 4 times larger
than it will incur round-o error, and the small gradient
will be discard as well. Taking the above two situations into
account, we believe it is unnecessary to store the small gradi-
ents. Therefore, our experiments and analysis indicate that
we should choose a scaling factor that can avoid overow.
Among all these working values, we choose the largest one,
which makes the smallest fraction fall into the underow
range.
Figure 5. The green curve is the original data distribution.
The blue/red dashed curves are distributions scaled by fac-
tors smaller/greater than 1.0, which leads to dierent under-
ow/overow fractions.
3.3.3 Find the maximum scaling factor
The above section suggests that we should choose the max-
imum scaling factor which does not incur overow. This
condition is described by Equation (1), we have to nd the
maximum value that meets this condition. In this section, we
dene д as gradients, f as the scaling factor, pˆ as the upper
bound of the required oating point precision, N as the num-
ber of nodes in the system, дˆ as the maximum element of the
gradients, and f˜ as log2 f actor (f actor_exp in pseudo-code).
Thus, we have the summation over all the distributed nodes:∑(д × f ) ≤ pˆ (1)
However, as each node only knows its local gradients, it is
hard to exactly get the maximum factor with negligible com-
munication cost. So in APS, we use a heuristic algorithm to
nd a suitable scaling factor. We relax the bound in Equation
(1) as Equation (2).∑(д × f ) = f × ∑д ≤ f ×∑ |д | ≤ f × N × |дˆ | (2)
A straightforward approach is to just communicate each
node’s largest gradient to get the global maximum gradient
and then calculate the factor. On top of that, we want to
do further optimizations to speed up the communication
process. The condition can be written as Equation (3):
f ≤ pˆ|N × дˆ | (3)
As Section 3.3.1 suggests that we should use only the
power of 2 as the scaling factor, we can further transform
Equation (3) (f = 2f˜ and f˜ is an integer):
f˜ < dlog2(
pˆ
|N × дˆ | )e = dlog2(pˆ) − log2( |N × дˆ |)e (4)
So we will assign f˜ = log2(pˆ)−dlog2(|N × дˆ |)e to meet the re-
quirements. For a given oating-point number, the logarithm
is exactly equal to the exponent part. So instead of commu-
nicating |N × дˆ |, we only communicate dlog2(|N × дˆ |)e. If
we use IEEE 754 oating-point precision and communicate
the former value, we have to communicate 32-bit oating
point numbers. While using the latter one, we only need to
communicate 8 bits, as IEEE 754 oating-point format has 8
bits for exponent.
4 Experiments
It is hardware friendly to use a power of 2 as the number
of bits. This is ecient for both memory access and com-
putational operations. So we tried using 4 and 8 bits for
gradients in distributed training. We provide an emulator
of CPD implementation to make sure our experiments can
be reproduced on any device. So we do not emphasize our
hardware platform. The major concern for using mixed pre-
cision is the casting from high precision to low precision.
The standard IEEE oating-point format uses the rounding-
to-nearest method, while some researchers prefer stochastic
rounding [3, 27, 28] which can get an unbiased estimate for
high precision values. Although stochastic rounding has
nice mathematical properties, its randomness makes it hard
to reproduce. Also, in some situations, it is slower than
the rounding-to-nearest method. So in the following exper-
iments, we use round-to-nearest even method, which is a
special case of the round-to-nearest method. We x the num-
ber of epochs as the same for all precisions for a given model.
As mentioned before, we not only focus on reducing the
communication cost, but also want to make APS algorithm
transparent for users, which means APS will not change
the training process. Therefore, unless otherwise noted, the
low precision training will use the same hyper-parameter
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as IEEE FP32. Besides, we also compare the training curves
between APS and the baseline. In this way, we are able to
show that using APS does not aect the training process.
Most importantly, we also compare the training curves and
accuracies with/without APS, to show that APS can improve
the accuracy for a given precision.
4.1 Training on small-scale distributed systems
In this section, we pick state-of-the-art deep learning models
(DavidNet and Resnet18 for classication and FCN for seg-
mentation) and train them on an 8-node distributed system,
and each node has a NVIDIA V100 GPU. We use ring all-
reduce [9, 22] for all experiments in this distributed system.
For classication models, we use CIFAR10 dataset and set
the batch size as 4K for both models, which means the local
batch size is 512 per node in the distributed system. For
ResNet18, we set the learning rate as 1.6 and use 5 epochs
for learning rate warming up [10] from 0.1. We decay the
learning rate with a factor of 0.1 at 40th and 80th epoch.
We use Momentum SGD with 0.9 for m. Besides, we use a
weight decay γ of 0.0001. For DavidNet, we use Nesterov
momentum withm of 0.9 and set γ as 0.256 for weight decay.
We rst increase the learning rate from 0 to 0.4 linearly in
the rst 5 epochs and then decrease it to zero linearly in
the last 20 epochs. We summarize the relationship between
gradient precisions and the accuracy for DavidNet/ResNet18
in Table. 4. We also show the comparison for the training
curves of dierent precisions in Fig. 6. These results show
that APS can make a signicant dierence in low-precision
learning.
In addition to traditional models, we also select a state-
of-the-art segmentation model, FCN [20] (with pre-trained
ResNet50 for backbone), for experiments. We use cityscape
[5] for dataset. We do our experiments on MMSegmentation2
and use its hyper-parameter. In the training, we set crop
size as 769×769 and train 40K iterations. The experimental
results in Table 3 show that we can use 8 bits (exp:4 man:3) to
maintain the testing accuracy by APS. We not only compare
the numerical values and training curves (Fig. 7), but also
compare the segmentation result (Fig. 8). As there is almost
no dierence between these pictures, it shows that using low
precision with APS does not only achieve the same accuracy,
but also get a similar model as IEEE FP32. Once again, APS
is transparent for high-level users.
LARS[30] is a state-of-the-art method being widely used
for distributed training which can signicantly improve the
testing accuracy. As LARS will set the local learning rate for
each layer separately based on gradients, we want to study
the relationship between LARS and low-precision gradients.
We suspect LARS maybe sensitive to gradients. So we try
using LARS with low precision gradients to see if the round-
o error caused by the low precision communication hurts
2https://github.com/open-mmlab/mmsegmentation
(a) Davidnet
(b) Resnet18
Figure 6. Training with 4K batch size on CIFAR10 dataset
using synchronous SGD on an 8-node distributed system.
Figure 7. Training FCN on cityscapes dataset with batch
size 16 using 8 nodes distributed system. Using 8 bits with
APS, we can have close training curve as IEEE FP32
Precision (exp, man) Using APS mIOU mAcc
(8, 23): 32bits / 75.16 82.84
(4, 3): 8bits yes 75.88 84.34no 74.60 82.55
(5, 2): 8bits yes 74.76 82.62no 74.41 82.30
Table 3. FCN model is trained on cityscapes dataset with
batch size 16 by 8 nodes for 40K iterations. Using APS can
help improve the mIoU and mAcc for both precisions. While
we can achieve even high accuracy using APS with low
precision (exp: 4 man:3) comparing with IEEE FP32.
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(a) IEEE754 FP32
(b) 8 bits (exp: 4, man: 3)
(c) 8 bits (exp: 5, man: 2)
Figure 8. We visualize a segmentation application for the
model trained by dierent precisions. It shows APS can not
only achieve the same accuracy, but also get a similar model
as IEEE FP32. APS is also transparent for high-level users.
Model Precision (exp, man) Using APS accuracy
(8, 23): 32bits / 88.2
yes 88.4(5, 2): 8bits no 88.3
yes 88.6(4, 3): 8bits no 10.0
yes 81.3
DavidNet
(3, 0): 4bits no 10.0
(8, 23): 32bits / 91.4
yes 91.4(5, 2): 8bits no 90.1
yes 91.6(4, 3): 8bits no 90.4
yes 86.7
ResNet18
(3, 0): 4bits no 10.0
Table 4. Models are trained on CIFAR10 dataset with 4K
batch size by 8 nodes. For all precisions, even by 4 bits, APS
can make the training processes converge with little or no
accuracy loss.
the accuracy or not. We train ResNet18 on CIFAR10 dataset
with 8K batch size using 8 nodes and nd low precision will
hurt the accuracy. On the other hand, by using APS, we can
maintain the same accuracy and even improve accuracy. The
results are shown in Table 5 and Fig. 9.
4.2 Training on large-scale distributed systems
We train ResNet50 [12] on a 256-node distributed system.
Instead of ring all-reduce used in Section 4.1, we use the
Hierarchical all-reduce [14, 26]: we partition the nodes into
Figure 9. Training ResNet18 on CIFAR10 dataset with 8K
batch size using LARS algorithm. APS allows LARS algo-
rithm maintain the same accuracy as 32 bits while using low
precision communication.
Precision (exp, man) Using APS testing accuracy
(8, 23): 32bits / 92.072
yes 92.44(4,3): 8bits no 92.036
yes 92.015(5,2): 8bits no 91.737
Table 5. Training ResNet18 with LARS. APS can improve
the accuracy for both (exp:5, man:2) and (exp:4, man:3). It
can even get a higher accuracy than 32-bit precision.
16 groups, and assign amaster node for each group. Each all-
reduce operation will nish 3 steps: (1) within each group,
all worker nodes send their local gradients to the master
node; (2) we conduct the ring all-reduce across all the master
nodes; (3) within each group, the master node broadcasts
the global gradients to all the worker nodes. There are two
reasons why we use the hierarchical all-reduce approach:
• Performance: the ring all-reduce with p nodes need
to nish 2(p − 1) steps (each step transfers the same
amount of data). The hierarchical all-reduce with a
group size of k only needs 4(k − 1) + 2(p/k − 1) steps.
In our experiments with 256 nodes and a group size
of 16, we only need to nish 74 steps, instead of 510
steps for using ring all-reduce.
• Round-o error : when we use a low precision oat-
ing point to add a small number with a large number,
the smaller number may be truncated and cast as
zero in this addition operation. This situation is com-
mon in all-reduce process. To avoid this problem, we
should try to minimize the number of large-and-small
additions. If we use ring all-reduce, we have to add a
local gradient with the summation of all other nodes’
local gradients in the last step. The summation may
be 255x larger than this local gradient if we have 256
nodes. When we use Hierarchical all-reduce, we have
only 16 nodes for intra-group reduction. In this sit-
uation, the last step will add a local gradient with
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a 15x larger gradient. The situation is the same as
inter-group all-reduce among 16 master nodes.
Taking the above two factors into account, we choose
to use Hierarchical all-reduce with a group size of 16. The
reason is that this group size not only can reduce the number
of steps from 2(p − 1) to 4(k − 1) + 2(p/k − 1), but also
can minimize the round-o error. We use 8K batch size to
train ResNet50 on ImageNet dataset [7]. As APS does not
require us to modify the hyper-parameters, we use the same
setting and data preprocessing as [10], except the learnable
scaling coecient γ is initialized as 1 for all BN layers in
our experiments. We adopt the initialization of [11] for the
1000-way fully-connected layer. Based on the suggestions of
[27, 28], we use IEEE FP32 for the last layer (i.e. classication
layer) and low precision for all other layers. We also have
the experimental results of using low precision for all layers,
please see Fig. 10 for details. We try using the APS algorithm
on dierent precisions (Table 6), and nd APS only needs 8
bits to achieve roughly the same accuracy as the standard 32-
bit format. We can further improve the accuracy by hybrid
precision: using FP32 for the rst 30 epochs and 8 bits for
the last 60 epochs. This method can help us maintain the
same accuracy as IEEE FP32 (Table 7).
Figure 10. Training ResNet50 with 32 bits, 8 bits, and hybrid
precision. We use APS for all low precision process. Using 8
bits for the whole training process can get roughly the same
accuracy with FP32. We can further eliminate this tiny gap
by hybrid precision: using FP32 in the rst 30 epochs and 8
bits in the last 60 epochs.
We also have a comparison between dierent group sizes
and present the results in Table 8. To further explain the
dierence between dierent group sizes, we compare the
average round-o error for the rst convolutional layer’s
weight using 8 bits (exp: 5, man: 2) and present the result in
Table 9. The average round-o error is described by Equation
5 (the gradients calculated by the high precision and the low
precision are denoted as дrad_h and дrad_l separately and
we assume there are N elements in the gradient tensor). It
shows using Hierarchical all-reduce can decrease the round-
o error compared to ring-allreduce. It also shows that 16
Precision (exp, man) with APS top-1 accuracy
(8, 23): 32bits / 76.02
(5,2): 8bits yes 75.98no 71.00
(4,3): 8bits yes 75.93no 0.1
(8, 23) + (4, 3) yes 76.09
Table 6. We use APS to train ResNet50 with 8K batch size
(256 distributed nodes). APS can improve the accuracy in
8-bit training. With APS, we can use 8 bits instead of 32 bits
for the whole training process, with only a tiny loss in testing
accuracy (<0.05%). Additionally, we can further improve the
accuracy by the hybrid precision: using IEEE 754 FP32 for
the rst 30 epochs and 8 bits for the last 60 epochs. The
hybrid precision with APS can get an even higher accuracy
than the FP32 baseline.
Precision for other layers Precision for the last classication layer top-1 accuracy
(5, 2) (5,2) 75.08FP32 75.98
(4, 3) (4, 3) 75.46FP32 75.93
Table 7. Training ResNet50 with APS algorithm while us-
ing low precision for dierent layers. We can signicantly
improve the accuracy by using high precision for the last
classication layer.
Precision (exp, man) group size top-1 accuracy
32 74.95(4, 3): 8bits 16 75.46
32 74.91(5,2): 8bits 16 75.08
Table 8. For ResNet50 training on a 256-node distributed
system, using a group size of 16 can improve the accuracy
compared to a group size of 32 for 8 bits, as it can minimize
the round-o error. For this experiment, we use low precision
for all layers, including the last classication layer
group size 4 8 16 32 64 256 (ring all reduce)
round-o error 55% 44.21% 41.83% 49.62% 58.21% 85.22%
Table 9. The average round-o error for the rst convolu-
tional layer’s weight in ResNet50 using 8 bits (exponent: 5
bits, mantissa: 2 bits) in a 256-node distributed system.
is the most suitable group size for a 256-node distributed
system.
averaдe_round_of f _error =
∑N
i=0
дrad_hi−дrad_liдrad_hi 
N
(5)
4.3 Performance Analysis
Figure 11 shows the time cost for synchronizing gradients
of some layers in ResNet50 (gradient size of each layer:
res5c_branch2a: 2048*512, res5c_branch2b: 512*512*3*3,
res5c_branch2c: 512*2048). The system has 32 V100 GPUs
and uses NCCL for communication. The blue bars denote
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Figure 11. The time of all-reduce by 16 bits with normal
all-reduce and all-reduce by 8 bits with APS in a 32-node
distributed system. Although APS needs two phases: nd the
maximum gradient and all-reduce this values (the gray part)
and all-reduce the low-precision gradients (the orange part),
it is faster than the standard half-precision. If we use lazy
all-reduce, which means we do not communicate a layer’s
gradients immediately but communicate consecutive layers’
gradients as a whole, we can save more time by reducing the
latency (the rightmost column).
the time cost by using half precision without APS and de-
fault ring all-reduce. The bars on the right set of each blue
bars show the total time for using APS to communicate the
same gradient. The gray bars denote the time cost to get the
global maximum gradient. The orange bars denote the time
cost to communicate gradients using 8 bits. For all layers,
APS with 8 bits can speed up the communication process.
Our experiments show that merging short messages into a
single one can reduce the overall communication time. Here,
res5c_2a, res5c_2b, res5c_2c are three consecutive layers in
ResNet50. We synchronize them as a whole, and present the
result on the rightmost column in Figure 11. We can achieve
a 1.33× speedup over half-precision.
5 CPD: Customized-Precision Deep
Learning
5.1 Features of CPD
According to the above limitations about QPyTorch, we built
CPD to emulate the low-precision training for our experi-
ments. CPD has the following functions, which are not sup-
ported by any previous systems: (1) arbitrary low-precision,
with number of exponent bits <= 8 and number of mantissa
bits <=23; (2) Kahan summation algorithm [13]; (3) nishing
the GEMM computation using any low-precision accumula-
tor; (4) reduce/all-reduce function using low-precision.
5.1.1 Low-precision accumulation
To add a oating point number to another one with a larger
exponent, we need to right shift the mantissa part of the
smaller number. In this way, the exponent part of the smaller
number can match that of the large number. But this means
we may lose the data stored in the mantissa part of the small
number after right shift. The situation that a large number is
added to a small number is common in two scenarios when
we train a neural network model: accumulation (both in
GEMM and gradient all-reduce) and parameter updating.
Although it’s hard to use a low-precision accumulation
for parameter updating, there is a method that can improve
the accuracy of the low-precision accumulation for gradient
updating and GEMM: Kahan summation algorithm [13]. To
the best of our knowledge, this algorithm has never been
used for DL. We introduce this algorithm into DL, and sup-
port researchers to use it for reduce/all-reduce accumulation
and GEMM operation.
(a) QPytorch
(b) CPD
Figure 12. Assume we use 3-bit oating point (2 bits for exp)
to do vector multiplication. QPyTorch rst casts two input
vectors to a low-precision value and calls default dot product
to get the result. Then it casts this result to low-precision.
As for CPD, instead of calling a default dot product, it calls
default multiplication and summation in order and casts the
intermediate result to low-precision.
In addition to the accumulation strategy, we are also not
able to control the precision of the accumulator in exist-
ing systems, and this may cause implicit errors, as shown
in Fig. 12. To avoid this in CPD, we implement our own
GEMM on NVIDIA GPUs. We are also not able to control
the process while doing all-reduce operations in existing
systems. CPD allows users to store the intermediate results
with a customized-precision, and do accumulation by Kahan
summation algorithm. To implement an arbitrary precision
all-reduce, we rst ask each node to gather all data from
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other nodes using MPI/NCCL with IEEE 754 oat precision,
and then accumulate these data independently with a cus-
tomized precision.
6 Conclusion
Auto Precision Scaling (APS) is a exible low-precision oating-
point technique that can reduce the communication cost. It
can train several state-of-the-art applications by 8 bits for
gradient communication without losing accuracy. APS can
save the bandwidth and improve the accuracy for any given
low-precision with almost no cost. For low-precision formats
in our experiments, APS can improve the accuracy for all of
them. Besides, we can train ResNet-50 by a hybrid precision
to maintain the same accuracy as the baseline with the same
number of epochs in a distributed system with 256 nodes. We
also analyze the time APS used for gradient communication
and nd that the saving in time is larger than the additional
cost in compute. Furthermore, we built the CPD system that
allows users to simulate any arbitrary low-precision format.
We integrate CPD into PyTorch and make it open source to
the public.
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