Abstract. A novel approach for obtaining globally optimal solutions to design of networks with nonlinear resistances and potential driven flows is proposed. The approach is applicable to networks where the potential loss on an edge in the network is governed by a convex and strictly monotonically increasing function of flow rate. We introduce a relaxation of the potential loss constraint and formulate the design problem as a mixed-integer nonlinear program (MINLP). A linearization-based approach with tailored cuts is proposed that improves the computational efficiency over a standard implementation. We have also implemented a simple heuristic approach for finding feasible solutions at the root node and during the search process. The algorithm has been implemented with IBM-ILOG CPLEX and is shown to be computationally effective on a number of examples from literature.
1. Introduction. Networks are employed for transporting energy, material, people or information between source and demand locations. The term nonlinear networks refers to the class of networks in which: (i) flow through the network is driven by a potential and (ii) potential loss on an edge in the network is a nonlinear function of the flow rate through that edge. The demand nodes typically represent a local distribution network. Consequently, a minimum potential is desired at the demand nodes in order to drive the flow further in the local distribution network without additional potential input. For a given network, the potential at the demand nodes can be affected by appropriately choosing the resistances on the network. Optimization of nonlinear network design refers to the minimum cost design of resistances on a nonlinear network so as to satisfy the minimum potential requirement at the demand nodes. Discrete choices for the resistances coupled with the nonlinear potential loss constraints puts the optimization problem in the class of Mixed Integer Nonlinear Programs with non-convex relaxations (non-convex MINLP for short).
Several approaches have been developed over the last 50 years for obtaining solutions on this problem. One of the popular approaches is the split-pipe approach proposed by Shamir and co-workers in the context of hydraulic networks. Alperovits and Shamir [5] relax the combinatorial aspect of discrete size choice by allowing an edge to be composed of multiple resistance sizes. The algorithm alternates between (i) solving a linear program given flows to determine the fractional lengths of different resistance sizes on each edge such that the potential requirements are satisfied and (ii) using the sensitivity of linear program's solution to update the set of flows. The procedure is continued until no further progress is observed. The same formulation was further studied by Goulter et. al. [23] . Fujiwara and Khang [21] proposed a two-phase procedure which can be considered an extension of the approach in [5] . Eiger et. al. [18] proposed an algorithm for the global optimization of the split-pipe formulation. A branch-and-bound type algorithm is proposed incorporating a bundle trust-region algorithm for obtaining local solutions and a dual procedure is used to estimate the global optimality gap. Zhang and Zhu [34] attempt to provide a theoretically sound version of the algorithm proposed in [5] using conjugate duality theory in conjunction with a trust-region algorithm. It must be mentioned that the split-pipe approach is not guaranteed to produce a single resistance size choice for each edge in the network. In a separate work, Hansen et. al. [24] employ a successive linear programming algorithm. No claims on the optimality of the solution are provided. Meta-heuristic approaches are also explored in [3, 30] . All of the approaches have been shown to be effective on small sized problems only.
Artina and Walker [6] proposed a mixed integer linear programming (MILP) formulation. The nonlinear potential loss functions are modeled using piece-wise linear inner approximations. The direction of flow on each edge is also modeled using binary variables. The resulting MILP is huge and results in poor linear relaxations. The computational experience with this approach has been unsatisfactory and limited to small problems. Further, the solution obtained from this approach is not guaranteed to satisfy the nonlinear potential loss constraints.
In an effort to rectify the shortcomings of the previous approaches, Bragalli et. al. [13] proposed a MINLP approach. The authors proposed a continuous reformulation of the cost function which results in a better nonlinear relaxation of the MINLP. Their formulation of the potential loss constraints is non-smooth. So they smoothed the potential drop constraints and the resulting MINLP is solved using a branch-andbound algorithm implemented in open-source software Bonmin [9, 31] . The approach is only guaranteed to find a locally optimal solution. A variety of starting points are chosen in an attempt to approach the global optimal solution. The authors report successful optimization of several instances of hydraulic network problems.
In this paper, we propose a different method for handling the non-convexity. The network is expanded by cloning edges where each clone represents one of the allowable resistance size on that edge . We introduce separate flow variables for the two flow directions on an edge of particular resistance size. We utilize the convexity of the potential loss function to yield a convex relaxation of the optimization problem. The convex relaxation allows formulating the design problem as a MINLP with convex nonlinear constraints. We solve the optimization problem using the linearizationsbased LP/NLP-BB framework of Quesada and Grossmann [29] and also implemented in FilMINT [4] . Specific cuts are derived for the class of problems that outperforms the standard linearizations employed in [4] .
The paper is organized as follows. Description of the notation and the problem is provided in Section 2. Section 3 presents a convex formulation for the network analysis problem and presents results on uniqueness of solutions. Section 4 presents the convex relaxation of the potential loss constraints and the MINLP formulation. A linearization based algorithm is described in Section 5. Section 6 describes a heuristic method for computing an initial feasible solution and for finding feasible solutions during the search process. Computational results on a suite of test problem [1] are provided in Section 7.
2. Problem Description. The notation associated with problem data is described below:
N -set of nodes in the network N src -set of nodes that are fixed potential sources in the network, N src ⊂ N E -set of edges in the network e = (i, j) for i, j ∈ N . We will employ e for brevity and where necessary make explicit the two nodes i, j that are connected by e. It is assumed without loss of generality that for the edges e = (i, j) connected to a source node, i ∈ N src . All other edges are provided an arbitrary orientation.
E 1 (i) -set of edges e ∈ E incident on the node i and e = (i, j), that is E 1 (i) = {e|e = (i, j) ∈ E} E 2 (i) -set of edges e ∈ E incident on the node i and e = (j, i), that is E 2 (i) = {e|e = (j, i) ∈ E}. Note that E 2 (i) = ∅ ∀ i ∈ N src . π -flow rate demanded out of the node i of the network, i ∈ N \ N src L e -length of the edge e ∈ E in the network R -set of available resistance sizes from which to choose for each edge in the network, R = {R 1 , . . . , R nr } c r -cost per unit length of resistance R r , r ∈ {1, . . . , n r } φ r (I) -function relating the potential loss per unit length to the flow rate I through an edge with resistance R r ∈ R. We assume without loss of generality that φ r : R + → R + , where R + is the set of non-negative reals. I max e,r -maximum flow rate allowed on edge e ∈ E with resistance R r ∈ R. r e -index of resistance choice for edge e ∈ E.
The notation used for the variables are:
I e -flow rate on edge e = (i, j) ∈ E. A positive value for the flow rate implies that the flow occurs from node i to j, while a negative value implies that the flow occurs from node j to i. I + e -flow rate on edge e = (i, j) ∈ E where the flow is from i to j I − e -flow rate on edge e = (i, j) ∈ E where the flow is from j to i π i -potential at node i ∈ N ∆π + e -potential drop on edge e = (i, j) ∈ E when flow is from i to j ∆π − e -potential drop on edge e = (i, j) ∈ E when flow is from j to i x e,r -binary variable denoting the choice of resistance r ∈ {1, . . . , n r } on edge e ∈ E x dir e -binary variable denoting the choice of flow direction on edge e = (i, j) ∈ E. The flow is from i to j when x dir e = 1 and from j to i when x dir e = 0.
For ease of representation, we will use boldface notation to represent a set of quantities that are indexed over the set of nodes or edges. For instance, I will denote the set of all flows I e ∀ e ∈ E and π will denote the set of all potentials π i ∀ i ∈ N . The set over which the quantities are indexed will be obvious from the context.
The following are the assumptions on the problem parameters that will be used through out the paper. Assumptions: (A1) The potential loss per unit length function φ r : R + → R + for r = 1, . . . , n r is at least once continuously differentiable and strictly monotonically increasing function of flow rate, I. In other words,
The function φ r (I) for r = 1, . . . , n r is convex.
(A3) The allowable resistance choices in R are assumed to satisfy R 1 > R 2 . . . > R nr and c 1 < c 2 < . . . < c nr . The flow bounds satisfy I max e,1 < . . . < I max e,nr ∀ e ∈ E. Assumptions (A1) and (A2) are typically satisfied by networks arising from a number of application domains -electrical circuits, static structures and hydraulic circuits. The potential loss function φ r (I) typically takes the form:
where α > 1. This implies satisfaction of Assumptions (A1) and (A2). Some of the common fluid networks of water, crude oil, natural gas satisfy the above assumptions. However, there exist fluids, called non-newtonian fluids [2] , for which the assumptions (A1) and (A2) do not hold. Examples of non-newtonian fluids include lubricants, paints, corn starch and blood. Analogously in the electrical circuits there exist components such as varistors which maintain high resistance up to a certain applied potential and negligible resistance for higher voltages. The techniques described in this work cannot be applied to networks of such fluids or electrical components. Assumption (A3) states that cost per unit length and flow capacity I max e,r increase with decrease in resistance. This also holds for the above application domains. For instance, in electrical and hydraulic circuits the resistance function satisfies R r ∝ D −β where β > 1. The parameter D represents the thickness of the wire in the case of electrical circuits and inner diameter of pipe in hydraulic circuits. The increased use of material implies increased cost but decreased potential loss per unit length for the resistances. Further, the increased material also implies increased capacity and hence, more flow in the wire or pipe. We refer the interested reader to the paper by Hendrickson and Janson [25] for the form of the potential loss function corresponding to the different application domains.
2.1. Mathematical Formulation. Given a network with specified resistances r e ∀ e ∈ E, i.e. R re ∈ R on the edges e ∈ E, the network equations relating the potential at the nodes and the flow in the network can be represented as:
where sgn(·) is the signum function and r (:= {r e ∈ 1, . . . , n r |e ∈ E}) represents the set of resistance choices for each edge. The equations in (NLNEQN(r)), commonly referred to as network analysis equations, form a set of nonlinear equations in π i and I e . The first equation in (NLNEQN(r)) refers to the loss in potential on each edge due to the flow, the second equation fixes the potential at some nodes designated as fixed potential sources and the last equation denotes the conservation of flow at nonsource nodes. The potential loss equation has been incorrectly referred by Bragalli et. al. [13] as being non-smooth. This was brought to the authors notice individually by both Belotti [8] and Leyffer [27] . The right and left first derivatives of the function sgn(I e )φ re (|I e |) are:
(−φr e (−δ))−(φr e (0)) δ = lim δ<0,δ→0
which clearly converge to the same value in the limit. It is easy to show that the same holds for other derivatives as well. The non-smoothness arises when we attempt to express sgn(I e )φ re (|I e |) in modeling languages such as AMPL [20] using the standard operator such as the power function. The power(a,b) function requires the a to be non-negative whenever b is fractional. Solvers interfaced with AMPL rely on the automatic differentiation capability provided by AMPL. Clearly automatic differentiation will fail on this when it applies the chain-rule of differentiation to the combination of sgn and power functions. This necessitates the smoothing of the expression as was done by Bragalli et. al. Alternately, it is possible to define an user-defined function in AMPL, described in [22] , which allows the user to supply derivatives and deal with this issue. The nonlinear network design optimization problem aims to determine the resistance choices r r ∀ e ∈ E for the network so as to minimize the cost while satisfying the flow demands and bounds on the flows and potentials. We state the optimization problem as the following disjunctive program:
We have resorted to the disjunctive formulation to avoid imposing a nonlinear formulation of the potential loss constraints. Observe that the signum function in potential loss constraints has been handled through the inner disjunction. The potential loss equations in (NLNEQN(r)) are non-convex constraints. In addition, the discrete resistance choices puts the nonlinear network design in the class of MINLP with nonconvex relaxations. In the following section, we will consider the question of existence and uniqueness of solutions to the network analysis problem.
3. Convex Formulation for Network Analysis. In the nonlinear network optimization problem in (2.3), the solution of the network analysis problem that results from a particular choice of resistances needs to be checked for satisfaction of bounds on flows and potentials.
(π, I) solves (NLNEQN(r))
It is easy to see that the satisfaction of the bounds on flows and potentials by the solution to (NLNEQN(r)) is necessary and sufficient for the feasibility of NLP(r). Hence, we consider the existence and uniqueness of solutions to (NLNEQN(r)). The material presented in this section is also of independent interest from the network analysis perspective. The equations in (NLNEQN(r)) are nonlinear which complicates the analysis. We present an alternate optimization-based formulation first presented by Cherry [15] . This formulation has been re-discovered in the context of different application domains as documented by Hendrickson and Janson [25] .
Consider the following optimization problem,
where the function Φ r (·) is defined as
Collins et al. [16] show that solution to (CVXNLP(r)) satisfies the potential driven flows (NLNEQN(r)). The proof in [16] assumes that the direction of flow on the edges is known a priori. We relax this assumption and include the result here for completeness.
Prior to presenting the result we state the first-order stationary conditions associated with the optimization problem (CVXNLP(r)). Suppose thatÎ
solves (CVXNLP(r)) with the associated multipliers:λ ∈ R |N |\|N src | for flow conservation constraints andμ + ,μ − ∈ R |E| for lower bound constraints on flow variables. From optimization theory, we have that the solution to (CVXNLP(r)) satisfies the following first-order stationary conditions [28] : we can obtain a set of flows that is feasible to (CVXNLP(r)) withĨ 
which follows from adding the equalities and noting thatμ + e ,μ − e ≥ 0. Further note that there exists no demand for source nodes i ∈ N src and by our assumption all edges connected to source nodes are of the form (i, j) ∈ E, we have thatÎ − e = 0. If this were not the case then we can setÎ − e = 0 and obtain a feasible solution with a strictly reduced objective value which contradicts the assumption of optimality. Consequently, we have that equations (3.2)-(3.7) reduce tô
which are precisely the potential loss equations in (NLNEQN(r)). Defining (π, I) as,
it is easy to see from the above arguments and (3.8) that (π, I) satisfies (NLNEQN(r)). Consider the only if part of the claim. Given a solution (π, I) to (NLNEQN(r)) define the following:
It can be verified that this choice satisfies the first order stationary conditions of (CVXNLP(r)). The strict monotonically increasing property of φ r (·) (Assumption (A1)) implies the strict convexity of Φ r (·). Since the constraints are linear we have that the optimization problem (CVXNLP(r)) is strictly convex. Consequently, the satisfaction of first-order stationary conditions are necessary and sufficient for (π, I) to be an optimal solution to (CVXNLP(r)). Further, the strict convexity of (CVXNLP(r)) implies that the solution is unique. The claim is proven.
Theorem 3.1 shows that the network analysis problem (NLNEQN(r)) has a unique solution. The only assumption required is the strict monotonicity of the potential drop function (Assumption (A1)). As a consequence, at any integer feasible solution to the MINLP it is sufficient to solve the network analysis problem (NLNEQN(r)) and then, check for the satisfaction of bounds on the flows and potentials to verify feasibility of (NLP(r)). We state this in the following lemma.
Lemma 3.2. Suppose Assumption (A1) holds. Let,
• r be a choice of resistances for the edges • (π, I) be the solution to (NLNEQN(r)). Then (π, I) is feasible for (NLP(r)) if it satisfies the bounds on flows and potentials.
Proof. From Theorem 3.1 we have that (π, I) is the unique solution to (NLNEQN(r)). The non-satisfaction of the bounds by this solution implies that (NLP(r)) is infeasible and the claim is proved.
The convex program formulation (CVXNLP(r)) has a number of advantages over the nonlinear equation formulation:
1. If the potential drop function φ r (·) is sufficiently smooth the convex program is also smooth. 2. A unique solution exists since the optimization problem is strictly convex. 3. Further, an appropriate algorithm can guarantee that if (CVXNLP(r)) is feasible then a solution is found. Given these advantages, it is surprising that this approach has not found favor over the conventional approach of solving (NLNEQN(r)). One of the drawbacks of the convex program is that it has a large number of bound constraints. The paper by Collins et al. [16] was published in the 1970's when there were few reliable algorithms for efficient solution of large-scale inequality constrained optimization problems. Significant advances have been made since then and has resulted in the development of interiorpoint algorithms for solving large-scale nonlinear non-convex programs [14, 33] that are both reliable and computationally efficient. Use of the convex programming approach in conjunction with the latest software can lead to more robust algorithms for network analysis. This needs to be explored further and is outside the scope of this paper.
MINLP Formulation with Convex Relaxation.
The main obstacle in the global optimization of nonlinear networks are the non-convex potential loss constraints in (2.3). Observe also that these are the only nonlinear constraints in the problem. The formulation in (2.3) has two levels of disjunctions -the first level is over the set of resistance choices for each edge and the second is for the direction on that edge. One approach to deal with this is to distribute the inner disjunction which would result in 2n r disjunctions at the same level for each of the edges. In this case, we will require 2n r |E| binary variables. We describe an alternate formulation that limits the number of binary variables of introduced to (n r + 1)|E|.
We will introduce binary variables x e,r ∈ {0, 1} ∀ e ∈ E, r = 1, . . . , n r to model the choice of resistance r on edge e (outer disjunction), where x e,r = 1 implies choosing resistance r. Using these variables, the requirement that only one resistance be chosen on each edge can be posed as:
x e,r = 1
(4.1)
The binary variables x dir e will denote the direction of flow on edge e = (i, j) between nodes i and j, where x 
The constraints in (4.2) ensure that only the flow variables associated with chosen resistance and direction on that edge can be non-zero. We model the potential drop on each edge e based on the direction flow using variables, ∆π
e . These variables can be related to the binary variables as follows:
where ∆π are the maximum potential loss allowable in the appropriate flow direction on the edge e of the network. The potential loss constraints are relaxed as follows:
which requires that the potential loss on the edges be at least that specified by the potential loss function. From Assumption (A2) it follows that (4.4) is convex. This will be a key property that we will exploit in devising the solution algorithm. Finally, we add an additional constraint to limit the potential loss on the edge based on the flow as, 
The MINLP in (4.6) is a relaxation of the nonlinear network design problem. We state the following results about the MINLP in (4.6).
Lemma 4.1. Suppose Assumptions (A1) and (A2) hold. Let F(2.3) and F(4.6) denote respectively the feasible region of optimization problems (2.3) and (4.6). Then, 1. The MINLP in (4.6) has a convex relaxation.
Proof. Assumption (A2) implies that (4.4) is convex. Since the rest of the constraints are linear the MINLP in (4.6) has a convex relaxation. Consider the second claim. For any e ∈ E, r ∈ {1, . . . , n r } we have that slope(φ r ; 0, I The last inequality violates the assumption of convexity of φ r (·) (A2) and this proves the claim. Consider the third claim. Let r be a set of resistance choices on each edge of the network and (π,Î) be the solution of the corresponding network analysis problem (NLNEQN(r)). In other words, (π,Î) is a feasible solution of (2.3). Define for each e ∈ E and r ∈ 1, . . . , n r , Denoting byx andx dir respectively the set of all binary variables representing the resistance choices and flow directions on all edges we have that, (x,x dir ,π, ∆π
) is feasible to (4.6) . This proves the claim.
A standard MINLP algorithm applied to (4.6) will result in the algorithm solving a relaxation of network analysis problem at integer feasible nodes (Lemma 4.1). To rectify this, we will need to modify the problem that is solved at the integer feasible nodes of the search tree. Observe that in the optimization problem (2.3) the objective function does not depend on the flow and potential variables. Consequently, the relaxation can be addressed by solving (NLNEQN(r)) or (CVXNLP(r)) at the integer feasible nodes in the search tree of a branch-and-bound (BB) or linearizations based MILP (LP/NLP-BB) algorithm. We will restrict the focus of this paper to the case of the LP/NLP-BB algorithm.
5. Linearizations Based MINLP Algorithm. The LP/NLP-BB algorithm was first introduced by Quesada and Grossmann [29] and subsequently investigated by Abhishek et al [4] . The LP/NLP-BB algorithm uses a Mixed Integer Linear Program (MILP) which is derived by linearizing the convex nonlinear constraints at different values of the continuous variables. The linearizations of the nonlinear constraints are added to the problem as cuts during the search process. The LP/NLP-BB approach has been implemented in software such as Bonmin [10] and FilMINT [4] . The computational efficiency of the approach has been demonstrated on several test problems [4] .
For ease of exposition, we will denote the set of all continuous and binary variables as y := (x, x dir , π, ∆π
and by y l , y u the lower and upper bounds on the variables y. Let J represent the set of indices of y that correspond to the binary variables, namely J = {1, . . . , |E|(1 + n r )}. All the linear equality and linear inequality constraints including bounds in (4.6) will be represented collectively as:
The nonlinear inequality constraints in (4.4) will be represented compactly as:
Using the above notation, we will define the master MILP associated with (4.6) in the context of the LP/NLP-BB algorithm as: where η has been introduced to represent the value of objective function. Further, we will use the notation LP (y l , y u ) to denote the linear program obtain by relaxing the integral requirement on y i ∀ i ∈ J. The branch & cut search process solves a sequence of LP relaxations at nodes of the search tree obtained by fixing a subset of the binary variables to either 0 or 1. When binary variables are fixed to a particular value it is assumed that y l i = y u i . In (mMILP), Lg + e,r (y;Î) represents a linearization of the convex nonlinear constraint g + e,r (y) at the pointÎ. We have parameterized the linearization by only the flowÎ since the potential loss function is nonlinear in the flow alone. We will postpone presenting the particular form of the linearization until Section 5.1. Though (mMILP) indicates only one type of cuts it is also possible to add other valid inequalities as also described in [4] .
The set OA + e (set OA
The LP/NLP-BB algorithm addresses this by initially populating the sets with cuts derived from linearizing at the solution of the continuous relaxation of (4.6). Namely, the algorithm solves min η s.t. all constraints in (4.6) with binary requirement replaced by
and adds linearizations of the nonlinear constraints at the solution of (RNLP(y l , y u )). The set of points in OA + e , OA − e are augmented with points that are obtained from the solution to (mMILP) at various nodes in the search tree. To enable this, the MILP solver implementation must allow adding cuts at intermediate nodes in the search tree by invoking a user-defined cut generation routine. Note that the cuts added in this manner may alter the feasible region as defined by the root node MILP problem. We will now outline a modification to the standard LP/NLP-BB framework which allows to obtain the globally optimal solution to (2.3). We make the following assumption on the MILP solver. Assumption:
(S1) The MILP solver has the flexibility to call a user-defined cut generation routine after the solution of the Linear Program (LP) obtained by relaxing the integral constraints at every node in the search tree. (S2) If cuts are added then the MILP solver will re-solve the LP at the node and return control back to the cut-generation routine. If no cuts are added the MILP solver proceeds uninterrupted. We present the LP/NLP-BB algorithm in Algorithm 1. In the algorithm, we use (CVXNLP(r)) to determine the set of potentials and flows (π nlp , I nlp ) that solves the network analysis equations in (NLNEQN(r) ). Theorem 3.1 shows how the solution to (NLNEQN(r)) can be derived from solution of (CVXNLP(r)). Algorithm 1 differs from the standard LP/NLP-BB algorithm such as FilMINT [4] in the following aspects:
(i) In the standard LP/NLP-BB algorithm, the NLP solved at the integral node is derived by fixing the integer variables in MINLP to the appropriate values. Lemma 4.1 shows that such an approach will result in solving a relaxation to (CVXNLP(r)) at the integral nodes. Consequently, we instead solve We will assume for now that the subroutine NodeCuts provides linear cuts that are valid for (4.6). Algorithm 2 describes the linearization procedure. The implementation follows along the lines described in FilMINT [4] . The addition of cuts is controlled by three parameters: K oa , β oa and M oa . For each node s we check for satisfaction of condition in step 5 of the algorithm. The first clause in the condition favors addition of cuts at the top of the search tree while branching is favored deeper in the tree. The parameter β oa is the average number of nodes at which cuts are added for a given depth in the search tree. The second clause avoids adding cuts when the change in objective value between successive nodes is below K oa . The number of rounds of cuts for each node is limited by the third clause using M oa . In addition, the algorithm checks for each edge e the value of the direction variable x dir e at the current node. If x dir e ≥ 0.5, this is an indication that the algorithm prefers the positive flow direction for this node. We add the linearization for the positive flow direction provided the maximal constraint violation, max r g + e,r (I + e,r ) is greater than . If x dir e < 0.5 then linearization for the negative flow direction is added. We have found that this algorithm provides a good balance between adding cuts and branching in the search tree. The cuts that are added critically determine the efficiency of the LP/NLP-BB algorithm. Details on the form of the cuts are provided next. Set n = n + 1. The following lemma shows that (5.6) is indeed stronger than (5.5). We prove the result for a particular edge e, resistance r and the positive flow direction. A similar result can be proved for the case of negative flow direction. Lemma 5.1. Suppose Assumptions (A1) and (A2) hold. Define, Proof. From the convexity of φ r (·) we have that
Linearizations of Nonlinear
where the equality follows from assumption (A1). Since x dir ∈ [0, 1] we have from (5.8) that
(5.9)
Suppose y ∈ F 1 with potentials and flows (∆π, I) then,
where the last inequality follows from the assumption that y ∈ F 1 . Hence, y ∈ F 0 . To show the strict inclusion, consider y such that I 
where the last inequality follows from (5.9). Hence, we have that y ∈ F 0 , / ∈ F 1 for x dir e ∈ (0, 1). Hence, F 1 ⊂ F 0 .
The inequality in (5.6) is a linearization of the nonlinear potential loss constraint associated with one of the resistances. Typically a number of inequalities will be required to approximate the convex hull. Since this provides no linearization for other resistances choices on that edge, one can consider adding linearizations for each resistance choice on the edge. Suppose for the edge, the potential loss constraint g whereĨ r is an appropriately chosen flow value. There exist several choices, three of which we list below: (i) same flowĨ r =Î, (ii) flow at which potential loss is equalĨ r : φ r (Ĩ r ) = φr(Î), (iii) flow at which linearization has same interceptĨ r : φ r (Ĩ r ) − φ r (Ĩ r )Ĩ r = φr(Î) − φ r (Î)Î. A geometric depiction of the different choices are provided in Figure 5 .1.
Addition of multiple cuts as in (5.11) can adversely affect the computational times. It will be desirable if a single cut can be derived which is stronger than the set of cuts in (5.11). To this end, consider a linear combination of the multiple cuts where cut corresponding to each resistance is multiplied by x e,r as follows, Using the fact that the sum of resistance choices x e,r is 1 we can simplify cuts to, Additionally, for the problems considered in [13] the potential loss function φ r (·) is a monomial. In this case, the flowĨ computed using options (ii) and (iii) are identical. Consequently, the cut can be simplified similar to the approach used in deriving (5.15) from (5.14). The resulting cut can be strengthened as in (5.6) yielding the same cut in (5.15). For our class of problems, options (ii) and (iii) yield the same strengthened cut. It remains to be seen for general class of problems if one of them has a better computational performance. In our computational experience, option (i) has turned out to be inferior compared to options (ii) or (iii). In the following, we show that (5.15) are valid inequalities for (5.2). Lemma 5.2. Suppose Assumptions (A1) and (A2) hold. Then, the linearizations in (5.15) are well-defined.
Lg
Proof. Assumptions (A1) and (A2) imply that φ r (I) is strictly monotonically increasing and convex in I. Hence, for any resistance choice r we have that φ r (Ĩ r ) − φ r (Ĩ r )Ĩ r is strictly monotonically decreasing and non-positive (from (5.8)). Hence, there exists an uniqueĨ r for each r =r such that
This proves the claim. Lemma 5.3. Suppose Assumptions (A1) and (A2) hold. Then, the linearization in (5.15) is a valid inequality for (5.2).
Proof. Consider an integer feasible point y of (mMILP). The constraints in (mMILP) require that at an integer feasible point, only one of x e,r = 1 for each e ∈ E. Suppose without loss of generality that at the integer feasible point for an edge e, x e,r = x dir e = 1. Hence, only I + e,r can be non-zero for edge e. Then, the linearization in (5.15) reduces to
which is the evaluation at y of the outer-approximation to g The following can be inferred from (5.21) using (5.22), (CVXNLP(r) ) at Integral Nodes. In the standard LP/NLP-BB algorithm, the nonlinear program that is solved at an integral node is derived by fixing the binary variables in the MINLP to (x s , x dir,s ). At a node s where (x s , x dir,s ) are integral, Algorithm 1 solves (CVXNLP(r)) with r = r s to determine the potentials and flows, (π nlp , I nlp ) that satisfy the network analysis equations(NLNEQN(r)). The flow directions determined by the MILP algorithm x dir,s are ignored. The modification is motivated by the following observations:
Solving
• Given a set of resistance choices for the edges r s , the network analysis problem uniquely determines the flow directions on every edge in the network.
• The objective function is independent of the flow directions and only depends on the resistance choices. If (π nlp , I nlp ) satisfies the bounds on flows and potentials, the second observation guarantees that the MILP algorithm will not visit another integral node s with x s = x s and x dir,s = x dir,s , since the node s will not yield a better objective function. At an integral node, (5.3) invalidates the choice of resistances when the solution of network analysis problem (CVXNLP(r)) violates the bounds on flows and potentials. This again is a departure from the standard LP/NLP-BB algorithms. We show in the following that this is a valid cut for (2.3). This cut is called the no-good cut [7] .
Lemma 5.5. Suppose Assumption (A1) holds. Further, suppose that at an integral node s the solution to the network analysis problem defined by the resistance choices r s , where r s e = r : x s e,r = 1 ∀ e ∈ E, violates the bounds on flows and potentials. Then, the cut defined by (5.3) is a valid cut for (2.3) .
Proof. At a node s where (x s , x dir,s ) is integral, (5.3) invalidates the choice of resistances if the bounds on potentials and flows are violated by the solution to (CVXNLP(r)). By Theorem 3.1 we have that solution to the network analysis problem NLNEQN(r s ) is unique. Hence, the choice of edge resistances r s can be invalidated regardless of the choice of direction variables, x dir,s . This proves the claim.
Convergence to Global
Optimum. We will state the main result on the convergence of the algorithm to global optimum below.
Theorem 5.6. Suppose Assumptions (A1)-(A2) and (S1)-(S2) hold. Further, suppose (2.3) is feasible and cuts are added as described in NodeCuts. Then Algorithm 1 with the node linearization routine in Algorithm 2 converges to the globally optimal solution of MINLP in (2.3) .
Proof. Lemma 4.1 shows that (4.6) is a convex relaxation of (2.3). Lemma 5.4 shows that the linearizations added by Algorithm 2 do not cut off the feasible region of (2.3). Lemma 5.5 proves the validity of the cut (5.3). From the above arguments, it is clear that Algorithm 1 does not cut off any choice of resistances r such that the solution of the network analysis (CVXNLP(r)) satisfies the bounds on potential and flow. Hence, algorithm converges to the globally optimal solution.
6. Repair and Initilization Procedures. MILP algorithms incorporate a number of heuristics, such as the feasibility pump [19] or relaxation induced neighborhood search, for finding good feasible solutions at the root node as well as at intermediate nodes. The feasible solutions allow pruning the search tree and are critical to the computational efficiency. Similar algorithms have also been devised for MINLP problems [11, 17, 12] in recent years. These approaches typically require the solution of a related MILP which can be quite expensive. Exploiting the problem structure in nonlinear network design problems we developed a heuristic procedure that is computationally cheaper in obtaining feasible solutions. We will first describe the Repair procedure mentioned in Algorithm 1. The initialization procedure is based on calling Repair repeatedly in an attempt to yield a sequence of feasible resistance choices with decreasing objective values. The details of both procedures are given below.
6.1. Repair Procedure. In Algorithm 1 we call the procedure Repair (Line 25) when the network analysis solution for a given set of resistance choices r violates the bounds. The procedure attempts to find a feasible set of resistance choices in the neighborhood of r. The details of this procedure are provided in Algorithm 3. In the following we will use (π nlp , I nlp ) to denote the potential and flows that result from solving (CVXNLP(r)). In our experience we have found that the most common type of violations are: (i) maximum flow bound and (ii) minimum potential bound violations. The algorithm handles the violations as explained below.
• Flow Bound Violation: By Assumption (A3) we have that I max e,r increases with index r. Hence, for an edge that violates the flow upper bound we can expect to reduce bound violation by increasing r.
• Minimum Potential Bound Violation: In this case we also account for the flow direction on the edges connecting to the node that violates the bound. Specifically, we increment the resistance index r e for an edge for which only the downstream node violates the minimum potential bound. This change will amount to decreasing the potential loss on edge e if the flow direction is unchanged. In both cases we address the infeasibility by increasing the index r e (or equivalently, decreasing the value of the resistances) which results in increasing the objective (since c r < c r+1 by Assumption (A3)). So the procedure results in a sequence of resistance choices {r l } in which the edge resistances are monotonically decreasing (r by Assumption (A3)) and objective value is monotonically increasing with l. The choice of downstream node for potential violation is motivated by the following observation which holds for tree networks. In tree networks, the flow directions on edges can be prescribed a priori independent of the choice of r. We will consider three different cases: ). Similarly, decreasing the resistance on edge e (incrementing the index r e ) only have serve to increase the potential at node j and other nodes downstream of it while leaving node i's potential unchanged. Instead picking a node that is upstream of i will affect potential at both nodes. ). In this case, decreasing the resistance on edge e (incrementing the index r e ) will increase the potential at node j and decrease the bound violation. For the case of potental bound violation, the approach takes a minimal approach to resistance changes. For general networks, it is difficult to predict the flow directions that will result from changing r. A single resistance change on an edge can affect the flow directions in the entire network. The algorithm is structured so that flow bound violations are rectified before addressing potential bound violations. The algorithm proceeds to the next iteration if at least one of the edge resistances is modified. It is possible to find instances where edge resistances cannot be decreased further since r l e = n r for all edges e that are identified for modification. In such cases, the algorithm terminates without a feasible solution. Since resistance changes in our procedure always increase objective value we terminate the procedure with no solution if the resulting objective value exceeds the value of a previously known solution (η best ). Though the algorithm is not guaranteed to find a feasible solution even if one exists, our computational experience has been quite encouraging (see Section 7).
6.2. Initialization Procedure. We utilize the Repair procedure to find an initial set of resistances for the edges that can serve as a feasible solution for the optimization algorithm. The InitialSoln procedure is designed to execute a certain number of rounds, rnds max . In each round of the algorithm, the edges are randomly assigned a resistance choice. The Repair algorithm is called to obtain a feasible set of resistances as described in the previous section. Given a set of random assignments r the Repair procedure, if successful returns r which satisfies potential and flow bounds but has equal or higher objective value. As part of the InitialSoln procedure it is desirable to produce feasible resistance choices in each round with decreasing objective values. In order to favor this we invoke a greedy hueristic, once a feasible set of resistances has been found, to modify the random assignment resistances until a set of resistances with objective value that is a fraction of the objective value of the best feasible solution found thus far (refer Steps 7 − 10). In our experience, the procedure has been effective in finding good initial feasible solutions.
7. Computational Results. The algorithm presented in the previous section has been implemented using the MILP solver IBM-ILOG CPLEX [26] C-callable libraries. The user cut generation routine has been implemented using the routine CPXcutcallback available within IBM-ILOG CPLEX [26] . This routine satisfies the Assumption (S). The Repair procedure returns the feasible set of resistances (incumbent) to the solver using the CPXheurcallback routine. The network analysis problem solved at integral nodes have been solved using the convex formulation (CVXNLP(r)). The NLP solver IPOPT [32] was used for solving (CVXNLP(r)). All computations have been performed on Pentium Duo Core machine with 2.63 GHz processor and 3 GB RAM. The convergence criteria for all problems was 0.0% optimality gap. The time limit varied according to the problem sizes.
The problem instances considered are design of pipe sizes in hydraulic circuits [13] . It can be easily verified that the potential loss function defined in [13] satisfies Assumption (A). Table 7 .1 provides information on the size for each of the problem instances.
7.1. Initialization Procedure. We will describe the results from using the initialization procedure InitialSoln on all the problems instances. In all cases the maximum number of rounds rnds max = 20, the maximum number of iterations iter max = 20 and fraction α = 0.85 was used. Table 7 .2 provides detailed information on the objective value of the best feasible solution returned by the InitialSoln procedure (column: Best Obj), total number of NLPs solved (column: # NLPs) and computational time (column: CPU time). We also provide in the table the root node objective (column: Root Obj) to indicate the initial gap at the root node. The computational effort required to generate the initial feasible solutions is small (< 3 mins) for all instances. The problem instance newyork is one in which all edges already have diameters and design problem is to find if edges are to be reinforced with another pipe. This is the reason why the root node objective value is 0.0.
Performance on Moderate
Instances. We will describe the computational results for the moderate sized problems -shamir, hanoi, newyork and blacksburg. Table 7 .3 presents results from solving a subset of the problems in Table 7 .1 using Algorithm 1 with linearizations defined by (5.15). The parameters in the algorithm are chosen as:
−3 , M oa = 5 iter max = 50 (for Repair algorithm) (7.1) Table 7 .3 shows that the algorithm can solve all of the moderate instances to global optimality and within 5 minutes. The objective function values at the global optimal solution coincide with the best solutions reported in [13] . However, the algorithm in [13] was based on a non-convex MINLP algorithm and was unable to certify the global optimality of the reported solutions.
To emphasize the effectiveness of the approach described, consider the following two versions of the algorithm without the enhancements described herein.
• V1: Cut defined in (5.6) is used for node linearizations
• V2: The constraint (4.5), modeling the limit on the potential loss, is removed and cut defined in (5.15) is used for node linearizations. Table 7 .4 shows the computational results on the moderate instances for the two versions described above. The results show that V1 is unable to solve 3 of the instances to global optimality. The instances hanoi and newyork terminate with out-of-memory error while blacksburg reaches time limit of 4 hours. This clearly shows that the stronger cut (5.15) is critical to the performance of Algorithm (1). On the other hand version V2 has the stronger cut (5.15) but the inequality limiting the potential loss (4.5) is removed. Version V2 is able to solve all problems to global optimality but does worse in terms of number of nodes explored on all problems except shamir. Also, the computational time is significantly higher for V2 on hanoi and newyork. This emphasizes the importance of constraint (4.5). A refinement of these constraints are possible if the lower and upper bounds on flows can be refined as is done in a spatial branch and bound algorithm. This presents an opportunity to employ spatial brach and bound algorithms in a future investigation.
7.3. Performance on Larger Instances. Table 7 .5 shows the results from solving the larger problem instances. The algorithm parameters are as given in (7.1). The computational time limit was set to 4 hours for these set of problems. We also limited the number of nodes explored to 165, 000 to ensure a recoverable termination. All instances other than modena terminate on reaching the node exploration limit. Relaxing this limit results in an unrecoverable out-of-memory error. In the larger instances, we have observed that in these larger problem instances the algorithm seldom reaches an integer feasible node. Consequently, the upper bound on the optimal objective value rarely improves and this affects the overall efficiency of the algorithm. We employ a heuristic procedure which is essentially a call to Repair procedure after every 500 nodes. The Repair procedure requires an initial set of resistance choices which is determined as follows. Denote by y the solution of the relaxed LP at the node at which the heuristic is invoked. The initial set of resistance choices r is chosen as r e := min r=1,...,nr {x e,r |x e,r ≥ 1 n r }.
Further, we do not invoke the Repair procedure if the objective value of choices above is greater than the best feasible solution obtained thus far. We have observed that this procedure is effective in finding feasible solutions. The computational effort is also quite small compared with more general heuristic procedures such as feasibility pump [11, 17] or relaxation induced neighborhood search [12] . From the Table 7 .5 it is clear that the algorithm was unable to solve any of the instances to global optimality. Table 7 .1 Description of the problem instances from [13] . # vars -number of variables, # bin varsnumber of binary variables, # cons -number of constraints corresponding to the MINLP formulation in (4.6). Results from using Algorithm 1 with linearizations defined by (5.15). Best Obj -objective of best feasible solution returned on termination, Opt Gap (%) -optimality gap at termination of the algorithm defined as (Best Obj -LB Obj)/(Best Obj)*100 where LB Obj is the value of the lower bound at termination, #
OA cuts -total number of cuts defined in (5.15) added to the search tree, # NLPs -total number of NLPs solved, # Repair NLPs -number of NLPs solved by Repair procedure, # OA cuts -number of cuts added, CPU time (s) -total computational time in seconds, # Nodes -number of nodes explored in the search tree. Computational results for algorithms versions V1 and V2. For an explanation of column names refer to caption in Table 7 Results from using Algorithm 1 with node linearizations defined by (5.15). For an explanation of column names refer to caption in Table 7 .3. LB Objobjective value of the lower bound at termination, n -limit of number of nodes in search tree reached, t -time limit reached.
From [13] Algorithm 1 (w/ heuristic) Comparison of the computational performance between Algorithm 1 with heuristic of calling Repair procedure every 500 nodes and Algorithm 1 without the heuristic. The first column provides the best objective value obtained by the approach described in [13] . In the above, * refers to the approach that has the lowest objective value among approach in [13] and our variants of Algorithm 1.
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