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Malliavin diﬀerentiability and strong solutions for a
class of SDE in Hilbert spaces
F. Flandoli, T. Nilssen, F.N. Proske
Abstract
We consider a class of Hilbert-space valued SDE’s where the drift coeﬃcients are non-
Lipschitzian in the sense of Ho¨lder-continuity. Using a novel technique based on Malliavin
calculus we show in this paper the existence and uniqueness of a mild solution to such
equations. We emphasize that our approach does not rely on the Yamada-Watanabe
principle. Moreover our method gives the important additional insight that the obtained
solution is Malliavin diﬀerentiable - a property which was recently shown to play a crucial
role in the study of the geometry of certain optimal causal transference plans, [12].
1 Introduction
In a separable Hilbert space H, consider the stochastic diﬀerential equation
dXt = AXtdt+B(t,Xt)dt+
￿
QdWt, X0 = x (1)
where A : D(A) ⊂ H → H is the infinitesimal generator of a C0-semigroup etA, t ≥ 0;
B : [0, T ] × H → H is continuous, W is a cylindrical Wiener process. If the operator
Qt =
￿ t
0 e
sAQesA
∗
ds is trace class, and suitable linear growth conditions on B are assumed,
weak existence is known for equation (1), see [5].
The aim of this paper is to prove Malliavin diﬀerentiablility and a direct proof of strong
existence, under additional assumptions on (A,B) stated in section 1.1. On B we assume
Ho¨lder continuity in x uniformly in t. On A we assume certain non-degeneracy condition
related to null-controllability. See [2] for the case of Ho¨lder-coeﬃcients. For merely bounded
and measurable coeﬃcients, see [9] and the recent work in [3].
1.1 Notations and assumptions
Norm and inner product in H will be denoted | · | and ￿·, ·￿. A complete orthonormal system
{en}n≥1 in H is assumed to be fixed. If ϕ : H → H , we shall denote its components with
respect to {en}n≥1 by ϕn: ϕn(x) = ￿ϕ(x), en￿.
Given α, T > 0, we shall denote by C([0, T ];Cαb (H,H)) the space of all functions G :
[0, T ]×H → H which are continuous and bounded in (t, x), and such that there exists C > 0
such that
|G(t, x)−G(t, y)| ≤ C|x− y|α, x, y ∈ H, t ∈ [0, T ].
We denote by ￿G￿α,T or simply ￿G￿α the norm
￿G￿α = sup
t∈[0,T ], x∈H
|G(t, x)|+ sup
t∈[0,T ]
sup
x ￿=y∈H
|G(t, x)−G(t, y)|
|x− y|α
1
We use the notation ￿Gn￿α also for the similar norm of the componentsGn(t, x) = ￿G(t, x), en￿.
We denote by Lip(H,H) the space fo globally Lipschitz continuous maps on H.
Let us now list the assumptions of this paper:
1. The operator A is selfadjoint, with compact resolvent, and Aen = −αnen, with non-
decreasing positive {αn}n≥1 such that
∞￿
n=1
1
α1−δn
<∞ (2)
2. B ∈ C([0, T ];Cαb (H,H)) for some α, T > 0.
3.
etA(H) ⊂ Q1/2t (H) for all t > 0 (3)
4. The well defined bounded operator Λt = Q
−1/2
t e
tA satisfies￿ T
0
￿Λt￿1+θdt <∞ (4)
for some θ ≥ max(α, 1− α).
Remark 1 From assumption (4) we have, in paricular,￿ T
0
￿Λt￿1+αdt <∞,
￿ T
0
￿Λt￿2−αdt <∞
2 Idea of the method
In this section we do not care about the rigor of the computations. The aim is to explain the
idea.
For ever n, consider the following (backward) PDE in H of Kolmogorov type, on some
interval [0, T ]:
∂Un
∂t
+
1
2
Tr
￿
D2UnQ
￿
+ ￿Ax,DUn￿+ ￿B,DUn￿ =Bn (5)
Un(T, x) =0
Notice it is a non-homogeneous equation, opposite to the usual equations of Kolmogorov
type; the right-hand-side Bn is the n-component of B. If Un is a suﬃciently regular solution,
from Itoˆ‘s formula we get
dUn(t,Xt) = Bn(t,Xt)dt+ ￿DUn(t,Xt), Q1/2dWt￿
= ￿B(t,Xt)dt+DU(t,Xt)Q1/2dWt, en￿
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namely
dU(t,Xt) = B(t,Xt)dt+DU(t,Xt)Q
1/2dWt
where U(t, x) =
￿
n Un(t, x)en and where we have used the PDE above. About our vector-
valued notations, let us stress that U(t, ·) : H → H, hence DU(t,Xt) ∈ L(H,H). Moreover,
for every v ∈ H,
￿DU(t,Xt)v, en￿ = ￿DUn(t,Xt), v￿.
Formally speaking, the previous identity gives us a formula for B(t,Xt)dt:
B(t,Xt)dt = dU(t,Xt)−DU(t,Xt)Q1/2dWt.
We put this formula in equation (1) and get
dXt = AXtdt+ dU(t,Xt)−DU(t,Xt)Q1/2dWt +Q1/2dWt.
Now we follow the usual variation of constant method and get:
dse
(t−s)AXs =e(t−s)AdU(s,Xs)
+e(t−s)AQ1/2dWs − e(t−s)ADU(s,Xs)Q1/2dWs
namely
Xt − etAx =
￿ t
0
e(t−s)AdU(s,Xs)
+
￿ t
0
e(t−s)AQ1/2dWs −
￿ t
0
e(t−s)ADU(s,Xs)Q1/2dWs.
Integrating by parts the first integral we finally get the equation
Xt = e
tA(x− U(0, x)) + U(t,Xt) +
￿ t
0
Ae(t−s)AU(s,Xs)ds
+
￿ t
0
e(t−s)AQ1/2dWs − It(X) (6)
where
It(X) :=
￿ t
0
e(t−s)ADU(s,Xs)Q1/2dWs. (7)
The non-regular drift B has been removed from the equation, this is the point of the trick.
Several new terms appear, which however will be proved to have good Lipschitz properties.
In order to make rigorous this program we need: i) to solve the PDE (5) in a suﬃciently
regular space to be able to perform the previous computations (one bounded derivative plus
an approximation argument is suﬃcient for this); ii) to prove that all the terms in equation
(6) are Lipschitz continuous in the space variable (for this we need a uniform control of first
and second derivatives). Morover, we need that the Lipschitz constant of the term U(t,Xt)
is small; we get this by taking small T and using the condition Un(T, x) = 0.
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3 H-valued Ornstein-Uhlenbeck semigroup
Let Rt be the Ornstein-Uhlenbeck semigroup, defined on Bb(H) as
Rtϕ(x) = E[ϕ(Z
x
t )], ϕ ∈ Bb(H)
dZxt = AZ
x
t dt+Q
1/2dWt, Z
x
0 = x.
See [6], Chapter 6, for an extensive analysis of it. We introduce the analogous semigroup on
H-valued functions:
RtΦ(x) = E[Φ(Zxt )], Φ ∈ Bb(H,H).
We have
￿RtΦ(x), h￿ = Rtϕh(x), ϕh(x) = ￿Φ(x), h￿, h ∈ H
Theorem 2 Under the assumption (3), we have
Φ ∈ UCb(H,H)⇒ RtΦ ∈ UC2b (H,H)
for all t > 0. The diﬀerential DRtΦ(x) ∈ L(H,H) at a given point x ∈ H is the linear
opeartor given by
DRtΦ(x)g =
￿
H
￿Λtg,Q−1/2t y￿Φ(eAtx+ y)NQt(dy) (8)
or
￿DRtΦ(x)g, h￿ = ￿DRtφh(x), g￿
=
￿
H
￿Λtg,Q−1/2t y￿φh(eAtx+ y)NQt(dy)
for all t > 0, g, h ∈ H. The second derivative D2RtΦ(x) ∈ L(H,L(H,H)) at a given point
x ∈ H, is given by (recall that D2RtΦ(x) is a linear operator in H, for every g ∈ H)
[D2RtΦ(x)g]k (9)
=
￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿
Φ(etAx+ y)NQt(dy)
or
￿[D2RtΦ(x)g]k, h￿ = ￿D2Rtφh(x)g, k￿
=
￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿
φh(e
tAx+ y)NQt(dy)
for all t > 0, g, k, h ∈ H. If Φ ∈ UC1b (H,H) then
￿[D2RtΦ(x)g]k, h￿ =
￿
H
￿Λtk,Q−1/2t y￿￿Dφh(etAx+ y), etAg￿NQt(dy).
Finally,
￿DRtΦ(x)￿ ≤ ￿Λt￿￿Φ￿0 (10)
￿D2RtΦ(x)￿ ≤
√
2￿Λt￿2￿Φ￿0 (11)
￿D2RtΦ(x)￿ ≤ ￿etA￿￿Λt￿￿Φ￿1 (12)
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Proof. Step 1. Let us chech that the right hand side of (8), namely the mapping
g ￿→ It,xg :=
￿
H
￿Λtg,Q−1/2t y￿Φ(eAtx+ y)NQt(dy)
defines a linear bounded operator in H; x ∈ H and t > 0 are given. The integral is a well
defined element of H, because￿
H
￿￿￿￿Λtg,Q−1/2t y￿Φ(eAtx+ y)￿￿￿2NQt(dy)
≤ ￿Φ￿20
￿
H
￿￿￿￿Λtg,Q−1/2t y￿￿￿￿2NQt(dy).
Linearity of It,x is clear; in addition, from this estimate it follows that It,x is bounded, and
￿It,x￿ ≤ ￿Λt￿￿Φ￿0. So inequality (10) well be true when we can say that It,x = DRtΦ(x).
Step 2. Let us prove that RtΦ is diﬀerentiable at x and It,x is the diﬀerential. We
have, for g, h ∈ H,
￿RtΦ(x+ g)−RtΦ(x)− It,xg, h￿
= Rtφh(x+ g)−Rtφh(x)−
￿
H
￿Λtg,Q−1/2t y￿φh(eAtx+ y)NQt(dy).
Now, by Theorem 6.2.2 of [6],
Rtφh(x+ g)−Rtφh(x) =
￿ 1
0
￿DRtφh(x+ sg), g￿ds￿ 1
0
￿
H
￿Λtg,Q−1/2t y￿φh(eAt(x+ sg) + y)NQt(dy)ds￿
H
￿Λtg,Q−1/2t y￿
￿￿ 1
0
φh(e
At(x+ sg) + y)ds
￿
NQt(dy).
Thus we have
￿RtΦ(x+ g)−RtΦ(x)− It,xg, h￿￿
H
￿Λtg,Q−1/2t y￿
￿￿ 1
0
φh(e
At(x+ sg) + y)− φh(etAx+ y)ds
￿
NQt(dy)
≤
￿￿
H
￿Λtg,Q−1/2t y￿2NQt(dy)
￿1/2
￿￿
H
￿￿ 1
0
φh(e
At(x+ sg) + y)− φh(etAx+ y)ds
￿2
NQt(dy)
￿1/2
≤ |Λg|ωt(g) ≤ ￿Λt￿|g|ωt(g)
where
ωt(g) = sup
s∈[0,1],x,y∈H
|Φ(etA(x+ sg) + y)− Φ(etAx+ y)|.
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Since Φ ∈ UCb(H,H),
lim
g→0ωt(g) = 0
and thus RtΦ is diﬀerentiable at x with diﬀerential It,x. One can check that the diﬀerential
is uniformly continuous in x. Clearly, by (10), it is also bounded. Thus we have proved
RtΦ ∈ UC1b (H,H) and all claims about DRtΦ.
Step 3. For given t, x let us analyze the right-hand-side of (9). Following [6], Lemma
6.2.7, for every bounded measurable ϕ : H → R, let us introduce the linear operator Gt,xϕ in
H defined as (we use diﬀerent notations for the Gaussian measure with respect to the quoted
reference)
￿Gt,xϕ α,β￿ =
￿
H
￿
￿α, Q−1/2t y￿￿β, Q−1/2t y￿ − ￿α,β￿
￿
ϕ(etAx+ y)NQt(dy).
It is prove in [6] that Gt,xϕ is even Hilbert-Schmidt, with Hilbert-Schmidt norm bounded by
2￿ϕ￿0. Therefore, in particular, Gt,xϕ is a bounded linear operator with norm
￿Gt,xϕ ￿ ≤ 2￿ϕ￿0.
To understand the right-hand-side of (9), let us introduce the linear mapping in H
k ￿→ Jt,x,gk :=
￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿
Φ(etAx+ y)NQt(dy).
We have
|￿Jt,x,gk, h￿￿ = |￿Gt,xϕhΛtg,λtk￿| ≤ ￿Gt,xϕh￿|Λtg||Λtk| ≤ 2￿ϕh￿0￿Λt￿2|g||k|
≤ 2￿Λt￿2￿Φ￿0|g||k||h|.
Thus Jt,x,g is bounded and
￿Jt,x,g￿ ≤ 2￿Λt￿2￿Φ￿0|g|.
Therefor g ￿→ Jt,x,g is a bounded linear operator from H to L(H,H), denoted by Jt,x in the
sequel of the proof (we have Jt,xg = Jt,x,g), and
￿Jt,x￿L(H,L(,H,H)) ≤ 2￿Λt￿2￿Φ￿0.
If we prove that Jt,x is D2RtΦ(x), we have also proved inequality (11).
The proof of (12) is similar and based on the Hilbert-Schimdt property mentioned above.
Step 4. Given t, x, let us prove that DRtΦ is diﬀerentiable at x, and its diﬀerential is
Jt,x. Recall that ￿DRtΦ(x)g, h￿ is equal to ￿DRtφh(x), g￿. We have, for g, h, k ∈ H,
￿[DRtΦ(x+ g)−DRtΦ(x)]k, h￿ = ￿DRtφh(x+ g)−DRtφh(x), k￿
hence, by Proposition 6.2.2 of [6] this equals,￿ 1
0
￿D2Rtϕh(x+ sg)g, k￿ds
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=￿ 1
0
￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿
φh(e
tA(xsg) + y)NQt(dy)ds
=
￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿￿￿ 1
0
φh(e
tA(xsg) + y)ds
￿
NQt(dy).
Moreover,
￿[Jt,xg]k, h￿ =
￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿
φh(e
tAx+ y)NQt(dy).
Therefore
￿[DRtΦ(x+ g)−DRtΦ(x)− Jt,xg]k, h￿￿
H
￿
￿Λtg,Q−1/2t y￿￿Λtk,Q−1/2t y￿ − ￿Λtg,Λtk￿
￿
ψt,x,g,h(y)NQt(dy)
= ￿Gψt,x,g,hΛtg,Λtk￿
where
ψt,x,g,h(y) =
￿ 1
0
[ϕh(e
tA(x+ sg) + y)− ϕh(etAx+ y)
Hence, by Lemma 6.2.7 of [6],
|￿[DRtΦ(x+ g)−DRtΦ(x)− Jt,xg]k, h￿| = |￿Gψt,x,g,hΛtg,Λtk￿|
≤ 2￿ψt,x,g,h￿0￿Λt￿2|g||k|.
But
|ψt,x,g,h(y) ≤ |h|
￿ 1
0
[Φ(etA(x+ sg) + y)− Φ(etAx+ y)]dsleq|h|ωt(g)
as in step 2. Therefore DRtΦ is diﬀerentiable at x and D2RtΦ is Jt,x. One can check
that D2RtΦ is uniformly continuous in x. By (11), it is also bounded. We have proved
RtΦ ∈ UC2b (H,H) and all claims about D2RtΦ when Φ ∈ UCb(H,H). The proof of the
claims on D2RtΦ when Φ ∈ UC1b (H,H) is similar and based on Proposition 6.2.9 of [6]. We
do not give the details. The proof is complete.
4 Non homogenuous Kolmogorov equation
In this section we assume the conditions on A,B,Q stated in the introduction and section
1.1 and we study the sequence on non-homogeneous Kolmogorov equations in H
∂Un
∂t
=
1
2
Tr
￿
D2UnQ
￿
+ ￿Ax,DUn￿+ ￿B,DUn￿+Gn (13)
Un(0, x) =0
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where Gn are the components of a function G ∈ C([0, T ];Cαb (H,H)). In this section we use
forward notations for the PDE, for the sake of simplicity. The final result will apply to the
backward PDE (5) (in particular, the assumption B ∈ C([0, T ];Cαb (H,H)) is invariant by
time reversal).
We also show that the H-valued function U(t, x) =
￿
n Un(t, x)en has a meaning and we
analyze its properties.
We interpret the PDE (13) as the integral equation
Un(t, x) =
￿ t
0
Rt−s(￿B(s), DUn(s)￿+Gn(s))(x)ds. (14)
Here we write B(s) for B(s, ·) and so on. Let us introduce alse the H-valued equation
U(t, x) =
￿ t
0
Rt−s(￿B(s), D￿U(s) +G(s))(x)ds. (15)
where we have denoted
￿
n en￿B(s), DUn(s)￿ by ￿B(s), D￿U(s).
We can state the main result of this section. The regularity we prove for U is not optimal,
and the theorem is restricted for simplicity of exposition to small T ‘s.
Theorem 3 Under the assumptions of section 1.1, given
B,G ∈ C([0, T ];UCb(H,H)),
for T small enough there exists a unique solution U of equation (15) in C([0, T ];UC1b (H,H)).
If we put KT := ￿DU￿0, then
lim
T→0
KT = 0.
Moreover, DU ∈ C([0, T ];Cθb (H,H)), θ such that assumption (4) hold.
If in addition B,G ∈ C([0, T ];Cαb (H,H)) for some α > 0, then U ∈ C([0, T ];UC2b (H,H)).
Finally, there is a constant CT > 0 such that
￿D2Un￿0 ≤ CT ￿Gn￿α (16)
for every n ∈ N.
Proof. Step 1. Consider the map L defined as
LU(t, x) =
￿ t
0
Rt−s(￿B(s), D￿U(s) +G(s))(x)ds.
It is defined on functions U ∈ C([0, T ];UC1b (H,H)). It is easy to check that LU ∈ C([0, T ];UCb(H,H)).
But we also have the bound￿ t
0
￿DRt−s(￿B(s), D￿U(s) +G(s))(x)￿ds
≤
￿ t
0
￿Λt−s￿￿￿B(s), D￿U(s) +G(s)￿0ds
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≤ (￿B￿0￿DU￿0 + ￿G￿0)
￿ t
0
￿Λs￿ds
which implies LU ∈ C([0, T ];UC1b (H,H)) and
DLU(t, x) =
￿ t
0
DRt−s(￿B(s), D￿U(s) +G(s))(x)ds.
Since limT→0
￿ T
0 ￿Λ￿ds = 0, and the map L is linear, it is a contraction in C([0, T ];UC1b (H,H))
for suﬃciently small T (one has to use also an estimate on U in the norm of C([0, T ];UCb(H,H))).
Moreover, if U is a solution, then
DU(t, x) =
￿ t
0
DRt−s(￿B(s), D￿U(s) +G(s))(x)ds (17)
hence
￿DU￿0 ≤ (￿B￿0￿DU￿0 + ￿G￿0)
￿ t
0
￿Λs￿ds
hence, for T such that ￿B￿0
￿ T
0 ￿Λ￿ds ≤ 1/2 we have
1
2
￿DU￿0 ≤ ￿G￿0
￿ t
0
￿Λs￿ds
which proves limT→0KT = 0. We have proved the first claims of the theorem.
Step 2. Let us recall a result from interpolation theory developed in [6], Chapter 2.
From Theorem 2.3.3 and the remarks at the beginning of section 2.3.3, for every θı(0, 1) there
is a constant Cθ > 0 such that
￿ϕ￿θ ≤ Cθ￿ϕ￿1−θ0 ￿ϕ￿θ1
for every ϕ ∈ UC1b (H,R). The same result is true for Φ ∈ UC1b (H,H). Indeed, for every
h ∈ H the function ϕh = ￿Φ(·), h￿ belongs to UC1b (H,R), hence
|￿Φ(x)− Φ(y), h￿ ≤ Cθ￿ϕh￿1−θ0 ￿ϕh￿θ1|h||x− y|θ.
But ￿ϕh￿0 ≤ ￿Φ￿0|h| and ￿ϕh￿1 ≤ ￿Φ￿1|h|. Hence
|￿Φ(x)− Φ(y), h￿ ≤ Cθ￿Φ￿1−θ0 ￿Φ￿θ1|h||x− y|θ
which implies
￿Φ￿θ ≤ Cθ￿Φ￿1−θ0 ￿Φ￿θ1.
We also have
￿Φ￿θ ≤ Cθ￿Φ￿1−θ0 ￿DΦ￿θ0 + Cθ￿Φ￿0.
Similary, if Φ ∈ UC2b (H,H), we have
￿DΦ￿θ ≤ Cθ￿DΦ￿1−θ0 ￿D2Φ￿θ0 + Cθ￿DΦ￿0.
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Step 3. Let us apply the previous interpolation inequality to RtΦ, Φ ∈ UCb(H,H),
t ≥ 0, with θ ∈ (0, 1):
￿DRtΦ￿θ ≤ Cθ￿DRtΦ￿1−θ0 ￿D2RtΦ￿θ0 + Cθ￿DRtΦ￿0
≤ Cθ(￿Λt￿￿Φ￿0)1−θ(
√
2￿Λt￿2￿Φ￿0)θ + Cθ￿Λt￿￿Φ￿0
≤ C ￿θ(￿Λt￿1+θ + 1)￿Φ￿0
for a new constant C ￿θ > 0, where we have used inequalities (10) and (11) . Thus from (17)
we have
￿DU(t)￿θ ≤
￿ t
0
￿DRt−s(￿B(s), D￿U(s) +G(s)￿θds
≤
￿ t
0
C ￿θ(￿Λt￿1+θ + 1)￿￿B(s), D￿U(s) +G(s)￿0ds
= C ￿θ￿￿B,D￿U +G￿0
￿ t
0
(￿Λt￿1+θ + 1)ds.
If θ satisfies the assumption of section 1.1, namely
￿ t
0 ￿Λt￿1+θds <∞, we deduce thatDU(t) ∈
Cθb (H,H) for each t ∈ [0, T ]. Easily one can check that DU ∈ C([0, T ], Cθb (H,H)).
Step 4. Assume now B,G ∈ C([0, T ], Cαb (H,H)). Since θ ≥ α (see section 1.1), we
know that ￿B,D￿U +G ∈ C([, T ], Cαb (H,H)). We use again an interpolation result of [6], see
the proof of Lemma 6.4.1: there exists C ￿￿α > 0 such that
￿D2Rtϕ(x)￿ ≤ C ￿￿α￿Λt￿2−α￿ϕ￿α
for all ϕ ∈ Cαb (H,R). It follows that
￿D2RtΦ(x)￿ ≤ C ￿￿α￿Λt￿2−α￿Φ￿α
for all Φ ∈ Cαb (H,H).
Using these fact, from (17) we have
￿D2U(t)￿ ≤
￿ t
0
￿D2Rt−s(￿B(s), D￿U(s) +G(s)￿ds
≤
￿ t
0
C ￿￿θ ￿Λt￿2−α￿￿B(s), D￿U(s) +G(s)￿αds
= C ￿θ￿￿B,D￿U +G￿α
￿ t
0
￿Λt￿2−αds
.
We have
￿ t
0 ￿Λt￿2−αds <∞ (see section 1.1), hence U ∈ C([0, T ];UC2b (H,H)).
Step 5. From (17) or directly from equation (14) we have
DUn(t, x) =
￿ t
0
DRt−s(￿B(s), DUn(s)￿+Gn(s))(x)ds
10
and thus
D2Un(t, x) =
￿ t
0
D2Rt−s(￿B(s), DUn(s)￿+Gn(s))(x)ds.
From the first one of these identities, with the same computations of step 1, we get (on the
interval [0, T ] found in step 1)
￿DUn￿0 ≤ C1￿Gn￿0.
As in step 3, we get
￿DUn￿α ≤ C2￿￿B,DUn￿+Gn￿0
and thus
￿DUn￿α ≤ (C1C2￿B￿0 + C2)￿Gn￿0.
Finally, from the equation for D2Un(t, x), exactly as in step 4, we prove
￿D2Un￿0 ≤ C3￿￿B,DUn￿+Gn￿α.
Putting together these estimates, we obtain (16). The proof is complete.
5 Malliavin Diﬀerentiability
5.1 Strong Uniqueness
We fix a filtered probability space (Ω,F , P ), {Ft}t∈[0,T ] such thatW is a Ft-cylindrical Brow-
nian motion on H. A mild solution of equation (1) is a process X = (X)t∈[0,T ], which is an
Ft-adapted continuous process in H and satisfies
Xt = e
tAx+
￿ t
0
e(t−s)AB(s,Xs)ds+
￿ t
0
e(t−s)A
￿
QdWs.
The stochastic integral is well defined since we have assumed Qt is of trace class.
The following rewriting is essential to our estimates:
Lemma 4 Under the assumptions of section 1.1, let U be the solution given by Theorem 3.
If X = (X)t∈[0,T ] is a mild solution of equation (1), then the equation (6) is satisfied.
Proof. Having now Theorem 3, the proof is the one given in Section 2. The only point is
the application of Itoˆ’s formula. In order to use elementary versions of it, one can introduce
the approximations
dXj,ht = AjX
j,h
t dt+B(t,X
j,h
t )dt+ Ph
￿
QdWt, X
j,h
0 = x
where Aj are the Yosida approximations of A, Phx =
￿h
i=1 xiei. The computations of Section
2 can be done on these approximations and then one can pass to the limit in the final equation.
We omit the details which are classical.
Using the previous lemma we proceed to prove pathwise uniqueness for the equation (1).
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Theorem 5 There exists a T > 0 such that pathwise uniqueness holds for (1) on [0, T ]. That
is, if X1 and X2 are two mild solutions, then we have for leb×P almost all (t, x) ∈ [0, T ]×Ω,
X1t (ω) = X
2
t (ω) .
Proof. Assume X1 and X2 are two milds solutions, and define Vt = X1t − X2t . Then, by
Lemma 4 we have￿ T
0
|Vt|2dt ≤ 3
￿ T
0
|U(t,X1t )− U(t,X2t )|2dt
+ 3
￿ T
0
|
￿ t
0
Ae(t−s)A[U(s,X1s )− U(s,X2s )]ds|2dt
+ 3
￿ T
0
|It(X1)− It(X2)|2dt.
From Theorem 3 we have
|U(t,X1t )− U(t,X2t )| ≤ KT |X1t −X2t |, t ∈ [0, T ].
To deal with the second term we use the maximal inequality
￿
￿ ·
0
Ae(·−s)Af(s)ds￿2L2(0,T ;H) ≤ CT ￿f￿2L2(0,T ;H)
where CT is a constant independent of f . Notice, however, that CT does not converge to 0
as T → 0. We then make the following estimate:￿ T
0
|Vt|2dt ≤ (3 + 3CT )KT
￿ T
0
|Vt|2dt+ 3
￿ T
0
|It(X1)− It(X2)|2dt.
For T small enough we thus have￿ T
0
|Vt|2dt ≤ 6
￿ T
0
|It(X1)− It(X2)|2dt,
and in particular ￿ T
0
E[|Vt|2]dt ≤ 6
￿ T
0
E[|It(X1)− It(X2)|2]dt.
The proof will be complete once we find an estimate on the right-and side of the previous
inquality. We have￿ T
0
E[|It(X1)− It(X2)|2]dt =
￿ t
0
￿e(t−s)A(DU(s,X1s )−DU(s,X2s ))
￿
Q￿2HSds.
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For the kernel, we write
￿e(t−s)A(DU(s,X1s )−DU(s,X2s ))
￿
Q￿2HS
=
￿
n,h≥1
￿e(t−s)A(DU(s,X1s )−DU(s,X2s ))
￿
Qeh, en￿2
=
￿
n,h≥1
e−2(t−s)αn￿(DUn(s,X1s )−DUn(s,X2s )),
￿
Qeh￿2
=
￿
n≥1
e−2(t−s)αn
￿
h≥1
￿￿Q(DUn(s,X1s )−DUn(s,X2s )), eh￿2
≤ ￿Q￿
￿
n≥1
e−2(t−s)αn |DUn(s,X1s )−DUn(s,X2s )|2
≤ ￿Q￿
￿
n≥1
e−2(t−s)αn￿DUn￿2∞|X1s −X2s |2
.
From Theorem 3 we have
￿DUn￿∞ ≤ CT ￿Bn￿α,
hence
E[|It(X1)− It(X2)|2] ≤ C2T ￿Q￿
￿ t
0
￿
n≥1
e−2(t−s)αn￿Bn￿2α|Vs|2ds.
Therefore
E[
￿ T
0
|It(X1)− It(X2)|2dt] ≤ C2T ￿Q￿
￿ T
0
￿ t
0
￿
n≥1
e−2(t−s)αn￿Bn￿2α|Vs|2ds
≤ C2T ￿Q￿￿B￿2α
￿ T
0
￿ T
s
￿
n≥1
e−2(t−s)αndt
 |Vs|2ds
≤ C2t ￿Q￿￿B￿2α
￿ T
0
￿
n≥1
e−2tαndt
￿ T
0
|Vs|2ds.
By assumption (2) we have limT→0
￿ T
0
￿
n≥1 e
−2tαndt = 0, so that for small enough T we
have
E[
￿ T
0
|Vs|2ds] = 0
which gives the result.
Notice that by the Yamada-Watanabe theorem, the previous theorem coupled with weak
existence is enough to guarantee strong existence of equation (1). We will not elaborate
further on this here.
In this paper we will however use Malliavin calculus to construct the solution. As a by-
product of the construction method, we will prove that the solution is Malliavin diﬀerentiable.
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5.2 Malliavin Diﬀerentiability
In the remainder of this section we want to use a compactness criterion for L2-functionals of
Wt based on Malliavin calculus (see Appendix, Theorem 14) to construct Malliavin diﬀeren-
tiable mild solutions to (1).
To this end we need some definitions and auxiliary results.
Denote by L2(H) the space of Hilbert-Schmidt operators from H into itself with norm
￿·￿HS . In what follows let M : D(M) ⊂ H −→ H be a non-negative self-adjoint operator
with existing compact inverse M−1. Further consider the space E obtained by completion
with respect to the norm ￿·￿E given by
￿K￿2E :=
￿
n≥1
￿KMen￿2
for K ∈ L2(H), if defined.
From now on we also assume that Q1/2M has a self-adjoint continuous extension to H
such that ￿￿￿e(t−u)AQ1/2￿￿￿2
E
≤ C 1
(t− u)1−δ (18)
for all t > u ≥ 0 and ￿￿￿e(t−u1)AQ1/2 − e(t−u2)AQ1/2￿￿￿2
E
≤ C 1
(t− u1)1−δ |u1 − u2|
µ (19)
for all t > u1 > u2 ≥ 0 and some µ > 0. Further we also assume that￿
H
￿￿￿e(u1−u2)Ay − y￿￿￿2NQs(dy) ≤ C |u1 − u2|η (20)
for all u1 > u2 ≥ 0, s ≥ 0 and some η > 0.
Remark 6 Since ￿K￿H.S. ≤ C ￿K￿E for all K ∈ E for a constant C depending on M we
also see that ￿￿￿e(t−u)AQ1/2￿￿￿2
H.S.
≤ C 1
(t− u)1−δ (21)
for all t > u ≥ 0, ￿￿￿e(t−u1)AQ1/2 − e(t−u2)AQ1/2￿￿￿2
H.S.
≤ C 1
(t− u1)1−δ |u1 − u2|
ϑ (22)
for all t > u1 > u2 ≥ 0.
The next result shows that if B in (1) is ”nice” then the E−norm of the Malliavin
derivative DuXt of Xt exists u-a.e., P−a.e.
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Lemma 7 Suppose that B ∈ C([0, T ];C1b (H,H)) in (1) . Further assume the conditions (18)
and (19). Then
E
￿￿ T
0
￿DuXt￿2E du
￿
≤ C(1
δ
T δ + exp
￿
2 sup
0≤r≤T
￿￿erA￿￿ sup
0≤s≤T
￿DB(s, ·)￿0 T
￿
)
for all 0 ≤ t ≤ T .
Proof. Since
Xt = e
tAx+
￿ t
0
e(t−s)AB(s,Xs)ds+
￿ t
0
e(t−s)AQ1/2dWs, 0 ≤ t ≤ T,
we find for all 0 ≤ u ≤ T that
DuXt =
￿ t
u
e(t−s)ADB(s,Xs)DuXsds+ e(t−u)AQ1/2, u ≤ t ≤ T.
So we obtain by Picard iteration that
DuXt
= e(t−u)AQ1/2 +
￿
n≥2
u≤s1<...<sn−1≤te
(sn−sn−1)ADB(sn−1, Xsn−1)...
e(s2−s1)ADB(s1, Xs1)e
(s1−u)AQ1/2ds1...dsn−1 (23)
in L2(Ω;L2(H)) for all u ≤ t ≤ T.
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Hence it follows from (23) t > u that
￿DuXt￿E
≤
￿￿￿e(t−u)AQ1/2￿￿￿
E
+
￿
n≥2
u≤s1<...<sn−1≤t sup
0≤r≤T
￿￿erA￿￿ ￿DB(sn−1, ·)￿0 ... (24)
sup
0≤r≤T
￿￿erA￿￿ ￿DB(s1, ·)￿0 ￿￿￿e(s1−u)AQ1/2￿￿￿
E
ds1...dsn−1
≤
￿￿￿e(t−u)AQ1/2￿￿￿
E
+
￿
n≥2
sup
0≤r≤T
￿￿erA￿￿n−1
· 1
(n− 1)!
￿
[u,T ]n−1
￿DB(sn−1, ·)￿0 · ... · ￿DB(s1, ·)￿0
￿￿￿e(s1−u)AQ1/2￿￿￿
E
ds1...dsn−1
≤
￿￿￿e(t−u)AQ1/2￿￿￿
E
+ C
￿
n≥2
1
(n− 1)!
￿
sup
0≤r≤T
￿￿erA￿￿ sup
0≤s≤T
￿DB(s, ·)￿0
￿n−1
(T − u)n−2
·
￿ T
u
1
(s1 − u)1−δ ds1
≤
￿￿￿e(t−u)AQ1/2￿￿￿
E
+ C(1 +
￿
n≥2
1
(n− 1)!
￿
sup
0≤r≤T
￿￿erA￿￿ sup
0≤s≤T
￿DB(s, ·)￿0 T
￿n−1
)
1
δ
(T − u)δ 1
T
≤
￿￿￿e(t−u)AQ1/2￿￿￿
E
+ CT,δ exp
￿
sup
0≤r≤T
￿￿erA￿￿ sup
0≤s≤T
￿DB(s, ·)￿0 T
￿
. (25)
So ￿ T
0
￿DuXt￿2E du =
￿ t
0
￿DuXt￿2E du
≤ C(
￿ t
0
1
(t− u)1−δ du+ exp
￿
2 sup
0≤r≤T
￿￿erA￿￿ sup
0≤s≤T
￿DB(s, ·)￿0 T
￿
)
= C(
1
δ
tδ + exp
￿
2 sup
0≤r≤T
￿￿erA￿￿ sup
0≤s≤T
￿DB(s, ·)￿0 T
￿
) <∞.
We shall also use the following Lemma
Lemma 8 Let B in (1) be in C([0, T ];C1b (H,H)). Then Xt ∈ D(Aγ/2) P−a.e. for all
0 < γ < 1 and
E[
￿￿￿Aγ/2Xt￿￿￿2] ≤ C 1
tγ
(1 + ￿B￿20)
for all 0 ≤ t ≤ T.
Proof. Since
Xt = e
tAx+
￿ t
0
e(t−s)AB(s,Xs)ds+
￿ t
0
e(t−s)AQ1/2dWs, 0 ≤ t ≤ T,
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it is suﬃcient to prove that
E[￿Qi￿2] ≤ Ci 1
tγ
(1 + ￿B￿20), i = 1, 2, 3,
where
Q1 : = A
γ/2etAx,Q2 :=
￿ t
0
Aγ/2e(t−s)AB(s,Xs)ds,
Q3 : =
￿ t
0
Aγ/2e(t−s)AdWs.
Then using the inequality ￿￿￿Aγ/2e(t−s)A￿￿￿ ≤ Cγ
(t− s)γ/2
and Itoˆ’s isometry the result follows.
The next Lemma will be crucial for the application of the compactness criterion Theorem
14 in the Appendix.
Lemma 9 Assume that B ∈ C([0, T ];C1b (H,H)) ∩ C([0, T ];Cαb (H,H)). Let X· be the mild
solution to (1) associated with the coeﬃcient B. Then for all 0 ≤ θ ≤ T there exists a
0 < β < 12 such that
E
￿￿ θ
0
￿DuXθ￿2E du
￿
≤ L1(￿B￿2α) (26)
and
E
￿￿ θ
0
￿ θ
0
￿Du1Xθ −Du2Xθ￿2E
|u1 − u2|1+2β
du1du2
￿
≤ L2(￿B￿2α) (27)
where Li, i = 1, 2 are non-negative continuous functions on [0,
1
VT
] with VT −→ 0 for T −→ 0.
Proof By applying the chain rule for the Malliavin derivative (see [13]) we know
that
DuXt = DU(t,Xt)DuXt +
￿ t
u
Ae(t−s)ADU(s,Xs)DuXsds
+e(t−u)AQ1/2 − e(t−u)ADU(u,Xu)Q1/2
−
￿ t
u
e(t−s)AD2U(s,Xs)Q1/2DuXsdWs
= I1 + I2 + I3 + I4 + I5 (28)
for u ≤ t < T P−a.e., where
I1 : = DU(t,Xt)DuXt, I2 :=
￿ t
u
Ae(t−s)ADU(s,Xs)DuXsds, I3 := e(t−u)AQ1/2,
I4 : = −e(t−u)ADU(u,Xu)Q1/2, I5 := −
￿ t
u
e(t−s)AD2U(s,Xs)Q1/2DuXsdWs.
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We want to use Gronwall’s Lemma to show (26) and (27). To this end we need some
estimates of I1, ..., I5.
1. Estimate for I1 : By Lemma 7 and the estimates of Theorem 3 we find that
E[￿I1￿2E ] ≤ ￿DU￿20E[￿DuXt￿2E ]
≤ KT ￿B￿20E[￿DuXt￿2]E <∞
for t > u, where limT−→0KT = 0.
2. Estimate of I2 : Using the inequalities￿￿A￿eAt￿￿ ≤ C￿
t￿
and
￿A￿DU(s,Xt)￿ ≤ Cε,T ￿B￿0
for 0 < ￿ < 1 (see [8]) we obtain
E[￿I2￿2E ]
≤ (t− u)E[
￿ t
u
￿￿￿Ae(t−s)ADU(s,Xs)￿￿￿2 ￿DuXs￿2E ds
≤ (t− u)E[
￿ t
u
￿￿￿A1−γe(t−s)A￿￿￿2 ￿AγDU(s,Xs)￿2 ￿DuXs￿2E ds]
≤ (t− u)Cε,T ￿B￿20E[
￿ t
u
Cγ
(t− s)2(1−γ) ￿DuXs￿
2
E ds]
= (t− u)Cε,TCγ ￿B￿20
￿ t
u
1
(t− s)2(1−γ)E[￿DuXs￿
2
E ]ds
for 1 > γ > 0 with 2(1− γ) < 1(see (25)).
3. Estimation of I3: We know from (18) and (19)that
￿I3￿2E ≤ C
1
(t− u)1−δ .
As for the other two estimates we use the notation of the previous section and let
Φ = Φ(s) := ￿B(s), D￿U(s)−B(s).
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4. Estimate for I4: Because of our assumptions and Theorem 3 we obtain
￿I4￿2E =
￿￿￿e(t−u)ADU(u,Xu)Q1/2￿￿￿2
E
=
￿￿￿e(t−u)ADU(u,Xu)Q1/2M￿￿￿2
H.S.
=
￿
n,h≥1
￿e(t−u)ADU(u,Xu)Q1/2Meh, en￿2
=
￿
n,h≥1
e−2αn(t−u)￿DU(u,Xu)Q1/2Meh, en￿2
=
￿
n,h≥1
e−2αn(t−u)￿DUn(u,Xu), Q1/2Meh￿2
=
￿
n≥1
e−2αn(t−u)
￿
h≥1
￿Q1/2MDUn(u,Xu), eh￿2
≤
￿
n≥1
e−2αn(t−u)
￿￿￿Q1/2M￿￿￿2 ￿DUn(u,Xu)￿2
≤
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λs￿ ds)2
￿
n≥1
e−2αn(t−u) ￿Bn￿20
=
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λs￿ ds)2 ·
·(
￿
n≥1
(2αn(t− u))(1−δ)2e−2αn(t−u)(2αn(t− u))−(1−δ) ￿Bn￿20)
≤ Cδ
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λs￿ ds)2 ￿B￿20 2−(1−δ)
1
(t− u)(1−δ)
if T is small enough. Hence
E[￿I4￿2E ] ≤ Cδ
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λs￿ ds)2 ￿B￿20 2−(1−δ)
1
(t− u)(1−δ) .
5. Estimate for I5 : By our assumptions and the estimates of Theorem 2 we get for fixed
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r ∈ N ￿
h≥1
￿￿￿e(t−s)AD2U(s,Xs)[Q1/2eh, DuXsMer]￿￿￿2
=
￿
n,h≥1
￿e(t−s)AD2U(s,Xs)[Q1/2eh, DuXsMer], en￿2
=
￿
n,h≥1
e−2αn(t−s)￿D2U(s,Xs)[Q1/2eh, DuXsMer], en￿2
=
￿
n,h≥1
e−2αn(t−s)(D2Un(s,Xs)[Q1/2eh, DuXsMer])2
=
￿
n≥1
e−2αn(t−s)
￿
h≥1
(D2Un(s,Xs)[Q
1/2eh, DuXsMer])
2
≤
￿
n≥1
e−2αn(t−s) ￿Q￿ ￿￿D2Un￿￿20 ￿DuXsMer￿2
≤ CT ￿Q￿
￿
n≥1
e−2αn(t−s) ￿Bn￿2α ￿DuXsMer￿2
= CT ￿Q￿
￿
n≥1
(2αn(t− s))(1−δ)2e−2αn(t−s) ·
·(2αn(t− s))−(1−δ) ￿Bn￿2α ￿DuXsMer￿2
≤ CδCT ￿Q￿ 2−(1−δ) ￿B￿2α ￿DuXsMer￿2
1
(t− s)1−δ
So it follows from the Itoˆ isometry that
E[￿I5￿2E ]
=
￿
r≥1
￿
h≥1
￿ t
u
￿￿￿e(t−s)AD2U(s,Xs)[Q1/2eh, DuXsMer]￿￿￿2 ds
≤ CδCT ￿Q￿ 2−(1−δ) ￿B￿2α
￿ t
u
1
(t− s)1−δ ￿DuXs￿
2
E ds.
So using the above estimates we get
E[￿DuXt￿2E ]
≤ C(KT ￿B￿2αE[￿DuXt￿]2E + (t− u)Cε,TCγ ￿B￿2α
￿ t
u
1
(t− s)2(1−γ)E[￿DuXs￿
2
E ]ds
+C
1
(t− u)1−δ + Cδ
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λs￿ ds)2 ￿B￿2α 2−(1−δ)
1
(t− u)(1−δ)
+CδCT ￿Q￿ 2−(1−δ) ￿B￿2α
￿ t
u
1
(t− s)1−δ ￿DuXs￿
2
E ds)
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for u ≤ t ≤ T. Thus
E[￿DuXt￿2E ]
≤ C
1− CKT ￿B￿2α
·
·(C 1
(t− u)1−δ + Cδ
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λs￿ ds)2 ￿B￿2α 2−(1−δ)
1
(t− u)(1−δ) )
+
C
1− CKT ￿B￿2α
·
·((t− u)Cε,TCγ ￿B￿2α + CδCT ￿Q￿ 2−(1−δ) ￿B￿2α)
￿ t
u
1
(t− s)1−δ ￿DuXs￿
2
E ds
for u ≤ t ≤ T with T small enough such that CKT ￿B￿0 < 1. Hence by a generalized Lemma
of Gronwall for weakly singular kernels (see [1, Theorem 3]) we get
E[￿DuXt￿2E ] ≤ a(t) +
￿ t
u
￿
n≥1
(g(t)Γ(δ))n
Γ(nδ)
(t− s)nδ−1a(s)ds
for u ≤ t ≤ T , where
a(s)
: =
C
1− CKT ￿B￿2α
·
·(C + Cδ
￿￿￿Q1/2M￿￿￿2CT (￿ T
0
￿Λr￿ dr)2 ￿B￿2α 2−(1−δ))
1
(s− u)1−δ ,
g(t)
: =
C
1− CKT ￿B￿2α
((t− u)Cε,TCγ ￿B￿2α + CδCT ￿Q￿ 2−(1−δ) ￿B￿2α)
and where Γ is the Gamma function.
Let us now assume that n0δ < 1, but (n0 + 1)δ ≥ 1 for n0 ∈ N.
Therefore by using the following relation based on the Beta function￿ t
u
(t− s)nδ−1 1
(s− u)1−δ ds =
Γ(nδ)Γ(δ)
Γ(nδ + δ)
(t− u)(n+1)δ−1,
where Γ is the Gamma function, we obtain
E[￿DuXt￿2E ]
≤ L1(￿B￿α)
1
(t− u)1−δ + L1(￿B￿α)
￿
n≥1
(L2(￿B￿α)Γ(δ))n
Γ(nδ)
Γ(nδ)Γ(δ)
Γ(nδ + δ)
(t− u)(n+1)δ−1
≤ L1(￿B￿α)
1
(t− u)1−δ + L1(￿B￿α)
n0−1￿
n=1
(L2(￿B￿α)Γ(δ))nΓ(δ)
Γ((n+ 1)δ)
1
(t− u)1−(n+1)δ
+L1(￿B￿α)
￿
n≥n0
(L2(￿B￿α)Γ(δ))nΓ(δ)
Γ((n+ 1)δ)
(t− u)(n+1)δ−1, (29)
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where L1 and L2 are non-negative continuous functions on [0,
1
2CKT
], where KT −→ 0 for
T −→ 0.
Altogether we get
E[
￿ T
0
￿DuXt￿2E du]
= E[
￿ t
0
￿DuXt￿2E du]
≤ L1(￿B￿α)
1
δ
tδ + L1(￿B￿α)
n0−1￿
n=1
(L2(￿B￿α)Γ(δ))nΓ(δ)
Γ((n+ 1)δ)
t(n+1)δ
(n+ 1)δ
+L1(￿B￿α)
￿
n≥n0
(L2(￿B￿α)Γ(δ))nT (n+1)δ−1Γ(δ)
Γ((n+ 1)δ)
t.
Let us now show the estimate (27). Assume that t = θ ≥ u1 > u2 ≥ 0. Then it follows
from (28)
Du2Xt −Du1Xt =
7￿
k=1
Jk,
where
J1 : = DU(t,Xt)(Du2Xt −Du1Xt),
J2 : =
￿ u1
u2
Ae(t−s)ADU(s,Xs)Du2Xsds,
J3 : =
￿ t
u1
Ae(t−s)ADU(s,Xs)(Du2Xs −Du1Xs)ds,
J4 : = e
(t−u2)AQ1/2 − e(t−u1)AQ1/2
J5 : = −(e(t−u2)ADU(u2, Xu2)Q1/2 − e(t−u1)ADU(u1, Xu1)Q1/2)
J6 : = −
￿ u1
u2
e(t−s)AD2U(s,Xs)Q1/2Du2XsdWs
J7 : = −
￿ t
u1
e(t−s)AD2U(s,Xs)Q1/2(Du2Xs −Du1Xs)dWs.
Let us first estimate the terms J4, J5, J2 and J6.
1. Estimation of J4: By assumption we have￿￿￿e(t−u2)AQ1/2 − e(t−u1)AQ1/2￿￿￿2
E
≤ C 1
(t− u1)1−δ |u1 − u2|
µ
for all 0 ≤ u2 < u1 < t and some 0 < µ < 1.
2. Estimate for J5 : We can write J5 as
J5 = T1 + T2 + T3,
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where
T1 : = −(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2,
T2 : = −e(t−u1)A((DU(u2, Xu2)Q1/2 −DU(u2, Xu1)Q1/2)
T3 : = −e(t−u1)A(DU(u2, Xu1)Q1/2 −DU(u1, Xu1)Q1/2)
2.1. T2 : Because of our assumptions, Theorem 3 and the mean value theorem we obtain
￿T2￿2E =
￿￿￿e(t−u1)A(DU(u2, Xu2)Q1/2 −DU(u2, Xu1)Q1/2)￿￿￿2
E
=
￿￿￿e(t−u1)A(DU(u2, Xu2)−DU(u2, Xu1))Q1/2M)￿￿￿2
H.S.
=
￿
n,h≥1
￿e(t−u1)A(DU(u2, Xu2)−DU(u2, Xu1))Q1/2Meh, en￿2
=
￿
n,h≥1
e−2αn(t−u1)￿(DU(u2, Xu2)−DU(u2, Xu1))Q1/2Meh, en￿2
=
￿
n,h≥1
e−2αn(t−u1)￿(DUn(u2, Xu2)−DUn(u2, Xu1)), Q1/2Meh￿2
=
￿
n≥1
e−2αn(t−u1)
￿
h≥1
￿Q1/2M(DUn(u2, Xu2)−DUn(u2, Xu1)), eh￿2
≤
￿
n≥1
e−2αn(t−u1)
￿￿￿Q1/2M￿￿￿2 ￿DUn(u2, Xu2)−DUn(u2, Xu1)￿2
≤
￿
n≥1
e−2αn(t−u1)
￿￿￿Q1/2M￿￿￿2 ￿ 1
0
￿￿D2Un(u2, Xu2 + s(Xu2 −Xu1))(Xu2 −Xu1)￿￿2 ds
≤
￿
n≥1
e−2αn(t−u1)
￿￿￿Q1/2M￿￿￿2 ￿￿D2Un￿￿20 ￿Xu2 −Xu1￿2
≤ CT
￿￿￿Q1/2M￿￿￿2￿
n≥1
e−2αn(t−u1) ￿Bn￿2α ￿Xu2 −Xu1￿2
= CT
￿￿￿Q1/2M￿￿￿2￿
n≥1
(2αn(t− u1))(1−δ)e−2αn(t−u1)(2αn(t− u1))−(1−δ) ￿Bn￿2α ￿Xu2 −Xu1￿2
≤ CT
￿￿￿Q1/2M￿￿￿2 ￿B￿2α 2−(1−δ) 1(t− u1)1−δ ￿Xu2 −Xu1￿2 .
23
Further we have that
Xu1 −Xu2
= eu1Ax− eu2Ax+
￿ u1
0
e(u1−s)AB(s,Xs)ds−
￿ u2
0
e(u2−s)AB(s,Xs)ds
+
￿ u1
0
e(u1−s)AQ1/2dWs −
￿ u2
0
e(u2−s)AQ1/2dWs
= eu1Ax− eu2Ax+
￿ u2
0
(e(u1−s)A − e(u2−s)A)B(s,Xs)ds+
￿ u1
u2
e(u1−s)AB(s,Xs)ds￿ u2
0
(e(u1−s)A − e(u2−s)A)Q1/2dWs +
￿ u1
u2
e(u1−s)AQ1/2dWs.
On the other hand we find for all 0 < ε < 1/2 that￿￿￿(e(u1−s)A − e(u2−s)A)x￿￿￿2
=
￿
k≥1
￿x, ek￿2(1− e−(u1−u2)αk)2e−2(u2−s)αk
=
￿
k≥1
￿x, ek￿2((u1 − u2)αk)−2ε(1− e−(u1−u2)αk)2 ·
·((u1 − u2)αk)2ε (u2 − s)
2ε
(u2 − s)2ε e
−2(u2−s)αk
≤ ￿x￿2 (u1 − u2)2ε 1
(u2 − s)2ε . (30)
Hence it follows in connection with (22) and (30) for T < 1 that
E[￿Xu1 −Xu2￿2]
≤ C(￿x￿2 1
u2ε2
(u1 − u2)2ε + ￿B￿20
1
1− 2εu
1−2ε
2 (u1 − u2)2ε + sup
0≤r≤T
￿￿erA￿￿2 ￿B￿20 (u1 − u2)
+
￿ u2
0
1
(u2 − s)1−δ (u1 − u2)
ϑds+
￿ u1
u2
1
(u1 − s)1−δ ds)
= C(￿x￿2 1
u2ε2
(u1 − u2)2ε + ￿B￿20
1
1− 2εu
1−2ε
2 (u1 − u2)2ε + sup
0≤r≤T
￿￿erA￿￿2 ￿B￿20 (u1 − u2)
+
1
δ
uδ2(u1 − u2)ϑ +
1
δ
(u1 − u2)δ)
≤ H(￿B￿0)
1
u2ε2
(u1 − u2)2ε∧δ∧1,
where H is a non-negative continuous function on [0,∞).
Therefore we have
E[￿T2￿2]
≤ CT
￿￿￿Q1/2M￿￿￿2 ￿B￿2αH(￿B￿0)2−(1−δ) 1(t− u1)1−δ 1u2ε2 (u1 − u2)2ε∧δ∧1.
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for all u1 ≥ u2.
2.2. T3 : We know that
−e(t−u1)A(DU(u2, Xu1)Q1/2 −DU(u1, Xu1)Q1/2)h
=
￿ u1
0
e(t−u1)A[DRu1−r(Φ)(Xu1)Q1/2h]dr −
￿ u2
0
e(t−u1)A[DRu2−r(Φ)(Xu1)Q1/2h]dr
= G1 +G2,
where
G1 : =
￿ u1
u2
e(t−u1)A[DRu1−r(Φ)(Xu1)Q1/2h]dr,
G2 : =
￿ u2
0
e(t−u1)A[DRu1−r(Φ)(Xu1)Q1/2h]dr −
￿ u2
0
e(t−u1)A[DRu2−r(Φ)(Xu1)Q1/2h]dr.
We also see that
￿￿￿￿e(t−u1)A ￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2
￿￿￿￿2
E
=
￿￿￿￿e(t−u1)A ￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2M
￿￿￿￿2
H.S.
=
￿
n,h≥1
￿e(t−u1)A
￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2Meh, en￿2
=
￿
n,h≥1
e−2αn(t−u1)￿
￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))drQ1/2Meh, en￿2
=
￿
n,h≥1
e−2αn(t−u1)￿
￿ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr,Q1/2Meh￿2
=
￿
n≥1
e−2αn(t−u1)
￿
h≥1
￿Q1/2M
￿ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr, eh￿2
≤
￿
n≥1
e−2αn(t−u1)
￿￿￿Q1/2M￿￿￿2 ￿￿￿￿￿ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr
￿￿￿￿2
=
￿￿￿Q1/2M￿￿￿2￿
n≥1
(2αn(t− u1))1−δe−2αn(t−u1)(2αn(t− u1))−(1−δ) ·
·
￿￿￿￿￿ u2
0
(DRu1−r(Φn)(Xu1)−DRu2−r(Φn)(Xu1))dr
￿￿￿￿2
≤ Cδ
￿￿￿Q1/2M￿￿￿2 ￿￿￿￿￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))dr
￿￿￿￿2 2−(1−δ) 1(t− u1)1−δ .
On the other hand it follows from the semigroup property of Rt that
DRu1−r(Φ)(x) = D(Ru2−r(Ru1−u2Φ))(x).
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This in connection with Theorem 2 gives￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))hdr￿ u2
0
￿
H
￿
Λu2−rh,Q
−1/2
u2−ry
￿
((Ru1−u2Φ−R0Φ)(e(u2−r)AXu1 + y))NQu2−r(dy)dr.
Further, we find for a = e(u2−r)AXu1+y and arbitrarly small 0 < 2ρ < 1 by using Burkholder’s
inequality, Lemma 8 and (21)
￿(Ru1−u2Φ−R0Φ)(a)￿2
=
￿￿E[Φ(r, Zau1−u2)− Φ(r, a)]￿￿2
≤ ￿Φ￿2αE[
￿￿Zau1−u2 − Za0￿￿2α]
= ￿Φ￿2αE[
￿￿￿￿(e(u1−u2)Aa− a+ ￿ u1−u2
0
e(u1−u2−s)AQ1/2dWs
￿￿￿￿2α]
≤ C ￿Φ￿2α (
￿￿￿e(u1−r)AXu1(ω2)− e(u2−r)AXu1(ω2)￿￿￿2α
+
￿￿￿e(u1−u2)Ay − y￿￿￿2α + E[￿￿￿￿￿ u1−u2
0
e(u1−u2−s)AQ1/2dWs
￿￿￿￿2α])
≤ Cα ￿Φ￿2α (
￿￿￿e(u1−r)AA−ρ(AρXu1(ω2))− e(u2−r)AA−ρ(AρXu1(ω2))￿￿￿2α
+
￿￿￿e(u1−u2)Ay − y￿￿￿2α + ￿ u1−u2
0
￿￿￿e(u1−u2−s)AQ1/2￿￿￿2α
H.S.
ds)
≤ Cα ￿Φ￿2α (|u1 − u2|2ρα ￿AρXu1(ω2)￿2α +
￿￿￿e(u1−u2)Ay − y￿￿￿2α
+
1
1− (1− δ)α(u1 − u2)
1−(1−δ)α).
Hence by (20) in connection with Ho¨lder’s in inquality we get￿￿￿￿￿ u2
0
(DRu1−r(Φ)(Xu1)−DRu2−r(Φ)(Xu1))dr
￿￿￿￿2
≤ (
￿ u2
0
￿Λu2−r￿ (
￿
H
￿￿￿((Ru1−u2Φ−R0Φ)(e(u2−r)AXu1 + y))￿￿￿2NQu2−r(dy))1/2dr)2
≤ (
￿ u2
0
￿Λu2−r￿ (Cα ￿Φ￿2α (|u1 − u2|2ρα ￿AρXu1(ω2)￿2α
+
￿
H
￿￿￿e(u1−u2)Ay − y￿￿￿2αNQu2−r(dy)dr + 11− (1− δ)α(u1 − u2)1−(1−δ)α)1/2dr)2
≤ Cα(
￿ u2
0
￿Λu2−r￿ dr)2(Cα ￿Φ￿2α (|u1 − u2|2ρα ￿AρXu1(ω2)￿2α
+ |u1 − u2|η(α/(1−α)) + 1
1− (1− δ)α(u1 − u2)
1−(1−δ)α)
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So for T < 1 we have
E[￿G2￿2E ]
≤ Cδ,α,η,ρ,T
￿￿￿Q1/2M￿￿￿2 (￿ T
0
￿Λu2−r￿ dr)2(￿Φ￿2αE[￿AρXu1￿2α] + 1)2
· 1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
≤ Cδ,α,η,ρ,T
￿￿￿Q1/2M￿￿￿2 (￿ T
0
￿Λu2−r￿ dr)2((C1 ￿B￿3α + C2 ￿B￿2α)E[￿AρXu1￿2α] + 1)2
· 1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
On the other hand we know by Lemma 8 in connection with Ho¨lder’s inequality that
E[￿AρXu1￿2α] ≤ C(1 + ￿B￿2α)α/(1−α)
1
u2ρ(α/(1−α))1
for arbitrarly small ρ > 0.
E[￿G2￿2E ]
≤ Cδ,α,η,ρ,T
￿￿￿Q1/2M￿￿￿2 (￿ T
0
￿Λu2−r￿ dr)2((C1 ￿B￿3α + C2 ￿B￿2α)(1 + ￿B￿2α)α/(1−α) + 1)2
· 1
u2ρ(α/(1−α))1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
for arbitrarly small ρ > 0.
As for the term G1 we argue just as above and get￿￿￿￿e(t−u1)A ￿ u1
u2
DRu1−r(Φ)(Xu1)drQ1/2
￿￿￿￿2
E
≤ Cδ
￿￿￿Q1/2M￿￿￿2 ￿￿￿￿￿ u1
u2
DRu1−r(Φ)(Xu1)dr
￿￿￿￿2 2−(1−δ) 1(t− u1)1−δ .
But ￿￿￿￿￿ u1
u2
DRu1−r(Φ)(Xu1)dr
￿￿￿￿2
≤ C(
￿ u1
u2
￿Λu1−r￿ dr)2 ￿Φ￿20
≤ C(
￿ u1−u2
0
￿Λr￿ dr)2CT (K1 ￿B￿2α +K2 ￿B￿α)2
≤ C(
￿ T
0
￿Λu1−r￿1+θ dr)2/(1+θ)CT (K1 ￿B￿2α +K2 ￿B￿α)2(u1 − u2)
θ
1+θ
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Hence
E[￿G1￿2E ]
Cδ
￿￿￿Q1/2M￿￿￿2 2−(1−δ)C(￿ T
0
￿Λu1−r￿1+θ dr)2/(1+θ)CT (K1 ￿B￿2α +K2 ￿B￿α)2(u1 − u2)
θ
1+θ
1
(t− u1)1−δ .
So we obtain
E[￿T3￿2E ]
≤ Cδ,α,η,ρ,T
￿￿￿Q1/2M￿￿￿2 (￿ T
0
￿Λu2−r￿ dr)2((C1 ￿B￿3α + C2 ￿B￿2α)(1 + ￿B￿2α)α/(1−α) + 1)2
· 1
u2ρ(α/(1−α))1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α)
+2Cδ
￿￿￿Q1/2M￿￿￿2 2−(1−δ)(C1 ￿B￿3α + C2 ￿B￿2α)2 sup
0≤s≤T
￿￿￿esAQ1/2￿￿￿2α
HS
(u1 − u2)2α 1
(t− u1)1−δ .
2.3. T1 : We find that￿￿￿(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2￿￿￿2
E
=
￿
h≥1
￿￿￿(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2Meh￿￿￿2
=
￿
n,h≥1
￿(e(t−u2)A − e(t−u1)A)DU(u2, Xu2)Q1/2Meh, en￿2
=
￿
n,h≥1
(e−(t−u2)αn − e−(t−u1)αn)2￿DUn(u2, Xu2), Q1/2Meh￿2
=
￿
n,h≥1
(e−(t−u2)αn − e−(t−u1)αn)2￿Q1/2MDUn(u2, Xu2), eh￿2
≤
￿￿￿Q1/2M￿￿￿2 ￿DU￿20￿
n≥1
(e−(t−u2)αn − e−(t−u1)αn)2
=
￿￿￿Q1/2M￿￿￿2 ￿DU￿20￿
n≥1
e−2(t−u1)αn(1− e−(u1−u2)αn)2
=
￿￿￿Q1/2M￿￿￿2 ￿DU￿20 ·
·
￿
n≥1
(2(t− u1)αn)1−δe−2(t−u1)αn(2(t− u1)αn)δ−1(1− e−(u1−u2)αn)2
=
￿￿￿Q1/2M￿￿￿2 ￿DU￿20 ·
·
￿
n≥1
(2(t− u1)αn)1−δe−2(t−u1)αn2δ−1(t− u1)δ−1(u1 − u2)1−δ((u1 − u2)αn)δ−1(1− e−(u1−u2)αn)2
≤ Cδ
￿￿￿Q1/2M￿￿￿2 ￿DU￿20 1(t− u1)1−δ (u1 − u2)1−δ
= CTCδ
￿￿￿Q1/2M￿￿￿2 ￿B￿2α 1(t− u1)1−δ (u1 − u2)1−δ.
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Hence
E[￿T1￿2E ]
≤ CTCδ
￿￿￿Q1/2M￿￿￿2 ￿B￿2α 1(t− u1)1−δ (u1 − u2)1−δ.
Altogether we see for T < 1 that
E[￿J5￿2E ]
≤ C(T, δ,α,M,Q, θ, µ,ϑ, ε, A)G(￿B￿α)
·( 1
(t− u1)1−δ (u1 − u2)
1−δ +
1
(t− u1)1−δ
1
u2ε2
(u1 − u2)2ε∧δ∧1
+
1
u2ρ(α/(1−α))1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α∧2α)),
where G is a non-decreasing continuous function on [0,∞).
3. Estimate for J2 : The calculation in 2. for the estimate I2 shows that
E[￿J2￿2E ]
≤ (u1 − u2)Cε,TCγ ￿B￿20
￿ u1
u2
1
(u1 − s)2(1−γ)E[￿Du2Xs￿
2
E ]ds
Then employing the estimate (29) we have
E[￿J2￿2E ]
≤ (u1 − u2)CCε,TCγ ￿B￿20
·(G1(￿B￿α)
￿ u1
u2
1
(u1 − s)2(1−γ)
1
(s− u2)1−δ ds
+G2(￿B￿α)
￿ u1
u2
1
(u1 − s)2(1−γ) (s− u2)
δds)
= (u1 − u2)CCε,TCγ ￿B￿20
·(G1(￿B￿α)(u1 − u2)1−2(1−γ)−(1−δ)
Γ(1− 2(1− γ))Γ(1− δ)
Γ(1− 2(1− γ) + 1− δ)
+G2(￿B￿α)(u1 − u2)1−2(1−γ)+δ
Γ(1− 2(1− γ))Γ(1 + δ)
Γ(1− 2(1− γ) + 1 + δ) )
= C(ε, T, γ, δ)(G1(￿B￿α)(u1 − u2)1−2(1−γ)+δ
+G2(￿B￿α)(u1 − u2)1−2(1−γ)+δ),
where we used the Beta function and where 0 < 2(1−γ) < 1 and Gi, i = 1, 2 are non-negative
functions on an interval [0, V (T )] with V (T ) −→∞ for T −→ 0.
4. Estimate for J6 : We argue just as in 5. for the estimate I5 and get in connection with
the inequality (29) for T < 1
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￿
r≥1
￿
h≥1
￿ u1
u2
￿￿￿e(t−s)AD2U(s,Xs)[Q1/2eh, Du2XsMer]￿￿￿2 ds
=
￿
r≥1
￿
n,h≥1
￿ u1
u2
￿e(t−s)AD2U(s,Xs)[Q1/2eh, Du2XsMer], en￿2ds
=
￿
r≥1
￿
n,h≥1
￿ u1
u2
e−2αn(t−s)￿D2U(s,Xs)[Q1/2eh, Du2XsMer], en￿2ds
=
￿
r≥1
￿
n,h≥1
￿ u1
u2
e−2αn(t−s)(D2Un(s,Xs)[Q1/2eh, Du2XsMer])
2ds
=
￿
r≥1
￿
n≥1
￿ u1
u2
e−2αn(t−s)
￿
h≥1
(D2Un(s,Xs)[Q
1/2eh, Du2XsMer])
2ds
≤
￿
n≥1
￿ u1
u2
e−2αn(t−s) ￿Q￿ ￿￿D2Un￿￿20 ￿Du2Xs￿2E ds
≤ CT
￿
n≥1
￿ u1
u2
e−2αn(t−s) ￿Q￿ ￿B￿2α ￿Du2Xs￿2E ds
≤ CTF (￿B￿α) ￿B￿2α
￿
n≥1
￿ u1
u2
e−2αn(t−s)
1
(s− u2)1−δ ds,
where F is a non-decreasing continuous function on [0,∞).
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On the other hand we see by integration by parts and Ho¨lder’s inequality that￿
n≥1
￿ u1
u2
e−2αn(t−s)
1
(s− u2)1−δ ds
=
￿
n≥1
(
1
δ
e−2αn(t−u1)(u1 − u2)δ − 2αn
￿ u1
u2
e−2αn(t−s)
1
δ
(s− u2)δds)
≤
￿
n≥1
(
1
δ
e−2αn(t−u1)(u1 − u2)δ + 1
δ
2αn(
￿ u1
u2
e−2αn(1+τ)(t−s)ds)1/(1+τ)(
￿ u1
u2
(s− u2)δ(1+τ−1)ds)1/(1+τ−1))
=
￿
n≥1
(
1
δ
e−2αn(t−u1)(u1 − u2)δ + 1
δ
2αn(
1
2(1 + τ)αn
(e−2αn(1+τ)(t−u1) − e−2αn(1+τ)(t−u2)))1/(1+τ)
·( 1
(1 + τ−1)δ + 1
)1/(1+τ)(u1 − u2)δ+
1
(1+τ−1) )
=
￿
n≥1
(
1
δ
(2αn(t− u1))1−δe−2αn(t−u1) 1
(2αn(t− u1))1−δ (u1 − u2)
δ)
+
1
δ
(
1
2(1 + τ)
)1/(1+τ)(
1
(1 + τ−1)δ + 1
)1/(1+τ)
·
￿
n≥1
1
α
1
1+τ−δ
n
(2αn(t− u1))1−δe−2αn(t−u1) 1
(t− u1)1−δ (1− e
−2αn(1+τ)(u1−u2))1/(1+τ)(u1 − u2)δ+
1
(1+τ−1)
≤ C( 1
(t− u1)1−δ (u1 − u2)
δ +
1
(t− u1)1−δ (u1 − u2)
δ+ 1
(1+τ−1) )
≤ C 1
(t− u1)1−δ (u1 − u2)
δ
for τ > 0 small enough.
So we get
E[￿J6￿2E ]
≤ CTF (￿B￿α) ￿B￿2α
1
(t− u1)1−δ (u1 − u2)
δ
Let us now consider the terms J1, J3 and J7. But this case just corresponds to the calcu-
lations for the estimates of I1, I2 and I5 and we obtain
E[￿J1￿2E ] + E[￿J3￿2E ] + E[￿J7￿2E ]
≤ KT ￿B￿20E[￿Du1Xt −Du2Xt￿]2E
+(t− u1)Cε,T ￿B￿20E[
￿ t
u1
Cγ
(t− s)2(1−γ) ￿Du1Xs −Du2Xs￿
2
E ds]
+CδCT ￿Q￿ 2−(1−δ) ￿B￿2α
￿ t
u1
1
(t− s)1−δ ￿Du1Xs −Du2Xs￿
2
E ds
Altogether it follows from the above estimates that
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E[￿Du1Xt −Du2Xt￿2E ]
≤ C(
7￿
i=1
E[￿Ji￿2E ]))
≤ C(KT ￿B￿2αE[￿Du1Xt −Du2Xt￿]2E
+C(ε, T, γ, δ)(G1(￿B￿α)(u1 − u2)1−2(1−γ)+δ +G2(￿B￿α)(u1 − u2)1−2(1−γ)+δ)
+C
1
(t− u1)1−δ |u1 − u2|
µ
+C(T, δ,α,M,Q, θ, µ,ϑ, ε, A)G(￿B￿α)
·( 1
(t− u1)1−δ (u1 − u2)
1−δ +
1
(t− u1)1−δ
1
u2ε2
(u1 − u2)2ε∧δ∧1
+
1
u2ρ(α/(1−α))1
1
(t− u1)1−δ |u1 − u2|
(2ρα)∧η(α/(1−α))∧(1−(1−δ)α∧2α))
+CTF (￿B￿α) ￿B￿2α
1
(t− u1)1−δ (u1 − u2)
δ
+(t− u1)Cε,T ￿B￿20E[
￿ t
u1
Cγ
(t− s)2(1−γ) ￿Du1Xs −Du2Xs￿
2
E ds]
+CδCT ￿Q￿ 2−(1−δ) ￿B￿2α
￿ t
u1
1
(t− s)1−δ ￿Du1Xs −Du2Xs￿
2
E ds).
Since KT −→ 0 for T −→ 0 and 1 > T > u1 > u2 we get
E[￿Du1Xt −Du2Xt￿2E ]
≤ V (￿B￿α)
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
(u1 − u2)λ
+V (￿B￿α)
￿ t
u1
1
(t− s)1−δ ￿Du1Xs −Du2Xs￿
2
E ds,
where λ = (1−2(1−γ)+δ)∧µ∧(1−δ)∧(2ε∧δ∧1)∧((2ρα)∧η(α/(1−α))∧(1−(1−δ)α∧2α))∧δ >
0 and where V is a non-negative continuous function on [0, 1AT ] for AT −→ 0 for T −→ 0.
So by a Lemma of Gronwall for weakly singular kernels (see [1, Theorem 3]) we get
E[￿Du1Xt −Du2Xt￿2E ] ≤ a(t) +
￿ t
u1
￿
n≥1
(g(t)Γ(δ))n
Γ(nδ)
(t− s)nδ−1a(s)ds
for u1 ≤ t ≤ T , where
a(t) := V (￿B￿α)
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
(u1 − u2)λ
and
g(t) ≡ V (￿B￿α).
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Therefore we have by means of the Beta function
E[￿Du1Xt −Du2Xt￿2E ]
≤ V (￿B￿α)
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
(u1 − u2)λ
+
n0−1￿
n=1
(V (￿B￿α)Γ(δ))nΓ(δ)
Γ((n+ 1)δ)
1
(t− u1)1−(n+1)δ
1
u2ε∨2ρ(α/(1−α))2
(u1 − u2)λ
+
￿
n≥n0
(V (￿B￿α)Γ(δ))nΓ(δ)
Γ((n+ 1)δ)
(t− u1)(n+1)δ−1 1
u2ε∨2ρ(α/(1−α))2
(u1 − u2)λ
≤ E(￿B￿α)
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
(u1 − u2)λ,
where V is a non-negative continuous function on [0, 1AT ] for AT −→ 0 for T −→ 0 and where
n0δ < 1, but (n0 + 1)δ ≥ 1 for n0 ∈ N.
Thus it follows for all 0 ≤ u1, u2 < t that
E[￿Du1Xt −Du2Xt￿2E ]
≤ E(￿B￿α)(
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
|u1 − u2|λ
+
1
(t− u2)1−δ
1
u2ε∨2ρ(α/(1−α))1
|u1 − u2|λ)
33
Now choose in (27) β > 0 such that κ := 1 + 2β − λ < 1. Then￿ t
0
￿ t
0
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
1
|u1 − u2|κdu1du2
=
￿ t
0
￿ t
u2
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
1
|u1 − u2|κdu1du2
+
￿ t
0
￿ u2
0
1
(t− u1)1−δ
1
u2ε∨2ρ(α/(1−α))2
1
|u1 − u2|κdu1du2
≤
￿ t
0
1
u2ε∨2ρ(α/(1−α))2
￿ t
u2
1
(t− u1)1−δ
1
|u1 − u2|κdu1du2
+
￿ t
0
1
(t− u2)1−δ
￿ u2
0
1
u2ε∨2ρ(α/(1−α))2
1
|u1 − u2|κdu1du2
=
Γ(δ)Γ(1− κ)
Γ(δ + 1− κ)
￿ t
0
1
u2ε∨2ρ(α/(1−α))2
1
(t− u2)κ−δ du2
+
Γ((1− 2ε) ∨ 2ρ(α/(1− α)))Γ(1− κ+ δ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)) + 1− κ+ δ)
·
￿ t
0
1
(t− u2)1−δ
1
u2ε∨2ρ(α/(1−α))+2β−λ−δ2
du2
=
Γ(δ)Γ(1− κ)
Γ(δ + 1− κ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)))Γ(1− κ+ δ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)) + 1− κ+ δ))
· 1
t2ε∨2ρ(α/(1−α))+2β−λ−δ
+
Γ(1− 2ε ∨ 2ρ(α/(1− α)))Γ(1− κ+ δ)
Γ(1− 2ε ∨ 2ρ(α/(1− α)) + 1− κ+ δ)
·Γ(δ)Γ(1− (2ε ∨ 2ρ(α/(1− α)) + 2β − λ− δ))
Γ(δ + 1− (2ε ∨ 2ρ(α/(1− α)) + 2β − λ− δ))
1
t2ε∨2ρ(α/(1−α))+2β−λ−2δ
< ∞,
since 2β − λ < 0 and since ε > and ρ > 0 can be chosen arbitrarly small.
So we get the estimate (27), which completes the proof. ￿
Let now Bn ∈ C([0, T ];C1b (H,H))∩C([0, T ];Cαb (H,H)), n ≥ 1 be a sequence of functions
and B ∈ C([0, T ];Cαb (H,H)) such that
Bn(t, x) −→ B(t, x) (31)
for n −→∞ in H for all x and such that
￿Bn￿α ≤ K (32)
for a constant K independent of n. See e.g. [11].
We also need the following Lemma:
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Lemma 10 Suppose that Xnt , 0 ≤ t ≤ T, n ≥ 1 are the unique mild solutions to (1) with
respect to the coeﬃcients Bn in (31) and (32). Let Xn,it = ￿ei, Xnt ￿. Then there exists for all
i a subsequence (nik)k≥1 which only depends on (a suﬃciently small) T and i such that for
all 0 ≤ t ≤ T Xnik,it converges in L2(Ω) for k −→∞.
Proof. We know that
Xnt = e
tAx+
￿ t
0
e(t−s)ABn(s,Xs)ds+
￿ t
0
e(t−s)AQ1/2dWs, 0 ≤ t ≤ T.
So
Xn,it = ￿ei, etAx￿+
￿ t
0
￿ei, e(t−s)ABn(s,Xs)￿ds+
￿ t
0
￿ei, e(t−s)AQ1/2, dWs￿ , 0 ≤ t ≤ T.
Hence
Xn,it1 −Xn,it2
= ￿ei, et1Ax− et2Ax￿+
￿ t2
0
￿ei, (e(t1−s)A − e(t2−s)A)Bn(s,Xns )￿ds
+
￿ t1
t2
￿ei, e(t1−s)ABn(s,Xns )￿ds+
￿ t2
0
￿ei, e(t1−s)A − e(t2−s)AQ1/2dWs￿
+
￿ t1
t2
￿ei, e(t1−s)AQ1/2dWs￿ (33)
for all 0 ≤ t2 ≤ t1 ≤ T.
Now let f be an element of the Hida test function space (S) ⊂ L2(Ω). Denote by (S)∗ its
topological dual (Hida distribution space). See [10] for further information on these spaces.
Then
￿
(Xn,it1 −Xn,it2 ), f
￿
(S)∗,(S)
= E[(Xn,it1 − Xn,it2 )f ], where ￿·, ·￿(S)∗,(S) is the dual pairing.
So using (33) we get
E[(Xn,it1 −Xn,it2 )f ]
= ￿ei, et1Ax− et2Ax￿E[f ] +
￿ t2
0
E[￿ei, (e(t1−s)A − e(t2−s)A)Bn(s,Xns )￿, f ]ds
+
￿ t1
t2
E[￿ei, e(t1−s)ABn(s,Xns )￿, f ]ds+ E[
￿ t2
0
￿ei, e(t1−s)A − e(t2−s)AQ1/2dWs, f ]￿
+E[
￿ t1
t2
￿ei, e(t1−s)AQ1/2dWs, f ].￿
35
Thus it follows from (21) and (22)￿￿￿E[(Xn,it1 −Xn,it2 )f ]￿￿￿
≤ |￿ei, x￿|
￿￿e−t1αi − e−t2αi￿￿ |E[f ]|+ ￿ t2
0
E[|￿ei, Bn(s,Xns )￿f |]
￿￿￿(e−(t1−s)αi − e(t2−s)αi)￿￿￿ ds
+
￿ t1
t2
E[|￿ei, Bn(s,Xns )￿f |]e−(t1−s)αids+ (
￿ t2
0
￿￿￿e(t1−s)A − e(t2−s)AQ1/2￿￿￿2
H.S.
ds)1/2(E[f2])1/2
+(
￿ t1
t2
￿￿￿e(t1−s)AQ1/2￿￿￿2
H.S.
ds)1/2(E[f2])1/2
≤ Ci,T |t1 − t2| ￿Bn￿E[|f |] + C(
￿ t2
0
1
(t2 − s)1−δ |t1 − t2|
ϑ ds)1/2(E[f2])1/2
+C(
￿ t1
t2
1
(t1 − s)1−δ ds)
1/2(E[f2])1/2
≤ C(i, T,ϑ, δ,K, f) |t1 − t2|ϑ∧(δ/2) .
So
sup
n≥1
mT (
￿
(Xn,i· , f
￿
(S)∗,(S) , δ) −→ 0 for δ ￿ 0,
where mT is the modulus of continuity given by
mT (g, δ) := max
|t−s|≤δ
0≤t,s≤T
|g(t)− g(s)| .
So
￿
(Xn,i· , f
￿
(S)∗,(S)
is relatively compact in C([0, T ]) for all f ∈ (S). Since (S)∗ is the dual
of a countably Hilbertian nuclear space (S), we can apply a result of I. Mitoma [14] and find
that there exists for all i a subsequence (nik)k≥1 which only depends on (a suﬃciently small)
T and i such that X
nik,i· converges in C([0, T ]; (S)∗).
On the other hand it follows from Lemma 9 that there exists (for fixed t) a C < ∞ and
a 0 < β < 12 such that
E
￿￿ t
0
￿DuXnt ￿2E du
￿
≤ L1(￿Bn￿2α) ≤ C <∞
and
E
￿￿ t
0
￿ t
0
￿Du1Xnt −Du2Xnt ￿2E
|u1 − u2|1+2β
du1du2
￿
≤ L2(￿Bn￿2α) ≤ C <∞
for all n ≥ 1, provided that T is suﬃciently small.
Then, if we apply Theorem 14 in connection with Remark 15 in the Appendix to the
sequence X
nik,i
t we see that for all t and i there exists a subsequence ml = m
t,i
l , l ≥ 1 of
nik, k ≥ 1 and a ￿Xit ∈ L2(Ω) such that
X
niml ,i
t −→ ￿Xit for l −→∞ (34)
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in L2(Ω).
We claim that
X
nik,i
t −→ ￿Xit for k −→∞ in L2(Ω)
for all t, i. To see this assume that there exists for some t, i a ε > 0 and a subsequence ϕl, l ≥ 1
such that ￿￿￿￿Xniϕl ,it − ￿Xit￿￿￿￿
L2(Ω)
≥ ε.
On the other hand we know by Theorem 14 that there exists a subsequence φr, r ≥ 1 of such
that
X
niϕφr
,i
t −→ ￿Y it for r −→∞ in L2(Ω).
But since
X
nik,i
t −→ ￿Xit for k −→∞ in (S)∗
because of (34), we see that ￿Y it = ￿Xit .
But this leads to the contradiction￿￿￿￿Xniϕφr ,it − ￿Xit￿￿￿￿
L2(Ω)
≥ ε.
This completes the proof.
We are coming to the main result of this section
Theorem 11 Assume that the functions B : [0, T ] × H −→ H and Bn : [0, T ] × H −→
H,n ≥ 1 satisfy the conditions (31) and (32). Then there exists a Malliavin diﬀerentiable
unique mild solution Xt, 0 ≤ t ≤ T to the stochastic diﬀerential equation
dXt = AXtdt+B(t,Xt)dt+Q
1/2dWt, X0 = x. (35)
Proof. Let Xnt , n ≥ 1 be the mild solutions associated with the coeﬃcients Bn and denote
by Xn,it the i−th component of Xnt . Then it follows from Lemma 10 that there exists for all
i a subsequence (nik)k≥1 which only depends on (a suﬃciently small) T and i such that for
all 0 ≤ t ≤ T
X
nik,i
t −→ Xit in L2(Ω) for k −→∞
for some Xit ∈ L2(Ω), 0 ≤ t ≤ T, i ≥ 1.
Now let us denote by (ϕn)n≥1 the diagonal sequence of the sequences (n
1
k)k≥1, (n
2
k)k≥1, (n
3
k)k≥1, ...
So
Xϕn,it −→ Xit for n −→∞
in L2(Ω) for all t, i.
We now want to show that
Xϕnt −→ Xt for n −→∞ (36)
37
in L2(Ω;H) for all t, where Xt =
￿
k≥1X
k
t ek. For this purpose choose a ￿ > 0. By a weak
compactness argument we also see from Lemma 8 that
E[(
￿
k≥1
￿￿￿Xkt ￿￿￿2 α1−δk )] <∞.
This implies
sup
n≥1
￿
k≥m
E[
￿￿￿Xϕn,kt −Xkt ￿￿￿2]
≤ sup
n≥1
E[
￿
k≥m
￿￿￿Xϕn,kt −Xkt ￿￿￿ 1
α(1−δ)/2k
￿￿￿Xϕn,kt −Xkt ￿￿￿α(1−δ)/2k ]
≤ sup
n≥1
E[(
￿
k≥m
￿￿￿Xϕn,kt −Xkt ￿￿￿2 1
α1−δk
)1/2(
￿
k≥m
￿￿￿Xϕn,kt −Xkt ￿￿￿2 α1−δk )1/2]
≤ sup
n≥1
(E[(
￿
k≥m
￿￿￿Xϕn,kt −Xkt ￿￿￿2 1
α1−δk
)])1/2(E[(
￿
k≥m
￿￿￿Xϕn,kt −Xkt ￿￿￿2 α1−δk )])1/2
C(
￿
k≥m
1
α1−δk
)1/2
< ￿
for m ≥ m0. Choosing a n0 such that for all n ≥ n0
m0−1￿
k≥1
E[
￿￿￿Xϕn,kt −Xkt ￿￿￿2] < ￿
we find that
E[
￿￿￿Xϕn,kt −Xt￿￿￿2] < 2￿
for all n ≥ n0. So (36) holds.
Finally it follows from dominated convergence that (measurability/continuous modifica-
tion of (ω, t) ￿−→ Xt(ω) can be shown)
E[
￿￿￿￿￿ t
0
e(t−s)A(Bn(s,Xϕns )−B(s,Xs)ds
￿￿￿￿2]
≤ 2 sup
0≤s≤T
￿￿esA￿￿2 (E[￿ t
0
￿Bn(s,Xϕns )−Bn(s,Xs)￿2 ds]
+E[
￿ t
0
￿Bn(s,Xs)−B(s,Xs)￿2 ds])
≤ 2 sup
0≤s≤T
￿￿esA￿￿2K2(￿ t
0
(E[￿Xns −Xs￿2])αds
+E[
￿ t
0
￿Bn(s,Xs)−B(s,Xs)￿2 ds])
−→ 0 for n −→∞.
From this we see that Xt is a mild solution to (35). Uniqueness was shown in Section 5.1.
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Remark 12 Another approach based on the so called S−transform to verify Xt as a unique
solution to SDE‘s is discussed in [16], [15].
Example 13 Consider the equation
dX(t, ξ) = (∆X(t, ξ) +B(t,X(t, ·))(ξ))dt+ σ(−∆)−γ/2dW (t, ξ)
for t ≥ 0 and ξ ∈ [0, 2π], with periodic boundary conditions. In this case we have H =
L2(0, 2π) and A = ∆. We let Q = (−∆)−γ with 0 < γ < 13 , θ = 12 in Section 1.1 and M =
(−∆)λ for a suﬃciently small λ > 0, then the conditions of Section 1.1 and the conditions of
Theorem 11.
Proof. Let us show that (19) holds. We have￿￿￿e(t−u1)AQ1/2 − e(t−u2)AQ1/2￿￿￿2
E
=
∞￿
n=1
￿
e−(t−u1)αnα−γ/2n − e−(t−u2)αnα−γ/2n
￿2
α2λn
=
∞￿
n=1
￿
1− e−(u1−u2)αn
￿2
e−2(t−u1)αnα2λ−γn .
Now, for ￿, ν ∈ (0, 1) we can find positive constants C￿ and Cν such that
(1− e−a) ≤ C￿a￿ and e−2a ≤ Cνa−ν
for every a ≥ 0. Thus, the above is bounded by
C￿|u1 − u2|2￿
∞￿
n=1
α2￿+2λ−γn e
−2(t−u1)αn .
≤ C￿Cν |u1 − u2|2￿|t− u1|−ν
∞￿
n=1
α2￿+2λ−γ+νn .
Rewriting this condition in the Fourier basis on the interval [0, 2π], we get the condition￿
k∈Z
k4￿+4λ−2γ+2ν <∞.
Let ν = 1− δ and choose ￿ and λ small to get (19). Inequality (18) is proved similary.
To see (20) we write￿
H
￿e(u1−u2)Ay − y￿2NQs(dy) = E[￿e(u1−u2)A
￿
QsW1 −
￿
QsW1￿2]
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where W = (Wt)t≥0 is a cylindrical Brownian motion, Wt =
￿∞
n=1W
n
t en. We get
(e(u1−u2)A
￿
Qs −
￿
Qs)W1 =
∞￿
n=1
(e−(u1−u2)αn − 1)
￿￿ s
0
qne
−2uαndu
￿1/2
Wn1 ,
so that
E[￿e(u1−u2)A￿QsW1 −￿QsW1￿2] = ∞￿
n=1
(e−(u1−u2)αn − 1)2
￿ s
0
qne
−2uαndu
≤ C￿
∞￿
n=1
((u1 − u2)α)2￿ qn(1− e
−2sαn)
2αn
≤ C￿|u1 − u2|2￿
∞￿
n=1
α2￿−1−γn .
As before we rewrite this in the Fourier basis we get the condition￿
k∈Z
k4￿−2−2γ <∞
which is satisfied for small ￿.
Finally we show that we have
￿ T
0 ￿Λt￿1+θdt <∞ when θ = 12 . We have
￿Λtx￿2 = ￿A(1+γ)/2(I − e2tA)−1/2etAx￿2
= t−(1+γ)
∞￿
n=1
(tαn)
1+γ(1− e−2tαn)−1e−2tαn .
The mapping s ￿→ s1+γe2s−1 is bounded on (0,∞), so that we get
￿Λt￿ ≤ Ct−(1+γ)/2
and thus we get that t ￿→ ￿Λt￿3/2 is integrable on any interval [0, T ].
Appendix
The following result which is based on Malliavin calculus and which is essentially due to
[4] provides a compactness criterion for subsets of L2(Ω) of square integrable functionals of
a cylindrical Wiener process Wt, 0 ≤ t ≤ 1 on the Hilbert space H. See e.g. [17], [13] or [7]
for more information about Malliavin calculus.
Theorem 14 Assume that L is a self-adjoint compact operator on H∗ with dense image.
Denote by DX ∈ L2(Ω;L2([0, 1])⊗H∗) the Malliavin derivative of a square integrable X in
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the domain of D and by D1,2 the space of such functionals. Then for 0 < β < 1/2 and c > 0
the set
G =
￿
G ∈ D1,2 : ￿G￿L2(Ω) +
￿￿ 1
0
￿￿L−1DuG￿￿L2(Ω) du￿1/2
+
￿ 1
0
￿ 1
0
￿￿L−1(Du1G−Du2G)￿￿2L2(Ω)
|u1 − u2|1+2β
du1du2
1/2 ≤ c

is relatively compact in L2(Ω).
Remark 15 Denote by J : H∗ −→ H the standard isometric isomorphism for Hilbert spaces
H. Then an example of L which satisfies the conditions of Theorem 14 is given by
La := ￿MJ(a), ·￿ , a ∈ H∗,
where M = Aτ for some suﬃciently small τ > 0, where A is the densely defined operator in
Section 1.
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