The problem of computing a representation for a real polynomial as a sum of minimum number of squares of polynomials can be casted as finding a symmetric positive semidefinite real matrix of minimum rank subject to linear equality constraints. In this paper, we propose algorithms for solving the minimum-rank Gram matrix completion problem, and show the convergence of these algorithms. Our methods are based on the fixed point continuation method. We also use the Barzilai-Borwein technique and a specific linear combination of two previous iterates to accelerate the convergence of modified fixed point continuation algorithms. We demonstrate the effectiveness of our algorithms for computing approximate and exact rational sum of squares decompositions of polynomials with rational coefficients.
INTRODUCTION Let x = [x1, . . . , xs] and f (x) ∈ R[x], then f is a sum of squares (SOS) in R[x] if and only if it can be written in the form
in which m d (x) is a column vector of monomials of degree less than or equal to d and W is a real positive semidefinite matrix [42, Theorem 1] (see also [10] ). W is also called a Gram matrix for f . If W has rational entries, then f is a sum of squares in Q [x] . * This material is based on work supported by a NKBRPC 2011CB302400, the Chinese National Natural Science Foundation under Grants 60821002/F02, 60911130369 and 10871194.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ISSAC '11, June 8-11, 2011 The set of all matrices W for which (1) holds is an affine subspace of the set of symmetric matrices. If the intersection of this affine subspace with the cone of positive semidefinite (PSD) matrices is nonempty, then f can be written as a sum of squares. Since the components of m d (x) are not algebraically independent, W is in general not unique. Problem 1 can be restated as finding a Gram matrix with minimum rank satisfying a given set of constraints:
For s = 1, Pourchet's main theorem [41] implies that every positive definite univariate polynomial in Q[x] is a sum of five squares in Q [x] . Therefore, the minimum rank of the Gram matrix satisfying (2) is bounded by 5 for s = 1. For s > 1, Pfister's general theorem [40] shows that every positive definite polynomial in R[x1, . . . , xs] is a sum of 2 s squares of rational functions in R(x1, . . . , xs). It is well known that there exist positive semidefinite polynomials which cannot be written as sums of polynomial squares. However, as shown in [22] , various exceptional SOS problems in the literature can be written as sums of less than 10 squares of polynomials after multiplying by suitable polynomials.
In general, the rank minimization is an intractable problem and is in fact provably NP-hard due to the combinational nature of the non-convex rank function [9] . In [12, 13, 43] , they showed that rank(W ) can be replaced by the nuclear norm of W , which is the best convex approximation of the rank function over the unit ball of matrices.
Expanding the right-hand side of the equality condition of (2), matching coefficients of the monomials, we obtain a set of linear equations which can be written as
where b = (b1, . . . , bp) ∈ R p and bi is the coefficient of the monomial
The action of the linear operator A : S n → R p on W is described by the inner product Ai, W := Tr(A T i W ) for A1, . . . , Ap ∈ S n . We use exponent tuples for indexing the matrices, then the entry in Ai with row index βi and column index γi is equal to one if βi + γi = αi and zero otherwise. Therefore, there are at most n nonzero entries (being 1) in Ai, i = 1, . . . , p. We use A * : R p → S n to denote the adjoint operator of A.
The rank minimization problem (2) can be relaxed to a nuclear norm minimization problem
where the nuclear norm W * is defined as the sum of its singular values. The constraint A(W ) = b can also be relaxed, resulting in either the problem
or its Lagrangian version
where S n + is the set of symmetric positive semidefinite matrices and μ > 0 is a parameter.
Prior work. In [1, 16, 25, 26, 27] , they studied how to determine whether partially specified positive semidefinite matrices can be completed to fully specified matrices satisfying certain prescribed properties. A number of recent work has also shown that the low-rank solution can be recovered exactly via minimizing the nuclear norm under certain conditions [7, 8, 43, 44] . Notice that the nuclear norm of a symmetric positive semidefinite matrix is actually the trace, the nuclear norm minimization problem (4) is just a standard linear SDP problem which can be directly solved by interior-point methods in [4, 5, 13, 29, 45, 47] or projection methods in [18, 19, 23, 33, 37, 53] for large-scale SDP problems. Since most of these methods use secondorder information, the memory requirement for computing descent directions quickly becomes too large as the problem size increases. Recently, several fast algorithms using only first-order information have been developed in [6, 14, 31, 32] . Moreover, some accelerated gradient algorithms were also proposed in [3, 20, 34, 35, 36, 49, 50] which have an attractive convergence rate of O(1/k 2 ), where k is the iteration counter. These first-order methods, based on function values and gradient evaluation, cannot yield as high accuracy as interior point methods, but much larger problems can be solved since no second-order information needs to be computed and stored.
Main results. In this paper, we present two algorithms for solving the minimum-rank Gram matrix completion problem (4). Our algorithms are based on the fixed point continuation method (FPC). By modifying the shrinkage operator in FPC and using the Barzilai-Borwein (BB) technique to compute explicit dynamically updated step sizes, we get an algorithm, called modified fixed point continuation method with the Barzilai-Borwein technique (MFPC-BB). We prove the convergence of our algorithm under certain conditions.
We incorporate an accelerating technique in the MFPC-BB algorithm by computing the next iterate based not only on the previous one, but also on two previously computed iterates to get the AFPC-BB algorithm, which keeps its simplicity but shares the improved rate O(1/k 2 ) of the optimal gradient method.
Numerical experiments demonstrate that modified FPC algorithms outperform SDP solvers SeDuMi [48] (in YALMIP [30] ) and SDPNAL [53] for computing approximate and exact rational SOS of polynomials with rational coefficients, especially for large-scale sparse examples.
Structure of the paper. In Section 2, we derive the modified fixed point iterative algorithm for the minimum-rank Gram matrix completion problem. In Section 3, we establish the convergence result for our algorithm and prove that it converges to the optimal solution of problem (6) . In Section 4, we introduce two techniques to accelerate the convergence of our algorithm and present MFPC-BB and AFPC-BB algorithms for solving problem (6) . We demonstrate the performance and effectiveness of our algorithms through numerical examples for computing approximate and exact rational sum of squares decompositions of polynomials with rational coefficients in Section 5.
MODIFIED FIXED POINT ITERATIVE ALGORITHM
Let f : R n 1 ×n 2 → R be a convex function, the subdifferential of f at X * ∈ R n 1 ×n 2 denoted by ∂f(X * ) is the compact convex set defined by
Following discussions in [28, Theorem 3.1] and [51] , we derive the expression of the subdifferential of the nuclear norm at a symmetric matrix.
where Q (1) and Q (2) are orthogonal eigenvectors associated with the positive and negative eigenvalues of W respectively.
Proof. Suppose that the eigenvalues of a symmetric matrix W can be ordered as λ1
n×n is an orthogonal matrix and Λ = diag(λ1, . . . , λn). These matrices can be partitioned as
s − t, n − s columns and being associated with Λ
(1) = diag(λ1, . . . , λt), Λ (2) = diag(λt+1, . . . , λs), and Λ (3) = diag(λs+1, . . . , λn), respectively. Let λ = (λ1, . .
. , λn)
T and recall that
where D is an (n−s)×(n−s) diagonal matrix with diagonal elements less than 1 in modulus.
Let σ1(·) denote the largest singular value of a given matrix, then we have
which completes the proof.
The optimality condition in [31, Theorem 2] can be generalized to the optimality condition for the constrained convex optimization problem (6) . 
Proof. Suppose U ∈ ∂f(W * ) and satisfies the inequality condition (8), then
This shows that W * is an optimal solution of the problem (7). Conversely, suppose W * is the optimal solution of the problem (7), and (8) does not hold, i.e., for each U ∈ ∂f(W * ),
Consider Z(t) = tW 
Therefore, for a small value > 0, we have
, which is contradict to the fact that W * is optimal to the problem (7).
Based on above theorems, we can introduce a thresholding operator and extend the fixed point iterative scheme for solving (6) .
Definition 1 Suppose W = QΛQ
T is a Schur decomposition of a matrix W ∈ S n , where Λ = diag(λ1, . . . , λn) and Q is a real orthogonal matrix. For any ν ≥ 0, the matrix thresholding operator Tν(·) is defined as
where t+ = max(0, t).
We should point out that the idea of using the eigenvalue decomposition of Y k has also appeared in [49, Remark 3] . However, to our best knowledge, there exists no convergence analysis about the eigenvalue thresholding operator in the literature.
Let μ and τ be positive real numbers and X 0 be an initial starting matrix. For k = 0, 1, 2, · · · , we compute
until a stopping criterion is reached.
Theorem 3
For the operator A defined by (3) , suppose a matrix
Then W * is the unique optimal solution of the problem (6) .
is the unique optimal solution to the following problem
In fact, since the objective function ν W * +
is strictly convex, there exists a unique minimizer, and we only need to prove that it is equal to Tν (Y * ). Without loss of generality, we assume that the eigenvalues of Y * can be ordered as
We compute a Schur decomposition of Y * as
where
. . , λs), Q (1) and Q (2) are block matrices corresponding to Λ (1) and Λ (2) respectively. Let X = Tν (Y * ), we have
• Otherwise, let y = (y1, . . . , yp)
and there are at most n nonzero entries (being 1) in Ai, we have
Notice that E ∈ S n and W * ∈ S n + , by [?, Theorem 8.1.5], we have
Hence, according to Theorem 1, we have Y * − X ∈ ν∂ X * , which means that 0 ∈ ν∂ X * + X − Y * . By Theorem 2, we immediately conclude that Tν (Y * ) is an optimal solution of the problem (11) .
Since the objective function of the problem (6) 
By applying Theorem 2 once again, it is true that W * is the optimal solution of the problem (6).
CONVERGENCE ANALYSIS
In this section, we analyze the convergence properties of the modified fixed point iterative scheme (10) . We begin by recording two lemmas which establish the non-expansivity of the thresholding operator Tν (h(·)).
Lemma 1 The thresholding operator
Tν is non-expansive, i.e., for any X1, X2 ∈ S n ,
Moreover,
Lemma 2 Suppose that the step size τ satisfies
τ ∈ (0, 2/ A 2 2 ). Then the operator h(·) = I(·)−τ A * (A(·)−b) is non-expansive, i.e., for any X1, X2 ∈ S n , h(X1) − h(X2) F ≤ X1 − X2 F .
Moreover, we have
where I(·) is an identity operator.
The proof of these two lemmas follows the similar strategy presented in [31] . Instead of the inequality (3.3) in [31] , we use the fact that for X, Y ∈ S n , We now claim that the modified fixed point iterations (10) converge to the optimal solution of the problem (6). 
W
Then the sequence {X k } obtained via modified fixed point iterations (10) converges to W * .
Proof. Let ν = τ μ. Since both Tν(·) and h(·) are nonexpansive, Tν (h(·)) is also non-expansive. Therefore, {X k } lies in a compact set and must have a limit point. Suppose
which means that the sequence { X k − W * F } is monotonically non-increasing. Therefore
where X can be any limit point of {X k }. By the continuity of Tν (h(·)), we have
i.e., Tν(h( X)) is also a limit point of {X k }. Therefore, we have
Using Lemma 1 and Lemma 2 we obtain
which implies Tν (h( X)) = X. By Theorem 3, X is the optimal solution to the problem (6), i.e., X = W * . Hence, we have
i.e., {X k } converges to its unique limit point W * .
IMPLEMENTATION
This section provides implementation details of the modified FPC algorithm for solving the minimum-rank Gram matrix completion problem.
Evaluation of the eigenvalue thresholding operator
The main computational cost of the modified FPC algorithm is computing the Schur decompositions. Following the strategies in [6, 49] , we use PROPACK [24] in Matlab to compute a partial Schur decomposition of a symmetric matrix.
PROPACK can not automatically compute only eigenvalues greater than a given threshold ν. To use this package, we must predetermine the number s k of eigenvalues of Y k to compute at the k-th iteration. Suppose 
Barzilai-Borwein technique
In [31] , the authors always set the parameter τ = 1 since their operator A is generated by randomly sampling a subset of p entries from matrices with i.i.d. standard Gaussian entries. For this linear map, the Lipschitz constant for the objective function of (6) is 1. According to Theorem 4, convergence for the Gram matrix completion problem is guaranteed provided that τ ∈ (0, 2/ A 2 2 ). This choice is, however, too conservative and the convergence is typically slow.
There are many ways to select a step size. For simplicity, we describe a strategy, which is based on the BarzilaiBorwein method [2] , for choosing the step size τ k . Let
. We perform the shrinkage iteration (10) along the negative gradient direction g k of the smooth function
, then apply the thresholding operator Tν (·) to accommodate the non-smooth term X * . Hence, it is natural to choose τ k based on the function
The BB step provides a two-point approximation to the secant equation underlying quasi-Newton method, specifically,
In order to avoiding the parameter τ k being either too small or too large, we take
where 0 < τmin < τmax < ∞ are fixed parameters. The idea of using the BB step to accelerate the convergence of gradient algorithms has also appeared in [52] .
Algorithms
As suggested in [17, 31, 49] , we adopt a continuation strategy to solve the problem (6) . For the problem (6) with a target parameterμ being a moderately small number, we propose solving a sequence of problems (6) defined by an decreasing sequence μ k . When a new problem, associated with μ k+1 , is to be solved, the approximate solution for the current problem with μ k is used as the starting point. We use the parameter η to determine the rate of reduction of the consecutive μ k , i.e.,
Our modified fixed point continuation iterative scheme with the Barzilai-Borwein technique for solving (6) is outlined below.
Algorithm MFPC-BB

Input:
Parameters 0 < τmin < τ0 < τmax < ∞, μ1 > μ > 0, η > 0 and a tolerance > 0 Output:
A numeric Gram matrix.
-Set X 0 = 0.
-For μ = μ1, . . . , μL, do 1. Choose a step size τ k via the BB technique such that τmin ≤ τ k ≤ τmax.
Compute
-If the stop criterion is true, then return Xopt.
-end for.
However, as shown in [3, 20, 49] , the above algorithm may converge as O(1/k). Very recently, alternative algorithms that could speed up the performance of the gradient method FPC have been proposed in [20, 49] . These algorithms rely on computing the next iterate based not only on the previous one, but also on two or more previously computed iterates. We incorporate this new accelerating technique in our MFPC-BB algorithm to solve the affine constrained low-rank Gram matrix completion problem (6) . The accelerated algorithm, called AFPC-BB, keeps the simplicity of MFPC-BB but shares the improved rate O(1/k 2 ) of the optimal gradient method.
Algorithm AFPC-BB
Input:
Parameters 0 < τmin < τ0 < τmax < ∞, μ1 > μ > 0, η > 0 and tolerance > 0 Output:
-Set X 0 = 0, t0 = 1.
Compute
-end for.
The following theorem shows that by performing the gradient step at the matrix Z k instead of at the approximate solution X k , the convergence rate of the MFPC-BB method can be accelerated to O(1/k 2 ).
Theorem 5 [20, 49] Let {X k } be the sequence generated by the AFPC-BB algorithm. Then for any k > 1, we have
where C is a constant, F (X) is the objective function and X * is the optimal solution of the problem (6).
NUMERICAL EXPERIMENTS
In this section, we report the performance of our modified FPC algorithms for writing a real positive semidefinite polynomial as a sum of minimum number of squares of polynomials. In our tests, we generate positive semidefinite matrices W ∈ Q n×n with rank r by sampling an n × r factor L with random integers ranging from −10 to 10, and setting W = LL T . We construct the column vector m d (x) by choosing monomials in x1, . . . , xs of degree less than or equal to d for 2 ≤ s ≤ 4 and 5 ≤ d ≤ 20. Therefore, a positive semidefinite polynomial is obtained
Replacing entries in W by parameters, expanding the righthand side of the equality and matching coefficients of the monomials, we obtain a set of linear equations (3), which defines the linear map A from S n to R p . We know that an n × n symmetric matrix of rank r depends on dr = r(2n − r + 1)/2 degrees of freedom. Let F R (degrees of freedom ratio) be dr/p, where p is the number of linear constrains. If F R is large (close to 1), recovering W becomes harder as the number of measurements is close to the degree of freedom. Conversely, if F R is close to zero, recovering W becomes easier. Note that if F R > 1, there might have an infinite number of matrices with rank r satisfying given affine constraints.
The stopping criterion for the MFPC, MFPC-BB, AFPC-BB algorithms in our numerical experiments is given as follows:
where is a moderately small number. Throughout the experiments, we choose the initial matrix X 0 = 0. For each test, we make an initial estimate of the value L = A 
Numerical experiments on random Gram matrix completion problems
In the first series of test, we set = 10 −3 and compare the performance of the MFPC, MFPC-BB and AFPC-BB algorithms without continuation technique to solve problem (6) for randomly generated Gram matrix completion problems with moderate dimensions. In order to see the convergence behaviors of these algorithms clearly, we compute the full Schur decompositions at each iteration. Table 1 reports the degree of freedom ratio F R, the number of iterations, and the error (13) of the three algorithms. Computational efficiency is measured by the number of iterations. As can be seen from this table, on the condition that these three algorithms achieve similar errors, MFPC-BB provides better performance with less number of iterations than MFPC, which shows that the Barzilai-Borwein technique is quite effective in accelerating the convergence of the MFPC algorithm. Moreover, AFPC-BB outperforms the other two algorithms greatly in terms of the number of iterations.
In Table 2 , we report the performance of the AFPC-BB algorithm with continuation technique on randomly generated Gram matrix completion problems. We use PROPACK to compute partial eigenvalues and eigenvectors. For the continuation technique, we set the target parameterμ to be 10 −4 A * b and μ1 = 1/4 A * b . The update strategy for μ k is max (1/4μ k−1 ,μ) As indicated in this table, it takes the AFPC-BB algorithm fewer than 200 iterations and less than 10 minutes to reach convergence. For all problems in this set, F R is larger than 1. It is rather surprising that the low-rank Gram matrix can be recovered given only such a small number of affine constraints. To our best knowledge, nobody has considered solving matrix completion problems in this situation yet.
Exact rational sum of squares certificates
The numerical Gram matrix W returned by the AFPC-BB algorithm satisfies
In order to derive an exact SOS decomposition of f , we might need to start with an approximate Gram matrix with high accuracy [21, 22, 38, 39] and convert it into a rational matrix. Although first-order methods are often the only practical option for solving large-scale problems, it is rather difficult for them to achieve high accuracy. Therefore, we apply the structure-preserving Gauss-Newton iterations (see [21, 22] ) to refine the low-rank Gram matrix W returned by the AFPC-BB algorithm: we choose a rank r which is less than or equal to the rank of W and compute the truncated L T DL decomposition of W to obtain an approximate SOS decomposition
then apply the standard Gauss-Newton iteration to compute Δci,αx α such that The matrix W is updated accordingly to W + ΔW and the iteration is stopped when the backward error
is less than the given tolerance. If it doesn't reach convergence after several Gauss-Newton iterations, we may increase the precision or use different r and try Gauss-Newton iterations again. Since these iterations may be run with multi-precision, it will be very expensive if r is large. This motivates us to find a Gram matrix with the minimum rank. We notice that the AFPC-BB algorithm provides a lowrank Gram matrix to seed Gauss-Newton iterations while the SDP solver SeDuMi [48] (in YALMIP [30] ) usually returns a Gram matrix with the maximum rank (see [11, Theorem 2.1]). It is interesting to notice that the newly developed SDP solver SDPNAL [53] can return a Gram matrix with relatively low rank.
In Table 3 , we construct random examples with dense monomial vector m d (x) and compare the performance of the AFPC-BB algorithm with the SDP solvers SeDuMi and SDPNAL for recovering the low-rank Gram matrices. We also show the effectiveness of Gauss-Newton iterations run in Maple 13 with Digits = 14 in refining the numerical Gram matrix. The tolerance for the three solvers is set to 5 × 10 −4 for all the numerical experiments, which is small enough to guarantee very good recoverability.
As indicated in this table, for the first four examples, we can use Gauss-Newton iterations (5.2) to refine the Gram matrices returned by all three algorithms to relatively high accuracy. After rounding every entry of the refined matrix to the nearest integer, we can easily recover a rational Gram matrix with rank 5 which gives the exact SOS representation of the nonnegative polynomial. However, when n = 500, SeDuMi have troubles to recover the exact SOS decomposition for the given precision.
In Table 4 , we construct random examples with sparse monomial vector m d (x), therefore, the degree of freedom ratio F R is reduced. It is surprising to notice that, without running Gauss-Newton iterations to achieve high accuracy, it is possible to recover the exact SOS representation of nonnegative polynomials directly from the numerical low-rank Gram matrix returned by the AFPC-BB algorithm. However, we are not yet able to recover exact SOS decompositions of polynomials directly from the matrices returned by SDPNAL, which have relatively large rank for the given tolerance.
