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Abstract 
Desharnais, J., A. Mili and F. Mili, On the mathematics of sequential decompositions, 
Science of Computer Programming 20 (1993) 253-289. 
We view the process of constructing a program as the stepwise transformation of a relation 
into simpler relations. In this paper, we focus on a particular transformation: that which 
decomposes the specification of an iterative program into the specification of the initial- 
ization segment and the specification of the while loop. We investigate in some detail the 
mathematics of this decomposition. 
1. Introduction: position of the problem 
1.1. Background 
The approach that we take to program construction can be characterized by 
the following premises: specifications are represented by homogeneous binary 
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relations; programs define deterministic (homogeneous) binary relations; pro- 
gram construction is the process whereby a specification is transformed into a 
program in a stepwise fashion. 
Specifically, we identify three kinds of program transformations: code gener- 
ation, which recognizes that a specification is sufficiently simple that a program 
segment can be derived to satisfy it; decomposition, which recognizes that a 
specification is complex, and decomposes it into simpler (sub ) specifications; 
generalization, which recognizes that a specification is cluttered with nonessen- 
tial features, and transforms it into a simpler, more general specification. For 
more information on these transformations, the interested reader is referred to 
[ 17,20,22]. 
As far as decomposition is concerned, we identify three operations: alterna- 
tive decomposition, which transforms a specification (relation) into the union 
of two subspecifications; sequence decomposition, which transforms a specili- 
cation (relation) into the sequential composition of two subspecifications; and 
iterative decomposition, which transforms a specification (relation) into the 
transitive closure of a subspecification. 
In this paper, we focus on the sequence decomposition, in a specific con- 
text: when the decomposition attempts to break down the specification of an 
iterative program into the specification of the initialization segment and the 
specification of the while loop. As a naming convention, we call while loop a 
program of the form, 
while t do b 
where t is a boolean condition and b is a program statement, and let iterative 
program refer to a program of the form, 
begin init; while t do b end 
where init is a program statement. 
1.2. Mathematical preliminaries 
We assume the reader familiar with the basics of sets and relations. Typically, 
the sets that we consider are defined by Pascal-like variable declarations, and 
are structured as Cartesian products; each Cartesian component is identified 
by a variable name, which serves to index the component. Hence, e.g. if S 
is the Cartesian product of two components, which are identified by variables 
a and b, and s is an arbitrary element of S, then we denote by a(s) and 
b(s) the a-component and b-component of element S. Also, we are typically 
interested in homogeneous binary relations on space S. Binary relations are 
used to represent specifications; they contain pairs of the form (input,output) 
that the specifier considers correct. 
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Among the constant relations on set S, we mention: the universal relation, 
L = S x S; the identity relation, I = {(s, s’) ( s’ = s}; and the empty relation, 
0 = {}. 
Because relations are sets, all the set-theoretic operations (union, intersection, 
difference) can be applied to them. Further, we define the following operations: 
the relati,le product of relation R by relation R’ is defined by 
RoR’= {(s,s’) j3t: (s,t) ERA (t,.s’) E R’}; 
the inverse of relation R is defined by 
k = { (s,s’) 1 (s’,s) E R}; 
the complement of relation R is defined by 
i?= L\R. 
When this causes no confusion, we may represent the relative product by 
simple concatenation, i.e. RR’ rather than R o R’. 
The conjugate kernel’ of two relations, R and Q, is the relation defined by 
K(R, Q, = ??Q n LQ. 
The kernel of relation R is the relation defined as K (R, R) and denoted by K (R) 
(by abuse of notation, since the same symbol is used for conjugate kernels). 
The nucleus of relation R is the relation denoted by 11 (R) and defined as RR. 
Relation R is said to be total if and only if RL = L. Relation R is said 
to be deterministic (or: to be a function) if and only if R^R g I. Relation d 
is said to be a vector [24,25] if and only if dL = d; vectors are relations of 
the form d = D x S, for some subset D of S. Let R be a relation on S and 
d = D x S be a vector on S; the relation R’ = d n R contains all the pairs 
(s,s’) of R such that s E D; we say that R’ is the restriction of R to D (or, by 
abuse of language, to d). Relation R is said to be regular (or, di’nctional) if 
and only if R = RgR. We have established in [ 131 that R is regular if and 
only if K(R) = u(R). 
Given a program P on space S, we define below the function computed by 
P. 
Definition 1.1. The fhctional abstraction of program P is the relation denoted 
by [P] and defined by 
[P] = { (5,s’) 1 if P starts execution in state s, 
then it terminates in state s’}. 
‘This operator has several division-like properties (interpreted as: R divided by Q). In particular, 
we have found it [5] to provide the least defined solution (in X) to the equation XQ = R under 
some conditions; hence this operator is related to Hoare’s weakest prespecification problem [ I 1,121. 
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Because we consider Pascal programs in this paper, functional abstractions 
are deterministic relations. If F is the functional abstraction of program P, we 
say that program P computes F. 
The ordering among specifications that expresses that some specification is 
stronger than another is defined as follows. 
Definition 1.2. Relation R is said to be more defined than relation R' if and 
only if 
R'L C RLAR'L~R C R'. 
We abbreviate this ordering by 3, and its inverse by 6. The significance of 
this definition is reflected in the definition and proposition that follow. 
Definition 1.3. Program P is said to be correct with respect to specification R 
if and only if [P ] is more defined than R. 
This definition of correctness is essentially equivalent to total correctness, as 
it is defined in traditional sources [6,8,16]. The following proposition stems 
from the definition of correctness, and from the transitivity of the more defined 
ordering. 
Proposition 1.4. If relation R is more defined than relation R', then any program 
correct with respect to R is correct with respect to R'. 
The function computed by a while loop is not arbitrary; rather, it has 
specific properties (such as: the range of such a function is included in its 
domain, the function behaves like an identity on its range, all the level sets 
of such a function have an element from the range, etc.). Also, in order for a 
specification to have a while loop as a solution (i.e. a correct program), it has 
to meet special properties of its own. We have identified four such properties, 
which we give below in increasing order of strength. 
Definition 1.5. Relation R is said to be in first iterative form if and only if it 
satisfies the condition, 
RLSRRLuR(RnI)L. 
Definition 1.6. Relation R is said to be in second iterative form if and only if 
it is total, and satisfies the condition, 
RLsR(R n I)L. 
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Definition 1.7. Relation R is said to be in third iterative firm if and only if it 
is total, and satisfies the condition, 
R = R(RnI). 
Definition 1.8. Relation R is said to be in fourth iterative form if and only if 
it is total, and satisfies the condition, 
RnR^L = InR^L. 
Perhaps the most economical way to give the reader some intuition about 
iterative forms is to mention that each form logically implies the lower forms, 
and to give characterizations of the first and fourth iterative forms. 
Proposition 1.9. A relation R is in first iterative form if and only if there exists 
a while loop that is correct with respect to R. 
Proposition 1.10. A relation R is deterministic and in fourth iterative form if 
and only if there exists a while loop that computes function R. 
The following two propositions, which we give without proofs, provide 
further information on iterative forms, and on their logical relationships. 
Proposition 1.11. If R is in first iterative form and total, then it is in second 
iterative form. 
Proposition 1.12. If R is in third iterative form and deterministic, then it is in 
fourth iterative form. 
For more information on iterative forms, the interested reader is referred 
to [22], where iterative forms are defined with (more) explicit formulas, and 
illustrated with simple examples. 
1.3. The calculus of relations 
Following Tarski [26], we distinguish between the elementary theory of 
relations and the calculus of relations. While the former introduces relations 
as sets of pairs (just like we did in the previous subsection) and detines 
operations on relations in set-theoretic terms, the latter introduces relations 
as an algebraic structure satisfying a number of properties. Our experience 
has been that the calculus of relations is far more effective in constructing 
proofs of propositions and theorems about relations; hence we will be using it 
throughout this paper to formulate proofs and results. 
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However, because this calculus is beyond the scope of our paper, we will not 
present it in detail here; we will content ourselves with giving its definition (as 
provided by [25] ). This definition yields a number of identities, which we will 
use freely throughout the paper (as the theory of relations fits the definition 
of algebra), referring the interested reader to [25] for details. 
Definition 1.13. A relation algebra is a structure (R,U, n,-,-, o) over a non- 
empty set R of elements, called relations. The following conditions are satisfied. 
( 1) Every relation R belongs to a subset BR of R such that (BR, U, fl, -) is a 
complete atomistic Boolean algebra, with null element 0 and universal 
element L. The elements of BR are ordered by inclwio_n, denoted by C_. 
(2) For every relation R there exists a conVerse relation R (we may write 
(R)^ rather than F) for parenthesized expressions). If R E BR, then 
R is said to be homogeneous. 
(3) Given two relations Q and R belonging to suitable Boolean algebras !3~ 
and BR respectively, an associative composition Q o R is defined. There 
exist right and left identities for every set BR of relations. The existence 
of a composition Q o R implies that P o R is defined for all relations 
P E BQ. Moreover, the compositions R 0 R and R o E are always defined. 
(4) TheSchroderrulePoQ~R%Poo&~eRRQ~choldswhenever 
one of the three expressions is defined. 
(5) L o R o L = L holds for every R # 0 (Tarski rule). 
1.4. Defining the problem 
1.4.1. The sequence decomposition rule 
It is commonly recognized (e.g. [ 10,231) that stepwise decomposition pro- 
cedures are correctness-preserving only if the decomposition operators they use 
are monotonic with respect to the refinement ordering. The following definition 
provides our monotonic operator for sequential composition; it is commonly 
known [2,3] under the name demonic composition. 
Definition 1.14. The demonic composition of relation R by relation R’ is the 
relation defined by 
R * R’ = RR’ n RR/L. 
For readers who are not familiar with this notion, we give a brief example to 
illustrate the difference between demonic composition and the usual relational 
composition. We consider the following relations on space S = (0, 1,2,3,4,5}. 
R = {(O,O), (O,l), (1, l), (192)). 
RI = {(1,3), (2,4), (3,5)). 
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Then, we have, 
RR’ = {(0,3), (1,3), (1,4)}. 
As for the demonic composition, we compute it by taking the intersection of 
this term with RR/L. We get 
R’L 
= {1,2,3} x S 
= {0,4,5} x S. 
RR’L 
= (0) x s 
= { 1,2,3,4, 5} x S. 
Hence, we find 
R* R’ = {(1,3), (1,4)}. 
Note that (0,3) belongs to RR’ but does not belong to R * R’: a pair (s, s’) 
belongs to RR’ as soon as there exists an intermediate t such that (s, t) E R 
and (t, s’) E R’; whereas a pair belongs to R * R’ only if for all t such that 
(s, t) E R, we find that (t, s’) E R. We use this operator to formulate the 
sequence decomposition rule. 
Sequence Decomposition Rule. Given a relation R, find relations RI and R2 
such that R = RI * Rz. 
The following proposition, which we present without proof, provides that 
this rule is correctness-preserving. 
Proposition 1.15. Let speciJication R be decomposed as R = RI * Rz. Then, if 
program pI is correct with respect to specification RI and program p2 is correct 
with respect to speciJication R2, then program 
begin p1 ; p2 end 
is correct with respect to specification R. 
1.4.2. Stepwise definition of the problem 
In [ 221, we have derived a set of heuristics for mapping a specification that 
is in first iterative form into a while loop; the network of heuristics that is 
given in [22] is proven to be complete, in the sense that it can in principle 
derive a while loop from any specification which is in first iterative form. 
Given that while loops are typically part of iterative programs, which include 
an initialization segment upstream of the while loop, one may want to ask 
the following question: how can we extract the specification of the while loop 
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from the specification of the iterative program? This is the problem we wish 
to formulate. 
Before we proceed with the mathematical formulation, we wish to present 
an illustrative example of the decomposition under study, so as to give the 
reader some intuition about the problem. We consider the space S defined by 
the following Pascal-like declarations: 
a: array Cl. .Nl of real; 
k: 1. .N+i; 
x: real; 
where N > 1, and we let R be the following specification (relation) on space 
s: 
R = { (s,s’) 1 a(d) = a(s) Ark(d) = N + 1 Ax(d) = &d,il). 
i=l 
Let us assume that we have developed the following program to be correct 
with respect to specification R: 
begin 
x:=0; k:=l; 
while k<>N+l do 
begin 
x:=x+a[k] ; k:=k+l 
end 
end. 
With hindsight, the development of this program amounts to decomposing 
specification R into the product J * IV, where 
.I = {(SJ’) (a(d) = a(s) Ak(S’) = 1 AX(S’) = O}, 
w = 
{ 
(s,s’) 1 a(d) = U(S)Ak(S’) = N+ 1A 
x0’) = x(s) + f a(s),& 
i=k(s) I 
The problem that we address in this paper is: what mathematical relationship 
is there between specifications R and W? How can we derive W from R? 
In light of the sequence decomposition rule, given above, a first formulation 
of the problem is the following: 
Given specification R, find specifications J and W such that R = 
J * W and W is in first iterative form. 
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To make the problem more general, we do not require that R be exactly 
equal to J * IV; rather, we content ourselves with requiring that J * W be more 
defined than (i.e. a refinement of) R. This yields the following formulation: 
Given specification R, find specifications J and IV such that R d 
J * W and fir is in first iterative form. 
Before we proceed further, we need to gather results about sequence decom- 
positions that involve the demonic product; once these results are established, 
we will use them to formulate our problem in more articulate terms. 
2. The sequence decomposition problem 
2. I. General results 
In [5], we discuss the problem of determining, given relations Q and R, a 
least defined relation X that satisfies the equation2 
XQ>R AX C Lg. 
We have found, in particular, that this problem has feasible solutions if and 
only if RL g K( R, Q)L, and that the least defined solution is K (R, Q). 
Because this problem involves the traditional relational product rather than 
our demonic composition, we cannot make use of the results provided in [ 5 1. 3 
We consider instead the problem of determining the least defined relation X 
that satisfies the equation 
for a given pair of relations Q and R. We have established the following result, 
which, for the sake of space, we present without proof. 
Proposition 2.1. The equation 
admits solutions if and only if RL C K (R, Q) L. K’hen this condition is met, the 
least defined solution is K (R, Q 1. 
2This is a variant of Hoare’s [ 1 I ] weakest prespeci’cation problem. 
3Although, as we shall see, the results are the same. 
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2.2. Decomposing iterative programs 
We consider again the formulation of our problem: 
Given specification R, find specifications J and W such that R < 
J * W and W is in first iterative form. 
As a measure of separation of concerns, we resolve to derive W from R, 
then derive J as the conjugate kernel of R by IV; as a byproduct, we will gain 
that J is least defined. Taking into account the feasibility condition provided 
by Proposition 2.1, we get the following formulation. 
Given specification R, find specification W in first iterative form 
such that RL C K (R, W)L, then compute J = K (R, W). 
There is a flaw in this formulation: it does not enforce a sufficiently strong 
functional relationship between R and W. The relationship RL C: K (R, W)L 
holds whenever the equation X *_ W = R has a solution (in X), irrespective 
of whether W is a while loop corresponding to the iterative program R. 4 
The key to addressing this flaw is to recognize that typically, whenever R 
is the specification of an iterative program and W is the specification of the 
corresponding while loop, R and W coincide for some nonempty set of inputs. 
In other words, there exists a subset D of S such that the restriction of R to 
D and the restriction of W to D are identical. We leave it to the interested 
readers to convince themselves that, for a set D defined as 
k(s)-1 
s 1 x(s) = c a(s)[i] , 
i=l 
relations R and W given in the example above coincide. Also, the reader is 
encouraged to consider other examples of (R, IV) pairs, and to determine the 
largest set D on which R and W coincide. Consequently, we articulate the 
problem as follows: 
Given R, find a restriction W of R in first iterative form and such 
that RL 2 K (R, W)L, then compute J = K (R, W’). 
The rationale for this formulation is the following: given that W and R must 
coincide on some set D, they must be chosen such that d n W = d n R, for 
vector d = D x S. If we let W’ be d n IV, we get that W’ must be chosen 
as a restriction of R. Note that the generalization heuristics given in [22] are 
designed to take IV’ from lirst iterative form to higher (i.e. second, third, 
4For example, given relation R used in the example above, nothing prohibits us from letting 
W be the function of a while loop that searches the array for occurrences of x-clearly a useless 
while loop for our problem. So while any decomposition that satisfies the above formulation is 
correctness-preserving, we could not consider it to fit the initialization-iteration pattern. 
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fourth) iterative forms, where one of the requirements is totality; hence, past 
the first iterative form, there will be no trace left of the fact that W’ is not total 
(as it is restricted by d). Henceforth we let I+” = d n l4’ be renamed as W. 
From this discussion, it appears that the key decision to be made in deriving 
W from R is the choice of vector d (which is equivalent to choosing set 
D). The final formulation of the problem, which we give below, reflects this 
observation. 
Given relation R, find a vector d such that d n R is in first iterative 
form and such that RL 2 K (R, d n R) L, then take W’ = d n R and 
J = K(R,Rnd). 
We call this the sequence decomposition problem. The crux of this problem 
is the derivation of vector d from relation R. We endeavour to collect as much 
information as we can about vector d, so as to use it in selecting a proper 
value. 
Theorem 2.2. Vector d is a solution to the sequence decomposition problem if 
and only if 
RL s Ic (R)d 
dnRdc RLuRzuR(RnI)L. 
Proof. Vector d is a solution to the sequence decomposition problem if and 
only if RL is a included in K (R, d n R) L and d n R is in first iterative form. 
We consider these two conditions in turn; the conjugate kernel of R by d n R 
can be simplified as follows: 
K(R,dnR) 
by definition of conjugate kernels 
= i?(d??R) n L(d??R) 
by distributing the inverse operator 
= R(d^n E) n L(d^n R^) 
identity: Q(LQn R) = LQn PR, and d^ = LI? 
= d^nRR^n2nLE 
by De Morgan’s laws 
= (i7uRE)niTnLk 
because zn d^ = 0 - 
= REnd^nLE 
by definition of kernel 
= phi. 
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The domain of this relation can be written as 
(K(R) nd^)L 
identity: (P n LQ)R = P(R n GL) 
= tc(R)d. 
On the other hand, W = d n R must be in first iterative form. Using the 
defmition of first iterative form, we get: 
(dnR)Lc (dnR)((dnR)Lu(dnRnZ)L) 
identity: (PL n Q)R = PL n QR, and d = dL 
H 
dnRLc_dnR(dnRLudn(RnI)L) 
by De Morgan’s laws 
H 
dnRLcR(duRLudn(RnI)L) 
absorption identity: p u P n Q = F u Q 
* 
dnRLcR(duRLu(RnI)L) 
distributivity, and identity: P n Q C R e P c D U R 
u - - 
dcRduRLuRRLuR(RnI)L 
identity: P n Q C_ R ++ P c G u R 
* 
dnRdc_ RLuREuR(RnI)L. 0 
From this theorem (or to be precise, from its proof), we derive a corollary 
which provides an explicit expression of J. 
Corollary 2.3. Given vector d a solution to the sequence decomposition problem, 
the specification of the initialization segment is given by 
J = K(R) nd? 
Proof. From [5] we know that the optimal (i.e. least defined) solution in J 
is the conjugate kernel of R by d n R. The proof above provides that this 
conjugate kernel is K (R) n 2. Cl 
Note that the two conditions of Theorem 2.2 provide respectively a lower 
bound and an upper bound for vector d. Because the expressions of these 
bounds are not explicit, it would be an overstatement to declare that this 
theorem gives guidelines for choosing d; at most can we claim that it allows us 
to check, once d is chosen, that it is chosen correctly. The following sections 
will be devoted to investigating more tractable formulas for the lower bound 
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and upper bound of vector d. Before we end this section, we will however 
present a short example, where vector d is first guessed, then checked against 
these bounds. 
Example 2.4. We let R be the following relation, defined on the space S, where 
N 2 1: 
a: array 11. .N] of real; 
k: integer; 
x: real; 
R = (s,s’) 11 d /C(S) d N + 1 AX(S’) = Fa(.s)[i]}. 
i=l 
We let d be the vector defined on S as follows: 
\ i=l / 
We now proceed with writing down the conditions provided by Theorem 
2.2, and check that d satisfies them. We start with the lower bound condi- 
tion. 
l Lower bound condition. The sufficient conditions for regularity that we 
present in [ 131 provide that the relation we have in this example is 
regular. Hence the lower bound condition becomes: 
We leave it to the interested reader to check that this is equivalent 
to: 
{(sJ’) 1 1 < k(s) d N + 1> 
(s,s’)) l<k(s),<N+l~ 
I N N 
c c 3 : a(s)[i] = Ca(t)[i] A i=l i=l 
1 < k(t) d N + 1 AX(~) = ‘~‘a(t)[il)). 
/=I /I 
The left-hand side of the inclusion is actually equal to the right-hand side, 
since the term between parentheses in the right-hand side is equivalent to 
true. Hence the lower bound condition is satisfied. 
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l Upper bound condition. For the upper bound condition, we compute all 
the terms involved in the formula one by one. 
Rd 
= (S,S’)ll 
{ 
d k(s) d N + 1 Ax(s’) = ea(sj[i]} 
i=l 
0 { (s,s’) I x(s) # x(~‘ub)liI} 
1=1 
= 
{ 
(s,s’) ( 1 d k(S) d N-t 1 A 
( 
3:x(t) = ea(s)[i] Ax(t) # ‘Ela(tJ[i])} 
i=l i=l 
= {(s,s’) 1 1 d k(S) < N + l}. 
Whence, 
R? = { (s,s’) 1 k(s) < 1 V/?(S) > A’ + 1). 
Hence, 
dnRd 
k(s)-1 
= (s,s’) 1 x(s) = c a(s)[i] A (k(s) < 1 v/k(s) > N + 1) 
i=l 
= 
{ 
k(s)-1 
(s,s’) 1 x(s) = c a(s) [i] A k(s) < 1 
i=l 1 
{ 
k(s)-1 
u (s,s’) ix(s) = c a(.s)[i] Ak(s) > N + 1 
i=l 
= ((5,s’) Ix(s) = O}US 
= {(SJ’) ( x(s) = O}. 
On the other hand, 
RL = {(sJ’) ) k(s) < 1 VI?(S) > N + l}. 
RRL 
= (s,.s’) ) 1 
{ 
G k(s) d N + 1 Ax(s’) = 2a(si[i]} 
i=l 
O{(S,S’)Jk(S)<lVk(S)>N-t l} 
(s,s’)I 1 <k(.s) < N+lA 
gt:x(t) =~a(~)[i]A(k(f)<lVk(i)>1\:+1) 
i=l >> 
= {(s,s’) I1 d /C(S) d N + 1). 
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) 1 1 < k(s) < N + 1 A-X(.?) = 2u(s)[i] A 
i=l 
1 < k(d) d N + 1 Ax(s’) = Fa(.s’)[j]}. 
i=l / 
R(R n Z)L = { (s,s’) 1 1 d /Q(S) d N + l}. 
The right-hand side of the inclusion in the upper bound condition proves 
to equal the universal relation, L; hence the upper bound condition is 
satisfied (note that we could have established the upper bound condition 
by considering the right-hand side exclusively; we choose to compute both 
sides, so as to familiarize the reader with our notations). 
Deriving J and W. Given that the choice of d is correct, we now proceed 
to construct specifications J and W according to the formulas proposed 
above: 
J 
= K(R)nd^ 
= Rknd^ 
= (s,s’) l~k(S)~N+lAl~k(s’)~N+lA 
{ 
ea(s)[i] = $a(s’)[i] Ax(s’) = k’E’a(s’)[i]}. 
1=l 1=I I=1 
W 
= Rnd 
= 
{ 
(s,s’) 1 1 < k(s) d N+ l/I 
k(s)-1 
x(s) = C a(s)[i] Ax(s’) = ea(r)[i]} 
i=l i= I 
= (s,s’)I 1 <k(S)<N+lA l 
I k(s)-1 
x(s) = c a(s)[i] Ax(d) = x(s) + ca(s)[i]} 
i=l k(s) 
A generalization (whose details are given in [22] ) of this specification 
yields the following specification of the while loop: 
W’ = { (s,s’) 1 x(d) = x(s) + 5 a(s)[i]}. 
i=k(s) 
The reader may check easily that the while loop given above is correct 
with respect to V”. Note how J and W are coordinated: J requires 
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that the initialization segment place in x the sum of the array between 
indices 1 and k(s) - 1; while specification W requires that the while 
loop adds the sum of the array between indices k(s) and N to what- 
ever is already in X; hence completing the summation of the array. Note 
also that specification J does not require that array a be preserved; 
rather, it requires that the sum of the array be preserved-hence allow- 
ing such steps as shuffling the array, or adding some cells into others, 
etc. 
The example above illustrates the difficulty of applying Theorem 2.2, even 
for cases where the correct vector d is found. We propose, in the remainder of 
this paper, to elaborate on this theorem, by proposing more tractable formulas 
to work with, and by offering guidelines as to how to determine vector d 
from R. To illustrate the results given in this paper, we will, except in one 
instance, use the array sum example. We have chosen a simple example so that 
we can concentrate on the phenomena we are illustrating (rather than on the 
intricacies of the illustrative examples); on the other hand, we are choosing 
the same example throughout so that readers can better appreciate the nuances 
provided by each proposition or heuristic. The fact that we use the same 
example, and a simple one at that, does not mean that our mathematics are 
only applicable to simple examples; the only restrictions on the applicability 
of our formulas are those that are explicitly provided in the propositions and 
heuristics. 
3. Sequence heuristics: deterministic specifications 
3. I. Heuristic Sl: initialization by necessity 
We focus our attention, in this section, on the case where specification R 
is deterministic. When we add the hypothesis of determinacy to Theorem 2.2, 
we get the following proposition. 
Proposition 3.1. Given that specification R is deterministic, vector d is a solution 
to the sequence decomposition problem if and only if 
RL 2 v(R)d 
and 
- - 
dnRdsRLuRRLuR(RnI)L. 
Then the formula of J is v (R) n d? 
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Proof. The first condition of the proposition, as well as the formula of J, 
is obtained from Theorem 2.2 by replacing K(R) with v(R), which we can 
by virtue of a result from [ 131 to the effect that deterministic relations are 
regular. As for the second condition of the proposition, it is established as 
follows. Because R is deterministic, we have 
dnRd 
identity: if Q is deterministic then Q?? = QR n QL 
=dnRdnRL 
by De Morgan’s laws - 
= d n (Rd u RL). 
So that the upper bound condition becomes 
- - _ 
dn(RduRL)cRLuRRLuR(RnI)L, 
which is equivalent to 
- - 
dnRdcRLuRRLuR(RnI)L. 0 
We leave it to the interested reader to apply this proposition to a specification 
which is deterministic, but (for the sake of illustration) not total: in the next 
proposition, we introduce the additional hypothesis that R is total. 
Proposition 3.2. Given that speci$cation R is total and deterministic, vector d 
is a solution to the sequence decomposition problem [j” aarzd only’ if 
L c: v(R)d 
and 
dnRd c R(RnI)L. 
Proof. This result stems from the previous proposition: if R is total, then 
RL = L (ref: modifications to the lower bound condition) and RL = 0 (ref: 
modifications to the upper bound condition). 0 
While it is much simpler than the condition given in Theorem 2.2, the 
upper bound condition of this proposition still does not provide us with an 
explicit expression of the upper bound; hence we will proceed by selecting good 
approximations of this bound. We let d be the vector defined by 
d = R^Lu (R”Z)L, 
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and we claim that A satisfies the upper bound 
subset of it. The proof is fairly straightforward: 
AnRA 
c: RA 
definition of A 
= R(&J (R n Z)L) 
identity: Rz = 0 
= R(RnZ)L. 
condition; hence so does any 
On the basis of these developments, we propose the following heuristic. 
Heuristic S1. Given a total deterministic relation R, find a vector d that is 
h 
included in A = RL u (R n I)L and such that u (R)d is total, then take 
.I = v(R) nzand W’ = Rnd. 
Example 3.3. We consider the following simple example. We let the space S 
be defined by the following declarations, 
a, b, c: natural 
and we consider the specification R defined by 
R = {(s,s’) 1 a(?) = a(s) ~b(s’) = OAC(S’) = a(s)b(s)}. 
We first compute the upper bound A, then we select a subset of it as vector d. 
A 
7 
= RLu (RnZ)L 
= ((s,s’) I b(s) # o> u { ( s,s’) 1 b(s) = OAC(S) = O} 
= { (s,s’) ) b(s) # 0 v c(s) = O}. 
To take a subset of this vector, we may select an arbitrary subset of clauses; 
we choose the second clause, and leave it to the interested reader to check how 
the subsequent calculations develop if we had chosen the first clause. Hence 
we get 
d = {(sJ’) 1 c(s) = O}. 
We check whether this vector d satisfies the lower bound condition: 
= {(s,s’) I a(s’) = a(s) Aa(s’)b(s’) = a(s)b(s)} 
0 {(s,s’) I c(s) = o> 
= {(s,s’) (3: a(t) = a(s) Aa(t)b(t) = a(s)h(s) AC(~) = 0} 
= { (s,.s’) 1 true} 
= L. 
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Hence the choice of d is correct. Given vector d, we now construct specifica- 
tions J and W. We find 
J 
= v(R)fld^ 
= {(s,s’) ( a(s’) = a(s) /Ia( = a(s)b(s) AC(S’) = O}. 
This specification can be satisfied by preserving a and b while cancelling c. 
Note that if a is zero, then specification J imposes no condition on b: indeed, 
if the multiplicand is zero, then the multiplier can be changed at will; hence J 
could also be satisfied by the equally correct initialization segment 
init= beginc:=O;ifa=Othenb:=Oend. 
We leave it to the reader to check that, when a is zero, this initialization saves 
us a great deal of useless iterations (that would otherwise spend a large number 
of iterations adding a = 0 to c and decrementing b-a futile exercise). One 
would expect J to reflect this property, even though most programmers would 
not naturally think of it. 
As for specification W, we construct it as the restriction of R to d: 
W 
=dnR 
= {(s,s’) 1 c(s) = Or\a(s’) = a(s) AC(~) = a(s)b(s)}. 
We can rewrite this as 
= {(s,s’) / c(s) = OAa(s’) = a(s) AC(d) = c(s) + a(s)b(s)} 
and generalize it (according to prescriptions given in [22] ) into 
W’ = {(s,s’) / a(s’) = a(s) AC(?) = c(s) + a(s)b(s)}. 
Clearly, the following while loop is correct with respect to this specification: 
whileloop = while b # 0 do begin c : = c + a; b : = b - 1 end. 
This example illustrates the important role played, in this construction pro- 
cess, by the upper bound d of d; the expression of d gives very useful hints as 
to what d could be, and reduces the selection of d to a simple decision. Unfor- 
tunately, we have found cases where the formula proposed for d in heuristic 
Sl yields the universal relation L-hence gives no guideline whatsoever in 
choosing d. We illustrate such a situation with the following example. 
Example 3.4. We let the space S be defined by 
a: array [i..N] of real; 
k: i..N+l; 
x: real; 
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for some N > 1, and we let the specification R be defined as follows: 
R = (s,s') 1 a(~‘) = a(s) Ak(s’) = N + 1 Ax(s’) = &(s)[i]}. 
i=l 
compute turn (R I) then 
R^L (s,s') = + Ax(s) &Ml} 
1=1 
(RnZ)L 
= 
{ 
(s,s’) Is’ = snk(.s) = N + 1 Ax(s) = &I(X) 
i=l 
[iI L I 
= { (s,d) 1 k(s) = N + 1 Ax(s) = &(,,,il}. 
i=l 
We find that iL and (RnZ)L are equal, hence the union of= and (RnI)L 
is all of L; so that the condition d s A becomes the trivial condition d C L, 
and gives us no indication in choosing d. 
There is a very good reason, as it were, for this behaviour of heuristic S 1: 
we have found that if R yields A = L, then it is in fourth iterative form, 
hence admits a while loop for a solution. Before we formulate and prove a 
proposition to this effect, we need to establish a lemma. 
Lemma 3.5. Let R be a total relation. Then ffL = (R n I) L if and only if 
R = R(RnI). 
Proof. We prove in turn the necessity then the sufficiency of the proposed 
condition. 
l Necessity. 
R= R(RnZ) 
multiplying both sides by L 
=+- 
LR=LR(RnI) 
because LR(R n I) = L(R n I), as we prove below 
=+ 
LR=L(RnZ) 
taking the inverse on both sides 
=+- 
EL = (Rn I)L. 
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Now, we prove that LR (R n I) = L (R n I). The left-hand side is a subset 
of the right-hand side since LR C L. We consider the right-hand side: 
L(RnI) 
because R n I G I 
= L(RnZ)(RnZ) 
because R n I C_ R 
&LR(RnI). 
l S@ciency. We proceed as follows: 
R 
because R G LR 
=RnLR 
by hypothesis, inverting both sides of the condition 
= RnL(RnI) 
restriction identity 
=R(RnZ). 0 
Proposition 3.6. Let R be a total deterministic relation such that R^L = (RN) L. 
Then R is in fourth iterative form. 5 
Proof. Let R be deterministic and such that ZL = (R n Z)L. We endeavour 
to establish that R n R^L = I n R^L. By Lemma 3.5, we have R = R( R n I); 
and by [2 11, we have that R = R (R n I) if and only if I n R^L c R, whence 
we deduce I n EL C R n EL. 
What we have left to prove now is R n R^L & In R^L. To do so, it suffices to 
prove R n kL C I. We compute the left-hand side: 
RnzL 
identity: R U ?? = L 
= Rnk(RuR) 
distributing 
= RnkRURnkz 
determinacy of R 
gIuRnR^i?. 
5From Proposition 3.6 and Lemma 3.5 it stems that a relation which is in third iterative form 
and deterministic is necessarily in fourth iterative form. 
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We focus our attention on the second term of the union. We find 
RnRIR 
Dedekind 
E (iZnRii)(RnRR) 
determinacy of R 
2 (EnRk)RR 
note: InR^LgR+(IngL)E&RE+ - 
kgRk+R^nRk=Q) 
LB. 0 
Because the upper bound of d is L, one can conceivably take d = L, while 
be assured that the lower bound condition is satisfied. This yields the following 
decomposition: 
J 
= v(R) ni 
= v(R), 
W 
= Rnd 
= R. 
One can hardly blame heuristic Sl for proposing this decomposition: recogniz- 
ing that R is in fourth iterative form (hence admits a while loop as a solution), 
heuristic Sl is allowing that W be taken as R, and that the initialization seg- 
ment be correct with respect to v (R), which is reflexive (hence admits the 
empty statement for a solution). Application of the iteration heuristics given 
in [22] to the array sum example yields an unsatisfactory decomposition (the 
loop body specification is not simpler than the specification of the whole while 
loop-a clear contradiction to the spirit of decomposition); in addition, the 
reader can see plainly that the specification R we have here is indeed that of 
an iterative program, with a nontrivial initialization segment and a while loop. 
We proceed, in the next section with investigating better guidelines for 
specifications in the category just identified. Given that in such cases the pro- 
grammer may in principle construct a while loop for specification R, without 
initialization, or may choose to decompose R as the product of a nontriv- 
ial initialization with a while loop, we consider that initialization is then a 
deliberate choice. Hence the title of the next section. 
3.2. Heuristic SI’: initialization by choice 
While heuristic Sl is perfectly valid, even for those cases when A = L, it 
fails nevertheless to be constructive. We propose an alternative heuristic, Sl’, 
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cater for those cases. Relations R for which d = L can be recognized by 
the fact that R^L = (R n I) L. 
Definition 3.7. A relation R is said to be subnuclear if and only if it is included 
in its nucleus. 
As an example, we consider the relation R defined by 
R = { (s,s’) 1 a(s’) = a(s) Ak(s’) = N + 1 AX(S’) = ca(s)[i]} 
i= I 
on the space S we have defined above. The nucleus of this relation is 
u(R) 
= { (s,s’) 1 a(d) = a(s)*Fa(s)[i] = ca(s’)[i]} 
i=l i=l 
= {(s,s’) 1 a(s’) = a(s)}. 
Clearly, we do have R C v (R); hence R is subnuclear. The following proposi- 
tion shows why subnuclear relations are important to us. 
Proposition 3.8. Let R be a total deterministic relation. Relation R is subnuclear 
if and only if f?L = (R n I)L. 
Proof. We prove in turn the sufficiency and the necessity of the proposed 
condition. 
0 Sufjciency. 
R 
RcLR 
CRnLR 
hypothesis 
G RnL(RnZ) 
Dedekind 
& (LnR(RnZ))(RnznLR) 
taking upper bounds of both factors 
G R(RnZ) 
because R n Z c: I, (RTZ ) = R n Z 
c R(R^nZ) 
upper bound of second factor 
GRR^ 
definition 
C v(R). 
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l Necessity. 
LR 
hypothesis: R subnuclear 
C L(Rnv(R)) 
because R is deterministic, it can be factored out 
sLR(ZnR^) 
because LR g L 
c L(ZflE) 
because R n Z C_ I, it equals its inverse 
c L(RnZ). 
As for the inequality L(R n I) g LR, it stems from R n Z 2 R. Whence 
we deduce LR = L(R n I). 
Taking the inverse on both sides, and using the property that L is its 
own inverse, and that R^ = R for any relation R included in I, we find 
the result we seek. 0 
Proposition 3.9. Let R be a total, deterministic, subnuclear elation. Then v (R)o 
(R n Z) is total. 
Proof. In order to establish that v(R) (R n I) is total, we compute its product 
with L. We find 
v(R)(RnZ)L 
R is subnuclear 
2 R(RnZ)L 
by Proposition 3.8 
2 RR^L 
identity: RkL = RL 
2 RL 
totality of R 
2L. q 
To understand the significance of this proposition, one has to consider 
heuristic Sl: this proposition provides that 6 = (R n Z)L satisfies (in d) 
the lower bound condition; hence so does any superset of 6. Since the upper 
bound condition is vacuously satisfied (because d = L), we know that any 
superset of 6 is a proper choice for d. In the example below we show that the 
lower bound 6 may give sufficient indication in practice in deriving vector d; 
but the property of subnuclearity seems like such a strong property that we 
will endeavour to extract more information from it before we proceed with 
presenting a heuristic. 
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Example 3.10. We continue with the specification of the iterative program (see 
Example 2.4) that adds the elements of an array. We start with computing the 
lower bound 6 of d. 
6 
= (RnI)L 
= 
{ 
(s,s’) 1 k(s) = N + 1 AX(S) = &(S),i]} 
i=l 
= { (s,d) 1 k(S) = N + 1 AX(S) = hE’u(s),i]}. 
i=l 
To select a superset of this, we take a subset of the conjuncts defining this 
relation; selecting the second conjunct, we get 
d = { (s,d) 1 x(s) = k’~‘a(s)[i]}. 
i=l 
Whence 
W 
=6nR 
k(s)-1 
= 0,s’) 1 x(s) = c a(s)[i] A U(S’) = a(s) A 
i=l 
k(d) = N + 1 Ax(d) = &(i)[i]} 
i=l 
k(s)-1 
= (s,s’) 1 x(s) = c a(s)[i] Aa = a(s) A 
i=l 
k(d) = N + 1 Ax(d) = x(s) + 2 a(s)[i]}. 
i=k(s) 
A generalization step (whose details are given in [22] ) yields the following 
specification W’, which is simpler than ll’: 
w’ = (s,s’) 1 a(d) = a(s) Ak(s’) = N + 1 A 
X(S’) = x(s) + 5 a(s)[i]}. 
i=k(s) 
Interested readers may convince themselves that the following while loop is 
correct with respect to (in fact: computes) relation R”. 
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while k<>N+i do 
begin 
x:=x+a[kl; 
k:=k+l 
end; 
Now we compute the specification of the initialization segment. 
J 
= u(R) K-2 
= {(s,?) 1 a(d) = a(s) AX(d) = ya(s’),i,}. 
i=l 
This specification can be satisfied by a program segment that sets k to 1 and 
x to 0 (while implicitly preserving a). 
In the sequel we use the property of subnuclearity of R to further refine 
the upper bound condition of heuristic S 1. The practice of heuristic Sl has 
shown us that whenever relation R produces the trivial upper bound A = L, a 
modified formula for A gives a good upper bound. This upper bound is given 
by the formula 
A’ = QLu (RnI)L, 
where Q contains R. Before we attempt to formulate Q as a function of R, we 
consider an example. Let R be defined by 
R = 
{ 
(s,s’) 1 a(~‘) = a(s) /\k(s’) = N + 1 Ax(s’) = &,i]}. 
i=l 
We have found that if we define Q by 
Q = { (s,s’) j k(d) = N + 1 AX(S’) = &($)[il), 
i=l 
then the formula A’ = GL u (R n I) L provides a good upper bound. Note that 
Q is obtained from R by dropping the conjunct a(s) = a(d) which defines 
the nucleus of R. The question that we address is: given that R is subnuclear, 
how can we derive Q from R? 
We have identified two (possibly not distinct) approaches to characterizing 
Q as a function of R. The first approach provides that Q satisfies the following 
equation 
R = gnu(R) 
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and eventually imposes further restrictions on Q. The second approach provides 
that Q is derived from R by the formula 
Q=RoK, 
where relation K (in the case of our example, K = {(s, s’) 1 k (s’) = k(s) A 
x(s’) = x(s)}) can be characterized by the following equations (that the 
reader may check on our example): 
Knv(R) = I, 
Kov(R) = 0. 
In any case, we assume (perhaps with some loss of generality) that Q can be 
defined from R (using v(R)), and we denote Q as p(R). 
We leave it to the reader to check on the example above that while R is 
subnuclear, p(R) is not. Let R be a total, deterministic, subnuclear relation 
and let A’ be defined by 
h 
A’ = QLu (RnI)L, 
where Q = ,u (R). Because Q is a superset of R, we know that A’ is a subset 
of d = R^L u (R n Z)L. Hence any vector which is a subset of A’ is a subset of 
A. In practice we have found it useful to replace the trivial upper bound A by 
the better upper bound A’; this is reflected in the following heuristic. 
Heuristic Sl’. Given a total, deterministic, and subnuclear relation R, and given 
that Q = p(R), find a vector d such that 
(R n I)L c d c GL u (R n Z)L, 
thenderiveW=dnRandJ=v(R)nd^. 
In this heuristic, the lower bound and upper bound of vector d are both 
given by explicit expressions; furthermore, they are both nontrivial. 
Example 3.11. We show on the array sum example how the explicit lower 
bound and upper bound given by this heuristic can further assist in guiding us 
toward a good choice of vector d. In the previous example, we had found the 
lower bound 6 to be: 
k(s)-1 
6 = (s,s’) 1 k(s) = N + 1 AX(S) = c a(s)[il . 
i=l > 
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On the other hand, the upper bound A’ can be computed as follows: 
A’ 
= {(s,s’) I k(s) # N + 1) 
u 
1 
(s,s’) 1 k(S) = N + 1 AX(S) = &(S)[i,} 
i=l 
= {LSA I k(s) # N + 1) 
u{(i,SI)(k(i)=N+lAx(i)=k~~lao[il} 
i=l 
k(s)-1 
= (s,s’) 1 k(s) # N + 1 vx(s) = c a(s)[il . 
i=l 
Now we look at 6 and A’. To take a superset of 6, it suffices to select a 
subset of its conjuncts; to take a subset of A’, it suffices to take a subset of its 
disjuncts. The one single clause that appears in 6 as a conjunct and in A’ as a 
disjunct is x(s) = CFF,)-’ a (s ) [i 1. Hence we let d be: 
d = ((s,s’) (x(s) = k(~la(s)[i]J. 
\ i=l / 
4. Heuristics for iterative programs: nondeterministic specifications 
Given a specification R, we are to decompose it as the (demonic) product 
of two subspecifications, J and W, such that R = J * W. In the previous 
section we have discussed how this decomposition can be carried out in the 
case when specification R is deterministic; in this section we consider the case 
of nondeterministic, but regular, specifications. It is of course with some loss of 
generality that we focus our attention on regular relations; but we have found 
in [ 131 that regular relations are quite common, so that most specifications 
we encounter in practice are regular. 
What do we do when we have a nondeterministic specification to solve by 
an iterative program? One possible option might be to generalize it into a 
deterministic specification, then submit it to heuristic Sl or Sl’. There are two 
pragmatic reasons why this option is undesirable. 
l The programmer has typically an infinity of ways to make a specification 
deterministic, and has virtually no basis for making this decision. 
l Perhaps as a corollary of the above remark, the very fact of having to 
decide, irrespective of what option is taken, is counterproductive. Indeed, 
it is a common design principle (not limited to the design of programs) 
that design decisions are best postponed as late as possible, to be taken 
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only when all the relevant information is available, and the impact of the 
decision can be fully appreciated. 
In keeping with these requirements, we propose a heuristic that processes non- 
deterministic specifications, and extracts from them nondeterministic speciti- 
cations. 
4.1. Heuristic S2: initialization by necessity 
Looking back at Theorem 2.2, it seems that the most obvious simplification 
we could make to the upper bound condition would be to consider total 
specifications. This simplifies the upper bound condition to 
dnRzc R(RnI)L, 
at the same time as it simplifies the lower bound condition to 
Because the upper bound condition is still too complex for our purposes, 
we will take the step of proposing an explicit expression for some vector A, 
which we will prove to satisfy the upper bound condition, while hoping that 
it is sufficiently high to leave most solutions in d under it. The following 
proposition provides such an expression. 
Proposition 4.1. Let A be de$ned by 
- 
A = iiLu (RnZ)L. 
Then A satisfies the upper bound condition for total relations. 
Proof. 
AnRd 
identity 
CR;? 
identity: if R is total then RQ C Re 
GRd 
identity 
5 RA 
formula of A 
n 
c R(RL u (R n Z)L) 
distributivity 
cRELuR(RnI)L 
because R2L = 0 
E R(RnZ)L. 0 
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Hence the following heuristic. 
Heuristic S2. Givm a total relation R, choose vector d included in A such that 
K(R)d is total, then take W = Rnd and J = K(R) nd^. 
We briefly apply heuristic S2 to the following specification (which, as the 
attentive reader may notice, is obtained from the relation R of the previous 
example by applying the transformation p (R ) = Q ): 
R = { (s,s’) (k(d) = N + 1 Ax(d) = ~u()ii]}. 
i=l 
Using the formula provided in proposition 4.1, we find 
A 
= {(w’) I k(s) # N + 1) 
u { (s,s’) 1 k(s) = N + 1 AX(S) = ~ab)Iil} 
izl 
= {(sJ’) 1 k(s) # N + I} 
i 
k(s)-1 
u (s,s’) [k(s) = N + 1 Ax(s) = c a(s)[i] 
i=l 
k(s)-1 
= (s,s’) 1 k(s) # N + 1 vs(s) = c a(s)[il . 
i=l 
A reasonable choice for vector d is 
d = { (s,s’) 1 x(s) = “c’a(s)[i]}. 
i=l 
Then we get 
W 
=dnR 
k(s)-1 
= (s,s’) 1 x(s) = c a(s)[il Am = N + 1 A 
i=l 
x(d) = ca(r)[il) 
i=l 
k(s)-1 
= (s,s’) 1 X(S) = c a(s)[i] II~(s’) = N +.l A 
i=l 
x(5-‘) = x(s) + 5 a(r)[il}. 
i=k(s) 
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Further generalization of this specification (as described in [22] ) will yield 
IV’ = 
1 
(s,s’) ( k(d) = N + 1 AX(S’) = x(s) + 5 a(s)[i]}. 
i=k(s) 
According to the sufficient conditions given in [ 131, relation R is regular, 
hence its kernel and it,s nucleus are identical. Hence relation J is given by the 
formula J = I) (R ) n d. We find 
J = { (s,s’) 1 ?a(~) [i] = ca(s’)[i] Ax(d) = X’~‘a(s’)[i]}. 
i=l i=l i=l 
As with heuristic Sl, the upper bound for vector d given by heuristic S2 
may sometimes fail to be useful. Such is the case, for example, of the following 
specitication of the array sum problem-which is slightly different from the 
specification given above. 
R = 
{ 
(s,s’) 1 k(d) = N + 1 nx(.s’) = ca(s’)[i]}. 
i= I 
The reader may check that both ZL and (R n Z)L are equal to the following 
vector: 
i 
(s,s’) 1 k(s) = 
Hence for such a relation 
subsection we endeavour 
how to deal with them. 
N + I AX(S) = ea(s),i]). 
i=l I 
the upper bound d is nothing but L. In the following 
to further characterize such cases, and to determine 
4.2. Heuristic S2’: initialization by choice 
The upper bound for d is imposed by heuristic S2 via the condition 
- 
d CR^Lu (RnI)L. 
This upper bound is L precisely when (R n I)L = R^L. We have the following 
result. 
Proposition 4.2. Let R be a total relation such that EL = (R 0 I)L. Hence R 
is in third iterative form. 
Proof. We had proven in Lemma 3.5 that, under the given hypothesis, we have 
R = R(R n I). This, along with the totality of R, provide that R is in third 
iterative form. 0 
284 J. Desharnais et al. 
In light of this proposition, one can hardly fault heuristic S2 for its behaviour: 
having recognized that R is in third iterative form, hence has a solution under 
the form of a while loop, heuristic S2 is merely allowing that W be taken equal 
to R, and that the initialization specification (obtained by taking d = L) be 
J = K(R) n L = K(R). Relation J is reflexive (because R is total) and takes 
the empty program as a possible solution, hence yielding a while loop as a 
solution to R. While this is correct in principle, the solutions that it yields 
are hardly satisfactory (as can be checked by applying the iteration heuristics 
of [22] to, e.g., the specification given in the previous subsection); hence we 
seek ways to find smaller values for d, and to resolve specification R by an 
initialized while program all the same. We have the following proposition. 
Proposition 4.3. Let R be a regular relation which is in third iterative form, and 
let d contain R^L. Then 
dnRdc R(RnI)L 
and 
L C Ic(R)d. 
Proof. We first consider the right-hand side of the upper bound condition: 
R (R n I) L; because R is in third iterative form, this is equal to RL; because R 
is total, this is nothing but L. Hence the upper bound condition is vacuously 
satisfied. 
We consider the lower bound condition: 
K(R)d 
regularity of R 
= Rkd 
hypothesis 
> REEL 
R=R(RnI)=R(RTI)=R(gnT)&RE 
2 REL 
relational identity 
= RL 
totality of R 
= L. q 
The interest of this proposition is the following: if specification R is in 
third iterative form (hence application of heuristic S2 will deliver the trivial 
upper bound d = L), then one can take for d any superset of EL. Hence the 
following heuristic. 
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Heuristic S2’. Given a relation R which is regular and in third iterative form, 
choose a vector d that contains EL. Then take W = R n d and J = v (R) n d? 
As an illustration, we consider the following specification of the array sum 
problem. 
R = (s,s’) 1 k(s’) = N + 1 Ax(d) = ea(s’)[i]}. 
i=l 
Note how this specification requires x(Y) to contain the sum of the final 
array (a(s’)) rather than the initial array (a(s)). We leave it to the reader 
to check that this specification is in third iterative form; hence application of 
we find that, according 
is regular. We compute 
heuristic S2 would yield a trivial upper bound. Also, 
to the sufficient conditions given in [ 131, relation R 
the lower bound of d: 
RIL 
I N I 
= { (s,s’) (k(s) = N + 1 AX(S) = xa(s)[il) 
i=l 
k(s)-1 
= (s,s’) 1 k(s) = N + 1 AX(~) = c a(s)[il 
I=1 > 
As a vector that contains R^L, we take 
k(s)-1 
(s,s’) ) x(s) = c a(s)[il . 
i=l 
Heuristic S2’ provides that J and W are then given by the following formulas: 
we leave it to the reader to check that: Ri = L 
= 2 
= { (s,s’) 1 x(d) = k’F1a(s’) [i]}. 
i=l 
Note that specification J is not required to preserve array a, nor even the sum 
of the array; look at specification R for an explanation (R makes no reference 
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to the initial state). 
W 
=dnR 
t 
k(s)-1 
= (s,s’) 1 x(s) = c a(s)[i] Ak(s’) = N + 1 A 
I=1 
x(s’) = &+)[il} 
I=1 
C 
k(s)-1 
= (s,s’) 1 x(s) = C a(s)[i] Ak(s’) = N + 1 A 
i=I 
N 
x(d) = x(s) + C a(s’)[i]}. 
i=k(s) 
Generalization of this specification will yield 
w’ = (s,s’) 1 k(d) = N + 1 Ax(d) = x(s) + 2 a(s’)[i]} 
i=k(s) 
5. Summary and prospects 
5.1. Summary 
This paper presents a progress report of our continuing effort [ 17,19-221 at 
understanding the mathematics that govern the derivation of programs from 
relational specifications. Specifically, we focus our attention in this paper on the 
decomposition of a specification of an iterative program into the specification 
of an initialization segment and the specification of a while loop. Our objective 
is to identify, in the simplest possible terms, the mathematical parameter that 
governs a design decision in the construction of a program; and to define 
the range of values that this parameter is allowed, in order for the design 
decision to be correctness-preserving. Once these two questions are settled, 
we then address the issue of choosing an appropriate value for the identified 
parameter, within the prescribed range, according to some criterion. 
As such, this work complements our previous work on the iteration and 
generalization steps of program construction. Figure 1 presents the iteration 
and generalization heuristics that we had presented in a previous publication 
[22], and adds along with them the sequence heuristics that we are presenting 
in this paper. 
The main contribution of this paper is to show that this decomposition is 
most often determined by the choice of a vector between a lower bound and an 
upper bound, and to present good estimates for these bounds; a good estimate 
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Sequence Heuristics Generalization Heuristics Iteration Heuristics 
lwhile& do b, deterministic 
+ 41F 
(h/9 
41F 
Fig. 1. The complete network. 
for the lower (upper) bound is one that is both tractable and small (large) 
enough so that most feasible solutions are larger (smaller) than it. 
A result of our work that we have found to be both scientifically interesting 
and technologically promising is the premise that the concern for correctness 
preservation limits our range of choices so much in the stepwise construction 
of a program that fairly little latitude is left to the programmer (whether a 
person or a machine); consequently, the volume of knowledge required to 
make these choices-within the hypotheses of our work6-is not large. This is 
an illustration of Gries’ view that progmnrning is a goal-oriented activity [8]. 
While our work is carried out with Pascal as a target language, it can actually 
be applied to other families of languages than the Pascal-like family; indeed the 
pattern of induction/generalization/initialization is a general problem solving 
pattern, which takes different forms in different programming languages, but 
obeys essentially the same rules. 
5.2. Prospects 
At the same time as it has answered some of the questions that we had, our 
work on program construction has raised a number of new questions, which 
6The hypotheses of our work are that we deal with algorithmic development only, and that we 
only use the programming constructs of sequence, alternation and iteration. 
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we wish to investigate further. 
l By their very design, all our heuristics are representation-blind, i.e. they 
act on the set-theoretic properties of the specifications at hand, with 
no regard to how these specifications are represented. While this is in 
principle sufficient to ensure correctness preservation, it is not necessary; 
in addition, it leads to manipulations that are rather untractable, and 
unnecessarily so. The network of heuristics could be made more effective, 
while still correctness-preserving, if some concern for representation was 
incorporated into it. 
l Not only are the heuristics blind with respect to the representation of 
specitications, they are also blind with respect to the primitives of the 
target programming language. Indeed they make decomposition decisions 
irrespective of whether or not the programming language at hand provides 
means to satisfy the specification at hand. In practice an inspection of the 
language’s primitives is required before each decomposition decision. 
l While we have proven that the aggregate of generalization and iteration 
heuristics is complete, in the sense that it handles all specifications that 
have a solution under the form of a while loop, we have not so far worked 
towards completing the whole network of sequence/generalization/iteration 
heuristics. This matter will be investigated hand in hand with the issue 
of whether we need a pad of generalization heuristics upstream of the 
sequence heuristics, in the same way as we have designed a pad of gener- 
alization heuristics upstream of the iteration heuristics. 
l While the heuristics we have derived in this paper provide reasonably 
systematic guidelines for performing the required decomposition, it is 
at the cost of generality, as can be seen from the conditions that they 
impose (totality, determinacy, iterative forms, . . .). For the general case 
(as provided by Theorem 2.2), we have yet to derive good bounds for 
vector d without imposing restrictive conditions on R. 
l The logical conclusion of our work is bound to be an automated system for 
the stepwise refinement of programs from specifications. So far, our work 
has provided us with the equations that govern this stepwise process, as well 
as with a definition of the kind of knowledge that must be put to bear to 
fuel the progress of the refinement. This is the knowledge required to make 
the appropriate choices of parameters, within the constraints specified by 
the heuristics; it also includes the less trivial knowledge of how to represent 
relations in such a way that the selection of the above parameters can be 
made possible. We do not feel that our current understanding of the 
mathematics involved is sufficient to justify that we start the design of 
such a system; we do anticipate such a possibility before several years. 
Our proposed system would differ from existing automatic programmers in 
that the programs it generates are constructed from scratch, with original 
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algorithms, rather than to be indexed among a database of algorithms or 
program patterns. 
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