Abstract. We study one-instantons over CP 2 q , that is anti-selfdual connections with instanton number 1 on the quantum projective plane CP 2 q with orientation which is reversed with respect to the usual one. The orientation is fixed by a suitable choice of a basis element for the rank 1 free bimodule of top forms. The noncommutative family of solutions is foliated, each non-singular leaves being isomorphic to CP 2 q itself.
Introduction
For Yang-Mills theory, two most used manifolds, the four-dimensional sphere and the complex projective plane, show a marked different behaviour. This is because unlike the four-sphere, the projective plane has no orientation-reversing isometry, and, for this theory, one has two distinct oriented manifolds, the plane with standard orientationdenoted CP 2 -and the same manifold with reversed orientation -denoted CP 2 . A clear manifestation of the consequences is the fact that the moduli space of SU(2) oneinstantons, that is to say anti-selfdual (ASD) connections on a SU(2)-vector bundle E over CP 2 with second Chern number c 2 (E) = 1, is empty, while this is not the case for CP 2 . Indeed for the latter oriented manifold the moduli space [1, 5] (cf. also [7] and [8] ) has very interesting geometrical structures: it turns out to be a open cone over CP 2 (of course anti-selfdual connections on CP 2 are the same as selfdual connections on CP 2 ).
The work started in [3] was devoted to monopole connections on the quantum projective plane CP 2 q , that is ASD connection on line bundles over CP 2 q . We continue here with oneinstantons, meaning with this ASD connections on a rank 2 complex vector bundle with instanton number 1. The base space of the bundle is taken to be CP 2 q , that is the quantum projective plane CP 2 q with orientation which is reversed with respect to the usual one. The orientation is fixed by a suitable choice of a volume form. The noncommutative space of ASD solutions is foliated, each non-singular leaves being isomorphic to CP is zero, that is its (1, 1) component is proportional to the Kähler form (see e.g. [6] ). When q = 1, something similar happens. Using the canonical Hermitian structure on the modules of forms, we introduce a Hodge star operator which depends on the choice of a basis for the rank 1 free bimodule of top forms Ω 2,2 ; the basis element, that we interpret as "volume form", is unique modulo a rescaling of λ ∈ R {0}, and the condition that ⋆ H 2 = (−1) k id on k-forms determines the volume form up to a sign λ = ±1. The sign, that we interpret as a choice of orientation, determines whether an ASD two-form is in Ω 1,1 v or Ω 2,0 ⊕ Ω
1,1
s ⊕ Ω 0,2 . With our conventions, the choice λ = 1 gives the standard orientation, or CP 2 q , while λ = −1 is for the reverse orientation, or CP 2 q . As it happens classically, an ASD connection (on a finitely projective module -a bundle) over CP 2 q is one whose curvature has (1, 1) component proportional to the Kähler form.
The one-instanton connections on CP 2 q that we present here form a noncommutative family that is the analogue of an open cone over the quantum projective plane itself. For each value of a real parameter t ∈ [0, 1), the coordinate on a fixed generator of the cone (t = 0 yielding the vertex), one has an ASD connection ∇ t with connection one-form:
where A, B ∈ Ω 0,1 and Φ is an Ω 1 -valued endomorphism of the bundle, given explicitly by Here the {p jk }'s are the generators of the algebra A(CP 2 q ), the {z j }'s generate the algebra A(S 5 q ) of a covering quantum sphere and ∂,∂ are a holomorphic and corresponding antiholomorphic exterior derivatives over CP 2 q . For each t a family of connections is obtained from ∇ t by using the coaction of the symmetry quantum group SU q (3). For each fixed t > 0, the family is parametrized by the quantum projective plane itself, or rather its algebra A(CP of the monopole and antimonopole connections of [3] on the direct sum of line bundles L 1 ⊕ L −1 (in analogy with the case q = 1, the bundle L −1 is the "module of sections" of the tautological line bundle, and L 1 is its dual). Since the connection ∇ 0 is SU q (3)-coinvariant, for t = 0 we have a single connection (the vertex of the cone). For t = 0 the connection ∇ t , which is still defined on the bundle L 1 ⊕ L −1 , is irreducible, meaning that there is no non-trivial submodule of L 1 ⊕ L −1 that is preserved by the connection.
The reason to call "one-instanton" the ASD connection ∇ 0 , as well as the more general ones, is due to the fact that the bundle L 1 ⊕ L −1 on which they are all defined, has the correct "topological numbers", i.e. rank 2, charge 0, and instanton number 1, respectively.
Notations.
Throughout this paper, by a * -algebra we always mean a unital associative involutive complex algebra, whose representations will be implicitly assumed to be unital * -representations and the representation symbols will be omitted. The real deformation parameter will be taken to be 0 < q < 1. We denote by
the q-analogue of a number z ∈ C, we define recursively the q-factorial by [0]! := 1 and [n] q ! := [n] q [n − 1] q for n ≥ 1, and finally the q-trinomial by:
We use Sweedler notation for coproducts ∆(a) = a (1) ⊗ a (2) , with a sumation understood, and write the opposite coproduct as ∆ cop (a) = a (2) ⊗ a (1) .
The base space and the bundles
In this section, we recall the definion and some of the properties of the quantum complex projective plane CP 2 q along the lines of the papers [2, 3, 4] , using in particular the notations of [3] . This is defined as a q-deformation of the complex projective plane CP 2 seen as the real manifold SU(3)/U(2). We start then from deformations of Lie groups and Lie algebras.
2.1. The quantum group SU q (3) and its homogeneous spaces. Let U q (su(3)) be the compact real form of the Hopf algebra denotedȖ q (sl(3)) in Sec. 6.1.2 of [9] . As a * -algebra it is generated by elements {K i , K
Here the symbol [a, b] q denotes the q-commutator of operators a, b, i.e. [a, b] q := ab−q −1 ba. It becomes a Hopf * -algebra with the following coproduct, counit and antipode:
For obvious reasons we denote by U q (su(2)) the Hopf * -subalgebra of U q (su(3)) generated by the elements {K 1 , K −1
1 , E 1 , F 1 }, while U q (u(2)) denotes the Hopf * -subalgebra generated by U q (su(2)) together with
The collection U q (su(3)) ′ of linear maps U q (su(3)) → C is a Hopf * -algebra with operations dual to those of U q (su(3)). For f, g : U q (su(3)) → C, the product is
for all x ∈ U q (su(3)), and ∆x = x (1) ⊗ x (2) in Sweedler notation. The unit is the map 1(x) := ǫ(x). The coproduct, counit, antipode and * -involution are given by
for all x, y ∈ U q (su(3)), and withc the complex conjugate of c ∈ C.
We call A(SU q (3)) the Hopf * -subalgebra of U q (su(3)) ′ generated by the matrix elements u i j and (u i j ) * , with i, j = 1, 2, 3, of the fundamental representations of U q (su(3)). As an abstract Hopf * -algebra, it is defined by the commutation relations (cf. [9] , Sec. 9.4):
and by a cubic relation:
where the sum is over all permutations π of the three elements {1, 2, 3} and l(π) is the number of inversions in π. The * -structure is given by
with {k 1 , k 2 } = {1, 2, 3} {i} and {l 1 , l 2 } = {1, 2, 3} {j}, as ordered sets. As expected for a corepresentation, coproduct, counit and antipode become of 'matrix' type:
The algebra A(SU q (3)) is a bimodule * -algebra for the left and right canonical actions of U q (su(3)), denoted ⊲ and ⊳ respectively and given by:
for all f ∈ A(SU q (3)) and all x, y ∈ U q (su(3)). Explicitly, for generators:
The algebras of"functions"on the quantum five-sphere S 5 q and on the quantum projective plane CP 2 q are defined, respectively, as the fixed point subalgebras of A(SU q (3)) for the right canonical action of U q (su(2)) and U q (u(2)),
and are left U q (su(3))-module * -algebras for the restrictions of the left canonical action.
Generators of A(S 5 q ) are the elements z i := u 3 i and generators of A(CP 2 q ) are the elements p ij := z * i z j . The former algebra is generated, as an abstract * -algebra by elements {z i , z
The elements p ij generating the latter algebra A(CP 2 q ) can be arranged as matrix entries in a projection p that we name the "defining" projector. This projection obey [3, pg. 848]
a q-trace condition to be used later on. For q = 1, we get a commutative algebra generated by the matrix entries of a size 3 and rank 1 complex projection; the underlying space is diffeomorphic (as a real manifold) to the projective plane CP 2 upon identifying each line through the origin in C 3 with the range of a projection. The generators of A(S For future use, we record the 'orthogonality' relations for rows and columns of (u i j ).
Lemma 2.1. For all a, b = 1, 2, 3 we have:
Proof. These relations follow from [9, Prop. 9.2.8], using (u
Remark 2.2. The two * -subalgebras of A(SU q (3)) generated by the first row or the first column respectively, of the matrix (u i j ) are both isomorphic to A(S 5 q ) as can be easily seen. In the first case the isomorphism is given on generators by the map u
* ; in the second one by the map u
Equivariant vector bundles.
It is computationally useful to transform the right action ⊳ to a left one L x a := a ⊳ S −1 (x), still commuting with the action ⊲. The presence of the antipode yields the generalized Leibniz rule:
for all x ∈ U q (su(3)) and a, b ∈ A(SU q (3)). Let σ : U q (u(2)) → End(C n ) be an ndimensional * -representation. The analogue of (sections of) the equivariant vector bundle associated to σ is the collection E(σ) of elements of A(SU q (3)) ⊗ C n that are U q (u(2))-invariant for the Hopf tensor product of the actions L in (2.3) and σ:
As E(σ) is stable under (left and right) multiplication by U q (su(2))-invariant elements of A(SU q (3)), we have that E(σ) is an A(CP 2 q )-bimodule. Since, as mentioned, the actions L and ⊲ commute, it is also a left A(CP
The vector space E(σ) is a left A(SU q (3))-comodule as well. It is a well known and general fact that the coproduct of a Hopf algebra defines two mutually commuting coactions of the algebra upon itself, called the left and right regular coactions. The left regular coaction commutes with the left canonical action of any dual Hopf algebra, and similarly for the pair of right action/coaction. As for the action, it is useful to turn the right regular action of A(SU q (3)) on itself into a left action ∆ L using the antipode. We define:
Using the properties of a Hopf algebra, one easily checks that this is indeed a left coaction,
although it is not an algebra morphism due to the presence of the antipode; so A(SU q (3)) with ∆ L is a comodule but not a comodule-algebra. For x, y, z ∈ U q (su(3)) we have (2) in the Sweedler notation. This explicitly proves commutativity of the coaction with the action, that is,
The coaction is extended trivially to A(SU q (3))⊗C n , and from the previous commutativity we deduce that the subspace E(σ) is a left A(SU q (3))-subcomodule.
2.3.
Line bundles and their characteristic classes. Let us give few additional details about the modules that will be using in the next sections. First of all, we can observe
, it is enough to focus on irreducible representations of U q (u(2)). The irreducible representations σ ℓ,N that appear in the decomposition of A(SU q (3)) are classified by two half-integers ℓ and N, the spin and the charge, with the constraints ℓ ≥ 0 and ℓ+N ∈ Z (cf. Sec. 2.1 of [3] ). For q = 1 the vector bundle associated to σ ℓ,N has rank equal to the dimension of the representation, that is 2ℓ + 1.
In particular, the analogue of line bundles are the bimodules
(these were denoted Σ 0,N in [3] ). Projectivity, as one sided modules, can be explicitly proved as follows. Let Ψ N be the column vector with components defined by:
With this, construct a r N × r N projection [3] : (|N| + 1)(|N| + 2). As shown in [3] , the map
is an isomorphism of left A(CP 2 q )-modules, while the map
is an isomorphism of right A(CP 2 q )-modules. In particular what we have named the defining projection is just the projection P −1 .
Finitely generated projective A(CP 2 q )-modules are parametrized by three integers, coming from maps
The pairing with a projection gives 'rank', 'charge' and 'instanton number' of the associated vector bundle. For line bundles, it was computed in [3, Prop. 4.1] that for any N ∈ Z:
Since these maps are additive, the direct sum L 1 ⊕ L −1 -i.e. the module corresponding to the projection P 1 ⊕ P −1 -is the analogue of a vector bundle with rank 2, charge 0 and instanton number 1: this is the module on which we will construct one-instantons.
The differential structure
The "differential" or "smooth" structure of CP 2 q is described by a differential graded
k=0 Ω k is a graded associative * -algebra, and d :
is a graded derivation squaring to zero:
we have a real differential calculus, or a * -calculus -and the algebra of forms is generated by forms of degree 0 and 1 (cf. [3, Lemma 5.3] ). In parallel with the classical CP 2 being a complex manifold, differential forms on CP
and the differential splits into the sum, d = ∂ +∂, of a holomorphic and antiholomorphic part, respectively ∂ :
Due to the graded Leibniz rule and to the conditions ∂ 2 = ∂∂ +∂∂ =∂ 2 = 0 (that are equivalent to d 2 = 0), the derivations ∂ and∂ (and hence d) are uniquely determined by their restrictions to 0-forms, which are described below. Finally, the * -structure maps Ω i,j
into Ω j,i and the reality condition d(a * ) * = da is equivalent to the condition∂a := (∂a * ) * .
3.1. The differential calculus. As mentioned, for a general x ∈ U q (su (3)) we have the generalized Leibniz rule in (2.3) for the operator L x when acting on A(SU q (3)). Using the
that is, we have four derivations A(CP
We define: 
We shall also need the following formulae, that can be easily derived from (3.1) and the explicit formulae for the right action of U q (su(3)):
We now recall how the bi-graded * -algebra Ω •,• (CP 2 q ) is defined. Each space of forms Ω i,j is defined as a bimodule associated, like in (2.4), to a suitable representation denoted
The relevant representations for the present calculus are listed in Table 1 , the only occurring ones being of type σ ℓ,N with ℓ = 0, 1 2 , 1, and one can check that the elements (3.2) belong to Ω 1,0 and Ω 0,1 respectively. Note that (cf. Table 1 ) the module of two-forms is the direct sum of four submodules:
where
is the module associated with the 3-dimensional representation of U q (u(2)) with spin ℓ = 1 and charge N = 0 and Ω 1,1 s is the module associated with the trivial 1-dimensional representation. We will use this decomposition later on.
Let V ℓ,N be the vector space underlying the representation σ ℓ,N and let J : V ℓ,N → V ℓ,−N be the antilinear map given by
,N and w ∈ V 1,N respectively (the three cases in Table 1 ). Then, a graded involution on Ω
•,• is defined by ω
The last ingredient we need to recall is the definition of the product. The first step is to define a product on
, an result we quote below.
real vectors to real vectors and graded commutative for q = 1, is given by
where the maps µ i 's are
The parameters c 0 , . . . , c 4 ∈ R × and s = ±1 are not fixed for the time being.
From left covariance of the product on V •,• it follows that ω ∧ q ω ′ is indeed a form and ∧ q defines a bi-graded associative product on Ω 
where η i , ξ i ∈ A(SU q (3)) are the components of η, ξ ∈ E(σ) with respect to the canonical basis of C n . We have in particular a Hermitian structure on each space of forms Ω i,j , that for q = 1 is just the one constructed using the metric tensor.
A basis element τ 1 for the rank 1 free bimodule Ω 2,2 is given by the form having non zero component only in degree 4 and equal to 1. Every other real basis element of Ω 2,2 is of the form τ λ = λτ 1 , with λ ∈ R {0}. We define the Hodge star operator by
where (·, ·) is the Hermitian structure on Ω • given by (3.5). In [3] we set λ = 1. Here we start with a general λ, and argue how this parameter is related to the orientation choice. 
For this choice of parameters, the spaces Ω 
Condition (3.6) is satisfied if (recall that c 0 = c 4 ):
ω is satisfied if the λ, c i are given by (3.7). From (3.7) and the equations above, the last statement easily follows.
Classically (see e.g. 
Using the linear representation coming from the differential calculus, we get the two-form:
ω q := jkl q 6−2j p jk dp kl ∧ q dp lj .
As shown in Sec. 6, for q = 1 the previous formula yields the usual Kähler form of CP s as can be seen from its explicit expression:
Furthermore:
Proof. Using (3.2), an explicit computation gives
In particular, using Lemma 2.1:
Similarly, On the other hand, in Sec. 2.3 bimodules of line bundles were given as L N = E(σ 0,N ) be one of the bimodules of Sec. 2.3. We shall refer to elements of the bimodule
as differential forms with coefficients in L N . There is a bimodule isomorphism given by
q ) the algebraic tensor product composed with row-by-column multiplication. Similarly there is a bimodule isomorphism
L N are isomorphic as bimodule. The former space would be the source and target of left-module connections on L N , while the latter would be the source and target of right-module connections. Due to them being isomorphic we shall think of both left-module and right-module connections on
Instantons on CP 2 q
Classically, one-instantons on CP 2 are connections on the vector bundle associated with a SU(2)-principal bundle P → CP 2 via the fundamental representation of SU(2). The total space of such a principal bundle is P = S 5 × U(1) SU (2) where u ∈ U(1) acts on the coordinates z i 's of S 5 by multiplication and the embedding U(1) → SU(2) is given by
The vector bundle associated with the fundamental representation of SU (2) is then P × SU(2) C 2 ≃ S 5 × U(1) C 2 and the representation of U(1) on C 2 is the sum of the fundamental one and its dual. The resulting vector bundle is the direct sum of the tautological bundle with its dual, and the corresponding module of sections is L 1 ⊕ L −1 . This is the module where we will construct one-instantons for q = 1.
The reducible instanton. Using the module isomorphism (2.7b) one trasports on
r N , with P N the corresponding projection in (2.6). The result is a right-module connection
On the other hand, viewing L N as a left module, and using the isomorphism (2.7a) to trasport on it the Grassmannian connection of A(CP 2 q ) r N P −N , one gets the left module
Being ∇ N a right-module connection, it satisfies by construction a 'right' Leibniz rule:
for any a ∈ A(CP 
Proof. From (6.5) and (6.6) of [3] and the analogous relations for N < 0 one has 4) for any N ∈ Z. Hence (3.1) and the right U q (su(2))-invariance of A(S
which gives q N da after using (6.4) of [3] , that is 
Equation (4.3) then follows from (4.5).
The anti-linear map η → η * sends L N to L −N . This is not a bimodule isomorphism; nevertheless one easily finds that
More generally, the space of connections being affine, any connection on L N is obtained from ∇ N (or ∇ ℓ N ) by adding a right (or left) module endomorphism of L N with coefficients in one-forms, that is an element in Ω 1 , acting by multiplication from the left (or from the right, respectively). Thus, any right-module connection on L N is of the type ∇ N + ω ∧ q ( . ) and any left-module connection on L −N is of the type ∇ N + ( . ) ∧ q ω with ω ∈ Ω 1 ; with a slight abuse of terminology, we shall refer to ω, in both cases, as the connection oneform. Since the projections P N are self-adjoint, one can check that the connection ∇ N is compatible with the Hermitian structure (3.5), this meaning (∇ N η, ξ)+(η, ∇ N ξ) = d(η, ξ). As a consequence, a connection ∇ N + ω is Hermitian if and only if (ωη, ξ) + (η, ωξ) = 0, that is ω = −ω * . Then, for Hermitian connections it follows that
Thus, conjugation trasform a right-module Hermitian connection into a left module Hermitian connection with the same connection one-form.
The curvature of the connection in (4.1) is the operator of multiplication from the left by the (scalar) two-form F N given by [3, eqn. (6. 3)]:
On the other hand, the curvature of the left module connection ∇ ℓ N is the operator of multiplication from the right by the two-form F −N given by the same formula above, but with N replaced by −N. We will work with right modules from now on, but we stress that trading right modules (and connections) for left ones amounts simply to change the sign to the label N. Proposition 4.2. The curvature two-form F N is proportional to the Kähler form, hence it is ASD, for any N ∈ Z. More precisely
Proof. The proportionality constant has been computed in [3] for N ≥ 0 (cf. eqn. (6.8) there), resulting into
Since Ψ † 1 = (z 1 , z 2 , z 3 ) and j z j∂ p ij = j (∂p ij )z j = 0, it follows that
z a (dp ab ∧ q dp bc )z * c = abc z a (∂p ab ∧ q∂ p bc )z For negative N, with the same proof after Lemma 6.2 of [3] one gets
Since Ψ −1 = (q 2 z 1 , qz 2 , z 3 ) t , it follows that
In turn, from (3.3) and the orthogonality relations in Lemma 2.1:
Hence
As a consequence of previous proposition, the direct sum
is a reducible ASD connection on L 1 ⊕ L −1 . The reason to call ∇ 0 an instanton comes from the already mentioned fact that the module L 1 ⊕ L −1 has the correct 'topological numbers' , i.e rank 2, charge 0, and instanton number 1, respectively. 
Therefore, the most general Hermitian connection on L 1 ⊕ L −1 can be written as In order to proceed, at this point for the q = 1 case one makes an ansatz [7] on the elements in the 2 × 2 matrix in (4.10). One possibility could be to make the analogous ansatz here: we could assume that the element Φ in (4.10) is proportional to
that is Φ = Cφ with C ∈ A(CP 2 q ). Moreover, we could assume that the element C and the 1-forms A, B in (4.10) are "functions" of p 11 alone:
With these assumptions, the ASD condition for the connection ∇ is equivalent to a system of q-difference equations. These are quadratic in A and B and linear in their q-derivatives (as defined below in (4.13)). When q = 1, the quadratic terms disappear and q-derivatives become ordinary derivatives. If q = 1, the presence of q-derivatives and of quadratic terms makes the problem very difficult to solve. To overcome these difficulties, in the next section we follow a different approach: we will construct instantons more in the spirit of the ADHM construction. We will prove that the connection is of the form (4.10) (cf. Prop. 4.7) with matrix elements that turn out to be of the kind of the ansatz above.
The link between self-duality and q-difference equations is in the following lemmas, that we collect here since they will also be needed later on.
and, for any n ≥ 1,
Proof. As a particular case of (3.2):
From the defining relations of A(SU q (3)) one gets u Using (4.12a) and the Leibniz rule:
q , proving the first equation in (4.12b). One proves the second one in a similar fashion.
As a corollary of previous lemma, we have the following interesting relation between our differential calculus and the well known q-derivative. The latter will be denoted simply with a 'dot', instead of the more common notation D q .
Lemma 4.5. Let the q-derivative be defined bẏ
Previous lemma is true for f (x) a polynomial of x, but more generally holds for any f for which the q-derivative exists.
In fact, for the rest of this section, we need to consider a (slightly) enlarged algebra than A(CP 2 q ). From the spherical relation (2.2), we deduce that ||p 11 || ≤ ||z 1 || 2 ≤ 1 in any bounded * -representation; thus any sum f := n≥0 c n (p 11 ) n with rapid decay coefficients {c n } is convergent in the universal C * -algebra C(CP 2 q ) generated by the {p ij }. If C(SU q (3)) is the universal C * -algebra generated by the {u i j }, we can set ∂f := n≥0 c n ∂(p 11 ) n and ∂f := n≥0 c n∂ (p 11 ) n : these sums converge to some elements of C(SU q (3)) 2 that we take by definition as derivatives of f , and satisfy (4.14). In particular we shall need the element
which is a well defined positive operator for any 0 ≤ t < 1 and k ≥ 0, as well as its positive square root. We also recall that the coproduct of A(SU q (3)) extends to a C * -algebra morphism, needed later on when constructing additional solutions out of (4.19).
As a last remark, we note that if A ⊂ B are * -algebras and M A is a right A-module, this can be canonicaly turned to a right B-module M B with the formula
With a slight abuse of notations, we will not introduce new symbols for the algebras and modules enlarged with the square root of the element (4.15) and its positive powers.
We are ready to construct a family of one-instantons ∇ t parametrized by 0 ≤ t < 1. Motivated by the classical case, discussed in Sec. 6, we look for a projection Ψ Ψ † which is a deformation of the classical matrix in Eq. (6.4). Let 0 ≤ θ < π/4, t := sin 2θ and define
Entries of ψ are easily seen to be a generating family for L 1 while entries of ϕ are a generating family for L −1 . The q factors are inserted so that
then, if we form the 2 × 6 matrix Ψ = (ψ, 0) 1
we have Ψ † Ψ = 1 2 and P := Ψ Ψ † is a projection and we can consider the corresponding Grassmannian connection. One of the main results of present paper is the following: In the next section we shall obtain new instantons from the connection (4.19) by using the coaction of A (SU q (3) ). For this, we need the connection one-form of (4.19) that we work out in the form (4.10). Its entries turn out to be just like the ones in the anstaz mentioned before, that is Φ = Cφ, with φ as in in (4.11) and A, B, C functions of x = p 11 .
Once more, the space of connections being affine, one can decompose the connection as
with ω t an endomorphism of L 1 ⊕ L −1 with coefficients in Ω 1 . Indeed, from Remark 4.3 ∇ t is of the form (4.10), for some A, B, Φ which we compute in this section.
Proposition 4.7. The matrix of 1-forms ω t in the connection (4.21) is as in (4.10) with
22a)
22b)
22c)
where φ = q 1 2 j z j (∂p j2 )z 3 − qz j (∂p j3 )z 2 as given in (4.11) and x := p 11 as before.
We need some preliminary results.
Lemma 4.8. If φ is the element in (4.11), then
Proof. From (3.2) and (2.2) we get
and using (2.1): 
2 z i and that z i is in the kernel of E 1 , F 1 , K 1 − 1. From (3.1), using the coproduct and the above observations, we get:
From (6.4), (6.5) and (6.6) of [3] and the definition (4.1), we see that q
In a similar way one shows that q
This concludes the proof.
Proof of Proposition 4.7. Now, for η = (η 1 , 0) t and η ′ = (0, η 2 ) t one has
This means
25a)
, one explicitly checks that U and W are one the inverse of the other.
Since ∆ cop is an algebra morphism, we get (5.3).
Recall that ∆(dω) = (d ⊗ id)∆(ω) for all ω ∈ Ω
•,• , expressing the (right) covariance of the calculus, due to the definition of d using the right action of U q (su (3)). Applying the flip we get the covariance expressed for the opposite coproduct, that is
a result that we shall use momentarily.
Proposition 5.2. Let ∇ be a right-module connection on E. Then the operator
is a right-module connection on E = A(SU q (3)) ⊗ E.
Proof. Recall that U −1 = W , and explicitly W (a⊗η) = aη (2) ⊗η (1) . For any a ∈ A(SU q (3)), η ∈ Ω i,j (E) and ω ∈ Ω i,j (CP 2 q ), one computes
On the other hand, from (5.3) and (5.4) we get
• (E) and ω ∈ Ω •,• , and since W is invertible, this is equivalent to the graded Leibniz rule for ∇.
From the expression for the square of the connection,
we can easily work out the curvature two-form (-valued endomorphism) of ∇. If F is the curvature two-form of ∇, that is ∇ 2 η = F η, for any a ⊗ η ∈ Ω •,• (E), we get:
Where we used the coassociativity of ∆ cop :
, together with the properties η (2) (2) S −1 (η (2) (1) ) = ǫ(η (2) ) and ǫ(η (2) )η (1) = η.
Thus, the curvature two-form of ∇ is given by
acting "from the middle" on E = A(SU q (3)) ⊗ E.
As mentioned, the coaction ∆ L of SU q (3) preserves the decomposition
s . Hence, if F is (anti)self-dual, the curvature F is (anti)self-dual as well.
Next, suppose ∇η = ∇ 0 η + ωη where ∇ 0 is an invariant connection, that is,
and ω a one-form (-valued endomorphism). Then it follows immediately that ∇ 0 = id⊗∇ 0 , while for any a ⊗ η ∈ E, proceeding as done before with ∇ 2 :
This can be read as the connection one-form of ∇ be given by
once again acting "from the middle" on E = A(SU q (3)) ⊗ E.
Coacting on instantons.
Let us know specialize the above discussion to the module E = L 1 ⊕ L −1 , on which there is a one-parameter family of right-module connections ∇ t = ∇ 0 + ω t given by equation (4.21), with the connection one-form ω t given in Proposition 4.7. From ∇ 0 = ∇ 1 ⊕ ∇ −1 and the expression of the monopole connections in (4.1), it follows that ∇ 0 is invariant. Thus
, elements in the left leg of the connection oneform generate an algebra smaller than A(SU q (3)), that is what we want now to determine. From (4.22a)-(4.22c) we see that the matrix entries of ω t are linear combinations of ∂x, ∂x, φ and φ * , with x = p 11 and φ as in (4.23) . From the mentioned equation we get
where we used
Since by Remark 2.2 the * -algebra generated by the elements {u On the other hand, let g be the generator of A(U(1)). The group U(1) is a quantum subgroup of SU q (3); the surjective Hopf * -algebra morphism A(SU q (3)) → A(U(1)) is given by u i j → δ i,j g 2−j (dual to the diagonal inclusion e iθ → diag(e iθ , 1, e −iθ ) for q = 1).
The coaction of the quantum subgroup U(1) leaves x = p 11 invariant and maps φ to g ⊗ φ and φ * to g * ⊗ φ * . Thus
corresponds to a (global) gauge transformation and can be neglected.
Summing up, modulo gauge transformations, for any t = 0 we have a noncommutative family of ASD connections parametrized by S 
Classical results from a noncommutative view-point
In this section q = 1, that is we deal with the classical projective space CP n . We restate some of the geometrical properties of CP n from a noncommutative view-point, so as to readily generalized them to the noncommutative deformations.
6.1. The Kähler form of classical CP 2 . Let [z 1 , . . . , z n+1 ] be homogeneous coordinates on CP n . On the chart U α := {z α = 0} ≃ C n there are complex coordinates
and the transition functions are holomorphic on the intersections.
As a real manifold CP n is diffeomorphic to the set M of those matrices p ∈ M n+1 (C) such that p = p * = p 2 and i p ii = 1. The map CP n → M is given by
The inverse map sends p to the point [z 1 , . . . , z n+1 ] defined as the equivalence class of any non-zero row of p (since p is a rank 1 projection, p = 0 and it has always at least one non-zero row). One could restrict the homogeneous coordinates to (z 1 , . . . , z n+1 ) ∈ S 2n+1 and components of the projection in (6.2) would just be p ij =z i z j .
On the chart U α , the Kähler form associated to the Fubini-Study metric is:
(cf. Example 4.5, page 189 of [11] ). On the other hand, using (6.2):
where we set Z i = 1 if i = α. One easily checks that:
In our notations for n = 2, using (3.9) with q = 1, we get
6.2. Deconstructing instantons on classical CP 2 . Let us work on the chart U 1 with coordinates Z 2 = z 2 /z 1 and Z 3 = z 3 /z 1 . In the notations of [8] , the homogeneous coordinates there are [T 0 , T 1 , T 2 ] = [z 1 , z 3 , z 2 ], and the local coordinates z 1 , z 2 are our Z 3 , Z 2 .
For any 0 ≤ t < 1, on the direct sum of the tautological bundle with its dual there is an ASD connection with connection one-form given by (cf. [7] ):
where ||Z|| 2 := Z 2Z2 + Z 3Z3 and the second row is obtained from the first one being ω t traceless and anti-hermitian.
Using the parametrization t = sin 2θ, with 0 ≤ θ < π/4, the matrix of functions The second term gives no contribution to the curvature F , due to Ψ † (dP ) ∧ q P ΨQ(dΨ † )Ψ = Ψ † (dP )P ∧ q ΨQ(dΨ † )Ψ , but (dP )P = (1 − P )dP , and then Ψ † (dP )P = 0. Hence
Using again (A.4) we get the thesis.
We now start computing the many pieces in (A.2). Proof. Since∂ψ † = 0, one has∂(ψ † ψ) = q Proof. It follows from Lemma A.5 after a simple computation.
Lemma A.7.
(∂x ∧ q∂ x) + = q 
