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I'his disscrtation dclincs knowlcdgc in terms or traditional epistemological ideals and as a 
stratcgic resourcc. Knowledgc management is delined in terms or the ability or 
organizations to manage knowlcdge as a stratcgic resource in order to gain all advantage 
lI'om it. In thc knowledge management fhlmC\vork. knowledge is prescnted as a 
continuum consisting of tacit. implicit and explicit knowledgc. Tacit and implicit 
knowledgc is managed through the acknowledgement of the social naturc of knowledge. 
One mcthod to achicve this is communities of practicc. 011 thc other end of the spectrulll. 
explicit knowledge is vcry close in nature and character to information. Duc to the 
expansion of available information resources the design and structurc of information 
(explicit kl1lmlcdge) for clTective retrieval has become very important. 
Information architecture IS a field that specializes in the design and structure of 
information for efTective retrieval. Traditiollal information architecture tools such as 
metadata and subjcct classification address some of the issues. but expericncc diniculty 
in hctcrogcneous environments such as thc Internct. Topic maps are considered as a 
possible solution to thc concerns of metadata classification and subject based 
classification. Due to the extent ancl nature of the information rccordcd in a topic map. it 
becomes an information rcsourcc in itself. 
Topic maps also act as an enabling technology for knowledge management as it maps tI~e 
complex relationships bel\vcen concepts and include a range of information rcsources. 
The conclusion of this dissertation is the reprcscntation of a conceptual model based on 
thc themes developed in this dissertation. The main advantagc of the conceptual model is 
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Chapter 1 - Introduction 
1. 1 Introduction 
Information is playing an ever-increasing role in society and in the modern economy. 
This has been fuelled by better technology that enables the easy gathering and 
dissemination of information. It is, however. paradoxical that due to the explosion in 
information available many suffer from information overload and resort to using only 
centralised sources of information. These factors have thus led to an increase in 
information related professions and industries that focus on reducing the information 
overload and providing the right information to the right person at the right time. A 
typical example is the evolution during the so-called information age of Knowledge 
Management (KM) and Information Architecture (IA). Although these fields have 
generally been accepted and the terms commonly used in many spheres of professional 
and academic life. they are still in the process of being defined and the relationships 
between them are still being explored. 
This dissertation therefore alms to contextualise the current debate regarding the 
conceptual issues that relate to knowledge management and information architecture. A 
framework was thus developed to map the relationship between concepts and to 
specifically focus on the role that information architecture can play in supporting and 
promoting knowledge management in the information age and modern economy. A 
consequential outcome of the investigation was the realisation that topic maps can 
effectively be used both as a tool to address the short comings of traditional information 
architecture techniques and as an enabling technology for knowledge management. This 
technique is then further employed to depict the relationship between information 










1.2 Information age 
The term. information age, has been used in various contexts. but it is not a well-defined 
term and means different things to different role players. For example. many definitions 
focus on digitisation as the driver for the convergence of different information sources, 
such as television. computers and multimedia. For politicians one of the consequences of 
the information age is that communities and countries are becoming borderless and 
interconnected. From a business and economic point of view the information age means 
that information is regarded as a critical resource (see discussion in chapter 2.2) and 
businesses have to evolve into learning organizations. while workers become knowledge 
workers (Jastroch. 200 I). 
A number of visionaries, like Daniel Bell (1974) and Peter Drucker (1969), have 
predicted since the mid 20th century that knowledge and information would begin to play 
a larger role in the economic activities of mankind. More specifically. they commented 
on the increased knowledge expectations of workers, both on factory shop floors and in 
offices, by employers. Workers would be expected to contribute to the organization 
through better work practices, not only through more hours or physical output. This leads 
to a very different working environment that includes different workspaces and changes 
in the organization of co-workers. 
In 1974 Bell wrote that the post-industrial society would be a knowledge society. He 
supplied two reasons for this argument. Firstly, a greater number of innovations would 
evolve due to research and development. which is a knowledge activity. Secondly, an 
increasing percentage of Gross Domestic Product (GOP) and employment was occurring 
in the knowledge field. Both Bell (1974:374) and Drucker (1969:40) predicted that a new 
class would emerge within the economic society; namely that of a professional class that 
will derive their wealth from knowledge rather than property. This means that knowledge 












The start of any economic age is hard to pin down. As changes take place gradually over 
a period of time a new phase is born. Bell (1974:346) saw the period between 1945 and 
1950 as the estimated "birth years" of the post-industrial society. During this period the 
first digital computers were developed and they spread quickly and the pace of 
development increased. Therefore, there is a direct link between the post-industrial or 
information age and the advances in technology, especially in information technology 
and computers. 
When the post-industrial society IS compared to the industrial society, the major 
difference is that the industrial society was a "goods producing society" whereas "the 
post industrial society is an information society" (Bell, 1974:467). This does not mean 
that society will cease to produce goods. Rather. it means that value is also generated 
where information is used and applied and not solely through the production of goods. 
This is a complex relationship. If information is used to produce goods more cost 
effectively then it might seem that the value is added at production. However, it is the 
appropriate application of information that is adding the value. The concept of 
information and knowledge being valuable and strategic resources will be further 
addressed and developed throughout this dissertation. 
The Internet l and the World Wide Web2 (WWW) are manifestations of the information 
age. One of the advantages of the Internet is that it has given people the opportunity to 
interact more with the media presented to them. In addition the Internet has made larger 
amounts of information available. The importance and possibilities embodied in the Web 
"implies a new information-driven society that implies different kinds of work and forms 
of knowledge" (Burnett & Marshall, 2003: I 0). 
111111111111111------------
I Definition of Internet: An interconnected system of networks that connects computers around the world 
via the TCP/IP protocol. (American Heritage Dictionary) 
, 
- Definition of World Wide Web: The complete set of documents residing on all Internet servers that use 












The development of the Internet and the World Wide Web was part of a greater 
development in globalisation that made it important to move information around the 
globe. Although globalisation and the Internet clearly have a close relationship, the nature 
of the relationship is not always explicitly understood. Globalisation is an economic 
development that embraced the advantages provided by the Internet. rather than the 
changes in technology itself causing globalisation (Burnett & Marshall, 2003: 18). 
However, technology is causing countries to become borderless and the number of 
participants in a market and the products available to consumers has increased 
substantially. There are also a greater number of distribution channels available to 
organizations. The result is that organizations need more information about their 
competitors, target markets, etc. Organizations also need this information at a greater 
speed, because they need to react more quickly. Therefore. the role of information and 
who possesses the information becomes more important. For this reason, information and 
the application of it in the form of knowledge can demand a premium because of the 
value it adds (Prusak. 200 I: I 002). 
The greater availability of information affects both the inputs used in organisations and 
the output that they produce. As Drucker (200 1) pointed out. having access to this 
amount of information will not only change the way production is done, but also what 
type of "production" is done. In terms of monetary value. knowledge has become the key 
ingredient in most goods and services. It is the source of the value-added portion in many 
production facilities, such as computers and other machine hardware (Drucker: 200 I). 
1.3 Know/edge and information 
In order to place the discussion surrounding knowledge management and information 
architecture in context, the concepts knowledge and information have to be clarified. 
When considering the differences between knowledge and information. the knowledge 
hierarchy is a natural start (Ponelis and Fairer-Wessels, 1998:3). Within the knowledge 
hierarchy. data is the term used to refer to values. numbers. characters or symbols that 











refer to "structured records of transactions" and form the raw material from which 
information is created (Davenport & Prusack: 1998: 2). Information is the term used to 
describe data that has been formatted. summarised and generally processed - i.e. given 
substance (Beckman. 1999:5). 
Davenport and Prusak (1998:3) see information as a message that is transmitted between 
a sender and a receiver. The communication between the two parties is considered to be 
information sharing if the sender has added value to the original data in the view of the 
receiver. If the receiver perceives that there was no value added. then the communication 
is said to consist of data and not information. 
Ponelis and Fairer-Wessels (1998:2) regard knowledge as information applied within 
context and experience. As one moves up the knowledge hierarchy the concepts are 
increasingly subjective and abstract, while the quantity decreases. For example, much 
data can be captured and collected; from this trends (information) can be identified. 
which in tum may result in one course of action (knowledge). Another aspect of the 
knowledge hierarchy is that the higher levels also require increased human involvement 
and therefore imply greater value added (Ponelis & Fairer-Wessels. 1998:2). The greater 
value attributable to knowledge compared with information and data is its relative 
nearness to action (Davenport & Prusak. 1998:6). This distinction is especially important 
in an organisational environment as opposed to the discussion within epistemological 
contexts. From the discussion above it can be seen that knmvledge is scarcer than 
information. Despite the perceptions of information overload. knowledge is a rare 
commodity. 
As data is the source for information, so information is the source for knowledge. But the 
process of converting information into knowledge requires a greater human input than 
converting data into information (Davenport & Prusak. 1998:6). Some authorities argue 
that knowledge can only exist within humans due to the inherently personal nature of 












1.4 Epistemological qualities of knowledge 
Epistemology is much more than the science and study of knowledge and is concerned 
with the properties expected of our beliefs. As a study of knowledge. epistemology aims 
to define knowledge and to determine what can be considered legitimate knowledge 
(Aarons. 2006: 166). This provides a theoretical background from which to consider 
knowledge and its function within an organization. One of the ideals of epistemology is 
that our beliefs should be coherent. because coherent beliefs are perceived to be more 
likely to be true and justified. A belief is considered coherent if it adheres to the logical 
principles of its field and can be substantiated when seen in connection with other beliefs. 
Beliefs can be incoherent for two reasons. Firstly. they could fail to apply the principles 
of logic. Secondly. beliefs are incoherent when they exist despite strong evidence to the 
contrary. The problems with incoherent beliefs are that they are difficult to defend and 
therefore. they may be false. Although. coherency is the ideaL it cannot occur in 100% of 
the cases. People have different beliefs and different views on the sources of information 
that support their beliefs. It can be that the perceived credibility of the sources that inform 
our beliefs. cause the difference in the perceived coherence of beliefs between different 
people (Morton. 2003: 1-3). 
There are a number of concepts within epistemology that have to be clarified for further 
discussion. Firstly. beliefs can be rational or irrational. depending on how that belief was 
arrived at. For example: if someone has a belief despite evidence that points to the 
contrary it is both irrational and incoherent. Irrational beliefs also often include words 
such as "all". "never" and "always" (Morton. 2003: 4-5). The quality of information that 
informs decisions and knowledge will not affect beliefs if they are irrational. The 
irrational belief may be changed if the source of the original information is discredited or 
if additional information leads to another conclusion. For the purpose of this dissertation. 
the focus will be on how to use information in order for an individual to have as many as 











A belief is true if it describes the world accurately or if the belief exists because thc 
reality of the belief' exits. Alternatively. a belief is l~lIse if it is not true. but still has 
meaning. A meaningless belief is ncither true nor l~lIse. It is not a given that truth and 
rationality will ahvays go together. For example something might have strong historical 
evidence to suggest that it is true. but in I~lct it is I~llse. An example would be i I' a 
conclusion was reached based on all the available evidence. If a key piece of infonnation 
(that would change the conclusion) is missing. but you are UIH1\\are of it. the belicl' 
resulting from the conclusion would be rational. However the belief is untrue as it docs 
not renect thc reality of the world. The belief is rational as it is based on sound reasoning 
and the available evidence. but the belief is not true (Morton. 2003: 5.181. 183). It is 
very important that people will have the right information in oreler to inlluence the 
truthfulness of their beliefs. If knowledge is based on l~llIlty information the person m,~y 
believe that his/her conclusion is appropriate while it is not. 
The issue of evidence is very important for the discussion on bclicl's. Lvidcncc is thc 
reason for holding a certain belief and is onen derived I'·om an experience (Morton. 
2003: 181). Evidence is otten prcsented in order to change someone's beliefs. Ilowever. 
thei r be I ie I' should only change i I' they consider the proo frat iona II y and bel ieve the 
evidence as presented to them. The process of considering evidence is known as 
reasoning. although reasoning can also take place \\ithout evidence. When reasoning is 
done without evidence it is a mcntal exercise (Morton. 2003: 5-6). 
Evidence also affects the justilication lor our beliefs. If the evidence is misleading but ViC 
have no rcason to suspect that it isn't true. then our belief based on that information/ 
evidence would be justified even if the belief is l~lIse. A justilied belicl' is one supported 
by evidence and correct reasoning. The greater the number of just iii cd beliefs one holds 
the greater the possibility that one has many true beliefs. Many theories of knowledge 
focus on \\hen belicl's are justilied and how to acquire klllmlcdge rationally (Morton. 











The basic qualities of beliefs held by individuals should be truth. rationality and good 
evidential backup. Although it is not always possible to obtain all of the characteristics. 
aiming for these basic qualities should allow an individual or an organization to ensure 
that most of the knowledge contained within it is useful and timely. 
1.5 Rational for dissertation 
The above discussion about knowledge and beliefs highlights the importance of evidence 
in the construction of coherent and justified beliefs. The information people collect 
throughout their lives informs their beliefs and knowledge about their surroundings and 
their world. In an organizational setting it is important that employees and stakeholders 
have access to valid and up-to-date information to inform their decisions. The 
information age (and the technologies that accompany it) has made access to information 
easier. but there is debate about the quality of information available on the Internet. 
which includes the drawbacks of information overload. When information resources are 
poorly supported. then knowledge resources are poorly supported. Information 
architecture and knowledge management are two fields that aim to address the support 
and management of information and knowledge resources. 
Both information architecture and knowledge management came to the fore as 
autonomous and distinct subject fields in the 1990·s. Their emergence coincided with the 
development and rapid expansion of information technology. Both have appeared in the 
corporate literature as an important management concept for the new information based 
economy. However there is a lack of discussion in the existing literature on the specific 
relationship between knowledge management and information architecture and how they 
influence each other. The purpose of this research project is thus to help define 
information architecture and knowledge management and present a model of the 
relationships between them. It is envisioned that this will contribute to a better 
understanding of both the academic and practical aspects of these fields. In addition, the 
2006 Information Architecture Summit listed Firm ll'ide in/ormation architecture: How 











discussion in its call for submissions (www.iasummit.org/2006/index).This indicates an 
interest in the topic from those currently involved in information architecture and shows 
the relevance of this research project. 
1.6 Research problem and research questions 
The pnmary research problem investigated in this dissertation relates to the lack of 
understanding about the relationship between knowledge management and information 
architecture. From this the following main research question that underpins this study 
evolved: 
• What IS the relationship between knowledge management and information 
architecture? 
This lead to the subsidiary questions of 
• How can each field and their relationship be clearly conceptualised? 
In the process of investigating the above primary and subsidiary research questions, a 
number of related questions arose. The inductive and exploratory research processes (cf. 
the discussion of methodological issues in chapter 1.8.4) that were adopted for this 
project identified key shortcomings in certain core components in the field of information 
architecture. This lead to the research question: 
• What technologies or tools exist that could Improve traditional information 
architecture techniques? 
Topic maps. as discussed in chapter 5, emerged as a potential answer to this question and 
while investigating and obtaining a better understanding of topic maps the following 
additional questions evolved: 
• What potential do topic maps hold for the field of knowledge management? 
And 
• Can topic maps be used to clearly explicate the relationship between knowledge 











Therefore. the reiterative process of data collection and analysis to ans\\ er the original 
research question lead to more questions which aim to address the original problem. but 
ft'om a different angle and with a more specific focus. 
1.7 Goals and Objectives 
The aim of this research project is therefore to derive a conceptuallllodel that investigates 
the linkages between knowledge managel1lent and inforl1lation architecture. Although 
these fields are linked conceptually. explicit linkages have not been made in the 
literature. In the process of clarifying these linkages. knowledge l1lanagement and 
information architectures will be l1lapped and the issues involved discussed. Potential 
solutions. such as topic maps. will also be discussed. 
The outcome of the investigation will be in the forl1l of a conceptual model that 
explicates and contextualises these relationships. The use of topic maps as a tool in this 
process \\i II further also be demonstrated. 
1.8 Methodology and research design 
Different branches of learning were consulted in the research process for this dissertation. 
The conceptual fields of knowledge management. inforl1lation architecture and topic 
l1laps derive fh)J]l a number of: often disparate. disciplines which are represented in a 
\\ide variety of academic literature that ranges f1'om library sciences. cOl1lputer science. 
management studies and information systems to various other lesser fields. Although. 
some fields have their roots in the more exact sciences. this research dissertation will 
drll\\ most of the research design from social science research methods. This decision 
\\as based on the premise adopted by the researcher that knowledge management and 
inflmnation architecture. although grounded in various disciplines. have a distinct 











"Social science research is a co//ahoralil'e /IIIII/((n ae/il'il.\' in ll'hich social 
realily is sllldied ohiee/il'e~\1 wilh the ({illl ojgaining a l'£Ilid linden landing 
ojil" (Mouton & Marais, 1990: 7) 
this \\ould be an appropriate procedure to adopt. 
As outlined in 1,7 the aim or this dissertation is to reVle\\ existing practices. as 
represented in the literature. 0 I' knowledge management and in rormat ion arch i tectu re as 
human activities and then to evaluate and synthesise these findings. in order to answer the 
research questions as outlined in section 1,6, 
1.8.1. Qualitative research 
Research designs are onen divided into two groups: qualitative and quantitative, One or 
the main differences between qualitative and quantitative research approaches is that the 
researcher in quantitative rescarch aims to bc an objective outsidcr to the subject matter. 
while with qualitative research. the research is conducted from an insidcr's point or vie\v, 
The goals or qualitativc and quantitative rcsearch also difler. Qualitative research aims to 
dcscribe and understand. while the rocus in quantitative research is explanation and 
I)rediction. Because these research paradigms have dirrerent starting points and dirrerent 
goals they also onen have dirrcrent methods or data collection and data analysis. 
Tesch (1990: 3) points out that "qualitative data" might be a conrusing term in the 
English-speaking worlel. leading people to think that relates to superiority or the data. i.e. 
meaning high quality data. This is not the case. Qualitative data has come to mean 
inflmnation that is non-numerical and onen textual in nature. 
Qualitative research has greater flexibility and it employs a wider variety of strategies to 
collect and analyse data than quantitative research. This is because new insights arc 
expected to emerge during the research phase. which can influence certain changes to the 
original rcsearch dcsign. naturally leading to a more flexible approach (Bradley. 1993: 
434). Other authors further point out that qualitative researchers arc not eager to 











analysis (Tesch. 1990: 4: Ambert, et al. 1995: 881). As the focus of social sCIence 
research is the social workings of people or groups of people (and this can be very 
unpredictable) researchers need to be Ilexible and creative in their approach to studying 
social phenolllena and hence the applicability of qualitative research Illethods. 
According to Ambert. et al (1995: 880) qualitative research has a nUlllber of goals. The 
lirst is that it seeks an in-depth understanding instead of a broad general understanding. 
Secondly. qualitative research is more concerned with the ho\\ and \\hy of human 
behaviour as opposed to the ·what'. Qualitative research goals can also be situated on 
various levels. ranging from micro to macro. Importantly. qualitative research is 
concerned with discovery rather thall verilication of data. This gives the research the 
advantage that it is not limited by existing knowledge. but can add to current debate and 
expand on existing understandings of certain phenomena. Finally. Ambert. et al (1995: 
881) further suggest that qualitative research is onen aimed at theory building. through 
the emergent nature of the process. Concepts are developed based on the data and then 
"shaped and reshaped according to the results of ongoing observations". 
Based on the above discussion or the characteristics of qualitative research and the nature 
of this research project. a qualitative approach was adopted. The focus is on describing 
and understanding knowledge management and information architecture. rather than 
predicting or forecasting behaviour in these lields. The data used and the subsequent 
analysis is non-numeric and textual since various written documents are analysed. As the 
research progressed the direct ion 0 I' enq u i ry and focus sh i ned as new in format iOIl came 
to light. especially about topic maps and the application opportunities for inforlllation 
architecture and knowledge management. In addition. one of the main aims of this 
research project is to build on existing literature and to add new insights and theories fiJI" 











1.8.2. Exploratory research 
;\n explorative research design is specifically Ilcxible to encourage extensive 
consideration or all relevant l~lCtors. This study. as many other exploratory studies. has 
the goal or formulating a conceptual model that can be tested in ruture stuclies. 
Lxploratory research may be conducted by means or three methodological approaches. 
The lirst is a review or related and relevant literature. The second method is to question 
persons who arc ramiliar with the area or study and thirdly. examples can be studied that 
highlight some or the issues related to the area or study. These methods can be applied in 
isolation or in combination (Selltiz. et al. 1965: 50-52). This dissertation has rocused 
primarily on the review or existing literature. 
1.8.3. Inductive approach 
The process or analysing dirrerent sources and creating a conceptual model based on the 
material collected rollo\\s the inductive approach to research. Induction is the process or 
generalizing or creating a theory based on the observations that were made (Blaikie. 
2004: 486). The opposite or the inductive approach ill logic is the deductive process. 
\Vhen deductive logic is applied in research. specilic hypotheses arc developed based on 
the general theories and tested to see ir they prove or disprove the general theory (Rubin 
& Babbie. 1993 :689). 
The advantages or inductive theory construction are that ne\\ theories can be developed. 
\\ithout being constrained by existing theories (Rubin & Babbie. 1993: 52). This provides 
greater Ilexibility 1'01' hypotheses development and is more likelv to lead to new 
discoveries. The disadvantages are the potential lack or objectivity and the potential liJl' 
selection bias. (See cliscussion on objectivity. reliability and validity in chapter 1.8.6.) 
1.8.4. Grounded theory 
Grounded theory is one method that is oneil used to analyse qualitative data illductively. 










structured qualitative data analysis. The data analysis is achieved by coding text based on 
the properties and characteristics of the text and then cOlllparing text \vith the saille 
coding in order to identify emerging theilles (Charmaz. 2004: 440-444: Tesch. 1<)90: 64-). 
(Jrounded theory was originally developed by B.C;. Glaser and A.L. Str'lUSS. Their 
original approach to grounded theory placed the emphasis on allmving theilles and 
theories to emerge lI'om the data. without forcing it. CJlaser ( 1992:21 ) even suggests that 
one should not formulate a research problem or question before analysing the data or 
literature in the lield of interest. but to let the problem emerge lI'om the data. This is 
achieved by first using open coding. \\here data is coded with no preconceived concepts 
in mind. A ner the in it ial open cod i ng. conceptual isat ion takes place by compari ng 
di fTerent concepts and incidents and then categories are developed from the elllerging 
patterns. This can lead to further. more focused. data collection. This again leads to more 
analysis. until a theory has been developed (CJlaser. 19<)2). 
Grounded theory is then based on symbolic interactionism and this means that analysis 
takes place \\hile data collection is taking place. Despite the interactionism. the first 
phase of the research is dominated by collection \\hile the second phase is dominated by 
analysis. Categories are developed from key concepts chosen by the researcher and/ or 
derived fl'om the data. These categories should not limit the expansion of the topics for 
the researcher. With further analysis more categories emerge and through better 
understanding sOllle categories amalgamate or are excluded. Also. once categories are 
understood the relationships between thelll should be explored and explained. Categories 
are also clustered together as conceptual entities and this helps \\ith the analysis and 
development of theory. Visual mapping can also help to analyse the concepts as they 
emerge. Tesch (19<)0: 85) further points out that grounded theory not only seeks to 
identify a pattern. but also to explain that pattern. This is where theorizing comes in ,1Ild 
the developillent of a conceptual model. Even though the research process is not rigid it 











The principles of grounded theory informed the methodology for this research project. 
This research project specifically started with an in depth investigation into the meaning 
and definitions of the main conceptual components of this study, knowledge management 
and information architecture. Qualitative sources, i.e. journal articles, encyclopaedia 
entries, books and electronic sources were consulted and the literature grouped into 
knowledge management or information architecture. From the literature a number of 
subsidiary concepts were identified that are related to these fields of study and which 
could potentially influence the relationship between them. Examples of such subsidiary 
terms included information, knowledge, taxonomy, intellectual capital and "communities 
of practice". At one stage more than 50 related terms had been identified. A pattern 
emerged which pointed to the lack of a definitive description of the relationships between 
information architecture and knowledge management. This was followed by an in-depth 
comparative evaluation of the two domains. Out of this analysis, a theory evolved that a 
positive relationship exists between the two. Further investigation focused the discussion 
on information retrieval techniques as a key concern for information architecture. This 
also narrowed the number of relevant terms. The investigation of information retrieval 
technologies lead to the identification of topic maps as a very important technology that 
addresses the sh0l1comings of traditional information retrieval techniques. While further 
investigating topic maps, it was found that it could also be fruitfully employed as an 
enabling technology in knowledge management. Finally, it was seen that topic maps 
could very effectively be used as a visual mapping technique (see chapter 6.3) to clearly 
explicate the relationships between the various concepts for better clarification and 
definition. 
1.8.5. Unobtrusive research and content analysis 
The method described above is a form of unobtrusive data collection and more 
specifically content analysis. Unobtrusive research is undertaken when data is collected 
in a way that the researcher does not interact directly or indirectly with the subject matter. 
Content analysis is one way of conducting unobtrusive research and can be applied to any 
form of written material. Although content analysis can be performed in a quantitative 











The advantages of content analysis in this context include the saving of time and money. 
relative to doing a survey. Conducting a content analysis study all(med the researcher to 
access more material lI'om a geographically diverse background. This form of research 
design has also all()\\ed the researcher to interact \vith the material in an unobtrusive 
manner (13abbie & Mouton. 2001: 374-3(3). The disadvantage of content analysis and 
specilically within this research project is that the analysis is limited to written material 
only. 
Although. every attempt was made to investigate as comprehensively as possible a 
representative sample of material. it was not ICasible to attempt to investigate all material 
in the tield. Especially since new and potentially relevant material is released 
continuously. Every cl'fort was however made to include the most relevant and up to date 
material. 
1.8.6. Objectivity, reliability and validity 
Reliability rcl'ers to the likelihood that the same result will be achieved if the study is 
repeated. in other words how consistent the results \vill be if the tests arc rerun. In 
quantitative analysis. reliability is measured using statistical methods. In qualitative 
analysis the measure is slightly diflCrent. because the nature of qualitative research is 
such that it is olten diflicult to repeat exactly the same study. i.e. achieve 'external' 
replication. (Smith. 2004: 957: Dey. 1993:221). The researcher can still aim to achieve 
'internal' replication. which relCrs to ··the principle of ensuring that such procedures as 
are followed can stand up to scrutiny" (Day. 1993:221). In this dissertation. materials 
used are clearly referenced and the logical reasoning explained. This was done with the 
aim of achieving internal replication. which improves the reliability of the lindings. 
Validity. on the other hand. is a more complex and important measure. Validity of 
research relers to the abilitv of the research to accuratelv rellect the area under . . 
consideration. Face validity means that the research project conforms to the general 
consensus about a certain topic. This means that although researchers might differ about 











research project. every efrort was made to clearly explain concepts. especially in the light 
or their 'f~lCe validity". !\ form of triangulation was also employed in order to enhance 
validity. Many different sources were investigated in this research process. and although 
new connections and explicit relationships \\ere identified. consensus f,'om the material 
regarding definitions of concepts was sought (Babbie & Mouton. 200 I: 122-124: Smith. 
2004: (57). 
Objectivity is related to validity and refCrs to the ability of the research conclusions to 
reflect reality accurately. i.e. for the conclusions to be true. Various f~\Ctors can 
negatively influence objectivity. for example researcher bias and motives. Again. every 
erfort \\as made in this dissertation to accurately reflect the results or the enquiry without 
bias. However. due to the inductive nature of the research project it is acknowledged that 
rull objectivity cannot be guaranteed (Hal11mersley. 2004: 250-251: Babbie & Mouton. 
200 I: 275). 
1.8.7. Conceptual models 
Science is supported by logical thought and observations of the \\orkl around us. Our 
beliefs have to be rational and correspond to the observations done in the real world. In 
general. scientilic activity involves three areas: theory. research methods and statistics. 
Theory represents the logical and conceptual aspects: research methods relate to the 
rigorous observation methods that are employed to collect data and statistics evaluate that 
\\hich \\as observed within a logical f"amework and expectations (l3abbie. 1995: 2(»). 
Engelbart (1962: 33) defines a conceptual model as a ··theoretical model with which to 
organize our thinking and action". Because conceptual models represent theory. they also 
underpin all research. either explicitly or implicitly. A conceptual rramework becomes 
even more important \\hen that specilic area of study is in an era llr change (Jarvelin & 
Wilson. 20(3). Although knowledge management and inrormation architecture have becn 
part of academic discourse for some time. the t\\O fields are still in the proccss of 











the two lields or study has not been clearly conceptualised. All these I~\cets clearly point 
to a need to develop a conceptual model that explicates such a relationship. 
When developing a conceptual model certain aspects should be specilied. Firstly. the 
essential components that relate to the system to be investigated should be specilied. This 
sho\\s an understanding or the issues involved. Related to that is the specilication or 
recognized relationships between the dirlCrent concepts. Next. the ways that changes ill 
objects or the relationships between the objects arrect the system. should be specilied. 
Finally. potential goals or methods or research should be specilied (Lngelbart. 1%2). 
The above discussion on the research design applied in this dissertation attempted to 
describe how this researcher went about investigating the essential components or the 
relationship bet\\een knowledge management and inrormation architecture. Through the 
course or this investigation the relationships bct\\een these concepts and related topics 
\\ere identilied and specilied. The results arc represented in a conceptual model (see 
chapter 6.3). The second aspect suggested by Engelbart is to speciry the way that changes 
in these concepts or their relationship would arlCct the system. This is beyond the scope 
orthis research. but could rorm the basis 1'01' ruture research. 
1.9 Dissertation outline 
Chapter :2 discusses knowledge as a resource in some deta i I and \vhat th i s means for 
management strategies. Knowledge management is also discussed. Chapter 3 introduces 
the concept or inrormation architecture and considers \\hat aspect or inrormation seeking 
behaviour needs to be taken into account when designing an inrormation architecture 1'01' 
inrormation retrieval. The tools available to inrormation architects to improve 
information retrieval are discussed in Chapter 4. This chapter also highlights the 
challenges or inrormation architecture in relation to el'lCctive inrormation retrieval. 
especially 1'01' heterogeneous collections and ambiguous classilication. Chapter 5 
introduces topic maps as an inrormation architecture tool that addresses the challenges 











objectives of knowledge management. Chapter () SUlllmarises the lllall1 conclusions 
derived frolll the discussion in the dissertation. graphically represents the conceptual 











Chapter 2 - Knowledge and knowledge management 
2. 1 Introduction 
Ultimately, the goal of organizations is to gain a competitive advantage using the factors 
of production and resources available to them. Many strategic management studies have 
focused on what enables a firm to gain a strategic advantage and very importantly what 
enables a firm to sustain that competitive advantage. However, many of the studies used 
the same framework for their analysis; namely the analysis of strengths and weaknesses 
of an organization. This type of analysis made implicit assumptions that influence where 
strategic advancement would be sought. Firstly, it is assumed that all firms within an 
industry or group have identical strategically relevant resources. In economic theory 
regarding the traditional factors of production this would mean that all firms in the 
industry have equal portions of the same land, labour and capital available to them for 
utilization. Traditional strategic analysis also assumed that any advantage, i.e. additional 
labour, would be short lived because resources are mobile and will move to the place 
where they receive the maximum return. However, these assumptions do not necessarily 
reflect reality (Barney, 1991: 99-100; Wade & Hulland, 2004: 108). Management studies 
as a discipline is engaged with the question of how to use land, labour and capital to 
achieve a strategic advantage, even if it is not sustained indefinitely. 
The resource based view of the firm is one strategic management theory that addresses 
the validity of the two assumptions above and attempts to specify the conditions where a 
firm's resources will act as a source of sustained competitiveness. The resources in the 
resource based view of the firm are defined to include all assets (tangible and intangible) 
that is controlled by the firm and that can be used in the execution of the strategies 
planned by the organization. More specifically, the attributes of a firm are only 
considered resources when they enable the firm to develop opportunities or eliminate 
threats. Barney (1991: 10 1) explicitly includes knowledge and information in the 











competitive advantage as a time when the organization implements a strategy that adds 
value, which is not being implemented by the competitors of the organization. This 
means that a competitive advantage is that which helps an organization achieve more 
than its peers and allows it to survive turbulent economic times. Competitive advantages 
have to be sustained or new ones created in order for the organization to maintain its 
advantage and remain economically viable. A competitive advantage is defined as 
sustainable when current competitors and potential competitors are unable to duplicate 
the strategy. This means copying, done by competitor firms, will not erode the strategic 
advantage. This does not mean that the strategic competitive advantage will last forever. 
The strategic advantage could still be undone through new technology or sudden changes 
in availability of key resources (Barney, 1991: 100- I 03, 106). 
If all firms in an industry are assumed to have identical strategic resources and those 
resources are perfectly mobile it is impossible for a firm in that industry to have a 
sustained competitive advantage. As all firms have the same resources and opportunities 
all firms will be able to conceive of and implement the same strategies. Any strategic 
competitive advantage that is gained will not be sustained as competitors could copy it. 
Therefore if a firm wants to have a sustained strategic competitive advantage they will 
have to focus on developing resource heterogeneity from other firms in their industry or 
group (Barney, 1991: 103-104). 
However, heterogeneity and mobility are not the only characteristics resources need to 
have to provide sustained competitive advantages. According to the resource based view 
of the firm there are four other characteristics that a resource should possess to provide a 
sustainable competitive advantage. Firstly a resource should have value and be rare. Next 
the strategically important resources should be "imperfectly imitable" and without 
strategic equivalents (Barney, 1991: 106-112). 
Throughout this dissertation knowledge will be evaluated as a resource, using the criteria 
set out above to discuss if knowledge could be a source of sustainable strategic advantage 











of knowledge. The first step is to evaluate knowledge in comparison to traditional factors 
of production and definitions of resources. 
2.2 Factors of production and resources 
In the neoclassical economic tradition there are three factors of production: land, labour 
and capital. Each of these factors represents the resources required to produce goods (and 
services) and bring economic value to the society or profits to the firm. Land includes all 
natural resources, such as oil, timber and other raw materials used in production. Capital 
refers to manmade items used in production and includes the finances used to fund 
production or buy other resources. Finally, labour refers to the work done by blue and 
white-collar workers. Each of the factors of production receives their own reward for 
participation in the production process. Labour receives a wage, capital receives interest 
and land receives rent. To this can be added the profit that the entrepreneur requires for 
putting all the factors of production together in an economically viable way. However, 
the role of the entrepreneur is often grouped together with the activities of labour or the 
role the entrepreneur plays is neglected in neoclassical economic theory (Felderer & 
Homburg, 1992: 35; Kermally, 1999: 138). 
In economic theory a number of simplifying assumptions are made. Firstly, in the short 
term land and technical knowledge is taken as constant. This means that the business 
owner or entrepreneur can only use labour and capital investments to produce the 
maximum output. Output is given as a function of labour hours and capital stock 
(Felderer & Homburg, 1992: 35). If however, Bell (1974) and Drucker's (2001) 
predictions are true, then knowledge (technical and organizational) is not constant or 
unchanging in the short term. Knowledge can be applied, in the short and long term, to 
influence the productivity of labour and capital stock. This means that output is not only a 
function of labour and capital, but also of the knowledge applied to improve their 
productivity. Because all traditional factors of production are limited to some extent and 











productivity is knowledge (Drucker, 1969: 151-152). This means that knowledge could 
be viewed as the new production factor and as an essential resource in the economy. 
The second important aspect of economic theory as it applies to factors of production is 
that of the law of diminishing marginal returns. Diminishing marginal returns means that 
every unit of additional production will produce a slightly lesser yield than the unit before 
it. Although this might not be strictly true from the first unit of production - i.e. the 
second unit of production will yield a slightly higher return than the first, because the first 
unit is insufficient to fully exploit the resources used for production - the law of 
diminishing marginal returns applies to traditional factors of production at the level of 
perfect competition. In the state of perfect competition firms will aim to optimise the 
level of production. Optimisation will occur in the range of diminishing marginal returns. 
While marginal units of production yield an increasing return, production will be 
increased to take advantage of the marginal increase, until a point is reached where 
marginal units produce a diminishing return. It is also assumed in this model that the 
most profitable or rewarding work will be done first and then the next most profitable 
work as a strategy of optimising profits for the firm (Felderer & Homburg, 1992: 38). 
Interestingly the law of diminishing marginal returns does not apply to knowledge as a 
factor of production. Knowledge is the only resource that is not reduced as it is used. 
Actually, knowledge increases the more it is used. Therefore knowledge provides 
increasing marginal returns over the whole production spectrum. This has very important 
applications for economic theory. Importantly, it further reinforces the need to address 
knowledge as a factor of production and to understand how it will impact on the 
competitiveness and strategic decisions of organizations. 
Knowledge as a production factor is supported by information as a resource. Human 
resources support labour as a production factor, in terms of people that work to produce 
goods and services. Natural resources influence the quantity and quality of the production 
factor land that is available for production. Similarly, technology, machinery and money 
are the resources that combine to form the production factor capital. Furthermore, the 











technology. The definition of labour in the traditional definitions of factors of production 
has also changed (Kermally, 1999: 190). Although the terms factor of production and 
resources are used interchangeably in many instances, there is a distinction to be made. 
People or human resources are critical to knowledge as a factor of production. However, 
it is information as a resource that influences knowledge and the effectiveness of the 
application of knowledge. People are the vehicle through which the information as a 
resource is given meaning and economic value in the form of knowledge as a factor of 
production. 
The three traditional factors of production- land, labour and capital - each have two 
aspects that influence the value that they can potentially add to an organisation. The first 
is the availability and the quality of the resource, for example, the skills and abilities of 
labour or the quality of land for agricultural production. The second element is how the 
resources are applied and managed to maximise output. This means that the quality of the 
resource has to be considered in the context of the abilities of an organisation to develop 
the resource. In the example of capital the first aspect would be the availability of 
sufficient funds and amount available for investment. If the organisation has funds, but 
there are limitations on what the funds may be spent on, then the availability and 
"quality" of the funds could be incompatible with certain investment decisions. The 
second aspect is the application of appropriate funding to projects or departments that 
would be able to make the most efficient use of it. Good financial management in this 
example will increase the resources (money) available to the organisation. The same 
applies to knowledge as the new factor of production in the information age. The 
information resource that is available and generated within an organisation has to be of 
high quality. In addition, information has to be used, shared and expanded in the most 
efficient way to maximise the outputs of the organisation. To be truly effective, 
information as a resource and knowledge as a factor of production have to be managed. 
The dichotomy of the factors of production is represented in a Table 1 as understood by 
the author. An instance of each factor of production is used to illustrate how the concepts 












Production factor and Availability and quality ,.\pplication and JIIanagcJllcnt 
e--:-SlceJIILJlIL)('--="--'·t_il--"lg'--I_·c_s_o_u_rc_c _ t-_____________ ---t------.----------~-- ___ I 




2) Labour: i.c. Inforillation tcchnology skills and ! Ilulllan rcsourcc lllana!!Clllcnt and 
I ~r()gral~l~ll~rs , cnough pcoplc to progralllillc. --1trallllng 01 pcrsonncl ~ 
_,) Capital. 1.(. Tcchnological advanceillent of I Production planning and scheduling of 
I 
\Iaehinery machinery and thc right number of rcgular maintcnancc. 
machincs. 
-----------------, 
14) Knowledgc: i.e. Type of information and Usc and sharing ofinltll'lllation. 
ilnformation si!!nificance. Also information Information and knowlcdgc 
I Ilc~hnology that supports inl.-_o_l'I_lI_al_il_lI_I.---'---_m_a_n--'ah~'c_'n_lc_'I_lt _________ ___.J 
As clarification for the table: In order for agricultural produce to add value. the quality of 
the seeds and crop quality have to be high enough. The crop yield should also be 
surticient to cover cost and provide a return on investment. The management of 
agricultural produce includes fertilization and harvesting at the appropriate times. There 
are many types of labour. but if labour is needed to produce a soltware package. for 
example. then programmers will be needed. These programmers \\ill need to have the 
necessary technical skills to execute their duties. The organization \\ill also need the right 
number of programmers to complete the project within a given time period. In order for a 
factory to be economically viable the machinery used for production has to have the right 
level of technological advancement and the optimum number of machines is needed 1'01' 
production. In addition. production has to be planned around the available machinery and 
maintenance needs to be perrormed on a regular basis. The above examples highlight a 
number of di ffcrent instances where the quality and management needed ror each I~lctor 
of production is important. When the sall1e criteria are applied to knowledge as a I~lctor of 
production. then the type of inrorll1ation and the accuracy of that inrormation are 
important. Information also needs to be managed by creating channels through which the 
in rormat ion can be shared and used e ITectively. 
2.3 Know/edge and sustained competitive advantage 
Although the analogy to other factors of production and resources helps olle to 











context it could lead to the misunderstanding that knowledge is an object. Knowledge is 
an asset. but due to its intangible qualities it should not be considered an object in the 
same sense as physical or financial assets. The value kmmledge adds to the organization 
or production process docs not happen where the knO\\ledge resides. but rather when the 
kmmledge is transferred. shared or applied. Therefore. kl1lmledge as an object docs not 
have the intrinsic value as a building or bank account. knO\\ledge only has value when it 
is put into action or used. The value is in the process and therefore when it is said that 
knowledge is an asset. the knowledge refCrred too is not an object. but a process or 
activity (AI-Ilawamdeh. 2002). 
This has important implications for the management of knOWledge. Most importantly it 
takes the focus of the discussion of "what is knowledge" away from the individual (where 
the knmdedge object resides) to the collective or applied environment (\\here the process 
of knowledge exists). 
When knowledge IS considered as a process it IS considered in a social context. 
Kl1lmledge exists within people's minds and thercl'ore a knowledge management 
initiative cannot exclude people from the plans. As a survey conducted in 1997 showed. 
the main difficulty in knowledge management implementation is "changing people's 
behaviour" and the main barrier to knowledge transfCr is "culture" (Ruggles. 1998. 87-
88). Churchman (1971. quoted by Malhorta. 1999: 37) points out: "Kl1lmledge resides in 
the user and not in the collection. It is hmv the user reacts to a collection of information 
that matters". Thercl'ore. even though the top technological solutions may be in place. it 
only acts as complementary to the people and their behaviour. People and their behaviour 
do not operate in a vacuum. but in a social context. Therefore the social context of 
knowledge or the "human view" of knowledge needs to be considered. 
Because the "human view" initially did not l'Ccelve sunicient attention the potential 
impact of knO\\ledge management programmes \\as not ah\avs realised. The 
disproportionate focus on technology \\as partially because of the relatively established 











management by the time that knowledge management and its importance became more 
prominent. However. this has lead to the criticism that kJ1(mledge management is .iust 
another name fiJr in format ion techno logy management. A s more cri tics poi nted out that 
knowledge management is intricately linked with the social milieu in \\hich knowledge is 
used. the literature around the human aspects or knO\\ledge management exp'lI1ded 
greatly. I 10\\ ever. this is still an area where more research can be done. 
Part or the reason ror the change in attitude towards kno\\lcdge management is the 
change in the view or knowledge itselL The world and \vhat \\e kn()\\ about it used to be 
considered kJ1(mable and predictable. Therefore knO\vledge \\as considered to consist 01' 
a collection of nlcts that can be collected. stored and shared \\ith others (Thomas. et al. 
200 I: 8(4). This compact view of knowledge made it an easy resource to manage 
through the elTective usc 01' information technology. Ihmever. this view only paid 
attention to the explicit clement 01' knowledge and as a result addressed only a II'action or 
the challenges associated with knowledge l11anagel11ent. 
As discussed in the introduction. knowledge can be delined as a personal itel11 and as an 
"individual's true. jllstilied belieI" (Aarons. 2006: 1(6). Therefore. knowledge is 
considered a personal attribute and the ideal is that an individual should have as l11any 
true beliefs as possible. However, there arc other aspects or knowledge in the social 
context beyond the correctness or it such as knowledge transrer. knowledge usc and 
knowledge acquisition that should be considered. 
When l11anaging intellectual capital within an organisation, the knO\\ledge contained on a 
I)ersonal level docs 1)lav a role, but lIlana!..',ers and executives cannot rocus exclusivelv on • L • 
\\hether employee's beliefs arc true and rational. This will cripple production and will not 
contribute to the enicient working or the organisation. In order to improve the working 
conditions or a linn, knowledge generation. knowledge transICr and knowledge usc 
becol11e more important. Within a productive environment. \\hether it is 1'01' goods or 
services. the absolute truth or beliers arc not the 1110st important criterion. It is more 











information is used to the advantage of the finn. As previously discussed. ideally 
knowledge is based on good evidence. Information gathered and collected acts as the 
evidence for future actions to be taken. Thercl'ore information is also the evidential basis 
for knowledge (together \vith experience and insights) and some definitions ofknowlcdge 
focus very strongly on knowledge being information acted on or information applied. In 
this way information management is important to ensure that the kl1(mledge managed in 
an organisation is of good quality. Chapter 3. 4 and 5 will discuss the difrcrent strategies 
that can be applied through information architecture in order to support knowlcdge 
management. 
The collaborative Vle\\ of knowledge is not common In the traditional study of the 
philosophy of knmvledge. but in the philosophy of science there has been some 
investigation into knowlcdge creation and knowledge usc. Such \\()rk has especially 
focused on h(m scientists crcate ncw knowlcdgc through a shared understanding of 
language. measurcment and cxperimcnts. It also considcrs the social aspects of the shared 
proccsses. By incorporating the social aspects. more than just the explicit aspects of 
knowledge are included. Thc other strcngth of thcse methods is that it doesn't focus on 
the one size fits all solution. Rather spccific solutions for specific problems in specific 
contexts are found and gencralizations are avoided (Aarons. 2006: 168 - 160). 
Another area of study that contributes to thc discussion about knowledge in an 
organisational sctting is social epistemology. As opposed to traditional epistemology. 
social epistemology considcrs knowledge to be a shared product of groups. More 
specifically. s()cial epistemology considers hmv people interact and generate a "social 
path" to knO\\ledge. rather than the individual's journey to knO\\ ledgc. Thercl'ore 
kno\\ledge is considered collcctive and not individual property. Social cpistemology also 
considers that knowledge could be distributed amongst individuals and pay attention to 
the specific factors that inllucnce the distribution \\ithin a ~roul). This is not to sav that 
L • 
the real properties and process of knO\vledge are irrelevant. rathcr that there are additional 
dimensions to thc knowlcdge process. especially ill a group environmellt. The 











(Aarons. 2006: 169: Goldman. 1999:4). Nevertheless. social epistemology is a fIeld that 
can add val ue to future developments in knO\\ ledge management. 
According to the resource based vlevv of the firm. another criterion that a strategic 
resource should have to create a sustainable competitive advantage. is that it should be 
imperfectly imitable. Resources. or combinations of resources. might be imperfectly 
imitable because of the way the relationships between the resources developed over tillle. 
As the relationships and interconnections were developed in a specifIc time and place. 
other organizations will be unable to replicate the resource that is needed to implement 
the competitive strategy. Examples could include social networks or organizational 
cultures that develop uniquely for each organization. Ironically. a resource could also be 
imperfect Iy imitable if the source 0 l' the competi ti ve advantage is not known. because the 
unknown cannot be replicated. Another reason for resources to be imperfectly imitable is 
that they might f~111 beyond the realm of systematic management and influence. Therefore 
the strategy cannot be copied. because it is un iq ue (Barney. 1991: 107-1 OX). 
Knowledge is imperfectly imitablc. It develops over a period of tillle in a unique way for 
each individual or group that possesses it. depending on informational and other inputs 
such as cxpericnce. Many argue that knowlcdgc is beyond the realm of strategic 
management and oftcn outsidcrs cannot know the exact nature of knowledge. so 
compctitors arc unablc to perfectly replicatc it. One of the cxamples of how knowledge 
can be managed to enhance its uniqueness is the concept of communities or practice. 
Communitics or practicc is also an example or how the social aspects or knowledge is 
specifically addressed in a knowledge management rramc\\ork. 
2.3.1 Communities of Practice 
As discusscd at length. knowlcdge is not an assct that thrives in isolation. Rathcr it is the 
one asset that grows through usc and sharing. But it is also not correct to assume that 
knowledge work includes as many people as possiblc. Rathcr. studies have round that 
knowledge is best communicatcd through informally defined net\\orks. In order to 











interact ions between members 0 I' these net works in context. Some 0 I' these net works are 
kno\\n as communities of practice (CoP). (Thomas et al. 200 I: 8(6) 
Communities of practice are one of the most popular strategies for managIng tacit 
kl1lmledge that resides within people. A community of practice is more than all 
unstructured team and it diflCrs from a structured team structure in a number of ways. 
Fi rst Iy. members are assi glled to standard teams by the organ i sat ion or organ i sat ional 
structure. The formation of a cOllllllunity of practice is hO\\ever voluntary and based on 
shared interests or experiences. These dilTerences in formation also aflCct the authority 
relationships diflCrently. In a team environment. leadership is assigned. \vhereas in a 
community of practice. leadership positions emerge based on experience. expertise and 
the interaction of the members of the community. Teams are created to achieve certain 
objectives and deadlines determined by the organisation. Communities or practice are 
only responsible to their members and the goals they set themselves. Finally. the output 
processes and formats diflCr between teams and cOlllmunities of practices. As with other 
aspects. team reporting structures are prescribed by the organisation. while cOllllllunities 
of practice can develop their own reporting structures and processes (Stork & Ilill. 2000. 
quoted by Lesser & Storck. 200 I: 832). 
A nUlllber of 1~lctors interact to contribute to the success of a cOllllllunity or practice. 
I·irstly. shared background and experiences greatly enhance the performance of the 
communities. It not only contributes to setting up a community but also leads to even 
more shared experiences and more sharing of knowledge and ideas (Thomas et ai. 200 I: 
8(7). 
The second l~lCtor that inlluences the success of comlllunities of practice is motivation. 
For many the phrase "'knowledge is power'" means that what they knmv is a source of 
inlluence and they view it as 'protection' of their position within the organisatioll. If 
incentives are incorrectly aligned it can further re-enforce the idea that people have to 
hoard what they know. For example. if elllployees are re\\arded for their competitive 











arc rewarded for how many people usc their knowledge outputs and how onen they arc 
contacted for in formation. they wi II be much more wi II i ng to share thei I' know ledge 
(Olsen and Olsen. 2000: 156). 
Thirdly. social tics and the physical space that the network occupIes. inlluence the 
interactions within networks. Many of these interactions happen by chance and can be 
very fortuitous. but the relationships and ,vork spaces can be cultivated to encourage 
more of these seemingly unsystematic meetings (I luxor. 199X quoted by Thomas et al. 
2001: 8(7). Other research also points to the importance of \vorkspace design in both 
virtual and physical environments that encourages ""\\eak tics" that further enhance 
l(nO\\ledge sharing (Churchill & Bly. 1999: 1(3). 
From the three aspects that improve the workings of communities of practice: shared 
backl!wund. motivation and social tics. one can sec that for knowledl!e to be elTectivelv 
~ ~ "' 
managed the focus should not be at the individual level. but rather on the social context 
\\ithin which a number of individuals share and develop knowledge. Although 
philosophers have debated very long what the qualities of our different belids should be. 
\\hen the definition is applied in a functional environment the debate should be about 
\vhat characteristics allow people to improve the quality and quantity of their bel ids in a 
social environment. The sallle granularity can also be applied to hO\\ knowledge is 
viewed. It is no longer the I~lctual. context-II'ee collectioll of items that describe the world 
around us: rather knowledge only adds value in context (Thomas et al. 200 I: X(7). 
The benefits of communities of practice arc manifold. Ilowever tapping into these 
benelits requires dilTerent organisational structures and different value analysis of time 
spent on knO\vledge acquisition and sharing. The traditional organisational structure is 
hierarchical and tends to prescribe team structures and goals. To allow knowledge to be 
shared people have to be encouraged to form communities. and allowed to develop their 
own \\ork processes (Wilson. 20(2). This will come about \vhcll communities of practice 
arc seen not only as beillg bcnclicial to the participants. but also to thc organisation. The 











the eOll1munity of practice has the ability to identify and acquire knO\\ledge lI·om the 
cOll1munity activities that fits strategically \\ith the organisation's goals and ohjectives 
(Malone, 2002: 10). 
2.3.2 Concluding remarks 
;\ resource is defined as valuable if it contributes to the ability of the organization to 
initialise and implement strategies that \vill increase productivity and elTectiveness 
(Barney, 1991: 1(5). The above discussion highlighted the 1~lct that knowledge is as 
valuable as traditional 1~lctors of production and it can even enable the other 1~lCtors to 
become 1l10re productive. Because knowledge is also imperlCctly imitable and rare it 
meets the criteria set out by the resource based view of the linl1 theory to provide a 
sustainable competitive advantage if managed correctly. The potential value of 
knO\\ ledge should be considered ill the social context of knO\\ledge and this aflCcts the 
managell1ent of knowledge. Due to the social nature. technology should be applied in a 
knowledge managell1ent strategy as an enabling technology to assist people to 
cOll1municate and share knowledge. 
2.4 Definitions and understanding of know/edge management 
The above discussion already llIentioned olle kllowledge management technique, namely 
comll1unities of practice. In addition. having established that knO\\lcdge is an important 
resource and therefore needs to be managed. the discussion turns to the illlportance and 
meaning of the term. knowledge management. Knowledge managelllent. although it is a 
contested term for various reasons (as the discussion on criticisms of knowledge 
managell1ent will highlight). is a term that has entered Management. Information 
Technology. Library Sciences and other literature and is here to stay. That said, there is 
no delinitive delinition of knowledge managell1ent that \\ould please all parties. The 
diversity and ll1ultiplicity or views is clearly rellected in the follO\\ing selection of 











"Processes oj captllring, distrihllting alld et/cctil'cll' IIsing kJ/(ilI'ledge" 
(Davcnport. 1994) 
"Kn01l'!e(~l!,e lIlwwgelllent is de/illcd as the co/lectioll ojl'l'Occsscs thaI 
slIpport the creatioll, disselllil1atioll alld IItili:;ation oj kIlO1l'le(~l!,c helll'CCIl 
appl'Opriale indil'idllals, groups within (/II organi:;(ftion and il/depcl/dcl/t 
organi:;alions" (Back, ct aL 1999: 11-2) 
"KIlO1l'lc((I!,C Il/(I/wgell/cnl is a ll/(I/wgclIICl/t Iwaclicc thaI uscs al/ 
organi:;aliol/ 's intellcctllal capilal 10 cllahlc Ihc CI/lclj,risc 10 achic'1'e ils 
orgalli:;ationallllissiol1. .. (St. Clair. 2003: 1486) 
"file I/ecd 10 lII(1/wgc Ihe crealioll a1lLi/10l1' ojilllangihlc as,lets likc idcas, 
i lll/()\'(Il iO/l.I, hest prad iccs, cOljwratc policics (fnd 01 her WpCc/.1 oj 
illlcllectual capital has caused 1l/(Il7Y orgalli:;alions 10 im'csl ill ill/iml/(/Iiol/ 
,lyslCllls (15;) generica/~\' rej'crred to as k/l(ilI'lc((l!,c lll(/I/(fgClllCI/I (I\MJ 
,lystCIII,I" (BrO\vn, ct aL 2005: 49) 
"[as} all inlcgralcd. syslcll/atic (/ppl'Oach 10 idcllti/.i'ill.!!,. lII(1/wgil/g and 
sharing all oj a/1 entclj,ri.l'e's ill/i.ml/(/tioll assels, illellldillg dalaha,I'e,I', 
doculllcllts, jJolicics alld proccdurcs, as lI'cll as prel'iou,I/Y ul/(/rliculated 
e.\perlise al/d expericllcc held hy illdil'idual lI'orkers . .. (Army Knowledgc 
Onlinc. as quoted by Butlcr, 2(06) 
Thcsc arc \\idc ranging definitions that includc a varicty 01' cOl11poncnts 01' knowledgc 
managcmcnt. The first short quote by Davcnport indieatcs thc attitudc prcvalent at tllc 
time that knowledgc should bc (and could be) stored. It also indicates. as thc othcr quotes 
do. that kl1lmledge managemcnt is about using and applying knowlcdge. As the later 
quotes indicate. knowledge management evolved and came to include l110re processes 
and systems to manage intangible aspects 01' knowledge. 
But the lack 01' definition has lead to complications. There arc t\\O broad categories 01' 
criticism of knowledge management. The first is that kl1lmledge l11anagement is a term 
that is used to dcscribe various information management or information technology 
strategies. Knowledge management is seen as a tcmporary buzz\\ord and a way for 
information technology firms and consultants to repackage information management and 











management IS that knowledge cannot be managed and that the term IS therel(lre 
misleading. Various points of view 011 both criticisms \vill be discussed. 
Wilson (2002) did a study of academic journals. business consultants and business 
schools to determine if there was a consensus about the definition knowledge 
management and what it really relCrred to. From the titles of academic papers he 
concluded that the majority of papers that had knowledge management in the title 
appeared in special issues of the particular journal. In addition. there \\as no agreement 
on what the term meant within those papers and often the terll1inology seemed to be 
incorporated only to allow publishing in the special issue. Finally. the academic p,lpers 
that address the issue of \vhat is knowledge management conclude that knO\\ledge cannot 
be managed and that it rather relCrs to management of information or ll1anagement of 
\\ork practices. 
Secondly. Wilson considered how knowledge ll1anagement \vas interpreted by 
management consultants. as they arc often the proponents of knO\\ledge management. 
I Icre he also found that knowledge ll1anagement meant different things to dirlCrent 
companies. many of whom described inl()J')llation management under the heading or 
knO\\ledge managell1ent. Often the confusion was caused by casually interchanging the 
terms kl1ll\\ledge and information. Notably. even those that arc credited with starting the 
movement (Sveiby. Drucker and others) ackl1(mlcdge that the tenn. knowledge 
management. is a misnomer. They consider knowledge to be \\ith ina person' s mind and 
therel(lre incapable of being ll1anaged by outsiders. Knowledge management \vas also not 
one of the prelCrred management tools used by businesses sampled by Bain and 
Company - it \vas ranked number II) out or 25 management practices. 1100\ever. even 
though companies in this survey may have been 1()lll1d not to be using knowledge 
management. it is rellected as one of the growing trends and considered by the Economist 
Intelligence Unit 2005 to be one of the top live issues to be addressed by multi-national 











Wilson's third area or interest is the development in business schools. lie concludes that 
the most prominent business schools do not engage \\ith kfl(mledge management. 
Furthermore. those that do mention knowledge Illanagement programllles f~dl into the 
same dirficulty as seen in the review or academic papers and journals. i.e. conrusion 
bet\\een kno\\ledge management and inronnation Illanagement. 
The three areas investigated by Wilson can be subdivided into t\\O main categories: 
academic and private sector. Both arc unclear about \vhat exactly knowledge 
management is and appear to regularly interchange the terms knowledge and inf<mnation. 
indiscriminately. Furthermore. there is evidence or inf<mllation technology initiatives 
being labelled knowledge management. Thus. there is evidence that the term knowledge 
management has been misused and misapplied. Part or the reason 1'01' this is the 
enthusiasm that follows a new management l~ld and the resulting misunderstandings or a 
new practice (St. Clair. 2003: 14XX). Ilowever. even Wilson admits that the concept or 
kfl()\\ledge sharing and empowering people to contribute creatively to the organization 
would be beneficial to the organization. This was conlirmed in the Econolllist 
Intelligence Unit Forecast 2020 survey where knowledge management \\as listed as one 
or the top 5 Illanagelllent issues to l~lCe the corporate \\orld in the next 15 years as judged 
by the top companies. Knowledge management \vas also listed as the area of activity that 
has the most potential to ensure productivity gains in the same period. 
Therefore. if the view is taken that knO\vledge management is "a set or systematic and 
disciplined actions an organization takes to obtain the greatest value rrom the knowledge 
avai lab Ie to it" (Marwick. 200 I : 814). the concept 0 I' managi ng knowl edge docs not seem 
so abstract. This is an extension or the view or knowledge as an asset and that knowledge 
needs to be administered to add value to the company. ;\s \\ith other assets. tile 
management or knowledge requires a combination or organizational. social and even 
ttcllllological programs to be effectively executed to ensure that returns arc Illaximized. 
r:ven though kfl(mledge resides in people's heads. the organizational environment has to 











productivity, which will rcsult in successful achicveillents of the organizational strategic 
objectives (St. Clair. 2003: 1486). 
Therefore, knowledge management when taken in the broadest sense could be a 1Casible 
management practice. Ilowever, the meaning of klHmledge management has as yet not 
been unilied into one universally accepted delinition. There is consensus hO\\ever that 
knO\\ledge management involves the organisation and sharing of kno\\ledge between 
individuals with the aim of increasing the organisation's competitive advantage (St. Clair. 
2003: 1486: Beckman, I SlSl9: 6). 
2.5 Tacit and explicit know/edge 
One of the most recognized distinctions of knowledge in knowledge management 
literature is the tacit-explicit distinction. The term .. tacit knowing" was first used by 
Polanyi (1967) to highlight the fact that there is knowledge that an individual has, but that 
they cannot clearlv articulate - "we can know more than \\e can tell". !\fter a detailed . . . 
investigation into the dif1Crent ways of knowing, Polanyi (1967: 24) summarizes tacit 
knowledge as the state of having a valid understanding of the problem and being able to 
sense the solution while moving towards a possible understanding of the implications of 
the solution. 
These qualities of tacit kllowledge are intuitive to most people. but not easy to express 
clearly and coherently, \\hich also leads to it being dirticult to codify and capture 
electronically. 
Nonaka (199 I) builds on Polanyi's work in his theory of the knO\\ledge creating 
company. Nonaka (1991 :(8) defined explicit knowledge as "'formal and systematic", 
qualities which make it easier to capture in digital ft)l"lllat and disseminate to different 
groups. This is in contrast to tacit knowledge which is very personal. not easy to capture 











Many authors argue that in order to manage knowledge in an organi/ational environment 
the aim should be to have it in an explicit. easy to conlmunicate formal. In order to 
describe how tacit knowledge becomes explicit. Nonaka (199 I) developed the "spiral of 
knO\vledge"-paradigm for teams or organizations. This Illodel can then also be lIsed to 
understand hO\\ new knowledge is created in an organizational environlllent. The lirst 
step in the knO\\ledge creating cycle is the "socialization" of kno\\ledge through one-on-
one tuition, The student assimilates knowledge lI'om the teacher through imitation. 
observation and practice. The tacit knowledge of the teacher is no\\ also the tac'it 
knowledge of the student. 
The second step is for the master (or the student who has grasped the tacit knO\\ledge) to 
express that tacit knO\\ledge so that it can become e:-.plicil. This articulation allows the 
knO\\ledge to be shared with colleagues and co-workers. rather than each member having 
to go through the same "socialization" phase. The third step is for all the expressed (i.e. 
explicit) kno\\ledge in an organization or team to be combined. Dillerent pieces of 
knowledge arc put together in such a way as to form a ne\\ \\hole. Ideally this 
combination should also take into account that which is still tacit in the group in order for 
the new knowledge to be as complete as possible. Finally the new knowledge that was 
created within the team must be internalised by the members and become part of their 
shared base of understanding (Non aka. 1991: (9). 
The spiral of knowledge paradigm has made knowledge management practitioners think 
differently about the asset they arc managing and started the debate about what is 
kno\\lcdge and how do people share it in the context of organizations and making a 
prolit. However. there has been some criticism of this understanding of tacit knowledge. 
Nonaka gives the impression that all tacit knowledge can be made explicit through the 
rieht translations and conversions. This is contrary to the tacit knowledee Polanvi was 
'- .. <....- .... 
reICrring to. "True" tacit knowledge cannot be expressed and therefore cannot be made 
explicit. Also. when knowledge is explicit it has the saille characteristics as information 
and therefore knowledge management should not he overly focused on managing explicit 











One of the consequences of Nonaka's spiral of kno\\lcdge is the foclls on making all 
knO\\ledge explicit so that it can be codilied and managed \\ ith technology. This has lead 
to an over emphasis on techno logy wi th i n the knO\\lcdge manageillent dOllla i n. As 
discussed in this chapter knowledge is a social process and therefore hUlllans have to pia) 
a central role. Technology, however does have a role to play by facilitating the processes 
and Illediullls that hUlllans use to cOllllllunicate knowledge. Topic maps is one exaillple of 
technology that can assist humans to expand their knowledge and \\ill be discussed in 
chapter 5. COlllmunities of practice is also the type of environillent that \\ould be 
conducive to the exchange of tacit knowledge. As Illeillbers interact and develop a shared 
background they will also share a large aillounts of tacit knO\\ledge about their lield of 
interest or expertise. 
An additional dilllension could be added to build on the \\OI"k related to the tacit-explicit 
discussion and classilication, namely illlplicit knO\\lcdge. Lven \\hen people express 
\\hat they knll\\ thcre is always some context or assulllPtions that are not made cxplicit. 
This knowledge is not tacit in terms of people not being able to express it. but it is not 
made explicit either. Illlplicit knowledge I~llls bet\\ecn explicit and tacit on the 
knO\\ledge continuull1. SOlllctillles tacit and implicit knowledge is used interch'lI1geably. 
They share sOllle of the same characteristics, but are difrerent in certain aspects that is 
especially important for knowledge managemcnt. Certain kno\\ledge manageillent 
initiatives can foclls on Illaking illlplicit kl1(mledge explicit. as this is an achievable goal 
and would illlprove the conlillunication fraillework within an organization. Another terlll 
1'(11' this type of illlplicit knowledge would be "know-how" (1\1-1 lawamdeh. 20(2). 
2.6 Conclusion 
The resource based view of the firm considers all assets that are used in the execlltion or 
strategies at organizations to determine \vhich assets develop opportunities or elilllinates 
threats. In other \\ords, which assets have the potential to provide a strategic competitive 











heterogeneity and by enSUrIng that strategic resources arc rare. valuable. imperlCctly 
imitable and without strategic equivalents. 
Traditional f~lctors of production include land. labour and capital. Traditionally oUlput is 
given as a function of labour and capital in the short term. but knO\\ ledge plays a mOl'e 
important role than traditionally considered. Kno\\lcdge is not constant in the short term 
and can positively inlluence output. KnO\vledge adds value to an organization by 
improving the potential of the traditional f~lCtors of production. Therdore. knO\\lcdge can 
be considered to be the new f~1ctor of production and an essential resource in the 
information age. The difTerence bet\veen knowledge and the traditional f~lctors is that 
knO\\ledge docs not decrease in value through usc. To the contrary. knO\\ledge only adds 
value \\hen it is applied. not when it is stored or gathered. Kno\\ledge resides in people. 
but information is the resource that supports knO\vledge as a f~lCtor of production. As with 
other factors of production. the availability and quality of the resource. plus the \vay that 
it is managed. influences how strategically relevant and valuable the resource will be. 
The value of knowledge in an organisational environment is realised when it is treated as 
a process that involves interaction between people and their surroundings. Therdore 
there is a need to move beyond traditional epistemology to social epistemology in order 
to understand knowledge in a social context. The social nature of klHmledge also ensures 
that each individual and group develops its own unique klHmledge. Comlllunities of 
practice is a initiative that developed to build on the social nature of knowledge and to 
provide a space \\here knowledge can be shared in order to realize the full potential of 
klHmledge as a f~lctor of production. 
Because the concept of application and usc is so important to knO\\ledge. a field called 
knowledge management has emerged. No definitive definition of knowledge 
management exists. but a common understanding of knowledge management is 
emer!!in!!. The initial confusion around the term knowled!!e maJla!!ement did cause 
'- '- "-- L- '-
damage to the Image of knowledge management and has lead to the criticism th~lt 











systems repackaged. Ilowevcr. because of the potential value that kno\\ledge can add to 
organ i sat ions. there is now agreement that some erfort should be made to manage 
knowledge as an asset. As with other assets. the managelllent of knowledge requires 
organizational. social and technological programllles. 
Within kl1lmledge management literature. knmvlcdge is onen distinguished as tacit or 
explicit. Tacit knowledge is difficult to articulate and therefore dirficult to capture on 
information systems. Explicit knowledge. on the other ham!. is easy to capture and store 
in an information system. Between these t\VO is illlplicit knowledge that could be 
articulated. but is not always. Implicit knowledge shares some characteristics with both 
tacit and explicit knO\vledge. but is more onen associated \\ith tacit klH)\\ledge. Tacit. 
implicit and explicit knowledge exist on a continuulll \\ith no clear boundaries hetweell 
them. Ilowever. explicit knowledge has many properties of information because it can be 
delined and analysed. As a result. although the current debate in knowledge management 
is on tacit and illlplicit knowledge. explicit knO\\ ledge should still be addressed in order 
to have a balanced view of what knowledge managelllent entai Is. 
The argument here is different frol11 tile initial klHmledge l11anagement practices that 
focused on making tacit knowledge explicit and over-emphasizing the role that 
technology can play in that process. The argument in this dissertation is that explicit 
knowledge (or information) should be recognized for the role that it plays in supportilig 
knowledge and not as the end goal. The next t\\O chapters \\ill discuss the importance of 
inforl11ation retrieval in an information society where inforl11ation overload is a concern. 
It \\ill also discuss how inl<:mnation retrieval can be enhanced through the elTective 











Chapter 3 - Introduction to information architecture 
3. 1 Information architecture 
Information architecture. like knowledge management. is a contested label for a field that 
is thriving despite the controversy surrounding the name, Due to the history and 
development of information architecture (that deliberately included a wide range of 
disciplines) the field of information architecture is \\ide-ranging and includes a broad 
spectrum 0 f topics, 
The technological advances of the information age have lead to an exponential increase 
in the number of information sources available to people and organisations, Although 
heralded as a good thing. people soon began to realize that more information does not 
necessarily translate into more knowledge. greater productivity or even beller decisions, 
.. lIlcrc is (( 1}()plI/((r SCIISC Ihal cOlllcfllj}()r(l/T cli/I/Irc h(/s (1/1 ()\'cr/ood of' 
illjo,."wlioll Ihal is ('o/llllcrproc!lIcli\'c al hOlh Ihc illdi\'id/l((/ alld societ.1' 
/C\'c/. llic Illlcrllct's hllrgcollillg S/lpl'~\' of' illjii/'lllal iOIl has ojiclI hccofllc 
Ihc c/I/'I'clII s!/Orl/wlldjhr Ihis illjiil'lllalioll (}\'Cr/O(/C/ .. , III olhcr \I'on!." Ihc 
1I'ch I)J'Oc//lccs a /lwssil'c SIIl/J/IiS oj' COIIICIII 117(/1 /1/(/.1' 1101 a('l/Ia/fl' hc 
IISC(/h/c as illjiil'lllal iOIl .. (B urnell & Marshall. 2()O]: 2J), 
Even though technology is part of the problem of information overload, technology is 
also becoming part of the solution, With most inforillation existing in digital flmnat it is 
only natural that most of the solutions to inforillation overload should be in the digital 
and specifically "online" domain, Ilmvever. just as kno\\ledge management initially 
focused excessively on technology as the key ingredient. so the field of inflmnation 
architecture should also take note of the role of more traditional architectures when 
developing a comprehensive. organizational fi'ame\Vork, Also included in the inf(lI'Illation 
architecture framework should be recognition of the contribution that Library and 
Information Science can make due to their long history In making inforillation as 











3.2 What is information architecture? 
In order to answer what a field of study/interest refCrs [0. one should possibly consider 
\\hat a person operating in that field would do. Richard Saul Wurman is usually credited 
as being the first to define the terlll "inforillation architect'·. In 19% he listed the 
characteristics of an inforillation architect as being: 
,.(!) the illdil'idllo! \1110 ()rgalli~cs thc l}(f/fcl"lls illhaellt ill data. II/akillg 
the cOlI/jJlex c/cor: (!) 0 persoll 11'170 crcotcs the strllctllre or 11/(1) of 
illji)/"/Ilotioll 11'hich ol/ml's othcrs tojilld their/)awi//ol jJaths to kl/()\\"I('(~~(': 
(3) thc clI/crging 21st ccntlllJ' projessiollal occllpatioll ({(Idrcssillg thc 
IIccd\' of the ogc /i)cIIsed 111)011 c/ority, 171111/011 IIl1dastallding alld thc 
scicnce of thc orgalli;:(ftioll of kIlOll'!cdge·' (WUrIllan. I 99(). as quoted by 
Rosenfeld & Morville. 1998: 10), 
This definition paints a very broad picture of \\hat an inforillation architect can be. The 
definition can be summarized as highlighting t\yO Illain functions. namely the inforillation 
architect makes the vast amoLints of information more accessible to people thmut[h 
grouping together of like items and by highlighting the ways to find the right information. 
As more information is available to organizations. generated internally or externally. 
these t\\O functions of the inf<xmation architect become vital to allow the organization to 
manage information efTectively. Managing information cllectively is important because 
information is a building block of knowledge. 
3.3 History and development of information architecture as a 
discipline 
Inf<mllation systems arch i tecture is a set 0 I' arch itectures that represent d i rfCrent 
perspectives of the information and technological needs of the organization at various 
levels (Zachillan. 1987: 291: Segars & Grover. 1996: 381). In the 198()"s inforillation 
systeills architecture developed because of an increase in the scope of design and levels 
of cOlllplexity of inf<mllation systems as technology improved. When computers were 











bccausc thc tcchnology available did not allow 1'01' Illuch colllplexity. Therc \\as only so 
Illuch that could bc achicvcd in tcrl1ls or automating an organiLation with cOlllputcrs that 
only had limitcd proccssing capabilitics. Anothcr part or thc motivation 1'01' inrormation 
systcms architccturc is thc ratc with which scopc and capacity increased. adding an 
additional dimension to the complexity or designing information systcms (/achman. 
1087: 276). The rocus in thc initial stagcs \\as to cnsure that thc tcchnology was 
sunicicntlv clllploycd to answer thc stratcgic nccds of the organization. The fixt"ls 
cvolved as tcchnology available to organizations changcd. At first it was only thc 
dcvelopment or stand alone applications and later the integration 01" thcse applications. 
Thc recogniLcd authority in this era was the Zachlllan fralllework (Lvemden & I~vertldcn. 
2003: (5). 
3.4 The Zachman Framework 
Although RS Wurlllan coined the phrase "inforlllation architect" . .lA Zachlllan devcloped 
onc or thc pioncering works on inrormation systcllls architccturc \\hile at IBM and 
published it in 1987. with an extcndcd version in 1902. Whereas Wurlllan's \vork is 
linked closely to Library and IllfclI"Ination Sciencc. the lachman-rrame\\ork is Illuch 
morc inrorlllation technology oricntcd and speci fically gcarcd to\\ards infc)I"Illation 
systems in the digital domain. As a starting point the Zachman-rramc\\ork is usef'l" 
because it uscs thc analogy or architecture to cxplain proccsscs involved in information 
systems design. One ofthc Illotivations f()r using architecture as an analogy is that it is an 
indcpcndcnt refCrencc and that lessons can be Ieamcd frolll disciplines that have 
experience in complex enginccring projccts. Becausc of the incrcasc in technological 
advances. developing ,1Il infcmnation system starts to rcscmble a complex cnginccring 
project morc closely. The ailll or inf()I"Ination architccturc during this phasc was to dcfine 
and control the intcrf~lCes and integrate all the cOIllPoncnts of thc systelll. At this stagc in 
thc evolution or technological systellls. the driving forcc bchind the devclopmcnt of 
information architecture was thc need to improve the systcmatisation or thc devclopmcnt 











The key aspects of the Zachman Ihlmework is that it consist or more than one view. 
depending on your perspective or on the description of the system being applied. 
Although the complete model has a greater number or representations. the three 
rundamental representations arc rrom the point ofvie\\ orthe owner. the designer and the 
bu i Ider. Translated into in rormat ion systems arch i tectu re. the ()\\ ncr is the husi ness 
manager or department head who requests the development or the inrormation systems 
design for their business or department. The designer is the information architect who has 
been contracted to translate the owner's perspective into a \vell-planned system. The 
builder is the technological expert who takes the conceptual ideas and translates them 
into a reality based on the constraints of nature and available technology. These three 
players represent the main participants in the development of an information systems 
architecture. These views arc not substitutes. but rather complement each other. Most 
importantly. the diflCrent perspectives do not only represent dilTerent levels of detail. 
they differ in nature and have different roles to fulfil (Zachman. 1(87). 
Another \\ay of dilTerentiating between the varIOUS views is to consider the diflCrent 
constraints each perspective faces. The scope of an information system's architecture is 
dependent on the linancial considerations. While in the enterprise model. the aspects that 
guide usage and policies within the organisation will determine \\hat is included in the 
representation. The systems model \vill be constrained in terms of the structure and 
operations available to the designer. As the most easily understood example. the 
technological model. which represents the builder's perspective \\ill be constrained by 
the available technology. And the "out-of-context"' model. \\ hich represents the 
programmer's view will be constrained by what can be implemented 011 a practical level. 
These constraints add to each other froll1 the 100\er levels to the higher levels. For 
example. an information system architecture that cannot be implemented is not ICasible 
even if there arc no linancial constraints. Where there is a conllict or incompatibility 
bet\\een levels. alternatives have to be negotiated bcl\\een those responsible ror the 











Ncxt. the Zachillan fralllcwork points out that differcnt vic\\s arc also possiblc dcpcnding 
on thc dcscription of thc inforillation systclll or product that is vicwcd. In COl111llon 
languagc. thc inforillation systclll can bc dcscribcd in tcrms of what. ho\\ and whcrc. Thc 
functional (or "how") dcscription describcs thc proccss that thc systclll applics to thc 
data. Thc focus is on thc transformation or data into uscl'ul information. Thc nctwork (or 
"whcrc") dcscription rcvcals thc !low of data and inforlllation through thc organisation. 
This will not only focus on thc tcchnological conncctions. such as intrancts. ctc. but will 
also focus on thc communication nctworks bctwccn pcople and thcir collcagucs. Thc 
matcrial (or "what") dcscription refers to thc data that is containcd and rcprcscntcd in thc 
information systcm. This is whcrc information dcsign and structurc arc considcrcd 
(Zachman. 1987: 282-283. 2<)2; Sovya & Zachman. 19<)2: 595). 
In thc cxtcndcd fl'amcwork the pcoplc. timc and motivation (thc who. whcn and why) 
abstractions were addcd to the dcscription of the information systems architecturc. For 
thc sakc of conciscness thc cxtcnded framcwork is not discusscd in this disscrtation. 
Thc diffcrcnt dcscriptions of the product as dcfincd by thc Zachman framcwork. thc 
what. whcrc and hO\v. arc diffcrcnt abstractions from thc samc product spccilications and 
thcrcl'orc arc rclated to cach other. but arc cOllsidcrcd indcpcndcntly for simplilicatioll. 
Ilowcvcr. thc relationships bet\vccn thcsc abstractions alld the impact that changcs that 
onc abstraction \vill havc 011 the othcrs during thc dcsign proccss arc important to avoid 
inconsistcncies in dcsign and ultimatcly implcmcntation. Anothcr rcason to bc cognisant 
of thc dil'ICrcnt abstractions is to avoid optilllising thc onc aspcct. i.c. function. ovcr thc 
othcrs. i.c. data or proccss (Sowa & Zachman. 1992: 595). 
Combining the two groupings of views rclated to the development of an information 
systems architecturc. mcans combining thc participant vicws with thc product 
dcscriptions. Thc rcsult is that each participant will have a diflercnt vicw depcnding on 
thc dcscription of thc product they arc looking at. For cxample. \\hcn dcscribing thc data 
aspcct of thc information svstcm. diffcrcnt vic\vs can bc takclI dCl1cndinll on thc • c 











The Zachman frame\vork represents a very detailed discussion on the dilTerent 
representations that \vill result from a detailed develo(1mcnt or an information systems 
architecture. The benelit of including all the participants lI'om top management to the 
programmers is that \vhen the focus moves from technology to inl'{mnation it can still be 
included in the framework. 
The Zachman Framework was the lirst of its kind and \\as developed in a specilic time 
frame. Although the framework is general enough to encompass many other aspects. 
subsequent developments have lead to new focuses and improvements. 
3.5 Information architecture shift from technology to 
information 
As discussed in previous chapters. inl'{mllation has become a strategic resource in the 
information age. Ilowever. as the inl'{mnation systems architecture described above has 
illustrated the focus in this lield has traditionally been weighted to\\ards technology 
rather than the structure and design 0 f in formation itsel r. There is a d i st i nct ion between 
the resource. information. which provides value through usc and good content. and the 
technology that supports the inl'{mnation (Lvernden &Evernden. 2003. lJS). Because of 
the close relationship between information and the technology that supports it. it is 
sometimes diflicult to distinguish between them. For example. innovative inl'{)("Jnation 
structures. such as hyperlinks and topic maps. arc not possible \vithout technology. But 
technology is the means. while information design and structure is the end. A natural 
\\orld example \\mlld be sky-scrapers that would not be built \\ ithout modern tools. such 
as cranes. In information arch i teeture the focus has sh i !ted to the design 0 I' sky-scrapers. 
\\hile the quality and capabilities of cranes continue to improve. 
The shift of focus \vitllin information architecture also brings the liJeus closer to 
knowled}..(e man,-wemenl. As discussed in chal)ter 3. information and eXI)licit knowled}..(e 
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process moved closer to considering how inll)J')nation architecture can contribute to the 
management or the knowledge continuull1, including tacit and ill1plicit klHmlcdge. 
;\s the Illcal point or inrormation architecture shined <may from being purely 
technological. towards inllml1ation design and structure it also nlOved back to the more 
traditional Library and Inllll"ll1ation Science concerns of classilication. content 
management and inllmnation retrieval. Due to technology advanceillents. additional 
considerations such as navigation, online searching and \\eb developll1ent have also been 
added. l3uilding on the concepts of the previous inll)("ll1ation architectures. the IllCUS no\\ 
shins to individual elements of inflml1ation design. ;\s will be described in the next 
chapter. some of the 1l10st important aspects of information design arc informatirin 
retrieval and metadata. 
Inllmnation retrieval can be described as the process through \\hich inl(mlwtion is 
extracted I,'om a system. The alternative is to "push" information to users. Marketers and 
managers concerned about the existing knowledge of their employees would he 
concerned with encouraging greater partic i pat ion f1'om thei I' respect i ve aud iences. Th is is 
a potentially interesting area of research. but this dissertatilln will focus on systell1s and 
inl(1l"mation designs that 1~1Cilitate the limling of inllll"lnation. 
3.6 Information retrieval 
With inrormation as a strategic resource it is important that the resource can be round in a 
timely \\ay. i.e. inrormation that is gathered. should be casily retrieved. This may seell1 
like an elementary statell1cnt. Ilowever. in practice it is more complicated. Inl(mnation 
retrieval is very closely linked to the organization of klHmledge. It is easier to lind 
inrormation in a \\ell organized systell1. Because of the expansion or inrormation 
resources available. the organization of those resources has become more important and 
the retrieval 0 I' uscl'ul i nl(xmation out 0 I' the vast amounts avai lab Ie. more d i rlicul t. 
Organization or information resources is vital to inllmnation retrieval. because without 











collection will also not be possible. Libraries have \\ell-established methods of 
organizing and labelling information and methods for information retrieval (Rowley. 
1992:3-5). These can be tailored to the general information architecture lick!. ;\s the 
earlier quote by WUrInan (1996) indicated one of the main tasks of an inllll"l11ation 
architect is to organize data and this is what Librarians have been practicing from the 
outset. 
\Vhen a system is developed with the user and the user's experience in mind. the system 
can be evaluated based on user outcomes (sec chapter 3.6 on user experience and 
usability). The elTectiveness of an inlllrll1ation retrieval system can also be evalwlted 
based on the quality. time and cost associated with that system. I-:ven though each of the 
components should be optimised. there will ultimately be a trade ofTbet\\een the criteria. 
The quality ofa retrieval system depends not only on the content of the database (or other 
information storage system) that supports it. but also on the ability of the system to 
retrieve relevant doculllents based on a subject request f1'om the database. The ability to 
retrieve relevant documents is known as recall and the abi I ity to identi fy nOll-relevant 
items and not to present them to the user is known as precision. These \\ill be discussed 
in detail in chapter 4.2. The final aspect that ensures the quality of the cfTectiveness of a 
retrieval system is the flexibility to provide the inll)J")llation in a Il)("ln or format that is 
easy to usc and most convenient for the user. Both the cost and time associated \vith 
using an inllll"lmnion system is influellced by its case of usc and the em))·t that is needed 
to obtain the relevant inll))"l11ation. To maintain the competitive advantage that 
information as a resource provides. the elTectiveness of the information system should be 
optimised in such a way that the investment of time and money is still exceeded by the 
benelit gained f,'0111 the inflll"l11ation retrieved (Lancaster. 1986: 13 1-132). 
\Vhen designing an inflmmltion retrieval system the following considerations need to be 
taken into account. Firstly. the level of searching expertise the typical audience is likely 
to have and \\hat type of inllJrll1ation needs users \\ill have. Other considerations arc the 
type and quantity of in Il)J"Jll at ion being searched (Rosenfeld & Morville. 1998:105). End 











situation. Dcsigncrs of information rctricval systcms thcrcforc nccd to takc thc 
information sccking bchaviour of cnd uscrs into account \\hcn dcsigning an information 
rctricval systcm. Furthcrmorc. thc timc and clTort that indcxcrs invcst in sctting lip thc 
linkagcs and cross rcfercnces can bc wcighcd off against thc timc and crfort cnd uscrs 
havc to put in to get thc dcsircd rcsults. For cxamplc. control can bc cxcrciscd at thc input 
stage (indexing or labclling) or at thc output stagc (scarching or bnmsing). In ordcr to 
cxcrcise control at thc input stagc. while still having an clTcctivc retricval systcm. thc 
indcxcr has to put in morc timc and crfort. Likc\\isc. if thc control is at the output stagc. 
thcn end users havc to simulate thc controls of thc indcxer through clTective qucrying of 
thc systcm ( Rowley. 1988: 60-63; Lancastcr. 1986: 8: \Varncr. 200'-1-: 181 : Garshol. 20(4). 
Thc ncxt chaptcr \vill considcr information sceking bchaviour in detail. In the next 
chapter the tools available to indexers and dcsigners of information architecturcs to 
improvc information rctrieval will bc discusscd. 
3.7 Information seeking behaviour 
Information rctricval can bc improvcd through corrcct classilication. but considcration 
should also bc givcn to thc mcthods cnd-uscrs will cmploy to lind informatioil. 
Information sccking behaviour is a complcx topic and Illuch has bccn \Hittcn about it. 
Scarching and browsing are two mcthods of inlllrlnation sccking. Although thc tcrms arc 
oncn uscd as synonyms for cach othcr thcy arc difICrcnt in many tcchnical aspccts. This 
chaptcr \\ill explore thcsc c1iITcrcnces. Anothcr facct ofthc inflmnation seeking proccss is 
thc display of information in such a way that humans can cfTcctivcly proccss it and 
rcspond in thc appropriatc manncr (.Jacso. 2003: 17). 
Rowley (1992: 48'-1--495) dctincs scarching as "thc proccss of looking Il)r somcthing. such 
as information or a documcnt'·. and to browsc as thc activity of invcstigating thc contcnt 
of a collection without a clcarly dcfincd stratcgy. Thc implicd difTcrencc is that whcn 
scarching thc ultimatc goal is known but browsing is morc cxploratory. This is furthcr 











phrases a user uses to lind the documents that have been indexed under that term. In 
order to do an elTective search the user has to have some background information about 
the indexing terms used. I I' the user has that information he/she is aware of the 
relationships bet\veen the index terms as presented in a thesaurus. he/she can usc this to 
lind additional relevant information. 
In the situations where user's needs arc ill delined or where they arc unable to express it 
clearly in a query. the user can employ a browsing strategy. For example. when people 
arc engaging in the process of acquiring new knowledge (such as \vhen doing an 
exploratory search) and arc unl~lI11iliar with the subject matter. they arc unable to usc the 
terminology or to phrase the query in a sLlccinct and exact manner. In such a situation. 
browsing might be more efrective as it allows the user to lind links to more information 
sources without being limited to what they already know. In a traditional library 
environment a user might usc the shell' number of a 1~II11iliar item to lind the general area 
in the shelves where they can look for more inrormation. Once in the shelves they will 
page through dirrerent books and scan book titles for items they consider relevant to their 
inrormation need. II00vever in an online environment this is dif'licult to simulate. but a 
number of \vays to encourage "serendipitous" kno\\ledge discovery have been developed. 
Browsing in the online and digital environment is accomplished through the navigation 
systems employed in a \vebsite or solhvare (Warner. 2004: 178: Rosenfeld & l\IIorvi I Ie. 
1998:47). 
Websites are informational spaces. Finding information \vithin a digital domain is quite 
different from linding one's location in a physical space. Online environments do not 
have the same signposts to guide users. Ilowever. becoming lost in an online 
environment is as frustrating as getting lost \vhile driving. Becoming lost or not being 
able to find their position within a website also prevents users I/'om finding the 
information they require. As a supporting I~lcet to the overall goal or assisting users to 
lind the right inrormation navigation is a pO\verrul tool. \Vell-designed hierarchical 
structures decrease the chances or lIsers. especially ne\\ users. becoming lost. A 











and give the user more flexibility 01' movement within the \\ebsite (RosenCcld & 
Morville. 1998:47). 
Appropriate navigation systems can also support klHmlcdge management initiatives as 
the navigational system supports associative learning by highlighting material related or 
relevant to current content. Examples include side bars that have "Related topic" links 
displayed. The challenge 1'01' vvebsite design and inl'ormation architecture is to balance the 
flexibility and inl'ormational value 01' navigational links with the risk that the user will be 
overwhelmed and con I'used by the multitude 0 I' options (Rosen I'e Id & Morvi lie. 199X: 47-
4X). 
Search I'unctions are included in web sites 1'01' a number 01' reasons. Firstly. browsing is 
more time consuming than searching (although it can also be more re\\arding) and users 
do not always want to spend the time browsing through web content and links to find 
"hat they arc looking I'or. Users also sometimes use the search I'unction in a \vebsite. 
even il' they do not know exactly how to phrase their queries. Providing a search I'unction 
assists them by making the option available. even il' it is not the most appropriate tool. ;\ 
search function is also very important where there is the risk that users \\ill experience 
inl'ormation overload. such as the case may be \vith vcry large ane! complex sites. The 
other very important reason to include a search I'unction is if the website contains 
dynamic content that would result in frequent updates to the navigation tools that support 
brmvsing. In this case. search functions are cheaper and easier to maintain. ;\ search 
function should not be included in a small website that does not really need one in order 
to compensate for bad browsing or inadequate navigational systems (RosenCcld & 
Morville. 1998:96-1(1). 
Users turn to search options for different reasons. Understanding the \\ay in which users 
search and the purpose of their search will enable the search system to be designed to 
effectively meet the user's requirement. DifCcrent user inf"ormation requirements have 
different types of solutions. For example. a "known item search" is well defined and 











a uscr has hcard 0 I' a conccpt or idca. Thcy ci thcr \\ant to cstahl ish that it cx ists (cx i stcncc 
scarching) or lind out morc ahout an idca or conccpt (cxploratory scarching or browsing). 
For cxistcncc scarching to bc succcssfui. thc sourcc or agcnts nccd to undcrstand thc 
uscr's qucstion. \\hich may bc vcry vaguc if thcy arc vcry unl~lI11iliar with thc topic. In 
cxploratory scarching thc USCI' is morc prcparcd to takc thc timc to learn about a nc\\ 
conccpt. and a fe\\ picccs of informatioll would bc surlicicnt for thcir nccds. 
Comprchcnsivc or rcscarch scarching. on thc othcr hand. rcquircs a high rccall ratc. It is 
important to notc that uscrs will ollcn go through a numbcr of itcrations while rclilling 
thcir scarch tcrms. Pcople also tcnd to usc morc than onc sourcc for a particular scarch 
and combinations of scarch and browsing tcchniqucs (Roscnfeld & Morvillc. I ()l)8: lOl-
1(4). Furthcrmorc. individuals can also usc cach othcr as information sourccs in thcir 
qucst for knowledgc. 
An clectronic scarch systcm should support thcsc dilkrcnt modcs of scarching. In 
addition. bccausc uscrs might shill bctwccn scarching and bnmsing modcs. thc two 
systcms should bc closcly integratcd. It is also important to display thc scarch rcsults in a 
uscr fricndly \\ay. Thc typc of information and amount of information displayed about 
thc scarch rcsults will depcnd on uscr requcsts and on thc degrcc of structurc that thc 
contcnt has. The morc results have been rctrievcd thc less information about cach itcill 
should bc displaycd. Thc order of thc rctricvcd documcnts is anothcr factor in thc dispby 
or rcsults. Although rcsults can bc displaycd alphabetically or in rcvcrsc chronological 
ordcr. many scarch options display scarch rcsults bascd on rclevancc. I ((mcvcr. rclevancc 
is sometimcs a problematic issuc. DiflCrcnt rclevancc algorithms calculatc rclevancc 
statistics diflCrcntly. That is why it is important to telluscrs hO\\ rclevancc is detcrmincd. 
\\hile idcally thcy should bc givcn thc choicc in thc ordcr of thc rcsults (Roscnfeld & 
Morvillc.1998:I05-122). 
Scarching and brO\vsing arc two methods cmploycd by cnd uscrs to lind information in 
any collcction. Although similar. the two methods cach havc thcir o\\n strengths and 
weakncsscs and arc uscd in dilkrcnt ways. In thc onlinc cnvironmcnt. navigational tools 










systems have three roles to fulfil. Firstly. a navigational system provides context to 
prevent the user from getting lost. Secondly. dynamic navigational systems improve 
flexibility of movement through the website. These two roles combine to fulfil the third 
role of navigational systems. which is to assist the user in finding the correct information. 
While attempting to fulfil these roles of the navigation system. designers need to consider 
the following: the specific goals of the website. \\ho the potential audience \vill be and 
what content will be included in the website. Ifuncertainty exists. usability tests could be 
included in the website design in order to fllcilitate learning more about user patterns and 
preferences (Rosenfeld & Morville: 1998: 70). 
3.8 User experience and usability 
The other aspect of efTective information retrieval is user experience and usability of 
in format ion retrieval technologies and methods. Th is is \vhere in format ion arch itecture 
has a role to play. The aim of good information architecture is that users will be able to 
find the information they need to expand their knO\\ledge and make economically viable 
decisions. It is necessary to difTerentiate between information requirements and retrieval 
techniques for business and personal purposes. for example online shopping for gifts and 
business-to-business online purchasing. 
Jared Spool et al (1999) did research to establish what components of web sites helped 
and which hindered the finding of information by first time lIsers. Although this research 
does not consider the sales and marketing aspects or f~lIlliliarity that users can devel(;p 
through repeat visits to a web site. it does give insight into \veb site design aspects that 
affect in format ion retrieval. In format ion rctrieva I can assist the discovery and sharing of 
knowledge and is the focus of this research project. Furthermore. although the research 
conducted by Spool et al (1999) was exploratory. the principles can be applied in 
intranets and other information architecture designs. 
The research is based on observing first time lIsers trying to find specific answers to 











comparing judgments. The lirst linding of the research is that graphic design does not 
help. but it also does not hurt a web site. 
For inforillation retrieval text links are vital. Links are important to navigate through a 
\\eb site and navigation and content are inseparable. When the navigation and content are 
planned simultaneously. the links are more likely to provide clues to where they will lead 
and this improves the information retrieval capacity of users. Information retrieval is a 
very diff'crent activity to surfing the web. The result is that \\ebsites need to be designed 
differently if they are aimed at surling or at information retrieval (Spool. et al. 1999: 3-
14). 
The other interesting comments It'om the above mentioned study is the theory of 
·skimming·. This means that users do not read all the text but only look for aspects that 
seem plausible and then read the text that surrounds it. This is very different It'om (the 
assumptions around) traditional print media. This also has implications that relate to the 
notion that people are not gathering all the data and inforillation available. but that they 
are focusing their attention on the bare necessities to speed up the process. The study also 
found that \veb sites with less white space did better than those \\ith more white space. 
Again. they theorized that it is because people are hunting for information and that '"white 
space spreads out the information and slows down the hunt" (Spool et al. 1999: 76). 
3.9 Conclusion 
The information age has coincided with exceptional increases in available information 
resources. but more information does not automatically translate into more knowledge. 
illlProved productivity or better decisions. Technology has made the expansion of 
available information resources possible and is also assisting in creating solutions to 
information overload. Ilowever. new technology is not the only solution. traditional 











An information architect is a person who is concerned \\ ith maKing vast amounts or 
information more accessible. This is achieved through classification and highlighting 
\\ays to lind inrormation. Managing information in this way is important because 
information inlluences Knowledge creation. 
Inrormation systems architecture developed to deal with the increased complexil) and 
scope of design that improvements in information technology provided. Initially the focus 
was on automating existing practices. but recently the l"(lCUS has been shilling towards the 
structure and design or information. The Zachman l'rame\\orK is one or the pioneering 
\\orks in inl"(mnation systems architecture. lie used the analogy of construction 10 
illustrate the importance or project management in inl"(ll"Ination architecture and that 
dirlCrent role players will require dirferent representations of the same project. The 
Zachman I'rame\\ork is technology oriented. 
It is ollen diflicult to distinguish inl"(mnation design from the technology that supports it. 
but there is a shin to 1"()Cus on inl"()I"Illation design rather than the supporting teehnology. 
l3y moving the focus from technology to inl"()I"Ination the 1"()Cus is also moving towards 
explicit kno\\ledge. Therefore the lields or kno\\ledge management and inl(lI"Ination 
architecture arc getting closer while still pursuing their 0\\ n goals. 
Inl"()I"Ination retrieval is a key task or an inl"()I"Ination architect because it involves 
organizing inl"()rmation so that others can lind their O\\n path to knowledge. Inrormation 
retrieval assists in making inl()("mation (the strategic resource) more accessible. An 
information retrieval system should be evaluated based on quality or results and the time 
and cost associated \\ith implementing and using the system. There is a trade olT between 
the time and cost spent at the input stage (indexing and labelling) or at the output stage 
(searching and browsing). 
User requirements and expertise will also inlluence the development or an inl"()I"Ination 
retrieval system. The two most cOlllmon inrormation seeking behaviours is searching (I"()r 











as search functions. help users lind information in an online environment. The 
navigational system should provide context to users and assist thelll \\ith moving through 
the website. This ultimately helps them to lind the right information on a \\ebsite. In this 
\\a)' navigation systems can also fullil the goals ofinfonnation architecture. 
This chapler considered how inl()I"Ination architecture evolved and \\hat the aims are or 
inl(mnation architecture. Inl()I"Ination retrieval is one of the primal") objectives or 
information architecture. For this reason the chapter also considered how users will 
interact \\ ith an inl()l"Inatioll retrieval system. The next chapter \\ill consider the tools 
available to the creators of an inl't)l"lnation retrieval system to fulfil the goals or all 











Chapter 4 - Information retrieval and information 
architecture 
4.1 Introduction 
Chapter 3 introduced the lield of inforillation architecture and highlighted sOllle of the 
features of user behaviour that needs to be considered \\hen designing an inforillation 
architecture. This chapter will focus on the various tCatures that arc available to 
information architects. especially in the field of information retrieval. 
4.2 Recall vs. Precision 
Recall is delined as the proportion or relevant documents retrieved to the total number of 
relevant documents in a collection for a given search query (Warner: 2004: 185: Rowley. 
i 988: 55: Lancaster. 1986: 132). When a user searches an inllll"ll1ation system. they arc 
looking for inll)l"lllation that \vill be relevant to their specific needs. Although all the 
items recalled might relate to a specilic topic. not all "ill relate to the user's 
requirements. There arc a nUlllber of reasons \\hy items retrieved would not be uselld to 
the reader: it may be in a language they do not understand. have the wrong level of detail 
Ill!' their requirements or it may be written at the wrong academic level (Foskett. 19%: 
15). Precision measures the extent to which the documents recalled accurately match the 
needs of the user. Due to the different objectives of precision and recall there is a natural 
tension between them. The more items that arc recalled the less Ii kel y it is that all 0 I' thelll 
will be relevant to the users needs. Nevertheless, both concepts reillain critical. as it is 
important that relevant inll)rmation is not overlooked due to poor recall. but that the 
user's time is not spent on irrelevant material due to poor precision. 
Applying the recall ratio in a large database is problematic. Determining the total number 
of relevant items for any given search would take very long. even in a static database. In 











even more complex. Therefore, recall ratio is a difficult measure to apply in a web 
situation and its use is debatable. Despite this, the concept of recall as the ability of the 
information system to recall relevant items remains important. This is especially so where 
information overload is a common concern and having the correct information at the right 
time is vital. The main technique to improve the recall is the correct classification of 
material and the matching of search terms to the classification labels of the material. 
Although all items that are recalled should in some way be relevant to the search terms, 
not all material will have the same relevancy to the specific intended use of the material. 
Recalling documents with high relevancy will increase the precision of the search, but 
decrease the recall impact (Warner, 2004: 185-186). 
On the other hand, in the web environment precision has become a very important 
measure. As ever-increasing amounts of information have become available, the 
challenge of presenting the user with information that is relevant to their particular need 
is becoming greater. One method of increasing precision of search results is through 
classification schemes that accurately reflect the contents of the collection that is being 
searched (Warner, 2004: 185-186). 
4.3 Classification and classification schedules 
Classification plays two crucial roles in information retrieval. Firstly, classification is the 
arrangement and grouping based on likeness, i.e. all the items in a group share at least 
one characteristic that items in other groups do not share. The second role of 
classification is to show the relationships between concepts or classes of concepts. Often 
the second function of classification, which is very important for knowledge discovery, is 
overlooked and excessive emphasis is placed on grouping of items. The correct 
classification of items will lead to improved recall during a search for relevant 
information. Classification also improves the precision, for example by refining the 
search based on the hierarchical structure of the classification, which improves the 
likelihood of finding the right information. There are a number of different standardized 











classification and provide guidance on setting up new classification schemes (Buchanan, 
1979: 9; Rowley, 1992: 485). 
According to Rowley a classification scheme in the context of a library is an 
"arrangement of library materials in a systematic sequence, according to their subject 
and, to a lesser extent, their form" (Rowley, 1992: 485). She further states that a 
classification schedule is the "main published subject listing of a classification scheme" 
(Rowley, 1992: 485). In terms of organizing information on a web site Rosenfeld and 
Morville (1998: 26) define organizational schemes as representing the shared 
characteristics of content items and this is influenced by the logical grouping of those 
items. The definition of organizational schemes and classification schemes are very 
similar and the terms will be used interchangeably. The different types of relationships 
between the content items and groups are defined in an organization structure. Rosenfeld 
& Morville (1998: 26) highlight the importance of organizing information in web site 
development and that organizational structure also influences navigation, labelling and 
indexing. (See chapters on navigation (3.7) and subject indexing (4.5) for more details.) 
Organization schemes or classification schemes can have different forms. For example, 
content can be arranged alphabetically, chronologically or geographically. These are 
examples of exact organization schemes. However, not all schemes can be arranged in 
that way. For instance, although listing library materials by author or title will result in an 
exact organization scheme, listing material by subject will result in an ambiguous 
organizational scheme. Despite guidelines to direct classification of material within a 
subject categorization, it remains an approach that is open to personal bias from the 
indexer or prejudicial influence based on personal experience (Rosenfeld & Morville, 
1998: 27-29). 
Due to the nature of ambiguous classification schemes there are certain challenges. For 
example, information is expressed in different forms of language. Natural language can 
have many ambiguities, which mean that words can be interpreted in more than one way. 











multiple interpretations possible. Often context also provides guidance on how to 
interpret certain terms or phrases. (See the discussion on topic maps in Chapter 5 for one 
approach to providing context.) Another obstacle to classification is the many forms that 
information can take and that it can relate to any subject. This means that most 
collections of information are not uniform, but heterogeneous. The heterogeneity does 
not only refer to the content, but also to the formats available on the Internet and the 
different levels of granularity. This heterogeneity means that the "one-size fits alI" 
approach or highly structured organization schemes do not work well on the Internet or in 
organizational collections that can include documents as diverse as agendas, reports, 
news articles and staff evaluations. Classification can also be guided by the creator's 
perspective on a topic and on what is important and/or relevant. In an open structure like 
the Internet there are multiple perspectives and interpretations of language. All the factors 
mentioned above contribute to the challenge of arriving at a cohesive classification 
(Rosenfeld & Morville, 1998:22-26). Despite these challenges, classification schemes 
enable users to find information. 
4.4 Me tada ta 
Metadata is intrinsically related to and dependent on classification. Metadata records (or 
information about information) generally record information such as the author, 
publication date and subjects about an information resource. The author is an example of 
an exact organization scheme, while the subjects will be in an ambiguous classification 
scheme. The focus of the metadata discussion will be the role it plays in the refinement of 
information design and structure through identifying information resources and providing 
easier access to the correct resources. In this way metadata works as an information 
retrieval tool (Evernden &Evernden, 2003, 95; Garshol, 2004). 
Metadata is important for information retrieval because it captures and stores information 
about information resources that enables the document, file, picture, etc to be found 











2(04) (Ilo\\ever the discussion about content management IS beyond the scope or this 
dissertation.) 
The theory behind metadata as a tool ror information retrieval is to record the type or 
information that would assist the end user in finding the specific inrormation resource 
(lianisch. 2005: 1(29). There arc two general types or searches conducted by end users. 
The first is \\here they have used or read a document or other information resource 
previously and \vant to retrieve it. The second is \\here they arc looking for information 
about a certain topic. This type of search \vill be discussed in chapter 4.5 - Subject 
indexing. 
With the first type of search users might have some of the information relating to the 
information resource like a title or author and it is much easier to identify the correct 
material. This type of search may be \\ell supported through an exact organizational 
scheme that records specific information. One example of such an organizational scheme 
is the Dublin Core. which defines vocabulary to be used in metadata records (Ciarshol. 
20(4). 
4.4.1 Dublin Core 
The Dublin Core Element Set \vas developed in 1995 as a standard for the organisation of 
electronic documents. The volume and diversity of electronic documents have made 
describing them in a uniform way a challenge and the Dublin Core has its O\\n 
challenges. The attributes of electronic documents arc called clements and the Dublin 
Core specifics these clements. Elements arc divided into those that describe content items 
and those that describe information that relate to "rights" of the resource. i.e. author and 
publisher. Elements can be qualified further or refined by specifying format or language 
used. In an attempt to allow for the diverse range of electronic documents available and 
to allow for flexibility. the Dublin Core docs not specify formats to be used explicitly. 
Best practices arc recommended. but no definitive standard exists. The advantage of the 
flexibility is that each application can specify its own vocabulary for its specific usc. The 











supersedes the benefit and objective of a common standard. Furthermore the Dublin Core 
does not speci fy \\hich of the elements are compulsory. all elements are optional. Certain 
applications. for example the Dublin Core Library application. specify the selection and 
semantics for that application (ilanisch. 2005: 1(28). 
There are two different schools of thought on how to improve the Dublin Core. hrstly. 
there is an argument for extending the element set by allowing for "a more detailed 
description of electronic documents and their media specific properties" (ilanisch. 20()5: 
1(29). The disadvantage of the extended approach is that it could increase the cost of 
compiling the metaclata record and thereby also increase the cost of developing the 
applications. The second suggestion for improvement to the Dublin Core is to limit the 
set of "core" elements to describe the basic propcrties of electronic docuillents. For 
example. by only dcscribing each document in terms of who. \\hal. \\ here and when. 
These elements would also be extendable or qualified if necessary. In order to improve 
interoperability between applications certain clements could be made compulsory while 
maintaining the flexibility in specifying the other eleillents. The subset of clements would 
then be used to exchange information between applications (Kunze. 200 I: 4: Ilanisch. 
2005: I (29). The main shortcoming of the Dublin Core is the abundance of options 
available which reduces the interoperability of different applications. Similar problems 
arc being experienced in topic map developmenl. but diffCrent solutions arc being 
suggested in that arena. (Sec chapter 5 on topic maps.) The other shortcom i ng is that the 
Dublin Core rarely describes the content of electronic material adequately because it only 
lists a few keywords. The Dublin Core is better suited to exact specification such as titles. 
<iuthors. etc. 
4.4.2 Concluding remarks 
Another and more common scenario in information retrieval is that users arc looking for 
information relating to specific topics. This means that they arc looking for documents 
and other records that would enrich their knowledge about a specific field or area of 
interest. Such enrichment can take many forms. For example. the user may be doing an 











interested in an in-depth examination or the subject matter. I 10\\ ever. a standard metadata 
record only provides administrative inliJrll1ation and very little information in relation to 
\vhat the document is about. A title might contain some indication. but onen titles arc 
chosen to attract a potential reader's attention and not to convey inrormation about the 
content. Most metadata systellls contain a "subject"' lield: IHl\\ever the lielll is onen 
populated with only a ICw keywords. The problem \\ith key\\lmls is that they arc often 
assigned by the author. so spellings or rorm may diller. In addition. it is onen very 
difficult to capture all the relevant topics covered by a docull1ent in only a ICw keywords. 
In metadata records su hj ect keywords arc 0 nen the most useful lielLl to ident i 1') 
inllmnation related to the content or a document or inllml1ation resource. Yel. as a tool 
Ill!' inrormation retrieval these keywords arc inel'licienl. especially ir the IC\\ text lields 
have no restrictions or guidelines (GarshoL 20(4). 
4.5 Subject indexing 
In order to address the problems associated with the ambiguity inherent In classirying 
documents by subject. various indexing languages and suhject-based classilication 
schemes have been developed. Examples or these subject-based classi lication schemes 
include controlled vocabularies. taxonomies. thesauri and l~lCeted classilication. Some 
authors (Rosenkld & Morville. 1998: 29) relate subject indexing as it is practiced in 
Library and Inrormation Sciences to ambiguous organizational schemes. because or the 
ambiguity and subjectivity that is involved in subject classilication in libraries. Another 
term Il)r suhject indexing is concept indexing. 
There arc t\\O steps in subject indexing. The lirst step is to understand the record's 
subject matter together with knowledge about the needs or the users. This is known ;\S 
doing a conceptual analysis. The second step involves translating the understanding 
developed through the conceptual analysis into a particular vocabularv (I.ancaster. 1986: 
3). Some authors (Rowley. 1992: 165-1(7) explicitly split the subject indexing process 
into three steps. The lirst step requires the indexer to l~lmiliarize themselves with the 











concepts represented In the document. This step IS made casler through competent 
familiarization of the document. The rinal step is the translation or concepts into the 
indexing language or vocabulary that is applicable to the specific classification scheme. 
The vocabulary also has to be linked to the vocabulary a user \\ ould ICel com rortab Ie 
using. There are t\vo main types of vocabulary that an indexer can use. The first is a 
controlled vocabulary and the other is a natural language vocabulary. 
4.5.1. Controlled vocabularies 
Controlled vocabularies used in indexing represent a limited set or terms that should be 
used to represent the subject maller or a record in the database ([ ,ancaster. 1986: 3: 
Garshol. 20(4). The aim of controlled vocabularies is to prevent indexers f,'olll using 
obsolete or mean i ngless terms and to encourage con rorm it: in terllls 0 I' spe II i ng and \Vord 
rorm. [[o\\ever. as other authors have pointed out (Fischer. 2004: 9) the relationships 
bet\\een terms are not defined in controlled vocabularies and should thererore be self'.-
evident. This may not always be the case and is why specializations such as taxonomies. 
thesauri and ontologies exist. 
Controlled vocabularies were developed in the traditional library profession in order to 
assist indexers to control for synonyms and homonyms. Control \\as also introduced into 
vocabularies due to the variety that exists in natural language. When an indexer 
recognizes and understands the concepts that a document or record deals \\ith s/he is able 
to use not only the terms used in the document but to provide synonyms 1'01' these terllls 
in order to improve the probability or the document being recalled in the appropriate 
search. The specification or synonyms in the vocabularv also ensures that the 
classification terms include terms which are used more often and thererore increase 
possibility of correct recall or documents. Another objective of a controlled vocabulary is 
to speciry the word form that will be most useful. i.e. 'heat' rather than 'hot'. Ilomonyms 
are controlled for by providing alternative terms and by not classirying a document under 










Controlling for synonyms and homonyms as described above \\as done \\ith the intention 
of assisting the finding of information. The diff'crent variations of controlled vocabulary 
described belm\ relate to searching and browsing in difTerent \\ays. Browsing is 
supported through simple lists of controlled terms that are used as labels f(lr the 
navigation system or through taxonomies that are also used to create hierarchical 
navigation systems. Synonym rings and thesauri are applied in search engines. Ilowever. 
the users. to inf()I'Ill their search terms. can also use terms II'om thesauri. The different 
strengths and \\eaknesses of the diff'crent controllcd vocabularies need to be taken into 
consideration when the navigation to support bro\\sing or the search engine is developed 
in order to optimise the use of the correct controlled vocabulary (\Varner. 2004: I ~Q). 
The other element to consider when designing the vocabulary is the si;:e of the collection. 
;\ collection \\ith 5.000 items in a specific subject area \\ould need the same number of 
descriptive terms to fully cover the subject area as a collection \\ith 50.0()() items in the 
same subject area. Ilowever. the aim of a search is not to produce an exhaustive list of all 
available material but to produce useful sets of' items. With usef'ul sets of' items as the 
goal. the larger collection would require a larger number of' useful sets of terms than the 
smaller collection. In practice. the smaller collection \\ill have f'c\\er terms of' a more 
general nature. while the larger collection will have more terms \\hich are also more 
specific. A technique for \llaking a vocabulary more specilic is to increase the number of 
syntactically complex phrases. l3y combining \\ords in \llore complex topics the search 
becomes more refined. The disadvantage of a very specific vocabulary is that it very 
quickly becomes very large. On the other hand. a vocabulary consisting of very general 
terms runs the risk that the terms will combine in unpredictable \\ays. Developing the 
right level of specificity within the vocabulary will ensure that the items retrieved 
maximize precision (Warner. 2004: 186-187). 
4.5.1.1 Taxonomies 
A taxonomy is a controlled vocabulary where the terllls have been arranged in a 
hierarchy. This takes the concept of controlled vocabulary one step further by grouping 










and inrorm their composition. This provides sOl11e context to the indexing terills and the 
user's position within the website. depending on \\here the taxonol11Y is applied. 
Ilmvever. taxonomies arc still very limited as they generally do not describe the nature or 
the relationships between terills and users have to usc the exact term to lind the correct 
inrormation resources (Garshol. 2004: Warner. 2()04: 180). 
4.5.1.2 Thesauri 
A thesaurus is another example or a specialized controlled vocabulary. Rowley (1988: 
57) clelines a thesaurus as "an organized list or terms rrol11 a specialized vocabulary. 
\\hich has been arranged to I~lcilitate the selection or index terllls". In l110re basic 
language. thesauri expand on the capabilities or taxonol11ies by providing additional 
statements to be Illade about the terills in a hierarchy. Thercl"ore. thesauri provide'a 
greater terminology to describe terms and subjects and are Illore user lI'iendly because or 
it (Garshol. 2(04). 
The thesaurus is not only uscI"ul to the indexer. but it can also be usell." to the searcher. 
Persons who arc lamiliar with the structure or the thesaurus can usc it to broaden or 
narrow their search within a particular database. By using Illore specilic or Illore general 
terills or even just alternative terills. a searcher will be able to retrieve more documents 
that are relevant to their requirement. In order to kno" \vhich terms the indexer used. the 
user will also be interested in the thesaurus. This is possibly the 1110st important 
advantage or a controlled vocabulary: that it brings .. the language or the indexer and 
searchers into coincidence" (Lancaster. 1986: 8). 
SynonYIll rings group together terms that can be considered equivalent as search terms. J I' 
a user enters one or the terms in the synonym ring all terms in the cluster \\ill be used to 
retrieve in rormation. The d i ITerence between thesauri and synonym ri ngs is tlwt a 
s)non)111 ring treats all the terms as equals and docs not indicate a prelCrence. 
I"urthenllore. synonym rings arc used in collections that arc not tagged. Thus. control is 











(searching) \vith synonym rings (Rowley. 1988: 60-63: Lancaster. 1986: 8: Warner. 
2004: 181: Garshol. 2(04). 
4.5.1.3 Ontology and faceted classification 
Faceted classification describes documents by choosing terms rrolll di rfCrent a,\,es. ror 
example personality. time and space. Faceted classification can be vie\\ed as ,] very 
disciplined \\ay orcompiling a thesaurus.;\ variation or f~]ceted classification generalizes 
each f~lCet until it becollles a general property (Garshol. 20(4). 
Similarly. ontologies. as used in computer science. create a model to describe the real 
\\orld defining dirterent types. properties and relationships bet\\een types. The main 
difTerence bet\\een the dirfCrent classification schellles described above and ontologies is 
that an ontology has an open vocabulary \vhile the others have closed vocabularies 
(Garshol. 2(04). 
4.5.2. Natural language indexing 
The opposite or controlled vocabulary is natural language indexing. The term "natural 
language' refCrs to the language used in every day discourse by the authorities within 
their fields or expertise. ;\ natural language system uses the \\ords and terms as they 
appear in the text to develop an index. The big difTerence bet\\een controlled 
vocabularies and natural language indexing is that the subject matter used in the latter is 
represented in open-ended vocabularies. Because 0 I' the in fi n i teness 0 I' an open-ended 
vocabularv a controlled vocabularv will ahvavs be a subset or a natural lanlluaue index. 
01 01., l.- L-
;\ Ithoullh the term f1'ee text is sometimes used as a synonym ror natural lanllualle. rree 
'- "' .. '- '-
text implicitly refCrs to using terllls and phrases as they appear in the text \\hich is more 
limiting than the terms used in natural language (Lancaster. 1986: 159: Rowley. 1988: 
90: Ro\\lcy. 1992: 240). 
The advantages or a natural language system arc that individual interpretation and 











added. as they become known. This is a very important reature in a \\orld where ne\\ 
teehnoloflical advances and available inl()l"Illation increase continuallv. The ne\\ 
~ . 
technologies and increased inl(mllation result in ne\\ terms and phrases being developed 
continually. On the one ham!. a natural language index might represent more closely the 
terminology that the searcher is l~lI11iliar with. While on the other ham!. one or the 
disadvantages 0 I' not controll i ng a vocabulary is that a user might not be ab Ie to lind 
inrormation or documents that are available or they might lind many irrelevant items due 
to the lack or control in a natural language vocabulary (l3uchanan. 1979: 13: Rowley. 
1992: 240.272-273). 
There arc various cri t ici sms 0 I' natural language index i ng. BcI'ore the i ntroduct ion 0 I' 
technology. lists of natural language indexes \\ere rarely produced. Applying natural 
language indexing manually is very time consuming and the list \\ould need to be 
updated every time ne\v material is added to the collection. Computer based systems can 
print an updated version at any time. but this docs not mean that different computer based 
systems \\ill have exactly the same lists. DilTerent versions \\ill occur if different records 
arc used as inputs. even i I' they represent the same docuillents (Rowley. 1<)88: <)0). For 
examp Ie. abstract i ndexi ng and fu II text index ing \\i II produce d i ITerent results. even 
\\hen re ferri ng to the same material. 
One method or overcoming the disadvantages of a natural language indexing system is to 
mod i fy the search strategy emp loyed. A controlled vocabul ary index req u i res greater 
input and incurs more cost at the time of compilation. \\hile the natural language index 
shilts the costs and effort to the time \vhen the inforillation is retrieved rrolll the database. 
To overcoille potential recall and precision problems associated \\ith homonyms. 
potential homonYllls should be used in conjunction \\ith other terms that will provide a 
better context to the search query. When dealing with synonyms the searcher needs to 
identi fy possible alternative \vords that would improve search results. Lssentially the 
searcher needs to recreate the same results as a controlled vocabulary \\ould achieve. 











Natural language indexes are more uscl'ul \\hen the search term is Illore specific. \\hile 
controlled vocabularies are Illore useful when the search is more general. 
An eleillentary exaillple of natural language indexing is using titles for subject indexing. 
The preillise is that the terills in a title will accurately re!lect the subject content of a 
docuillent. Key terills from the title are identified and then the document is classified 
under each of those terms. The Illajor attraction of this method of indexing is that it is 
quick and cost efTective to produce. Ilowever. the disadyantages are that the title Illay not 
accurately re!lect the content of the document and that the title only highlights the main 
theilles of a document and sub theilles will not be indexed \\ith this Illethod (Rowley. 
1992: 151. 153-154). 
A more cOlllplicated situation for applying natural language indexing is in abstracts or 
I'ull-text documents. The first difTerence between title indexing and abstract or full text 
indexing is that the number of potential index terms increase draillatically and is usually 
linked to the length or the source. Secondly. the greater number or terms also Illeans that 
it is Illore likely that terms are included as index terills that do not accurately represent the 
content or the document. In order to reduce the likelihood or irreleyant terms a stop list 
can be created. A stop list includes all the terllls that are not to be considered key\\ords. 
f(.)r example also. than. the. etc. In conjunction. a go-list can also be created. A go-list 
includes all the terllls that would create userul index terllls ror that specific subject area. 
The go-list can be based on a thesaurus. Although updating of go-lists is not autoillatic. 
indexers can periodically request all terms rrom the database that are neither on the stop 
list or go-list. This will provide a new set of potential index terills. This \ViII give the 
indexer some control as to which terills are included in the go-list. but the allocation or 
index terills and the rorills allowed fIJI' concepts are not controlled. I I' a natural language 
system on Iy uses a stop I ist the index i ng language is trll I y open \\ hi Ie a system that 
incilides a go-list is Illore controlled (Rowley. 1992: 271-272: Rowley. I9XX: 100-1 () I). 
Usually words in abstracts and rull text are used to search electronic databases or in an 











be created as the computer perrorms a very !~lst search or the cOlllplete database when the 
request is submitted (Rowley, 1988: 99-1(0). Due to the nature or classirication, it has 
long been hoped that at some point it would become cOlllpletely automated and no longer 
require hUlllan intellectual input. Thus rar, this has not happened but Illany innovative 
l11ethods have been created that do increase the autolllatic cOlllponent and reduce human 
involvement in repetitive tasks. The great advantages or cOlllputers are that they can 
count. compare and match terms, which does go some \\ay tlmards grouping inrormation 
automatically. One comment is that even automated systems make use or thesauri. which 
is a controlled and structured vocabulary, created through human intellect (Buchanan. 
1979: 123-124). 
4.6 Conclusion 
Recall is the measure of the number or docuillents retrieved 1'01' a given search request. 
Precision measures the relevance of the retrieved documents based on user requirements. 
Although both measures are difficult to calculate nUlllerically, both concepts have 
relevance in determining the quality or results generated lw an information retrieval 
systelll. 
Classi!ication groups items together based on common characteristics and indicates the 
relationships between items or groups or items. Classilication can be based on exact 
organ izat ion. i.e. alphabetically or geograph icall y. or on ambi guous organ izat ion, i.e. by 
subject or topic. Ambiguous classilication is subject to difrcrent interpretations and 
dilTerences in word rorm. One or the main concerns with classi!ication is to provide 
context to terms or inrormation. 
Metadata is a collection of classi!ication schemes. recording inrormation about the 
inrorillation resource. The concern with Illetaclata records is that it is difficult to specify 
!ie Ids that should be included for all in rormation resources. espec ially for heterogeneOl~s 
collections such as the World Wide Web. The Dublin Core is an example or a metadata 











Dublin Core metadata records are dirticult to merge. This is because conforillity on a 
number of fields is required to successfully merge t\\O Dublin Core records. 
Subject-based indexing is a subset of mctadata and focuses on classifying information 
resources based on content. Two types 0 I' vocabularies are used by indexers for subj ect-
based classification: controlled vocabularies and natural language indexing. Controlled 
vocabularies (such as taxonom ies and thesauri) use a predeterm i ned list 0 I' tenns to index 
information resources. This has the advantage of controlling for synonYl11s and 
hOlllonYllls and word forlll. Natural language indexes use the \\ords and tel'lllS as they 
appear in the text for indexing purposes. The advantage of this Illethod is that it is easier 
to autolllate and can accommodate new terl11s as they are taKen into use in the literature. 
The above discussion highlighted a nUlllber of shortcolllings in traditional subject 
classification schemes. Firstly. most schemes have a closed vocabulary. Although a 
number of positive aspects were described above. it is still considered a shortcoming 
because it limits the terms that can be used to retrieve information resources. Knowledge 
can be expressed with an almost limitless vocabulary and by using closed vocabularies 
we are unable to express the full range of ambiguities of Knowledge. Secondly. a limited 
vocabulary is often unable to describe how the diftCrent terms relate to each other. This 
results in a lack of context and this makes it more dirticult for users to modify their 
search to find additional L1seful information. It also means that traditional classification 
schemes are unable to retlect the intricate relationships bet\\'een concepts. as they are 
understood by the human mind. Thirdly. such classification schellles also have limited 
ability to give additional information about the terl11s. i.e. describing the properties of the 
concel)t bein!!: classified. Therefore. the shortcomin!!:s relate to three areas: namin!!: of 
~ ~ ~ 
concepts and subjects. clarifying the relationships bet\\een the concepts and describing 
the attributes of the information resource that relates to the concept. Alternatively. the 
shortcomings can be sumillarized as the inability of traditional classification schemes to 
accurately retlect the rich context and associations people identify between diftCrent 
components of their knowledge. Topic maps. as discussed in the next chapter. aim to 











Chapter 5 - Topic maps 
5.1 Introduction 
The discussion thus I~ll' has defined knowledge ll1anagel11ent and inforl11ation architecture 
and the issues involved in both fields. In order to achieve the objectives of this 
dissertation a conceptual model still needs to be developed that clearly explicates the 
relationship between knowledge management allLl inforl11ation architecture. Il00vever. 
this is a dinicult task due to the complexity of the relationship. ;\s part of the 
investigation into the relationship. it was realized that topic l11aps could be used as a 
method to clearly explicate the relationship between kno\\ledge l11anagel11ent and 
inforl11ation architecture. 
Topic ll1aps are a relatively new l11ethod of leveraging subject classification Illethods with 
the additional storage capacity provided by technology. The additional storage does not 
only relate to the size of a c1assi lication schel11e but also the complexity of it. 
Traditionally subject classilication schel11es have been two-dimensional because they 
\\ere paper based. Technology allO\vs the classilication schel11e to becol11e three-
dimensional and in eflCct become an information resource in itsel r. This means that the 
topic map as subject-based classilication scheme evolves into a metadata record. It 
conveys inforl11ation about the informatioll resources: it can be used to classify material 
and is a valuable information retrieval too\. 
These facets of topic maps are also highlighted in the following quotes: 
""I topic "WI} is cssclItia//y all index to thc contcnt o/SOIl1C co//cction 0/ 
ill/o,.l1/atioll ,.CSOII,.CCS. IIsl/a/(l' hilt lIot IlCccs,\({,.i(r ill digital!imll . . , (Bater. 
2004: 133) 
"With topic lIlal's .\'011 can crc£llc ((Il illdcx 0/ ill/imll£lli(}11 11'hieh ,.csidcs 











documents ... and databases '" by linking them using URIs3 .. (GarshoL 2002) 
Although topic maps can be used to present, manage and search complex collections of 
heterogeneous information resources the concepts underlying a topic map is very simple. A 
topic map consists of topics with names, associations between topics and the occurrences of 
the topics. Each of the features of the topic map will be discussed separately. 
This chapter will deliberately aim to explain the concept of topic maps without becoming too 
technical. The aim is to introduce the philosophy behind topic maps and its application for 
this research which is to clearly explicate and map features of knowledge management and 
information architecture and to improve understanding of the underlying principles rather 
than discuss the relative merits of different operational languages. That said, it does seem that 
XML.:I provides the best platform for the development of topic maps. The other advantage of 
XML is that it is very compatible with web based applications and other database storage 
applications. 
5.1 Topic maps in general 
Topic maps originated from the attempts to merge traditional indexes and to represent the 
knowledge present in those indexes (Pepper, 2002). After the initial development it was 
realized that a more general application could be created with much greater possibilities. 
Topic maps also aimed to address the related information management problems such as 
creating. maintaining and processing indexes for heterogeneous collections. Topic maps 
further evolved to include navigational aids (Pepper, 2002; Ahmed & Moore. 2005). 
Topic maps can be created through three methods. The method that provides the highest 
quality is those created by humans, as people can process the ambiguities and more clearly 
represent the associations between topics. However, this is very labour intensive 
~ Unique Resource Identifier: See chapter 5.4 











and can become very expensIve and unpractical if applied to large projects. Another 
method is to automatically generate topic maps using available sonware from existing 
source data that is ideally but not necessarily in XML. As \\ith other automated 
classification systems this only works well if the information being mapped is \vell 
structured. The third method is to automatically create a topic map \\ith source data that 
is already in XML or another specialized application (Garshol. 20(2). 
Subject -based c lassi licat ion systems aIm to c lassi fy information resources by thei I' 
content - \\hat they are about. Topics are concepts or subjects that are contained in the 
material being indexed. Because indexed material can be about anything. anything can be 
a topic. The ISO 13250 standard is specifically vague about \\hat constitutes a topic 
because the options are limitless and thercl'ore beyond definition. Each subject has three 
characteristics: a name. an association to other topics and information resources that 
expand on the knowledge about that topic. These characteristics are also the features 
included in a topic map (GarshoL 2004). 
5.3 Topic names and types 
Each topic has a name. The name can take any form (i.e. nickname. formal name. login 
name. etc) and is usually explicit but not always. An example of a non-explicit name is'a 
cross reference such as "see also page 97". because it is considered to link to a topic. 
even if it has no name (Pepper. 20(2) . .lust as inde\.ers can use any of a variety of terms 
to denote a particular subject. so too can those who create names for topics allocate any 
name in topic maps. Topic map structure allows a topic to have more than one name. The 
same topic might have a dilkrent name in difkrent contexts. such as difkrent languages 
or geographical locations. These difkrences can be specified ill the scope notes (see the 
discussion on scope notes in chapter 5.6). Variants or names can also be provided ror 
specific processing contexts. Traditional classification schemes avoid duplicate names for 
subjects as it can be confusing when out or context. I !tmever. the types of names. 
associations and occurrences act to lessen the chances of ambiguity surrounding topic 











thcir O\\n languagc 1'01' dcscribing topic namcs. An cxample of ho\\ scopc notcs can bc 
applicd to diffcrcnt topic namcs that rcfcr to thc samc subjcct is if dil'l'crcnt rcgional 
ol'ficcs rcl'cr to thc samc subjcct by dil'l'crcnt namcs. Traditional classification schcmcs 
would indicatc this with a "scc also" cross rcfercncc but thc scopc f~\Cility all()\\s a topic 
map to show dirlercnt vicws to difkrcnt uscrs dcpending on thcir prcfercncc. \\hilc also 
indicating which regional oniccs usc which tcrms (Pcppcr. 2002: CiarsllOl. 20(4). 
[t naturally follows that no two subjccts can havc the samc namc and scopc notcs. as this 
would indicate that they constitutc thc same topic (Pcppcr. 2002: Ciarshol. 2()04). 
Thc advantagc of topics as they are containcd in topic maps is that thcy can bc groupcd 
togethcr by typc. In controlled vocabularics or othcr traditional classification schcmcs 
dil'l'ercnt kinds of terms arc grouped togcthcr. i.c. pcoplc. places and organizations. 
without the mechanisms to tell thclll apart. By assigning topics to di ffercnt classcs they 
can bc searchcd and differcnt charactcristics can bc defined for thclll (Ciarshol. 20(4). For 
cxamplc. a traditional classification schemc Illight group "Idi Amin" and "Uganda" 
togcthcr as rclatcd tcrms without indicating how thcy rclatc to cach other or that thc onc 
is a person and thc other is a country. [n a topic map "Idi Amin" \\(luld be groupcd with 
pcrsons and "Uganda" would bc groupcd with countries. Thc conncction bctwccn thc t\\O 
tcrms would be clarified in the association. 
5.4 Associations 
Thc sccond lCaturc ol'topic maps is thc associations bct\vccn topics. This is similar to thc 
rclationships prcscntcd in thcsauri and taxonomics. I [o\\cvcr. thc associations in topic 
Illaps arc morc dynamic and providc richcr context for thc topics. On the issue of contcxt: 
RoscnlCld & Morvillc (1998: 58) statc "In dcsigning navigational systcms 1'01' thc Wcb. 
context is king." Context is a vcry important componcnt to information managcmcnt. but 
is usually dirlicult to display in paper-based systcms or 1'01' computcrs to corrcctly 
idcnti fy automatically. For cxample. thcsauri do cxpress relationships but only to thc 











relationship indicators. In contrast. topic maps cllm to make associations as specilic as 
possible. Associations are also not limited in terms of the number of topics that can be 
represented. Three or ll10re topics can occur with the associations bet\\een them 
described (Pepper. 2002: Garshol. 2004. Garshol. 20(2). 
As \\ith topic names. associations can also be grouped together according to type. This 
means that a subset of topics can be grouped together based on similarities in 
relationships to other topics (Pepper. 2002: Garshol. 20(4). For example if all author's 
name is the main topic. selecting other topics that have the association "\Hillen by" to the 
author's name \\ill result in a list of documents and books \Hillen by that author. 
The associations between topics are independent of the information resources underlying 
the topics. Thercl'ore. the hyperlinks are between topics. which is different from other. 
"normal". cross-rcicrences where the hyperl ink occurs \\i th i n the information resou rce. 
In the traditional svstem. the cross-relCrence is onlv elTective if the information resource . . 
is operational. Because the association hyperlinks in topic maps are independent of the 
information resource. the topic map itself becomes an inllmnation resource. The 
independence of topics and information resources also means that topic maps can be 
applied to dirlcrent collections and still be relevant. As the associ,ltions between topics 
remain the sall1e it \\ould only be the occurrences for that collection that would have to 
be updated. It is also true that di Ikrent topic maps can be applied to the same collection 
or information set to provide dirlcrent "views" for dirlerent users (pepper. 20()2). 
In addition to recording the relationships bct\\een topics. topic Illaps also records the role 
each topic plays in the relationship. Associations bet\\een topics are inherently 
ll1ultidirectional. Association types do not indicate direction and that is why association 
roles are very important. This means that the relationship. the direction of the relationship 
and the role of each concept relative to the other are captured (Pepper. 2(02). This is 












The third reature or topic maps IS occurrcnces. Occurrences refCr to the resources that 
relate to the specific topic and where inrormation about the topic can be round. The 
resource can take any form (i.e. written document. picture. sound. etc) in which it will 
have relevance to the specified topic. In this \\ay topic maps move in the opposite 
direction or metadata schemes such as the Dublin Core that links an object to the subjects 
that relates to it. A topic map links subjects or topic to objects that arc about the topic. 
the inrormation resources usually remain outside the topic map and are only pointed too. 
Another major dirfCrence bet\veen traditional indexing languages and topics maps is that 
the inrormation resource does not have to be present in the collection being indexed ror 
the topic to be presented in the topic map. The topic can be mapped \\ith no occurrences 
ir that is the case. Thercf'orc. there is a separation bd\\een topics and their occurrences 
(Pepper. 2002: Ciarshol. 20(4). 
This has the potential to be very important ror klllmlcdge management. When used as a 
knowledge mapping tool. the topic map can indicate areas of knO\\ledge even if that 
knowledge is not recorded or currently present in the organization. Thercf'ore. all areas or 
a subject field can be indexed even ir physical resources (including electronic versions) 
are not available at that point in time. 
As \\ith topic names. each occurrence can be typed (classified) depending on the nature 
or the occurrence. Occurrence types also allo\\ distinctions to be made bet\veen the 
various types or relationships there are between dirfCrent inrormation resources. 
Examples \vould include bibliographic references and influences one occurrence l11ight 
have had on another. Material can be rurther distinguished by using the scope fCature on 
occurrences (see chapter 5.6). Both methods fllcilitate searching and managing or 
information resources that reside in a heterogeneous collection. The other advantage or 
typing occurrence categories is that it allows the creator or the topic map to define the 
language ror describing occurrences. As was seen with the Dublin Core it is onen 
d i f'ficult to spec i ry elements that should be defi ned for all e icctron ic resources. Top ic 











fe\\ traditional techniques allow. Ilowever. the open vocabulary only provides real 
benelits when the occurrences can be typed. Specilic properties can be added for specilic 
types. i.e. date of birth applies to people but not to cities or countries (pepper. 2002: 
Garshol. 20(4). 
Most occurrences have Uniform Resource Identiliers (URis) that identilies the resource 
being linked to the topic. This means that any resource. Ic)r any location can be linked to 
the topic. Some occurrences can be stored as strings inside the topic map. for example 
date or birth or phone numbers. In such instances the occurrence \\ill not have a llRI 
(Garshol. 20(4). (See further discussion on URl"s in chapter 5.7) 
5.6 Scope 
The three tCatures of a topic in a topic map: the name. occurrences and associations arc 
collectively knO\\I1 as "'topic characteristics". Topic characteristics are ah\ays made in a 
specific context. The context may be illlplied or explicit. Ilowever. the topic 
characteristics are only valid within that context. The limits of validity of topic 
characteristics within a topic map are dclined in the scope. The scope consists of a set of 
topics. members of \vhich are called themes. which represent the context within which 
the topic characteristics are valid. The ISO standard on topic maps 13250 (International 
Standards Organization ISO/lEe 13250 1999:3-4) standard does not require that a scope 
be specilied explicitly. If no scope is specified. the topic characteristic is considered to 
have unlimited validity (Pepper. 2002; Ciarshol. 20(4). 
l3y delining the diftCrent validities of diftCrent topic names. ambiguity in homogeneous 
tCrIllS is removed. This is not only true for \vords that are homogeneous: it is also true for 
topics that have the same name but diftCrent contexts. For example. place nailles that 
could also retCr to rc)od or be a title ofa book. Furthermore. scope can also aid navigation 
in topic maps if it is used to specify the view depending on the user's prolile. Scope can 











displayed. Scope acts as a filtering mechanism based on the properties 01' the topic 
(Pepper. 2002). 
5.7 Subject identity 
Although the goal 01' topic maps is to represent each subject \\ith one topic. this is not 
always the case. When topic maps arc merged the same subject may have dil'fCrent 
allocated topic names. 1'01' example i I' topic maps I'rom di I'l'erent languages arc merged. In 
order to enable a user to retrieve all relevant material about a subject through one topic 
name. topics should be identified that relate to the same subject. One \\a) to do this is 
through the concept 01' subject identity. Some subjects have URIs that can be used as its 
subject identity. However. this is only valid 1'01' subjects that arc addressable (Pepper. 
2002. Garshol. 2(04). 
Abstract subjects cannot be addressed directly. so subject indicators must be assigned. in 
ISO 13250 subject indicators are called "subject descriptors" and defined as '"inl'ormation 
i'ntended to provide a positive. unambiguous indication 01' the identity 01' a subject" 
(I nternat ional Standards Organ ization I SOil LC 13250. 1999:4). The su bject i nd icator \vi II 
be given an address and become the subject identi fier 01' the topic. Topics described by a 
common subject indicator \vill be automatically merged \\hen topic maps arc merged 
(International Standards Organization ISOIIEe 13250. 1999:3). The resulting topic map 
\\ill have one node that includes the combined characteristics (names. occurrences and 
associations) ol'the topics that were merged (Pepper. 20(2). 
Naturally. subject indicators should be uniform in order to f~1Cilitate interoperability 
between topic maps. "Public subject indicators" arc defined in the ISO 13250 (1999:3) 
standard as "a cOlllmon referent of identity attributes of many topic links in many topic 
maps." In practice the public subject indicators are published and maintained ut 












Thc challcngcs in this rcgard arc similar to thosc l~lCcd hy thc adl11inistrators or thc 
Duhlin Core. Thc dilTerencc is that topic l11ap tcchnology allO\\s topics to havc dirfcrcnt 
namcs. whilc thc subject indicator cnables thc dif!Crcnt maps to bc Illcrgcd. This is 
dif!Crcnt lI·olll thc collcctions describcd by thc Dublin Core Illetadata schclllc \vhcrc 
conforl11ity is needed on a nUlllbcr of clelllcnts in ordcr for it to bc clTcctivcly Illergcd. 
Collections classificd using topic maps only necd conrorlllit) on subjcct indicators In 
ordcr to bc trans!Crable or merged with othcr topic l11aps. Thc dilfcrcncc 111 
·'changcabi I ity" bct wcen topic Illaps and the Du b lin Corc is also partly rc latcd to thc 
independcnce of topic maps and the collcction or occurrcnces bcing mappcd. Bccausc thc 
clcmcnts in the Dublin Corc arc so closcly intcrt\\incd \\ ith thc occurrcnccs this l11akcs 
I11crging or trans!Crring Dublin Core I11ctndata Illorc cOlllplicatcd than Illcrglng or 
trans!Crring topic l11aps. cvcn for the sal11c collections. 
5.8 How topic maps promote information retrieval 
Thc l11ain componcnts of topic Illaps (topics. associations and occurrcnccs) in 
combination providc a 1~1I· better overall vicw of a topic than traditional subjcct-bascd 
classification schcmes. Firstly. topic l11aps prcscnt inforl11ation in nctworks that Illore 
closely resclllbic reality than hierarchical systems uscd in thcsauri and othcr two 
dimcnsional classification schelllcs. Sccondly. thc relationships arc delincd cxplicitly 
instead of being given in gcncric 1'01'111. Thcse two !Catures combinc to givc a tool that 
l~lCilitatcs navigation betwccn topics and Illore eflicicnt information rctrieval. thereforc 
acting as a Illorc clTcctivc knowledge discovcry tool (Clarshol. 20(4). 
Topic Illaps can bc uscd to support full tcxt scarching. Traditional full tcxt scarching 
tcchnologics rccall all doculllents that l11ention thc scarch tcrm. ;\s an altcrnative. a topic 
map systcm can return topics that match the scarch tcrm and includc thc rclevant 
additional information (Garshol. 20(4). This allO\\s thc USCI' to bro\\sc through "a 
multidimensional topic space of knowledgc" (Pepper. 20(2) instead of scanning thc 
recallcd documents to tind thc most relevant information. In this \\ay thc USCI' can rclinc 











the topic map. such as relationships and the dirrcrent roles that topics play in the 
relationship \\ill already provide users with inrormation that could aid their 
understanding or the subject area. In crfect. topic maps all()\\ users to have the best or 
both worlds. Topic maps provide extensive lists or related terms and the use or differing 
terms to describe the same topic. such as would bc produced through natural language 
indexing. However. topic maps also provide context so there is more structure and results 
arc likely to have a higher precision than natural language indexing. 
Using the query language of topic maps can also assist the user in refining their search 
and thereby speeding up the information retrieval process. The only predicament is that 
the user \\ould need knowledge about the query language and the ontology or the topic 
Illap i r they \\ant to phrase their query correctl). A solution would be to design the user 
interf~1ce to include dropclown menus and other features that \\ould assist the user to 
define their query. Natural language querying is still in the experimental phase fiJr topic 
maps. but it has great potential (Garshol. 20(4). 
As discussed earlier. olle or the l11alll concerns about topic maps are that no of'ficial 
standard exists ror the language used to define the structures used on the data set. A 
Topic Map Constraint Language (TMCL) is being developed as a solution to this 
problem. The aim or the constraint language would be to use the capabilities provided by 
the typing feature to create rules that can be recognized by software applications. 
Examples would inc I ude: "only persons and organ izat ions can have telephone n um bers" 
(Garshol. 20(4). 
Another \\ay that topic maps support inrormation retrieval is to act as a content 
management tool. Because more infimnation is available to describe content more 











5.9 Topic maps as an information architecture tool 
The role of an information architect is to enable users to lind relevant information. Topic 
maps provide a platform that information architects can usc to enable users to find 
information (GarsahoL 20(4). Topic maps \vere developed for a digital environment and 
can be used to build websites as well as manage electronic document collections. The 
technology can also be applied to print media and is especially useful in heterogeneous 
collections that contain print. electronic and archived material of various sources and 
uses. 
When topic maps arc used to construct websites they arc used to provide the structure of 
the websites. The content of the website can be taken partly from the content of the topic 
map and partly from the occurrences. This structure can be applied to portals. catalogues 
and site indexes (GarshoL 2(02). 
Topic maps also improve inllmnatioll architecture by allO\\ing heterogeneous collections 
(in terms of sources. type of inflll'lnation and even content) to be elfectively mapped. 
Interoperability bet\\een topic maps. across information sets or providing di ITerent views 
of one information set. allows inllll'lnation as the resource to be supported as opposed to 
supporting the specilic collection of information resources. Topic maps can also be 
merged. which is difficult to do with traditional indexes or metadata schemes (Garshol. 
20(2). 
5.10 Topic maps as enabling technology for knowledge 
management 
"topic ll/(fI)S ore 0 111.'11' ISO st(/lId(/rdjiJr d('Scrihill,!!. kl701l'/ed,!!.e strllctllre., 
(/Ild ossoci(/tim; theil' 11'ith ill/orlll(/tioll re.w/m:es. ,·is sl/ch tillT cOllstitllte ,< • 
(/1/ ellohlill,!!. tccilll%'!!'.I'fi)r kl1oll'/e(~l!,e l1l(/lw,!!.ell1ellt" (Pepper. 20(2) 
Knowledge management can be seen as the optimisation of kno\\ledge organization 











the goals of information architecture. i.e. optimising the organization and conceptual 
access structure or a given organization's knowledge repositories in order to support 
retrieval and creation and sharing of knowledge. When optimisation is achieved. all 
knowledge assets and knowledge flows arc knO\\I1. used and improved depending on 
their strategic position and potential for adding value within that organization. 
"The ahililY 10 ellcodc arhilrarily COIIII)le.\' kIlO1l'1e((l!.e slrllclllres 011£1 lillk 
IhclII 10 ill/iml/alioll assels illdicales a lIIajor mlc fiJi' IOl'ic lIIal)S ill Ihc 
reallll oj'klloll'ledge 1II(l/wgelllclll: TOl'ic lIIal's call he used 10 rel're\ellllhe 
illlerrelalioll oj'roles. prodllcls, IJ/'occdures. etc. Ihal cOllslilllles cOlj)orale 
lIIelllOlT. alld lillks Ihelll 10 Ihe correspolldillg dOclllllclllalioll . .. (Pepper. 
2(02) 
This quote by Pepper highlights the importance of topic maps as an enabling technology 
for knO\vledge management and as an information retrieval tool. One or the challenges of 
knowledge management is the diversity or forms or knowledge and inrormation resources 
that exist within an organization. Traditional classification and information retrieval 
schemes were restricted to two-dimensional representation and \\ere thercf'ore 
insufficient to represent the complexity of knO\\ledge available to an organization. An 
additional feature of topic maps is that it has the ability to map killmledge and general 
concepts even if it is not currently residing in the organization. This means th;1t 
knowledge gaps can be identified. while still representing the context and linkages to 
l)ther areas of expertise. 
"llIfcICI, H'ilh a rich~\' descril)liI'c cI(/ssificalioll ,\yslelll likc (/ lopic llWp Ihe 
ill/iml/alioll ill Ihe classificalioll ,\y.\'lelll "ecOll/es a 1'alll(/h/c resollrce ill ils 
01\'11 righl ... This call C!I'eclil'e~\' IIIJ'Il Ihc IW1'igalioll(/1 slruclure illlo u 
kl101l'ledge 1II(/1/(/gelllelll applicalioll. 11'hile al/01l'illg il 10 hc IIscd fiJI' 
c!ussi/.i·illg COIIICIII. " (Garshol. 2(04) 
One 0 r the greatest strengths 0 f topic maps is that it can become a source 0 fin format ion 
and learning. The navigational feature allO\\s a uscI' to explore the specific area of 
knO\vledge and how the different concepts relate to each other before studying the detail 
or the area of knowledQe. This hel11s the user to avoid information overload. lw l'ivin" 











them the f,'eedom to explore dilTerent levels of detail as they becoille more f~lI11iliar with 
the subject matter. It also guides the user through knO\\ledge discovery. 
5.11 Why topic maps are not more widely applied 
Despite the variOUS potential advantages mentioned in relation to topic maps. the 
application of topic maps is not as \vide spread as expected. The first possible reason for 
the lag in interest is that it takes some time for ne\\ technologies and the accompanying 
innovation to be shared across different fields. A further factor. that is related to the first. 
could be that the standard specifications for topic maps is very technical and not intended 
to be understood by non-technical parties such as librarians. knO\\lcdge officers or 
cataloguers and has been dirticult to apply in non-technical environillents. Another 
hindrance is the difTerent terminologies used by technical and non-technical practitioners 
of knowledge Illanagement. information architecture and designers of topic maps. 
Finally. the lack of tutorial material that is widely available (and affordable) means that 
rc\\ people arc investing the time to understand the ne\\ technology and hmv it can be 
applied. The topic map "movcment" would also benefit from the review of different real-
\\orld applications in order to make the necessary improvements (Siegel. 20(0). 
Another hindrance to the implementation of topic maps is that they are dinicult to 
represent t\yo-dimensionally, The result is that their potential can only be shown in a 
digital environment. Although the theory is relatively simple. potential creators of topic 
maps \\ill have some di rticulty in conveying their plans to non-technical people, See 
f'urther discussion in chapter 6. 
5.12 Conclusion 
Metadata \\as described in chapter 4.4 as a tool that records information about objects 
(sLlch as books or electronic documents) in order to facilitate document nlanaoement and c 











covered by the information resource. Subject-based classification schemes are a 
specialization which focuses specilically on description of content in order to f~lcilitate 
searches related to speci fic subjects. rather than speci fic documents. Topic maps arc ahle 
to fullil the function of both metadata and subject-based classification. As the name 
suggests. topic maps revolve around topics or subjects. Since objects. such as books and 
documents. can be treated as topics in a topic I\lap the properties of the object are also 
recorded \,ithin the topic map. Topic maps usc available technology to address the 
shortcomings of traditional two-dimensional classification schemes. Topic maps 
originally evolved out of an attempt to merge traditional indexes and to present the 
information available in those indexes. 
Topic maps assign names to each topic. but there is no lilllitation of what can constitute a 
topic. Topics can also be assigned a 'type'. which allows it to be grouped \vith other 
terms of the same type. Associations represent the relationships between topics ami 
include the association roles. The roles indicate the direction of thc rclationship and 
provide more context. Associations can also be grouped together based on type. 
Occurrences refer to the instances where a reference to a topic or the topic itsel I' can be 
found. Most occurrences are identified through Unique Resource Identifiers. Topic names 
and associations are independent of occurrences. "hich gives topic maps great power to 
be used on different collections and fiJI' different topic maps to be merged. The scope 
feature on a topic maps allows the indexer to define the context "ithin "hich the topic 
name and characteristics \vill be valid. 
Another \,ay of describing the difference between traditional metadata applications and 
topic maps is that topic maps provide a means 0 I' managi ng the mean i ng em bedded in the 
in format ion resource. rather than just the in format ion resource (Garsho I. 20(2). Topic 
maps provide a better overall view of a topic because they are not limited to the 
hierarchical structure of thesauri and associations can provide an explicit indication of the 
relationship bet\\een topics. This gives the user an overvie" of related information 











Topic maps is a platform that can he used by information architects to enable users to 
find information. Topic maps can be used to construct \\ebsites and to map 
heterogeneous information collections. Topic Illaps also act as an enabling technology for 
knowledge management because it provides the ability to describe knowledge structures 
and to link it to information resources. Topic maps have the ability to capture complex 
relationships between knowledge flows and to represent it in some detail. 
It is unlikely that topic maps will solve all classification problems. The first obstacle is 
that it is a relatively new technology and expertise might he scarcer than traditional 
classification skills. Most or the literature on topic maps is situated in the computer 
science field and only a fCw references are made in kno\\ledge management \vebsites. 
Yen little information about topic maps is available in resources that deal with 
·'traditional classification specialists". In addition, the application of topic maps requires 
some programmll1g or XML skills. which might also not be \\ithin the ambit of 
knowledge workers. The second concern regarding topic maps are that the addition,lI 
structure created by topic maps requ i res greater effort to construct. Th i s could have cost 
implications. The true measure of the potential cost implication can only be assessed once 











Chapter 6 - Discussion and conclusion 
6.1 Introduction 
As discussed in chapter 1, while revIewmg the existing literature on knowledge 
management it was noticed that there is ambiguity surrounding the role that information 
technology and specifically information architecture can play in the promotion and 
functioning of knowledge management initiatives. Despite this ambiguity very little has 
been written about the specific role that information architecture could play to promote 
knowledge management. In the course of the investigation into the benefits that 
information architecture may have for knowledge management, the relatively new 
phenomena of topic maps was found to have special significance. Although topic maps 
hold promise for both fields, most of the academic literature on topic maps is in the field 
of computer science. One of the contributions of this dissertation is to make topic maps 
and the surrounding discussion more accessible to practitioners in the traditional 
information sciences and knowledge management fields. 
6.2 Summary of main conclusions derived from the literature 
6.2.1 Information age and knowledge 
Information is becoming more important in the information age (cf. chapter 1.1). The 
information age refers to social, political and economic changes that have resulted 
because of the increased role of information and knowledge in society. One of the most 
important changes is the value that information contributes to economic activity, both in 
terms of inputs and outputs (cf. chapter 1.2). 
Information and knowledge are often represented in a hierarchy with knowledge at the 
top and data at the bottom. To arrive at the concepts higher up in the knowledge 
hierarchy require greater human involvement. For this reason, some authors argue that 











should ideally be true, justified and rational. Importantly, beliefs are based on evidence. 
And by analogy, information is seen to be the evidence that informs knowledge (cf. 
chapter 1.4). 
Although the information age has brought about certain changes, organisations still aim 
to gain strategic advantage through effective use of the resources available to them. The 
resource-based view of the firm is a management theory that considers all the assets that 
are used in the organisation to meet their strategic objectives. In this theoretical 
framework, assets are defined as resources when they enable the organisation to either 
develop opportunities or eliminate threats. In this way the resource also assists the 
organisation to create a competitive advantage, which should be sustained. The 
competitive advantage can be sustained through at least having resource heterogeneity 
and through having resources that are valuable, rare, imperfectly imitable and without 
strategic equivalents. Taking these requirements into consideration, the researcher 
evaluated whether knowledge and information have the potential to provide a strategic 
competitive advantage to an organisation (cf. chapter 2. I). 
6.2.2 Strategic importance of knowledge 
The first requirement for resources in the resource based view of the firm is that it should 
have value. The researcher compared knowledge to traditional factors of production to 
determine if knowledge had the characteristics to add value. Factors of production could 
be viewed as representing the main classes of resources. The assumption is that because 
traditional factors of production add value, knowledge will also add value if it compares 
favourably with the traditional factors of production. Traditional, neo-classical economic 
theory identifies three factors of production: Land, labour and capital. In this model 
economic output in the short term is given as a function of labour and capital. The usual 
assumption is that knowledge and land or natural resources are unchanging in the short 
term, i.e. unchanging or constant without major investments of time or money. However, 
knowledge is playing an ever-increasing role in the modem economy and can have a 
more immediate impact on economic output. Therefore, knowledge can be considered a 











knowledge is that the law of diminishing marginal return does not apply to knowledge. 
Knowledge, like other factors of production, is influenced by the availability and quality 
of the resource (information) supporting it. The methods used to manage the factor of 
production also determine how effectively the resources will be applied to the strategic 
plans of the organisation (cf. chapter 2.2). 
6.2.3 Knowledge management 
When knowledge is considered as a resource it is not an object, but a process that enables 
knowledge to add value to an organisation. The process involves interaction between 
people and their' environment. Therefore, there is a need to move beyond the traditional 
definition of knowledge from an epistemological point of view (that focused on the 
individual) to social epistemology (that focuses on group dynamics) in order to 
understand the social process of knowledge in an organisation. It is also this social nature 
of knowledge that causes it to be unique in each situation and thus enables it to 
potentially provide a sustainable, competitive advantage according to the resource-based 
view of the firm (cf. chapter 2.3). A very effective method that has been developed to 
build on the social aspects of knowledge is that of the communities of practice approach. 
Encouraging interaction between individuals and the encouragement of the sharing of 
knowledge are seen as a method of supporting knowledge management (cf. chapter 
2.3.1). 
In chapter 2.4 the debate regarding the validity of knowledge management as a 
management practice is discussed. Due to the lack of a generalised and universally 
accepted definition of knowledge management, certain information technology 
programmes were incorrectly labelled as knowledge management initiatives. This caused 
confusion about the focus of knowledge management and some authors questioned the 
feasibility of attempting to manage knowledge. Currently, however, it would appear that 
a common understanding of knowledge management is emerging. The consensus is 
moving towards knowledge management as an organisational tool that attempts to 
develop knowledge and information as resources, with the goal of attaining a strategic 











defined as a programme consisting of social, organisational and technological tools that 
aim to enable employees and agents to share their knowledge to increase productivity and 
for the benefit of the organisation. 
In the initial development stages of knowledge management, emphasis was placed on the 
tacit-explicit distinction of knowledge. Tacit knowledge was defined as difficult to 
articulate and capture electronically, while explicit knowledge was defined as easy to 
articulate and capture. The discussion of tacit and explicit knowledge was heavily 
influence by Nonaka's concept of a knowledge spiral, where tacit knowledge can become 
explicit if taken through a number of steps. This created the false impression that all tacit 
knowledge can be made explicit and that this transformation should be the focus of 
knowledge management initiatives. The researcher contends that knowledge, which is 
truly tacit, cannot be made explicit, because it is "more than we can tell" (Polanyi, 1967: 
24). An added dimension is provided to this two-fold distinction by the introduction of 
the term, implicit knowledge. This term refers to both categories since it encapsulates 
some characteristics of tacit knowledge, but also includes those aspects of knowledge 
which can be expressed if needed. The result is a knowledge continuum from tacit 
knowledge to explicit, with implicit somewhere in between (cf. chapter 2.5). 
Because of the intrinsically human nature of tacit and implicit knowledge they are best 
managed through social structures, like communities of practice. The explicit side of the 
continuum is very close to information because explicit knowledge shares many of the 
characteristics of information. Therefore, the explicit side of the continuum will benefit 
from information management techniques, which can help to improve the whole 
knowledge continuum. Explicit knowledge and information provide the evidence that 
supports tacit and implicit knowledge. 
6.2.4 Information architecture 
The information age led to an exceptional increase in the information resources available. 
However, more information (or evidence) does not necessarily lead to more knowledge 











expansion in technology has lead to the increase in information resources and this in turn 
has resulted in information overload. Technology, on the other hand, is also assisting in 
alleviating the problem by creating tools with which to manage information and to 
improve information retrieval. This however should not lead to the conclusion that 
technology is the only solution to the problem. Traditional Library and Information 
Science techniques can also be applied (cf. chapter 3.1). 
The traditional concerns of Library and Information Science are reflected in the definition 
of an information architect. An information architect was defined as a person that focuses 
on making information more accessible through classification and by providing 
guidelines to indicate how to find information. Therefore, an information architect can be 
defined as a person who is concerned with alleviating the problems created by an 
information overload and who develops the process to improve the information resources 
that support knowledge and knowledge management (cf. chapter 3.2). Initially the focus 
of information architecture was on using technology to automate existing practices. The 
Zachman framework (cf. chapter 3.4) is a pioneering work in information systems 
architecture. It is however very technology oriented and recently, there has been a shift in 
focus in information architecture to the design and structure of information, away from 
the technology. This shift is difficult to describe because it is often difficult to distinguish 
the difference between information design and the technology that supports it. Currently 
the view is that technology provides the means in information design to ensure that the 
end goal, effective retrieval, is achieved. The shift in focus has brought the intentions of 
knowledge management and information architecture closer together. Improved 
information design leads to better access to explicit knowledge and therefore improves 
the ability of other knowledge management initiatives to build on explicit knowledge (cf. 
chapter 3.5). 
Information design and information structure are especially important in the field of 
information retrieval. Designing information retrieval systems is a fundamental aspect of 
information architecture. It is a way to make information available to users and to guide 











as a strategic resource IS made more accessible. The evaluation of an effective 
information retrieval system is based on the quality of the results retrieved as well as the 
time and cost associated with implementing and using the system. The time and cost 
aspects can be divided between indexers and users. Certain systems will require greater 
effort at the input stage (labelling or indexing the information resources), while others 
will require greater effort at the output stage (querying or browsing the available 
resources). Typically systems that require greater effort at the input stage will require 
more of the indexer, while users will be required to do more work with systems that 
require more at the output stage (cf. chapter 3.6). 
The output stage of information retrieval and information seeking behaviour are 
important factors that should be considered when designing an information architecture. 
User requirements, experience with information retrieval systems and familiarity with 
subject matter are all crucial parameters that will influence the development of the 
information retrieval component of an information architecture. User interaction with the 
information architecture often occur at the output stage through information seeking 
behaviour such as searching and browsing of the information resources, which the 
information architecture supports. Searching and browsing, although similar in meaning, 
are not synonymous. Searching is defined as the process used to identify the location of a 
specific item, i.e. the ultimate goal is known. Browsing, on the other hand, involves a less 
defined process of identifying material that has the potential to answer the information 
need of the user. In an online environment navigational tools are used to assist users to 
search or browse for information. The navigational tool should provide context and assist 
users to move between information resources or web pages. Navigational systems also 
help to fulfil the goals of information architecture, by ultimately helping users to find the 
necessary information (cf. chapter 3.7 and 3.8). 
RecalI and precision are two methods used to evaluate the results retrieved by 
information retrieval systems. The recall ratio is the number of items retrieved as a 
percentage of the total number of applicable items in the collection. Precision measures 











are traditionally used in library environments but the concepts can be applied to website 
and intranet searches (cf. chapter 4.1). 
The grouping of similar things (classification) is one of the techniques used to improve 
information retrieval. Beyond grouping of like items, classification schemes also indicate 
the relationships between items. Classification schemes can be either exact (i.e. for 
geographical or alphabetical classification) or ambiguous (i.e. for subject classification). 
In both schemes context needs to be provided to the index terms, but this is often difficult 
to achieve in paper-based or two-dimensional schemes (cf. chapter 4.3). Metadata is 
information about information and consists of schema that record details about 
information resources. One of the concerns with metadata is to determine which fields 
should be included in all metadata records in order to facilitate the merging of different 
metadata schemes. In heterogeneous collections not all fields will be applicable to all 
resources. The Dublin Core is an example of an attempt to define a metadata scheme for 
electronic documents, but which experienced some difficulties in creating metadata fields 
that would be applicable to all resources (cf. chapter 4.4.1). 
Ambiguous classification or subject-based classification is an example of a classification 
scheme that could be included in a metadata system. Two types of vocabularies are used 
to classify information resources based on content: controlled vocabularies and natural 
language indexing. Controlled vocabularies refer to a predetermined list of approved 
terms that are used to classify content and index information resources. Natural language 
indexing uses the terms as they appear in the text to classify the document. The advantage 
of a controlled vocabulary is that synonyms and homonyms are controlled for and that 
duplication is minimised. The disadvantage is that there might be a time delay in the 
acceptance of new terms into the controlled vocabulary, so information resources might 
not be indexed using the most recent terminology. Furthermore, the controlled 
vocabulary might not use the terms that the user is most familiar with. The advantage of 
natural language indexing (which is usually an automated process), is that it can include 
the latest terms and include terms exactly as they are used in the literature, which might 











use different spellings, word form or other small difference that might not be picked up 
by the automated information retrieval system, which then excludes resources that do not 
have the exact search term (cf. chapter 4.5). 
6.2.5 Topic maps 
Another shortcoming of traditional subject-based classification is that it provides a 
limited capacity or vocabulary to describe the relationships between concepts. Although 
this aspect of indicating relationships is one of the main features of classification 
schemes, it has traditionally been a difficult aspect to depict explicitly. The researcher, 
therefore, suggests that these shortcomings of traditional classification, i.e. naming of 
concepts, depicting relationships between concepts and describing the attributes of the 
information resources that relate to the concepts, can be addressed by using topic maps 
and its available technology. Topic maps consist of topic names, association and 
occurrences that address the three shortcomings mentioned above. Topic maps developed 
out of attempts to merge traditional indexes and therefore they address many of the issues 
that occurred when attempts were made to merge metadata in the Dublin Core format. 
Firstly, topic maps assign names to each topic. There is no restriction on what a name can 
be, because anything can be a topic. The topic name can be qualified using the scope 
feature in order to provide context or to indicate under what circumstances the topic name 
is valid. Topic names can also be allocated to a certain "type", as defined by the creator 
of the topic maps, which allows it to be grouped with other topics of the same type or to 
enforce certain criteria for the relationship between different types (cf. chapter 5.3 and 
5.6). Association is the term used in topic maps to refer to the relationship between 
different topics. Associations are defined as explicitly as possible by the creator of the 
topic map and association roles help to indicate what the function of each topic is in the 
relationship and what the direction of the relationship is. This means that the relationships 
between topics are indicated more clearly and this enables the user to better understand 
how different topics relate to each other. Associations also place topics in context (cf. 
chapter 5.4). Occurrences refer to the instances where a reference is made to a topic or 











the occurrences and this means that the detail of the topic names and associations are not 
limited to available resources but can depict an area of knowledge rather than a collection 
of material. The other advantage is that one topic map can be applied to mUltiple 
collections while only the new occurrence indicators have to be changed. Occurrences are 
usually identified with URI's. This also makes the merging of topic maps easier as it is 
the only feature that has to be merged, which is different from the Dublin Core system 
where multiple fields are required for a successful merger (cf. chapter 5.5 and 5.7). 
Topic maps promote information retrieval because it gives a better overview of an area of 
knowledge. It is not limited to the hierarchical structure of traditional index languages 
and associations give a more detailed description of the relationship between topics. This 
allows the user to obtain an overview of related information and information resources 
and this enables them to broaden or narrow or redirect their search based on their 
improved understanding of the specific field of knowledge (cf. chapter 5.8). Topic maps 
can be considered an information architecture tool because it assists users to find 
information and it can be used to construct and populate websites. Topic maps are 
especially relevant because they have the capability to map heterogeneous collections 
that have previously been difficult to map (cf. chapter 5.9). By supporting the objectives 
of information retrieval, which is an objective of information architecture, topic maps 
support the retrieval of information from knowledge repositories and thereby supports the 
creation and sharing of knowledge. More directly, topic maps also act as an enabling 
technology for knowledge management because it can be used to map and describe 
knowledge structures, while linking them to information resources. Topic maps also have 
the ability to capture complex relationships in knowledge flows. Finally, topic maps also 
act as a learning tool for knowledge management practitioners by enabling users to 
become familiar with the concepts in an area of interest and the relationships between 
them. The different views that can be created and the different levels of information that 
can be represented acknowledge that different users learn differently and allow them to 











6.3 Conceptual Model 
The discussion above summarised the important concepts, conclusions and arguments 
made in the process to answer the primary research question that referred to the 
relationship between knowledge management and information architecture and the 
subsidiary question of how such a relationship can be conceptualized. In this section the 
researcher thus develops a conceptual model to draw together and logically categorise all 
the relevant aspects that evolved from the study and which explicates the relationship 
between the two concepts. This is further in line with the goals and objectives of the 
research project as outlined in chapter 1. 7. The conceptual model that evolved in this way 
is graphically represented by means of a topic map in Figure 1 below. 
Figure 1 - Conceptuall\lodel - Phase I 
(ommunities of 
Practice 
( Knowledge )_ -Ilill _____ -.. ,---____ ---., t ( factor of production) 
luntifUlIlJli , 
! Tacit I Implicit I Explicit rls1'-lp-po"""'rt'-'sl 
r----'---~.4_!iil- ----~ ~~, --~ 
(Infonnation )--Ilill ~~ 
,~ 








-1f.Q.tUS.eJ1 . .lUl.I---+ Information 
design 
Figure 1 depicts the relationship between knowledge management and information 
architecture as it emerged during the developing stages of the dissertation. In concise 
terms the researcher suggests that the relationship is based on the premise that 
information architecture, through information design and structure (i.e. classification), 











object that knowledge management alms to manage. The other segments of the 
knowledge continuum, tacit and implicit knowledge, are managed through initiatives 
such as communities of practice. Information architecture, however, also has a role to 
play in rendering these less tangible knowledge forms more accessible by creating logical 
referents to the embodiments of such knowledge (i.e. the people with the knowledge, 
know-how, etc.) in electronic systems such as intranets, etc. 
The expanded description of the relationship between knowledge management and 
information architecture is seen in the light of information as a resource that supports 
knowledge as a factor of production. In this conceptual model knowledge management is 
defined as "a set of systematic and disciplined actions an organization takes to obtain the 
greatest value from the knowledge available to it" (Marwick, 200 I: 814, also chapter 
2.4.). It was seen that knowledge management evolved in order to harness the power of 
knowledge, which is socially complex and exists on a continuum that includes tacit, 
implicit and explicit information. Tacit and implicit knowledge is best managed through 
attempts that recognise the social complexity of sharing and using these types of 
knowledge in an organisational framework. The social nature of knowledge can be 
investigated through the field of social epistemology. Communities of practice provide an 
example where the social nature of knowledge and the sharing of tacit and implicit 
knowledge are actively encouraged. Explicit knowledge has many of the characteristics 
of information and therefore is best managed using the available technologies and tools 
that have been developed to manage information. In order for information to be used as a 
resource, attention needs to be paid to the design and structure of information. 
The focus of information architecture has also recently shifted from the prevIous 
overemphasis of technology to the design and structure of information. Information 
retrieval systems are an example of the type of information architecture that uses the 
structure of information resources to assist users to find what they are looking for. 
Metadata records and subject-based indexes are examples of information retrieval 
techniques used to organise information. Previous examples of metadata systems that 











include the Dublin Core system. However the main shortcomings of the Dublin Core are 
that different versions are difficult to merge and that not all the fields specified are 
applicable to each information resource. At this stage, the researcher questioned if 
alternatives exist to the Dublin Core and other traditional metadata and subject-based 
indexing systems that would be able to address the shortcomings and which would be 
able to better represent explicit knowledge as it is understood by humans. 
As was mentioned in chapter 1.6 and 1.8.4 the exploratory and inductive nature of the 
research lead to additional questions arising as the research progressed. The first related 
to the problems encountered with traditional information retrieval techniques, especially 
in heterogeneous collections. Given the expansion in the capabilities of information 
technology, the question thus arose whether other technologies or tools existed that 
would improve traditional information retrieval techniques? This investigation led to the 
identification of topic maps as a relatively new technological application that shows great 
promise for addressing the concerns of traditional metadata systems and subject-based 
indexing. Further investigation into topic maps led the researcher to consider the 
possibilities of topic maps in the knowledge management framework based on her 
understanding of knowledge management. Understanding the different features of topic 
maps also raised the question if topic maps could be used to clearly explicate the 
relationship between knowledge management and information architecture. The 
conceptual model represented in Figure 2 is a visual representation of the culmination of 
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In this expanded model it is shown how topic maps can addrcss thc problems associated 
\\ith traditional mctadata and subjcct indexing. Topic maps. by making innovative usc 01' 
tcchnology. enable the crcator of the topic map to capture all rclcvant information as wcll 
as mcrge dil'lCrent topic maps. This is enhanced Ccature is madc possible by the flexibility 
or the undcrlying technology relating to the record that is created ror each relevant piecc 
of information. This is accomplished by creating topic names and associations 
indepcndcntly or occurrences. Thc result is that the focus of topic maps is Oil tlie 
information or cxplicit knowlcdge depicted. while traditional mctadata and subject 
indcxcs focus on the specilic information rcsourccs that might rerer to a topic. 
1'!'Om the above discussion it is clear that topic maps. by means of their sophisticated 
technology. havc the potential to improve traditional information retricval techniques. 
They arc particularly suited to assist with the design of an inrormation architecture that 
\\ould make heterogeneous collections more accessible and for merging or metadata 











The researcher thus suggests that topic maps could fi'uitfully be used as an infixmation 
architecture tool because it filCilitates the finding of information. by providing the ability 
to group related items and by mapping the possible linkages to other related information. 
The depth of information recorded in a topic map further also makes it an ideal tool for 
knowledge management applications. Different knowledge t1\)\\S can be recorded and the 
dynamic nature of explicit knO\vledge can also be captured through detailed associations 
and multiple levels of information about the same topic or information resource. In this 
\\ay topic maps can be seen as providing a direct link between all the filccls of knowledge 
management and information architecture. Topic maps enable both 1ields to develop their 
o\\n agendas. \\hile at the same time assisting both disciplines. Topic maps provide a 
particularly skilful usc of technology that can bridge the gap bet\\een knowledge 
management and information architecture by making explicit knO\vledge more accessible 
and by depict i ng the complex knowledge flows that result fi'om the soc ia I nat ure 0 I' 
knowledge. Topic maps not only address all aspects or knO\\ledge (i.e. the entire 
continuum). but also link the manifestations of knowledge to the information resources 
that supports the knowledge. It is thus clear that topic maps hold substantive potential tiJr 
the field of kl1lmledge management and that they can etTectively be used to clearly 
explicate the relationship between knowledge management and information architecture. 
The conceptual model as outlined above and depicted In Figure I clearly indicates the 
intrinsic relation that exists between knO\\ledge management and inrormation 
architecture. It was further seen that topic maps. although not an essential or fundamental 
clement of this relationship. has the potential (by addressing the requirements of both 
tields) to play an important role as a tool that that can improve the runctionality of both 
knowledge management and inllJl"lllation architecture. Topic maps further also depict the 
relationship bet\\een the t\yO concepts more explicitly by creating a shorter and more 
direct visual link between knowledge management and information architecture. These 
features arc discussed above and graphically depicted in I-igure 2. 
The researcher therefore suggests that the goal and objective of this research project to 











management and information arch itecture has been accomp I ished by the conceptua I 
models as represented and discussed above. 
6.4 Suggestions for further research 
Chapter I.S.7 described the role that conceptual models can pia) in the development of 
new theories in an area of research. Certain requirements for the development of rigorous 
conceptual models were also identified. Firstly. a conceptual model should speci fy the 
essential components and the relationships between them. This \\as achieved in the 
conceptual model presented above. The next step suggested by Engelbart (1962) is to 
specify how changes in the components or in the relationships bet\\een them. would 
influence the conceptual model. This step is beyond the scope of this research. but the 
researcher suggests that a study of the potential impact of changes in the components or 
their relationships be the focus of future research. For example. ho\\ docs the increased 
focus on social epistemology in knowledge management afrcct the perceived role of 
information architecture in organisations? 
One of the areas highlighted in chapter 2 is the social nature of knowledge and the 
dynamics that this feature adds to the process of managing knowledge. LJnfortunately. 
th i s dissertation focused more on the in format ion resources that su ppmt the development 
of knowledge \vithin individuals or groups than on h(m those people \\ould interact with 
information to create knowledge. Topic maps aim to represcnt information in \\ays that 
more closely resemble the way humans understand and link di fferent concepts. A 
possible area for research would be to investigate how difrcrent representations assist 
users to make sense of new information or to draw new conclusions lI'om knO\vn sources. 
Although the emphasis of this research project was on the relationship between 
knowledge management and information architecture. it further also exposed the value of 
topic maps as a tool that could benefit both fields. !!o'Vever. very little is written abo(lt 
the application of topic maps in these disciplines. h)l" this reason the researcher suggests 











• The transferability of topic maps. Although topic maps can be transferred between 
collections. the question is whether they ultimately add value for different user 
groups and if the understanding of the associations between topics can be 
transferred. For example. a potential area of research \\ould be to investigate if 
different communities of practice could understand one other's topic maps in the 
same field of interest. 
• The practical implementation of topic maps at South AJI'ican Academic libraries. 
The suggested focus would be on the knowledge sharing features of topic maps 
and what specific features arc required for a topic map to be successfully 
transferred lI'om one collection to the other. This investigation could also link to 
the question of how topic maps could support knowledge management in an 
academic library environment. 
Topic maps also raise other philosophical questions. For example. what knowledge is 
universally true in all circumstanccs? Moreover. on a practical level: how onen docs 
knowledge change and need to be updated? The first question is important because it 
addresses the fundamental positive assumptions about topic maps. I f knowledge is 
completely situation specific. as some authors believe. then topic maps \\ould have vel:y 
little usc. Although topic maps arc not limited in the amount of information they can 
encapsulate. creating a topic map that includes all kno\\n and possible known 
information would be very difficult. This leads to another philosophical question: is it 
possible to map all knowledge/information. f(Jr the world or even for a given field of 
interest'! It is unlikely that one person would be able to do so. Ilowever. this creates 
opportunities for communities of practice in diffCrent fields to collaborate and expand the 
sharing of knowledge. 
The next question is. whether all knowledge/information should be mapped'! Would this 
mean a return to the days of trying to codi fy all knowledge'! As \\as discussed in chapter 











elTectiveness or knO\\ledge management initiatives. An assumption is that sOllle areas 
would be easier to Illap than others. for example geography vs. religion. 
The above brief discussion of questions relating to topic maps and their role in the world 
has highlighted some topics that can be explored in further research. The theory of topic 
maps is ver) interesting and it provides the possibility for a multitude of interesting 
projects. As \\ith other technologies that came bcl'ore it. topic maps should not be seen as 
a panacea. but should be used in its fullest capacity in the areas where it can add value. 
Testing the abilities and functionality of topic maps in the real world will also indicate if 
the theoretical possibilities embedded in topic maps. can be translated into tangible 
organisational benefits. 
6.5 Conclusion 
As mentioned in Chapter I. this research project follO\\ed an exploratory. inductive 
research model that utilised an adapted grounded theory approach to analyse the concepts 
and themes that \vere derived fhml an analysis of the literature in the field. The structure 
of the dissertation thus reflects the iterative approach adopted. The various concepts and 
categories that evolved during the entire process were finally synthesised into the two 
conceptual models. During this process the researcher has attempted to answer the 
research questions (cf. chapter 1.6.) in an integrated way. 
The researcher would finally like to conclude the dissertation by providing a concise. 
synthesised overview of how the dissertation has addressed these research questions 
The primary research question asked 
• What is the relationship between knowledge management and information 
architecture? 
This was answered by identifying the positive role that inforll1ation architecture plays in 
enhancing the retrieval of inforll1ation/explicit knowledge by creating logical structures 











categorization or explicit knowledge. inrormation architecture supports access to the 
knowledge continuum. an important focus or knowledge management. 
The secondary question asked 
• I hm can this relationship be clearly conceptualised'! 
This question was addressed by the conceptual models that \\ere presented in (d. and 
graphically depicted by using topic mapping techniques in Figures I an2. 
The inductive process exposed the usc of' topic maps as an enabling technique and this 
led to the copceptualisation or subsequent research questions. The lirst question that 
arose rrom the ongoing investigation asked 
• What technologies or tools exist that \yould Improve traditional inrormation 
retrieval techniques? 
This \\ as answered through the discussion or the relative advantages that topic maps have 
as a metadata and subject-indexing tool. This relates especially to the ability or topic 
maps to accurately name concepts. rellect the complexity of' the relationships between 
concepts and to record the necessary inl<'mnation about the resources that relCr to the 
concepts. The ways in which topic maps record inl<'mnation also make them translCrable 
bet\\een collections and easier to merge. This is a great improvement on previous 
metadata capabi I it ies. 
Ilmvevcr. topic maps do not only improve inl(lrInation architecture techniques but they 
also hold potential 1<')1' the field of' knowledge management. This is embodied both 
indirectly through the improved access to explicit knowledge and directly through the 
ability to map knowledge Ilows. They rurther also have the potential to assist learning in 
organisations by providing a better understanding or the various areas or knowledge by 
means or their explicit mapping of' the lields or knowledge and their relationships. This 
clearly also ans\\ered the question 
• What potential clo topic maps hold 1<.)1' the liekl or kl1lmledge management? 











• Can topic mars be lIsed to clearly explicate the relationship bet\\een knowledge 
management and information architecture'! 
The linal conceptual model shows that topic maps can be used to directly link 
information architecture and knowledge management. 
It is suggested that while this dissertation has clearly shO\\I1 that topic maps have the 
potential to enhance the supporting role of information architecture to knowledge 
management many of the shortcomings inherent in traditional systems remain despite the 
alternatives provided by topic maps. One of the stumbling blocks is the amount or 
knowledge human beings possess. the multitude of ways they express it and the unlimited 
language possibilities that can be used to describe and convey \\hat they kno\\'. llaving 
said that. the researcher is still of the opinion that topic maps can l~lCilitate the process or 
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