Abstract. We study pseudodifferential equations and Riesz kernels attached to certain quadratic forms over p-adic fields. We attach to an elliptic quadratic form of dimension two or four a family of distributions depending on a complex parameter, the Riesz kernels, and show that these distributions form an Abelian group under convolution. This result implies the existence of fundamental solutions for certain pseudodifferential equations like in the classical case.
Introduction
This paper aims to study Riesz kernels and pseudodifferential equations attached to quadratic forms over p-adic fields. The Riesz kernels are naturally connected with several types of (pseudo) differential equations in the Archimedean setting, see e.g. [3] , [9] , [11] , [12] , and non Archimedean one, see e.g. [1] , [8] , [17] , [18] , [19] , [21] . In particular, in the non Archimedean setting, Riesz kernels attach to 'polynomials of degree one' has been used to solve pseudodifferential equations [1] , [8] , [21] . Our initial motivation was to extend these results to the case of polynomials of higher degree to obtain p-adic analogs of the results of [3] , [12] . To present our results consider the diagonal quadratic form f (ξ) = a 1 ξ 2 1 + . . . + a n ξ 2 n , the local zeta function attached to f is the distribution defined by
These distributions, called local zeta functions, were introduced in the 50's by I. Gel'fand and A. Weil, see [4] , [5] . A Riesz kernel is a local zeta function multiplied by a suitable gamma factor. In the cases in which n = 2, 4 and the quadratic form is elliptic, we show that the Riesz kernels, considered as distributions on certain p-adic Lizorkin spaces, form an Abelian group under the operation of convolution, see Theorem 2 and Remark 2. The proof of this fact depends on a theorem of Rallis-Schiffmann that asserts that the distributions of type |f | s p satisfy certain functional equations, see [10] , also [7] , [13] , [14] , [15] . In order to use this result we compute all the gamma factors that appear in the functional equation for p-adic quadratic forms of type a 1 ξ 2 1 +a 2 ξ 2 2 +· · ·+a n ξ 2 n , see Theorem 1. As consequence, we obtain fundamental solutions for certain pseudodifferential equations, see Theorem 3 an Remark 3. The fundamental solutions presented here are 'classical solutions', see Definition 3, while those present in [8] and [24] - [26] are 'weak solutions'. We also obtain the existence of a pseudodifferential operator f (∂, 1), acting on a space of Lizorkin distributions, and a gamma factor A(s) such that f (∂, 1) |f | s+1 p = A(s) |f | s p , where f is an elliptic quadratic form of dimension 2 or 4, see Theorem 3 and Remark 3. This is a non Archimedean pseudodifferential (particular) version of a celebrated result of Sato-Bernstein, see [13] , [5] , [26, Section 6.1.2] . Thus, a natural problem is to study the existence of pseudodifferential Sato-Bernstein operators, and the corresponding functions, in the setting p-adic prehomogeneous vector spaces, this problem was posed in [26, Section 6.1.2]. Finally, the results obtained here can be applied to study other types of pseudodifferential equations, these results will appear in a separate article elsewhere.
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Preliminaries
In this section we fix the notation and collect some basic results on p-adic analysis that we will use through the article. For a detailed exposition on p-adic analysis the reader may consult [1] , [19] , [21] .
2.1. The field of p-adic numbers. Along this article p will denote a prime number different from 2. The field of p−adic numbers Q p is defined as the completion of the field of rational numbers Q with respect to the p−adic norm | · | p , which is defined as
where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) := +∞, is called the p−adic order of x. We extend the p−adic norm to Q n p by taking
We define ord(x) = min 1≤i≤n {ord(x i )}, then ||x|| p = p −ord(x) . Any p−adic number x = 0 has a unique expansion x = p ord(x) ∞ j=0 x i p j , where x j ∈ {0, 1, 2, . . . , p − 1} and x 0 = 0. By using this expansion, we define the fractional part of x ∈ Q p , denoted {x} p , as the rational number
For γ ∈ Z, denote by B n γ (a) = {x ∈ Q n p : ||x − a|| p ≤ p γ } the ball of radius p γ with center at a = (a 1 , . . . , a n ) ∈ Q n p , and take 
A function ϕ : Q 
where d n x is the Haar measure on Q n p normalized by the condition vol(B n 0 ) = 1. The Fourier transform is a linear isomorphism from S(Q n p ) onto itself satisfying (F (F ϕ))(ξ) = ϕ(−ξ). We will also use the notation F x→ξ ϕ and ϕ for the Fourier transform of ϕ.
Operations on Distributions. Let Ω denote the characteristic function of the interval
if the limit exists for all ϕ ∈ S Q n p . We recall that if f * g exists, then g * f exists and f * g = g * f , see e.g. [21, Section VII.1]. In the case in which
if the limit exists for all ϕ ∈ S Q n p . We recall that the existence of the product f ·g is equivalent to the existence of
The following result will be used later on.
and the distribution is induced by the pointwise product f (x) g (x).
The Hilbert
The Hilbert symbol possesses the following properties (see e.g. Theorem 3.3.1 [6] ):
where a 0 ∈ Z, with a ≡ a 0 mod Z p , and a 0 p is the Legendre symbol.
2 is a finite group with four elements. We fix {1, ǫ, p, ǫp} to be a set of representatives, here ǫ is unit which is not square.
It is clear that (a, b) p does not change when a and b are multiplied by squares, thus the Hilbert symbol gives rise a map from
For a fixed β ∈ Q × p , π β (t) = (β, t) p defines a multiplicative character on Q × p , the multiplicatively of π β follows from property (2.3).
be a quadratic form. A such quadratic form is characterized by three invariants: (i) the dimension n; 
Proof. Take ϕ(x) to be the characteristic function of Z p and u ∈ Z × p , by (2.6)
In the case up with u ∈ Z × p , by applying (2.6) we have
. . , p − 1}. Now by changing variables (x = 2uy) in the previous integral:
where in the last step we used a result of Gauss on quadratic exponential sums, see e.g. [21, p. 55] . Therefore
The next lemma shows the relation between the constant γ and the Hilbert symbol. 2.6. Local zeta functions. For a > 0 and s ∈ C we set a s := e s ln a . Let f (x) be a quadratic form over Q p and π β (t) := (β, t) p , t ∈ Q × p as before. The local function zeta attached to (f, π β ) is the distribution given by
The local zeta functions are defined for arbitrary polynomials and arbitrary multiplicative characters. These objects were introduced in the 60's by A. Weil and since then they have been studied intensively, see e.g. [5] . The local zeta function Z ϕ (s, π β ) is a distribution on S Q We now compute the factors ρ(π β , s) appearing in (2.9).
Functional equations. It is well-known that the Fourier transform of the distribution π β (t)|t|
where ǫ is unit which is not square.
Proof. (i) Take ϕ(t) to be the characteristic function of Z p in (2.9), then
(ii) Note that π ǫ (t) = (−1) ord(t) , see [21, Lemma on p. 130], by taking ϕ(t) to be the characteristic function of Z p in (2.9), we have
xn an , and
Theorem 1 ([10, ). If n ≡ 0 mod 2, then Z ϕ (s) satisfies
Proof. The announced formula is a particular case of formula 2-20 in [10] . We note that our functional equation equals up to a constant to the functional equation in [10] , this is due fact that we used a different normalization for the Haar measure.
Some explicit functional equations.
Corollary 1. Let f (x) be as before. Assume that n ≡ 0 mod 2 and that D * is a square. Then
The announced functional equations follow from the following calculations. (i) Take η = ǫ, then |ǫ|
(ii) Take η = p, pǫ, in this case we have |η|
, with a ∈ Z a quadratic non-residue module p. Then
Proof. In this case n = 4, D = p 2 a 2 , D * = D and γ(f ) = (a, p) p = −1, see Lemma 3 (ii) and (2.4), the functional equation takes the form
Riesz Kernels and Lizorkin Spaces of Second Kind
In this section we introduce a new type of Riesz kernels depending on a complex parameter and a certain quadratic form. The main result of this section establishes that these kernels considered as distributions on a Lizorkin spaces of second kind form an Abelian group under convolution. with a ∈ Z a quadratic non-residue module p. Note that a ∈ Z × p and that f (x) is an elliptic quadratic form, i.e. f (x) = 0 ⇔ x = 0. We call the function
the Riesz kernel attached to f (x).
Lemma 5. Set ϕ to be the characteristic function of the ball
Proof. We consider first the case
By a change of variables Z ϕ (α, f ) = p −2αm Z(α). The result follows from the following formula:
i.e.
In order to show (3.1), it is sufficient to prove the following formula:
This formula can be established as follows.
By a direct calculation one finds:
In the case x 0 / ∈ (p m Z p ) 4 , f does not vanish on the ball x 0 + (p m Z p ) 4 which implies that Z ϕ (α) is a holomorphic function on the whole complex plane. 
Proof. The result follows from Lemma 5 by
From Lemma 6 follows that the distribution K α has simple poles at the points
where δ denotes the Dirac distribution.
where we used (3.2).
Proposition 3. For Re(α) > 0 and ϕ ∈ S Q 4 p , the following formulas hold:
The space Φ is called the p-adic Lizorkin space of test functions of second kind. We equip Ψ and Φ with the topology inherited from S(Q n p ). Note that F : Ψ → Φ is an isomorphism of linear spaces and
denote the topological dual of the space Φ(Q n p ). This is space of the p-adic Lizorkin space of distributions of the second kind.
We define the Fourier transform of distributions J ∈ Φ ′ (Q n p ) and G ∈ Ψ ′ (Q n p ) by
The passage to the limit under the integral sign is justified by the Lebesgue Dominated Convergence Theorem and the inequality e (β−2) ln |f (x)|p − 1 1 − e (β−2) ln p ≤ C ln |f (x)| p ln p for x ∈ supp ϕ ⊂ Q 4 p \ {0} and |β − 2| ≤ 1,
where C = C(p, supp ϕ) is a positive constant.
Definition 2. We define
Lemma 9.
Proof. By using the fact that K 2+α k = K 2 and by Proposition 4 we get
By using ϕ (0) = 0, we have
where m ∈ Z is the exponent of local constancy of ϕ. We now use the fact that f • (x) is an elliptic quadratic form to get 
