Suppose we are given a set of generators for a group G of permutations of a colored set A. The color automorphism problem for G involves finding generators for the subgroup of G which stabilizes the color classes. Testing isomorphism of graphs of valence~t is polynomial-time reducible to the color automorphism problem for groups with small simple sections. The algorithm for the latter problem involves several divide-and-conquer tricks. The problem is solved sequentially on the G-orbits. An orbit is broken into a minimal set of blocks permuted by G. The hypothesis on G guarantees the existence of a 'large' subgroup P which acts as a p-group on the blocks. A similar process is repeated for each coset of P on G. Some results on primitive permutation groups are used to show that the algorithm runs in polynomial time.
Introduction
It is well known that testing isomorphism of graphs is polynomial-time reducible to finding generators for the group, Aut (X) , of automorphisms of a graph X. The latter problem, in turn, is easily reducible to inherently algebraic problems. We are particularly interested in the Color Automorphism Problem: Given a colored set A and generators for a group G of permutations of A; find generators for the subgroup consisting of the color preserving maps.
Computing Aut(X) is a special case: Let G be the group of all permutations of the vertex set V(X) but view G as acting on the set, A, of pairs of vertices; color A with two colors to delimit edges and non-edges of X; then Aut (X) is the color-preserving subgroup. As we shall observe, special instances of graph isomorphism reduce to color automorphism problems in other lThis research was supported in part by National Science Foundation grant SPI-7914927.
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An important breakthrough in this area is the recent work of Babai [2] . He considered vertex colored graphs with bounded color classes and described a polynomial-time coin-tossing algorithm for computing Aut(X). The algorithm uses, in a significant manner, the fact that Aut(X) is contained in a direct product of small groups. Hoffman [8] , soon afterward, described a coin-tossing algorithm which involved a recursive application of Babai's methods. Under favorable circumstances, that is, for semiregular cone graphs, he obtained an n C logn running time. It turned out that Hoffman's technique had an unexpected application, since balanced trees, which form the foundation of regular cone graphs, arise in a natural way in the structure of 2-groups of permutations. This observation was utilized by Furst-Hopcroft-Luks [5] to obtain an n C logn algorithm for trivalent graph isomorphism. Furthermore, the latter paper showed that the substitution of coset enumeration techniques (as implemented, for example, by Sims [12] ) for Babai's coin-tossing methods makes all of the above deterministic. (See also [6] in this volume).
The present paper probes even more deeply into the underlying group theory. Isomorphism testing of graphs of bounded valence is reduced to the color automorphism problem for groups with small simple sections. For this class, some naive (but previously overlooked) divideand-conquer tricks already produce a subexponential (n C logn) algorithm; in fact, it is already a polynomial algorithm in the trivalent case. The key fact is that the divide-andconquer only gets 'hung up' when it is faced with a primitive group. However, we are able to prove that the primitive groups in our class have 'small' (subexponential) order. The trivalent case works so well because the groups therein are 2-groups and primitive 2-groups can only have order 2. Well, more generally, primitive p-groups have order p and this phenomenon is exploited to remove the final obstruction to polynomial time for higher valences. We prove that the general primitive group that occurs can be broken into a polynomial number of cosets of a p-group. The divide-and-conquer resumes with the super-efficient p-group.
We introduce terminology and recall some basic facts and algorithms in section 1. In section 2, we describe the algorithm as it applies to trivalent graphs. Only elementary group theory is required for that case. The extension to graphs of bounded valence is described in section 3. The group-theoretic justification of the procedure is outlined in subsection 3.2. We conclude in section 4 w~th some remarks concerning extensions, other applications, and open problems.
1. Preliminaries
Notations and Background
For a graph X, V(X) denotes the set of vertices, E(X) the set of edges, <v,w> denotes an edge joining vertices v and w; Aut (X) denotes the group of automorphisms of X, Aute(X) the subgroup fixing the edge e.
The group of permutations of an n-element set is denoted by Sn or, if the set requires explication, by Sym (A). A subset G of Sym (A) is said to s tabiIi ze Bc. A if cr (B) = B for a £ G. In some instances we refer to the action of a group G on a set B; that is, we suppose only that there is a homomorphism G~Sym(B). Such actions arise in this paper when G CSym(A) and either B is a subset of A which is stabilized by G or B is a G-stable Proof: The quotient P!P' is a primitive p-group (acting on the blocks) and so the order of P!p' = the number of blocks = p [7,p.66 
] I
For further background on permutation groups, we refer the reader to [9] or [13] .
If~is a subset of the group G, <~> denotes the subgroup of G generated by~. If H is a subgroup of G then [G:H] denotes the index of H in G. A section of a group G is a homomorphic image of a subgroup~quivalent ly a quotient K!N where K,N are subgroups with N normal in K).
Some basic algorithms
Another paper in this volume [6] Atkinson [1] describes an efficient algorithm for deciding whether a given transitive group G c. Sn is primi tive. For each a;' 1, the algorithm determines the smallest G-block containing {1,a}. This is equivalent to finding the smallest G-invariant equivalence relation containing (l,a). That is, -we insist 1~a and that cr(b)~cr(c) whenever b~c and a is in a given set of generators. One verifies that Atkinson's algorithm, for example, accomplishes this in polynomial time. If, for any a, the block containing {1,a} is a proper subset, G is imprimitive and the procedure returns a G-block system. Repeating the process, as necessary, on the blocks one has an algorithm for Lemma 1.3. Given a set of generators for a subgroup G of Sn and a G-orbit B., one can determine ., in po lynomia l time., a minima t G-b lock system in B.
In our application of the above it will be necessary to determine, as well, the subgroup of G which stabilizes all of the blocks. We call v,v',
In the above example VI and v 2
are not. in which~r(cr) is the restriction of a to X r • Thus, assuming we know Aute(X r ), the determination of Aut e (Xr+1) breaks up into two problems:
Example
To investigate these problems we consider Xr+l" X r • Each vertex in this set is connected to one, two or three vertices in X r • We codify this relationship as follows: Let A denote the collection of all subsets of V-(X r ) of size one, two, or three. Define
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In order to isolate the essential problem, we color the set A with six colors to distinguish the six disjoint regions in The presence of a group action on a set suggests two divide-and-conquer mechanisms: the decomposition of the set into orbits and, in the transitive case, the decomposition of the set into blocks of imprimitivity. Both of these come into play in the algorithm for Problem 1 but they require a generalization of the problem which admits a recursive procedure.
We fix a colored set with n elements. The number and distribution of colors is unimportant. Standard induction arguments show the algorithm requires only polynomial time.
The Bounded Valence Case
The generalization we need of Problem 1 is Problem 2. Given: Generators for a 2-subgroup G of Sym(A) , a G-stable subset B, and (J E Sym(A). Find CB(aG).
The Groups That Arise
We now consider graphs of valence < t where t is, henceforth, fixed. The proced~re of section 2.1 generalizes, reducing the isomorphism problem to a certain color automorphism problem. The only difficulty is in abstracting the crucial properties of the groups. We observe next that a € Aute(X r ) is in the image of n r if and only if-cr stabilizes, for each 0 < s < t-l, the set of fathers of s-tuplets following Problem 3. Here k is fixed. Problem 3. Given a set of generators for a subgroup, G, of Sym(A) where G £ f k and A is a colored set, find a set of generators for the subgroup {a £ G I cr is color preserving}.
The algorithm for Problem 3 uses the divideand-conquer procedures of section 2.2. However, it is not apparent whether these tricks alone guarantee polynomial time (see section 4.5).
Another trick will be introduced. The next two subsections develop the necessary machinery.
Primitive groups in the class f k •
The property we require is that such groups have p-subgroups of 'small' index. We outline the proof of that result here. The group G acts faithfully on N via inner automorphisms and so G is isomorphic to a subgroup of
On the other hand, the fact that Sn contains a transitive subgroup which is a direct product of r nonabelian simple groups (N is transitive since its normal in a primitive group) can be used to show n > Sr. Thus
Recall that the socle of a finite group is the subgroup generated by the minimal normal subgroups and that it is always a direct product of simple groups. In the case of a primitive group, the simple factors of the socle are all isomorphic. In investigating primitive groups in the class f k it is useful to distinguish the cases of nonabelian and abelian socle.
Aut(N)~Aut(T 1 ) wr Sr
('wr' indicates wreath product). But since IGI involves only primes~k, the projection of G on Sr has order~a r where a is a function of k alone. Thus Now the fact that the groups in the trivalent case were 2-groups was essential in the algorithm of section 2.2 (specifically in the decomposition of the set into two blocks of imprimitivity). A similar argument to that of Proposition 2.2 shows that the orders of the groups in the present case involve only primes < t-l. However, at the moment, we require more information (see section 4.4) . To be precise we need to consider the classes of groups defined as follows. 
If a E CP [i.e., y-1a, E P for some y E C] then stop If there exists y E C such that <y-1a"IT> is a p-group [which must be larger than p]
then add y-la, to n and let P = < n> else add -a to C.
procedure
We use the following subroutine:
The algorithm: We build, simultaneously, a set IT of generators for a Sylow p-subgroup P and a complete set C of left coset representatives for G mod P. To start 
I
Let~be the given set of generators for G. We call p-test(a) for all a in~C. Of course, such a call may then result in an increase of C. However, at any point in the construction, P = <II> is a p-group and the elements of . C are pairwise incongruent modulo any Sylow p-subgroup containing P. In particular, there are never more than m elements in C. Thus the process terminates in polynomial time. When it does hal t~C C CP and so CP is closed under left multiplication by~.
Hence CP = G. Also, since <y,P> is not a p-group for any y E C with y:f 1, P is a I Sylow p-subgroup.
If we take the larger of the two constants from Propositions 3.3, 3.5 and use any prime p in the nonabelian socle case we can state Actually, the specific situation with which we deal in the color automorphism algorithm is covered by Proof: Since G acts primitively on the blocks, such a P exists by Corollary 3.6. We can find it, for example, by modifying the algorithm in Proposition 3. 7 so that it. tests whether <y-la ,rr> acts as a p-group on the collection of blocks. The problem is converted to~m C similar problems for cosets of P. We continue with P in a similar manner, except that t to capitalize on Lemma 1.1, we keep the integrity of the blocks B , ••• , B as long as possible. That is, the dIvide andmconquer is applied to the action of P on subcollections of B not on arbitrary subsets of B. If B breaks into proper P-stable subcollections, we solve the problem sequentially on these. If not, we find a minimal P-block system in B. This time such a system will consist of precisely p subco1lect10ns, and the subgroup P' which stabilizes all of the subcollections will have index precisely p. So, in the transitive P case, the problem for P on B breaks into p2 similar problems for P' on subcollections of size IBl/p. Each of these is, at worst, equivalent to~2 similar p,roblems on subcollections of size IBl/p 2 t etc. We continue in this fashion until the subcollection consists of precisely one block, B'. In that case, finally, we are dealing with a set of the form CB,(a'G') with IB'I = IBl/m. In brief, the problem for a transitive G on B is converted to < m C similar problems for P on B and each of these is converted to < m 2 similar problems on a set of size IBl/m.-The results of sections 1.2 and 3.3 indicate that the cost of each reduction is bounded by a polynomial in n.
4. Remarks 4.1. The trivalent algorithm is presented herẽ a manner which clearly justifies the polynomial-time claim and which easily generalizes. However, with somewhat more effort, one can make several ad-hoc modifications which improve the efficiency. At. this writing, our best algorithm for determining whether two connected n-vertex trivalent graphs are isomorphic requires O(n 6 ) steps.
4.2.
The color automorphism problem is a special case of the group intersection problem: Given generators for G,H c. Sym(A) ,find generators for G()H. The procedure described herein shows that this can be done in polynomial time if G E rk and H is the direct product of symmetric groups. However, there is a more general procedure for which H can be an arbitrary group. Once again we generalize the problem in order to allow for recursion:
Let K be a subgroup of the direct ppoduct This leads naturally to a recursive algorithm for computing the isomorphisms between two tournaments. The problem of determining which of the isomorphisms between pairs of such subtournaments extend, can be reduced to a color automorphism problem for Aut(X o ) x Aut(X i ) acting on X o x Xi. However, the group is a solvable group (it has odd order) and the color automorphism problem can be solved in n b log n time (only the abelian socle case appears).
(ii) The author and L. Babai have investigated other classes of graphs to which these techniques apply. For example, isomorphism of (v,k,A)-designs, for bounded A, can be tested in n C log log n time. Note that the case A = 1 corresponds to projective planes and so this generalizes a result of
Miller [10] . The important point to observe about this class is that the number of common neighbors of pairs of points is bounded. This and related results will appear in a forthcoming paper [3] .
4.4. We pointed out that it was necessary to know that the nonabelian simple sections of our groups were bounded as well as that the primes dividing the order were bounded. It should be remarked, then, that if, as widely believed, the current list of simple groups is complete, the latter implies the former.
In [4] Cameron draws conclusions about the orders of primitive groups under the assumption that all simple groups are known. In particu1ah
e gives results about the structure of primitive groups in Sn which are larger than n 10g n; for example, they contain large alternating groups. Thus, there are various hypotheses which can be placed on a class of groups which will avoid the 'large' groups and guarantee a subexponential intersection algorithm. This being the case, the n results of this paper show that the intersection of two permutation groups can be determined in polynomial time whenever one of the groups is solvable. In particular, the naive divide-and conquer tricks of section 2 already yield polynomial algorithms through valence 5. It also means that one of two n log n bottlenecks in the tournament algorithm can be eliminated.
Given Palfy's result, as well as other evidence, we are moved to conjecture that the primitive groups in r k , for fixed k, are also po1ynomia11y bounded. Of course, if that is so, then the algorithms of section 2 would suffice in any valence.
4.6. The general problem of locating Sylow p-subgroups is of independent interest. We do not even know whether there is a polynomial-time algorithm for finding an element of order p (for arbitrary p dividing ten. If p is fixed 49 there is such an algorithm. We remark, incidently, that, for fixed p, a Sylow p-subgroup can be found in polynomial time provided only that the numbe~of Sylow p-suhgroups 1's polynomial1y bounded (in gen~ral, this number is smaller than the index of one such subgroup).
