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In this thesis we study a nonequilibrium model that displays interesting
and unusual phenomena. The analysed system consists of multiple probes
locally interacting with driven colloids and trapped in a toroidal geometry.
The e↵ective forces between the probes break the action-reaction principle
and these interactions induce, under particular conditions, stability of a
crystal pattern, in which the probes are equidistant. In this thesis we explore
the thermodynamic limit of such a system. Sending both the number of
probes and the length of the ring to infinity it is possible to analyse how a
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Every physical system can be described in two ways, by a microscopic or
a macroscopic point of view. Let us consider for example a gas in a box.
The physical system that describes the gas consists of an enormous number
of interacting particles. In this sense the system can be described by the
Newton equations: each particle has a defined position and velocity that
depend on time. If we could solve these equations we would have a perfect
knowledge of the evolution of each particle of the gas in time. But this is
obviously not possible as usually, in Physics, systems are too complicated
to be solved by the Newton equations and the single-particle dynamics is
practically unpredictable. On the other hand, macroscopically, a gas can be
described thermodynamically just by its temperature and pressure.
The two di↵erent interpretations of the (gas) system are equivalent, but
their gap is very di cult to fill. And here Statistical Mechanics comes to
our aid.
During the nineteenth century a new theory, a bridge between micro-
scopic and macroscopic worlds, started to rise [5], [19]. One of the most
important concepts of Statistical Mechanics is the definition of two di↵erent
kind of states: the microstate and the macrostate. The former is described
by Newtonian equations’ dynamics, the latter by a small number of state
functions like energy E, temperature T, pressure P and number of particles
N.
Each microstate needs a huge amount of information in order to be
described and in particular there is a very large number of microstates cor-
responding to the same macrostate. The goal of statistical mechanics is
really to examine, instead of a single microstate, an ensemble of microstates
corresponding to a given macrostate.
This is not the only purpose of this new approach. Indeed Statistical Me-
chanics, with respect to thermodynamics, makes more predictions describing
the deviations from the average system’s physical behaviour.
Statistical mechanics was initially created as an equilibrium theory, suit-
able for explaining the emergence of an equilibrium state for a macrostate,
starting from a probabilistic study on microstates. Such equilibrium states
are stationary states, stable in case of small perturbations.
Since the 19th century until now, a huge and powerful equilibrium sta-
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tistical mechanics theory has been developed. In particular, detailed phase
space diagrams, scaling laws and universality of the systems allow us to de-
scribe almost any equilibrium system. The concept of universality is worthy
of attention: equilibrium systems have indeed been proved to be largely
independent on the model’s details. Very di↵erent systems, sharing cer-
tain fundamental symmetries, have the same behaviour in particular critical
conditions.
What happens if the system is not at equilibrium? Thermodynamically
there is a theory that was developed by Onsager for systems close to equilib-
rium [18]. Furthermore, under some assumptions, a non-equilibrium system
can be described as sum of weakly interacting equilibrium subsystems.
The study of nonequilibrium systems is conceptually way more di cult.
Indeed, in addition to the study of stationary fluctuations, in this case we
are also interested in the dynamics of the system which evolves in time.
Formally, for an equilibrium system, the distribution of the system’s observ-
ables can be described by random variables. Instead, out of equilibrium,
because of the instability of the system over time, stochastic processes are
needed.
A stochastic process is therefore a very important tool in non-equilibrium
statistical processes and an important part of the present day research is
committed to analysing stochastic processes that are physically relevant.
As we said before, statistical mechanics has been proven to be successful
at describing physical systems at thermodynamic equilibrium. But since
most natural phenomena occur in nonequilibrium conditions, the present
challenge is to find physical approaches for such conditions. Nonequilibrium
statistical mechanics indeed does not exist as a systematic physical theory.
The present day work is mainly focused on the study of specific models.
The analysis and collection of nonequilibrium models is a starting point in
order to reach the ultimate goal: the construction of a full nonequilibrium
statistical mechanics theory.
The application field of nonequilibrium physics is huge. Ecological and
biological systems, optimal transportation network, complex networks dy-
namics and environmental science are based on nonequilibrium.
In particular, understanding the origin, maintenance and loss of biodiver-
sity in ecological systems is a goal of the highest scientific priority given the
rapidity of global biodiversity loss. Ecological communities exhibit perva-
sive patterns and relationships between size, abundance and the availability
of resources [13]. And nonequilibrium statistical mechanics is the natural
candidate to develop a unified framework for understanding the distribution
of organism sizes, their energy use, and spatial distribution.
Bacterial suspensions, flocks of birds and swarms of insects, for instance,
are self-propelled and interacting systems that, under proper conditions,
display collective motion, aggregation and patterning. If one neglects the
details of these systems, each individual can be described as a particle that
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burns internal energy to move in the environment. Hence these systems are
intrinsically out of equilibrium.
Their statistical properties such as the aggregation phenomena and dy-
namical patterning that occurs as a result of spatial confinement and the
mechanisms of communication between individuals have to be studied by
considering the non-equilibrium properties of such systems.
Pattern formation in particular is one of the most surprising aspects
of nonequilibrium systems [17], [4], [3]. The complex patterns that appear
everywhere in nature have been cause for wonder and fascination throughout
human history [16]. People have always admired the elegance of the even
simplest living systems.
The growing understanding of the physics of pattern formation has led to
possibly speculate about a more general science of complexity, and to pose
deep questions about our ability to predict and control natural phenomena.
The beauty of nature that surrounds us is based on equally beautiful
mathematical equations that perfectly explain the emergence of so many
surprising behaviours in all living systems. And this is what this thesis
tries, at least partially, to deal with.
The purpose of this thesis is to analyse a particular nonequilibrium sys-
tem characterized by the emergence of a crystal pattern formation. The
work is based on a series of articles written by Christian Maes and Karel
Netočny ([11],[12]) and tries to further develop the arguments of such pa-
pers. In particular the thesis is organized as follows. In the first chapter
some theoretical notions about di↵usion of particles subject to forces are
introduced. In chapter 2 we explain the model of the system and start
to analyse the features of the dynamics by computing the driving induced
forces on the probes. In chapters 3, 4 and 5 the relaxation to a crystal pat-
tern emerges and we study the stability of such a configuration. In the last
chapter, finally, we analyse the thermodynamic limit of the system.
I would like to thank Professor Christian Maes for his constant guidance
and endless supply of fascinating ideas for my research. I am most grateful
for his constant and supportive supervision.
Thanks to his contagious curiosity and invaluable advice the work on my
thesis turned into a really challenging opportunity.
I am also thankful to the KU Leuven Theoretical Physics department
for its warm hospitality and support.
Finally, I would like to thank Professor Marco Baiesi for the suggestions




In this first chapter we want to introduce the theoretical framework in which
this thesis work is inserted.
In particular the features of a di↵using particle subject to external forces
will be analysed.
1.1 Fokker-Planck equation
Let us start by considering a particle moving on a uniform one-dimensional
lattice (xi = i · l, tn = n · ✏) and satisfying the Markovian property, meaning
that the probability Wi (tn+1) of being at the position labelled by i at the
time-step tn+1 depends only on the state at tn, that is on the probabilities




Wij (tn) Wj (tn) (1.1)
Allowing jumps of any size in R, (1.1) becomes:
W (x, tn+1) =
Z +1
 1
dz W (x, tn+1 | x   z, tn) W (x   z, tn) (1.2)
The integrand is the probability of the particle being in [x z, x z+dx]
at time tn and making a jump of size z to reach [x, x + dx] at time tn+1.
By summing over all possible jump sizes we compute the total probability
of the particle being near the arrival position. If we require jumps to be
independent of each other then the jump probabilities W (x, tn+1 | x   z, tn)
depend only on the jump size z. Assuming an isolate system, as the particle
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cannot escape, probability is conserved:
Z
R






























where in (a) we used the independent increments property (ȳ is a arbitrary
constant). Comparing the first and last lines leads to:
Z
R
dzW (y + z, tn+1 | y, tn) = 1 (1.3)
Intuitively, if the particle cannot disappear, it must make a jump. For
simplicity we denote
W (y + z, tn+1|y, tn) ⌘ W (+z|y, tn) (1.4)
Starting from (1.2) and taking the continuum limit in time we can find a
general di↵usion equation. We start by constructing the di↵erence quotient:
W (x, tn+1)   W (x, tn) =
Z
R




dzW (+z | x   z, tn) W (x   z, tn)  
Z




dz[W (+z | x   z, tn) W (x   z, tn)| {z }
Fz(x z)
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where Fz(x) is the probability of a jump of size z from the position x.
So at the end:








(µk (x, tn) W (x, tn)) (1.6)






W (+z|x, t) (1.7)
And consequently
















Letting tn+1   tn = ✏, in the limit ✏ ! 0 the left side will be Ẇ (x, t).









the first two moments become:
µ1 = 0 µ2 = 2D✏ (1.9)
And the variance
Var(z) = µ2   µ21 = 2D✏ (1.10)
However, for a particle subject to a force we would expect to have a preferred
jump direction, leading to a constant velocity motion in the direction of the




z W (+z|x, t) / ✏ f(x) (1.11)
We want to fix the variance to be proportional to ✏, as it is expected in a
di↵usion process.
An appropriate choice for such a distribution is given by:








with F, D̂ : R ! R functions, satisfying certain conditions, and with a
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where in (a) we changed variables:
y =




✏D̂(x, t) dy (1.14)
Then we compute the first moment:














dy(✏f(x, t) + y
q















So, in order to have the right normalization and the desired hzi we need:
⇢ R
R dyF (y) = 1R
R dyyF (y) = 0















R dy(✏f(x, t) + y
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And so the variance becomes:







which is proportional to ✏ as desired. For notational simplicity, we introduce







⌘ 2D(x, t)✏ ) µ2(x, t) = ✏2f2 + 2D(x, t) (1.17)
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dy(✏f(x, t) + y
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Substituting (1.12) in (1.8), we get














































f(x, t)W (x, t)   @
@x
(D(x, t)W (x, t))
 
(1.19)
and describes the di↵usion process in the presence of a force f(x, t) and a
di↵usion parameter D(x, t).
Note that, in absence of forces and with a constant di↵usion coe cient,
from (1.19) we get the di↵usion equation:
@
@t




W (x, t) (1.20)
Fokker-Planck equation (1.19) can be seen also as a Master equation






j(x, t) = 0, j(x, t) = f(x, t)W (x, t)   @
@x
(D(x, t)W (x, t))
(1.21)
and in particular stationarity implies that
@
@x
j(x, t) = 0. (1.22)
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1.2 Langevin equation
The Fokker-Planck equation involves probability distributions, meaning that
it describes the behaviour of ensembles of trajectories at once. However, we
can find an equivalent description by focusing on a single path. We start
with a Wiener process, that is a stochastic process with independent and
gaussian increments and continuous paths. Considering a time discretization
{ti}, the evolution of a single trajectory is described by:
x (ti+1) = x (ti) +  x (ti) (1.23)

















)  B =  xp
2D
(1.25)
































=  ti. So, in a sense, it is the ”standard” Brow-
nian path, and any specific Brownian motion can be obtained by rescaling
it.
Substituting in (1.23) and rearranging we get:
x (ti+1)   x (ti) =
p
2D  B (ti) (1.28)
Now we would like to have a time derivative in the left side, in order to
obtain a stochastic di↵erential equation for paths. In order to do this, we
first extract a  ti factor from  B (ti) by performing another change of
variables:
 B (ti) ⌘  ti⇠ (ti) (1.29)
1.2. LANGEVIN EQUATION 11
so that  xi =
p
2D  ti⇠i, and all the randomness is now contained in





























⇠i ⌘ ⇠ (ti)
Substituting back in (1.28) and dividing by  ti leads to:




2D ⇠ (ti) (1.30)
And by taking the continuum limit  ti ! 0 we get the Langevin equation




We can see ⇠(t) as a highly irregular, quickly varying function, which, in a
certain sense, expresses the result of Brownian collisions at a certain instant.











meaning that the values of ⇠(t) at di↵erent instants are completely inde-
pendent. Brownian paths are not di↵erentiable, so ẋ(t) does not exist and
(1.31) is just a formal equation, with a definite meaning only in a given
discretization. In particular, as ⇠(t) is a random variable, eq. (1.31) is an
example of a stochastic di↵erential equation.
We can rewrite (1.31) in a more rigorous form by ”multiplying by dt”,
i.e. performing the change of variables (1.29), which, in the continuum limit,
is dB = ⇠dt, leading to:
dx(t) =
p









Equations (1.31) and (1.33) can be generalized to the presence of external
forces. This just results in adding a constant velocity motion to the particle,
leading to the full Langevin equation:
ẋ(t) = f(x, t) +
p
2D(x, t) ⇠(t)
dx(t) = f(x, t)dt +
p








Consider a particle of mass m immersed in a fluid, with a radius a that
is much larger than the surrounding molecules. The forces acting on it
will be that of viscous friction   ṙ, eventual external forces F ext and a
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rapidly varying and random term F noise , encompassing the e↵ect of the
large number of collisions with the smaller fluid particles:
mr̈(t) =   ṙ + F ext + F noise(t) (1.35)
Dividing both sides by   :
m
 








is much smaller than the timescale we are interested in, we can





















Figure 2.1: Passive probes sus-
pended in a driven colloidal
fluid. The big grey particles
are the probes, the arrowed
green particles are the driven
colloids and the small blue
particles represent the thermal
environment.
The analysed model consists of a ring in
which passive probes are suspended in a
driven colloidal fluid. The red arrows in
figure 2.1 indicate the fact that the colloids
are driven by a rotational force ". The ther-
mal environment is then represented by the
many smaller (blue) particles.
For a system of N probes, their coordi-
nates are defined by x↵ where ↵ goes from 1
to N. The colloids are instead modeled via
independent particles, have generic coordi-
nate ⌘ and are subject to thermal noise.
In particular, for the colloids, an average
density ⇢0 can be defined such that the
number of colloids is ⇢0L, where L is the
length of the ring.
The only interaction considered in such
a model is a local interaction between
probes and colloids which interact through
a local potential u(x↵ ⌘) such that u(z) =
u( z) and u(z) = 0 for |z| >  . Therefore
  is the range of the interaction.
The starting point for such an analysis is the study of the colloids’ dy-
namics. The colloidal fluid is driven and subject to thermal noise. Thus it












where U(x, ⌘) =
P
↵
u(x↵   ⌘), "   0 is the constant driving force and ⇣ is
the fixed friction parameter.
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Due to the local interaction u(x↵   ⌘) the mean force on the ↵-th probe






0(x↵   ⌘)⇢x(⌘)d⌘ (2.2)
where the classical definition of the force averaged on the colloid density
⇢x(⌘) has been used.
In particular
u







In order to compute eq. (2.2) the stationary colloidal density is needed and
that will be done in section 2.1.





















that describes the colloidal density and from which the current j(⌘) of the






j(⌘) = 0 (2.5)





































x(⌘) = 0 as obvi-
ously the density has an L-periodicity where L is the length of the ring.
2.1 Stationary density of the driven colloidal fluid



































" (⌘0   ⌘)o for "   0
 " (⌘   ⌘0)o for "  0 (2.11)








0   ⌘ if ⌘0 > ⌘
L   (⌘   ⌘0) if ⌘0 < ⌘ (2.12)
























Here is the proof that (2.8) is the correct stationary colloidal density.



































































(e  "L   1) (2.16)
This means that the expression inside the square brackets in (2.14) does not
depend on ⌘ and therefore equation 2.14 is satisfied.
It is also possible to find some useful identities for the current.
Dividing equation (2.6) by ⇢x and integrating it in ⌘ around the ring the



































A consequence of the Cauchy-Schwarz inequality, Titu’s lemma, can now













































Imagine now to divide the length L of the ring in n segments. For each of
these segments (labeled with index i) consider ui = 1 and vi = ⇢xi(⌘) where
⇢xi(⌘) is the colloidal density in the mid point of segment i.

































































It is possible also to express the stationary current in function of the

















L(1   e  "L)⌦(x) (2.27)
2.1. STATIONARY DENSITY 17















1 +   (x↵   ⌘)
⇤
(2.29)
where   (z) = e  u(z)   1.
The probes of the system are considered isolated, in the sense that |x↵  
x  |   2 . This imposes an upper bound on the average density of probes
N
L
 (2 ) 1. Making this assumption, the colloidal particle of coordinate ⌘










 (x↵   ⌘) (2.30)














It is possible now to use this in order to find a more explicit expression of
the modified normalization function Z(x).
First of all a new length scale emerges in the system. Indeed ld = ( ") 1
is a length scale associated with the driving and it represents the typical
distance on which the dissipation as measured via the entropy flux (see [9])
to the thermal bath becomes relevant.
In particular when ld >> L the colloidal medium is (globally) close to
equilibrium, but increasing the ring size L the colloidal fluid is driven further
from equilibrium. In order to understand which is the most interesting
regime to study, there are three di↵erent length scales to analyse (L, ld and
the interaction range  ) and the interplay between them is crucial.
Just by looking at equation (2.2) it is clear that the detailed structure
of the forces depends on how the probes modify the stationary colloidal
density ⇢x(⌘). Under equilibrium conditions (" = 0) this modification is
just local (on the scale  ). Thus, for N isolated probes (|x↵   x  |   2 ), the
absence of the driving force makes the colloidal density almost homogenous,
with N bubbles around the positions of the probes. Since these bubbles are
symmetric and their supports do not intersect, under equilibrium all the
forces on the probes vanish.
Instead, for driven colloids (" > 0), the symmetry around the probes of
the colloidal density bubbles breaks down.
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As long as the entropy flux for a colloid moving along the ring is small
(ld >> L) the medium is close to equilibrium and again there will be van-
ishing forces on the probes.
Also when the regime is too far from equilibrium, in the sense that
the colloidal fluid is also locally strongly driven (ld <<  ), again the non-
equilibrium density bubbles become local (see [11]).
The globally strong but locally not so strong non-equilibrium regime
(2  < ld << L) will be then the most interesting one and the one analysed
in this thesis.
In this nonequilibrium regime terms of order O(e  "L) can be neglected





























The biggest problem of such an expression is the presence of the term (⌘0 ⌘)o
that needs to be treated carefully, reminding 2.12. The periodicity of the
configuration allows to choose as extrema of the second integral ⌘ and ⌘+L.
In this way (⌘0   ⌘)o = ⌘0   ⌘.
From the multiplication of the square brackets of (2.32) four di↵erent














+(x↵   ⌘)  (x    ⌘0)
#
(2.33)


































where in the last equality e  "L was neglected, according to the globally
strong driving regime.
The second and the third one are similar. In particular, reminding the
interaction range   and using that for the extrema of integration, the sum
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+(z)  (z0 + x↵   x )e  "(z
0 z) (2.36)
where z0 = ⌘0   x↵ and z = ⌘   x↵.
At the end, considering also the factor  ✏
L





























The contribution ↵ =   of the last term together with the second and third

























Now there are the contributions of the last term with ↵ 6=   left. Each term











+(z)  (z0 + x↵   x )e  "(z
0 z) (2.39)
where the fact that (z0 z)o = z0 z is assured by the extrema of the integral
in dz0.












The upper extreme of the integral and the last exponent come from the
condition z0 > z.
The fact that min( z + (x    x↵)o) =   and that   (y) 6= 0 only for
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where






At the end the modified normalization function can be written as










Considering now the solution (2.8) of the colloidal density, it is possible
to analyse the integral in ⌘0. In particular the only factor of (2.9) that


































































































The stationary colloidal density in the strong driving regime (so neglecting
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Anyway in the globally strong but locally weak driving regime, in which
 "  << 1 <<  "L, the "-dependence of the form factors is negligible and


















The force on the ↵-th probe can now be calculated using equation (2.2)
and substituting in it the computed stationary colloidal density (2.49). In





































































  "(x  ⌘) +  (x    ⌘)e  "(x  ⌘) "
 
d⌘
In particular the derivative of  (x    ⌘) is
@
@⌘
 (x    ⌘) =  
@
@z

























Let us analyse the contribution of the term with   = ↵. This will be the








The contributions with   6= ↵ provide instead the interaction component.
Set z = ⌘   x↵ and z0 = ⌘0   x↵ let us study the case   6= ↵.





























The first term inside the sum is 0 because of the probes’ isolation con-
dition.
For the second term instead the same reasoning of equation (2.41) can














































At the end the complete expression for the mean force on the ↵-th probe
in the globally strong driving regime is
f↵(x) = f






























where in the rightside of the equation is a finite geometric series that can














In the globally strong driving approximation e
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Using geometric series also the modified normalization function (2.44)
for the equidistant configuration can be written as










From eq. (2.63), (2.26) and (2.7) a more explicit expression for the total











Let us now go back to the more general case of equation (2.57). This force
has been computed under some assumptions:
• Non-interacting colloids.
• Probes’ isolation condition: |x↵   x  |   2  8↵ 6=  , where   is the
probe-colloids interaction range.
• Globally strong driving regime: ld ⌘ ( ") 1 << L.
In particular the interaction part is
f
int









The force is of order "2 (due to the presence of jx and ld in the prefactor) and
it is a non-reactive force, in the sense that it violates the action-reaction
principle. In fact each probe is influenced by all the other probes which are
ahead of it on the length scale ld, but not vice versa.
This non reactive force can be both repulsive or attractive, depending on
the sign of B.
We will have a repulsive force if B > 0 and so if B+ and B  have the same
sign. In order to have that is su cient for example to have a probe-colloid
interaction u(z) either completely positive or completely negative. Another
su cient condition is for example that the temperature is large enough such
that B+ and B  become nearly equal (see equation (2.43)).

Chapter 3
Mechanical Stability of the
crystal pattern
Now that the mean force on the probes has been computed, in this chapter
the dynamics of the probes will be analysed. In particular the possibility of
the stability of an equidistant, crystal pattern will be explored. The set of
probes can be considered as an overdamped dynamical system where



























The idea is to consider a small perturbation of the equidistant configuration,
such that the probes’ coordinates can be written as
x↵ = x
⇤
↵ + y↵ (3.4)
Due to the presence of a small perturbation the probes’ dynamics can be
linearized and the force can be rewritten to the first-order as
f↵(x) = f↵(x





where M is the sti↵ness matrix with M↵  =
@f↵(x⇤)
@x 
. Then, from the over-
damped dynamics
f↵(x) =  ẋ↵ =  ẋ
⇤
↵ +  ẏ↵. (3.6)
25
26 CHAPTER 3. CRYSTAL PATTERN STABILITY





and this represents the dynamics of the perturbation.
The system has a trivial translational invariance that reads
f↵(x + z) = f↵(x) (3.8)
Indeed with a simultaneous drift z of all the probes nothing change in the
system.
f↵(x + z) can be rewritten at first-order as






where z  = z.





= 0 =) M↵↵ +
X
  6=↵
M↵  = 0 (3.10)
Since the probes are identical and equidistant, the matrix elements with
↵ 6=   can be written as M↵  = m  ↵. These can be considered as e↵ective
non symmetric spring constants.
Can these spring constants be rewritten in function of parameters that
depend on general features of the system? Let us try to derive a new form



























































































































































0(x↵   ⌘)⇢x(⌘)d⌘ (3.13)
If ↵ 6=   the first term vanishes and because of the probes’ isolation condition
also the second term vanishes.







is derived in an equivalent way of (3.10). In particular for the equidistant




for each probe. This means that, for the equidistant configuration, also the
last term in the expression for M↵  vanishes.
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Consequently, the expression of the matrix element for the equidistant con-



























































































































and analogously I+ =  "B+.
Therefore the spring constants for the equidistant configuration are


















  LNld ↵ (3.18)
that, in order to simplify the notation, can just be written as
m↵ = De
 ⇠↵ (3.19)







































(1   e  "L) (3.21)
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Let us go back now to the linearized dynamics of the perturbation and







































In particular on the invariant hypersurface Y = 0 the configuration
y↵ ⌘ 0 is stable for B > 0. In order to prove that Lyapunov functions will
be used.
Let us quickly recall the concept of Lyapunov function within Lyapunov
stability theory [15].
Given a dynamical system
ẋ = f(x, t) x = (x1, ..., xn) 2 Rn (3.25)
and a fixed point x0 such that
f(x0, t) = 0 (3.26)
where f : U ⇥ R+ ! Rn is a continuous function with continuous first
derivatives x.
A scalar function V : U ! R is a Lyapunov function if:
• V (x) > 0 for x 6= x0,
• V (x0) = 0 and
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• rV (x) · f(x) = @
@x1
V (x)f1(x) + ... +
@
@xn
V (x)fn(x)  0
The Lyapunov lemma states that if such a function V exists, the fixed point
x0 is Lyapunov-stable.



































(y↵+    y↵)(y↵+    y↵)
is always  0. Hence ⇤(y) is a Lyapunov function and y ⌘ 0 is Lyapunov-
stable.
Having proved the mechanical stability of the equidistant configuration, in
the next chapter the relaxation of an initial perturbation to such a stationary
configuration will be studied.
Chapter 4
Relaxation to the crystal
pattern




m (y↵+    y↵) (4.1)




The goal of this chapter is to solve (4.1) and see if such an equation leads




y↵ = , if the crystal pattern is e↵ectively reached, the
perturbations from the equidistant configuration are expected to be equal
for all the probes. Indeed, having for all the probes the same deviation from
the equidistant configuration means that the probes are still equidistant. An
equal shift of all the particles of a crystal maintains the equidistance of such
particles in the system (see figure below where each red probe is shifted by
the same green shift).
shift
31
32 CHAPTER 4. RELAXATION TO THE CRYSTAL PATTERN










Let us start by solving directly two simple cases, with 2 and 3 probes
respectively.
4.1 The case with 2 and 3 probes
4.1.1 System of 2 probes
(
 ẏ0 = m1(y1   y0)
 ẏ1 = m1(y0   y1)
where y0 + y1 = 


















































From this y1(t) follows as





Both probes for large times, tend to 2 , as expected.
4.1.2 System of 3 probes




 ẏ0 = m1(y1   y0) + m2(y2   y0)
 ẏ1 = m1(y2   y1) + m2(y0   y1)
 ẏ2 = m1(y0   y2) + m2(y1   y2)
where y0 + y1 + y2 = 
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The system can be reduced to a single second order di↵erential equation of
the form















Finding the homogeneous and particular solutions of the equation at the
























that tends to 3 for t ! 1 and it is trivial to show that also y0 and y2 tend
to 3 .
These two simple examples are in agreement with the idea of equation
(4.2) but obviously this is not enough.
The next section gives a di↵erent and surprising approach to the study
of the dynamics, through the use of a Compound Poisson Process.
4.2 Dynamics as a Compound Poisson Process
The idea is to construct a particular compound poisson process in a way
that can be useful to study the system’s dynamics.
Consider the random variable J having distribution P [J = ↵] = (e⇠  
1) e ⇠↵. The momenta can be computed as























1   e ⇠ =
1 + e ⇠
(1   e ⇠)2
Recalling that, for ↵ 6= 0,
m↵ = De
 ⇠↵ (4.7)





⌦(x⇤) and ⇠ =
 "L
N














e⇠   1 . (4.8)
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P [J = ↵] = (e⇠   1) e ⇠↵ can then be rewritten as
P [J = ↵] = m↵P
 >0 m 
(4.9)
and so the probabilities are proportional to m↵.
The compound Poisson process can then be constructed by taking inde-















e⇠   1 , for some   > 0.
X (t) is then a discrete compound Poisson process, takes values in N =
{0, 1, 2, . . .} and starts from X (0) = 0.
The time-dependent probabilities for such a process to have a particular
values (p↵(t) = P [X (t) = ↵]) satisfy a Master equation. That is because at
rate ⇤ a random variable J is added to the sum. In particular the rates of
the transitions are
k(↵, ↵ +  ) = ⇤P [J =  ] = m / 
for ↵ = 0, . . . , N   1 (mod N) and   = 1, . . . , N   1. Other types of
transitions are forbidden (p↵ ⌘ 0 whenever ↵ < 0).












m  [ p↵     p↵ ].
(4.11)






m  [ p (↵+ )   p ↵ ] , ↵ = 0,  1,  2, . . . (4.12)
It is clear from equation (4.1) that the y↵(t), ↵ = 0,  1,  2, . . . (mod N),





p↵+kN (t) , ↵ = 0, 1, . . . , N   1
= P [X (t) = ↵ mod N ] (4.13)
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The solution to the linearized probe dynamics can then be obtianed via
solving the compound Poisson process X (t).
In particular from standard results on Poisson processes ([10]) we obtain




 ⇤t = e ⇤t = e
  Dt
e⇠ 1 (4.14)
that is just the probability for the Poisson process of not having jumped yet
at time t.

















1   e ⇠ i =
1
1   e ⇠ hN(t)i =
⇤t







and for (4.16) the law of total variance should be used [20]. Such law
states that, if X and Y are random variables on the same probability space,
and the variance of Y is finite, then,
Var(Y ) = E[Var(Y |X)] + Var(E[Y |X])
where E[Z] is the expectation value of Z. So
Var(X (t)) = E[Var(X (t)|N(t))] + Var(E[X (t)|N(t)]) (4.18)
= E[N(t)Var(J )] + Var(N(t)E[J ])
= Var(J )E[N(t)] + hN(t)2E[J ]2i   hN(t)E[J ]i2
= Var(J )E[N(t)] + E[J ]2 · VarN(t)
= Var(J ) · ⇤t + E[J ]2 · ⇤t = ⇤t · E[J2]
and (4.16) follows from this.
From equations (4.14), (4.15) and (4.16) it is clear that the process X (t)
leaves the origin and on average moves with speed hJ i ⇤ while di↵using.
Then, by correspondence (4.13), the initial perturbation y starts from the
first probe, decays exponentially fast and moves in the negative direction
(with respect to the driven force). It reaches again the first probe and so
on until it spreads over the whole circle. It is then possible to detect three
a priori di↵erent times scales:
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(e⇠   1) (4.19)










(III) the relaxation time defined as a characteristic time in which the wave










Whenever N   1 the three time scales are well separated, in the sense that
⌧0 ⌧ ⌧echo ⌧ ⌧relax
and this means that these are localized distinct time scales which are all
relevant in the description of the relaxation of a local perturbation to the
crystal patterns.
The three time scales, in particular, will be detected in the following
analysis.
4.3 Strong driving regime approximation of the
elastic constants











  LNld ↵ (4.22)
it is possible to analyse it for di↵erent nonequilibrium regimes.
In particular, for globally weakly driven colloids (L << ld), the expo-
nential damping of m↵ in ↵ is negligible and the elastic constants become
almost homogeneous.
Instead, in the globally strong driving regime (L >> ld), the m↵ exhibit
total asymmetry as mN ↵ becomes negligible for 1  ↵ << N . In general
m↵ is negligible whenever the distance ↵
L
N
between the probes 0 and ↵ is
large compared to the driving length scale ld.
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It seems then reasonable and in agreement with the strong driving regime
approximation to consider just m1 as relevant (m↵ =  ↵,1m1) in the pertur-
bation dynamics and to rewrite equation (4.1) as
 ẏ↵ = m1(y↵+1   y↵) (4.23)
This equation can further be simplified by rescaling time by ⌧0 =  /m1. In
this way equation (4.23) becomes
ẏ↵ = y↵+1   y↵ (4.24)
This is a much simpler equation to solve and in particular the idea is to try




Inserting (4.25) in (4.24) it is easy to find
ḟ↵ = f↵+1 (4.26)















. . . 1




That matrix has eigenvalues
 k = e
2⇡ik/N

















In order to find easily an explicit solution, a particular set of initial condi-
tions is assumed. Each probe is assumed to have a null initial perturbation
from the equidistant configuration except the probe 0, for which y0(0) = .
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This assumption seems strong but actually it is not relevant for the general
trend of the system’s relaxation and this will be analysed later.




2⇡ik↵/N =   ↵,0 (4.32)
and by the unitarity of the u↵,k-matrix, rows are orthogonal and we can










The real part of  k 1 is non-positive, indeed Re( k 1) = cos(2⇡ kN ) 1 
0 and is zero only for k = N . Therefore, it is easy to conclude from (4.33)
that y↵(t) ! /N for all ↵, as expected.






















N )t) · e t(1 cos
2⇡k
N ) (4.35)
Defining the relaxation times as
⌧k =
1
1   cos(2⇡ k
N
)
, k = 1, . . . N   1 (4.36)
























with initial condition y↵(0) =   ↵,0.





















, k = 1, . . . N   1 (4.39)
is the velocity that the oscillatory part in each term shows.
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Let us now compare equation (4.37) with the simple cases of 2 and 3
probes that were exactly solved before.




























These two results are equivalent, the first one has just the time rescaled by
⌧0 =  /m1. Indeed for N=2, the approximation m↵ =  ↵,1m1 obviously
coincides with the exact solution.
For the case N=3, di↵erently, equation (4.37) will be an approximate
solution of the system.
























where c1 and c2 have to be fixed from initial conditions.























































This is very similar to solution (4.40), but in this case m2 is neglected and
the time rescaled by ⌧0 =  /m1.
Going now back to equation (4.37) it is possible to plot how y↵(t) varies
with time, changing the probe ↵ and the number of probes N.
In particular in all the plots the sum of initial perturbations will be fixed
at  = 10 a.u. and, considering an initial perturbation only on probe 0, the
initial conditions will be y↵(0) = 10  ↵,0 a.u. Remind also that the time is
always rescaled by ⌧0 =  /m1.
A first example is the plot of the trend of y0(t) for a system of 10 probes.
The trend is clear: the perturbation from the crystal configuration is









































Figure 4.1: y0(t) for a system with 10 probes









Figure 4.2: y↵(t) evolution for a system with 10 probes
The same type of graph can be studied for the other 9 probes and,
collecting all the trends in the same graph, figure (4.2) is obtained.
Qualitatively, it is possible to observe that all the probes’ perturbations
relax to the value 
N
= 1.
These graphs explicitly show the relaxation of the system (in this case
of 10 probes) towards a crystal configuration.
4.3.1 Multi-probe initial conditions
This analysis that shows how the probes of a system relax to the crystal
configuration was done by considering the initial condition
y↵(0) =   ↵,0 (4.42)
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Figure 4.3: y1(t) for di↵erent values of initial conditions
that simply means that all the probes at t=0 are in their equidistant position,
except probe 0 that has an initial perturbation equal to .
It is reasonable to think that initial conditions do not significantly change
the relaxation towards the crystal pattern and so considering (4.42) as initial
condition is just the simplest way to study the system.
In this part some trends of the probes’ relaxation in the case of initial
conditions di↵erent from eq. (4.42) will be shown.
Consider for example the case with 3 probes. From eq. (4.6) it is known
























and just from this expression is clear that the relaxation y1(t) ! 3 does not
depend on the coe cients c1 and c2, fixed by the initial conditions.
Anyway let us again simplify the problem by considering consider m1 = 1
and m2 = 0. The di↵erence is that now the initial perturbations y0 in and
y1 in vary (y2 in = 0 is instead fixed).
Considering always  = 10 as sum of the perturbations, in figure 4.3 are
the trends of y1(t) for di↵erent initial conditions. In the legends there is
only the initial value of y1 in but obviously y0 in = 10   y1 in.
It is clear that the evolution of y1(t) does not change significantly chang-
ing initial conditions. The trends are obviously di↵erent at the beginning,
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for small t, but then y1(t) relaxes in the same way towards the asymptotic
perturbation.
The same reasoning used for a system of 3 probes can be used also for
any number of probes. Again, the only di↵erence is for small times for which
the initial conditions are relevant, but after that the trend of the relaxation
is the same, no matter which are the initial conditions.
In order to make this argument more rigorous the continuous dependence
on the initial conditions theorem can be used [8].
The theorem states that, given the Cauchy problem
(
y
0 = f(t, y)
y(t0) = y0
if f : ⌦ ✓ R ⇥ Rn ! Rn is Lipschitz continuous (with respect to the
variables y) in ⌦, then:
- for each (t0, y0),(t0, z0) there exist   > 0 and C > 0 such that
supt2[t0  ,t0+ ]||y(t; y0)   y(t; z0)||  C||y0   z0||
Since the assumption for the dynamics’ linearization is the presence of
small perturbations for the probes (and so also initial perturbations are
small), it means that the theorem can be used to state that the solution
does not depend a lot on initial conditions.
At the end it seems correct to simplify the problem and consider the
total (initial) perturbation  =
P
↵
y↵(0) concentrated on just one probe
and all the other probes initially in the equidistant configuration, as done
in all the previous analysis.
4.3.2 Time-scales
At the end of section 4.2, where a compound Poisson process description was
used, some time scales were found as characteristic times of the relaxation.
The following analysis will try to recognize such times in the perturbations’
trends that come from equation (4.37).
The exponential decay with time of the peaks of the perturbations is
clear from figure 4.2. The more interesting times and their dependence from
N are the echo-time and the relaxation time.
The ↵ can be fixed and it is possible to see how y↵(t) varies increasing
N. In particular in the following graphs ↵ = 0 will be considered.
In figures 4.4, 4.5 and 4.6 it is immediate to notice how the peaks
of the perturbations are at positions corresponding to t = kN with k =
{0, 1, 2, 3, ...}. This is the appearance of the echo e↵ect of equation (4.20),
for which ⌧echo ⇠ N .
Graphs 4.7, 4.8, 4.9, 4.10 are then plots in which the variation in time
of the perturbation of a fixed probe, for di↵erent N, is represented. Again
the echo e↵ect is clear.






























































































































Figure 4.6: y0(t) for N=500
In particular the perturbations are represented respectively for the first
probe (figure 4.7), the second one (figure 4.8), the mid one (figure 4.9) and
the last one (figure 4.10).
Let us now try to recognize in the graphs the relaxation time. In partic-
ular let us remind from equation (4.65) that
⌧relax ⇠ N2.
In figure 4.2 the relaxation of all the 10 probes was represented. The same
graph can be done also for N=20 and N=40. Set ⌧relax10 as relaxation
time for N=10, the expected relaxation times for N=20 and N=40 will be
respectively 4 ⌧relax10 and 16 ⌧relax10 because of the dependence on N2.
Figures 4.11 and 4.12 represent the relaxation toward the asymptotic y↵
for N=20 and N=40.
From figure 4.2 it is possible to identify ⌧relax10 ' 30 (the unit of measure
is seconds times the unit of measure of m1  ) as the time at which all the
probes have relaxed to the asymptotic value 
N
. From graphs 4.11 and 4.12
it is clear that the relaxation times for N=20 and N=40 are really around
4⌧relax10 and 16⌧relax10, as expected.


















































































































(t) for N=3, 7,




































Figure 4.10: yN 1(t) N=2, 4, 8,
16, 32, 64.
In order to make the explanation of the N2-behaviour of ⌧relax more
rigorous, let us fix a threshold under which we consider the relaxation com-
pleted.
Let us concentrate only on the peaks (those that appear at time t =
kN) of the graphs of y0(t) and see at which time their distance from the
asymptotic displacement reaches a particular fixed threshold.
Let us for example fix a very low threshold at y0(t)   N = 10
 8 and see
what happens for N = 40, 80, 160 (always with  = 10).
The trends of y0(t)   N for the three di↵erent N are shown in figures
4.13, 4.14 and 4.15.
Analyzing numerically at which time (⌧thresh) y0(t)   N reaches the
threshold, the result is
⌧thresh = 1400 for N=40 ⌧thresh = 5540 for N=80 ⌧thresh = 22120 for N=160
And this proves more rigorously the N2-dependence of the relaxation time.






































































Figure 4.12: y↵(t) evolution for a system with 40 probes
4.3.3 A natural ansatz for the Poisson process’ master equa-
tion































where N(t) is a counting Poisson process.
Due to the fact that, considering only m1 as di↵erent from 0, all the jumps
Ji are equal to 1, the ansatz of our displacements from the equidistant
configuration can also be chosen as








that is just a simple Poisson distribution. It is very simple to see how this
form of the displacements solves the di↵erential equation
ẏ↵ = y↵+1   y↵ (4.46)
(just plugging (4.45) in the equivalent equation ẏN ↵ = yN ↵+1   yN ↵).



































In the following calculations this is done for ↵ = 0 but the reasoning is the
same also for ↵ 6= 0.
Let us consider the following equivalence






































Inside the square brackets we have N groups of terms. Let us consider the























The same reasoning can be used also for all the other terms. At the end
each group of terms multiplied by e t is the same in the limit t ! 1.






















The ansatz (4.45) seems a good ansatz in order to solve the linearized
dynamics. In particular it is the natural ansatz to solve the master equation
(4.12) for the probability of the Poisson Process.
Anyway, the visualization of periodicity on the probes of the ring it is
not immediate for such an ansatz. In addition, the matrix equation analysis
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(see equations 4.26 and 4.27) is definitely better usable in the case, that will
be analysed later, for which more elastic constants m  are considered.
For these reasons, at the end, it seems reasonable to consider the analysis
that lead to equation (4.37) as the most convenient one.
4.3.4 Contribution of all the elastic constants m 
In order to get to the dynamics’ equation (4.23), it was assumed that m1
could be considered as the only relevant elastic constant.
Now the analysis will be extended also in the case of the presence of all
the m  ’s.
In this case the dynamics’ equation (with the time always rescaled by
the factor m1  ) has the form
ẏ↵ = y↵+1   y↵ +
m2
m1
(y↵+2   y↵) +
m3
m1





can be used to easily get
ḟ↵ = f↵+1 +
m2
m1
(f↵+2   f↵) +
m3
m1
(f↵+3   f↵) + .. (4.54)
that is the matrix equation
ḟ = A f (4.55)


























. . . 1







This kind of matrix is called circulant matrix ([2]) and is defined as in
the following.














. . . x1
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1, !j , !2j , ..., !(n 1)j
⌘
, j = 0, 1, ..., n   1 (4.58)
where ! = e
2⇡i
n is a primitive n-th root of unity.






Equation 4.55 involves the circulant matrix 4.56. The solution of such









 jtcj , ↵ = 0, 1, ..., N   1 (4.60)










( j 1)t, ↵ = 0, 1, ..., N   1 (4.61)
The real part of  j   1 is non-positive. Indeed from 4.59



















Since for l > 0 we have xl > 0, the maximum value of such an expression is




and considering the entries xl of matrix 4.56  0 = 1. Therefore for every
other j 6= 0 we have
Re( j   1) < 0 (4.63)
















































l=0 xl t sin(
2⇡jl
N )]
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⌘ j = 1, ..., N   1 (4.65)


























where the coe cients cj are given by the initial conditions on the probes.
Considering for example again the case in which y0(0) =  and all the
other yj(0) = 0 with j 6= 0, where  = 10 and N = 10, the trends of the
perturbations are represented in figure 4.16.










Figure 4.16: System of 10 probes with all the elastic constants
Instead, considering just m1, the perturbations’ trends of the equivalent
system are those in figure 4.17.









Figure 4.17: System of 10 probes with only m1
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The probes seem to relax faster towards the crystal configuration when
we consider all the elastic constants.
This faster relaxation comes from the fact that the relaxation times ⌧j
are smaller.
Considering the definition (4.65) of the relaxation time and splitting from
























⌘ j = 1, ..., N   1
(4.67)








and the more are the m  considered the more are the terms added in
the denominator.






















That means that every time a new m  is added, the denominator increases,





The fact that the more are the elastic constants the faster is the relax-
ation allows to state that, if the crystal pattern is detected in the case of
one single elastic constant (as it was done in the previous analysis), surely
the crystal configuration will be reached also in the not approximated case




Once the relaxation towards the crystal configuration and its mechanical
stability have been studied, it is crucial also to analyse the thermal stability
of the system.
In order to estimate the role of thermal fluctuations, thermal noise can
be added to (4.26), getting
ẏ↵ = y↵+1   y↵ +
p
2T ⇠↵, ↵ = 0, . . . N   1 (5.1)
where the ⇠↵ are standard white noise processes, and T is the noise-strength,
e.g. from a thermal reservoir at temperature T . The Smoluchowski equation














for the density ⇢t(y) = ⇢t(y0, . . . , yN 1) on (S1)N .









(y↵+1   y↵)2 (5.3)
This can be proven. Indeed from (5.3)
@⇢stat
@y↵





[y↵ 1 + y↵+1]) (5.4)






[(y↵   y↵+1) ⇢stat(y)] + T
@⇢stat
@y↵







⇢stat (y↵ 1   y↵+1) (5.5)
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[⇢stat(y) (y↵ 1   y↵+1)] =
@⇢stat(y)
@y↵






[y↵ 1 + y↵+1])(y↵ 1   y↵+1)
Following the right-hand side of equation (5.2) and summing over ↵ all
the contributions of equation (5.6), the result is zero.
However, there is no detailed balance in the sense that the current com-
ponents (y↵   y↵+1) ⇢stat(y) + T @⇢stat(y)@y↵ 6= 0 do not vanish identically.
The analysis done in this chapter until now is correct, but it starts from
an approximate dynamics’ equation that is eq. (5.1). It seems more complete




























































(y↵+    y↵)2 (5.10)





























m ⇢stat(y) [y↵     y↵+  ]
(5.12)
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Therefore, in order to prove that (5.9) is really stationary, the condition that















Let us consider the terms inside the summation over ↵. There are two types
of terms, those with   =   and those with   6=  .
In the first case, without considering the constants m  and m , the shape
of the terms is




and summing over ↵ each of these terms gives 0.
For   6=   the terms inside the summation over ↵ are
y↵  y↵   y↵y↵+   
1
2
(y↵  y↵   + y↵  y↵+    y↵+ y↵     y↵+ y↵+ )
and also in this case summing over ↵ each term gives 0.
























(x   µ)T⌃ 1(x   µ)
 
(5.16)
for which µ is the mean and ⌃ is the variance ( 2).
For eq. (5.15)
















m h(y↵+    y↵)2i (5.17)
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Figure 5.1: Representation of the h(y↵+1   y↵)2i behaviour
Assuming now for simplicity that m  is negligible for     2,




In the globally strong non-equilibrium regime









>> ld the thermal fluctuations exponentially blow up (due to the
factor e
L
Nld ). If instead ld >>
L
N
















is easy to notice that only for values ld ⇡ LN the function (that represents
h(y↵+1 y↵)2i) does not blow up. In particular the minimum of the function






Thus the nearly optimal regime for which thermal fluctuations do not
destroy the crystal pattern is L
N
⇡ ld.
Going back to formula 5.19, in the nearly optimal regime L
N
⇡ ld, the








This provides a lower bound on the colloidal current in order to generate a




The goal of this chapter is to analyse how the system behaves in the ther-
modynamic limit.
The thermodynamic limit of a system is the limit for a large number N of
particles where the volume is taken to grow in proportion with the number
of particles.
For the configuration analysed in this thesis, the thermodynamic limit
is defined as the limit of a system with a large ring length, with the probe
density held fixed:
N ! 1, L ! 1, N
L
= constant (6.1)
The idea is to see if the forces, the currents and all the other quantities
that characterize the finite system are consistent also with the thermody-
namic limit or instead, in such a limit, show some problems, divergences.
First of all let us notice that both the globally strong driving regime
hypothesis and the probes’ isolation condition are consistent with the ther-
modynamic limit.
Indeed, for L ! 1 it is clear that L >> ld and again it is possible to
fix the probes density to a value smaller than 12  such that their isolation
condition can be mantained.
Let us now focus on the expression of the probes’ induced non reactive
forces.
The equation derived for such forces in the globally strong driving regime
for a finite number N of probes in a ring of a finite length L was
f↵(x) = f









Does this form of the forces present any problem in the thermodynamic
limit?
59
60 CHAPTER 6. THERMODYNAMIC LIMIT
The possible issues are the convergence of the infinite series and the
dependence on N and L of all the terms.







for an infinite number of possible   that index the probes. In order to do
that the comparison test for the series’ convergence will be used.














where   is the range of the probe-colloids interaction. As e
   ld < 1, this is a
geometric series that converges.














In equation (6.2) ⇣, ld, A and B do not depend on N and L. The colloidal







where, in the globally strong driving regime,











In equation (6.9), for the thermodynamic limit, the double summation
behaviour should be analysed.











and from the previous reasoning the sum over   6= ↵ converges.
In the end, in the thermodynamic limit, the form of Z(x) is









that is well defined with N ! 1 and L ! 1 keeping N
L
constant.








m (y↵+    y↵), (6.12)











  LNld ↵ (6.13)
where j⇤x is just the colloidal current in the case of the equidistant probes
configuration. So also the elastic constants m  are well defined in the ther-
modynamic limit.
Let us remind also that, for the perturbations’ dynamics, it was used the
very simplified di↵erential equation
ẏ↵ = y↵+1   y↵ (6.14)
for which all the constants m  except m1 were considered negligible and
time was rescaled by  
m1
.
Also in the case of the thermodynamic limit such a simplification can be
used as, with the growing of ↵, there is still a strong exponential decay of
m↵.
So far, everything that was computed for the case of a finite system
seems to be in agreement with the thermodynamic limit.
However, for such a limit, we still have to analyse the possibility of a
relaxation to a crystal pattern.
Equation (4.65) gives an expression for the relaxation time of a finite
probes’ system and in particular shows the dependence of ⌧relax on N2 (where
N is the number of probes).
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⌧relax was defined as the characteristic time in which the Poisson wave
that describes the propagation of the perturbation spreads over the whole
ring.
It is clear that the dependence on N2 makes impossible the relaxation
in a finite time for the thermodynamic limit.
The same argument can be used to state also the presence of a non finite
echo time (/ N) in the thermodynamic limit.
For a finite system, the wave representing the perturbation’s propagation
travels several laps of the ring and passes several times by each probe, before
definitely relaxating to the crystal pattern. For an infinite system this is not
possible. As time passes, the wave reaches more and more probes but will
never pass by them more than once.
At the end in the limit N ! 1 a global relaxation to the crystal pattern
in a finite time will never be reached.
The analysis, in the thermodynamic limit, will then be di↵erent and
focused on the local behaviour of the probes and on how they respond to a
time-dependent perturbation.
The idea is to assume that at time 0 the infinite system has a crystal
configuration such that, for each probe ↵, y↵(0) = 0.
Now a finite portion of the ring is selected (see figure 6.1). The number
of probes in that portion is n and they are indexed by 0, ..., n   1.
The probe that comes immediately after (in the direction of the driving
force ") will then have index n.
The goal of this chapter is to study the stability of such a configuration
by considering a time-dependent perturbation on the n-th probe. This per-
turbation represents in a simple way a possible thermal oscillation of the
crystal or any other behaviour that could break, at least for some time, the
crystal pattern.
In particular the perturbation on the n-th probe contains, hypothetically,
the contribution of all the other infinite probes (the bath).
How does this perturbation propagate inside the finite portion of probes?
Does the perturbation propagate di↵erently to probe 0 and to probe n   1?
Does it depend on its frequency?
The system of probes obeys the linear dynamics already discussed. In
particular, considering m  = m1  1 and rescaling the time the dynamics
will be of the form
ẏ↵ = y↵+1   y↵ (6.15)
Let us start by considering a periodic time-dependent perturbation on
the n-th probe
yn(t) = B cos(!t) (6.16)
In this way












Figure 6.1: Portion of n red probes in the thermodynamic limit. The pertur-
bation given by the infinite light blue bath is modeled as a time dependent
perturbation for the probe n.
Just through iteration it is possible to find how yn 1, yn 2, yn 3,... evolve.






cos(!t) + ! sin(!t)   e t
⇤
(6.18)
And just by iteration we can get expressions for all the perturbations of the
probes inside the segment, given their initial values.
Below, some trends of the perturbations for di↵erent values of ! are pre-
sented (fixing B=1).











Figure 6.2: ! = 0




















Figure 6.4: ! = 1
It is clear that the perturbation on the probe n propagates inside the
portion with an amplitude that decreases with the distance from the probe
n. The decreasing depends also on the frequency of the signal. The bigger
is the frequency, the smaller are the probes’ oscillations due to the initial
perturbation.
What if the time-dependent perturbation on the n-th probe is given by
the sum of two (or more) sinusoidal oscillations with di↵erent frequency?
In order to study this a di↵erent approach will be used. The perturbation




where the oscillation is a wave written as a sum of two complex exponentials
(with di↵erent frequencies !1 and !2). If we want the initial perturbation to
be the sum of two cosines, at the end just the real part will be considered.




Inserting (6.20), equation (6.15) becomes
(i⌫1 + 1)C1↵e














Figure 6.5: ! = 2
From which
C1↵ = C1↵+1(i⌫1 + 1)
 1 and C2↵ = C2↵+1(i⌫2 + 1)
 1 (6.22)
In general (i⌫ + 1) 1 can be rewritten in exponential form as












  12 e i arctan(⌫2) (6.25)
In 6.20, in order to be more rigorous, a dependence on ↵ of the two
frequencies ⌫1 and ⌫2 should have been written. But the iterative di↵erential
equation does not change the frequencies and so ⌫1 and ⌫2 do not have to
depend on ↵.



























cos [!2t   k arctan(!2)]
(6.27)
The same reasoning can be used also for a single sinusoidal perturbation
yn(t) = Be
i!t (6.28)
66 CHAPTER 6. THERMODYNAMIC LIMIT






cos [!t   k arctan(!)] (6.29)
It is clear that the propagation of a signal from the n-th probe is linear
and so that a sum of oscillations can just be analysed by considering each
signal individually.
6.1 White noise on probe n
Let us now consider a white noise ⇠(t) on the n-th probe and see how it
influences the crystal configuration of the probes. The studies of the ef-
fect of noise are very important and sometimes white noise can also play a
surprising ordering role in the system (see for example [6]).
In order to analyse the behaviour of the system Fourier transforms will
be used this time.
Defining F [y↵(t)] ⌘ Ŷ↵(!) and Fourier transforming all the terms, equa-
tion (6.15) becomes













White noise ⇠(t) is defined such that
h⇠(t)i = 0 h⇠(t)⇠(t0)i =  (t   t0) (6.33)
and defining ⇠̂(!) as the Fourier transform of ⇠(t) it is clear that
h⇠̂(!)⇠̂(⌫)i =  (! + ⌫). (6.34)
































































The imaginary part is
Imhy↵(t)y (s)i = i
Z







and it is 0 as we are integrating an odd function in a symmetric domain.
The real part is instead
Rehy↵(t)y (s)i =
Z
















that does not depend on time t.
It is possible to plot for example hy0(t)2i (see figure 6.6) varying the
number n of the probes of the section, that means increasing the distance
of probe 0 from the perturbation at probe n.
It is clear that the bigger is the distance the smaller is the influence of
white noise on a probe.
Another quantity that is interesting to plot is h(y↵(t)   y (t))2i, always
varying n.
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Figure 6.6: Plot of hy0(t)2i vs n given yn(t) = ⇠(t).


































































and substituting, at the end


















⇥ cos[(    ↵) arctan !]} (6.45)
This formula can be plotted for example fixing ↵ = 0 and   = 1 and varying
the number n of probes and what we get is figure 6.7.
In particular figures 6.6 and 6.7 show how the noisy perturbation to the
crystal configuration does not influence a lot distant probes. In particular
both hy↵(t)2i and h(y↵(t)   y↵+1(t))2i decrease exponentially in distance
from probe n.
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Figure 6.7: Plot of h(y0(t)   y1(t))2i vs n given yn(t) = ⇠(t).
6.2 The damping law
So far, in this chapter, di↵erent methods were used in order to study the
behaviour of an arbitrarily large system of probes in which the crystal con-
figuration is broken by a time dependent perturbation.
We now want to clarify the analysis done until now. Among the di↵erent
methods that were used we would like to identify the best one in order to get
a clear law on how a perturbation propagates in such a system, depending
on frequency and distance.
This time the perturbing signal considered is a sine function like
yn(t) = k sin(⌫t). (6.46)
This is due to the fact that this signal (di↵erently from the cosine) starts
from 0 at time 0. This is physically meaningful for a system that is in a
crystal configuration and starts to feel for the first time a perturbation at
time zero.
Let us consider equation (6.15) for ↵ = n   1, that is
ẏn 1 = yn   yn 1 (6.47)
The first method used to solve this equation is the standard formula for first
order di↵erential equations and the result is
yn 1(t) =  
ke
 t( ⌫ + et⌫ cos(⌫t)   et sin(⌫t))
1 + ⌫2
(6.48)
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where the initial condition is yn 1(0) = 0.
Another way is to solve the equation using Fourier transform. Equation
(6.47) becomes
ŷn 1(!)(1 + i!) = ŷn(!) (6.49)
where ŷn(!) ⌘ F [y↵(t)].





ŷn(!) + C (!   i) (6.50)
where the last term is due to the fact that ! = i is a singularity.
The Fourier transform of yn(t) in this case is














































sin(⌫t)   ⌫ cos(⌫t) + ⌫e t
⇤
(6.53)
that is equivalent to 6.48.






where the initial condition is already implemented in the formula.







where this time ŷn 1(s) = L{yn 1(t)}(s).
In order to compute the inverse Laplace transform the residuals at the
singularities of the function ŷn 1(s)est have to be calculated. Indeed, the
inverse Laplace transform f(t) = L 1{F (s)}(t) is defined as
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and the integral can be calculated using the Cauchy residue theorem (see
for example [1]) as a contour integral and so that
I
 
f(z) dz = 2⇡i
X
Res(f, ak) (6.57)
where ak are the singularities of the function.

































































 t + sin(⌫t)   ⌫ cos(⌫t)
⇤
(6.59)
which again is equivalent to both 6.48 and 6.53.
The three methods are equivalent but the one that seems the simplest
to iterate (also because the i.c. are immediately specified) is the latter.








where, for all y↵(t), y↵(0) = 0.
Again, in order to anti-transform such an expression, the residuals of
e
st
ŷn m(s) have to be computed. This time there are two first-order poles
(i⌫ and  i⌫) and the singularity s =  1 that is a pole of order m.
Using the definition of residuals
yn m(t) =
1
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Let us concentrate on the second term.
















i⌫t(1   i⌫)m   e i⌫t(1 + i⌫)m
(1 + ⌫2)m · 2i
(6.62)
Rewriting in the exponential form
1   i⌫ = (1 + ⌫2)1/2e i arctan ⌫ 1 + i⌫ = (1 + ⌫2)1/2ei arctan ⌫ (6.63)
Second term = k
 
e











So, at the end,
yn m(t) =
1
















In figure 6.8 is represented the evolution of the perturbations for the
first four probes using equation (6.65). Proceeding with other probes the
perturbation gets smaller and smaller.










Figure 6.8: y↵(t) vs t.
Equation (6.65) consists of two terms. Let us try to analyse such terms
separately.
The first term consists of a derivative in s of order m   1. It is clear
that the presence of est inside the derivative (and the limit s !  1) tells us
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that, set finite ⌫ and m, all the terms obtained after the derivation will be
exponentially damped for large times and in particular will go to zero for
t ! 1.
Let us now analyse better the terms that come from the (m   1)-th
derivative (we’ll name them Tmr p) in order to understand when they reach
a maximum and of which order is such a value.
All the terms Tmr p will be of the form






(m   1)! (6.66)
for di↵erent values of r and p, considering that r, p 2 N with 0  r < m   1
and p > 0.
First of all let us notice that ⌫(1+⌫2)p is always less than 1. This means
that




(m   1)! (6.67)
The maximum of tm 1 r e t 1(m 1)! is at t = m 1 r where the function
has the value (m 1 r)m 1 r e (m 1 r) 1(m 1)! that, defining q ⌘ m 1 r,







The maximum of (6.68) in r is for r = 0, that is qq e q 1
q! . The latter is
a controlled function in the sense that it does not assume very big values.
Indeed, for small q (that is always > 0) qq it is not very big (and it is
damped by the factorial and by e q) and for large q the exponential damping
and the factorial win over qq. This can be demonstrated for example for q
























Tmr p ⌧ k (6.71)
and that the sum of the terms Tmr p will not be very large for any time t.
After this analysis of the first term of (6.65) there is still the second
term to study. This time everything is simpler as the second term is just an
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In summary, equation (6.65) shows how the perturbation from the n-th
probe propagates to the other probes.
Due to the presence of an exponential damping in the first term of (6.65),
the sinusoidal part of the equation represents quite well the trend of the
perturbation on the (n   m)-th probe. The contribution of the first term
can instead be neglected. Indeed such term is relevant just in some time
interval around t ⇠ m and also when it is relevant it assumes very small
values compared to k.
At the end we can say that the propagation of the signal to probe n m
is well represented by the function
yn m(t) =





and the amplitude of such a signal goes like






where k is just the amplitude of the initial perturbation on the n-th probe
(see eq. (6.46)).
Then equation (6.73) gives the desired perturbation damping relation
with distance (m) and frequency (⌫).
Conclusions
In this thesis work we have studied a system of probes in a ring, locally
interacting with driven colloids. In the first chapters the model has been
studied for a finite system, whereas in the second part the thermodynamic
limit has been analysed.
Summing up the main results and achievements:
• We found an explicit expression for the e↵ective forces between the
probes that break the action-reaction principle. These particular forces
characterize the configuration as a nonequilibrium system.
• The dynamics of the probes near the crystal configuration has been
found to be well modeled by a very simple di↵erential equation in which
the variables are the displacements of each probe from the equidistant
configuration.
• From the dynamics’ di↵erential equation we derived an explicit so-
lution for the displacements from the equidistant configuration. The
solution has been plotted for di↵erent initial conditions and proved
to generate a relaxation to a crystal pattern configuration. Such a
relaxation has also been described by a compound Poisson process.
• For the crystal configuration we studied the mechanical stability using
Lyapunov theory and the thermal stability by adding thermal noise to
the linearized dynamics equation.
• The thermodynamic limit of the equidistant configuration has been
finally analysed. We studied how a perturbation can influence and
possibly break a hypothetic infinite crystal pattern. In particular we
found an exponential damping relation for the perturbation inside the
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