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In the present work the Samarskii–Ionkin type non-local problem with Caputo fractional
order differential operator is studied. The considered problem generalizes some previous
known problems formulated for some fourth order parabolic equations. We prove the
existence and uniqueness of a regular solution of the formulated problem applying the
method of separation of variables.
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1. Introduction
Let α be a fixed positive real number. It is very well known (see [1,2] for details) that the Riemann–Liouville integro-
differential operator with initial on the point 0, for a function φ defined on the interval (0, ℓ), ℓ < ∞, is given by the
following expression:
Dα0tφ(t) =

1
Γ (−α)
∫ t
0
φ(τ)dτ
(t − τ)α+1 , if α < 0
φ(t), if α = 0
dn
dtn
Dα−n0t φ(t), if n− 1 < α ⩽ n, n ∈ N.
The following operator
CDα0tϕ(t) = Dα−n0t ϕ(n)(t), n− 1 < α ⩽ n, n ∈ N,
is known as the fractional differential operator in a sense of Caputo [2,3]. When α ∈ N, Caputo’s derivative coincides with
the classical one.
In this paper we are concerned with the study of the solutions of the fractional differential equation
CDα0tu+ uxxxx = 0, x, t ∈ [0, 1], α ∈ (0, 1]. (1)
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In particular, if α = 1 Eq. (1) is the well known one dimensional fourth order parabolic equation
∂u
∂t
(x, t)+ ∂
4u
∂x4
(x, t) = 0.
Different kinds of initial and initial-boundary value problems, for differential equations of fractional order with
Riemann–Liouville or Caputo operators were considered by various authors (see, among others [1–5]).
Boundary-value problems for the fourth order partial differential equations were investigated in the works [6–9]. More
information can be found in the monograph [9].
There are some works that use numerical methods to study fourth-order fractional PDEs. In particular, Agrawal [10] has
solved a fourth-order fractional-diffusion equation defined in a bounded domain by using a finite sine transform technique.
In the work [11], the Adomian decomposition method has been used to prove the existence of solutions of a fourth-order
fractional diffusion-wave equation in a bounded domain.
The Samarskii type non-local problems for partial differential equations were studied in the works [12–14]. Such types
of problems (with non-classic boundary conditions) were considered by many authors (we mean here problems for second
order equations, as we know the fourth order equations have not been investigated yet).
Herewewould like to give some details of thework by Ionkin [12], where the non-classical problem for the heat equation
was studied. Below we formulate several problems:
Problem 1. To find a solution of the equation
∂u
∂t
(x, t) = ∂
2u
∂x2
(x, t),
satisfying conditions
u(x, 0) = ϕ(x), 0 ⩽ x ⩽ 1, u(0, t) = 0, ux(0, t) = ux(1, t).
We also note work [14], in which the following problems were studied:
Problem 2. To find a solution of the equation
CDα0tu(x, t) = uxx(x, t),
satisfying the conditions
u(x, 0) = ϕ(x), 0 ⩽ x ⩽ 1, u(0, t) = 0, 0 ⩽ t ⩽ T , ux(0, t) = ux(1, t), 0 < t < T .
Problem 3. To find a solution of the equation
CDα0tu(x, t) = uxx(x, t),
satisfying the conditions
u(x, 0) = au(x, 1)+ ϕ(x), 0 ⩽ x ⩽ 1, ux(0, t) = 0, 0 < t < 1, u(0, t) = u(1, t), 0 ⩽ t ⩽ 1,
where a is a real number.
2. Statement of the problem and preliminaries
In this sectionwe consider the followingnon-local problem for Eq. (1) in thedomainΩ = {(x, t) : 0 < x < 1; 0 < t < 1}.
Problem (S). To find a solution of Eq. (1) in the domainΩ , satisfying conditions
u(x, 0) = au(x, 1)+ ϕ(x), 0 ⩽ x ⩽ 1, (2)
u(0, t) = 0, 0 ⩽ t ⩽ 1, (3)
ux(0, t) = ux(1, t), 0 ⩽ t ⩽ 1, (4)
uxx(1, t) = 0, 0 ⩽ t ⩽ 1, (5)
uxxx(0, t) = uxxx(1, t), 0 ⩽ t ⩽ 1. (6)
Here a is given real number and ϕ is a given sufficiently smooth function.
By a regular solution of the Problem (S) we mean a function u(x, t) that satisfies the following regularity properties:
u(x, t) ∈ C3,0x,t

Ω

, CDα0tu(x, t) ∈ C(Ω), uxxxx ∈ C(Ω),
and satisfies Eq. (1) together with conditions (2)–(6).
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In order to obtain the solution of the considered problem, we use the method of separation of variables. As usual, we are
looking for a solution in the form
u(x, t) = X(x) · T (t). (7)
Hence, functions X(x) and T (t) have to satisfy the following ordinary differential and fractional equations
X (4)(x)− λX(x) = 0, 0 < x < 1, CDα0tT (t)+ λT (t) = 0. (8)
Since function (7) should satisfy boundary conditions (2)–(6), we have
X(0) = X ′′(1) = 0, X ′(0) = X ′(1), X ′′′(0) = X ′′′(1). (9)
Note that problem (8)–(9) is a non self-adjoint problem.
On the contrary, it is not difficult to verify that the following problem is self-adjoint
Y (4)(x)− λY (x) = 0, 0 < x < 1, (10)
Y (0) = Y (1), Y ′(0) = Y ′′′(1) = 0, Y ′′(0) = Y ′′(1). (11)
First, we find the eigenvalues and corresponding eigenfunctions of the problem (8)–(9). For this aim we write the
characteristic equation
k4 − λ = 0⇔ k4 = λ. (12)
We have to consider three cases: λ < 0, λ = 0, λ > 0, fromwhich depends the general expression of the solution of the
linear Eq. (8).
Let λ = 0. Then Eq. (12) has multiple roots k1,2,3,4 = 0, therefore general solution has a form
X(x) = C1x3 + C2x2 + C3x+ C4.
Substituting this solution into (9), obtain
C1 = C2 = C4 = 0.
As consequence, all the solutions of (8)–(9) with λ = 0 are given by the expression X(x) = C3 · x, with any real number
C3. We can call X0(x) = x the eigenfunction associated to the single eigenvalue λ0 = 0.
Let λ < 0. Assume λ = −4µ4, (µ > 0) and write the characteristic equation as follows
k4 = −4µ4,
roots of which are k1 = (1+ i)µ, k2 = (−1+ i)µ, k3 = (1− i)µ, k4 = (−1− i)µ.
Obviously, the general solution of this equation has the form
X0(x) = C1 coshµx cosµx+ C2 coshµx sinµx+ C3 sinhµx cosµx+ C4 sinhµx sinµx.
Substituting this expression into condition (9), we get
C1 = C2 = C3 = C4 = 0.
Hence, the problem (8)–(9) has only a trivial solution for all λ < 0.
Finally, we consider the case λ > 0. Assume λ = µ4, (µ > 0) and write the characteristic equation with its roots
k4 = µ4, k1,2 = ±µ, k3,4 = ±µi.
As consequence, the general solution can be written as
X(x) = C1eµx + C2e−µx + C3 cosµx+ C4 sinµx.
Substituting this solution into (9) we can conclude that the eigenvalues of the considered problem are λn = (2πn)4, n ∈
N, moreover the eigenvalues have multiplicity equal to two. Therefore, we conclude that the set of eigenvalues of problem
(8)–(9) is given by
λ0 = 0, λn = (2πn)4, n ∈ N, (13)
and the corresponding eigenfunctions has the form
X0(x) = 2x, X (1)n (x) = 2 sin 2πnx, X (2)n (x) =
e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx. (14)
In a similarway, one can verify that the eigenvalues of the problem (10)–(11) are also given by (13), and the corresponding
eigenfunctions are the following
Y0(x) = 1, Y (1)n (x) =
e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx, Y
(2)
n (x) = 2 cos 2πnx. (15)
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We have to note that system of functions (14) and (15) are non-orthogonal. Indeed, let us consider the system (14) and
calculate∫ 1
0
X0(x)X (1)n (x)dx =
∫ 1
0
x sin 2πnxdx = − 2
πn
≠ 0.
However, it is not difficult to verify the following result.
Lemma 1. System of functions (14) and (15) are bi-orthonormal systems.
The proof of the Lemma 1 can be done by direct calculations of appropriate integrals. We recall the definition of the bi-
orthonormal system [15].
Definition. Two systems of functions {ϕn(x)} and {ψn(x)} from L2(a, b) form a bi-orthogonal (bi-orthonormal) system if
(ϕn, ψk) =
∫ b
a
ϕn(x)ψk(x)dx =

1, n = k
0, n ≠ k.
Lemma 2. System of functions (14) and (15) are complete in the space L2(0, 1).
Proof. Assume, on the contrary, that the system of functions (14) is not complete in L2(0, 1). Then there exists a nontrivial
function ϕ in L2(0, 1), that is orthogonal to all functions of system (14). The corresponding Fourier series of function ϕ is
given by
ϕ(x) = a0 +
∞−
n=1
(an cos 2πnx+ bn sin 2πnx), x ∈ [0, 1].
Since, ϕ is orthogonal to the system {sin 2πnx}, then the last expansion can be rewritten as
ϕ(x) =
∞−
n=0
an cos 2πnx, x ∈ [0, 1]. (16)
Further, multiplying last series by the function
e2πkx − e2πk(1−x)
e2πk − 1 + cos 2πkx,
and integrating along [0, 1], by using the orthogonality of this last function and ϕ, we obtain the following equality:
0 =
∫ 1
0
ϕ(x) ·

e2πkx − e2πk(1−x)
e2πk − 1 + cos 2πkx

dx
=
∞−
n=0
an
∫ 1
0

e2πkx − e2πk(1−x)
e2πk − 1 + cos 2πkx

cos 2πnxdx = 1
2
an, n = 0, 1, 2, . . . .
Therefore, from (16) we can conclude that ϕ(x) ≡ 0 in [0, 1].
The completeness of the system (15) can be proved similarly and Lemma 2 is proved. 
Before proving the next result, we enunciate the two following ones.
Theorem ([16]). Let H be a Hilbert space with inner product (·, ·). The following statements are equivalent:
1. Sequence {ψj}∞1 forms a basis in the space H, which is equivalent to an orthonormal one.
2. Sequence {ψj}∞1 will be an orthonormal basis in the space H at the corresponding replacement of scalar product (f , g) with
the new (f , g)1, which is topologically equivalent to the previous.
3. Sequence {ψj}∞1 is complete in H and there exist constants a1, a2(> 0), such that, for any natural n and for any complex
numbers γ1, γ2, . . . , γn
a2
n−
j=1
|γj|2 ≤
n−
j=1
|γjψj|2 ≤ a1
n−
j=1
|γj|2
hold.
4. Sequence {ψj}∞1 is complete in H and its matrices of Gramm (ψj, ψk)∞1 generate a bounded invertible operator in the space l2.
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5. Sequence {ψj}∞1 is complete in H, it corresponds to a complete bi-orthogonal sequence {χj}∞1 and for any f ∈ H
n−
j=1
|(f , ψj)|2 <∞,
n−
j=1
|(f , χj)|2 <∞
is true.
Lemma 3 ([17]). Let
f ∈ L2(0, 1), an =
∫ 1
0
f (x)eλn(x−1)dx, bn =
∫ 1
0
f (x)e−λnxdx,
where λ is any complex number such that Reλ > 0. Then series
∞−
n=1
|an|2,
∞−
n=1
|bn|2
converge.
Now, we are in a position to prove the following result.
Proposition 1. The system of functions (14) and (15) are two bases of Riesz in L2(0, 1).
Proof. In order to prove this statement it is sufficient to prove the completeness of systems (14) and (15), and the
convergence of the following series for ϕ ∈ L2(0, 1) (theorem):
2
∫ 1
0
xϕ(x)dx
2
+
∞−
n=1

2
∫ 1
0
ϕ(x) sin 2πnxdx
2
+
∞−
n=1
[∫ 1
0

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

ϕ(x)dx
]2
and ∫ 1
0
ϕ(x)dx
2
+
∞−
n=1
[∫ 1
0

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

ϕ(x)dx
]2
+
∞−
n=1
[
2
∫ 1
0
ϕ(x) cos 2πnxdx
]2
.
Since the completeness of systems has been proven in Lemma 2 we only must verify the convergence of the previous
series.
To this end, we introduce the following notations
I1 =

2
∫ 1
0
xϕ(x)dx
2
, I2 =
∞−
n=1

2
∫ 1
0
ϕ(x) sin 2πnxdx
2
,
I3 =
∞−
n=1
[∫ 1
0

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

ϕ(x)dx
]2
.
Consider I1. Applying the Cauchy–Bunyakovskii inequality, we get
I1 = 4
∫ 1
0
xϕ(x)dx
2
⩽ 4
∫ 1
0
x2dx ·
∫ 1
0
ϕ2(x)dx = 4
3
‖ϕ‖2L2(0,1) .
Consider I2.
I2 =
∞−
n=1

2
∫ 1
0
ϕ(x) sin 2πnxdx
2
= 2
∞−
n=1

ϕ(x),
√
2 sin 2πnx
2 = 2 ∞−
n=1
c2n ,
where cn =

ϕ(x),
√
2 sin 2πnx

are the coefficients of Fourier of the function ϕ on the orthonormal system {√2 sin 2πnx}.
Then applying inequality of Bessel, we obtain
I2 = 2
∞−
n=1
c2n ⩽ 2 ‖ϕ‖2L2(0,1) .
Consider I3. Let
A =
[∫ 1
0

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

ϕ(x)dx
]2
=

ϕ(x),
e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx
2
=
[
ϕ(x),
e2πnx − e2πn(1−x)
e2πn − 1

+ (ϕ(x), cos 2πnx)
]2
.
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From here, since (a+ b)2 ⩽ 2(a2 + b2), we have
A ⩽ 2

ϕ(x),
e2πnx − e2πn(1−x)
e2πn − 1
2
+ (ϕ(x), cos 2πnx)2

= 2
[
ϕ(x),
e2πnx
e2πn − 1

−

ϕ(x),
e2πn(1−x)
e2πn − 1
]2
+ 2 (ϕ(x), cos 2πnx)2 .
Applying the previous inequality again we get
A ⩽ 4

ϕ(x),
e2πnx
e2πn − 1
2
+ 4

ϕ(x),
e2πn(1−x)
e2πn − 1
2
+ 2 (ϕ(x), cos 2πnx)2 .
Thus
I3 ⩽ 4
∞−
n=1

ϕ(x),
e2πnx
e2πn − 1
2
+ 4
∞−
n=1

ϕ(x),
e2πn(1−x)
e2πn − 1
2
+ 2
∞−
n=1
(ϕ(x), cos 2πnx)2 = J1 + J2 + J3.
Consider J3.
J3 = 2
∞−
n=1
(ϕ(x), cos 2πnx)2 =
∞−
n=1
b2n,
where bk =

ϕ(x),
√
2 cos 2πnx

are the Fourier coefficients of function ϕ on the orthonormal system {√2 cos 2πnx}.
Then applying Bessel inequality [18], we get
J3 = 12
∞−
n=1
b2n ⩽
1
2
‖ϕ‖2L2(0,1) .
Consider J1. Since,
ϕ(x),
e2πnx
e2πn − 1
2
=
∫ 1
0
ϕ(x) · e
2πn
e2πn − 1 e
2πn(x−1)dx
2
=
∫ 1
0
ϕ(x)
[
1+ 1
e2πn − 1
]
e2πn(x−1)dx
2
⩽ 4
∫ 1
0
ϕ(x)e2πn(x−1)dx
2
,
hence
J1 ⩽ 16
∞−
n=1
∫ 1
0
ϕ(x)e2πn(x−1)dx
2
= 16
∞−
n=1
b2k, with bk =
∫ 1
0
ϕ(x)e2πn(x−1)dx.
From Lemma 3, it follows that J1 is finite. Similarly, we can prove that J2 is finite too and the proposition is proved. 
3. The uniqueness and the existence of the solution
This section is devoted to the proof of the existence and uniqueness of Problem (S) under suitable assumptions on the
data of the problem. First of all, we prove that if Problem (S) is solvable then it has at most one solution. The result is the
following.
Theorem 1. Denote by Eα(z) the so called Mittag-Leffler’s function [19]:
Eα(z) =
∞−
k=0
zk
Γ (αk+ 1) .
Let a be real number such that for any k = 0, 1, 2, . . . the following condition holds:
1− aEα
−(2πn)4 ≠ 0. (17)
Then if there exists a solution of the Problem (S), it is unique.
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Proof. Let u be a solution of the Problem (S). Following [13] we define functions
ω(t) =
∫ 1
0
u(x, t)dx, (18)
un(t) =
∫ 1
0
u(x, t)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx, (19)
and
vn(t) = 2
∫ 1
0
u(x, t) cos 2πnxdx. (20)
Applying operator CDα0t to both sides of (18), by using that this operator commutes with the usual Lebesgue integral, and
considering Eq. (1) coupled with the boundary conditions (2)–(6), we conclude that functionω is a solution of the following
non-local problem
CDα0tω(t) = 0, t ∈ (0, 1), ω(0) = aω(1)+
∫ 1
0
ϕ(x)dx.
Due to the fact that the solutions of the fractional equation
CDα0tϕ(t) = 0, t ∈ (0, 1), 0 < α ≤ 1,
are the real constants, we deduce that the unique solution of this problem is given by the constant function
ω(t) = 1
1− a
∫ 1
0
ϕ(x)dx, t ∈ (0, 1), (21)
when a ≠ 1.
Applying now operator CDα0t to both sides of (19), we obtain
CDα0tun(t) =
∫ 1
0
CDα0tu(x, t)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx.
From here, taking equation CDα0tu+ uxxxx = 0 into account, we have
CDα0tun(t) = −
∫ 1
0
uxxxx(x, t)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx.
Further, integrating the right part of this equality by parts, and using conditions (3)–(6), we arrive at the following
expression
CDα0tun(t) = −(2πn)4
∫ 1
0
u(x, t)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx
or by designation
CDα0tun(t) = −(2πn)4un(t). (22)
The general solution of this expression is given by
un(t) = CnEα
−(2πn)4tα , (23)
with Cn a real constant.
Substituting (19) into (2), we have
un(0)− aun(1) =
∫ 1
0
(u(x, 0)− au(x, 1))

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx
or, which is the same,
un(0) = aun(1)+
∫ 1
0
ϕ(x)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx. (24)
Hence, from expression (23), it is easy to show that when condition (17) is fulfilled, the solution of the problem (22), (24)
exists and has the form
un(t) = Eα
−(2πn)4tα
1− aEα(−(2πn)4)
∫ 1
0
ϕ(x)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx. (25)
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Similarly, we find the following fractional order differential equation in order to find the unknown function vn(t)
CDα0tvn(t) = −(2πn)4vn(t) (26)
together with the additional condition
vn(0) = avn(1)+ 2
∫ 1
0
ϕ(x) cos 2πnxdx. (27)
When condition (17) is fulfilled there exists a solution of the problem (26)–(27), which has a form
νn(t) = Eα
−(2πn)4tα
1− aEα
−(2πn)4
∫ 1
0
ϕ(x) cos(2πnx)dx. (28)
Formulas (21), (25) and (28) provide the uniqueness of the solution of the Problem (S). Indeed, let ϕ ≡ 0 on [0, 1]. Then
by virtue of (21), (25) and (28) we get ω(t) = vn(t) = un(t) = 0, for all n ∈ N and all t ∈ [0, 1]. Consequently, considering
the completeness of the system (15), we can conclude that function u(x, t) = 0 for all x ∈ [0, 1] and t ∈ [0, 1]. This proves
the Problem (S) has, at most, one solution for all ϕ ∈ L2(0, 1). 
In the sequel, we prove the existence of the solution for the Problem (S).
Theorem 2. Let condition (17) be fulfilled and assume that function ϕ satisfies the following conditions:
ϕ ∈ C4+δ[0, 1], ϕ(0) = 0, ϕ′(0) = ϕ′(1), ϕ′′(1) = 0, ϕ′′′(0 = ϕ′′′(1)), δ ∈ (0, 1).
Then the solution of the Problem (S) exists and it is represented by the sum of series
u(x, t) = 2x
1− a
∫ 1
0
ϕ(s)ds+
∞−
n=1
2Eα
−(2πn)4tα
1− aEα(−(2πn)4)
∫ 1
0
[
sin 2πnx

e2πns + e2πn(1−s)
e2πn − 1 + sin 2πns

+

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

cos 2πns
]
ϕ(s)ds.
Proof. Since the systems (14) and (15) are bases of Riesz in L2(0, 1) (see Lemma 3), then function u can be represented by
bi-orthogonal series
u(x, t) = 2xω(t)+
∞−
n=1
[
2 sin 2πnx · un(t)+

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

vn(t)
]
, (29)
which converges in L2(0, 1) for every t ∈ (0, 1).
Here functions ω, vn and un are defined by formulas (21), (25) and (28), respectively.
It is clear that function u satisfies Eq. (1) and conditions (2)–(6). It remains to prove the legality of these actions.
First, we show that u ∈ C(Ω).
Consider function
Un(x, t) = 2 sin 2πnx · un(t)+

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

vn(t).
Taking (25) and (28) into account and using asymptotics of the function of Mittag-Leffler with negative argument [19],
it is easy to show that
|Un(x, t)| ⩽ C
∫ 1
0
ϕ(x) cos 2πnxdx
+ ∫ 1
0
ϕ(x)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx
 .
Here C is a positive constant.
Thus, series∫ 1
0
ϕ(x)dx
+ ∞−
n=1
∫ 1
0
ϕ(x) cos 2πnxdx
+ ∫ 1
0
ϕ(x)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx

are majorants of the series (29). The absolute convergence of them are derived from the conditions given in the enunciate.
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Consequently, series (29) converges uniformly inΩ and its sum is a continuous function.
Similarly, consideringϕ ∈ C4+δ[0, 1] and the rate of decrease of Fourier coefficients of the trigonometric system (16) [20],
one can prove that ∂
ku
∂xk
∈ C(Ω), k = 1, 2, 3.
Now we show that CDα0tu ∈ C(Ω). For this, it is sufficient to verify that series
∞−
n=1
CDα0tUn(x, t)
converges uniformly inΩ .
From (29), taking (21), (25) and (28) into account, we obtain
CDα0tUn(x, t) = −(2πn)4
[
2 sin 2πnx · un(t)+

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

vn(t)
]
.
Hence, using known asymptotes of the function of Mittag-Leffler [19], one can verify that series
∞−
n=1
∫ 1
0
ϕ(x) cos 2πnxdx
+ ∫ 1
0
ϕ(x)

e2πnx + e2πn(1−x)
e2πn − 1 + sin 2πnx

dx

are majorants of the series
∞−
n=1
CDα0tUn(x, t).
Their absolute convergence follows from our assumptions on function ϕ. Consequently, CDα0tu ∈ C(Ω).
In a similar manner it can be proved that ∂
4u
∂x4
∈ C(Ω) and Theorem 2 is proved. 
Remark 1. Note that the set of numbers a that satisfy condition (17) is not empty. For example, condition (17) is fulfilled
for any a < 1.
Remark 2. In the particular case of α = 1, we have that
E1 (z) =
∞−
k=0
zk
Γ (k+ 1) = e
z .
So, the solution of the Problem (S) in this situation can be represented as
u(x, t) = 2x
1− a
∫ 1
0
ϕ(s)ds+
∞−
n=1
2e−(2πn)4t
1− ae−(2πn)4
∫ 1
0
[
sin 2πnx

e2πns + e2πn(1−s)
e2πn − 1 + sin 2πns

+

e2πnx − e2πn(1−x)
e2πn − 1 + cos 2πnx

cos 2πns
]
ϕ(s)ds,
which coincides with the solution of the equation
∂u
∂t
(x, t)+ ∂
4u
∂x4
(x, t) = 0,
together with conditions (2)–(6).
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