Abstract-Using an array of photo shots, the concentric mosaic offers a quick way to capture and model a realistic three-dimensional (3-D) environment. In this work, we compress the concentric mosaic image array with a 3-D wavelet transform and coding scheme. Our compression algorithm and bitstream syntax are designed to ensure that a local view rendering of the environment requires only a partial bitstream, thereby eliminating the need to decompress the entire compressed bitstream before rendering. By exploiting the ladder-like structure of the wavelet lifting scheme, the progressive inverse wavelet synthesis (PIWS) algorithm is proposed to maximally reduce the computational cost of selective data accesses on such wavelet compressed datasets. Experimental results show that the 3-D wavelet coder achieves high-compression performance. With the PIWS algorithm, a 3-D environment can be rendered in real time from a compressed dataset.
I. INTRODUCTION

I
MAGE-BASED rendering (IBR) is a powerful approach for creating real-time virtual views of a realistic object or scene. In contrast to the geometry-based approach, which describes the object or scene with a polygonal mesh, IBR requires only a set of images to generate high quality views of the object or scene. Proposed by Adelson and Bergen as a seven-dimensional (7-D) plenoptic function [1] , IBR models a three-dimensional (3-D) dynamic scene by recording the light rays at every space location toward every possible direction over any range of wavelength and time. By ignoring time and wavelength, McMillan and Bishop [2] defined IBR modeling as generating a continuous five-dimensional (5-D) plenoptic function from a set of discrete samples or from a set of image shots at different positions and toward different directions. Proposed independently in 1996, the Lumigraph [4] and the Lightfield [3] provided a clever four-dimensional (4-D) parameterization of the plenoptic function under the constraint that the object or the viewer is within a 3-D bounding box.
Recently, Shum and He [5] proposed the concentric mosaic, a 3-D plenoptic function which restricts the viewer movement inside a planar circle. With the concentric mosaic, a realistic environment can be easily obtained by rotating a camera at the end of a beam, with the camera pointing outward and shooting images as the beam rotates. During rendering, the desired view is split into vertical slits, with each slit reconstructed with its counterpart in the captured images. Within an inner circle constrained by the field of view of the camera, the resulting concentric mosaic can be used to render views at arbitrary points and toward arbitrary directions. The detailed acquisition and rendering mechanism of the concentric mosaic will be illustrated in Section II.
The amount of data required by the concentric mosaic is huge. An example concentric mosaic dataset consists of 1350 320 240 RGB images, occupying a total of 297 megabytes (MB). Compression is thus essential in order to use the concentric mosaic. By taking advantage of the high correlation within a frame and across frames of the concentric mosaic, we can achieve high rates of compression. Since the data structure of the concentric mosaic can be regarded as a video sequence with a slowly panning camera, it is natural to apply existing still image and video compression technologies to the concentric mosaic. However, the concentric mosaic bears unique characteristics, which have led to new challenges in compression. First, the concentric mosaic is a one-dimensional (1-D) image array, with highly structured camera motion among images. The cross-frame correlation is stronger than that of a typical video sequence. Second, the distortion tolerance of the concentric mosaic is smaller, because each rendered image of the concentric mosaic is viewed statically, and the human visual system (HVS) is much more sensitive to static distortions than to time-variant distortions. Since a rendered view of the concentric mosaic is formed by a combination of image rays, certain HVS properties such as spatial and temporal masking may not be used, because neighboring pixels in the concentric mosaic dataset may not be rendered as neighboring pixels in the final view. Most importantly, a compressed image bitstream is usually decompressed to get back the original image, while a compressed video bitstream is played frame by frame; a compressed concentric mosaic, however, should not be fully decompressed and then rendered. In fact, the decompressed concentric mosaic is so large that most hardware today has difficulty handling it. It is therefore essential to maintain the data in the compressed form, and decode only the contents needed to render the current view. We call such a concept just-in-time (JIT) rendering. JIT rendering is a key requirement to IBR compression and rendering algorithms.
In this work, we develop a 3-D wavelet transform and coding system for the compression of the concentric mosaic. The 3-D wavelet transform is adopted for its many desirable characteristics: efficient decorrelation, energy compaction, space/frequency localization, and multiresolution. Compared with previous works on 3-D wavelet transform coding, we have made important design considerations to enable flexible partial decoding and bitstream random access. A JIT rendering engine of the compressed concentric mosaic is also developed in this paper. It is well-known that it is possible to recover a partial set of points from a partial set of the wavelet coefficients due to the finite support of the wavelet filters. This localization property, taken together with the coding system capable of fast selective decoding, has physically enabled JIT rendering. However, computationally, it is still demanding to accomplish the real-time rendering. The bottleneck is the selective wavelet synthesis because if we simply synthesize each individual pixel from the supported wavelet coefficients and put them together, the per-pixel computations are much higher than that of nonselective synthesis. Utilizing the ladder-like computational structure of the wavelet lifting scheme, we propose the progressive inverse wavelet synthesis (PIWS) to reduce the computations of selective syntheses to a minimum. It is the PIWS algorithm that makes real-time rendering from the compressed concentric mosaic practical.
The paper is organized as follows. The concentric mosaic and the associated existing compression technologies are surveyed in Section II. The 3-D wavelet compression system of the concentric mosaic is described in detail in Section III. The PIWS-based JIT rendering is presented in Section IV. Experimental results are shown in Section V to demonstrate the compression performance and the speed of the proposed algorithm. Finally, a conclusion is drawn in Section VI.
II. PRIOR WORK
A. Concentric Mosaic
A concentric mosaic scene is captured by mounting a camera at the end of a level beam and shooting images at regular intervals as the beam rotates. Let the camera shots taken during the rotation be denoted as , where indexes the camera shot, indexes the horizontal position within a shot, and indexes the vertical position. Let be the total number of camera shots, and V be the horizontal and vertical resolution of each camera shot, respectively. In the concentric mosaic scene, the captured shots are rearranged into mosaic images, where the mosaic consists of vertical slits at position of all camera shots. Three rebinned mosaics at different radii are shown in Fig. 1 . Mosaic can be considered as taken by a virtual slit camera rotating along a circle with radius , where is the radius of the round-swinging beam, is the equivalent radius of the slit camera, and is the angle between the tangent of the mosaic and the camera normal. Since the entire dataset can be considered as a stack of co-centered mosaic images with different radius, the scene representation is termed concentric mosaic.
The concentric mosaic is able to render arbitrary views within an inner circle of radius , where is the horizontal field of view of the capturing camera. Rendering the concentric mosaic involves reassembling slits from the captured dataset. As shown in Fig. 2 , let be a novel viewpoint and be the field of view to be rendered. We split the view into multiple vertical slits, and render each slit independently. A basic hypothesis behind the concentric mosaic rendering is that the intensity of any ray does not change along a straight line unless blocked. Thus, when a slit is rendered, we simply search for the slit in the captured dataset, i.e., either in the captured image set or equivalently in the rebinned mosaic set , where is the intersection point between the direction of the ray and the camera track. Because of the discrete sampling, the exact slit might not be found in the captured dataset . The four sampled slits closest to  may be  and  , where  and  are  the two nearest captured shots,  and  are the slits  closest to  in direction in the shot  , and  and  are closest to in the shot . We may choose only the slit that is closest to from these four to approximate the intensity of . Such a scheme is called point sampling interpolation. However, a better approach is to use bilinear interpolation, where all four slits are employed to interpolate the rendered slit . Additionally, the environmental depth information may assist the search for the best approximating slits and alleviate the vertical distortion. More detailed description of the concentric mosaic rendering may be found in [5] . This unique rendering fashion requires the compression and rendering scheme to enable random access to each individual slit from the compressed dataset.
B. Compression of the Concentric Mosaic
In [5] , a spatial domain vector quantization (SVQ) was used to compress the data. SVQ chops the concentric mosaic into small cubes, and compresses each cube with a vector quantizer. SVQ is simple in decoding, and JIT rendering is easy as SVQ indices are of equal length. The main weakness of SVQ is that the compression ratio is limited because the correlation across cubes is not well-utilized.
Since the concentric mosaic consists of an image sequence, an alternative approach is to compress it with a state-of-the-art video coder, such as MPEG [15] . However, direct MPEG compressed concentric mosaic is tightly coupled and does not easily lend itself to random access. Furthermore, the unique characteristics of concentric mosaics, such as the structured camera motion, have not been extensively explored. Recently, Zhang and Li [25] developed a MPEG-like algorithm called the reference block coder (RBC) to compress the concentric mosaic. RBC was exactly the same as MPEG at the macroblock level; however, RBC modified the bitstream syntax and the frame structure of MPEG and revised the motion compensation model in consideration of the panning motion in the concentric mosaic. RBC not only slightly beat MPEG-2 in terms of compression performance, but also achieved JIT rendering within such a frame-prediction framework.
III. THREE-DIMENSIONAL WAVELET COMPRESSION OF THE CONCENTRIC MOSAIC
In this work, a 3-D wavelet transform and coding system is developed to compress the concentric mosaic. The wavelet transform is recognized for its effectiveness in signal decorrelation and energy compaction. In addition, the multiresolution structure provided by the 3-D wavelet transform may be used to access a reduced resolution mosaic during rendering, in case there is not enough bandwidth or computational power to access the full resolution concentric mosaic scene or the display resolution of the client device is low. Furthermore, since the wavelet coders avoid the recursive loop in the predictive video coders, they perform better in an error-prone environment, such as the wireless network. Our coder can be considered as a 3-D extension of the embedded block coding with optimized truncation (EBCOT) algorithm [12] used in JPEG 2000 image compression standard. We investigate a number of special issues in 3-D wavelet coding, such as the 3-D wavelet lifting scheme, the optimal wavelet packet decomposition for the concentric mosaic, and the 3-D block entropy coder. Unlike existing 3-D wavelet video coders [9] , [11] where the entire data volume is embedded encoded, our coder embedded encodes each individual 3-D block separately and then assembles the bitstream together. The generated bitstream is thus not only highly scalable, but also structured for random access.
The system diagram of the 3-D wavelet concentric mosaic coder is shown in Fig. 3 . Detailed operations are described in the following.
A. Alignment
We rotationally align and match every two adjacent mosaic images so that the correlation between the mosaics is maximized. The mean absolute error (MAE) between the two rotationally shifted mosaics is calculated as
The consecutive displacement -that minimizes the matching is the relative alignment vector between the mosaic images.
B. Three-Dimensional Wavelet Transform With the Lifting Scheme
The color concentric mosaic dataset is separated into Y, U, and V components, and each component is compressed separately. For the chrominance components U and V, the dataset is reduced to half resolution (subsampled by a factor of four) for each mosaic image
. A 3-D separable wavelet transform is then applied to the aligned concentric mosaic dataset of each component to decorrelate the images in all three dimensions and to compact the energy of the image array into a few large coefficients. Since the entire concentric mosaic is too large to be loaded into memory simultaneously to perform the 3-D wavelet transform, to save memory and reduce computational complexity, a 3-D lifting scheme with frame/line buffering has been implemented. Fig. 4 plots the 1-D wavelet transform in the polyphase form in one scale. Note that both the low-pass and the high-pass coefficients may be decomposed further. Equation assures perfect reconstruction. As indicated by Daubechies and Sweldens [26] , every FIR wavelet filter can be factorized into a set of lifting steps, leading to the lifting scheme whose complexity is only half that of the traditional convolution scheme. This results in a ladder-like computational structure shown in Fig That is, when an elementary operation is executed, the previous node's value is never used in subsequent stages, thus, the memory can be reused to store the resultant value. The in-place execution property is used to develop the forward line/frame lifting as well as the progressive inverse wavelet synthesis (PIWS) algorithm. An elementary lifting operation consists of two additions and one multiplication. The average computation for the 9-7 lifting filter is, thus, four additions and two multiplications per coefficient. This is almost half the computation of the convolution implementation of the same 9-7 biorthogonal wavelet, which is eight additions and 4.5 multiplications.
Corresponding to the three axes of the concentric mosaic data, there are three different lifting units: frame lifting, line lifting, and horizontal lifting. The original data is fed into the lifting unit one element at a time. A single element is defined as one mosaic image for frame lifting, one line for line lifting, and a single pixel for horizontal lifting. In the 9-7 biorthogonal lifting, only six elements need to be buffered. Shown in the circle of Fig. 6 , where frame lifting is performed first, followed by line lifting, and finally horizontal lifting.
In concentric mosaic coding, multiple-level lifting is usually performed. For each generated subband, a decision needs to be made whether or not to decompose it further. We may choose to further decompose only the low-pass band of frame, line, and horizontal lifting. Such decomposition leads to the well-known mallat structure. A two-level full mallat decomposition is depicted in Fig. 7(a) . Alternatively, we may first perform full wavelet decomposition along one axis and then decompose the plane spanned by the other two axes, as shown in Fig. 7 (b) and (c). All of these decompositions are forms of the wavelet packet. In Section V, we will determine the optimal wavelet packet decomposition for the concentric mosaic empirically. For the reconstruction of the decoder, the adopted wavelet packet is recorded in the compressed bitstream.
C. Block Coding: Scalar Quantization and Embedded Bitplane Coding
Though the wavelet transform operates on the entire concentric mosaic, we chop each decomposed wavelet subband into blocks, encode each block independently, and then assemble the block bitstreams. The block coding and assembling structure has the following advantages.
1) Benefit of Local Statistical Variation
The statistical properties may not be homogeneous across the entire data volume. Since each block of coefficients is processed and encoded independently, local statistics can be explored to improve the coding performance. The statistical variation across the concentric mosaic may be exploited in the bitstream assembler, so that the bit budget can be distributed in a rate-distortion optimized fashion.
2) Easy Random Access at the Decoder
Since the compressed bitstream is assembled from block bitstreams, each block can be individually accessed. We may thus parse and decode only those block bitstreams needed to render the current view.
3) Low Memory Requirement at the Encoder
The block structure also waives the need to buffer the entire concentric mosaic at the encoder. Only frames of coefficients need to be buffered for each subband, where is the size of the block in the frame direction. Once frames of coefficients arrive, they are chopped into blocks, quantized, and entropy encoded. The compressed bitstreams of the coefficients are buffered for the assembling stage. Note, however, that unlike transform coefficients, they occupy much less memory. In each block, coefficients are quantized and entropy encoded. We adopt a simple scalar quantizer with step size and a dead zone . The functionality of the quantizer is to convert the transform coefficients into integers so that they can be easily processed by the entropy coder. The quality of block coding is ultimately controlled by the bitstream assembler, not the quantizer. A small constant quantization step size , e.g.,
, is chosen to ensure that the concentric mosaic scene is compressed with sufficient quality before assembling.
Many implementations of the entropy encoder are feasible. Embedded bitplane coding is used to enable the compressed bitstream to be freely truncated at a later stage. Let the block under consideration be denoted by , and let be the th most significant bit of the absolute value of coefficient . Let be the th bit plane, which consists of all bits at the same significance level . Let be the total number of bitplanes, where it is satisfied that for all coefficients in , and there is at least one coefficient so that . An embedded bitplane coder encodes the block bitplane by bitplane, iterating from the most significant bitplane to the least significant bitplane zero. Thus, if the compressed bitstream is truncated later, the most significant bitplanes of all coefficients are still accessible. Therefore, the block can still be decoded with good quality. For each coefficient at a certain bitplane , if all bits in the previous bitplanes are zero, i.e., for all , the coefficient is called insignificant. Otherwise, it is called significant. In each bitplane, the bits of insignificant coefficients are encoded in significance identification mode, while the bits of significant coefficients are encoded in refinement mode. While there is less room for compression for bits in the refinement mode, the bits in the significance identification mode skew highly toward zero. Therefore, it is the task of significance identification to efficiently represent the coefficients which turn significant in the current bitplane, i.e., those bits that satisfy and for all . The embedded bitplane coder encodes each block of coefficients according to the following steps.
Step 1) Initialization phase: record the maximum bitplane .
Step 2) Significance identification pass: encode insignificant coefficients in bitplane .
Step 3) Refinement pass: encode significant coefficients in bitplane .
Step 4) Record -slope: the coding rate and distortion of each pass are recorded during the coding process.
Step 5) Repeat Steps 2)-4) for bitplane if there are still bitplanes to encode, and the desired coding rate/distortion has not been reached.
In
Step 4), the coding rate can be easily derived from the current encoding bitstream length. The distortion may be calculated by measuring the difference between the original and reconstructed coefficients. A lookup table such as the one presented in [12] may be used to speed up the distortion calculation. Alternatively, we may estimate the distortion with the technology presented in the rate-distortion optimized embedded coder (RDE) [14] . Calculating the distortion is of course more accurate and is beneficial for the coding performance, however, estimating the distortion is much faster and introduces less overhead. The recorded rate-distortion curve of the block will be used in the bitstream assembler.
Three different embedded entropy coders are implemented in this work with different complexity versus performance tradeoff. The coders differ mainly in how the insignificant coefficients are encoded. Details of the three entropy coders are described below.
1) Tree Coder:
In the tree coder, the insignificant coefficients are grouped by oct-tree. At first, the entire block is represented as an insignificant tree node. As the coder iterates from the most significant bitplane to the least significant bitplane, the oct-tree node gradually splits and locates the position of the significant coefficients. The concept bears similarity with the 3-D SPIHT algorithm [10] , however, in this work, the set partitioning is applied to a 3-D block within one wavelet band, rather than to coefficients across multiple wavelet bands. This design choice is for flexible access. The tree coder maintains four lists, which are the list of insignificant sets (LIS), the list of candidate sets (LCS), the list of insignificant pixels (LIP), and the list of significant pixels (LSP). The LIS consists of sets where all coefficients are insignificant; the LCS consists of sets where all coefficients are insignificant but at least one coefficient becomes significant in this bitplane; the LIP consists of single insignificant coefficients; and the LSP consists of single significant coefficients. Elements in the four lists may move according to Fig. 8 . That is, elements in the LCS may split and move to the LIS, LSP, LIP, or form another element of the LCS. However, LIS elements can only move to the LCS; LIP elements can only move to the LSP; and once an element moves to LSP, it stays there. Although conceptually the tree coder encodes the block bitplane by bitplane, in actual implementation, all operations are performed on the four lists. The computational complexity of the tree coder is thus the lowest among the three implemented entropy coders.
In each bitplane coding, we first examine sets in LIS one by one. If at least one coefficient becomes significant in this bitplane, a "1" is encoded and the set moves to LCS. Otherwise, a "0" is encoded and the set remains in LIS. Next, the sets in LCS are examined. For a set in LCS, since it is guaranteed that at least one coefficient is significant in this bitplane, the set splits along the three axes into eight subsets:
. If set is of size 2 2 2, eight child pixels are generated. For each subset/pixel , a status bit is established which is "0" if the subset/pixel is insignificant, and is "1" otherwise. This eight-bit status string is Huffman encoded. The subset/pixel is placed into LCS/LSP if the status bit is "1," and into LIS/LIP if the status bit is "0." If pixel moves into LSP, its sign is immediately encoded. After all sets in LCS have been processed, all coefficients in LIP in the beginning of the current bitplane coding are examined. If the coefficient becomes significant, a "1" is encoded followed by the sign of the coefficient, and the coefficient moves to LSP. Otherwise, a "0" is encoded. Finally, all coefficients in LSP in the beginning of current bitplane coding are refined.
2) Adaptive Binary Golomb-Rice (GR) Coder: In this coder, the insignificant coefficients are identified by a run-length coder with adaptive binary Golomb-Rice (ABGR) coding of the run of consecutive zeros. This ABGR coder is a 3-D extension of [13] . We classify the bits in each bitplane into three categories: insignificant coefficients with at least one significant neighbor (predicted significant), insignificant coefficients with all 26 neighboring coefficients insignificant (predicted insignificant), and refinement bits. In each bitplane coding, we scan the coefficient block three times: first, we encode the predicted significant bits, then the predicted insignificant bits, and finally, the refinement bits. In that way, bits with similar statistics are grouped together and, thus, can be efficiently compressed. The coding order is empirically determined by the rate-distortion property of the different bit sets. In the predicted significant and insignificant scan, a run length to the next coefficient that becomes significant is encoded by the ABGR coder. If the run length is greater than or equal to , a "0" is encoded to represent a run of length , while the rest of the run is further examined. Otherwise, a bit "1" is encoded followed by bits of the binary representation of the run length and the sign of the significant coefficient. In essence, the ABGR coder is a Huffman coder that assigns bit for a run between and , where is an adaptive control parameter that is determined by the state transition table specified in [16] . Two independent ABGR coders with separate parameters are used for the predicted insignificant and significant mode. The refinement bits are not entropy coded and are just sent directly to the block bitstream. The ABGR coder is still very fast in coding. Nevertheless, it performs slower than the tree coder, as the coefficients are scanned bitplane by bitplane during the coding.
3) Context-Based Arithmetic Coder: The context-based arithmetic coder in JPEG 2000 [12] is extended to 3-D. The 3-D arithmetic coder resembles that of the ABGR coder. The block is still encoded by bitplanes with each bitplane still being scanned three times as predicted significant, predicted insignificant, and refinement. However, in the predicted significant and predicted insignificant scan, the insignificant bit is encoded with an arithmetic coder using a context derived from the significant statuses of the 26 neighbors of the current coefficient. We design the context of the arithmetic coder following the work of our colleagues in [27] and the contexts are given in the Appendix. This coder yields the best compression performance; however, it is also the most computationally expensive coder since context calculation is relatively time consuming.
D. Rate-Distortion Optimized Bitstream Assembler
After all the blocks of coefficients have been embedded encoded, a bitstream assembler is used to optimally allocate the bits among the different blocks to minimize the overall distortion. The chrominance components (U and V) have been downsampled by a factor of four before the 3-D wavelet transform. We treat the distortion of the downsampled chrominance the same as that of the luminance. We note that it might be visually better if a suitable weighted sum distortion of the three color components YUV is used, with the weights determined by the respective visual significances.
We have calculated the rate-distortion curves of individual blocks during the embedded coding stage. The block distortion is further multiplied by the energy weight of the subband: (3) where the subband weight is the gain (energy) of the lifting synthesis function. For the bi-orthogonal 9-7 filter, the gain for the low pass filter is , and the gain for the high pass filter is . For a wavelet subband with low pass lifting and high pass lifting levels, the energy weight of the subband can be calculated as , no matter whether the lifting is performed along the frame, line, or horizontal axes. The rate-distortion theory indicates that optimal coding performance can be achieved if all blocks operate on the same rate-distortion curve. The functionality of the bitstream assembler is thus to find the common rate-distortion slope of all blocks, and calculate the included bits for each block. The two functionalities are performed below:
Step
1) Find the Truncation Bit Rate for Each Block
Given a rate-distortion slope , the coding rate of each block is determined by the portion of the bitstream with the operating rate-distortion slope greater than the given slope. In essence, we find the tangent on the rate-distortion curve of the block that is equal to , and the bit rate at this tangent point is the operating coding bitrate for this block.
2) Finding the Optimal Common Rate-Distortion Slope
The optimal common rate-distortion slope is found with a bisection method. We first set two rate-distortion slope threshold and , where the optimal rate-distortion slope is enclosed in the interval ( ). A current threshold is calculated. Given the current threshold , each block is examined and its operating bitrate calculated. The sum of the coding rate of all blocks forms the current coding rate. Depending on whether the current coding rate is larger or smaller than the desired rate, the lower or upper limit of the threshold is updated accordingly. The search stops after a number of iterations or when the current coding rate is close to the desired rate within a certain percentage. During the search for the optimal coding rate, only the rate-distortion function of each block is examined; no block needs to be re-encoded. Therefore, the search can be performed very quickly. The process is illustrated in Fig. 9 , where a joint rate-distortion optimization over four blocks is performed. The weighted rate-distortion curve of each block is calculated during the embedded coding stage. We search for an optimal rate-distortion slope, which is tangent to the rate-distortion curves of all blocks. The block bitstream is then truncated at the tangent point, and the truncated bitstream segments of different blocks are assembled together to form the compressed bitstream. The optimal rate-distortion slope is the one producing an output bitrate closest to the desired bitrate. The truncated bitstream length of each coefficient block is recorded in the compressed 
IV. RENDERING OF THE CONCENTRIC MOSAIC WITH PIWS
To achieve real-time rendering of the concentric mosaic on the compressed bitstream, a progressive inverse wavelet synthesis (PIWS) algorithm is proposed to reduce the computational load for the random data access. There have been works on fast and memory efficient forward and backward wavelet transforms for an entire image frame, such as [21] , [22] . In addition, many works have been proposed which use tiling to handle data access in 3-D volume graphic datasets [17] - [20] . When flexible data access is required, short-kernel wavelet filters such as the Haar filter can be adopted to reduce the computation. However, the Haar filter and tiling reduce efficiency in energy compaction, and the blocking artifact is visually very annoying. PIWS is unique in that it allows an arbitrary region of data to be accessed with a minimum computational complexity, regardless of the wavelet filter used.
A. Selective 3-D Wavelet Decompression System
We do not fully expand the compressed concentric mosaic bitstream in the rendering stage. Instead, a selective 3-D wavelet decompression is performed, i.e., only the data necessary to render the current view is accessed and decoded. The decompression system driven by the rendering engine is shown in Fig. 16 . The rendering engine issues requests for a set of slits needed for the current view to the selective decompression engine. After compensating for the alignment, the selective decompression engine passes the request to the selective inverse wavelet synthesis engine, which locates the wavelet coefficients necessary to decode the slits and performs the wavelet synthesis operation. A selective block decoder provides the coefficients accessed by the inverse wavelet synthesis engine. From the compressed bitstream, it parses the specified blocks; it then entropy decodes and inverse quantizes them. During the entire process, only the coefficients and the bitstream segments necessary to render the current view are accessed and decoded.
In the entire system, the inverse alignment is easy to implement. The coding system has been designed to facilitate selective decoding by independently coding each block and constructing a random accessible bitstream structure. The selective inverse wavelet synthesis module is the most computationally expensive. We may perform the selective inverse wavelet synthesis on a slit-by-slit basis, i.e., to synthesize one slit at a time. We call this approach the simple slit decoder (SSD). Though simple, SSD is computationally very expensive because there is a lot of duplication in computation when synthesizing nearby slits. The second approach is a block selective decoder (BSD). BSD maintains a block cache and decodes slits block-by-block. BSD is computationally more efficient than SSD; however, it is still far from optimum. Moreover, even when a single slit is accessed, the entire block that contains the slit must be decoded. In this work, a progressive inverse wavelet synthesis (PIWS) approach is proposed so that a minimum of computations is performed to recover the accessed slits. The details of PIWS are discussed in the following section.
B. One-Dimensional Data Access Through Progressive Inverse Wavelet Synthesis
Let us first consider the data access in one dimension. We use the biorthogonal 9-7 wavelet filters for explanation. Note that other lifting wavelet filters can be applied as well. The data is recovered through inverse lifting, as shown in the middle of Fig. 5 . Data at an odd index is recovered from five high-and four low-pass coefficients. At even indices, data points are recovered from four high-and three low-pass coefficients. Let the coefficients necessary to decode a data point be the covering coefficients. If a long segment of data is recovered with lifting, on average four additions and two multiplications are needed to recover each data point. However, to recover a single data point at an odd index, 20 additions and ten multiplications are necessary. At an even index, the computational load is 12 additions and six multiplications for a data point. On average, 16 additions and eight multiplications are needed if each data point is synthesized separately.
Suppose a set of data points is to be randomly accessed from the compressed data set. Each data point may be independently decoded. However, such point decoding carries a heavy computational burden, as on average four times more calculation is needed if we decode each data point separately. An alternative approach is to first decompress all the data and then provide random accesses. Though the average computational load is low, there is a long initial delay if only a few data points are accessed. Moreover, a large memory buffer is needed to hold the expanded dataset.
The PIWS proposes to provide random data accesses with a minimum computational load for the recovery. The idea is to cache and reuse the computation results in various stages in the selective wavelet syntheses.
Let be a set of transform coefficients, where low-and high-pass coefficients are interleaved at even and odd indices, respectively, as shown in Fig. 5 . Let the recovered data be denoted as . Due to the in-place execution property of lifting, the transform coefficients, the recovered data, and the intermediate results can be placed at the same memory location. Let the memory unit that holds to each memory unit . For the 9-7 biorthogonal wavelet, two lifting operations are performed for each memory unit before the data is recovered. Therefore, there are three possible states for each memory unit, as shown in Table I . The PIWS operates as a state machine: at first, all the memory units are in state zero; after the accessing operation, the accessed data are brought to state two.
Each state transition in PIWS is caused by an elementary lifting operation. All possible state transitions of the lifting are shown in Table II . Since the lifting operation at an even index is different from that at an odd index, there are four different state transition operations.
The access of data point is equivalent to bring the memory unit to destination state two, which can be achieved through an elementary inverse lifting operation if unit is in state one, and its neighboring units and are in state two (for odd ) or one (for even ). We may implement the PIWS data access as a recursive function access ( , state), where is the accessed data point, and state is the required memory state. The pseudocode can be written as follows: The access of data is thus converted to a function call access ( ). Initially, the contents in all memory units are wavelet coefficients at state zero. As data is accessed, the state of the memory unit gradually transitions to higher states. For any randomly accessed data point, a minimum number of operations necessary to calculate the accessed data are performed. Intermediate results are preserved so that when a neighbor data point is accessed, part of the computation needed to recover the data point can be reused.
C. Slit Access by Progressive Inverse Wavelet Synthesis
In the previous section, we investigated the single dimension and single scale PIWS algorithm. In this section, we will extend the PIWS to multiple dimensions and multiple scales. Since in the concentric mosaic, the rendering engine always requests by slit, data access in the concentric mosaic is a 2-D random access problem, with the PIWS access unit being a slit. Let the axis along the slit be the slit axis, and the other two axes the horizontal and vertical axes, respectively. We again assign a memory state to each memory unit, which is now a slit. A mixed cache is again used to hold the wavelet coefficients, intermediate lifting results, and the recovered pixels all at one place. Let the memory unit be denoted as and its state as . Similar to the 1-D PIWS case, we interleave low-and high-pass coefficients at even and odd indices, both for the horizontal and vertical axes. We assume that horizontal inverse lifting is performed first, followed by the inverse vertical lifting, and finally the inverse slit lifting. However, other transform orders are also plausible because the multidimensional wavelet transform is separable. A list of feasible states is shown in Table III. denote the states along the horizontal, vertical, and slit axes, respectively.
The state goes through a single direction transition with . PIWS first occupies the memory unit with the wavelet coefficient, then the intermediate horizontal lifting results, after that the intermediate vertical lifting results, and finally the recovered pixel, all in the same place. A similar recursive algorithm as the one in Section IV-C is developed for the PIWS slit access. In Fig. 10 , we illustrate the states of the cache when a single slit at an even horizontal and an odd vertical index is accessed. Decoding the slit requires inverse lifting 7 9 slits of coefficients. It is computationally expensive; in fact, it takes 66 multiplications and 132 additions per sample. However, the intermediate lifting results are not dropped. They are kept in the memory cache and reused when the neighboring slits are accessed. Significant computational savings are thus achieved for random access through the PIWS engine. Although for accessing a single slit the total operational cost of the PIWS is the same as straightforward synthesizing the slit, none of the intermediate results is wasted. Ultimately, as more and more slits are accessed, the computational complexity of PIWS approaches that of the full inverse wavelet synthesis, i.e., six multiplications and 12 additions per sample per scale, which is one-tenth of the computation required for accessing by single slit.
Compared with expanding the entire compressed concentric mosaic, the PIWS enabled renderer can reduce the memory requirement as well. With PIWS, a cache is allocated to hold the most recently used memory units, whether they are the wavelet coefficients, the intermediate lifting results, or the recovered pixels. No memory is allocated for slits in state , as such slits hold no data. Whenever the cache memory is used up, less frequently accessed memory units are swapped out of cache and corresponding status tags are pushed back to state . The memory is then reused for the newly accessed slits. It should be noted that in the PIWS mixed cache, the states of two neighboring slits are continuous. When a slit is swapped out, its state is not continuous with its neighbors any longer. Therefore, if the slit is accessed again, the states of its neighbors are also IV  CONCENTRIC MOSAIC COMPRESSION WITH DIFFERENT WAVELET PACKET  DECOMPOSISION STRUCTURES   TABLE V  THREE-DIMENSIONAL CONCENTRIC MOSAIC SCENE COMPRESSION RESULTS decreased to , with their contents swapped out. Such cases happen when replaced slits are revisited. Fortunately, during the concentric mosaic rendering, the accessed slits are typically clustered together, as shown in Section V. Thus, the performance penalty caused by revisiting replaced slits is less severe.
We also extend the PIWS engine to multiple scales. In this case, instead of directly decoding the wavelet coefficients from the selective block decoder engine, the access of the decoded coefficients at state may go through another PIWS engine at a coarser resolution level. The flowchart of a three-scale PIWS engine with pyramidal wavelet decomposition is shown in Fig. 11 . The rendering engine accesses the slits through the PIWS engine at level one. Through the recursive access function, wavelet coefficients covering the slits are located and accessed. For the low pass subband in the horizontal, vertical, and slit subband, a second-level PIWS engine is used for the coefficient access. Since the coefficients in the other subbands have not been decomposed further, they are decoded directly from the bitstream through the selective block decoder. Similarly, the second-level PIWS engine calls a third-level PIWS engine for the access of its low-pass band.
V. EXPERIMENTAL RESULTS
A. Compression Performance
First, we investigate the compression performance of the 3-D wavelet concentric mosaic coder. In addition, the optimal 3-D wavelet packet transforms and the complexity versus performance tradeoff of various block entropy coding schemes are also investigated in this section. The test data is the concentric mosaic scene Lobby (Fig. 17) and Kids (Fig. 18) . The scene Lobby consists of 1350 frames at resolution 320 240. The scene Kids consists of 1462 frames at resolution 352 288. Both scenes are in the YUV color space, with U and V components subsampled by a factor of two in both the horizontal and vertical direction. The objective peak signal-to-noise ratio (PSNR) is measured between the original scene and the decompressed scene as Table IV . We observe from Table IV that full mallat decomposition (structure A) does not yield the optimal compression performance. By further decomposing bands along the (line) axis with structure C, compression performance improves by about 0.5 dB. Gain achieved by decomposing beyond four-level (structure D and E) is rather limited. Decomposing along the (frame) or (horizontal) axis first with structure D and E yields a performance that is inferior to the wavelet packet structure C. Therefore, the wavelet packet structure C is used throughout the following experiment, i.e., a four-level line lifting, followed by a four-level mallat lifting in both the frame and horizontal direction.
In the second experiment, we compare the 3-D wavelet concentric mosaic coder with that of MPEG-2, which treats the entire concentric mosaic as a video and compresses it with a MPEG-2 codec downloaded from http://www.mpeg.org. In the 3-D wavelet coder, the concentric mosaic is aligned, wavelet decomposed, chopped to blocks of size 16 16 16, block quantized and encoded, and, finally, assembled. Three different block entropy coders, the tree coder, the Golomb-Rice coder, and the context arithmetic coder, are evaluated. MPEG-2 is used here as a benchmark of performance. In MPEG-2, only the first image is encoded as an I frame; the rest of the images are encoded as P frames. Because the MPEG-2 compressed bitstream cannot be randomly accessed, it is not suitable for the rendering of the concentric mosaic. Moreover, though the PSNR of the MPEG coder is satisfactory, there is no guarantee of the quality of the rendered concentric mosaic, as PSNR of the MPEG coded video usually fluctuates along the sequence. The Lobby scene is compressed at 0.2 bits per pixel (bpp) and 0.4 bpp, respectively. As the Kids scene has more details, it is compressed at 0.4 bpp and 0.6 bpp, respectively. The results are shown in Table V . We observe that the performance of the tree coder is very close to that of the Golomb-Rice coder. Note that the computational complexity of the tree coder is lower than that of the Golomb-Rice coder, while the memory requirement of the tree coder is slightly higher, especially at high bitrates. Since the block coder operates only on a 3-D block of size 16 16 16 , the memory consumed by either coder is limited. We thus favor the tree coder over the Golomb-Rice coder. The more complicated arithmetic coder improves the compression performance by 0.5 dB. Comparing MPEG-2 with the 3-D wavelet coder with arithmetic coding, we observe that the 3-D wavelet coder loses by 0.3 dB on average. The performance is still comparable to that of MPEG-2, however. With further tuning, we may improve the performance of the 3-D wavelet coder. Even with the current performance, the resolution scalability offered by the 3-D wavelet and the quality scalability offered by the block embedded coder makes the 3-D wavelet concentric mosaic coder attractive in a number of environments, such as Internet streaming and browsing.
B. Random Access Speed
In this section, we evaluate the effectiveness of the PIWS algorithm in concentric mosaic rendering. The testing platform is a Pentium III PC running at 500 MHz. All timing tests are collected on the concentric mosaic scene Kids. We first compare the proposed PIWS decoder with two selective inverse wavelet synthesis algorithms: the simple slit decoder (SSD) and the block selective decoder (BSD). SSD decodes by individual slit; BSD decodes in blocks of 32 32 slits. For comparison, all wavelet coefficients are already decoded, so that only the computational complexity of the inverse wavelet transform is investigated.
We time the speed of fully decoding the concentric mosaics, as well as the speed for actual concentric mosaic viewing operations. The speed is measured in number of slits decoded per second. The larger the number, the faster the decoder. The speed when an entire concentric mosaic scene is decoded is listed in the first row of Table VI. Overall, the decoding speed of PIWS is slightly faster than BSD (22% faster), and is much superior to SSD (49 times faster). Although PIWS is designed for the access of random slits, it works well when accessing a chunk of data. The accessing and decoding of individual slits with SSD is not a good option. Because of the duplicated computation in neighboring slits, SSD is much slower than both PIWS and BSD.
We next investigate the decoding speed in an actual concentric mosaic rendering scenario. Three motion passes of the viewer are simulated, i.e., rotation, forward, and sidestep modes, as shown in Fig. 12 . In the rotation (RT) mode, the viewpoint is at the center of the circle and rotates 0.006 rad per view. In the forward (FW) mode, the viewpoint starts at the edge of the inner circle and moves forward along the optical axis of the camera.
In the sidestep (ST) mode, the viewpoint moves sidestep perpendicular to the optical axis of the camera. The accessed slits associated with the three modes are drawn on a 2-D slit plane (i.e., the data plane in Fig. 10 ) and shown in Fig. 13 , where the horizontal and the vertical axes are the angular and radius indices of the concentric mosaics, respectively. For each motion mode, two views of the accessed slits are drawn. The RT mode accesses a set of slits parallel to the angular axis. As the viewpoint rotates, the trace slowly shifts to the right. In contrast, the FW mode accesses a set of slits along a line segment. As the viewpoint moves forward, the line segment rotates along the slit plane. Lastly, the ST mode accesses a set of slits along a bending curve, and as the viewpoint moves sidestep, the curve gradually flattens toward the radius axis. The ST mode is the most computation consuming motion, whereas the RT mode is the least, as many slits in the RT mode are overlapped.
Rows 2-4 of Table VI give the average number of slits rendered per second for motion mode RT, FW, and ST, respectively. As shown, SSD is still the slowest as a huge number of inverse wavelet lifting is performed to decode the slits. Although BSD is efficient to decompress the entire concentric mosaic data set, it is not suitable for the real rendering task, as the decoding and rendering speed of BSD is dramatically lower than that of PIWS. In the RT mode, it slows down by a factor of 5.6 times. In the ST mode, where many new blocks of slits are decoded, it slows down as well by a factor of 1.6 times. As we can see, PIWS is faster than SSD by 35 to 44 times, and faster than BSD by two to five times.
For the most computationally expensive ST motion mode, we further plot the rendering time of the individual views in Fig. 14 . The horizontal axis is the rendered frame, and the vertical axis is the decoding time for a specific view. We observe that SSD is very slow, as it takes on average 1.2 s to render one view. BSD is faster than SSD; however, the rendering time of BSD fluctuates greatly from 0 ms to 200 ms. Whenever a visited slit is not in the BSD cache, a block of slits has to be decoded, which leads to a sudden computational surge. Thus, the viewing experience of BSD is not always smooth. In comparison, PIWS (the flat bold curve close to the horizontal axis in Fig. 14) provides a much smoother viewing experience as on average a view is rendered Finally, we compare the rendering speed of PIWS with two existing concentric mosaic compression and rendering systems: the spatial vector quantization (SVQ) scheme [5] and the reference block coding scheme (RBC) [25] , which is a macroblock based frame predictive coding scheme. We count all components of the rendering system. Results for both the point sampling (PS) and bilinear interpolation (BI) rendering modes are shown in Table VII . On average over the three modes, the rendering speed of PIWS is slower than SVQ by only 27% and slower than RBC by 12%. Even in the worst case of ST motion mode, which is computationally the most demanding, PIWS is slower than SVQ by only 53% and slower than RBC by 35%. We see, then, that PIWS greatly boosts the rendering speed and random access capability of the 3-D wavelet concentric mosaic coder, which makes it an acceptable option for the compression and rendering of the concentric mosaic.
VI. CONCLUSION
A 3-D wavelet-based approach for the compression and rendering of the concentric mosaic is presented in this paper. The block coding architecture of the proposed 3-D wavelet coder ensures that the JIT rendering of the concentric mosaic is feasible, i.e., a view can be rendered by just decoding the relevant content, without decompressing the entire bitstream. The compressed bitstream can also be accessed with multiresolution and multi-quality level, which is very useful in Internet streaming.
To provide quick random access to 3-D wavelet compressed bitstream, a PIWS algorithm is also proposed. With PIWS, wavelet synthesis can be performed with a minimum amount of computation, and views of the concentric mosaics can be rendered reasonably fast and smoothly. Though designed specifically for JIT rendering of the concentric mosaic, PIWS may also be applicable for the random access of other wavelet-compressed dataset, such as wavelet compressed volume graphics or 3-D texture.
APPENDIX
The contexts used in the context-based arithmetic coder (Section III-C3) are briefly described in this Appendix. Let the coefficient at position be . The neighbors of are grouped into four categories: the horizontal neighbor , the vertical neighbor , the frame neighbor , and the diagonal neighbor , as shown in Fig. 15 . The number of significant coefficients in each category is computed as , and , respectively. Through a table, we map the value , and into one of the ten contexts used for arithmetic coding. Depending on the number of high pass operations applied on the subband, three map tables are used, as shown in Table VIII. 
