Let m and t be positive integers with t ≥ 2. An (m, t)-splitting system is a pair (X, B) where |X| = m and B is a collection of subsets of X called blocks, such that, for every Y ⊆ X with |Y | = t, there exists a block B ∈ B such that |B ∩ Y | = t 2 . An (m, t)-splitting system is uniform if every block has size m 2 . In this paper, we give several constructions and bounds for splitting systems, concentrating mainly on the case t = 3. We consider uniform splitting systems as well as other splitting systems with special properties, including disjunct and regular splitting systems. Some of these systems have interesting connections with other types of set systems.
Introduction

Definitions
We begin with some definitions. Definition 1.1 A set system is a pair (X, B) that satisfies the following properties:
1. X is a finite set of points, 2. B is a collection of subsets of X, called blocks.
Definition 1.2
Let m and t be integers such that m ≥ 0 and t ≥ 2. An (m, t)-splitting system is a set system (X, B) that satisfies the following properties: We will use the notation (N ; m, t)-SS to denote an (m, t)-splitting system having N blocks.
Preliminary results and examples
Let N (m, t) denote the minimum number of blocks in any (m, t)-splitting system. Similarly, N d (m, t) denotes the minimum number of blocks in any disjunct (m, t)-splitting system, N u (m, t) denotes the minimum number of blocks in any uniform (m, t)-splitting system and N reg (r, m, t) denotes the minimum number of blocks in any r-regular (m, t)-splitting system. We say that an (m, t)-splitting system is optimal if it has exactly N (m, t) blocks. Optimality of disjunct, uniform and r-regular (m, t)-splitting systems is defined in the obvious way. Note that N (m, t) = N d (m, t) = N u (m, t) = N reg (0, m, t) = 0 if m < t; in these cases they are splitting systems consisting of no blocks.
The following result follows immediately from the definitions.
Lemma 1.6
For all m, t and r, it holds that N u (m, t) ≥ N (m, t), N d (m, t) ≥ N (m, t) and N reg (r, m, t) ≥ N (m, t).
The following result is also easy to prove.
Lemma 1.7
For all m, t and r, it holds that N (m+1, t) ≥ N (m, t), N d (m+1, t) ≥ N d (m, t) and N reg (r, m + 1, t) ≥ N reg (m + 1, t).
It is not the case that N u (m + 1, t) ≥ N u (m, t) for all m, t. For example, it can be shown that N u (6, 3) = 4 > N u (7, 3) = 3.
Because the functions N (m, t), N d (m, t) and N reg (r, m, t) are monotone nondecreasing for fixed r and t, it is useful to define m(N, t) = max{m : N (m, t) ≤ N }; m d (N, t) and m reg (r, N, t) are then defined in the obvious way.
Many constructions of splitting systems are conveniently described using the incidence matrix representation of a splitting system, which we define now. Definition 1.8 Let (X, B) be an (N ; m, t)-SS, where X = {x j : 1 ≤ j ≤ m} and B = {B i : 1 ≤ 1 ≤ N }. The incidence matrix of (X, B) is the N × m matrix A = (a i,j ) where
The following result is obvious. Lemma 1.9 Suppose A = (a i,j ) is an N × m matrix having entries in the set {0, 1}. Then A is the incidence matrix of an (N ; m, 3)-SS if and only if, for all choices of three columns c 1 , c 2 , c 3 of A, the following property is satisfied:
There is a row r such that (a r,c 1 , a r,c 2 , a r,c 3 ) ∈ {(0, 0, 1), (0, 1, 0), (1, 0, 0)}.
Furthermore, we have the following:
1.
A is the incidence matrix of an (N ; m, 3)-disjunct SS if and only if, for all choices of two columns c 1 , c 2 of A, there is a row r such that a r,c 1 = 1 and a r,c 2 = 0.
A is the incidence matrix of an (N ; m, 3)-uniform SS if and only if every row of
A has hamming weight equal to m 2 , and 3. A is the incidence matrix of an (N ; m, t)-r-regular SS if and only if every column of A has hamming weight equal to r.
We now give a few small examples of splitting systems. form a (4; 10, 3)-SS on the set {1, . . . , 10}.
Related set systems
Splitting systems are related to some other types of extremal set systems. We briefly discuss these connections now. Let Y be a finite set and let There is also a connection between (m, 3)-splitting systems and the cover-free families introduced by Erdös, Frankl and Füredi [4] . (These are set systems with the property that no block is contained in the union of two other blocks.) The transpose of the m × N incidence matrix of a cover-free family on N points and m blocks satisfies the following property for all choices of three columns c 1 , c 2 , c 3 :
There is a row r such that (a r,c 1 , a r,c 2 , a r,c 3 ) = (1, 0, 0).
(2) is a stronger condition than (1), so any cover-free family having N points and m blocks automatically yields an (N ; m, 3)-SS. However, the constructions in this paper yield smaller splitting systems than the ones that can be obtained from known cover-free families.
Finally, 3-regular (m, 3)-splitting systems can be shown to be equivalent to the so-called {123, 124, 134}-free 3-hypergraphs. This is discussed further in Section 5.
Overview of the paper
The remainder of this paper is organized as follows. First, in Section 2, we prove a general necessary condition for the existence of (m, t)-splitting systems that holds for all integers t ≥ 2.
The rest of the paper concerns (m, 3)-splitting systems. In Section 3, we present some good direct constructions for uniform (m, 3)-splitting systems.
In Section 4, we turn to recursive constructions for both uniform and nonuniform (m, 3)-splitting systems. In the nonuniform case, the best known results use disjunct systems and arise from the approach of Deuber, Erdös, Gunderson, Kostochka and Meyer [3] . We review their constructions and present a somewhat simplified treatment and a small extension of their asymptotic results.
In Section 5, we present some characterizations, constructions and necessary conditions for 2-regular and 3-regular (m, 3)-splitting systems. In particular, 3-regular (m, 3)-splitting systems are shown to be equivalent to {123, 124, 134}-free 3-hypergraphs. Some results on this problem are presented and extended.
Finally, in Section 6, we provide some tables summarizing the best known results for "small" (m, 3)-splitting systems of various special types. These tables are obtained using a combination of computer searches and applications of the results discussed in this paper.
Bounds for (m, t)-splitting systems
Ling, Li and van Rees proved in [7] that N (m, t) ≥ log 2 m when t = 2 or 4. In this section, we prove that a similar type of bound holds for all t ≥ 2. 
We mentioned in the introduction that N (m, t) = N u (m, t) = 0 when m < t. It is trivial to see that N (t, t) = N u (t, t) = 1. The case m = t + 1 is considered in the next lemma. Proof. The proof is by induction on m. Clearly the desired result is true for m = t + 1 by Lemma 2. 3 . Next, suppose that m = 2 i + t − 1, where i ≥ 2, and let (X, B) be any (N ;
for all B o ∈ B, because any block whose size is not in this range splits no t-subsets and hence it can be deleted from B.
It is easy to see that B contains a block B where either
For, if this is not the case, then
a contradiction. Now, using Lemma 2.2, we obtain either an (N − 1, m 1 , t)-SS where
or an (N − 1, m 2 , t)-SS where
Therefore, by Lemma 2.1, there is an (N − 1;
Finally, suppose that 2 i + t − 1 ≤ m < 2 i+1 + t − 1, where i ≥ 1. Applying Lemma 2.1 and the result proven above, we have that
as required.
Since our bounds apply to "general" splitting systems, they automatically apply to uniform splitting systems, as well.
Direct constructions for (m, 3)-splitting systems
We begin with three easy constructions for (m, 3)-splitting systems. These constructions are, in general, not very good, but they do yield optimal systems for a few small values of m. Consider a 3-subset of Y ⊆ X that contains the point m. If Y is a block, then it intersects any other block in exactly one point. If Y is not a block, then it intersects two blocks in two points. There is at least one more block (because m ≥ 7), and any such block will intersect Y in exactly one point. 
Each c i is a column vector of length . Now construct a (2 + 2) × m matrix A as follows:
where T m c is the complement of T m (i.e., every entry "0" is replaced by "1" and vice versa).
We prove that A is the incidence matrix of an (m, 3)-splitting system. Denote the left and right halves of A by L and R respectively. (1) is satisfied if we take two columns from L and one column from R, by letting r be the second row of A. Similarly, (1) is satisfied if we take two columns from R and one column from L, by letting r be the first row of A.
Suppose we take three columns from L, say c 1 , c 2 , c 3 . Consider the three corresponding columns of T m . Clearly these three columns of T m are not all identical. Suppose without loss of generality that column c 1 of T m is not identical to column c 2 of T m . Then there exists a row r of T m such that t r,c 1 = t r,c 2 , where the entries of T m are denoted t i,j . Now, if t r,c 3 = 0, then (1) is satisfied. On the other hand, if t r,c 3 = 1, then (t r,c 1 , t r,c 2 , t r,c 3 ) = (0, 1, 1) or (1, 0, 1). In this case, (1) is satisfied by taking the rth row of T m c .
If we choose three columns from R, the proof is similar. Finally, note that a row of T m that contains i "1"s, say, is juxtaposed with a row of T m c that contains m − i "1"s. Hence, it is easily seen that every row of A contains exactly m "1"s, and therefore the splitting system is uniform. 
The following result is obtained by modifying Theorem 3.4. 
Let L denote the first m /2 columns of A, Let M denote the next m /2 columns of A, and let R denote the last 3 columns of A.
Observe that, if we delete the first four rows and the last three columns of A, then we obtain the incidence matrix of a (2 log 2 (m − 3) − 2; m − 3, 3)-uniform SS which is constructed as in Theorem 3. 4 . Therefore (1) is satisfied if we choose any three columns in L ∪ M .
If we choose the three columns in R, it is clear that (1) is satisfied. Also, if we choose two columns in R and one column in L ∪ M , then (1) is satisfied, by taking one of the first six rows of A. Finally, if we choose two columns from L ∪ M and one column from R, then it is again the case that (1) is satisfied by taking one of the first six rows of A.
To complete the proof, we observe that every row of A contains exactly m /2 + 1 = (m − 1)/2 "1"s.
Example 3.2 We construct the incidence matrix of a (10; 17, 3)-uniform SS using Theorem 3.5 and Example 3.1: 
Recursive constructions for (m, 3)-splitting systems
First, we observe that we can construct a (2m, 3)-splitting system from an (m, 3)-splitting system, as follows. Proof. Let A be the N × m incidence matrix of the (m, 3)-splitting system. We construct the incidence matrix of the desired (2m, 3)-splitting system on N + 2 blocks as follows:
Here "0" and "1" denote vectors of length m, all or whose entries are "0" and "1", respectively. We prove that this matrix is the incidence matrix of a (2m, 3)-splitting system on N + 2 blocks.
Denote the left and right halves of A by L and R, respectively. (1) is satisfied if we take two columns from L and one column from R, by letting r be the last row of A . Similarly, (1) is satisfied if we take two columns from R and one column from L, by letting r be the second last row of A . Suppose we take three columns from L, or three columns from R. Then one of the first N rows of A will satisfy (1), because A is the incidence matrix of an (m, 3)-splitting system. Proof. Let A be the N ×m incidence matrix of the uniform (m, 3)-splitting system. Observe that A may contain repeated columns; however, it does not contain three identical columns. Label the columns of A in such a way that columns i and j are identical only if |i − j| = 1. Now construct the incidence matrix of the desired uniform (2m + 1, 3)-splitting system on N + 1 blocks as follows:
Product constructions
The best known recursive constructions for (non-uniform) (m, 3)-splitting systems are product constructions. Most of these product constructions make use of disjunct splitting systems. The next theorem is a restatement of [3, Lemma 3.1].
Theorem 4.4 If there exists an
Proof. Let A and A be the incidence matrices of the two splitting systems. Denote the columns of A by c j , 1 ≤ j ≤ m 1 , and denote the columns of A by c j , 1 ≤ j ≤ m 2 . We construct a matrix, which we denote by A ⊕ A , in which column (j, j ) contains the column vector c j c j .
We will show that A ⊕ A is the incidence matrix of an (N 1 + N 2 ; m 1 m 2 , 3)-disjunct SS. Pick three columns of A ⊕ A , say (j 1 , j 1 ), (j 2 , j 2 ) and (j 3 , j 3 ). If j 1 , j 2 and j 3 are all distinct, then we can find a row r of A with the 3-splitting property for the three given columns, and then row r in A ⊕ A also has the same 3-splitting property. Similarly, everything is all right if j 1 , j 2 and j 3 are all distinct. If |{j 1 , j 2 , j 3 }| = 1, then |{j 1 , j 2 , j 3 }| = 3; and if |{j 1 , j 2 , j 3 }| = 1, then |{j 1 , j 2 , j 3 }| = 3. Hence, we need only to consider the case where |{j 1 , j 2 , j 3 }| = |{j 1 , j 2 , j 3 }| = 2. Then the three column labels have the form (j 1 In some of the next examples, we make use of the incidence matrix of a (6, 10, 5, 3, 2)-BIBD. This balanced incomplete block design is unique up to isomorphism, and its 6 × 10 point-block incidence matrix, B, is as follows (see [1] where I 6 is a 6 × 6 identity matrix, B is the incidence matrix of the (6, 10, 5, 3, 2)-BIBD, 1 is a 1 × 6 submatrix of "1"s and 0 is a 1 × 10 submatrix of "1"s. 
Proof. Let A and A be the incidence matrices of the two splitting systems. A contains a row having hamming weight k 1 and A contains a row having hamming weight k 2 . Permute the rows and columns of A and A so that they have the following forms:
Define A * to be the following matrix:
We will show that A * is the incidence matrix of an (N 1 N 2 −2;
Pick three columns of A * , say (j 1 , j 1 ), (j 2 , j 2 ) and (j 3 , j 3 ). If the three columns are all from A * 1 or all from A * 0 , then the argument is similar to that used in the proof of Theorem 4. 4. Next, suppose that (j 1 , j 1 ) and (j 2 , j 2 ) are columns of A * 1 and (j 3 , j 3 ) is a column of A * 0 . If j 1 = j 2 , then j 1 , j 2 and j 3 are distinct and there is a row of A 1 A 0 that satisfies the 3-splitting property for the three given columns. On the other hand, suppose that j 1 = j 2 . Because A is disjunct, there is a row r of A 1 A 0 such that A(r, j 1 ) = 0 and A(r, j 3 ) = 1. This row establishes the truth of the 3-splitting property for the three given columns.
The last case, when two of the columns are from A * 0 and one column is from A * 1 , is similar, and we conclude that we have a 3-splitting system.
We still have to show that this system is disjunct. Consider two columns, say columns (j 1 , j 1 ) and (j 2 , j 2 ). If both columns are from A * 1 or both columns are from A * 0 , then it is easy to see that the disjunct property is satisfied. Therefore we can assume WLOG that (j 1 , j 1 ) is from A * 1 and (j 2 , j 2 ) is from A * 0 . Clearly j 1 = j 2 and j 1 = j 2 . Because j 1 = j 2 , we can find a row r of A 1 A 0 such that A(r, j 1 ) = 0 and A(r, j 2 ) = 1. Similarly, because j 1 = j 2 , we can find a row r of A 1 A 0 such that A (r , j 1 ) = 1 and A (r , j 2 ) = 0. These two rows establish the desired disjunct property in A for the two given columns. The (14; 352, 3)-disjunct SS obtained in this way is essentially the same as the system named L in [3] . However, we have obtained this system as a direct application of Theorem 4.7 and removed the need for a lengthy verification as was required in [3] .
In [3] , the authors constructed a Using the last two splitting systems from Example 4.6, we can get two infinite families of splitting systems, which we now record.
Theorem 4.8 For every n of the form n = 26q+2, there exists a (n; 1.551 n−2 , 3)-disjunct SS which has expansion coefficient 1.551. For every n of the form n = 48q + 2, there exists a (n; 1.552 n−2 , 3)-disjunct SS which has expansion coefficient 1.552. The first result has the same expansion coefficient as Deuber et al. [3] but occurs for twice as many n's. The second result has an expansion coefficient that is .001 bigger than the one obtained in Deuber et al. [3] .
Regular splitting systems
Recall that an r-regular splitting system is one in which every point ocurs in exactly r blocks. We begin by establishing some preliminary results that allow us to prove a bound for r-regular (m, 3)-splitting systems. The first lemma and theorem in this section are obtained by an easy counting argument; the proofs are omitted. The case r = 2 is easy, and will provide the base case for a general bound.
Proof. Let A be an N × m 0-1 matrix in which every column contains exactly two "1"s. Suppose that A is the incidence matrix of an (N ; m, 3)-2-regular SS. No column of A is duplicated three times, and if we take one copy of every distinct column, then we obtain the incidence matrix of a triangle-free graph. Conversely, if we start with the incidence matrix of any triangle-free graph and repeat every column twice, then we obtain the incidence matrix of a 2-regular 3-splitting system. The maximum number of edges in any triangle-free graph on N vertices is We can say more about the case r = 3, which is related to another extremal hypergraph problem. A 3-hypergraph is a set system in which every block has size three and in which there do not exist repeated blocks. A 3-hypergraph is {123, 124, 134}-free if it does not contain three blocks isomorphic to the configuration {123, 124, 134}. The integer ex(N, {123, 124, 134}) denotes the maximum number of blocks in any {123, 124, 134}-free 3-uniform hypergraph on N points. Some results on ex(N, {123, 124, 134}) can be found in [6] .
Theorem 5.6 m(3, N ) = 2 ex (N, {123, 124, 134}) . m = m(3, N ) . Let A be the N × m incidence matrix of an (N ; m, 3)-3-regular SS. Observe that A cannot contain three identical columns. Retaining one copy of every column in A, construct an N × m incidence matrix, say A , where m ≥ m/2. Now construct a set system whose incidence matrix is the transpose of A . This set system is a {123, 124, 134}-free 3-hypergraph on N points and m blocks, so ex(N, {123, 124, 134}) ≥ m(3, N )/2.
Proof. Denote
Conversely, suppose that we have a {123, 124, 134}-free 3-hypergraph on N points and m = ex (N, {123, 124, 134} ) blocks. Let A be the transpose of the incidence matrix of this hypergraph. Then take two copies of every column in A , to form an N × 2m 0 − 1 matrix, say A. It is clear that every column of A contains exactly three "1"s. We show that A is 3-splitting. Choose three columns of A, say columns j 1 , j 2 , j 3 . Suppose first that two of these columns are identical, say column j 1 and j 2 . Since all columns have weight three and there do not exist three identical columns, there must exist a row r such that A(r, j 1 ) = A(r, j 2 ) = 1 and A(r, j 3 ) = 0. If all three of these columns are different, then the {123, 124, 134}-free property implies that there is a row r such that exactly two of the values A(r, j 1 ), A(r, j 2 ) and A(r, j 3 ) are equal to 0.
Some small values of ex(N, {123, 124, 134}) are easy to determine. We have the following.
Theorem 5.7 ex(4, {123, 124, 134}) = 2, ex(5, {123, 124, 134}) = 5, ex(6, {123, 124, 134}) = 10 and ex(7, {123, 124, 134}) = 15.
Example 5.1 We exhibit optimal {123, 124, 134}-free 3-hypergraphs on 4, 5, 6 and 7 points:
The following construction is useful for constructing a {123, 124, 134}-free hypergraph on N + 1 points from a {123, 124, 134}-free hypergraph on N points. Proof. Let (X, B) the a {123, 124, 134}-free hypergraph on N points with b blocks. Clearly, there is a element x ∈ X whose frequency is at least 3b N . Let y be an element not in X. Let C be the set of blocks of B which contains the element x, but replace each occurrence of x with y. It is easy to see that (X ∪ {y}, B ∪ C) will be a {123, 124, 134}-free hypergraph on N + 1 points with at least b + 3b N blocks.
Theorem 5.8 provides us with a very simple technique for constructing a {123, 124, 134}-free hypergraph on N + 1 points from a {123, 124, 134}-free hypergraph (X, B) on N points. By determining an element of maximum frequency in (X, B), we can construct a "good" {123, 124, 134}-free hypergraph on N + 1 points using Theorem 5. 8 . This observation is stated in the following corollary.
Corollary 5.9 Suppose there exists a {123, 124, 134}-free hypergraph on N points with b blocks and suppose x ∈ X and x occurs in b x blocks Then there exists a {123, 124, 134}-free hypergraph on N + 1 points with at least b + b x blocks.
The converse of Theorem 5.8 is also true. That is, if we take a {123, 124, 134}-free hypergraph on N + 1 points and remove all the blocks containing some fixed point x, the remaining blocks form a {123, 124, 134}-free hypergraph on N points. This is sometimes useful for improving upper bounds of ex(N, {123, 124, 134}). We state this result in the following corollary. We now describe a useful product construction for {123, 124, 134}-free 3-hypergraphs which allows us to build big systems from small ones and prove some asymptotic results. This construction can be viewed as a generalization of the method outlined in [6, §2]. • For every block {u, v, w} ∈ B, construct N 2 3 blocks,
(these are called "type 1" blocks).
• For every block {i, j, k} ∈ C, construct N 1 blocks, {(i, x), (j, x), (k, x)}, x ∈ X (these are called "type 2" blocks).
Denote the resulting set of m 1 N 2 3 + m 2 N 1 blocks by D.
Clearly (Y × X, D) is a 3-hypergraph; we prove that it is {123, 124, 134}-free. Suppose that D contains a subset of three blocks, say 
where {u, v, w}, {u, v, x}, {u, w, x} ∈ B. Clearly u, v, w, x are distinct, so (X, B) is not {123, 124, 134}-free, a contradiction.
This completes the proof.
Corollary 5.12 Suppose there exists a {123, 124, 134}-free 3-hypergraph on N points and m blocks. Then, for all integers j ≥ 1, there exists a {123, 124, 134}-free 3-hypergraph on N j points and
Proof. The proof is by induction on j. The result is trivially true for j = 1, while for j = 2 it follows from Theorem 5.11 with m 1 = m 2 = m and N 1 = N 2 = N . Now let j ≥ 3 and assume the result is true for j − 1. Apply Theorem 5.11 with
(N 3(j−1) − N j−1 ), N 2 = N and m 2 = m. After some simple algebra, the result follows.
The following corollary is now immediate. We now discuss a bound quoted in [6] . This bound is attributed to de Caen and can be proven using methods discussed in [2] . For completeness, we provide a proof here, since a proof does not seem to be available in the published literature. Proof. Let (X, B) be a {123, 124, 134}-free 3-hypergraph on N points and m blocks. For a positive integer j, let X j denote all the j-subsets of X. Define the following set N :
For every pair {x, y} ∈ X 2 , define λ {x,y} = |{B ∈ B : {x, y} ⊆ B}|.
It is not difficult to see that
Let B = {x, y, z} ∈ B and let w ∈ X\{x, y, z}. Consider the three triples T z = {x, y, w}, T y = {x, z, w} and T z = {y, z, w}. At most one of these three triples can be in B because (X, B) is {123, 124, 134}-free. Therefore, at least two of the three pairs (B, T x ), (B, T y ) and (B, T z ) are in the set N . It follows immediately that
Now, combining (3) and (4), we obtain
By simple counting, we have
Also, λ {x,y} 2 is minimized when all the λ {x,y} 's are equal, so we have
Substituting (6) and (7) into (5), we obtain
, and hence
We now observe that the previous theorem, in some instances, can be strengthened by using integer arithmetic. Proof. In Theorem 5.14, a pair occurs x = 3m/ N 2 times on average. The fact that x is usually not an integer was ignored. We now use this fact. Let i = x . Then the closest we can get to every pair occurring an equal number of times is to have j pairs occur i + 1 times and N 2 − j pairs occur i times. Then, manipulating Equations (3), (4), (5) and (6) from Theorem 5.14, we get
Although the previous theorem does not look like an upper bound, it is. One tries the m and N obtained from Theorem 5.14 in Theorem 5.15. If they do not obey the integer restriction, then one decreases m until they do. As examples, for N = 7, the upper bound is reduced from 18 to 15; for N = 10, 11, 13 and 14, the upper bound is reduced by 1.
The de Caen bound leads to the following improvement of Theorem 5.5. 
Tables of bounds
Conclusion
In this paper, we mainly have studied (m, 3)-splitting systems. Several interesting connections with other extremal problems were found. However, much less is known about (m, t)-splitting systems for t ≥ 4. In particular, many of the connections presented in this paper do not extend or generalize to t ≥ 4 in a natural way. In fact, the only known results on (m, t)-splitting systems, for t ≥ 4, are as follows:
• the bound we proved in Section 2,
• some general recursive constructions, and an existence result using the probabilistic method (see [7] ), and
• some special constructions in the case t = 4 (see [8] ).
