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We introduce a new framework for the robust control of quantum dynamics of strongly interacting many-body
systems. Our approach involves the design of periodic global control pulse sequences to engineer desired target
Hamiltonians that are robust against disorder, unwanted interactions and pulse imperfections. It utilizes a matrix
representation of the Hamiltonian engineering protocol based on time-domain transformations of the Pauli spin
operator along the quantization axis. This representation allows us to derive a concise set of algebraic conditions
on the sequence matrix to engineer robust target Hamiltonians, enabling the simple yet systematic design of
pulse sequences. We show that this approach provides a streamlined way to (i) treat any secular many-body
Hamiltonian and engineer it into a desired form, (ii) target dominant disorder and interaction characteristics of
a given system, (iii) achieve robustness against imperfections, and (iv) provide optimal sequence length within
given constraints. Using this systematic approach, we develop novel sets of pulse sequences for the protection of
quantum coherence, optimal quantum sensing and quantum simulation. Finally, we experimentally demonstrate
the robust operation of these sequences in a dense ensemble of nitrogen-vacancy centers in diamond.
I. INTRODUCTION AND MOTIVATION
The ability to control and manipulate the dynamics of a
quantum system in a robust fashion is key to many quantum
technologies. In particular, the use of periodic control pulses,
also known as Floquet driving, has emerged as a ubiquitous
tool for the control and engineering of quantum dynamics [1–
7], with applications in protecting quantum coherence from
environmental noise [8–28] and frequency-selective quantum
sensing [28–41]. Periodic control can also be employed to en-
gineer the interactions between qubits, even when only global
control is available, enabling the study of out-of-equilibrium
phenomena, such as dynamical phase transitions and quantum
chaos, and the observation of novel phases of matter such as
discrete time crystals [42–60].
The key tool to engineer the dynamics of periodically
driven systems is average Hamiltonian theory (AHT). This
technique has been particularly successful in nuclear magnetic
resonance (NMR), where periodic driving protocols enable
the suppression of unwanted evolution due to both disorder
and interactions, effectively preserving quantum coherence
and enabling high-resolution NMR spectroscopy and mag-
netic resonance imaging (MRI) [25–27, 40, 61–77].
However, conventional control pulse sequences are gen-
erally optimized for solid-state nuclear spin systems where
dipolar interactions dominate. In particular, these sequences
are often not applicable to other quantum systems, such as
electronic spin ensembles or arrays of coupled qubits, where
either on-site disorder dominates or interactions have a more
general form [78, 79].
Furthermore, periodic driving schemes are often vulnera-
ble to perturbations caused by inhomogeneities of individual
spins in the system, non-ideal finite pulse duration effects, as
well as imperfect spin state manipulation. While there exist
∗ These authors contributed equally to this work
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many pulse sequences that retain robustness to some of these
control imperfections [25, 26, 80], a systematic framework to
treat these errors in a general setting of interest is still lacking,
hindering the customized design of pulse sequences optimally
adapted for various applications across different experimental
platforms.
In this work, we introduce a comprehensive framework to
address these challenges and efficiently design robust, self-
correcting pulse sequences for dynamic Hamiltonian engi-
neering in interacting spin ensembles using only global con-
trol [81–86]. Such globally controlled spin ensembles are nat-
urally realized in various systems [52, 57, 78, 87–93]. We
demonstrate both theoretically and experimentally that our ap-
proach has immediate applications ranging from dynamical
decoupling and quantum metrology to quantum simulation.
Our approach is based on a simple matrix representation of
pulse sequences that allows for their analysis and design in a
straightforward fashion, using intuitive algebraic conditions.
This matrix describes the interaction-picture transformations
of the Sz operator, the Pauli spin operator along the quanti-
zation axis, which can also be visualized in a very intuitive
way. Crucially, we show that by decomposing all pulses into
pi/2-pulse building blocks, this representation not only gives
the effective leading-order average Hamiltonian describing
the driven spin dynamics, but also provides a concise descrip-
tion of dominant imperfections arising from non-ideal, finite-
duration pulses and rotation angle errors. More specifically,
we show that (i) the suppression or tuning of on-site potential
disorder, (ii) the decoupling or engineering of spin-spin inter-
actions, and (iii) the robustness of the pulse sequence against
control imperfections, can all be extracted directly from our
representation and algebraic conditions. The algebraic condi-
tions also analytically provide the minimum number of pulses
required to realize a target application, thus ensuring minimal
sequence length under given constraints. This approach thus
allows the incorporation of Hamiltonian engineering require-
ments in the presence of imperfections, enabling the versatile
construction of sequences designed for a particular quantum
application and tailored to the detailed properties of the exper-
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2FIG. 1. Optimal pulse sequence design for robust dynamic
Hamiltonian engineering. (a) Illustration of the interplay between
disorder, interactions and control errors in different quantum sys-
tems, with examples of a disorder-dominated system (System A)
and an interaction-dominated system (System B). (b) Applications
of driven quantum many-body systems. (c) Our Hamiltonian engi-
neering approach is based on ‘Sudoku’-puzzle-like design rules, im-
posed on the matrix F that represents a periodic pulse sequence. (d)
Resulting robust periodic pulse sequence, optimized for a target ap-
plication with system-targeted design. The sequence, characterized
by n finite-duration pulses {P1,⋯, Pn} with free evolution intervals
between the pulses {τ1,⋯, τn}, is periodically applied to a system to
dynamically engineer the Hamiltonian.
imental system at hand (see Fig. 1).
Specifically, we use our formalism to protect quantum in-
formation and benchmark the performance of two sequences
with different design considerations, each suited for systems
in different regimes of competing disorder and interaction en-
ergy scales. We also utilize our framework to design pulse
sequences for robust and optimal quantum sensing, where our
method provides a generalized picture of AC field sensing pro-
tocols in which an external AC field in the lab frame trans-
lates into an effective vector DC field in the driven spin frame.
We show how to achieve highest sensitivity by engineering
the orientation and magnitude of the effective DC sensing
field and choosing optimal initialization and readout direc-
tions while extending coherence times through disorder and
interaction suppression. We then further apply our framework
to quantum simulation and engineer the bare system Hamilto-
nian to a desired target form, providing a new avenue to study
many-body dynamics over a wide range of tunable parame-
ters with different types of interactions and disorder. Finally,
we experimentally demonstrate our results in a disordered,
dipolar-interacting nitrogen-vacancy (NV) center ensemble in
diamond.
The main advances enabled by our approach include:
1. Robustness: We show that all types of average Hamil-
tonian effects, including errors resulting from pulse
imperfections [Sec. III], can be readily incorporated
as concise algebraic conditions on the transformation
properties of the Sz Pauli spin operator in the interac-
tion picture. This leads to a simple recipe for sequence
robustness by design.
2. Generality: Our approach is applicable to generic two-
level spin ensembles in a strong quantizing field, as
typically found in most experimental quantum many-
body platforms such as solid-state electronic and nu-
clear spin ensembles, trapped ions, molecules, neutral
atoms, or superconducting qubits. Our framework cov-
ers on-site disorder, various two-body interaction types
such as Ising interactions and spin-exchange interac-
tions, as well as complex three-body interactions.
3. Flexibility: The flexibility of our approach allows
Hamiltonian engineering that takes the energy hierar-
chy into account, which can be tailored to specific phys-
ical systems exhibiting different relative strengths be-
tween disorder, interactions, and control errors. This
enables the development of pulse sequences designed
for disorder-dominated systems, beyond the typical
NMR setting.
4. Efficiency: Using simple algebraic conditions, we can
find the shortest possible sequence length required to
achieve a target Hamiltonian [Sec. IV.2]. In addition,
we use combinatorial analysis to demonstrate the ne-
cessity of composite pulse structures for efficient sens-
ing, and provide optimized sequences that achieve max-
imum sensitivity to external signals [Sec. V.3].
The paper is organized as follows: In Secs. II and III, we
provide the theoretical framework for systematic pulse design,
in Secs. IV, V and VI, we present system-targeted sequence
design for the applications of dynamical decoupling, quan-
tum sensing and quantum simulation, respectively. Finally,
Sec. VII presents the experimental demonstration of our re-
sults to dynamical decoupling and quantum sensing. We con-
clude with a further discussion and outlook of the framework
in Sec. VIII.
II. GENERAL FORMALISM AND FRAME
REPRESENTATION
We start by introducing a simple representation of pulse se-
quences based on the rotations of the spin frame in the inter-
3action picture: Instead of illustrating a sequence by the ap-
plied spin-rotation pulses, we describe it by specifying how
the Sz spin operator is rotated by the applied pulses in the in-
teraction picture (also known as the toggling-frame picture).
This method provides a one-to-one correspondence with the
average Hamiltonian of the system and is an extension of the
method presented in Ref. [94], also closely related to control
matrices [95, 96] and vector modulation functions [97–99].
We efficiently depict this Sz operator evolution using a simple
matrix, and show that this direct link to the average Hamilto-
nian is valid for any system under a strong quantizing field.
In addition to its simplicity in describing the decoupling per-
formance for the case of ideal, instantaneous pulses, this rep-
resentation also allows the formulation of concise criteria to
treat pulse imperfections, as will be discussed in Sec. III.
II.1. Frame Representation
The dynamics of periodically driven systems can be de-
scribed and analyzed using AHT [1] (See Appx. A for a de-
tailed review of AHT). In particular, for a pulse sequence con-
sisting of n spin-rotation pulses {P1,⋯,n}, the leading-order
average Hamiltonian, Havg, is a simple weighted average of
the toggling-frame Hamiltonians
Havg = 1
T
n∑
k=1 τkH˜k, (1)
where τk is the pulse spacing between the k − 1-
th and k-th control pulses Pk−1 and Pk, H˜k =(Pk−1⋯P1)†Hs(Pk−1⋯P1) is the toggling-frame Hamilto-
nian that governs spin dynamics during the k-th evolution pe-
riod, τk, in the interaction picture, and Hs is the internal sys-
tem Hamiltonian.
Here, we present a convenient alternative method to cal-
culate the leading-order average Hamiltonian, utilizing our
toggling-frame sequence representation [94]. Our representa-
tion is based on the time-domain transformations of a single-
body Sz spin operator in the interaction picture. As shown
in Sec. S1A [100], the representation works for general two-
level system Hamiltonians under the rotating wave approxi-
mation in a strong quantizing field (secular approximation).
Physically, this corresponds to the common situation, realized
in almost all experimental platforms, in which energetic con-
siderations require all interaction terms to conserve the total
magnetization along the quantization axis zˆ, which can also
be written as [Hs, Sztot] = 0, where Sztot = ∑i Szi is the total
spin projection operator along the zˆ-axis. Thus, our frame-
work is widely applicable to different experimental systems,
including both ordered and disordered systems, and systems
with different types of interactions, including Ising [52, 93],
spin-exchange [78, 79], dipolar [87], and even exotic three-
body interactions [101–103].
To introduce our framework in detail, let us first consider
two-body interaction Hamiltonians with on-site disorder. The
most general form of such a Hamiltonian is (Sec. S1A [100])
Hs =Hdis +Hint=∑
i
hiS
z
i +∑
ij
[JIijSzi Szj + JSij(Sxi Sxj + Syi Syj )
+JAij(Sxi Syj − Syi Sxj )] , (2)
where the first term Hdis is the on-site disorder Hamilto-
nian and the second term Hint is a generic two-body inter-
action Hamiltonian, hi is a random on-site disorder strength,{Sxi , Syi , Szi } are spin-1/2 operators, and JIij , JSij , JAij are ar-
bitrary interaction strengths for the Ising interaction and the
symmetric and anti-symmetric spin-exchange interactions, re-
spectively. According to AHT, a pulse sequence periodically
applied to the system can engineer this into a new Hamilto-
nian, dictated by the control field that dynamically manipu-
lates the spins (see Appx. A).
In our framework, the control field is assumed to be
a time-periodic sequence of short pulses, with each pulse
constructed out of pi/2-rotation building blocks around the
xˆ, yˆ axes [Fig. 1(c)]. In this setting, let us consider
the interaction-picture transformations of the Sz operator:
S˜z(t) = U †c (t)SzUc(t), whereUc(t) is the global unitary spin
rotation due to the control field. We will assume in this section
that the pulses are perfect and infinitely short. In such a case,
the +Sz operator transforms into ±Sx,y,z operators, depend-
ing on the rotation angles and axes of the pulses. Hence, the
effect of the pulse sequence is a rotation of Sz in time in a dis-
crete fashion, and the transformation trajectory in the toggling
frame can be identified as
S˜z(t) = (Pk−1⋯P1)†Sz(Pk−1⋯P1)=∑
µ
Fµ,kS
µ, for tk−1 < t < tk. (3)
Here, Pk is the global spin rotation performed right after
the k-th toggling frame, tk = ∑kj=1 τj with t0 = 0, and
F = [Fµ,k] = [F⃗x; F⃗y; F⃗z] is a 3 × n matrix containing ele-
ments 0 and ±1. The matrix elements Fµ,k can be explicitly
calculated as
Fµ,k = 2 Tr[SµS˜zk], (4)
with S˜zk = S˜z(t) for tk−1 < t < tk. Intuitively, a nonzero
element Fµ,k indicates that the initial Sz operator transforms
into Sµ for the duration of the free evolution interval τk, with
its sign determined by Fµ,k. Additionally, the time duration of
each toggling frame is specified by the frame-duration vector
τ = [τ1, τ2,⋯, τn].
This representation is illustrated for three pulse sequences
in Fig. 2. The CPMG sequence [9–11], consisting of equidis-
tant pi pulses to suppress on-site disorder, can be represented
as
(F
τ
)
CPMG
= ⎛⎜⎜⎜⎝
0 0
0 0+1 −1
τ τ
⎞⎟⎟⎟⎠ ,
4FIG. 2. Efficient representation of pulse sequences. (a)-(c) Conventional illustrations of pulse sequences performing ±pi and ±pi/2 rotations
around the xˆ-axis (red) and yˆ-axis (blue). The spheres below the sequences show time-domain transformations of spin frames in the interaction
picture, periodically rotated by pulses from each sequence. In our framework, we only focus on the rotation of the Sz operator in the time
domain, whose orientation is highlighted as yellow and green arrows for positive and negative axis directions, respectively. (a) CPMG sequence
designed to decouple spins from on-site disorder. (b) WAHUHA sequence designed to suppress spin-spin interactions and (c) Echo+WAHUHA
sequence designed to cancel both disorder and interaction effects. (d)-(f) Efficient matrix-based representation of each periodic pulse sequence.
The 3-by-n matrix F = [Fµ,k] is employed to describe such time-domain Sz operator transformations in a simple form; For example, Fµ,k,
a nonzero matrix element at (µ, k), means that Sz transforms to Sµ in the k-th frame. The bottom insets illustrate different decoupling
characteristics of each sequence, where checks and crosses indicate success and failure in suppressing disorder (left circle) and interaction
(right circle) effects, respectively.
since the first +Sz is flipped to −Sz by a pi pulse [Fig. 2(a,d)].
Similarly, the WAHUHA sequence, consisting of four pi/2
pulses [87], is shown in Fig. 2(b,e). The matrix clearly shows
how the spin operator rotates over time, cycling through all
three axes to cancel dipole-dipole interactions [104]. Finally,
we present a sequence that combines the ideas of WAHUHA
and CPMG to echo out disorder while symmetrizing interac-
tions, as depicted in Fig. 2(c,f).
The representation thus far uniquely specifies the toggling-
frame S˜z orientation after each instantaneous pulse. However,
the rotation axis of pi pulses is not yet uniquely specified.
To address this, we decompose all pulses into pi/2 building
blocks, and specify intermediate frames for pulses of rotation
angles larger than pi/2. Such a pi/2-pulse decomposition also
simplifies the analysis of finite pulse duration effects, which
we discuss in Sec. III. As shown in Fig. 3(a), a pi pulse is then
split into two pi/2 pulses with zero time separation, where the
first pi/2 pulse along the xˆ-axis rotates +Sz into the interme-
diate frame +Sy and the second pi/2 pulse along the same axis
brings +Sy into −Sz . For example, the CPMG sequence in-
volving pi pulses can be represented as
(F
τ
)
CPMG
= ⎛⎜⎜⎜⎝
0 0 0 0
0 +1 0 −1+1 0 −1 0
τ 0 τ 0
⎞⎟⎟⎟⎠ ,
which now unambiguously specifies the rotation axes for the
pi pulses. Note that the sequence contains zeros in its frame-
duration vector, serving to indicate the intermediate frames,
and in the following we shall indicate them with narrow lines
in the pictorial representation (see Fig. 3). The use of such
intermediate frames also allows a natural description of com-
posite pi/2 pulse structures, which will play an important role
in robust quantum sensing sequences [Sec. V].
One key advantage of our pulse sequence representation{F,τ} is that we can now conveniently obtain the engi-
neered Havg [Eq. (1)] from any many-body Hamiltonian of
the form Eq. (2). More specifically, the weighted row-sums
and weighted absolute row-sums (which are equivalent to row
square sums, since each element Fµ,k takes on values {0,±1})
of the sequence matrix,
Kµ = 1
T
n∑
k=1Fµ,kτk, (5)
Lµ = 1
T
n∑
k=1 ∣Fµ,k ∣τk, (6)
fully specify the generalized formula for the average Hamil-
5tonian, Havg =Hdisavg +H intavg, where
Hdisavg =∑
i,µ
hiS
µ
i ⋅Kµ, (7)
H intavg = ∑
ij,µ
JIijS
µ
i S
µ
j ⋅Lµ (8)
+ ∑
ij,µ
JSijS
µ
i S
µ
j ⋅ (1 −Lµ) (9)
+ ∑
ij,µ
JAij (S⃗i × S⃗j)µ ⋅Kµ. (10)
Here, the three terms in H intavg [Eqs. (8-10)] correspond to the
transformations of the Ising interaction and the symmetric and
anti-symmetric exchange interactions, denoted as H Iavg, H
S
avg,
and HAavg, respectively (see Sec. S1B [100] for more details).
II.2. Decoupling Conditions for Ideal Pulses
Our goal here is to perform dynamical decoupling and sup-
press both disorder and interaction effects, by generating a
pulse sequence with a vanishing Havg = 0 [25, 26, 40, 61–
63, 65]. Examining the above expressions in Eqs. (7-10), we
observe that there are two types of functional dependencies on
Fµ,k: the disorder [Eq. (7)] and anti-symmetric spin-exchange
[Eq. (10)] Hamiltonians involve terms linear in Fµ,k, while the
Ising [Eq. (8)] and symmetric spin-exchange [Eq. (9)] Hamil-
tonians involve terms quadratic in Fµ,k.
The first type of contribution, which depend linearly on
Fµ,k, can be cancelled if Kµ = 0 for all µ = x, y, z axes [see
Eqs. (7, 10)], giving
n∑
k=1Fµ,kτk = 0, for every µ = 1,2,3. (11)
For equidistant pulse sequences where τ = τI1×n, the above
condition can be further simplified to ∑nk=1 Fµ,k = 0. This
suggests that each row µ of the matrix F should have an
equal number of positive and negative elements, such that
their sum is 0, resulting in Hdisavg = HAavg = 0. Physically,
this corresponds to guaranteeing a spin-echo-type structure,
in which each precession period around a positive axis is
compensated by an equal precession period in the oppo-
site direction. Applying this criterion to the sequences in
Fig. 2, we see that as expected, the CPMG [Fig. 2(a,d)] and
echo+WAHUHA [Fig. 2(c,f)] sequences cancel on-site disor-
der. The WAHUHA sequence, however, produces a residual
on-site disorder term, also known as the chemical shift, given
by Hdisavg = ∑i hi3 (Sxi + Syi + Szi ) [Fig. 2(b,e)].
In contrast, the terms with quadratic dependence on Fµ,k
cannot be fully suppressed in general, as the isotropic (Heisen-
berg) component of the interaction is invariant under global
rotations [83], leading to H intavg ≠ 0. However, it is still pos-
sible to fully symmetrize these interactions into a Heisen-
berg Hamiltonian, H intavg = 13 ∑ij(JIij + 2JSij)S⃗i ⋅ S⃗j , which
is in fact sufficient to preserve spin coherence in many situ-
ations; In particular, globally polarized initial states that are
typically prepared in experiments constitute an eigenstate of
the Heisenberg interaction, and consequently do not dephase
under the Heisenberg Hamiltonian. Such interaction sym-
metrization is satisfied when Lx = Ly = Lz [Eqs. (8-9)], giv-
ing
n∑
k=1 ∣Fx,k ∣τk =
n∑
k=1 ∣Fy,k ∣τk =
n∑
k=1 ∣Fz,k ∣τk. (12)
Again, for equidistant pulses, this condition is simplified to
the statement that the sum ∑nk=1 ∣Fµ,k ∣ should be the same for
each µ. Based on this analysis, we verify that the CPMG se-
quence [Fig. 2(a,d)] does not symmetrize interactions, since
it only employs pi pulses, while the two sequences that incor-
porate pi/2 pulses to switch between all axes in the toggling
frame [Fig. 2(b,c,e,f)] do indeed symmetrize the interaction
Hamiltonian into the Heisenberg form. The spin-1/2 dipo-
lar interaction with JIij = −2JSij is a special case where the
WAHUHA sequence fully cancels interactions to leading or-
der, giving H intavg = 0.
While we have focused on single-body and two-body in-
teractions, the above analysis can be extended to interactions
involving more spins. In particular, in Appx. B, we utilize re-
sults from unitary t-designs [105–107] to prove that the con-
ditions described above also guarantee decoupling of general
three-body interactions for polarized initial states.
III. ROBUST PULSE SEQUENCE DESIGN
For pulses of finite duration, on-site disorder and interaction
effects acting during the pulses cause additional dynamics in
the quantum system [25, 26, 80]. In addition, the spin rota-
tions can also suffer from experimental control errors, such as
over- or under-rotations. Both of these imperfections can con-
tribute to an error Hamiltonian δHavg, which can be estimated
to leading order using AHT as
δHavg = tp
T
n∑
k=1 H¯
(0)
Pk
, (13)
where tp is the duration of a pi/2 pulse and H¯(0)Pk is the zeroth-
order average Hamiltonian acting during the k-th pi/2 pulse
building block. Thus, the total leading-order effective Hamil-
tonian describing the driven spin dynamics is given by
Heff =Havg + δHavg. (14)
The goal of robust Hamiltonian engineering is to suppress the
error δHavg = 0 by designing leading-order fault-tolerant, self-
correcting pulse sequences.
III.1. Average Hamiltonian Analysis for Finite Pulse Duration
Turning to analyze finite pulse duration effects, we now
provide an efficient method to understand and correct all
pulse-related control errors. Here, the key insight is that our
matrix representation F directly provides a simple way to ob-
tain δHavg [Eq. (13)]. Intuitively, the form of H¯
(0)
Pk
in δHavg is
6Table 1. Summary of robust dynamical decoupling conditions. A periodic pulse sequence consisting of n pi/2 pulse building blocks is
represented by a 1-by-n frame duration vector τ = [τk] and a 3-by-n frame matrix F = [Fµ,k] = [F⃗x; F⃗y; F⃗z], corresponding to the
toggling-frame Sz operator in different evolution blocks [Sec. II.1]. Based on this representation, the conditions for dynamical decoupling
and fault-tolerance against leading-order imperfections can be phrased as intuitive statements on F, with precise algebraic conditions as listed.
Above, tp is the duration of a pi/2 pulse, eˆµ is the unit vector along axis µ, and µ, ν = x, y, z. For more details, see Sec. II.2, III.1 for conditions
1, 2, Sec. III.1 for condition 3 and definition of the “parity” of frame changes, Sec. III.2 for condition 4 and definition of the “chirality” of
frame changes.
expected to be the average of the neighboring toggling-frame
Hamiltonians, H˜k and H˜k+1, since the finite-duration pulse
Pk smoothly changes the spin frame from the k-th to the k+1-
th toggling frame [Fig. 3(b)]. However, as shown below, de-
tailed calculations reveal nontrivial prefactors, as well as an
additional interaction cross-term that can be expressed as a
parity condition on neighboring matrix columns.
Since our pulse sequences are constructed out of pi/2-pulse
building blocks, we can analytically calculate H¯(0)Pk originat-
ing from the finite-duration pulse Pk as
H¯
(0)
Pk
= 1
tp
∫ tp
0
(Pk−1⋯P1)†H˜Pk(t)(Pk−1⋯P1)dt, (15)
where {P1,⋯, Pk−1} denotes the preceding k−1 rotations and
the effect of the pulse Pk is given by
H˜Pk(t) = Q†k(t)HsQk(t). (16)
Here, Qk(t) = exp [−i∑iΩitSνi ] is the time-dependent uni-
tary operator due to the pulse Pk that globally rotate spins
along the ν-axis over the finite duration 0 ≤ t ≤ tp and Ωi
is the Rabi frequency for a spin at site i, producing the pi/2
rotation. For now, we assume no rotation angle errors: the
treatment of them will be discussed in Sec. III.2.
Physically, the role of pi/2 pulses is to smoothly interpolate
the toggling-frame spin operator S˜z(θ) = cos θS˜zk + sin θS˜zk+1
during the finite pulse duration, where θ = Ωt. Using this to
evaluate the integral of Eq. (15), as detailed in Sec. S1C [100],
we obtain
H¯
(0)
Pk
= 4
pi
[(H˜disk + H˜disk+1
2
) + (H˜Ak + H˜Ak+1
2
)]
+ [(H˜Ik + H˜Ik+1
2
) + (H˜Sk + H˜Sk+1
2
) + H˜Ck,k+1] , (17)
where H˜disk , H˜
I
k, H˜
S
k and H˜
A
k are the disorder, Ising, sym-
metric and anti-symmetric spin-exchange interaction Hamil-
tonians at the k-th toggling frame, respectively, which can be
obtained from replacing the original spin operators Sµ in Hs
[Eq. (2)] to the toggling-frame ones S˜µk , as shown in the indi-
vidual terms in the summations of Eqs. (7)-(10). While most
terms in Eq. (17) are the weighted average of the neighbor-
ing toggling-frame Hamiltonians, consistent with the original
intuition, there is an additional average Hamiltonian contribu-
tion H˜Ck,k+1 resulting from two-body interaction cross-terms
S˜zk S˜
z
k+1 acting during the pulse and given by
H˜Ck,k+1 =∑
ij
JCij [(S˜zk)i(S˜zk+1)j + (S˜zk+1)i(S˜zk)j]
= ∑
ij,µν
Cµνij
n∑
k=1Pµνk , (18)
where Cµνij = ∑ij JCij (Sµi Sνj + Sνi Sµj ) is the cross-interaction
operator with JCij = 1pi (JIij − JSij) (see Sec. S1C) and Pµνk
defines the “parity” of neighboring k-th and k + 1-th frames,
given as
Pµνk = Fµ,kFν,k+1 + Fν,kFµ,k+1. (19)
7FIG. 3. Understanding control imperfections due to finite pulse
duration and spin-manipulation error. (a) pi-pulse treatment. A
pi pulse should be interpreted as two consecutive pi/2 pulses with
zero time separation. The intermediate frame after the first pi/2 pulse
is represented as a thin line at the interface of the sequence matrix.
(b) Finite pulse duration effect. Under a pi/2 pulse, the spin frame
smoothly rotates over the finite pulse duration tp, which introduces
errors in dynamic Hamiltonian engineering. (c)-(f) Leading-order
error terms added to target effective Hamiltonian due to finite pulse
duration and rotation angle errors; (c) On-site disorder Hamiltonians
during the finite-duration pulse. To cancel them, the sequence matrix
should contain an equal number of positive (yellow) and negative
(green) intermediate frames for each axis. (d) Two-body Ising in-
teractions during the finite-duration pulse. To suppress their effects,
the sequence matrix should contain an equal number of intermediate
frames for all three axes. (e) Two-body interaction cross-terms. To
cancel them, the sequence matrix should contain an equal number
of even and odd parities for every pair of neighboring frames be-
tween two axes; if the spin frame maintains (changes) its sign when
switching to a different axis, the parity is defined as even (odd). (f)
Spin-rotation angle error effects. To cancel them, the matrix should
contain an equal number of positive and negative chiralities for ev-
ery axis; the rotation axis and sign of the spin frame rotation in the
toggling frame define positive/negative chirality along that axis.
To cancel the interaction cross-terms, the parity should vanish
when summed over one Floquet period for each pair (µ, ν):∑nk=1Pµνk = 0 [Fig. 3(e)]. Intuitively, the parity can be un-
derstood as checking whether the signs of neighboring frames
are the same (Pµνk = +1, even parity) or different (Pµνk = −1,
odd parity).
Taking into account the distinct weighting factors of 4/pi
and 1 for the different interaction types as well as the addi-
tional interaction cross-term, as identified in Eq. (17), the ef-
fective Hamiltonian in the presence of finite pulse duration tp,
Heff =Havg + δHavg, becomes
Heff = 1
T
[ n∑
k=1(τk + 4pi tp)(H˜disk + H˜Ak )
+ n∑
k=1 (τk + tp)(H˜ Ik + H˜Sk) +
n∑
k=1 tpH
C
k,k+1] , (20)
where the base pulse sequence length, T = (∑nk=1 τk) + ntp,
includes the total length of n pi/2 pulses. As described above
in the discussion following Eq. (17), each of the terms in the
toggling-frame Hamiltonian, H˜dis, H˜A, H˜ I, H˜S, and H˜C, can
be readily computed using our sequence representation.
III.2. Analysis of Rotation Angle Error
We now analyze the effects of rotation angle errors in
control pulses, resulting from imperfect and inhomogeneous
global spin manipulation. At first glance, this may seem chal-
lenging, since the average Hamiltonian corresponding to a ro-
tation angle error around a given axis in the lab frame depends
on the transformations by previous pulses. However, we find
that there is a simple intuition for their average Hamiltonian
contribution in the toggling frame, whereby an imperfect ro-
tation around the +µˆ direction (positive chirality) in the tog-
gling frame can be compensated with another rotation around
the −µˆ direction (negative chirality). Moreover, the rotation
axis in the toggling frame can be readily described using our
frame matrixF, allowing concise conditions based on rotation
chirality to achieve self-correction of rotation angle errors in
a pulse sequence.
More specifically, the rotation axis in the k-th toggling
frame, β⃗k = ∑µ βµ,keˆµ, can be obtained by taking the cross
product of the frame vectors before and after the pulse
β⃗k = F⃗k+1 × F⃗k, (21)
where F⃗k = ∑µ Fµ,keˆµ. Physically, this cross product struc-
ture can be thought of as characterizing the chirality of the
toggling-frame rotation from F⃗k to F⃗k+1. As derived in more
detail in Sec. S1D [100], the average Hamiltonian contribu-
tion corresponding to the rotation angle error is then given by
δH rotavg = 1T ∑i,µ i( n∑k=1βµ,kSµi ), (22)
where i is the static rotation-angle deviation from the target
pi/2 angle for a spin at site i. This allows us to identify the
cancellation condition for rotation angle errors, δH rotavg = 0, as∑
k
βµ,k = 0 for each µ = x, y, z (23)
which corresponds to condition 4 in Tab. 1.
8III.3. Decoupling Conditions for Finite Duration Pulses
By incorporating the dominant effects arising from finite
pulse durations, we have obtained a more realistic form of the
effective Hamiltonian. In the leading-order average Hamil-
tonian, we found that the finite pulse duration simply intro-
duces corrections to the effective free evolution intervals in
Eqs. (11,12), plus additional terms that are well-described by
the parity and chirality associated with each toggling frame
change. Combining these, we arrive at the conditions to
achieve robust dynamical decoupling for a polarized initial
state, as summarized in Tab. 1.
Remarkably, we have found that our matrix representation
F provides a systematic treatment of all such imperfections
in a simple, pictorial fashion. As an example, for the com-
mon case of equidistant pulses, condition 1 in Tab. 1 is satis-
fied when there is an equal number of yellow (Fµ,k = +1) and
green (Fµ,k = −1) squares (lines) in each row, while condition
2 is satisfied when different rows have an equal number of
squares, and an equal number of lines. Moreover, in Appx. B,
we further show that our representations and methods can be
applicable to more complex three-body interactions, even for
finite pulse durations, highlighting the broad applicability of
our sequence design framework.
Additional effects such as waveform transients and pulse
shape imperfections can also be analyzed by a similar ap-
proach [80] (see for example Sec. S1E [100] for the treatment
of rotation axis imperfections).
IV. APPLICATION: DYNAMICAL DECOUPLING
IV.1. System-Targeted Dynamical Decoupling
The goal of dynamical decoupling is to extend the co-
herence time by cancelling the effects of disorder and in-
teractions, and by suppressing pulse imperfections in a ro-
bust fashion. In the field of NMR, a number of decou-
pling methods have been developed, such as multiple-pulse
sequences [8–22, 24–26, 28, 61–73], magic echoes [40, 74],
frequency- and phase-modulated continuous driving [75, 76],
and numerically-optimized control schemes [27, 77].
However, these sequences are optimized for interaction-
dominated dipolar-interacting spin systems only, making it
difficult to extend them to other Hamiltonians exhibiting dif-
ferent energy scales and interaction forms. For example, elec-
tronic spin ensembles typically display strong on-site disorder
with weak interactions [78, 108], such that a naive application
of the NMR pulse sequences performs poorly (see Sec. VII).
In the following, we show that our framework allows the de-
sign of system-targeted dynamical decoupling sequences that
tackle the dominant effects on a faster timescale to achieve
better performance.
As an example, for disorder-dominated systems, disorder
cancellation needs to be prioritized and performed on a shorter
timescale compared to interaction symmetrization and con-
trol error suppression. Our representation directly reveals
the individual decoupling timescales TW and TJ for disorder
FIG. 4. System-targeted dynamical decoupling. (a,b) Sequence
details and their matrix representations. The inset illustrates the pulse
legend used to denote pi/2 and pi pulses. Decoupling sequences can
be characterized by their different timescales of disorder and interac-
tion decoupling, denoted as TW and TJ , respectively. In (a), Seq. A
(Cory-48) is designed for interaction-dominated systems, where axis
permutation is performed on the fastest timescale to prioritize inter-
action symmetrization over disorder cancellation (TW ≫ TJ ). In
(b), Seq. B is designed for disorder-dominated systems where echo-
like operations are performed on the fastest timescale to prioritize
disorder suppression over interaction symmetrization (TW ≪ TJ ).
(c) Numerical simulation results of the dynamical decoupling per-
formance of Seq. A and Seq. B for a wide range of disorder W and
interaction J strengths. The figure of merit for the comparison is
the coherence time T2, extracted as the 1/e decay time of initially
polarized spin states. More specifically, we perform an exact diag-
onalization simulation of a disordered, interacting ensemble of 12
spins. In the simulations, we initialize all spins along the xˆ-axis, pe-
riodically drive them with the pulse sequences, and measure the spin
decoherence profile at stroboscopic times t = NT . Each parameter
set is averaged over 100 disorder realizations and the averaged profile
is used to identify T2. The pi pulse duration and spacing are chosen
to be tp = 25 ns and τ = 20 ns, respectively. We have verified that
choosing different tp values does not qualitatively change the results.
and interactions, respectively (illustrated in Fig. 4(a)): They
can be quantified as the minimum length of toggling-frame
time evolution that fulfills their respective decoupling condi-
tions [Condition 1,2]. With W and J describing the charac-
teristic disorder and interaction scales of the driven system,
in the disorder-dominated case (W ≫ J), we thus require
9TW ≪ TJ to reduce the magnitude of higher-order contri-
butions to Heff [25, 26, 109] and maximize the leading-order
approximation accuracy. If the control error magnitude  is
comparable to W,J , then chirality cancellation [Condition 4]
associated with pulse imperfections should also be performed
at a relatively fast rate to suppress higher-order errors.
To illustrate the importance of system-targeted design, we
provide two periodic pulse sequences (Seq. A, B) both de-
signed to robustly decouple disorder and interactions, but with
Seq. A(B) better suited for systems characterized by stronger
interactions(disorder). For Seq. A, we adopt the Cory-48 se-
quence [26] developed for nuclear spin systems, where spin-
spin interactions dominate over disorder. Indeed, as shown in
Fig. 4(a), Seq. A symmetrizes interactions very rapidly and
also cancels on-site disorder, but on a much slower timescale
(TJ ≪ TW ). It is also robust against leading-order imper-
fections resulting from finite pulse durations, and suppresses
certain higher-order effects [26]. For comparison, we design
a new sequence, Seq. B in Fig. 4(b), based on the conditions
in Tab. 1, to make the sequence operate better in the opposite,
disorder-dominated regime. Specifically, Seq. B incorporates
frequent pi pulses to echo out disorder on a rapid timescale
while symmetrizing interactions on a slower timescale (TW ≪
TJ ). We emphasize that Seq. B incorporates both pi pulses
and composite pi/2 pulses when switching between toggling
frames [Fig. 4(b)], to accomplish fast spin-echo operations
and retain robustness to control imperfections, and thus lies
beyond the design capabilities of previous approaches.
Given these design considerations, we expect Seq. A to
perform better in the regime of large interaction strengths
(e.g. for NMR), and Seq. B to perform better for disorder-
dominated systems (e.g. for electronic spin ensembles). From
numerical simulations, as shown in Fig. 4(c), we indeed see
a crossover in performance as the disorder and interaction
strengths are tuned in the system within the range 0.009 <
W (τ + tp) < 0.09 and 0.009 < J(τ + tp) < 0.023. At small
disorder values, Seq. A shows a longer coherence time T2 than
Seq. B. However, as we increase the disorder strength, we ob-
serve a crossover beyond which Seq. B outperforms Seq. A.
Overall, Seq. B shows a stable performance within the range
of parameters studied, while Seq. A shows a strong suscepti-
bility to disorder. This example illustrates how our formalism
enables the systematic design of pulse sequences adapted to
the dominant energy scales of different systems.
IV.2. Shortest Sequence for Robust Dynamical Decoupling
The algebraic conditions introduced in Tab. 1 greatly sim-
plify the design procedure, thereby allowing one to not only
design pulse sequences that are robust against certain imper-
fections, but also guarantee via analytical arguments the short-
est sequence length to achieve a set of target Hamiltonian en-
gineering requirements.
The conditions to cancel disorder [Condition 1] and sym-
metrize interactions [Condition 2] at the average Hamilto-
nian level require an equal number of ±1 frames along each
axis, resulting in at least 6 distinct free evolution intervals
when neglecting pulse imperfections, which implies that the
echo+WAHUHA sequence in Fig. 2(c,f) has shortest length
for ideal pulses. When incorporating finite pulse durations
and rotation angle errors, the conclusion may be less obvious;
however, using the algebraic conditions in Tab. 1, we find that
the following pulse sequence, consisting of 6 free evolution
periods of duration τ connected by composite pi/2 pulses, sat-
isfies all leading-order decoupling requirements:
(F
τ
)
Opt-6τ
= ⎛⎜⎜⎜⎝
0 0 1 0 0 −1 0 0 −1 0 0 1
0 1 0 0 −1 0 0 1 0 0 −1 0
1 0 0 −1 0 0 −1 0 0 1 0 0
τ τ 0 0 τ 0 τ 0 τ 0 0 τ
⎞⎟⎟⎟⎠ .
To the best of our knowledge, this is the first pulse sequence
that decouples all leading-order imperfections and achieves
pure Heisenberg interactions with only 6 free evolution inter-
vals, illustrating the power of our formalism. We note that
the minimum achievable length of the pulse sequence may be
modified by experimental considerations: for example, it may
be challenging to apply pulses with different phases in close
succession due to finite transient times of the experimental
apparatus, and in such cases we can show that the minimum
pulse length increases to 12 pulses, see Appx. C1 for details.
V. APPLICATION: QUANTUM SENSING WITH
INTERACTING SPIN ENSEMBLES
Quantum sensing presents additional challenges beyond the
simple decoupling of the effects that cause decoherence. Here,
in addition to decoupling disorder and interactions to extend
coherence time, one also needs to recouple the target signal
to perform effective sensing. While there has been exten-
sive research for quantum sensing with non-interacting sys-
tems (e.g. the XY-8 sequence [28, 36]), there are only a lim-
ited number of such demonstrations for strongly-interacting
systems [26, 110], despite the pressing need for such proto-
cols to further improve sensitivity in high density spin ensem-
bles [111–114]. Here, we show that our framework addresses
these challenges, by designing robust AC field-sensing pulse
sequences that achieve maximal sensitivity to the target sig-
nal, while decoupling on-site disorder and spin-spin interac-
tions. Furthermore, our formalism also provides a system-
atic approach to attain optimal sensitivity under given con-
straints, allowing diverse sensing strategies optimized for dif-
ferent scenarios.
V.1. General Formalism for AC Magnetometry
To achieve AC field sensing using interacting spin ensem-
bles, we first incorporate external AC signals into the average
Hamiltonian analysis. Specifically, the extra Hamiltonian due
to the external AC signal can be modeled as
HAC(t) = γBAC cos(2pift − φ)∑
i
Szi , (24)
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FIG. 5. Optimal AC signal sensing with robust pulse sequences. (a,b) Sequence details for (a) the conventional XY-8 sequence optimized
for non-interacting systems and (b) the robust sensing sequence, Seq. C, optimized for interacting systems. The matrix representations,
F = [F⃗x; F⃗y; F⃗z], for each sequence are shown with resonant AC signals (blue curves) at the frequency f0 to be detected. The sequence
length, T , includes both free evolution periods and finite pulse durations. The pi/2 and pi pulses are depicted in the same way as in the pulse
legend of Fig. 4. (c) Effective magnetic field B⃗eff generated at the resonance frequency f0 for XY-8 (top) and Seq. C (bottom). The initial
state, ∣ψ0⟩, needs to be prepared perpendicular to the direction of B⃗eff to achieve the best sensitivity. (d) Resonance spectra for XY-8 (left)
and Seq. C (right), with their total spectral intensities (green) and individual spectral intensities for each axis xˆ (blue), yˆ (red) and zˆ (yellow).
For Seq. C, the largest peak giving optimal sensitivity is identified at f = f0 [resonance 1©], where all three axes act in phase. If the three-axis
phases are mismatched, then the corresponding total peak height reduces, as seen at f = (2/3)f0 [resonance 2©], despite a higher individual
axis response. (e) Illustration of three-axis spectral-phase synchronization at resonance 1©, and out-of-synchrony at resonance 2©, resulting in
a stronger and weaker effective magnetic field strength (black arrows), respectively.
where γ is the gyromagnetic ratio of the spins, BAC, f and
φ are the amplitude, frequency, and phase of the target AC
signal, respectively.
For a given pulse sequence represented as F = [Fµ,k], we
can apply the same average Hamiltonian analysis to under-
stand how driven spins experience the sensing field in their
effective frame, giving
Havg,AC = γB⃗eff(f) ⋅∑
i
S⃗i (25)
with
Beff,µ(f) = BAC Re [eiφF˜µ(f)] , (26)
F˜µ(f) = 1
T
∫ T
0
e−i2piftFµ(t)dt, (27)
for µ = x, y, z, and Re denotes the real part. Physically, the
time-averaged sensing-field Hamiltonian [Eq. (25)] has a sim-
ple and elegant interpretation: in the toggling-frame picture,
all driven spins will undergo a coherent precession around
the effective magnetic field B⃗eff. Additionally, as seen in
Eq. (26), the orientation and strength of B⃗eff are determined by
the frequency-domain resonance characteristics of the applied
pulse sequence, F˜µ = F[Fµ], where F denotes the Fourier
transform [Eq. (27)].
The AC magnetic field sensitivity ηac(f), characterizing the
minimum detectable signal strength for an AC signal at fre-
quency f , scales as
ηac(f)∝ 1√
T2∣F˜t(f)∣ , (28)
where ∣F˜t(f)∣ is the total spectral response at the resonance
frequency f under the pulse sequence and T2 is the coherence
time of the spin ensemble. Physically, ∣F˜t(f)∣ can be under-
stood as the effective signal strength experienced by the driven
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spins at resonance, namely ∣F˜t(f)∣ = ∣B⃗eff(f)∣/BAC, given by
∣F˜t(f)∣ = √∑
µ
∣F˜µ(f)∣2 cos2(φ − φ˜µ(f)). (29)
Here, φ˜µ(f) is the spectral phase of F˜µ(f) along the µ-
axis, identified from F˜µ(f) = ∣F˜µ(f)∣e−iφ˜µ(f). We imme-
diately see that ∣F˜t(f)∣ ≤ √∑µ ∣F˜µ(f)∣2 from Eq. (29) (see
Sec. S1F [100] for a more general expression), with the equal-
ity saturated when φ = φ˜x(f) = φ˜y(f) = φ˜z(f). Thus,
it is crucial to align and synchronize the spectral phases of
the pulse sequence at the target frequency f to the phase of
the sensing signal, in order to achieve the best sensitivity. In
such a phase-synchronized case, the effective magnetic field
becomes
B⃗eff(f) = BAC [∣F˜x(f)∣eˆx + ∣F˜y(f)∣eˆy + ∣F˜z(f)∣eˆz] . (30)
To optimally detect this effective sensing field, spins then need
to be initialized perpendicular to B⃗eff to form the largest pre-
cession trajectory and maximize signal detection contrast. In
addition, to optimize contrast for a projective measurement
along the zˆ-axis, for readout the precession plane should be
rotated to contain the zˆ-axis.
V.2. Examples
To better understand the above abstract analysis, we ana-
lyze detailed examples of different sensing pulse sequences
designed for quantum sensing with non-interacting and inter-
acting systems.
For non-interacting systems, the XY-8 sequence, consist-
ing of periodic pi pulses, is widely employed for AC magnetic
field sensing [Fig. 5(a)]. In our representation, the XY-8 se-
quence is written as Fx = Fy = 0, Fz = [+1,−1,+1,−1,⋯],
and τ = [τ, τ, τ, τ,⋯], with intermediate zero-duration frames
more explicitly shown in Fig. 5(a). Due to the periodic sign
modulation present in Fz , its Fourier transform F˜z has a peak
at the frequency f0 [Fig. 5(d), left], indicating that an AC sig-
nal oscillating at f can be efficiently detected if the pulse spac-
ing τ is tuned to satisfy the resonance condition f0 = f . Ac-
cording to Eq. (30), the resonant AC signal is then transformed
to an effective DC field along the zˆ-axis
B⃗eff(f0) = BXY-8 eˆz, (31)
where BXY-8 = BAC∣F˜z(f0)∣, provided that XY-8 is phase-
synchronized with the target signal, i.e., φ = φ˜z [Fig. 5(c),
top]. This is the theoretically maximal achievable effective
field strength in periodically driven systems for an AC signal.
The initial spin state should be prepared on the xy plane, or-
thogonal to the zˆ-axis, for optimal sensitivity [Fig. 5(c), top].
For interacting systems, however, the XY-8 pulse sequence
is not ideal as it does not address interaction effects, re-
sulting in rapid decoherence. Instead, we design a new se-
quence, Seq. C as shown in Fig. 5(b), optimized for quantum
sensing based on interacting ensembles. Using our frame-
work, Seq. C is also designed to satisfy all robust decoupling
conditions provided in Tab. 1, indicating that it can signifi-
cantly extend the coherence time of polarized initial states,
especially for interacting systems with strong on-site disor-
der (TW < TJ in Seq. C). More importantly, the frame-matrix
representation of Seq. C reveals that it also has the same pe-
riodic sign modulation in F, this time along all three axes,
suggesting that an external AC signal at f0 can again be de-
tected efficiently [Fig. 5(b)]. Moreover, Seq. C shows iden-
tical resonance characteristics between all three axes, provid-
ing ∣F˜x(f)∣ = ∣F˜y(f)∣ = ∣F˜z(f)∣ for all frequencies f , and
contains two pronounced peaks at f = (2/3)f0 and f = f0,
labeled as resonance 2© and 1©, respectively [Fig. 5(d), right].
For the individual spectral functions of ∣F˜x,y,z ∣, resonance 2©
shows a higher peak intensity than resonance 1©, while in the
total spectral strength ∣F˜t∣, the resonance at f = f0 becomes
the strongest peak, giving maximum sensitivity [Fig. 5(d),
top right]. The significant intensity reduction in ∣F˜t∣ at res-
onance 2© originates from asynchronous phases φ˜x, φ˜y and
φ˜z [Fig. 5(e)], leading to a smaller total field strength as a re-
sult of destructive field addition [Eq. (29)]. However, at the
resonance 1©, the spectral phases of all three-axes are aligned
(φ˜x = φ˜y = φ˜z , Fig. 5(e)) and thus generate the largest effec-
tive sensing field along the [1,1,1]-direction
B⃗eff(f0) = BSeq. C (eˆx + eˆy + eˆz) , (32)
with BSeq. C = BAC∣F˜x,y,z(f0)∣ for phase-synchronized detec-
tion (φ = φ˜x,y,z) [Fig. 5(c), bottom]. This new effective field
direction also necessitates an unconventional sensor initializa-
tion and readout direction, as illustrated in the lower panel
of Fig. 5(c): instead of preparing the spin in the usual initial
states along the xˆ- or yˆ-axes, achieving maximal sensitivity
requires preparing the spin in a plane orthogonal to the ef-
fective field direction. Moreover, to maximize signal contrast
during readout, it is necessary to rotate the precession plane
to a position that contains the zˆ-axis.
The requirements of equal evolution time along each axis
for interaction symmetrization [Condition 2] imply that the
single-axis effective field strength of Seq. C, BSeq. C, is three
times smaller than that of XY-8,BXY-8 [Fig. 5(b)]. This is par-
tially compensated by aligning the resonance frequency and
phase along each axis, as shown in Seq. C, leading to a total
effective vector field strength that is only
√
3 reduced. De-
spite this penalty, we still expect Seq. C to outperform XY-8
in AC magnetometry for interacting spin ensembles, since the
extension in coherence time T2 due to interaction suppression
(recall ηac ∝ 1/√T2) can more than counteract the √3 sensi-
tivity loss [114].
In addition to the scenarios that we have described here, our
average Hamiltonian approach also helps to identify other un-
desired effects, such as spurious harmonics [115], which ap-
pear as additional spectral resonances in the total modulation
function for finite pulse duration. This clearly demonstrates
the utility of our formalism for the design of quantum sensing
pulse sequences in the presence of interactions, disorder, and
control imperfections.
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V.3. Design Considerations for Efficient Quantum Sensing
The additional requirements of optimizing magnetic field
sensitivity impose new algebraic constraints within our frame-
work. Here, we discuss the implications of these new con-
straints on the structure of sensing pulse sequences by utiliz-
ing the techniques described in Sec. IV.2.
For efficient quantum sensing and to decouple on-site disor-
der as rapidly as possible, it is desirable to maintain a periodic
structure in which the free evolution periods have frame direc-
tions that alternate between +1, -1, as adopted in XY-8 as well
as Seq. C [Fig. 5(a,b)]. However, for interacting ensembles
where interaction-symmetrization is performed, this implies
that any interface between two frame orientations will always
have a fixed odd parity, and will thus violate condition 3 in
Tab. 1 if single pi/2 pulses are used for the frame transforma-
tions. Thus, to preserve sequence robustness, it is necessary to
use composite pulse structures in which each frame-switching
rotation is realized by a combination of two pi/2 pulses to in-
tentionally inject even parities to counteract the odd parities.
An example of such a composite pulse is shown in Fig. 5(b).
Moreover, while the effective [1,1,1]-directional field pre-
sented in the previous section is close to optimal for interact-
ing ensembles, its strength can be further improved by adding
an imbalance in the effective phase accumulation along each
axis. Although the sum of the phase accumulation along all
axes is fixed, the effective field strength depends on the sum
of squares of the phase accumulation [Eq. (29)]. Thus, due to
this nonlinearity, the effective field strength can be increased
when the phase accumulation is different along the three axes,
which is achieved by choosing the frame along one of the axes
to be at the maxima of the sinusoidal sensing signal, resulting
in enhanced phase accumulation (see Appx. C2 and Seq. I in
Fig. 8 for details).
VI. APPLICATION: QUANTUM SIMULATION WITH
TUNABLE DISORDER AND INTERACTIONS
Our framework can also be readily adapted to engineer
various Hamiltonians in the context of quantum simulation.
Here, the goal is to realize different types of interactions
with tunable on-site disorder via periodic driving [81–85, 116,
117], such that one can explore a range of interesting phe-
nomena in out-of-equilibrium quantum many-body dynam-
ics, including dynamical phase transitions [42–44], quantum
chaos [45, 46] and thermalization dynamics [54–60]. More-
over, the interplay of disorder, interactions and periodic driv-
ing can also lead to novel nonequilibrium phases of matter,
such as the recently-discovered discrete time crystals [47–
53, 118, 119].
Indeed, as can be seen in Eqs. (7-10), we can design the
toggling-frame spin operators S˜zk = ∑µ Fµ,kSµ to achieve a
nonzero target sum in Eqs. (5,6) and engineer the leading-
order average Hamiltonian Havg. More specifically, we show
that for the common form of two-body interaction Hamilto-
nians Hint = ∑ij JSij(Sxi Sxj + Syi Syj ) + JIijSzi Szj , the relative
strength between Ising and spin-exchange interactions can be
FIG. 6. Hamiltonian engineering for quantum simulations. (a)
Floquet-engineered many-body Hamiltonians with tunable disorder
strengths and interaction types. The various interaction types includ-
ing Ising (c = 0), Heisenberg (c = 1/3), XY (c = 1/2) and dipo-
lar interactions (c = 1), can be realized by varying the single pa-
rameter c which is defined as the relative fraction of the total time
evolution along the zˆ-axis in the toggling frame. In this example,
the system is chosen to be a disordered dipolar interacting spin en-
semble with JSij = −JIij and JAij = 0, naturally realized with NV
centers in diamond [78]. The dashed line indicates the maximum ef-
fective disorder strength Weff achievable for a given interaction type,
Weff/W = √c2 + (1 − c)2/2, where W is the native on-site disor-
der strength. The gray area denotes the Hamiltonian regimes that are
not accessible. (b) Examples of robust periodic pulse sequences that
generate (I) XY interactions with strong disorder and (II) Ising inter-
actions with weak disorder. These sequences correspond to the two
green markers in (a).
tuned by the single parameter c as
J˜Sij = 1 + c2 JSij + 1 − c2 JIij , J˜Iij = (1 − c)JSij + cJIij , (33)
where c captures the imbalanced time evolutions in the tog-
gling frames, defined such that the system evolves under the
zˆ- and xˆ, yˆ- axes toggling frames for total durations cT and(1 − c)T /2 in one sequence cycle T . Thus, the Floquet-
engineered interaction Hamiltonian H intavg now exhibits mod-
ified Ising and exchange interaction strengths of J˜Iij and J˜
S
ij ,
respectively. Taking the case of interacting NV spin ensem-
bles as an example [78], where JSij = −JIij , we can continu-
ously interpolate between Ising (c = 0), Heisenberg (c = 1/3),
XY (c = 1/2), and dipolar-like (c = 1) interactions by tuning
the proportion c of the sequence. Moreover, on-site disorder
can also be independently controlled by introducing an addi-
tional sign imbalance along each axis in the toggling frame,
changing the original disorder Hamiltonian Hdis = ∑i hiSzi
to the Floquet-engineered version Hdisavg = ∑i(h⃗eff)i ⋅ S⃗i, where
the effective disorder field h⃗eff can now have both longitudinal
and transverse field components.
We illustrate the accessible range of disorder and interac-
tion Hamiltonians with this scheme in Fig. 6(a). Note that the
maximum effective disorder strength Weff is dependent on c
(dashed line in Fig. 6(a), see Sec. S1H [100]). Two represen-
tative examples of how to engineer such interaction Hamilto-
nians in a robust fashion are shown in Fig. 6(b).
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Combined with the techniques for robust engineering of
other terms in the Hamiltonian, such that imperfections are
suppressed, this allows access to a broad range of interacting,
disordered Hamiltonians that potentially exhibit very different
thermalization properties [54–60]. Thus, our framework will
open up a new avenue for the robust Floquet engineering of
many-body Hamiltonians.
VII. EXPERIMENTAL DEMONSTRATION
Our framework is generally applicable to many different
quantum systems, including interacting electronic spin en-
sembles, such as NV centers in diamond [29, 120–123], phos-
phorus donors in silicon [88, 124], and rare earth ions [125],
conventional NMR systems [56, 57], trapped ions [52, 89–91],
and even to emerging platforms of cold molecules [126–128]
and Rydberg atom arrays [92, 93]. These different systems
will have a variety of competing energy scales and distinct in-
teraction types that determine their dynamics, and will thus
benefit from the flexibility of our system-targeted design for-
malism.
Here, we focus on the experimental implementation and
demonstration of our results in an interacting ensemble of
NV centers in diamond [Fig. 7(a)], see Sec. S2A [100] and
Refs. [78, 108, 114] for more details of our sample and ex-
periments. It is characterized to be a disorder-dominated sys-
tem [Fig. 1(a)], exhibiting large on-site disorder (W ≈ (2pi)4
MHz) with modest interaction strengths (J ∼ (2pi)35 kHz),
corresponding to the regime in Fig. 4(c) where Seq. B is ex-
pected to perform significantly better than Seq. A (Cory-48).
We experimental confirm this in Fig. 7(b), where Seq. B shows
a significantly longer coherence time compared to Seq. A.
In Fig. 7(c,d), to illustrate the importance of fulfilling the
robust decoupling criteria [Tab. 1], we compare the robust-
ness of two different sequences to systematic rotation angle
deviations. Here, we design a non-robust Seq. D, which is
almost identical to the robust Seq. B, but does not suppress
spin-rotation angle errors; In Seq. D, intermediate frames are
intentionally chosen to violate the suppression condition for
rotation angle errors [Condition 4], while satisfying the rest
of the conditions (see Fig. 8 for more details of the sequence).
Fig. 7(c) illustrates the coherence decay profile of driven
spins under these two sequences when the rotation angle is
chosen to be 92.5% of the correct rotation angle (gray dots
in Fig. 7(d)); Seq. B does not show any oscillations, while
Seq. D shows pronounced oscillations over time, resulting
from a residual error term δHavg (see Sec. III.2). This behavior
is further confirmed in Fig. 7(d), where we extract the effec-
tive modulation frequency of the spin coherence as a function
of the systematic rotation angle deviation. While Seq. B does
not show any oscillations, Seq. D shows a linear dependence
of oscillation frequency with the rotation angle error, indicat-
ing that it is not robust against perturbations.
Finally, we illustrate the quantum sensing applications of
our framework, focusing on the importance of relative spectral
phase alignment of the resonances in the three axis directions.
In Fig. 7(e), we show the change in signal detection contrast
under the presence of an AC magnetic field with varying fre-
quency, for the robust sensing sequence Seq. C described in
Sec. V and Fig. 5. As discussed in Sec. V, the resonances 1©
and 2© have comparable field strengths along each individual
axis (as an example, yˆ initialization is plotted in Fig. 7(e), red
trace), but the total field strength is larger for resonance 1©,
where the individual axis responses are phase-synchronized
with each other (Fig. 7(e), green trace). We confirm this
phase-sensitive response in Fig. 7(f), where the contrast is
measured as a function of the sensing signal phase φ for three
different initializations along the xˆ-, yˆ- and zˆ-axes. For reso-
nance 1©, we see that the responses of all three initializations
become phase-synchronized, while for 2©, the curves are out-
of-phase with respect to each other. As a result of the spectral
phase alignment φ˜x = φ˜y = φ˜z at the resonance 1©, a large
effective sensing field is generated along the [1,1,1]-direction.
This can yield a high magnetic field sensitivity, surpassing the
interaction-limited value of the conventional XY-8 sequence,
as we demonstrate in Ref. [114]. These results corroborate the
quantum sensing capabilities of interacting spin ensembles as
well as the robustness of the phase-aligned sensing sequence,
which maximizes AC sensitivity while suppressing spin-spin
interactions and on-site disorder.
VIII. DISCUSSION AND CONCLUSION
In this paper, we have introduced a novel framework for
the efficient design and analysis of periodic pulse sequences
to achieve dynamic Hamiltonian engineering that is robust
against the main imperfections of the system. Our approach
provides versatile means to design and adapt pulse sequences
for a wide range of experimental platforms, by considering
their system characteristics such as disorder, interactions and
control inhomogeneities. Key to our approach is the adop-
tion of a toggling frame description of the sequence and the
resulting average Hamiltonian. Crucially, we find that var-
ious types of leading-order control errors can be systemati-
cally described by the time-domain transformations of a sin-
gle interaction-picture Pauli spin operator during free evolu-
tion periods. This allows us to derive a simple set of algebraic
conditions to fully describe all necessary conditions for spe-
cific target applications, significantly simplifying the design
of pulse sequences. Remarkably, these algebraic conditions
also allow the construction of efficient strategies and the proof
of their optimality to enhance various figures of merit, such
as sequence length and sensitivity. Using a dense ensemble
of interacting electronic spins in diamond, we experimentally
confirm the wide applicability of our framework in protect-
ing quantum information as well as detecting external signals
with high sensitivity.
In addition to its wide-reaching consequences on the sys-
tematic design and analysis of pulse sequences for various
applications, our framework also opens up a number of in-
triguing directions for future studies. For example, we can
extend our approach to higher-spin systems to investigate
more complex quantum dynamics, such as quantum chaos
and information scrambling, as well as utilize larger effective
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FIG. 7. Experimental demonstration. (a) Sample used in experiments, containing strongly disordered, interacting NV centers in black
diamond. We isolate two levels from the spin-1 ground state, {∣0⟩ , ∣±1⟩}, by a static Zeeman shift (red arrow), to define an effective spin-1/2
(qubit) system, {∣0⟩ , ∣−1⟩}. Resonant pulsed driving at frequency ω0 is applied to the spin to manipulate its quantum states. In the sample,
NV centers at a distance interact with one another via magnetic dipolar interactions (circled diagram). (b) Comparison of coherence decay of
driven spins under Seq. A (Cory-48, red) and Seq. B (blue). The pulse spacing is fixed to τ = 25 ns, and the 1/e-decay times T2 are extracted
from a stretched exponential fit, giving TA2 = 1.2 µs and TB2 = 7.9 µs for Seq. A and Seq. B, respectively. (c) Sequence robustness against
spin-manipulation error. In the presence of systematic spin-rotation angle deviation 0.925(pi/2) (gray points in (d)), the non-robust Seq. D
(right) shows modulations in the coherence profile for all three initial states polarized along the xˆ (blue), yˆ (red) and zˆ (yellow) axes; the robust
Seq. B is insensitive to such errors, corroborated by the absence of the modulation. (d) Modulation frequency for Seq. B and Seq. D as a
function of systematic rotation angle error relative to the perfect pi/2 rotation, Ω0tp = pi/2. The small lateral offset observed in Seq. D at zero
modulation frequency is due to a slight Rabi frequency calibration error. (e) AC magnetic-field sensing using the robust Seq. C, presented in
Fig. 5, for initial states prepared along the yˆ-axis (red) and optimal [−1,−1,+2]-axis (green). Solid lines are theoretical fits from the spectral
intensities obtained from Seq. C, showing the largest peak at f = f0 [Fig. 5(b)]. (f) AC sensing response under Seq. C as a function of external
AC signal phase φ for signal frequencies at f = f0 (resonance 1©) and at f = (2/3)f0 (resonance 2©). We observe in-phase and out-of-phase
responses at resonance 1© and 2©, respectively. See Sec. S2B [100] for details of the fitting functional forms.
dipoles in those high-spin systems for more effective sens-
ing [83, 84, 129–131]. Higher-order contributions beyond
the leading-order average Hamiltonian can also be system-
atically incorporated using the proposed framework, as we
discuss in Appx. D. In addition, our formalism may also be
extended to the synthesis of dynamically-corrected gates and
other nontrivial quantum operations [16, 132, 133]. While
we have focused on the case of pi/2 and pi pulses around
xˆ, yˆ axes for simplicity, it will be interesting to extend the
analysis to more general control pulses, which could en-
able shorter protocols for Hamiltonian engineering. More-
over, by employing optimal control techniques to further boost
the performance of the pulse sequences [27, 40, 134, 135],
we may be able to robustly engineer many-body Hamiltoni-
ans to create macroscopically entangled states, such as spin-
squeezed states or Schro¨dinger-cat-like states, to be used as a
resource for interaction-enhanced metrology beyond the stan-
dard quantum limit [136, 137].
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Appendix A: Average Hamiltonian Theory
Here, we introduce the basic principles of AHT and start
by considering a generic time-dependent Hamiltonian for a
driven quantum system
H(t) =Hs +Hc(t), (A1)
where Hs is the system Hamiltonian governing the internal
dynamics and Hc(t) describes the time-dependent control
field used to coherently manipulate the spins (qubits). For a
Floquet system, the control field is modulated in time with a
periodicity of T , i.e., Hc(t) = Hc(t + T ). At times t = NT ,
the many-body state is given by ∣ψt=NT ⟩ = U(T )N ∣ψ0⟩ with
the interaction picture unitary evolution operator [1]
U(T ) = T exp [−i∫ T
0
H˜s(t) dt], (A2)
where T denotes time-ordering. Here, H˜s(t) is the rotated
system Hamiltonian in the interaction picture with respect to
control fields, given by H˜s(t) = Uc(t)†HsUc(t) with the uni-
tary rotation operator Uc(t) = T exp[−i ∫ t0 Hc(t1) dt1]. The
control unitary rotation operator over one period is chosen to
be identity Uc(T ) = I.
AHT allows the identification of a time-independent effec-
tive Hamiltonian Heff such thatU(T ) = exp[−iHeffT ]. (A3)
The Magnus expansion of U(T ) with expansion parameter
T [138] can be used to approximate this effective Hamiltonian
as
Heff ≈ l∑
k=1 H¯
(k), (A4)
where l is the truncation order and H¯(k) is the k-th order con-
tribution in the Magnus expansion. The first two terms in the
series are
H¯(0) = 1
T
∫ T
0
H˜s(t1)dt1 and (A5)
H¯(1) = − i
2T
∫ T
0
dt2 ∫ t2
0
dt1[H˜s(t2), H˜s(t1)]. (A6)
Although the accuracy of the average Hamiltonian approxi-
mation depends on the truncation order l, if the Floquet driv-
ing frequency 1/T is much faster than the local energy scales
associated with the system Hamiltonian Hs, then the first few
terms are sufficient to modelHeff and approximate the dynam-
ics of the many-body state to an accuracy improving exponen-
tially in l [139–142]. In the following, we focus on the lead-
ing order contribution, corresponding to only retaining H¯(0)
in the series.
A general control field consists of n pulses {Pk=1,⋯,n} with
nonuniform pulse spacing {τk=1,⋯,n}, as shown in Fig. 1(c).
Each Pk defines a pulsed unitary rotation, generating a dis-
crete set of rotated Hamiltonians {H˜k=1,⋯,n}, where
H˜k = (Pk−1⋯P1)†Hs(Pk−1⋯P1) (A7)
with H˜1 = Hs. As the interaction-picture Hamiltonian is
rotated (toggled) at every pulse, H˜k are also referred to as
the “toggling-frame Hamiltonians” and govern the spin dy-
namics in their respective free evolution intervals τk. For
infinitely short pulses, the zeroth-order average Hamiltonian,
H¯(0) =Havg, can be simplified from an integral to a weighted
average of the toggling-frame Hamiltonians, as presented in
Eq. (1) of the main text.
Appendix B: Analysis of Three-Body Interactions
In this appendix, we analyze the decoupling conditions for
spin-1/2 three-body interactions. Interestingly, our versatile
formalism can be applied to these more complex scenarios,
leading us to a new set of rules that allow for the implementa-
tion of robust protocols in the presence of three-body interac-
tions. First, we show that in the limit of ideal pulses, the de-
coupling conditions described in Sec. II.2 are also sufficient to
fully suppress dynamics under any secular three-body interac-
tion for a polarized initial state. We then describe an extension
of the formalism that accounts for finite pulse duration effects
in the presence of three-body interactions, leading to new de-
coupling conditions beyond those discussed in Sec. III.
While most naturally occurring physical systems only in-
volve two-body interactions, interactions involving more par-
ticles can lead to a number of exotic physical phenomena. For
example, fractional quantum Hall state wavefunctions appear
as the ground state of Hamiltonians involving three-body in-
teractions [143, 144], and many other topological phases and
spin liquids are ground states of such many-spin Hamiltoni-
ans [145, 146]. There have also been various proposals for
the direct realization of three-body interactions in experimen-
tal platforms ranging from cold molecules [101] to supercon-
ducting qubits [102, 103]. They may also emerge in the form
of a higher-order term in the Magnus expansion of a system
with only two-body interactions.
As a first step towards the control and engineering of such
interactions, we analyze the conditions for dynamical decou-
pling for a polarized initial state. As in the main text, we
will be focusing our attention on interactions under the secular
approximation, where all terms in the Hamiltonian commute
with a global magnetic field in the zˆ-direction.
1. Ideal Pulse Limit
Before we discuss the details of three-spin coupling, we
first prove a useful lemma for interactions under the secular
approximation in the perfect, infinitely short pulse limit.
Lemma: For any interaction under the secular approxima-
tion, averaging over the spin-1/2 single qubit Clifford group is
equivalent to averaging over toggling frames of S˜z that cover
the six axis directions ±Sx,y,z .
Proof: Consider a genericN -body interaction Hamiltonian
H and a set of unitary operators Uk (k = 1,2,⋯,K). The
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average Hamiltonian over this set is given by
Havg = 1
K
K∑
k=1(U †k)⊗NHU⊗Nk . (B1)
Let us now group the elements of the Clifford group into sets
defined by how the elements transform the Sz operator. Each
set contains elements that satisfy S˜z = U †SzU = (−1)νSµ
with ν = 0,1, while the rotated xˆ-axis spin operator, S˜x =
U †SxU , can take four distinct values that are orthogonal to
the S˜z direction. In our toggling-frame representation, how-
ever, any of the four Clifford elements in the same set will
correspond to a single term specified by S˜z . Thus, proving
the lemma reduces to proving that the four Clifford elements
above give identical Hamiltonians.
We prove this by observing that for any two elements U1
and U2 in the same set, there exists a rotation Uz around the zˆ
axis such that U1 = UzU2 (this rotation leaves the interaction
picture S˜z invariant, but changes S˜x). The Hamiltonian under
conjugation by U1 is then given by(U †1)⊗NHU⊗N1 = (U †2)⊗N(U †z)⊗NHU⊗nz U⊗N2= (U †2)⊗NHU⊗N2 , (B2)
where we use (U †z)⊗NHU⊗Nz = H . This holds because a
rotation around the zˆ-axis does not modify the secular Hamil-
tonian, which commutes with the global Sz operator. Conse-
quently, a conjugation of the average Hamiltonian above by
U1 will be equal to a conjugation by U2, and thus each set of
Clifford elements that transform the Sz operator in the same
way will result in identical Hamiltonians. ∎
With this lemma in hand, we now utilize mathematical
results from unitary t-designs [105–107, 147–152] to prove
that after symmetrizing along the six axis directions (i.e. the±xˆ,±yˆ,±zˆ-axes), a polarized initial state will be an eigenstate
of the resulting symmetrized Hamiltonian. A unitary t-design
is a set of unitary operators {Uk}, such that for every polyno-
mial P(t,t)(U) of degree at most t in U and at most t in U †,
the average over {Uk} is equivalent to the average over the
Haar measure of all unitaries of the same dimension [105].
More specifically, the following relation holds:
1
K
K∑
k=1(U †k)⊗NOU⊗Nk = ∫U(2) dU(U †)⊗NOU⊗N ≜ OU .
(B3)
Here, U(2) is the unitary group of dimension 2, used to
describe two-level systems, O is an N -body operator with
N ≤ t andOU is the corresponding averaged observable. This
means that for observables up to order t, the effect of averag-
ing over the finite set of unitary operators {Uk} is equivalent
to averaging over all unitaries of dimension 2.
The symmetrizing properties of the right-hand-side of
Eq. (B3), where the average is taken over all elements of the
unitary group over the Haar measure, imply that OU must
only contain terms proportional to elements of the symmetric
group St of order t [150]. This is because all other terms will
be transformed and symmetrized out by the average, but ele-
ments of the symmetric group, which only permute the labels
of the states, will be invariant, as the unitary operator U⊗N
conjugates all spins identically.
It is known that the Clifford group forms a unitary 3-
design [106, 107]. Combined with the lemma presented
above, this implies that for any sequence that equally covers
all six axis directions, all interactions involving three particles
or fewer will be symmetrized into a form that only contains
terms proportional to elements of the symmetric group. Any
initial state with all spins polarized in the same direction will
then be an eigenstate of this symmetrized interaction, since
this state is invariant under any permutation of the elements.
Correspondingly, a polarized initial state does not experience
decoherence under this interaction.
As a nontrivial example of this result, let us consider
the interaction Hint = J(SxSySz − SySxSz). The sym-
metrized Hamiltonian can be calculated to be H int =
J
3 ∑µνσ µνσSµSνSσ , where µνσ is the Levi-Civita symbol.
One can explicitly verify that any globally polarized initial
state is an eigenstate of the symmetrized Hamiltonian with
eigenvalue 0.
As the Clifford group is not a unitary 4-design, four-body
interactions will still induce dynamics after symmetrization.
Indeed, we can explicitly verify this by considering the sym-
metrized interaction (Sx)⊗4 + (Sy)⊗4 + (Sz)⊗4, which is
found to act nontrivially on a generic polarized initial state.
2. Finite Pulse Duration Effects
We now illustrate how to analyze finite pulse duration ef-
fects for three-body interactions using our sequence represen-
tation matrix F. We consider generic interaction Hamiltonians
with up to three-body interactions and, in analogy to Eqs. (7-
10), we write the k-th toggling-frame Hamiltonian as a poly-
nomial in Fµ,k:
H˜k =∑
µ
3∑
l=0F
l
µ,kOµ,l, (B4)
where Oµ,l describes the generic operator form of interac-
tions that transform as the l-th power of Fµ,k. More specif-
ically, Oµ,l can be written as a sum of terms, each composed
of a product of Pauli operators that preserve the total mag-
netization and thus include an even number of Sx or Sy op-
erators. Consequently, the interaction must either be of the
form SzSzSz , or involve the tensor product of an Sz operator
and a polarization-conserving two-body operator, which can
be SxSx + SySy or i(SxSy − SySx). Each of these terms
can thus be written as a product of individual components that
transform as Fµ,k. For example, we can rewrite the following
three-body interaction as
i(SxSy − SySx)Sz=i ∑
µνσ
[µνσFµ,k(SνSσ − SσSν)][Fµ,kSµ]. (B5)
This is a three-body interaction with l = 2, since it is pro-
portional to the square of Fµ,k. This suggests that dur-
ing the finite pulse duration between free evolution blocks
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k and k + 1, where the interaction-picture operator S˜z(θ) =∑µ(cos θFµ,k+sin θFµ,k+1)Sµ with θ evolving from 0 to pi/2,
the corresponding average Hamiltonian can be written as
H¯
(0)
Pk
=∑
l
2
pi
∫ pi/2
0
dθ
⎡⎢⎢⎢⎣∑µ (cos θFµ,k + sin θFµ,k+1)
⎤⎥⎥⎥⎦
l O˜,
(B6)
where O˜ contains operators acting during the rotation pulse
and is implicitly dependent on l and the indices in the bracket
(for example, when θ = 0, O˜ = Oµ,l).
Expanding the polynomial in the bracket of Eq. (B6), we
shall find contributions corresponding to terms of degree u in
Fµ,k and v in Fµ,k+1, with u + v = l, since Fµ,k and Fµ,k+1
each have only one nonzero element. This allows us to gener-
alize the conditions for decoupling finite pulse imperfections
discussed in the main text to three-body interactions, and also
provides an alternative perspective to the conditions in the
main text. For interaction terms exhibiting linear (l = 1) or
quadratic (l = 2) dependence on Fµ,k, the decoupling con-
ditions presented in Tab. 1 of the main text can be directly
applied. Similarly, for l = 3, the terms F 3µ,k and F 3µ,k+1 di-
rectly correspond to the three-body interactions appearing in
the original Hamiltonian within the free evolution periods k
and k+1, and can be easily incorporated into the sequence de-
sign by extending the effective duration of the free evolution
time. Meanwhile, the decoupling of cross terms F 2µ,kFν,k+1
and Fµ,kF 2ν,k+1 correspond to a generalization of the interac-
tion cross-term decoupling condition [Condition 3 in Tab. 1]
described in the main text:
∑
k
F 2µ,kFν,k+1 + F 2µ,k+1Fν,k = 0, (B7)
for each pair of (µ, ν). As an example, for the pair of di-
rections xˆ, zˆ, we consider all instances in which the xˆ and zˆ
frames appear in the free evolution frames immediately pre-
ceding and following a pi/2 pulse, and the above decoupling
condition requires that the signs of all xˆ frames appearing in
such positions sum up to 0.
Combining these results, we see that our formalism pro-
vides a systematic method to robustly decouple the effects of
any three-body interaction under the secular approximation,
on any polarized initial state, even in the presence of finite
pulse durations.
Appendix C: Efficient Sequence Design Strategies
1. Minimal Length for Robust Dynamical Decoupling
In this section, we discuss the minimal sequence lengths
required to satisfy different combinations of decoupling con-
ditions, and provide examples of pulse sequences that achieve
these minimal lengths.
We start by considering the minimal number of free evolu-
tion blocks to fully symmetrize the interaction Hamiltonian.
From condition 2 of Tab. 1, we see that the minimal nontrivial
solution requires nonzero elements in each of the three rows of
F. Consequently, at least 3 free evolution blocks are required.
A possible realization is (see also Seq. E in Fig. 8)
(F
τ
) = ⎛⎜⎜⎜⎝
0 0 1
0 1 0
1 0 0
τ τ τ
⎞⎟⎟⎟⎠ . (C1)
However, according to the discussion in Sec. S1G [100], a
single cycle evolution under this sequence does not return the
transverse spin operators to their original configuration, i.e.
Uc(t) ≠ I. To achieve Uc(t) = I, we can use
(F
τ
) = ⎛⎜⎜⎜⎝
0 −1 0 0 1 0
0 0 1 0 0 −1
1 0 0 −1 0 0
τ 0 τ 0 τ 0
⎞⎟⎟⎟⎠ , (C2)
with composite pi/2 pulses inserted at the interfaces of free
evolution intervals (see Seq. F in Fig. 8). However, neither
of the above sequences are robust against on-site disorder or
finite pulse duration effects.
As discussed in Sec. IV.2 in the main text, to fully sym-
metrize interactions and cancel disorder, at least 6 free evo-
lution periods are required. If composite pulses are allowed,
there is a pulse sequence consisting of 6 free evolution periods
that also satisfies all robustness requirements, as described in
Sec. IV.2 the main text. In some scenarios, however, compos-
ite pulses may be undesirable due to the technical challenges
of implementing independent pulses in quick succession; in
this case, we can show that at least 12 free evolution inter-
vals are required. Let us first examine why 6 intervals are
not sufficient: The cross-interaction parity condition [Condi-
tion 3] requires the number of odd-parity frame changes to be
equal to that of even-parity frame changes; a sequence with
6 free evolution intervals thus gives 3 even-parity and 3 odd-
parity frame changes. The odd number of odd-parity frame
changes, however, results in a toggling-frame operator at the
beginning of the next cycle S˜z(T ) that has opposite sign from
S˜z(0), violating the periodic condition S˜z(0) = S˜z(T ). To
prevent this, we thus require an even number of odd-parity
frame changes. Since the length of the sequence has to be an
integer multiple of 6 to simultaneously accomplish disorder
and interaction decoupling, the minimal sequence length is at
least 12 frames, which now realizes a valid Floquet cycle with
Uc(T ) = I and satisfies all decoupling conditions.
One realization of such a pulse sequence, for example, can
be written in our representation as (see also Seq. G in Fig. 8)
(F
τ
)
Opt-12
= ⎛⎜⎜⎜⎝
0 0 1 0 0 −1 0 0 −1 0 0 1
0 1 0 0 −1 0 0 1 0 0 −1 0
1 0 0 −1 0 0 −1 0 0 1 0 0
τ τ τ τ τ τ τ τ τ τ τ τ
⎞⎟⎟⎟⎠ .
The above argument can also be readily extended to other
scenarios. For disorder-dominated systems it is desirable to
maintain a fast spin-echo structure on the toggling-frame evo-
lution of a sequence, as discussed in Sec. IV. This necessitates
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FIG. 8. Complete representation of periodic pulse sequences. All sequences are shown in the conventional pulse representation and our
toggling-frame transformation-based representation. In the toggling frame representation, squares indicate free evolution times of length τ
and narrow lines indicate short intermediate frames; yellow is positive and green is negative. Seq. A: The Cory-48 sequence, which decouples
interactions on a faster timescale and disorder on a slower timescale, and is robust against leading-order imperfections; Seq. B: Pulse sequence
designed to decouple disorder on a faster timescale and interactions on a slower timescale, and is robust against leading-order imperfections;
XY-8: Standard pulse sequence for dynamical decoupling with non-interacting spins; Seq. C: Pulse sequence to illustrate robust dynamical
decoupling of interactions and disorder, and well-aligned sensing resonances; Seq. D: Pulse sequence that has identical free evolution frames
as Seq. B, but with intermediate frames in the second half permuted to remove the robustness against rotation angle errors. Seq. E: Simple
sequence to fully symmetrize interactions; however, the transverse spin operators do not return to themselves at the end of this sequence;
Seq. F: Modified version of Seq. E, in which the composite pulses ensure that the transverse spin operators return at the end of the sequence;
Seq. G: Minimal pulse sequence that meets all dynamical decoupling and robustness requirements (Tab. 1 in the main text) without composite
pulses; Seq. H: Minimal pulse sequence that meets all dynamical decoupling and robustness requirements without composite pulses, and has a
fast spin echo structure; Seq. I: Minimal pulse sequence that achieves optimal vector sensitivity under interaction-decoupling constraints, and
illustration of phase accumulation along each axis.
a frame matrix structure in which the frames along each axis
always consist of pairs with opposite sign. When permitting
only a single pi/2 pulse to switch frames, the parity product
of the last element of the first pair and the first element of
the second pair will again have the same parity constraints as
the preceding case. Thus, we can apply the same argument to
show that the 12-frame sequence also needs to be doubled to
satisfy the parity condition if composite pulses are not allowed
and a spin-echo structure is required on a fast timescale. One
example that achieves this is illustrated as Seq. H in Fig. 8.
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2. Composite Pulses for Sensing
We now discuss the implications of the algebraic condi-
tions in Tab. 1 in the context of quantum sensing. Here, we
show that for pulse sequences that follow a periodic sign-
modulation structure along each axis (for instance, the se-
quences in Fig. 5 of the main text), to fully utilize the ef-
fective sensing field and satisfy the robust dynamical decou-
pling conditions, it is necessary to employ composite pulses
for the effective pi/2-pulse implementations to suppress inter-
action cross-terms [Condition 3].
If only single pi/2 and pi pulses are employed to connect dif-
ferent axes in the toggling frame, the fixed spin-echo-type sign
modulation patterns inevitably result in fixed parities at every
interface between two axis directions, leading to the violation
of condition 3 in Tab. 1 (see also discussion in Appx. C1).
To address this, composite pulses should be utilized instead to
connect different axes and adjust the parities, allowing one to
balance the number of even and odd parity interfaces.
3. Optimal Sensitivity for Interacting Spin Ensembles
Our formalism also allows us to easily determine the op-
timal achievable effective field strengths under the condition
that interaction effects are decoupled.
As described in the main text, the condition for Ising and
spin-exchange interaction-decoupling requires equal evolu-
tion times along each of the xˆ, yˆ, zˆ axes in the toggling frame.
In the typical scenario where a spin echo is performed along
each axis, an effective sensing field B⃗eff = BXY-8[ 13 , 13 , 13] is
generated at the dominant resonance, with a magnitude
∣B⃗eff∣ = BXY-8/√3 ≈ 0.577 ⋅BXY-8, (C3)
a factor of
√
3 smaller than the maximal field strength BXY-8
achievable for the XY-8 sensing sequence, where interac-
tions are not decoupled. In fact, despite the relative reduc-
tion in the sensing field magnitude, our sequence is optimal
for sensing with disorder-dominated interacting spin systems,
as interaction-decoupling requires equal evolution time along
different axes, and a fast spin-echo structure is required to not
only effectively detect external AC signals but also rapidly
suppress the effects of disorder.
If we broaden the scope to include pulse sequences that do
not have an immediate echo structure, then the above pulse se-
quence can be further improved into a version that is provably
optimal in the limit of infinitely short pulses. Here, the key ob-
servation is that the amount of phase accumulation along each
axis can be imbalanced, even while spending equal amount of
time along all axes to decouple interactions. We can theoret-
ically prove that the effective field strength is maximized by
making the individual phase accumulations along each axis as
different from each other as possible, as shown in Seq. I in
Fig. 8. The detailed derivation for its optimality is provided
in Sec. S1I. In this case, the corresponding effective field is
B⃗eff = BXY-8[1 − √32 , √32 − 12 , 12], which gives an optimal field
strength for interaction-decoupling sequences,
∣B⃗eff∣ ≈ 0.634BXY-8, (C4)
resulting in a 10% improvement over fast-echo-based sensing
sequences, such as Seq. B, that require an even distribution of
phase accumulation between the three axes.
Appendix D: Suppression of Higher Order Effects
While our analysis has mainly focused on the zeroth-order
average Hamiltonian, we can readily incorporate higher-order
effects by considering the full Magnus expansions [Eq. (A4)]
to engineer effective Hamiltonians with higher accuracy. De-
veloped primarily in the NMR community, there are several
known approaches, such as reflection-symmetric pulse ar-
rangements [25, 26, 94, 153] and concatenated sequence sym-
metrization [13, 154–156], to suppress higher-order contribu-
tions in driven spin dynamics. In the following, we discuss
how these techniques can also be naturally incorporated into
our sequence design framework.
Reflection symmetry: When Hamiltonians in the toggling
frame respect reflection symmetry [94], that is, H˜n+1−k = H˜k,
all odd-order terms in the Magnus expansion vanish, H¯(2l−1)
= 0 with integer l [Eq. (A4)]. In our framework, this imposes
an additional condition on the sequence F; Generically how-
ever, any sequence can be extended into a pulse sequence that
respects reflection symmetry simply by doubling the length
of the frame matrix and filling the second half with its own
mirror image in time, taking care of pulse imperfections at the
central interface. We note, however, that for certain applica-
tions such as quantum sensing, one needs to take additional
care when performing such symmetrizations, since reflection
symmetry (similar to a time-reversal operation) may acciden-
tally cancel the desired sensing field contributions [Sec. V].
Concatenated sequence symmetrization: One way to un-
derstand and engineer higher-order Hamiltonian engineering
properties of a sequence is to decompose it into smaller build-
ing blocks. A few techniques developed along these lines
include pulse-cycle decoupling [25] and concatenated sym-
metrization schemes [13, 154–156], where a long pulse se-
quence is constructed from the repetition of short pulse se-
quences, symmetrized in a systematic pattern to suppress
higher-order effects. Such constructions can be easily added
to our framework, and we leave the detailed application of
such techniques to a future work.
Second averaging: The technique of second-averaging has
been developed in NMR to suppress dominant error terms
in δHavg that do not commute with the leading contribution
in Havg [157–159]. Such methods can be readily incorpo-
rated in our framework by alternating the rotation axes of con-
trol pulses periodically every Floquet cycle, or by using off-
resonant driving.
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S1. FORMALISM DETAILS
A. General Hamiltonian Under the Secular Approximation
In this section, we discuss the consequences of the secular approximation (i.e. rotating wave approximation under
a strong quantizing field), and explain why under this approximation the transformation properties of the Sz spin
operator uniquely specify the Hamiltonian.
The secular approximation is widely used in a large variety of contexts. Since the strong quantizing field along
the zˆ axis sets a dominant energy scale in the system Hamiltonian, under the secular approximation we only retain
Hamiltonian contributions that conserve the total spin polarization along the zˆ axis; in other words, a change in the
total zˆ-axis polarization, such as a single spin flip, is associated with a large energy cost and is thus energetically
suppressed. In mathematical terms, this approximation corresponds to only keeping Hamiltonian contributions that
commute with Sztot =
∑
i S
z
i . This allows us to easily write down all allowed terms in the Hamiltonian for one- and
two-body operators in the Pauli operator basis. For one-body operators, the only nontrivial term is Sz, since the other
Pauli operators, Sx,y, do not commute with the Sztot operator. Similarly, the only two-body operators commuting
with Sztot are the following three types:
Szi S
z
j ,
1
2
(S+i S
−
j + S
−
i S
+
j ),
i
2
(S+i S
−
j − S−i S+j ), (S1)
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S2
where S± = Sx ± iSy. Hence, a linear combination of the one- and two-body operators allowed in the secular
approximation results in the following general form of many-body Hamiltonians
Hs =
∑
i
hiS
z
i +
∑
ij
[
JIijS
z
i S
z
j +
JSij
2
(S+i S
−
j + S
−
i S
+
j ) +
iJAij
2
(S+i S
−
j − S−i S+j )
]
, (S2)
which corresponds to Eq. (2) of the main text.
More importantly, when global spin manipulation is performed, the Sztot-preserving nature of the interaction Hamil-
tonian under the secular approximation also greatly simplifies the representation of the Hamiltonian. To describe
how a fully generic Hamiltonian is transformed after global rotations, we usually would need to specify how both Sz
and Sx are transformed. However, due to the fact that the Hamiltonian commutes with the global Sztot operator,
one can perform a rotation with Sz to take the Sx operator into any direction that is perpendicular to the trans-
formed Sz direction, and the Hamiltonian remains invariant. Consequently, the Hamiltonian is uniquely specified
given the transformation properties of the Sz operator alone. This justifies our approach in the main text, where,
given a Hamiltonian under the secular approximation, we only need to examine the transformation properties of the
Sz operator.
While we have focused on the case of Hamiltonians satisfying the secular approximation, it would also be interesting
to extend the techniques we have developed in this paper to situations where such an approximation does not hold,
such as zero-field NMR [1].
B. Details of Average Hamiltonian During Free Evolution Time
In this section, we provide a detailed derivation of the various average Hamiltonian contributions Eqs. (5-10) in
the main text. The key idea is to express all Hamiltonian contributions in terms of rotationally-invariant terms and
terms that only depend on the Sz operator direction.
As defined in the main text, during the k-th free evolution period S˜z(t) =
∑
µ Fµ,kS
µ. Correspondingly, we can
directly substitute this into the expression for disorder and Ising interactions:
Szi →
∑
µ
Fµ,kS
µ
i , (S3)
Szi S
z
j →
∑
µν
(Fµ,kS
µ
i )(Fν,kS
ν
j ) =
∑
µ
F 2µ,kS
µ
i S
µ
j , (S4)
where we have used the fact that Fµ,kFν,k = δµνF
2
µ,k, since each column of the matrix F = [Fµ,k] has only one nonzero
element. Using these expressions, we can also easily find the transformed interaction for symmetric spin-exchange
interactions by making use of the identity Sxi S
x
j + S
y
i S
y
j =
~S · ~S − Szi Szj = (
∑
µ S
µ
i S
µ
j )− Szi Szj , which gives:
Sxi S
x
j + S
y
i S
y
j →
∑
µ
(1− F 2µ,k)Sµi Sµj . (S5)
Finally, we derive the transformation of the anti-symmetric spin-exchange interaction. To this end, we assume that the
Sx Pauli spin operator is transformed to S˜x(t) =
∑
µGµ,kS
µ, where Gµ,k satisfies the identity Gµ,kGν,k = δµνG
2
ν,k
and takes on values of {0,±1} (See Sec. S1 G for details of how one can explicitly construct Gµ,k). Since the
commutation relations between spin operators are conserved under frame transformations, the transformed S˜z(t) and
S˜x(t) operators uniquely specify the S˜y(t) operator as:
S˜y(t) =
1
i
[
S˜z(t), S˜x(t)
]
=
∑
µνλ
µνλFµ,kGν,kS
λ, (S6)
where µνλ is the Levi-Civita symbol. Based on this, we can write the transformation of the anti-symmetric spin-
exchange interaction term as:
Sxi S
y
j − Syi Sxj →
∑
µνλσ
Gσ,kµνλFµ,kGν,k(S
σ
i S
λ
j − Sλi Sσj )
=
∑
µνλ
µνλFµ,kG
2
ν,k(S
ν
i S
λ
j − Sλi Sνj )
=
∑
µ
Fµ,k(~Si × ~Sj)µ, (S7)
S3
where we have used the identity presented above for Gν,k, as well as the fact that Gν,k has only one nonzero element,
squaring to 1. Combining these expressions gives the average Hamiltonian terms in Eqs. (7-10).
C. Details of Finite Pulse Width Analysis
Here, we provide more details for the derivation of the average Hamiltonian for a pi/2 pulse with finite pulse
width. For illustration purposes, we consider a concrete example in which the initial toggling frame with S˜x(0) = Sx,
S˜y(0) = Sy, S˜z(0) = Sz is rotated, such that the rotation brings the frame from +zˆ into +yˆ. Correspondingly,
in the interaction picture relative to the instantaneous control pulse, the operators are transformed as S˜x(θ) = Sx,
S˜y(θ) = Sy cos θ−Sz sin θ, S˜z(θ) = Sz cos θ+Sy sin θ, where θ smoothly changes from 0 to pi/2 over the finite duration
of the pulse. Plugging this into the form of the average Hamiltonian, we find that the instantaneous toggling-frame
Hamiltonian during the rotation is
H˜(θ) =
∑
i
hi[S
z
i cos θ + S
y
i sin θ] +
∑
i,j
JAij [(S
x
i S
y
j − Syi Sxj ) cos θ + (−Sxi Szj + Szi Sxj ) sin θ]
+
∑
i,j
JSij ~Si · ~Sj +
∑
i,j
(JIij − JSij)[Szi Szj cos2 θ + Syi Syj sin2 θ + (Syi Szj + Szi Syj ) sin θ cos θ]. (S8)
Upon careful inspection, we see that the transformation properties of the Hamiltonian terms during the free evolution
period (see Sec. II.3 in the main text) also dictate the response during the finite pulse width evolution. More
specifically, the disorder and imaginary spin exchange terms, which transform linearly in Fµ,k, are proportional to∑
µ,ν(cos θFµ,k + sin θFν,k+1) during the finite pulse duration. Subsequently, after integrating over the angle θ, we
arrive at Hamiltonian contributions that are proportional to Fµ,k and Fν,k+1, with proportionality factor 2/pi due to
the integration. Meanwhile, the symmetric spin exchange and Ising terms, which transform quadratically in Fµ,k,
will produce contributions proportional to [
∑
µ,ν(cos θFµ,k + sin θFν,k+1)]
2 during the finite pulse duration. After
integrating over the angle θ, this will result in Hamiltonian contributions that are proportional to F 2µ,k and F
2
ν,k+1
with factor 1/2, and a cross-term proportional to Fµ,kFν,k+1 with factor 1/pi. Combining these considerations gives
rise to the expression in Eq. (25) of the main text. While we have assumed that the Rabi frequency remains fixed
between different pulses, our framework can be easily generalized to incorporate differing Rabi frequencies, simply by
specifying a different pulse width for each pulsed rotation.
The above derivation also provides a simple intuition for the different components of the finite pulse duration effect
Hamiltonian: there will be terms that are proportional to the average Hamiltonian in the free evolution periods
preceding and following the pulse, but for terms that transform quadratically, the square during the finite pulse
duration will also generate cross terms. The same intuition will also prove to be useful when deriving conditions for
finite pulse duration effects with three-body interactions (Appx. B).
D. Analysis of Rotation Angle Errors
We now consider the effects of control errors, in the form of a systematic rotation angle deviation. We will show
that the effective Hamiltonian corresponding to the rotation angle error is well described by the chirality of frame
changes, thus enabling a simple algebraic description of this decoupling condition.
To be more concrete, consider a pi/2-pulse Pk =
∏
i exp
(
−ipi2
∑
µ αµ,kS
µ
i
)
, where αµ,k specifies the rotation axis
of the k-th pulse (e.g. αx,k = +1 implies a +xˆ-rotation). A rotation angle error corresponds to an actual rotation
Pk+δPk =
∏
i exp
(
−i(pi2 + i)
∑
µ αµ,kS
µ
i
)
being applied, where i is the angle error for the spin at site i, assumed to
be static and independent of the applied pulse Pk; equivalently, we can regard this as an error term in the engineered
Hamiltonian
δHPk =
1
tp
∑
i
i
∑
µ
αµ,kS
µ
i (S9)
acting during the rotation. The toggling-frame Hamiltonian corresponding to this rotation angle error can be calcu-
S4
lated as
δH˜Pk = U
†
k−1δHPkUk−1
=
1
tp
∑
i
iU
†
k−1
(∑
µ
αµ,kS
µ
i
)
Uk−1, (S10)
where Uk−1 = Pk−1 · · ·P2P1 is the unitary rotation due to the preceding control pulses. We simplify Eq. (S10) by
making use of the expressions for the initial and final frames connected via the pulse Pk:
U†k−1S
z
i Uk−1 =
∑
µ
Fµ,kS
µ
i , (S11)
U†k−1P
†
kS
z
i PkUk−1 = U
†
kS
z
i Uk =
∑
µ
Fµ,k+1S
µ
i . (S12)
Inserting Uk−1U
†
k−1 = I into the latter equation, we arrive at the expression
(
U†k−1PkUk−1
)†(∑
ν
Fν,kS
ν
i
)(
U†k−1PkUk−1
)
=
∑
µ
Fµ,k+1S
µ
i . (S13)
While this equation looks complicated, upon closer inspection, it implies that U†k−1PkUk−1 is nothing other than the
rotation pulse P˜k =
∏
i exp
(
−ipi2
∑
µ βµ,kS
µ
i
)
that in the toggling-frame representation, rotates the k-th toggling
frame ~Fk into the (k + 1)-th one ~Fk+1, where ~Fk =
∑
µ Fµ,keˆµ. The rotation axis direction in the toggling frame
specified by βµ,k can be simply obtained from a cross product between the toggling-frame orientations before and
after the rotation:
~βk =
∑
µ
βµ,k~eµ = ~Fk+1 × ~Fk, (S14)
where ~βk characterizes the chirality of the frame change between neighboring k-th and k + 1-th toggling frames.
Since Pk =
∏
i exp
(
−ipi2
∑
µ αµ,kS
µ
i
)
, where
∑
µ αµ,kS
µ is a rotation along the xˆ or yˆ axis and is thus proportional
to a Pauli matrix, we can move the unitary Uk−1 into the exponential
U†k−1PkUk−1 =
∏
i
exp
(
−ipi
2
U†k−1
(∑
µ
αµ,kS
µ
i
)
Uk−1
)
=
∏
i
exp
(
−ipi
2
∑
µ
βµ,kS
µ
i
)
, (S15)
This implies that ~αk =
∑
µ αµ,keˆµ, the rotation axis in the lab frame, transforms to
~βk in the toggling frame:∑
µ
U†k−1(αµ,kS
µ
i )Uk−1 =
∑
µ
βµ,kS
µ
i . (S16)
An alternative, more formal way to see this is that βµ,k satisfies the expression
exp
(
i
pi
2
∑
µ
βµ,kS
µ
i
)(∑
ν
Fν,kS
ν
i
)
exp
(
−ipi
2
∑
µ
βµ,kS
µ
i
)
=
∑
µ
Fµ,k+1S
µ
i . (S17)
Using the Baker-Campbell-Hausdorff formula, the above expression can be simplified to
i
[∑
ν
βν,kS
ν
i ,
∑
µ
Fµ,kS
µ
i
]
=
∑
µ
Fµ,k+1S
µ
i , (S18)
S5
which gives the same result as Eq. (S14). Summing the total contributions of all imperfect rotations, and using
Eq. (S16), we obtain the error Hamiltonian, δHrotavg, due to the rotation angle errors
δHrotavg =
1
T
n∑
k=1
tpδH˜Pk
=
1
T
∑
i,µ
i
(
n∑
k=1
βµ,kS
µ
i
)
, (S19)
which corresponds to Eq. (23) of the main text.
We can also formulate a more intuitive geometric picture of the preceding derivation, by considering the Bloch
sphere picture of interaction picture spin operators. To better understand this, let us return to the Bloch sphere
representation shown in Fig. 2(a-c), lower panels of the main text. We shall call the coordinate system generated by
the initial orientation of the xˆ, yˆ, zˆ axes the fixed external coordinate system, and the coordinate system generated
by the transformed axis directions as the toggling-frame coordinate system. Physically, the axis direction of the
toggling-frame coordinate system that points along the µˆ-axis of the external coordinate system is the transformed
S˜µ operator: for example, in Fig. 2(b), the second Bloch sphere has the yˆ axis pointing up along the zˆ direction,
indicating that S˜z(t) = U†k−1S
zUk−1 = Sy at this time point.
With this picture in mind, we can now pictorially understand the above technical derivation. At the beginning of
the sequence, we start with a toggling-frame coordinate system that coincides with the external reference coordinate
system, as shown in the first Bloch sphere of Fig. 2. We then apply rotations along the axes of the fixed external
coordinate system, which transform the spin operators and rotate the toggling-frame coordinate system. To specify
the axis of rotation in the toggling frame however, we should conjugate by all of the preceding pulses; this corresponds
to following the rotations into the toggling-frame coordinate system, and asking which axis the rotation is being
applied around in this coordinate system. Since we know the initial and final frame directions in the toggling-frame
coordinate system, the rotation effect is uniquely specified and can be easily characterized by the chirality of the
rotation connecting the initial and final frames.
With these considerations, we have explicitly shown that cancellation of rotation angle errors is well-captured by
the chirality of each frame change, given by βµ,k. Note that this applies to both a uniform rotation angle error as well
as cases with a field inhomogeneity.
E. Analysis of Rotation Axis Errors
While we have focused on a particular set of finite pulse effects and pulse imperfections that we believe to be
dominant in most experimental systems, our analysis can be readily generalized to other types of imperfections [2].
As an example, here we illustrate how to incorporate into our framework the effects of a rotation axis error, in which
the applied rotation axis of e.g. an xˆ-rotation deviates from the designated direction.
To model this effect, we treat axis errors as a modification of the rotation exp[−ipiSx/2] into exp[−ipi(Sx ± ζSy)/2],
and correspondingly exp[−ipiSy/2] into exp[−ipi(Sy ∓ ζSx)/2]. We assume that the rotation axis error results in shifts
in the same direction for both xˆ and yˆ axes. This is justified when microwave control pulses are directly synthesized
using an arbitrary waveform generator (AWG): Here, while the xˆ and yˆ axes are 90 degrees phase shifted with respect
to each other for pulses of the same length, different pulse transients for pulses of different length (e.g. pi/2 and pi
pulses) may lead to different relative phases between the rotation axes of each pulse type. Other types of rotation axis
errors can also arise in experiments due to e.g. phase distortions of IQ modulators or nonlinear transient behaviors
of microwave amplifiers. We leave the treatment of these more general errors to future work.
We rewrite the rotation axis deviation as the cross product between the zˆ-axis, corresponding to the disorder
direction, and the ideal rotation axis direction. For example, for the rotation exp[−ipiSx/2], we obtain the imperfection
contribution zˆ × xˆ = +yˆ. Directly working in the spin operator language, we can make use of the identity
[Sµ, Sν ] = iµνσS
σ, (S20)
which resembles the form of the cross product. Thus, the rotation axis error Hamiltonian for the pulse Pk can be
written as
δHPk =
∑
i
piζ
2itp
[
Szi ,
∑
ν
αν,kS
ν
i
]
, (S21)
S6
where ~αk =
∑
ν αν,k~eν is the rotation axis in the lab frame. In the toggling frame, this term becomes
δH˜Pk = U
†
k−1δHPkUk−1
=
∑
i
piζ
2itp
[∑
µ
Fµ,kS
µ
i ,
∑
ν
βν,kS
ν
i
]
, (S22)
where we used Eq. (S11) and Eq. (S16).
Utilizing this expression, the average Hamiltonian of the rotation axis error during the k-th pulse is calculated as
δHPk =
∑
i
ζ
itp
∫ pi/2
0
dθ
[∑
µ
Fµ(θ)S
µ
i ,
∑
ν
βν,kS
ν
i
]
, (S23)
where Fµ(θ) = cos θFµ,k + sin θFµ,k+1 describes the continuous rotation of the frame direction during the pulse. To
further simplify the expression, we make use of the fact that βk specifies a rotation from the frame Fµ,k into Fµ,k+1,
and can thus be written as
i
∑
ν
βν,kS
ν = −
[∑
λ
Fλ,kS
λ,
∑
σ
Fσ,k+1S
σ
]
. (S24)
This allows us to further simplify the expression as
δHPk =
∑
i
ζ
tp
∫ pi/2
0
dθ
[∑
µ
(cos θFµ,k + sin θFµ,k+1)S
µ
i ,
[∑
λ
Fλ,kS
λ
i ,
∑
σ
Fσ,k+1S
σ
i
]]
=
ζ
tp
∑
iµλσ
(Fµ,k + Fµ,k+1)Fλ,kFσ,k+1
[
Sµi ,
[
Sλi , S
σ
i
]]
=
ζ
tp
∑
iµλσβ
(Fµ,k + Fµ,k+1)Fλ,kFσ,k+1(δβσδµλ − δβλδµσ)Sβi
=
ζ
tp
∑
iµβ
[
(Fµ,k + Fµ,k+1)Fµ,kFβ,k+1S
β
i − (Fµ,k + Fµ,k+1)Fβ,kFµ,k+1Sβi
]
=
ζ
tp
∑
iβ
(Fβ,k+1 − Fβ,k)Sβi , (S25)
where in the third line, we used the identity
[
Sµ,
[
Sλ, Sσ
]]
=
[
Sµ,
∑
ν
iλσνS
ν
]
=
∑
βν
i2νβµνλσS
β = −
∑
β
(δβλδµσ − δβσδµλ)Sβ , (S26)
in the fourth line, we performed the summation over λ and σ to eliminate the Kronecker deltas, and in the fifth line,
we used the fact that at times k and k + 1, the frame orientation is different, and thus Fµ,k · Fµ,k+1 = 0 for all µ, as
well as the fact that
∑
µ F
2
µ,k = 1. Thus, the condition for rotation axis deviations to be cancelled is that considering
all pi/2 pulses (i.e. neglecting pi pulses), for each axis direction xˆ, yˆ, zˆ, the sum of parities of the frames before each
pulse is equal to the sum of parities of the frames after each pulse. Note that if we had included pi pulses as well, then
the sum would fully cancel and become 0, which is consistent with the fact that a global phase rotation of all pulses
does not affect the decoupling performance, and can be counteracted by a change of axis.
Incorporating a rotation axis deviation between the xˆ and yˆ rotations requires modifications to the formalism. This
is because the average Hamiltonian rotation axis error term will now depend on the specific pulse physically applied
(xˆ or yˆ), which cannot be directly read out in our formalism using only the information of the free evolution frames
immediately preceding and following the pulse. One possibility would be to keep track of the full configuration of
frame orientations or make use of the history of rotations, as described in Sec. S1 G, though the analysis would be
more involved. However, we emphasize that in the case where both xˆ and yˆ rotations are directly synthesized using
an AWG, we expect this type of rotation axis deviation to be very small.
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F. AC Sensing Effective Field Strength
As discussed in the main text, the effective magnetic field strength as seen by the driven spins is | ~Beff(f)| =
BAC|F˜t(f)| with
|F˜t(f)| =
√∑
µ
|F˜µ(f)|2 cos2(φ− φ˜µ(f))
=
√√√√1
2
[∑
µ
∣∣∣F˜µ(f)∣∣∣2 +∑
µ
R
[
F˜µ(f)2
]]
. (S27)
Since F˜µ(f)
2 has the complex phase dependence e2i(φ−φ˜µ), for a given target field frequency, the preceding field
strength has maximum value
max
φ
|F˜t(f)| =
√√√√1
2
[∑
µ
∣∣∣F˜µ(f)∣∣∣2 +
∣∣∣∣∣∑
µ
F˜µ(f)2
∣∣∣∣∣
]
≤
√∑
µ
∣∣∣F˜µ(f)∣∣∣2. (S28)
In Eq. (S28), the equality is satisfied only when the sensing sequence is phase-matched with the target signal at the
frequency f for all axes, i.e., φ = φ˜x(f) = φ˜y(f) = φ˜z(f).
G. Obtaining Sx Transformation Trajectories
In the main text, we have assumed that the periodic pulse sequence gives rise to an identity evolution operator
over one Floquet cycle. However, this need not be the case, since our framework only specifies the transformations of
the Sz operator to be periodic, but the transverse Sx,y operators may not return to their initial configurations. This
may be particularly problematic for sensing purposes, since the phase accumulation in the xˆ or yˆ directions would
then cancel over multiple cycles due to the changing frame directions of xˆ and yˆ axes. In such situations, one should
repeat the frame matrix multiple times until the total unitary rotation by the pulses is identity and use the enlarged
frame matrix to define the Floquet period.
Here, we provide a simple method to obtain the evolution of the Sx operator from the frame matrix F specifying
the transformations of Sz, such that one can easily keep track of the total unitary rotation up to any point. This is
not only useful to determine whether the total unitary rotation is identity, but also helps to directly write down the
rotation pulses that need to be applied in the lab frame to realize the transformations specified by F.
To intuitively understand how the criteria are obtained, let us consider a generic frame orientation in the free
evolution period k, with the spin operators transformed into Sz → S˜zk and Sx → S˜xk respectively. We now consider
the Bloch sphere intuition developed in Sec. S1 D. If S˜zk+1 = ±S˜xk , this implies that the rotation Pk should be
applied along the yˆ axis to bring the toggling frame operator pointing along the xˆ direction into the zˆ direction.
Correspondingly, it will also rotate the zˆ direction into the xˆ direction, with an additional negative sign. Thus,
whenever S˜zk+1 = ±S˜xk , the xˆ and zˆ operators will switch in the subsequent frame, with the product of the signs of
S˜xk , S˜
x
k+1, S˜
z
k , S˜
z
k+1 being −1. On the other hand, if S˜zk+1 6= ±S˜xk , then the rotation Pk should be applied along the
xˆ axis, and S˜xk+1 = S˜
x
k .
With this information, we can sequentially construct the matrix G that corresponds to a similar representation as
F, but for the transformed operator S˜x. The rules are:
1. The first column is ~G1 =
10
0
.
2. For each subsequent column k + 1, compare the location of the nonzero element in ~Fk+1 to ~Gk. If they are
different, copy ~Gk into ~Gk+1; otherwise, copy ~Fk into ~Gk+1, and multiply −1 if the nonzero elements of ~Fk+1
and ~Gk have the same sign.
S8
For example, looking at the WAHUHA sequence (see Sec. II.2 in the main text) we have
(
F
τ
)
WAHUHA
=
 0 0 +1 0 00 +1 0 +1 0+1 0 0 0 +1
τ τ 2τ τ τ
 ,
from which we can construct
GWAHUHA =
+1 +1 0 +1 +10 0 −1 0 0
0 0 0 0 0
 , (S29)
specifying the transformations of the S˜x operator. With the known S˜x and S˜z operators, the S˜y operator is uniquely
determined by Eq. (S6).
H. Engineering Hamiltonians for Quantum Simulation
In this section, we provide additional details of engineering Hamiltonians with different disorder strengths and
interaction forms for the purpose of quantum simulation. The main idea is that instead of choosing toggling-frame
evolution times to fully cancel the contributions in Rules 1-4 in Tab. 1 of the main text, we engineer them to have a
finite value, thus resulting in a desired target Hamiltonian. We shall restrict our attention to a subset of the achievable
Hamiltonians, which show very rich behavior in terms of the range of accessible thermalization properties.
By introducing imbalanced time evolutions in the toggling frames, we can generate a tunable vector disorder field
~heff for driven qubits, described by
(~heff)i =
∑
µ=x,y,z
eˆµ
[
hi
T
n∑
k=1
Fµ,k
(
τk +
4
pi
tp
)]
, (S30)
where hi is the original on-site disorder strength at site i, with the corresponding engineered disorder Hamiltonian
Hdisavg =
∑
i
(~heff)i · ~Si. (S31)
The disorder can thus have both longitudinal and transverse components in the toggling frame. Moreover, many-
body interactions can also be tailored in a similar fashion. As an example, for systems with Ising and symmetric
spin-exchange interactions, their original interaction Hamiltonian, Hint =
∑
ij [J
S
ij(S
x
i S
x
j + S
y
i S
y
j ) + J
I
ijS
z
i S
z
j ], can be
transformed to
H intavg =
∑
ij
[J˜Sij(S
x
i S
x
j + S
y
i S
y
j ) + J˜
I
ijS
z
i S
z
j ] (S32)
with tunable interaction strengths
J˜Sij =
1 + c
2
JSij +
1− c
2
JIij , (S33)
J˜Iij = (1− c)JSij + cJIij . (S34)
Here, the interaction-type tuning coefficient c is given by
c =
1
T
[
n∑
k=1
|Fz,k|(τk + tp)
]
(S35)
with the constraint
∑n
k=1 |Fx,k|(τk + tp) =
∑n
k=1 |Fy,k|(τk + tp). Note that the interaction tuning coefficient c
will also impact the achievable effective disorder strength, since the effective disorder along the µˆ axis is limited
by the proportion of evolution time along this axis. Thus, the maximal achievable disorder for given c will be
max (~heff) = [
1−c
2 ,
1−c
2 , c], which results in Weff = W
√
c2 + (1− c)2/2 where W and Weff correspond to the original
and effective disorder strengths, respectively.
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Combining these techniques with the other rules in Tab. 1 for robust Hamiltonian engineering, we can engineer a wide
range of Hamiltonians. Importantly, the disorder and interaction Hamiltonians [Eqs. (S31,S32)] can be independently
engineered due to their different functional dependence on Fµ,k (linear for H
dis
avg and quadratic for H
int
avg). In addition,
one can also engineer uniform single-body terms via intentional detuning or systematic rotation angle deviations (rule
4), and disordered XY-type interactions via incomplete cancellation of cross terms (rule 3). By utilizing higher-order
Magnus expansions, one can also engineer effective three-body interactions generated by the commutators. This
allows one to obtain the desired many-body Hamiltonian with tunable disorder and interaction type. As discussed
in the main text, taking the case of NV centers as an example where JSij = −JIij and JAij = 0, we can engineer Ising
(c = 0), Heisenberg (c = 1/3), XY (c = 1/2), and dipolar-like (c = 1) interactions. These can exhibit very different
thermalization behavior, as the Ising interaction limit is expected to be integrable, while the exchange interactions
can facilitate spreading of excitations.
There are, however, a few constraints on the form of the engineered Hamiltonian: First, the Heisenberg component,
~Si · ~Sj , of the interaction will remain invariant, since it is not transformed under global rotations; Second, some of
the Hamiltonian terms transform in the same way (for instance disorder and anti-symmetric spin exchange), and
consequently cannot be independently engineered; Finally, the resultant Hamiltonian may experience a rescaling in
magnitude, due to the finite projection of the initial Hamiltonian onto the final Hamiltonian. Eventually, contributions
from higher-order terms in the Magnus expansion may also become important.
I. Proof of Optimal Sensitivity Under Interaction Decoupling Constraints
To theoretically derive the maximum AC sensitivity under the constraint of interaction decoupling (where the
evolution time along each axis is required to be equal), the sinusoidal amplitude modulation of the target sensing
signal needs to be carefully taken into account. The effective field strengths along each axis at the resonance are
proportional to the weighted integrals of the sinusoidal target signal (see Eq. (26) of the main text), and the sum of
amplitudes is constrained by the identity
|Bx|+ |By|+ |Bz| ≤ BXY-8, (S36)
where BXY-8 is the effective field strength obtained from the conventional XY-8 sequence. At the same time, the best
AC sensitivity is achieved when the total effective field strength
∣∣∣ ~Beff∣∣∣ = √B2x +B2y +B2z is maximized. To optimize
| ~Beff|, we first assume that the inequality Eq. (S36) is saturated, in which case |Bx| = BXY-8 − |By| − |Bz|. Without
loss of generality, let us also assume Bx > By > Bz > 0. Taking the partial derivative, we obtain
∂| ~Beff|2
∂Bz
= 4Bz − 2By − 2BXY-8 < 0. (S37)
Since Bz < By < BXY-8, we see that it is desirable to minimize the smallest element. We thus hold Bz fixed at its
minimal value, and optimize the values of Bx and By, in which case
∂| ~Beff|2
∂By
= 2By − 2Bx < 0. (S38)
Similarly, the effective field strength is maximized when By is minimized under the constraint that Bz is minimal.
Given this understanding, optimal sensitivity will be achieved when the phase accumulation under the sinusoidal
target signal is distributed along the three axes to maximize their difference. This implies that it is desirable to
distribute all phase accumulation along the xˆ-axis to be near the anti-nodes of the sinusoid and phase accumulation
along the zˆ-axis to be near the nodes, as illustrated in Seq. I in Fig. 8 of the main text. Using Eqs. (26,27) presented
in the main text, we estimate the effective sensing field of Seq. I to be ~Beff = BXY-8
[
1−
√
3
2 ,
√
3
2 − 12 , 12
]
in the
perfect pulse limit with zero pulse duration. The corresponding sensing field magnitude | ~Beff| ≈ 0.634BXY-8 is the
theoretical upper limit of the effective field strength under the constraint of interaction decoupling. For realistic cases
of finite pulse duration, we can also use the same strategy to optimize the effective field strength, by maximizing
the phase accumulation imbalance between different axes. In such cases, we can choose to reduce the number of
short intermediate frames along the zˆ axis, and instead satisfy the interaction decoupling requirements by increasing
the duration of free evolution time along the zˆ axis. This will further increase the difference between the phase
accumulation along different axes, leading to high sensitivity for the case of finite pulse duration.
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S2. EXPERIMENTAL DETAILS
A. Experimental Setup
Our experimental system consists of a dense electronic spin ensemble (∼15 ppm) of nitrogen-vacancy (NV) centers
in diamond. We utilize a static external magnetic field to split the spin-1 ground states |0,±1〉 and resonantly
address the |0〉 and |−1〉 levels, effectively isolating an ensemble of two-level systems consisting of NVs with the same
crystallographic axis orientation. This subgroup of NVs (∼4 ppm) is characterized to have large on-site disorder
(W ∼ (2pi) 4 MHz) originating from paramagnetic impurities and inhomogeneous strain, with modest interaction
strengths through long-range magnetic dipolar interactions (J ∼ (2pi) 35 kHz within a group of NVs with the same
axis orientation). The intrinsic magnetic dipolar interaction strength is significantly larger than extrinsic decoherence
rates due to coupling to the environment. Indeed, we have verified that the coherence time of the standard XY-8
sequence is limited by NV-NV interactions [3–5]. We utilize optical excitation and readout to initialize and detect
the spin states and use resonant microwave driving to manipulate the spin state. The microwave pulses are directly
synthesized using a high sampling rate AWG (Tektronix 7122B), amplified through a microwave amplifier (Mini
Circuits ZHL-16W-43-S+), and delivered to the NV ensemble with an Ω-shaped coplanar waveguide. We cut out
a nanobeam from a bulk sample using an angled etching procedure [6], to improve optical and microwave control
homogeneity. For the sensing measurements, an additional radio-frequency signal is combined with the microwave
pulses through a diplexer (Gowanda D3005001). See Refs. [3, 4, 7] for a more complete discussion of the experimental
system and setup.
B. Data Analysis
We now discuss the detailed forms of fitting performed for the experimental data. For the spin coherence decay
measurements in Fig. 7(b), we fix the free evolution time τ = 25 ns and pi/2 pulse length tp = 10 ns, and sweep
the number of times the sequence is repeated. We fit the experimental data to a stretched exponential profile
y(t) = y0 exp[−(t/T2)α], with fitting parameters being the 1/e coherence time T2, the exponent α and the maximum
contrast y0. For ease of comparison, we plot the normalized decay curves defined as y(t)/y0.
In the rotation error robustness measurements in Fig. 7(c) of the main text, we fit the experimental data to a
stretched exponential with a finite contrast sinusoidal modulation:
y(t) = y0 exp[−(t/T2)α] · (A cos(2pift) + 1−A), (S39)
where A and f characterize the contrast modulation depth and frequency, respectively. In Fig. 7(d), we extract f as
a function of the Rabi frequency Ω, and we introduce the systematic rotation error  = (Ω−Ω0)tp, where Ω0 = pi/2tp
is the precalibrated Rabi frequency. Taking the mean of the extracted f values averaged over different initial states,
we fit the profile of f to the functional form f(r) ∝ |r − r0|, where r = (Ω− Ω0)/Ω0 and r0 is a small lateral offset.
In Fig. 7(e), we study the experimental contrast as a function of AC sensing signal frequency. We calculate the
theoretical ESR response of the Floquet sequence based on the expected effective sensing field orientation in the
toggling frame. Here, for a given pulse sequence, we first obtain the time-domain modulation functions Fµ(t), taking
into account the finite pulse durations. We then use Eqs. (26,27) of the main text to evaluate the effective magnetic
field ~Beff for a given phase φ of the target AC sensing signal. For small sensing signal phase accumulation and for an
initialization and readout direction along xˆ, the resulting contrast C due to the tilted precession can be written as
C = 1−
[
cos θ +
B2x
B2t
(1− cos θ)
]
≈ θ
2
2
(
1− B
2
x
B2t
)
=
γ2t2
2~2
(B2y +B
2
z ), (S40)
where θ = γBtt/~ is the rotation angle due to the AC sensing signal and Bt is the total field strength. Experimentally,
we optimize the phase φ of the target AC sensing signal to maximize contrast; correspondingly, we should choose φ to
maximize the transverse magnetic field strength B⊥ =
√
B2y +B
2
z to capture the expected contrast theoretically [7].
We then calculate the expected contrast from Eq. (S40) using this optimal phase φ to obtain the theoretical curves
shown in Fig. 7(e) for different spin initialization directions.
For Fig. 7(f), we study the contrast as a function of AC sensing signal phase φ for different initial states. The
response can be calculated using the frequency-domain modulation function and effective magnetic field, as above, for
each of the initialization directions. When the spectral modulation functions are phase-synchronized along all three
axes, the oscillations in contrast C with respect to φ are aligned, and choosing the optimal initialization direction
(perpendicular to the effective field direction) yields larger contrast (Fig. 7(f), top panel, resonance 1©). The slight
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asymmetry in the oscillation contrast is likely due to experimental imperfections in spin rotations due to the presence
of strong on-site disorder acting during the rotation pulses. On the other hand, other sensing resonances (Fig. 7(f),
bottom panel, resonance 2©) do not have phase-synchronized modulation functions, and consequently the oscillations
in contrast C with respect to φ are out-of-phase from each other.
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