Ever since entanglement was identified as a computational and cryptographic resource, effort has been made to find an efficient way to tell whether a given density matrix represents an unentangled, or separable, state. Essentially, this is the quantum separability problem. In Section 1, I begin with a brief introduction to separability and entanglement, and a basic formal definition of the quantum separability problem. I conclude with a summary of one-sided tests for separability, including those involving semidefinite programming. In Section 2, I treat the separability problem as a computational decision problem and motivate its approximate formulations. After a review of basic complexitytheoretic notions, I discuss the computational complexity of the separability problem. In Section 3, I give a comprehensive survey of deterministic algorithmic solutions to the (approximate) quantum separability problem. Finally, Section 4 contains a comparison of the complexities of the algorithms surveyed in Section 3. I have attempted to give a comprehensive treatment of the deterministic quantum separability problem from a computational perspective and identify relevant open problems. Features and new results include:
Introduction
If a d-dimensional quantum physical system can be physically partitioned into two subsystems (denoted by superscripts A and B) of dimensions M and N , such that d = M N , then the 1 pure state |ψ of this total system may be separable, which means |ψ = |ψ A ⊗ |ψ B , for |ψ A ∈ C M and |ψ B ∈ C N and where "⊗" denotes the Kronecker (tensor) product. Without loss of generality, assume M ≤ N unless otherwise stated. If |ψ is not separable, then it is entangled (with respect to that particular partition).
Denote the set of all density operators mapping complex vector space V to itself by D 
where
p i = 1 and 0 ≤ p i ≤ 1 for all i = 1, 2, . . . , M 2 N 2 .
Recall that a set of points {x 1 , . . . , x j } ⊂ R n is affinely independent if and only if the set {x 2 − x 1 , x 3 − x 1 , . . . , x j − x 1 } is linearly independent in R n . Recall also that the dimension of X ⊂ R n is defined as the size of the largest affinely-independent subset of X minus 1. Fact 1 is based on the well-known theorem of Carathéodory that any point in a compact convex set X ⊂ R n of dimension k can be written as a convex combination of k + 1 affinely-independent extreme points of X. 
One-sided tests and restrictions
Shortly after the importance of the quantum separability problem was recognized in the quantum information community, efforts were made to solve it reasonably efficiently. In this vein, many one-sided tests have been discovered. A one-sided test (for separability) is a computational procedure (with input [ρ]) whose output can only every imply one of the following (with certainty):
• ρ is entangled (in the case of a necessary test )
• ρ is separable (in the case of a sufficient test ).
There have been many good articles (e.g. [2, 3, 4] ) which review the one-sided (necessary) tests. As this work is concerned with algorithms that are both necessary and sufficient tests for separability for all M and N -and whose computer-implementations have a hope of being useful in low dimensions -I only review in detail the one-sided tests which give rise to such algorithms (see Section 1.2). But here is a list of popular conditions on ρ giving rise to efficient one-sided tests for finite-dimensional bipartite separability:
Necessary conditions for ρ to be separable
• PPT test [5] : ρ TB ≥ 0, where "T B " denotes partial transposition
• Reduction criterion [6] : ρ A ⊗ I − ρ ≥ 0 and I ⊗ ρ B − ρ ≥ 0, where ρ A := tr B (ρ) and "tr B " denotes partial trace (and similarly for ρ B )
• Entropic criterion for α = 2 and in the limit α → 1 [7] : S α (ρ) ≥ max{S α (ρ A ), S α (ρ B )};
where, for α > 1, S α (ρ) := , and x ≺ y for two lists of size s if and only if the sum of the first k elements of list x is less than or equal to that of list y for k = 1, 2, ..., s; the majorization condition implies max{rank(ρ A ), rank(ρ B )} ≤ rank(ρ).
• Computable cross-norm/reshuffling criterion [9, 10] : ||U(ρ)|| 1 ≤ 1, where ||X|| 1 := tr( √ X † X) is the trace norm; and U(ρ), an M 2 × N 2 matrix, is defined on product states as U(A ⊗ [11] , any linear map U that does not increase the trace norm of product states may be used.
Sufficient conditions for ρ to be separable
• Distance from maximally mixed state (see also [12] ):
- [13] : e.g. tr(ρ − I M,N )
- [14, 15] λ min (ρ) ≥ (2 + M N ) −1 , where λ min (ρ) denotes the smallest eigenvalue of ρ
• When M = 2 [16] : ρ = ρ TA .
When ρ is of a particular form, the PPT test is necessary and sufficient for separability. This happens when
• M N ≤ 6 [17] ; or
• rank(ρ) ≤ N [16, 18] , see also [19] .
The criteria not based on eigenvalues are obviously efficiently computable; i.e. computing the natural logarithm can be done with a truncated Taylor series, and the rank can be computed by Gaussian elimination. That the tests based on the remaining criteria are efficiently computable follows from the efficiency of algorithms for calculating the spectrum of a Hermitian operator. The method of choice for computing the entire spectra is the QR algorithm (see any of [20, 21, 22] ), which has been shown to have good convergence properties [23] .
In a series of articles ( [24] , [16] , [18] ), various conditions for separability were obtained which involve product vectors in the ranges of ρ and ρ TA . Any constructive separability checks given therein involve computing these product vectors, but no general bounds were obtained by the authors on the complexity of such computations. us to easily apply well-studied mathematical-programming tools. The following is from the popular review article of semidefinite programming in [25] .
Definition 2 (Semidefinite program (SDP)) Given the vector c ∈ R m and Hermitian
subject to:
Call x feasible when F (x) ≥ 0. When c = 0, the SDP reduces to the semidefinite feasibility problem, which is to find an x such that F (x) ≥ 0 or assert that no such x exists. Semidefinite programs can be solved efficiently, in time O(m 2 n 2.5 ). Most algorithms are iterative. Each iteration can be performed in time O(m 2 n 2 ). The number of required iterations has an analytical bound of O( √ n), but in practice is more like O(log(n)) or constant.
Let H M (H N ) denote the set of all Hermitian operators mapping C M to C M (C N to C N ). The real variables of the following SDPs will be the real coefficients of some quantum state with respect to a fixed Hermitian basis of H M,N . The basis will be separable, that is, made from bases of H M and H N . It is usual to take the generators of SU (M ) (the generalized Pauli matrices) as a basis for H M (see e.g. [26] ).
A test based on symmetric extensions
Consider a separable state σ = i p i |ψ
i |, and consider the following symmetric extension of σ to k copies of subsystem A (k ≥ 2):
The stateσ k is so called because it satisfies two properties: (i) it is symmetric (unchanged) under permutations (swaps) of any two copies of subsystem A; and (ii) it is an extension of σ in that tracing out any of its (k − 1) copies of subsystem A gives back σ. For an arbitrary density operator ρ ∈ D(C M ⊗C N ), define a symmetric extension of ρ to k copies of subsystem A as any density operator ρ ′ ∈ D((C M ) ⊗k ⊗ C N ) that satisfies (i) and (ii) with ρ in place of σ. It follows that if an arbitrary state ρ does not have a symmetric extension to k 0 copies of subsystem A for some k 0 , then ρ / ∈ S M,N (else we could constructρ k0 ). Thus a method for searching for symmetric extensions of ρ to k copies of subsystem A gives a sufficient test for separability.
Doherty et al. [27, 28] showed that the search for a symmetric extension to k copies of ρ (for any fixed k) can be phrased as a SDP. This result, combined with the "quantum de Finetti theorem" [29, 30] that ρ ∈ S M,N if and only if, for all k, ρ has a symmetric extension to k copies of subsystem A, gives an infinite hierarchy (indexed by k = 2, 3, . . .) of SDPs with the property that, for each entangled state ρ, there exists a SDP in the hierarchy whose solution will imply that ρ is entangled.
Actually, Doherty et al. develop a stronger test, inspired by Peres' PPT test. The stateσ k , which is positive semidefinite, satisfies a third property: (iii) it remains positive semidefinite under all possible partial transpositions. Thusσ k is more precisely called a PPT symmetric extension. The SDP can be easily modified to perform a search for PPT symmetric extensions without any significant increase in computational complexity (one just needs to add constraints that force the partial transpositions to be positive semidefinite). This strengthens the separability test, because a given (entangled) state ρ may have a symmetric extension to k 0 copies of subsystem A but may not have a PPT symmetric extension to k 0 copies of subsystem A (Doherty et al. also show that the (k + 1)st test in this stronger hierarchy subsumes the kth test).
The final SDP has the following form:
whereX k is a parametrization of a symmetric extension of ρ to k copies of subsystem A, and J is the set of all subsets of the (k + 1) subsystems that give rise to inequivalent partial transposes (X k ) Tj ofX k . By exploiting the symmetry property, the number of variables of the SDP is m = (d
is the dimension of the symmetric subspace of (C M ) ⊗k . The size of the matrixX k for the first constraint is d
The number of inequivalent partial transpositions is |J| = k.
b The constraint corresponding to the transposition of l copies of A, l = 1, 2, ..., k − 1, has a matrix of size d [28] . I will estimate the total complexity of this approach to the quantum separability problem in Section 3.2.
A test based on semidefinite relaxations
Doherty et al. formulate a hierarchy of necessary criteria for separability in terms of semidefinite programming -each separability criterion in the hierarchy may be checked by a SDP. As it stands, their approach is manifestly a one-sided test for separability, in that at no point in the hierarchy can one conclude that the given [ρ] corresponds to a separable state (happily, recent results show that this is, practically, not the case; see Section 3.2).
Soon after, Eisert et al. [31] had the idea of formulating a necessary and sufficient criterion for separability as a hierarchy of SDPs. Define the function
for ρ ∈ D M,N . As tr((ρ − x) 2 ) is the square of the Euclidean distance from ρ to x, ρ is separable if and only if E (ρ) (to check whether it is zero) is already formulated as a constrained optimization. The following observation helps to rewrite these constraints as low-degree polynomials in the variables of the problem: Combining Fact 2 with Fact 1, the problem is equivalent to
subject to: tr(
where the new variables are Hermitian matrices X i for i = 1, 2, . . . , M 2 N 2 . The constraints do not require X i to be tensor products of unit-trace pure density operators, because the positive coefficients (probabilities summing to 1) that would normally appear in the expression
X i are absorbed into the X i , in order to have fewer variables (i.e. the X i are constrained to be density operators corresponding to unnormalized pure product states). Once an appropriate Hermitian basis is chosen for H M,N , the matrices X i can be parametrized by the real coefficients with respect to the basis; these coefficients form the real variables of the feasibility problem. The constraints in (7) are polynomials in these variables of degree less transpose k − 1 copies of subsystem A. Transposing all k copies of subsystem A is equivalent to transposing subsystem B. Transposing with respect to both subsystem B and l copies of subsystem A is equivalent to transposing with respect to k − l copies of subsystem A.
than or equal to 3. c Polynomially-constrained optimization problems can be approximated by, or relaxed to, semidefinite programs, via a number of different approaches (see references in [31] ).
d Some approaches even give an asymptotically complete hierarchy of SDPs, indexed on, say, i = 1, 2, . . .. The SDP at level i + 1 in the hierarchy gives a better approximation to the original problem than the SDP at level i; but, as expected, the size of the SDPs grows with i so that better approximations are more costly to compute. The hierarchy is asymptotically complete because, under certain conditions, the optimal values of the relaxations converge to the optimal value of the original problem as i → ∞. Of these approaches, the method of Lasserre [32] is appealing because a computational package [33] written in MATLAB is freely available. Moreover, this package has built into it a method for recognizing when the optimal solution to the original problem has been found (see [33] and references therein). Because of this feature, the one-sided test becomes, in practice, a full algorithm for the quantum separability problem. However, no analytical worst-case upper bounds on the running time of the algorithm for arbitrary ρ ∈ D M,N are available (yet [34] ).
Entanglement Measures
The function E d 2 2 (ρ) defined in (6) , but first defined in [35] , is also known as an entanglement measure, which, at the very least, is a nonnegative real function defined on D M,N (for a comprehensive review of entanglement measures, see [36] ). If an entanglement measure E(ρ) satisfies
then, in principle, any algorithm for computing E(ρ) gives an algorithm for the quantum separability problem. Note that most entanglement measures E do not satisfy (9); most just satisfy E(ρ) = 0 ⇐ ρ ∈ S M,N . A class of entanglement measures that do satisfy (9) are the so-called "distance measures" E d (ρ) := min σ∈SM,N d(ρ, σ), for any reasonable measure of "distance" d(x, y) satisc Alternatively, we could parametrize the pure states (composing X i ) in C M and C N by the real and imaginary parts of rectangularly-represented complex coefficients with respect to the standard bases of C M and C N : minimize 0 subject to:
This parametrization hard-wires the constraint that the
ψ B i | are (unnormalized) pure product states, but increases the degree of the polynomials in the constraint to 4 (for the unit trace constraint) and 8 (for the distance constraint). d For our purposes, the idea of a relaxation can be briefly described as follows. The given problem is to solve min x∈R n {p(x) : g k (x) ≥ 0, k = 1, . . . , m}, where p(x), g i (x) : R n → R are real-valued polynomials in R[x 1 , . . . , xn]. By introducing new variables corresponding to products of the given variables (the number of these new variables depends on the maximum degree of the polynomials p, g i ), we can make the objective function linear in the new variables; for example, when n = 2 and the maximum degree is 3, if p(x) = 3x 1 + 2x 1 x 2 + 4x 1 x 2 2 then the objective function is c T y with c = (0, 3, 0, 0, 2, 0, 0, 0, 4, 0) ∈ R 10 and y ∈ R 10 , where 10 is the total number of monomials in R[x 1 , x 2 ] of degree less than or equal to 3. Each polynomial defining the feasible set G := {x ∈ R n : g k (x) ≥ 0, k = 1, . . . , m} can be viewed similarly. A relaxation of the original problem is a SDP with objective function c T y and with a (convex) feasible region (in a higherdimensional space) whose projection onto the original space R n approximates G. Better approximations to G can be obtained by going to higher dimensions. (ρ). Another "distance measure" is the von Neumann relative entropy S(x, y) := tr(x(log x − log y)).
In Eisert et al.'s approach, we could replace
by E d for any "distance function" d(ρ, σ) that is expressible as a polynomial in the variables of σ. What dominates the running time of Eisert et al.'s approach is the implicit minimization over S M,N , so using a different "distance measure" (i.e. only changing the first constraint in (7)) like (tr(ρ − σ)) 2 would not improve the analytic runtime (because the degree of the polynomial in the constraint is still 2), but may help in practice.
Another entanglement measure E that satisfies (9) is the entanglement of formation [37] E F (ρ) := min {pi,|ψi ψi|}i: ρ= i pi|ψi ψi| i
where S(ρ) := −tr(ρ log(ρ)) is the von Neumann entropy. This gives another strategy for a separability algorithm: search through all decompositions of the given ρ to find one that is separable. We can implement this strategy using the same relaxation technique of Eisert et al., but first we have to formulate the strategy as a polynomially-constrained optimization problem. The role of the function S is to measure the entanglement of |ψ i ψ i | by measuring the mixedness of the reduced state tr B (|ψ i ψ i |). For our purposes, we can replace S with any other function T that measures mixedness such that, for all ρ ∈ D M,N , T (ρ) ≥ 0 and T (ρ) = 0 if and only if ρ is pure. Recalling that, for any ρ ∈ D M,N , tr(ρ 2 ) ≤ 1 with equality if and only if ρ is pure, the function T (ρ) := 1 − tr(ρ 2 ) suffices; this function T may be written as a (finite-degree) polynomial in the real variables of ρ, whereas S could not. Defining
we have that E ′ F satisfies (9) . Using an argument similar to the proof of Lemma 1 in [38] , we can show that the minimum in (11) is attained by a finite decomposition of ρ into M 2 N 2 + 1 pure states. Thus, the following polynomially-constrained optimization problem can be approximated by semidefinite relaxations:
The above has about half as many constraints as (7), so it would be interesting to compare the performance of the two approaches.
Other tests
There are several one-sided tests which do not lead to full algorithms for the quantum separability problem for S M,N . Brandão and Vianna [39] have a set of one-sided necessary tests based on deterministic relaxations of a robust semidefinite program, but this set is not an asymptotically complete hierarchy. The same authors also have a related randomized quantum separability algorithm which uses probabilistic relaxations of the same robust semidefinite program [40] . Randomized algorithms for the quantum separability problem are outside of our scope. Woerdeman [41] has a set of one-sided tests for the case where M = 2. His approach might be described as the mirror-image of Doherty et al.'s: Instead of using an infinite hierarchy of necessary criteria for separability, he uses an infinite hierarchy of sufficient criteria. Each criterion in the hierarchy can be checked with a SDP.
Separability as a Computable Decision Problem
Definition 1 gave us a concrete definition of the quantum separability problem that we could use to explore some important results. Now we step back from that definition and, in Section 2.1, consider more carefully how we might formulate the quantum separability problem for the purposes of computing it. After considering exact formulations in Section 2.1.1, we settle on approximate formulations of the problem in Section 2.1.2, and give a few examples that are, in a sense, equivalent.
In Section 2.2, I discuss various aspects of the computational complexity of the quantum separability problem. Section 2.2.1 contains a review of NP-completeness theory. In Sections 2.2.2 and 2.2.3, I give a formulation of the quantum separability problem that is NP-complete with respect to Turing reductions. In Section 2.2.4, I discuss the open problem of whether the quantum separability problem is NP-complete with respect to Karp reductions. In Section 2.2.5, I consider the quantum separability problem's membership in co-NP. Finally, in Section 2.2.6, I settle the open problem of strong NP-hardness of the (approximate) quantum separability problem.
Formulating the quantum separability problem
The nature of the quantum separability problem and the possibility for quantum computers allows a number of approaches, depending on whether the input to the problem is classical (a matrix representing ρ) or quantum (T copies of a physical system prepared in state ρ) and whether the processing of the input will be done on a classical computer or on a quantum computer. The use of entanglement witnesses e in the laboratory is a case of a quantum input and very limited quantum processing in the form of measurement of each copy of ρ. The case of more-sophisticated quantum processing on either a quantum or classical input is not well studied (see [42] for an instance of more-sophisticated quantum processing on a quantum input). For the remainder of the paper, I focus on the case where input and processing are classical (though the algorithm in Section 3.5 can be applied in an experimental setting [43, 44] ).
Exact formulations
Let us examine Definition 1 from a computational viewpoint. The matrix [ρ] is allowed to have real entries. Certainly there are real numbers that are uncomputable (e.g. a number e An entanglement witness (for ρ) is defined to be any operator A ∈ H M,N such that tr(Aσ) < tr(Aρ) for all σ ∈ S M,N and some ρ ∈ E M,N ; we say that "A detects ρ". Every ρ ∈ E M,N has an entanglement witness that detects it [17] .
whose nth binary digit is 1 if and only if the nth Turing machine halts on input n); we disallow such inputs. However, the real numbers e, π, and √ 2 are computable to any degree of approximation, so in principle they should be allowed to appear in [ρ] . In general, we should allow any real number that can be approximated arbitrarily well by a computer subroutine. If [ρ] consists of such real numbers (subroutines), say that "ρ is given as an approximation algorithm for [ρ] ." In this case, we have a procedure to which we can give an accuracy parameter δ > 0 and out of which will be returned a matrix [ρ] δ that is (in some norm) at most δ away from [ρ] . Because S M,N is closed, the sequence ([ρ] 1/n ) n=1,2,... may converge to a point on the boundary of S M,N (when ρ is on the boundary of S M,N ). For such ρ, the formal quantum separability problem may be "undecidable" because the δ-radius ball centred at [ρ] δ may contain both separable and entangled states for all δ > 0 [45] (more generally, see "Type II computability" in [46] ).
If we really want to determine the complexity of deciding membership in S M,N , it makes sense not to confuse this with the complexity of specifying the input. To give the computer a fighting chance, it makes more sense to restrict to inputs that have finite exact representations that can be readily subjected to elementary arithmetic operations begetting exact answers. For this reason, we might restrict the formal quantum separability problem to instances where [ρ] consists of rational entries:
a mixed state such that the matrix [ρ] (with respect to the standard basis of
As pointed out in [28] , Tarski's algorithm f [48] can be used to solve EXACT QSEP. The Tarski-approach is as follows. Note that the following first-order logical formula g is true if and only if ρ is separable:
where A ∈ H M,N and Ψ is a pure product state. To see this, note that the subformula enclosed in square brackets means "A is not an entanglement witness for ρ", so that if this statement is true for all A then there exists no entanglement witness detecting ρ. When [ρ] is rational, our experience in Section 1.2.2 with polynomial constraints tells us that the formula in (13) can be written in terms of "quantified polynomial inequalities" with rational coefficients:
• X is a block of real variables parametrizing the matrix A ∈ H M,N (with respect to an orthogonal rational Hermitian basis of H M,N ); the "Hermiticity" of X is hard-wired by the parametrization; f Tarski's result is often called the "Tarski-Seidenberg" theorem, after Seidenberg, who found a slightly better algorithm [47] (and elaborated on its generality) in 1954, shortly after Tarski managed to publish his; but Tarski discovered his own result in 1930 (the war prevented him from publishing before 1948). g Recall the logical connectives: ∨ ("OR"), ∧ ("AND"), ¬ ("NOT"); the symbol → ("IMPLIES"), in "x → y", is a shorthand, as "x → y" is equivalent to "(¬x) ∨ y"; as well, we can consider "x ∨ y" shorthand for "¬((¬x) ∧ (¬y))". Also recall the existential and universal quantifiers ∃ ("THERE EXISTS") and ∀ ("FOR ALL"); note that the universal quantifier ∀ is redundant as "∀xφ(x)" is equivalent to "¬∃x¬φ(x)".
• Y is a block of real variables parametrizing the matrix Ψ;
• Q(Y ) is a conjunction of four polynomial equations that are equivalent to the four constraints tr((tr j (Ψ)) 2 ) = 1 and tr((tr j (Ψ)) 3 ) = 1 for j ∈ {A, B};
• r(X, Y ) is a polynomial representing the expression tr(AΨ);
The main point of Tarski's result is that the quantifiers (and variables) in the above sentence can be eliminated so that what is left is just a formula of elementary algebra involving Boolean connections of atomic formula of the form (α ⋄ 0) involving terms α consisting of rational numbers, where ⋄ stands for any of <, >, =, =; the truth of the remaining (very long) formula can be computed in a straightforward manner. The best algorithms for deciding (14) require a number of arithmetic operations roughly equal to (P D)
, where P is the number of polynomials in the input, D is the maximum degree of the polynomials, and |X| (|Y |) denotes the number of variables in block X (Y ) [49] . Since P = 6 and D = 3, the running time is roughly 18
2 ) (times the length of the encoding of the rational inputs).
Approximate formulations
The benefit of EXACT QSEP is that, compared to Definition 1, it eliminated any uncertainty in the input by disallowing irrational matrix entries. Consider the following motivation for an alternative to EXACT QSEP, where, roughly, we only ask whether the input [ρ] corresponds to something close to separable:
• Suppose we really want to determine the separability of a density operator ρ such that [ρ] has irrational entries. If we use the EXACT QSEP formulation (so far, we have no decidable alternative), we must first find a rational approximation to [ρ] . Suppose the (Euclidean) distance from [ρ] to the approximation is δ. The answer that the Tarskistyle algorithm gives us might be wrong, if ρ is not more than δ away from the boundary of S M,N .
• Suppose the input matrix came from measurements of many copies of a physical state ρ. Then we only know [ρ] to some degree of approximation.
• The best known Tarski-style algorithms for EXACT QSEP have gigantic running times. Surely, we can achieve better asymptotic running times if use an approximate formulation.
Thus, in many cases of interest, insisting that an algorithm says exactly whether the input matrix corresponds to a separable state is a waste of time. In Section 2.2.2, we will see that there is another reason to use an approximate formulation, if we would like the problem to fit nicely in the theory of NP-completeness.
h To ensure the Hermitian basis is rational, we do not insist that each of its elements has unit Euclidean norm. If the basis is {X i } i=0,1,...,M 2 N 2 , where X 0 is proportional to the identity operator, then we can ignore the
Ψ i X i . An expression for tr(AΨ) in terms of the real variables A i and Ψ i may then look like
Gurvits was the first to use the weak membership formulation of the quantum separability problem [50, 51] . For x ∈ R n and δ > 0, let B(x, δ) := {y ∈ R n : ||x − y|| ≤ δ}. For a convex subset K ⊂ R n , let S(K, δ) := ∪ x∈K B(x, δ) and S(K, −δ) := {x : B(x, δ) ⊆ K}.
Definition 4 (Weak membership problem for K (WMEM(K))) Given a rational vector p ∈ R n and rational δ > 0, assert either that
Denote by WMEM(S M,N ) the quantum separability problem formulated as the weak membership problem. An algorithm solving WMEM(S M,N ) is a separability test with two-sided "error" in the sense that it may assert (15) Definition 5 (In-biased weak membership problem for K (WMEM In (K))) Given a rational vector p ∈ R n and rational δ > 0, assert either that
Definition 6 (Out-biased weak membership problem for K (WMEM Out (K))) Given a rational vector p ∈ R n and rational δ > 0, assert either that
We can also formulate a "zero-error" version such that when p is in such a region, then any algorithm for the problem has the option of saying so, but otherwise must answer exactly:
Definition 7 (Zero-error weak membership problem for K (WMEM 0 (K))) Given a rational vector p ∈ R n and rational δ > 0, assert either that
All the above formulations of the quantum separability problem are based on the Euclidean norm and use the isomorphism between H M,N and R M 2 N 2 . We could also make similar formulations based on other operator norms in H M,N . In the next section, we will see yet another formulation of an entirely different flavour. While each formulation is slightly different, they all have the property that in the limit as the error parameter approaches 0, the problem coincides with EXACT QSEP. Thus, despite the apparent inequivalence of these formulations, we recognize that they all basically do the same job. In fact,
, and WMEM(S M,N ) 0 are equivalent: given an algorithm for one of the problems, one can solve an instance (ρ, δ) of any of the other three problems by just calling the given algorithm at most twice (with various parameters). 
Computational complexity
This section addresses how the quantum separability problem fits into the framework of complexity theory. I assume the reader is familiar with concepts such as problem, instance (of a problem), (reasonable, binary) encodings, polynomially relatedness, size (of an instance), (deterministic and nondeterministic) Turing machine, and polynomial-time algorithm; all of which can be found in any of [53, 54, 55] .
Generally, the weak membership problem is defined for a class K of convex sets. For example, in the case of WMEM(S M,N ), this class is {S M,N } M,N for all integers M and N such that 2 ≤ M ≤ N . An instance of WMEM thus includes the specification of a member K of K. The size of an instance must take into account the size K of the encoding of K. It is reasonable that K ≥ n when K ∈ R n , because an algorithm for the problem should be able to work efficiently (in time that is upper-bounded by a polynomial in the size of an instance) with points in R n . But the complexity of K matters, too. For example, if K extends (doubly-exponentially) far from the origin (but contains the origin) then K may contain points that require large amounts of precision to represent; again, an algorithm for the problem should be able to work with such points efficiently (for example, it should be able to add such a point and a point close to the origin, and store the result efficiently). In the case of WMEM(S M,N ), the size of the encoding of S M,N may be taken as N (assuming M ≤ N ), as S M,N is not unreasonably long or unreasonably thin: it is contained in the unit sphere in R Thus, the total size of an instance of WMEM(S M,N ), or any formulation of the quantum separability problem, may also be taken to be N plus the size of the encoding of (ρ, δ). 
Review of NP-completeness
Complexity theory, and, particularly, the theory of NP-completeness, pertains to decision problems -problems that pose a yes/no question. Let Π be a decision problem. Denote by D Π the set of instances of Π, and denote the yes-instances of Π by Y Π . Recall that the complexity class P (respectively, NP) is the set of all problems the can be decided by a deterministic Turing machine (respectively, nondeterministic Turing machine) in polynomial time. The following equivalent definition of NP is perhaps more intuitive: Reductions between problems are a way of determining how hard one problem is relative to another. The notion of NP-completeness is meant to define the hardest problems in NP. We can define NP-completeness with respect to any polynomial-time reduction; we define Karp-NP-completeness and Turing-NP-completeness:
We have NPC K ⊆ NPC T . Let Π, Π ′ , and Π ′′ be problems in NP, and, furthermore, suppose Π ′ is in NPC K . If Π ′ ≤ T Π, then, in a sense, Π is at least as hard as Π ′ (which gives an interpretation of the symbol "≤ T "). Suppose Π ′ ≤ T Π but suppose also that Π ′ is not Karpreducible to Π. If Π ′ ≤ K Π ′′ , then we can say that "Π ′′ is at least as hard as Π", because, to solve Π ′ (and thus any other problem in NP), O Π has to be used at least as many times as O Π ′′ ; if any Turing reduction proving Π ′ ≤ T Π requires more than one call to O Π , then we can say "Π ′′ is harder than Π". Therefore, if NPC K = NPC T , then the problems in NPC K are harder than the problems in NPC T \ NPC K ; thus NPC K are the hardest problems in NP (with respect to polynomial-time reductions).
A problem Π is NP-hard when Π ′ ≤ T Π for some Karp-NP-complete problem Π ′ ∈ NPC K . The term "NP-hard" is also used for problems other than decision problems. For example, let Π ′ ∈ NPC K ; then WMEM(S M,N ) is NP-hard if there exists a polynomial-time algorithm for Π ′ that calls O WMEM(SM,N ) .
Quantum separability problem in NP
Fact 1 suggests that the quantum separability problem is in NP: a nondeterministic Turing machine guesses {(p i , [|ψ
, j and then easily checks that
Hulpke and Bruß [57] have demonstrated another hypothetical guess-and-check procedure that does not involve the numbers p i . They noticed that, given the vectors {[|ψ
, one can check that
is affinely independent; and (27) [ρ] ∈ conv{[|ψ
in polynomially many arithmetic operations. Membership in NP is only defined for decision problems. Since none of the weak membership formulations of the quantum separability problem can be rephrased as decision problems (because problem instances corresponding to states near the boundary of S M,N can satisfy both possible answers), we cannot consider their membership in NP. However, EXACT QSEP is a decision problem.
Problem 1 Is EXACT QSEP in NP?
Hulpke and Bruß have formalized some important notions related to this problem. They show that if ρ ∈ S(S M,N , −δ), for some δ > 0, then each of the extreme points x i ∈ S M,N in the
p i x i can be replaced byx i , where [x i ] has rational entries. This is possible because the extreme points (pure product states) of S M,N with rational entries are dense in the set of all extreme points of S M,N . However, when ρ / ∈ S(S M,N , −δ), then this argument breaks down. For example, when ρ has full rank and is on the boundary of S M,N , then "sliding" x i to a rational positionx i might causex i to be outside of the affine space generated by {x i } i=1,...,k . Figure 1 illustrates this in R 3 . Furthermore, even if x i can be nudged comfortably to a rationalx i , one would have to prove that <x i >∈ O(poly(< [ρ] >)), where < X > is the size of the encoding of X.
So, either the definition of NP does not apply (for weak membership formulations), or we possibly run into problems near the boundary of S M,N (for exact formulations). Below we give an alternative formulation that is in NP; we will refer to this problem as QSEP. The definition of QSEP is just a precise formulation of the question "Given a density operator ρ, does there exist a separable density operatorσ that is close to ρ?" We must choose a guess-and-check procedure on which to base QSEP. Because I want to prove that QSEP is NP-hard, it is easier to choose the procedure which has the less complex check (but the larger guess).
Definition 9 (QSEP) Given a rational density matrix [ρ] of dimension M N -by-M N , and positive rational numbers
, andp i and all elements ofα i andβ i are ⌈log 2 (1/δ p )⌉-bit numbers (complex elements are x + iy, x, y ∈ R; where x and y are ⌈log 2 (1/δ p )⌉-bit numbers) such that
and
Note that these checks can be done exactly in polynomial-time, as they only involve elementary arithmetic operations on rational numbers. To reconcile this definition with the above question, we defineσ as the separable density matrix that is the "normalized version" ofσ:
wherep i :=p i / ip i ,α i :=α i /||α i ||, andβ i :=β i /||β i ||. Using the triangle inequality, we can derive that
where the righthand side is less than ǫ ′ when (29) is satisfied. If (30) is also satisfied, then we have
which says that the given [ρ] is no further than δ ′ + ǫ ′ away from a separable density matrix (in Euclidean norm). The decision problem QSEP is trivially in NP, as a nondeterministic Turing machine need only guess the ⌈log 2 (1/δ p )⌉-bit distribution {(p i ;α i ,β i )} i=1,2,...,M 2 N 2 and verify (in polytime) that (29) and (30) are satisfied.
NP-Hardness
Gurvits has shown WMEM(S M,N ) to be NP-hard (with respect to the complexity-measures M and < δ >, i.e. min{M, N } and 1/δ must be allowed to increase) [51] . More details about this result appear in Section 2.2.6.
We check now that QSEP is NP-hard, by way of a Karp-reduction from WMEM(S M,N ). We assume we are given an instance I := ([ρ], δ) of WMEM(S M,N ) and we seek an instance (15) . For the other implication, we need to bound the propagation of some truncation-errors. Let p := ⌈log 2 (1/δ p )⌉.
Recall how absolute errors accumulate when multiplying and adding numbers. Let x = x + ∆ x and y =ỹ + ∆ y where x, y,x,ỹ, ∆ x , and ∆ y are all real numbers. Then we have xy =xỹ +x∆ y +ỹ∆ x + ∆ x ∆ y (34)
For |x|, |ỹ| < 1, because we will be dealing with summations of products with errors, it is sometimes convenient just to use
to obtain our cumulative errors (which do not need to be tight to show NP-hardness). For example, ifx andỹ are the p-bit truncations of x and y, where |x|, |y| < 1, then |∆ x |, |∆ y | < 2 −p ; thus a conservative bound on the error ofxỹ is
k I have formulated these checks to avoid division; this makes the error analysis of the next section simpler.
Proof 
Proposition 2 Letσ be as in Proposition 1. Then for all
Proof The absolute error on jp j is M 2 N 2 2 −p . The absolute error on ||α i || 2 (resp.
is no more than M 2 −(p−3) (resp. N 2 −(p−3) ). This gives total absolute error of
and set p such that ǫ ′ + δ ′ ≤ δ. Suppose there exists a separable density matrix σ such that ||[ρ] − σ|| 2 = 0. Then Propositions 1 and 2 say that there exists a certificateσ such that (29) and (30) are satisfied. Therefore, if I ′ is a "no"-instance, then for all separable density matrices σ, ||[ρ] − σ|| 2 > 0; which implies that I satisfies (16) . This concludes a polytime Karp-reduction from WMEM(S M,N ) to QSEP (actually, from WMEM In (S M,N ) to QSEP):
Towards a Karp Reduction
To date, every decision problem (except for QSEP) that is in NPC T is also known to be in NPC K [59] . While it is strongly suspected that Karp and Turing reductions are inequivalent within NP, it would be very strange if QSEP, or some other formulation of the quantum separability problem, l is the first example that proves this inequivalence:
Note that, because of Fact 3, a negative answer to this problem implies that P = NP. Note also that a direct reduction from some Π ′ ∈ NPC K to QSEP (or some other formulation) would depend heavily on the precise definition of QSEP rather than the true spirit of the quantum separability problem captured by WMEM(S M,N ). Thus the following problem is more attractive (if the answer to Problem 2 is positive).
Technically, WMEM(S M,N ) is not in NP because it is not a decision problem. But the definition of "membership in NP" can be modified to accommodate such weakened problems having overlapping decisions [50] . According to this different definition, WMEM(S M,N ) is "in NP".
m We can pose the following open problem, related to the one above.
Problem 3 Does there exist a Karp reduction from some Karp-NP-complete problem to WMEM(S M,N )?
Finding a positive answer to this problem implies a positive answer for Problem 2. Alternatively, finding a negative answer to this problem does not, technically, imply that P = NP, so may not win the million-dollar prize.
Nonmembership in co-NP
Is either EXACT QSEP or QSEP in co-NP? To avoid possible technicalities, we might first consider the presumably easier question of whether WMEM(S M,N ) is "in co-NP": Does every entangled state ρ / ∈ S(S M,N , δ) have a succinct certificate of not being in S(S M,N , −δ)? It may or may not be the case that P equals NP∩co-NP, but a problem's membership in NP∩co-NP can be "regarded as suggesting" that the problem is in P [53] . Thus, we might believe that WMEM(S M,N ) is not "in co-NP" (since WMEM(S M,N ) is NP-hard).
Let us consider this with regard to entanglement witnesses (which are candidates for succinct certificates of entanglement). We know that every entangled state has an entanglement witness A ∈ H M,N that detects it (see footnote on page 9). However, it follows from the NP-hardness of WMEM(S M,N ) and Theorem 4.4.4 in [50] that the weak validity problem for l By "formulation of the quantum separability problem", I mean an NP-contained approximate formulation that tends to EXACT QSEP as the accuracy parameters of the problem tend to zero. m For the weak membership problem, WMEM(K) is "in NP" if and only if for all points p ∈ S(K, −δ) there exists a succinct certificate of the fact that p ∈ S(K, δ). According to [57] , any ρ ∈ S(S M,N , −δ) is in the convex hull of M 2 N 2 affinely independent elements of a dense set of pure product states generated by rationals. By possibly tweaking each element, we can choose the rational numbers to have denominators no bigger than poly(M, N )/δ, so we can perform the checks in (27) and (28) efficiently, to conclude that p ∈ S(S M,N , δ).
n Definition 10 (Weak validity problem (WVAL)) Given a rational vector c ∈ R n , a rational number γ, and rational ǫ > 0, assert either that
So there is no known way to check efficiently that a hyperplane π A,b separates ρ from S M,N (given just the hyperplane); thus, an entanglement witness alone does not serve as a succinct certificate of a state's entanglement unless WVAL(S M,N ) is "in P". However, one could imagine that there is a succinct certificate of the fact that a hyperplane π A,b separates ρ from S M,N . If such a certificate exists, then WVAL(S M,N ) is "in NP" and WMEM(S M,N ) is "in co-NP".
o With regard to QSEP, we can prove the following:
Fact 4 QSEP is not in co-NP, unless NP equals co-NP.
This fact follows from the general theorem below [60] :
Theorem 1 If Π is in NPC T and Π is in co-NP, then NP equals co-NP.
Proof Since Π is in co-NP, Π c is in NP. Let Π ′ be any problem in co-NP. To show that co-NP equals NP, it suffices to show that co-NP is contained in NP; thus, it suffices to show that Π ′ is in NPṪhe following reduction chain holds, since Π ′c is in NP: Π ′ ≤ T Π ′c ≤ T Π. Because both Π and Π c are in NP, the reduction Π ′ ≤ T Π can be carried out by a polytime nondeterministic Turing machine, which can "solve" any query to O Π by nondeterministically guessing and checking in polynomial-time the "yes"-certificate (if the query is a "yes"-instance of Π) or the "no"-certificate (if the query is a "no"-instance of Π). Thus Π ′ is in NP.
It is strongly conjectured that NP and co-NP are different [54], thus we might believe that QSEP is not in co-NP. We would like to be able to use Fact 4 to show that WVAL(S M,N ) is not "in NP" unless NP equals co-NP. However, for this, we would require that WVAL(S M,N ) is "in NP" only if QSEP is in co-NP; but this is not the case (only the converse holds).
Strong NP-hardness
The NP-complete problem known as PARTITION may be defined as follows: Given a nonnegative integral vector a ∈ Z n , does there exist a solution z ∈ {−1, 1} n to the equation a T z = 0? It is well known that there exists a "dynamic programming" algorithm that solves PARTI-TION in time O(poly(n||a|| 1 )), where ||a|| 1 is the sum of the elements of a [53] . This is known n Theorem 4.4.4 in [50] , applied to S M,N , states that there exists an oracle-polynomial-time algorithm that solves the WSEP(S M,N ) given an oracle for WVAL(S M,N ). o WVAL(K) is "in NP" means that for any c, γ, ǫ satisfying c T x ≤ γ − ǫ for all x ∈ K, there exists a succinct certificate of the fact that (43) holds.
as a pseudopolynomial-time algorithm, because if a is restricted such that ||a|| 1 ∈ O(poly(n)), then the algorithm runs in "polynomial time".
Aaronson [61] notes that Gurvits' original NP-hardness result (in [51] ) more precisely shows that WMEM(S M,N ) is NP-hard provided that 1/δ is exponentially large, as I briefly explain now. For this section only, we switch convention: M ≥ N . The full reduction chain that Gurvits uses to prove NP-hardness is
where the robust semidefinite feasibility (RSDF) problem is defined as follows:
Definition 11 (RSDF) Given k l × l, rational, symmetric matrices B 1 , . . . , B k and rational numbers (γ, η), is it true that
Given a PARTITION instance a ∈ Z l , we want to solve it using an oracle for RSDF. The reduction (in [62] ) from PARTITION to RSDF says that η needs to be on the order of 1/poly(l||a|| 2 ). But this implies that, for a to be an NP-hard instance of PARTITION, 1/η needs to be exponentially (or, at least, superpolynomially) large in l. In other words, WVAL(S M,N ) (and hence WMEM(S M,N )) is only shown to be NP-hard when the accuracy parameter is very small (superpolynomially small in N ). It is still conceivable, though, that there is an interesting family of quantum separability instances where 1/δ is in O(poly(M, N )) and that this family is tractable. Below, I show that a new reduction discovered by Gurvits [63] (inspired by the proof of Lemma 3 in [64] ) removes the possibility for such a family in a certain regime of δ.
The new reduction chain is
where MAX CLIQUE ∈ NPC K (see [53] ) is the problem of determining the number of vertices in the largest complete subgraph (clique) of a given simple graph, and MSQ is the problem of computing the maximum of the quadratic form y T Ay (to accuracy η ′ ) over the simplex ∆ n := {y ∈ R n : y i ≥ 0, ||y|| 1 = 1} given real, symmetric A ∈ R n×n with nonnegative entries A ij (and given η ′ > 0). The first link in this chain is well known via the following theorem: 
p Gurvits proved the middle link; the other links were known. q Thanks to Etienne de Klerk at University of Waterloo for pointing me to this theorem. r A has a 1 in position (i, j) whenever (i, j) is an edge of G, and otherwise has a 0 (A has just zeros on the diagonal).
The second link Gurvits establishes by noting that, via a change of variables
and n i,j=1
where B ij , for all 1 ≤ i < j ≤ n, is the matrix with A ij /2 in positions (i, j) and (j, i), and zeros elsewhere (note there are n(n − 1)/2 matrices B ij ). Evidently, to solve a given MAX CLIQUE instance G on n vertices, the maximum in Theorem 2 need only be computed to an accuracy in Ω((n−1)
. It follows that WMEM(S M,N ) remains NP-hard s if 1/δ is restricted to being in O(poly(M, N )) (which we call strong NP-hardness, see [53] ).
3 Survey and complexity analysis of algorithms for the quantum separability problem I concentrate on proposed algorithms that solve an approximate formulation of the quantum separability problem and have (currently known) asymptotic analytic bounds on their running times. For this reason, the SDP relaxation algorithm of Eisert et al. is not mentioned here (see Section 1.2.2); though, I do not mean to suggest that in practice it could not outperform the following algorithms on typical instances. As well, I do not analyse the complexity of the naive implementation of every necessary and sufficient criterion for separability, as it is presumed that this would yield algorithms of higher complexity than the following algorithms. For an s We have just seen that RSDF is NP-hard (with respect to l and < δ >) in the regime k ≥ l(l − 1)/2, because we can make some of the blocks B i ′ zero-blocks. In [51] , Gurvits shows that, for
where the zeros are N × N blocks of 0 and the B i are real symmetric N × N matrices, the following holds:
It follows that WVAL(S M,N ) is NP-hard (with respect to N and < δ >) in the regime M ≥ N (N − 1)/2 + 1. But suppose we had an oracle for WVAL(S M,N ) N≤M ≤N(N−1)/2 and wanted to solve the instance of MAX CLIQUE. Then, by setting M := N := n(n − 1)/2 + 1 and making each B i ′ block (i ′ = 1, . . . , N − 1) zeros but for the upper left n × n submatrix (into which we put B ij ), we have that
Thus WVAL(S M,N ) is also NP-hard (with respect to N and < δ >) in the regime 2 ≤ N ≤ M . Therefore, WMEM(S M,N ) is NP-hard in this same regime via the Yudin-Nemirovskii theorem [50] .
exhaustive list of all such criteria, see the forthcoming book by Bengtsson and Zyczkowski [66] .
The main purpose below is to get a time-complexity estimate in terms of the parameters M , N , and δ, where δ is the accuracy parameter in WMEM(S M,N ). In the following, the only way precision and error are dealt with is similar to the above discussion, where we have a truncation-error resulting from approximating the continuum of pure product states by a finite set of finitely precise product vectors. The running-time estimates are based on the number of elementary arithmetic operations and do not attempt to deal with computer round-off error; I do not give estimates on the total amount of machine precision required. Instead, where rounding is necessary in order to avoid exponential blow-up of the representation of numbers during the computation, I assume that the working precision can be set large enough that the overall effect of the round-off error on the final answer is either much smaller than δ or no larger than, say, δ/2 (so that doubling δ takes care of the error due to round-off). "Working precision" is defined as the number of significant digits the computer uses to represent numbers during the computation.
Search for separable decompositions
The most naive algorithm for any problem in NP consists of a search through all potential succinct certificates that the given problem instance is a "yes"-instance. Thus QSEP immediately gives an algorithm for the quantum separability problem. However, we can, in principle, reformulate QSEP to incorporate the ideas of Hulpke and Bruß [57] in order to get a better algorithm.
The algorithm of Hulpke and Bruß
First, let us see how to perform the checks in lines (27) and (28) . Using simpler notation, suppose we are given {x i : i = 1, 2, . . . , k} ⊂ R n . This set is affinely independent if and only if {x i − x 1 : i = 2, . . . , k} is linearly independent. Thus Gaussian elimination can be used to test for affine independence. Suppose {x i : i = 1, 2, . . . , n + 1} is affinely independent. Then the x i form the extreme points of the polytope conv{x i : i = 1, 2, . . . , n + 1}. Consider the facet of this polytope that does not contain x j , and choose some x l = x j in the facet. The normal ν j to this facet is orthogonal to x i − x l , for all i = j, l, and is thus the generator of the nullspace of the matrix whose n − 1 rows are the vectors x i − x l . Again, Gaussian elimination can be used to solve for ν j . A point ρ is in the polytope if and only if, for all j = 1, 2, . . . , n + 1, the halfspace {x : ν T j x ≤ ν T j x l } contains both or neither of ρ and x j ; that is, both ρ and x j are on the "same side" of the hyperplane {x : ν
The algorithm of Hulpke and Bruß is basically a loop through all possible affinely independent sets X of pure product states, with the check for whether convX contains the given state ρ. However, the algorithm uses unbounded precision and performs its calculations to arbitrarily high precision so that it attempts to find such (arbitrarily precise) X for ρ ∈ S M,N that are arbitrarily close to the boundary of S M,N ; it may even find such X for ρ ∈ S M,N that are on the boundary of the "cone" of positive Hermitian operators and hence on the boundary of S M,N . The algorithm only relaxes and solves the weak membership problem for states ρ ∈ S M,N that are on the boundary between separable and entangled states. As argued at the beginning of this section, we are satisfied with an algorithm for the weak membership problem for all states. Thus we will formulate an approximate version of this algorithm whose precision requirements for the X are bounded by M , N , and δ. 
where all elements ofα i andβ i are ⌈log 2 (1/δ p )⌉-bit numbers (complex elements are x + iy, x, y ∈ R; where x and y are ⌈log 2 (1/δ p )⌉-bit numbers) such that Therefore, to solve WMEM(S M,N ), it suffices to loop through all (M 2 N 2 )-subsets of ⌈log 2 (2M N/δ) + 7⌉-bit unnormalized pure product states, checking the three conditions in QSEP'. Define Ω p as the number of p-bit unnormalized pure product states resulting from the truncation (to p bits) of all normalized pure product states. The complexity of this algorithm is
Since the pure product states can be parametrized by 2(M + N ) − 4 real parameters, we have the estimate
Combined with the estimate n k ∼ n k , we get a rough asymptotic complexity estimate for the algorithm of
In the interest of getting a rough lower bound on the complexity of this algorithm, I have underestimated Ω p . The number 2 p(2(M+N )−4) corresponds to the number of different p-bit settings of the 2(M + N ) − 4 angles (phases and amplitudes) that parametrize the normalized pure product states. The truncation-error analysis was done with respect to rectangular coordinates, so this method of generating the elementsα j ⊗β j may miss some elements that would have resulted from a p-bit truncation of rectangular coordinates of normalized pure product states. On the other hand, if we use all p-bit settings of the 2(M + N ) rectangular coordinates to generate elementsα j ⊗β j , then many of the elements generated will not satisfy |1 − ||α j || 2 ||β j || 2 | < ǫ ′ . The most efficient way to systematically generate the elementsα j ⊗β j is left as an open problem.
We take the algorithm of this section as the best exhaustive search approach to solving the approximate quantum separability problem. For example, it is better than searching all of S M,N in order to calculate E d 2 2 (ρ) of Section 1.2.2; and it is better than searching all pure decompositions of ρ in order to calculate E ′ F (ρ) of Section 1.2.3.
Bounded search for symmetric extensions
In Section 1.2.1, we considered two tests -one that searches for symmetric extensions of ρ, and a stronger one that searches for PPT symmetric extensions. Now I continue that exposition, showing that recent results can put an upper bound on the number k of copies of subsystem A when solving an approximate formulation of the separability problem. The bound only assumes symmetric extensions, not PPT symmetric extensions, so it is possible that a better bound may be found for the stronger test.
If a symmetric state ̺ ∈ D((C d ) ⊗n ) has a symmetric extension to D((C d ) ⊗(n+m) ) for all m > 0, then it is called (infinitely) exchangeable. The quantum de Finetti theorem (see [28] and references therein) says that the infinitely exchangeable state ̺ is separable. Recalling the terminology of Section 1.2.1, it is also possible to derive that, for
if there exists a symmetric extension of ρ to k copies of subsystem A for all k > 0, then ρ ∈ S M,N . This is the result that proves that Doherty et al.'s hierarchy of tests is complete: if ρ is entangled, then the SDP at some level k 0 of the hierarchy will not be feasible (i.e. will not find a symmetric extension of ρ to k 0 copies of subsystem A). König and Renner [67] derived quite general results about states ρ that have symmetric extensions to k copies of subsystem A. Their results give us our upper bound on k, which follows directly from the main theorem in [67] . We require the following corollary:
Theorem 3 (Corollary of Theorem 6.1 in [67] ) Suppose ρ ∈ D M,N and there exists a symmetric extension of ρ to k ≥ 2 copies of subsystem A. Then
for some σ ∈ S M,N .
The proof of this theorem is similar to the proof of Corollary 6.2 in [67] . Note that the result uses the trace distance, tr|X − Y |, between two operators X and Y . Let us assume we are solving the weak membership formulation of the quantum separability problem with respect to the trace distance, and with accuracy parameter δ. Then, setting δ = 4M 6 / √ k − 1, we get the following upper bound for k: To estimate the total complexity of the algorithm, note that
Substitutingk for k, we get
Just to solve the first constraint in (5) requires √ n (but usually far fewer) iterations of a procedure that requires O(m 2 n 2 ) arithmetic operations, for m = (d
Problem 4 Can the upper boundk be improved by taking into consideration the PPT constraints in (5)?
Despite this unattractive worst-case bound, the hierarchy of tests has proved to be efficient in practice for confirming that certain states are entangled (i.e. small k suffices).
Cross-norm criterion via linear programming
Rudolph [68] derived a simple characterization of separable states in terms of a computationally complex operator norm || · || γ . For a finite-dimensional vector space V , let T (V ) be the class of all linear operators on V . The norm is defined on T (C M ) ⊗ T (C N ) as
where the infimum is taken over all decompositions of t into finite summations of elementary tensors, and ||X|| 1 := tr( √ X † X). Rudolph showed that ||ρ|| γ ≤ 1 if and only if ||ρ|| γ = 1, and that a state ρ is separable if and only if ||ρ|| γ = 1.
Pérez-Garcia [69] showed that approximately computing this norm can be reduced to a linear program (which is a special case of a semidefinite program): min{c 
arithmetic operations. Suppose ||ρ|| γ is found to be no greater than 1 + η. Then, we would like to use η to upper-bound the distance, with respect to either trace or Euclidean norm, from ρ to S M,N . Unfortunately, we do not know how to do this. This drawback, along with the fact that the error on the computed norm is relative as opposed to absolute, does not allow this algorithm to be easily compared to the other algorithms we consider. Still, there may be a way to overcome this problem, as follows.
Following Rudolph [9] , a norm closely related to || · || γ is
where the infimum is taken over all decompositions of t into finite summations of elementary Hermitian tensors. This restriction on the decomposition implies that ||t|| γ ≤ ||t|| S ; thus,
; and this decomposition ensures ||ρ|| S ≤ 1. Thus ||ρ|| S ≤ 1 if and only if ρ ∈ S M,N . The norm || · || S is related to an entanglement measure called "robustness".
The robustness of entanglement [15] of ρ ∈ D M,N is defined as
In other words, the robustness is (a simple function of) the minimal p, 0 ≤ p ≤ 1, such that
for separable states σ ± ; the minimal p is p R(ρ) := R(ρ)/(R(ρ)+ 1). Thus, R(ρ) corresponds to the minimal amount of separable "noise" (σ − ) that must be added to ρ in order to eliminate all the entanglement in ρ.
Using properties of "subcross norms" (see references in [9] ), Rudolph shows [9] that for
the proof is based on the ideas of "base norm" used in [71] .
The point is that if we could modify Pérez-Garcia's algorithm so that it approximately computes || · || S , then we could relate the result to a standard norm, as follows. Suppose the algorithm allows us to assert that ||ρ|| S ≤ 1 + 2η. Then R(ρ) ≤ η. Now, we have
where 2 is a an upper bound on the Euclidean diameter of the set of (normalized) density operators.
Problem 5 Can the algorithm of Pérez-Garcia be modified so that it approximately computes the norm || · || S ?
Continuing with our hypothetical run-time analysis, how would we assert ||ρ|| S ≤ 1 + 2η? The actual algorithm returns an approximation x such that ||ρ|| γ ≤ x ≤ (k/(k − 1)) 4 ||ρ|| γ . Let us assume that a modification of the algorithm which computes ||ρ|| S would do the same. If the modified algorithm returns a number that is less than 1, then we know that ||ρ|| S ≤ 1. Otherwise, all that we need is an upper bound Abs on the absolute error of the computation of ||ρ|| S , since, if Abs ≤ η, then we can comfortably conclude that either ||ρ|| S ≤ 1 + 2η, or ||ρ|| S > 1. Using the canonical basis B of H M,N described in Section 3. 
Rudolph [9] has also shown that, for ρ ∈ D M,N , R(ρ) ≥ ||ρ|| γ − 1.
If equality holds in equation (77) , then an argument similar to the one above could be used. Rudolph notes that equality holds for pure states and "Werner" and "isotropic" states (see [71] ).
Fixed-point iterative method
Zapatrin [72] suggests an iterative method that solves the separability problem.
w He defines the function Φ : H M,N → H M,N : Φ(X) := X + λ ρ − e
where S M and S N are the complex origin-centred unit spheres (containing, respectively, |ψ A and |ψ B ), and λ is a constant dependent on the derivative (with respect to X) of the quantity in parentheses (λ is chosen so that Φ is a contraction mapping). In earlier work [73, 74, 75] , Zapatrin proves that any state σ in the interior S 
for some Hermitian X σ . Thus the function Φ has a fixed point X ρ = Φ(X ρ ) if and only if ρ ∈ S 
where {e A j } j and {e B k } k are the standard bases for C M and C N . However, the off-diagonal (j = k, j ′ = k ′ ) integrals have a complex integrand so are each really two real integrals; thus the total number of real integrations is M 2 N 2 . Let Ξ δ represent the number of pure states at which the integrand needs to be evaluated in order to perform each real numerical integration, in order to solve the overall separability problem with accuracy parameter δ. Zapatrin shows that the approximate number of iterations required is upper-bounded by 2N (N +1)L(log(1/δ), log(N )), where L is a bilinear function of its arguments. The complexity of the entire algorithm is roughly (ignoring log(N ) factors) Ξ δ poly(M, N, log(1/δ)).
In numerical integration, the final result of the integration depends on the truncationerror at each point at which the integrand is numerically evaluated. This is detrimental to the complexity of Zapatrin's algorithm and I just make the reasonable presumption that Ξ δ , w Facts about iterative methods: First, the basic Newton-Raphson method in one variable. Suppose ξ is a zero of a function f : R → R and that f is twice differentiable in a neighbourhood U (ξ) of ξ. Then the Taylor expansion of f about x 0 ∈ U (ξ) gives
whereξ = x 0 − f (x 0 )/f ′ (x 0 ) is an approximation of ξ. Repeating the process, with a truncated Taylor expansion of f aboutξ, gives a different approximationξ =ξ − f (ξ)/f ′ (ξ). This suggests the iterative method x i+1 = Φ(x i ), for Φ(x) := x − f (x)/f ′ (x). If f ′ (ξ) = 0, the sequence (x i ) i converges to ξ if x 0 is sufficiently close to ξ. More generally, if Φ(x) : R n → R n is a contractive mapping on B(x 0 , r), then the sequence (x 0 , Φ(x 0 ), Φ(Φ(x 0 )), . . .) converges to the unique fixed point in B(x 0 , r) (as long as Φ(x 0 ) ∈ B(x 0 , r)) [22] .
whatever it is, is far greater than Ω p in the other algorithms analysed in this work (for the same values of M , N , and δ). I do not consider Monte-Carlo integration methods (i.e. methods based on random sampling), because randomized algorithms for the separability problem are outside our scope.
Entanglement-witness search via global optimization
Recall (from a previous footnote) that an entanglement witness (for ρ) is defined to be any operator A ∈ H M,N such that tr(Aσ) < tr(Aρ) for all σ ∈ S M,N and some ρ ∈ E M,N ; we say that "A detects ρ". Since every ρ ∈ E M,N has an entanglement witness that detects it [17] , one way to solve the quantum separability problem is to exhaustively (but not naively!) search for an entanglement witness for the given ρ:
Definition 13 (Weak Separation Problem for K (WSEP(K))) Given a rational vector p ∈ R n and rational δ > 0, either then the bounded search for symmetric extensions has a much lower complexity, which is in O(poly(N, 1/δ)) (note this is not polynomial-time, because the size of the encoding of 1/δ is log(1/δ)). Note, however, that if M = N , then the two complexities, as summarized in the table, become the same. In this (known-to-be-NP-hard) case, it is easy to check that the detailed complexity estimates given previously indicate that the entanglement witness search algorithm has a better complexity, even when we take into account that the bounded search for symmetric extensions uses the trace norm as opposed to the Euclidean norm.
Recall that the bounded search for symmetric extensions has complexity on the order of d . But the algorithm gets a complexity "rebate" for solving the weak membership problem with respect to the trace distance instead of the Euclidean distance. This "rebate" corresponds to substituting M δ for δ in the above lower bound, which gives the best known lower bound on the complexity of the bounded search for symmetric extensions of
The dominant factor in the run-time estimate of the entanglement witness search algorithm, which appears in (89), is 2 7 M 2.5 N 2.5 /ǫ 2(M+N ) , where ǫ := δ/5 [76] . Making this substitution and setting N := M gives an upper bound (ignoring polynomial factors) on the run time of the entanglement witness search algorithm of
The factors in (90) and (91) that are at least factorial in M are, respectively, M 36M+8 and M 20M , the former being larger. As well, the dependence on δ in (90) is worse than that in (91). Therefore, the entanglement witness search algorithm has the smaller asymptotic run-time estimate when M = N .
