We study stochastic heat equations defined by fractal Laplacians on Cantor-like sets. For this purpose, we give an improved estimate on the uniform norm of eigenfunctions and resulting heat kernel estimates. Then, we prove existence and uniqueness of mild solutions to stochastic heat equations in the sense of Walsh. We establish Hölder continuity in space and time and compute the Hölder exponents. Moreover, we address the question of weak intermittency.
Introduction
In this paper we study parabolic stochastic partial differential equations defined by generalized second order differential operators. To introduce the operator of interest, let The Krein-Feller operator with respect to µ is given as
This operator has been introduced, for example, in [17, 23, 28, 29, 31] , especially as the infinitesimal generator of a so-called Quasi diffusion. It is a measure-theoretic generalization of the classical second weak derivative ∆ λ 1 , where λ 1 is the one-dimensional Lebesgue measure. In order to connect these operators with diffusion equations from a physical point of view, we consider the temperature distribution in a one-dimensional bar of length 1 that runs from x = 0 to x = 1. The mass distribution of the bar shall have a density denoted by ρ : [0, L] → R. Further, we assume that the specific heat of the material, i.e. the amount of heat energy required to raise a mass unit by a temperature unit, is constant, as well as the thermal conductivity, which gives the ability to conduct heat. Hence, we can denote the specific heat by c and the thermal conductivity by κ. Then, the temperature of the bar, the function u(t, x), is determined by the heat equation
with Dirichlet boundary conditions u(t, 0) = u(t, L) = 0 for all t ≥ 0 if we assume that the temperature vanishes at the boundaries or Neumann boundary conditions ∂u ∂x (t, 0) = ∂u ∂x (t, L) = 0 if the boundaries are perfectly insulated. In order to solve the heat equation, we use the separation of variables and write u(t, x) = f (x)g(t), which yields κf (x)g(t) = cρ(x)f (x)g (t)
and by resorting
for all t and x. Consequently, both sides of the equation are constant and we denote the value by −λ. We only consider the left-hand side, given by f (x) = −λρ(x)f (x).
By integration with respect to the Lebesgue measure we get
f (y)ρ(y)dy, which can be written as
where ρ is the density of the measure µ. By applying the definition of ∆ µ ,
which yields κ∆ µ u = c ∂u ∂t , as a generalization of heat equation (1) , since this equation does not involve the density ρ. Consequently, we can use it to formulate the problem for measure which possess no density, in particular singular measures. We are interested in the case where µ is a self-similar measure on a Cantor-like set. More precisely, let N ≥ 2 and {S 1 , ..., S N } be a finite family of affine contractions on [0, 1], i.e. where S 1 (0) = 0 < S 1 (1) ≤ S 2 (0) < S 2 (1) ≤ ... < S N (1) = 1. Further, let µ 1 , ..., µ N , i.e. µ 1 , ..., µ N ∈ (0, 1) weights and N i=1 µ i = 1. It is known from [22] that a unique non-empty compact set F ⊆ [0, 1] exists such that
and a unique Borel probabiliy measure µ such that
for any Borel set A ⊆ [0, 1]. Further, it holds supp µ = F . We call the set F Cantor-like set.
The main topic of this paper is the consideration of the parabolic stochastic PDE ∂ ∂t u(t, x) = ∆ b µ u(t, x) + f (t, u(t, x)) + g(t, u(t, x))ξ(t, x), u(0, x) = u 0 (x), ,
where b ∈ {N, D} determines the boundary condition, ξ is a space-time white noise on L 2 ([0, 1], µ) and f and g are predictable processes satisfying some Lipschitz and linear growth conditions. We investigate existence and uniqueness of a mild solution to (4) and, if a mild solution exists, the question if a Hölder continuous version of this solution exists. It is known (see [32] ) that the stochastic heat equation defined by the classical one-dimensional weak Laplacian ∆ λ 1 has a unique mild solution which is, some regularity conditions provided, essentially 1 2 -Hölder continuous in space and 1 4 -Hölder continuous in time, where essentially α-Hölder continuous means Hölder continuous for every exponent strictly less than α. However, in two space dimensions it turns out that the mild solution is a distribution, no function (see [32] ). Hambly and Yang [20] addressed the questions regarding these properties in the setting of a space with dimension between one and two, more precisely a p.c.f. self-similiar set (in the sense of [26] ) with Hausdorff dimension between one and two. It turned out that, some conditions on the initial value u 0 and the processes f and g provided, there exists a version of the mild solution which is almost surely essentially Hence, the temporal Hölder exponent decreases with increasing space dimension. The Krein-Feller operator can be interpreted as a generalized Laplacian on sets with dimension less or equal one. Therefore, it seems natural to ask if the mild solution to (4) defined by ∆ b µ has, if it exists, a temporal Hölder exponent which is greater than 1 4 in case of dimension less than one. Moreover, for the investigation of the mild solution on p.c.f. fractals in [20] it is assumed that the weights are given as µ i = r d H i . Another aim of this paper is to find Hölder exponents in case of other measures than the natural one, which is the d H -dimensional Hausdorff measure.
Preliminary for the consideration of the mild solution to (4), we need to have a closer look on the heat kernel of ∆ b µ , defined by
where λ b k , k ≥ 1 are the eigenvalues and ϕ b k , k ≥ 1 the L 2 (µ)-normed eigenfunctions of the Neumann-(or Dirichlet-resp.) Krein-Feller operator ∆ b µ . In order to prove appropriate heat kernel estimates, we establish an improved estimate on the uniform norm of ϕ b k since the known estimate, which grows exponentially in k (see [2, Lemma 4.1.6] ), is to rough for our purposes. Particularly, we prove that a constant
where γ is the spectral exponent of ∆ b µ and δ := max 1≤i≤N log µ i log(µ i r i ) γ . A comparable result is known for the eigenfunction of p.c.f. Laplacians (see [26, Theorem 4.5.4] ). Using this estimate and the spectral asymptotics (see [17] ) leads to an extension of the well-known heat kernel estimates (see for example [28] ), which will be our main tool in the observation of the mild solution to (4) .
It turns out that under some conditions on u 0 , f and g the mild solution to (4) exists, is unique and jointly continuous in space and time. Moreover, we show that under additional conditions on u 0 there exists a version of the mild solution which is essentially [8] ) in order to obtain 1 2 as essential spacial Hölder exponent. We do not follow this procedure to obtain this Hölder exponent. Instead, we approximate the heat kernel by showing that for
as n → ∞, where the sequence (f x n ) n∈N approximates the Delta functional of x. Then, we show that the resulting approximating mild solutions have the desired spatial continuity and that the regularity is preserved upon taking the limit.
But the stochastic heat equation in the sense of of da Prato-Zabczyk defined by ∆ b µ is, in addition to that, interesting in itself. However, we do not investigate such SPDEs in this paper. It should be noted that the investigation work very similar to the corresponding one in [20] .
Next to these continuity properties, we investigate the intermittency of the mild solution to (4). Roughly speaking, an intermittent process develops increasingly high peaks on small spaceintervals when the time parameter increases. This is a phenomenon of the mild solution to stochastic diffusion equations which has found much attention in the last years (see, among many others, [5] , [21] , [24] [25]). We call a mild solution u weakly intermittent on [0, 1] if the lower and the upper moment Lyapunov exponents, which are respectively the functions γ andγ defined by
(see [24, Definition 7.5] ). We prove this in the Neumann case for f = 0 and some conditions on g and u 0 and a weaker form in the Dirichlet case. This paper is structured as follows. In Section 2 we give definitions related to Krein-Feller operators and Cantor-like sets, we recall results concerning the spectral asymptotics and establish the explained estimate on the uniform norm of eigenfunctions. Furthermore, we develop a method to approximate the resolvent density, we collect basic properties and we prove some continuity properties of heat kernels. Section 3 is dedicated to the analysis of SPDE (4), including the proofs of existence, uniqueness and Hölder continuity properties of the mild solution as well as the investigation of weak intermittency.
Preliminaries and Preparing Estimates

Definition of Krein-Feller Operators on Cantor-like Sets
First, we recall the definition and some analytical properties of the operator ∆ b µ , where b ∈ {N, D} and µ is a self-similar measure on a Cantor-like set according to the definition in Section 1.
We denote the support of the measure µ and thus the Cantor-like set by
\ F is open in R and can be written as
and
, this definition is equivalent to the definition of the Sobolev space
is the domain of the non-negative symmetric bilinear form E on H defined by
Hereby, for each argument, which is an element of H, we choose the D 1 λ -representative which is linear on [0, 1] \ F . In Lemma A.1 we show that this is possible. It is known (see [13, Theorem 4.1] ) that (E, F) defines a Dirichlet form on H. Hence, there exists an associated non-negative,
and it holds
is a Dirichlet form, too (see [13, Theorem 4.1] ). Again, there exists an associated non-negative,
A concept to describe Cantor-like sets is given by the so-called word or code space. Let I := {1, ..., N }, W n = I n be the set of all sequences ω of length |ω| = n, W * := ∪ n∈N I n , the set of all finite sequences and W := I ∞ the set of all infinite sequences θ = θ 1 θ 2 θ 3 ... with θ i ∈ l for i ∈ N. Then, I is called alphabet and W, W * , W n : n ∈ N are called word spaces. We define an ordering on l ∞ by denoting two words ω and σ as equal if ω i = σ i for all i ∈ N and otherwise, we write ω < σ :⇔ σ k < ω k or ω > σ :⇔ σ k > ω k , where k := inf{n ∈ N : σ n = ω n }. In addition to an ordering we define a metric on the word space by the map d : 
is well-defined, continuous, surjective and independent of x ∈ X, which means π x (σ) = π y (σ) for all x, y ∈ X, σ ∈ l ∞ . Therefore, for every x ∈ [0, 1] and every y ∈ F there exists, at least, one element of l ∞ which is by π x associated to y.
Spectral Theory of Krein-Feller Operators
Let µ be a self-similar measure on a Cantor-like set according to the given conditions. Further, let γ be the spectral exponent of µ, that is the unique solution of 
Furthermore, by [17] there exist constants C 0 , C 1 > 0 such that for k ≥ 2
Hence, we have an optimal estimate for the asymptotics of the eigenvalues. This is not the case for the uniform norms of the eigenfunctions ϕ b k ∞
. The only estimate, established in [14, Section 2] and [3, Lemma 3.6] , is easy to derive and grows exponentially in k, which is far to rough for later following heat kernel estimates. In the following proposition we establish a better estimate, where we do not use the explicit representation of the eigenfunctions as in [3] , but the ideas from [26, Theorem 4.5.4] for a uniform norm estimate for Laplacians on p.c.f. fractals.
Hereby, f ∞ := ess sup x∈[0,1] |f (x)|. This is an estimate for the essential supremum, but it also holds for the supremum of the representative in D 2 µ , since this representative is continuous on [0, 1] and linear on (a i , b i ), i ∈ N, Inequality (7) implies with
To verify Theorem 2.1, we follow closely the proof of [26, 4.5.4] . First, we need a few preparations. Thereby, E(u) := E(u, u).
Lemma 2.2:
There exists a constant C 3 > 0 such that for all u ∈ F 0
where
Proof. Let u ∈ F and u 0 be the unique harmonic function with u 0 (0) = u(0) and
Since the space of harmonic functions on [0, 1] with two boundary conditions is two-dimensional, there exists C 4 > 0 such that for all harmonic functions u 0
and since µ is a probability measure we have for all u ∈ F
Furthermore,
and thus
By Lemma 2.2 and the above calculations,
The assertion follows from the fact that for positive numbers a, b, c with a
Moreover, we need scaling properties for µ and E. Preliminary, we introduce the notion of a partition (see [26, Definition 1.3.9] ).
We introduce some notation for the following lemma. Let w ∈ W * . For a function f we define
Lemma 2.5: Let Λ be a partition. It holds
We skip the proof of this lemma since it works by standard arguments, as in [2, Section 3.2.1].
Proof of Theorem 2.1. Let u ∈ F be fixed. Then,
Hereby, equation (9) follows from Lemma 2.5(i), inequality (10) from Lemma 2.3 and inequality (12) from Lemma 2.5(ii). Now, let
Let λ ∈ (0, 1) and the partition Λ λ defined by All in all, there is a C 2 > 0 such that for all u ∈ F the Nash-type inequality
Then, for all u ∈ F the Nash-type inequality
is satisfied. Since it holds µ(O) > 0 for all open sets O ⊆ F , we can apply [26, Proposition B.3.7] to get the existence of
is the strongly continuous semigroup associated to
from which the assertion follows for b = N since ϕ b k is linear on the intervals in F c . In case of b = D the proof works analogously since F 0 ⊆ F.
Properties of the Resolvent Operator
For λ > 0 and b ∈ {N, D} let ρ b λ be the resolvent density of ∆ b µ . That is, with
Such a mapping exists and is given by (compare [12, Theorem 6 
Proof. Let b ∈ {N, D}. We denote the maximum of the Lipschitz constants of the functions
From the symmetry we get the same for y, z
and, again, the symmetry implies the same for 0 ≤ y ≤ x ≤ z ≤ 1.
The following result connects the introduced resolvent and the semigroup associated to ∆ b µ .
Lemma 2.7:
Proof. [10, Theorem 1.10]
Approximation of the Resolvent Density
We develop a method to approximate the delta functional on Cantor-like sets, in particular to approximate the just introduced resolvent density, which will then again (dann wiederrum) be used to approximate point evaluations of heat kernels.
For n ≥ 1 let Λ n be the partition of the word space W be defined by
Lemma 2.8: It holds for n ∈ N:
(v) For w ∈ W * there exists n ∈ N such that w ∈ Λ n . Consequently, for all m ≥ n there exists
If the measure µ is chosen as µ i = r
and thus ν i = 1, i = 1, ..., N , we get an estimate similar to [20, Lemma 3.5(iv) ]. Note that these ideas can be used to generalize the corresponding results in [20] .
Proof. (i) The first claim is obvious. For the second we note that ∪ w∈W F w = F and that ∪ w∈Λn Σ w = W and thus ∪ v∈Σw,w∈Λn F v = F. It remains to show that F w = ∪ v∈Σw F v for w ∈ Λ n . This follows from applying f w to both sides of the equation
(ii) Let ω ∈ Λ n . We know from part (i) that F w = ∪ ν∈Σw F ν . If r w ≤ r n+1 max , the assertion follows since we can choose Λ = {w}. Now, we assume r w > r n+1 max . Then it holds for i = 1, ..., N r ω r i ≤ r n+1 max , since r ω ≤ r n max . It follows wi ∈ Λ n+1 for i = 1, ..., N . We get the result by using this and applying f w to both sides of equality (2) .
The assertion follows by composing with the respective maps f ω m−1 , ..., f ω 1 , f ν m−1 , f ν 1 and using the injectivity if ω i = ν i and the disjointness of the images, except at most one point if ω i = ν i for i < m.
(iv) Let ω ∈ Λ n and m := |ω|. By definition of Λ n it holds r ω 1 · · · r ω m−1 > r n max and therefore r ω > r n max r min . By using that,
The last inequality follows from m ≤ n and ν min ≤ 1. Therefore, we can find an n ∈ N such that w ∈ Λ n . For the second part, we can argue as in (ii) with induction.
We introduce a sequence of functions approximating the Delta functional. Hereby, we use the notation of [20] . We prepare this definition by defining the n-neighbourhood of x ∈ F for n ∈ N by
Note that D 0 n (x) consists of at least one element of {F w , w ∈ Λ n }, which follows from Lemma 2.8(i), and of at most two elements since pairs of these elements intersect in at most one point. From the latter and the definition of Λ n it follows
With that, we can define the approximating functions for x ∈ F and n ≥ 1 by
From Lemma 2.8(iv) it follows
We deduce the following result.
Lemma 2.9: Let x ∈ F . It holds lim n→∞ f x n , g µ = g(x) for any continuous g ∈ H.
Proof. For n ∈ N and ω ∈ Λ n it holds |F ω | ≤ r n max since |F | ≤ 1 and r ω ≤ r n max . Therefore, it holds |y − x| ≤ r n max for x, y ∈ D 0 n (x). Now, let x ∈ F and ε > 0. Since g is continuous in x, there exists δ > 0 such that |g(x) − g(y)| < ε for y ∈ [0, 1] with |y − x| < δ. Choose n ∈ N such that r n max < δ. Then, it follows
Lemma 2.10: Let x 1 , x 2 ∈ F and m, n ≥ 1. Then,
where L 1 denotes the Lipschitz constant of ρ b 1 . Proof. By using the Lipschitz continuity of ρ b 1 and (18),
Heat Kernel Properties
Preliminary for the definition of a mild solution of a heat equation defined by a white noise integral, we introduce the notion of a heat kernel. For that, let b ∈ {N, D} be fixed.
This is called heat kernel of ∆ b µ .
Moreover, we define for
. By part (iv) of the next proposition this is a meaningful definition. Proposition 2.12: Let T > 0, h ∈ H and (S b t ) t≥0 be the transition semigroup associated to ∆ b µ .
(i) There exists
, where A p→q denotes the operator norm of an operator
Proof. (i)-(vii) are well-known (see e.g. [28] ). The proof of (viii) is a standard argument. Let t ∈ (0, ∞) be fixed and
Hence, for all ε > 0 there exists n ∈ N such that
It follows S b t f x 0 n ∞ ≥ K − ε, which implies S t 1→∞ ≥ K since ε can be chosen arbitrarily small.
An important part of the analysis of heat equations is given by estimating heat kernels. In the following proposition we prove heat kernel properties which are similar to properties on connected p.c.f. fractals established in [20, Lemma 6.6 ], but concern all measures according to the assumptions in Section 1 instead of only the Hausdorff measure. Proposition 2.13: Let T > 0.
(ii) There exists C 6 (T ) > 0 such that for all (t, x, x , y)
Proof. (i) We can use [26, Proposition B.3.7] as in (17) to obtain the existence of a constant
If T > 1, the assertion follows from the previous inequality and the fact that p b is continuous and thus bounded on
We set u = p b and the above inequality it follows
Since it holds p b t (·, y) ∈ D ∆ b µ we can use the Cauchy-Schwarz inequality to get for
.
We obtain
and therefore
where we can interchange integral and derivative since
for an appropriate ε > 0. From the previous identities and the proof of part (ii) we also get that there exists a C 7 (T ) such that
where the last inequality follows as in the proof of (ii). Therefore
and we can conclude that for all
3 Stochastic Heat Equations defined by White Noise Integrals
Preliminaries
Let (Ω, F, F := (F t ) t≥0 , P) be a filtered probability space statisfying the usual conditions. The object of study in this section is the stochastic PDE 
Furthermore, define S q,T as the space of equivalence classes of processes in S q,T , where two processes
(ii) For processes which are not time-dependent, we define analogously S q as the space of [0, 1]-indexed processes v which are measurable from F 0 ⊗ B(F ) into B(R) and which satisfy
and the space S q by identifying processes v 1 and v 2 for which it holds v 1 (x) = v 2 (x) almost surely for all x ∈ [0, 1].
Note that S q and S q,T are Banach spaces. The proof works by using standard arguments, so we skip it here.
Existence, Uniqueness and Hölder Continuity
Let b ∈ {N, D} and T > 0 be fixed for this chapter. We define the concept of a solution to (20) which we observe in this chapter. There exists L > 0 and a real predictable process M :
We need some preparing lemmas before proving stochastic continuity results. The following lemma shows how to find upper estimates of functionals of the heat kernel by using the resolvent density. 
(x, y)h(x)h(y)dµ(x)dµ(y).
This leads to a useful approximation of p b · (x, ·) for fixed x ∈ F .
Lemma 3.5: Let t ∈ (0, ∞) and x ∈ F . Then,
Proof. Let x ∈ F . In preparation for the proof we calculate
where we have used Lemma 2.10 in the last step. Further, we note that, since for any (t, y)
is an element of H and the inner product is continuous in each argument, it holds for any h ∈ H
Now, let s, t ∈ [0, ∞), s < t and x ∈ F . By Lemma 2.9 and Fatou's Lemma,
Again by Fatou's Lemma and (23) 
where we have used Lemma 3.4 in (24) and (22) in (25) . We conclude
We are now able to prove stochastic continuity properties of v 1 and v 2 which are defined as follows for (t, 
Proposition 3.6: Let q ≥ 2 be fixed. Then, there exists a constant C 8 > 0 such that for all v 0 ∈ S q,T v 1 and v 2 are well-defined and it holds for all s, t ∈ [0, T ], x, y ∈ [0, 1]
Remark 3.7: Note that γδ < 1 is required in this Proposition. But this is no restriction since it is equivalent to
and this is fulfilled since it holds for 0 < µ i , r i < 1 log(µ i r i ) < log(µ i ) < 0.
] and g and v 0 are predictable, the integrand is predictable. In order to prove the spatial estimate for v 1 , let t ∈ [0, T ], x, y ∈ [0, 1] be fixed. Then, there exists a constant C q such that
where we have used the Burkholder-Davis-Gundy inequality (see e.g. [24, Theorem B.1]) (28), Minkowski's integral inequality in (29) and the relation
. (31) in (30) . We proceed by estimating the integral term in (30), whereby we first treat the case x, y ∈ F . By Lemma 3.5, Lemma 3.4, and Lemma 2.6,
Now, let x, y ∈ F c such that there exists an i ∈ N with (x, y) ∈ (a i , b i ) and we assume x < y. Then, since b i , a i ∈ F , the previous calculation implies
The remaining cases for x, y ∈ [0, 1] follow by using the triangle inequality for the norm
We conclude
This proves the spacial estimate since the last integral is finite. We now turn to the temporal esimate. Let t, s ∈ [0, T ] with s < t and x ∈ [0, 1]. Then, by using the Burkholder-Davis-Gundy inequality, Minkowski's integral inequality and inequality (31), we get
We split the above integral in the time intervals [0, s] and (s, t] and get for the first part
where we have used Proposition 2.13(iii) in (32) . For the second part by using Proposition 2.13(i)
For the estimates for v 2 use Jensen's inequality instead of the Burkholder-Davis-Gundy inequality and the rest of the proof works similarly.
Corollary 3.8: Let q ≥ 2 and v 0 ∈ S q,T . Then, v 1 and v 2 defined as in (26)- (27) are elements of S q,T .
Proof. By setting s = 0 in Proposition 3.6 we obtain v i q,T < ∞, i = 1, 2. We need to show that v 1 is predictable. For n ∈ {0, ..., 2 n − 1} let
It holds evidently v n 1 q,T < ∞. To prove that v n 1 is predictable, we show that v n 1 is the S q,T -limit of a sequence of simple functions. To this end, let for N ≥ 1
This defines a simple function since v 1
-measurable and bounded. It converges in S q,T to v n 1 , which can be seen as follows:
where the last equation follows from the monotone convergence theorem. We conclude that v n 1 is predictable. By using the L q -continuity results from Proposition 3.6,
Hence, v 1 is predictable. The predictability of v 2 follows analogously.
After these preparations we can follow the methods of [20, Theorem 6.9] in order to establish existence and uniqueness. Proof. Uniqueness: Let u, u ∈ S q,T be mild solutions to (20) . Then v := u − u ∈ S 2,T . With
where we have used Walsh's isometry and Hölder's inequality in (33) and Proposition 2.13(i) in (34). It follows
and by setting h n = G in [32, Lemma 3.3] we obtain that G(t) = 0 for t ∈ [0, T ]. We conclude u(t, x) = u(t, x) almost surely for every (t,
Existence: As usual, we use Picard iteration to find a solution. For that, let u 1 = 0 ∈ S q,T and for n ≥ 1
Let n ≥ 1, assume that u n ∈ S q,T and define u n+1 as in (35). The last two terms on the right hand side are elements of S q,T by Proposition 3.8. The first term is predictable because it is F 0 -measurable and thus adapted and almost surely continuous due to the dominated convergence theorem and Proposition 2.13(i). Furthermore, by Minkowski's integral inequality
In the last inequality we have used the Markov property of S t and the continuity of 
for t ∈ [0, T ]. It follows that u n+1 ∈ S q,T . We prove that (u n ) n∈N is a Cauchy sequence in S q,T . Let v n = u n+1 − u n ∈ S q,T . By using Hölder's and the Burkholder-Davis-Gundy inequality, the Lipschitz property of f and g as well as Minkowski's integral inequality we get
Then for every n ≥ 2 there exists a constant c n such that |H n (t)| ≤ c n for every t ∈ [0, T ]. With Proposition 2.13(i) it follows that there exists C > 0 such that for
From [32, Lemma 3.3] it follows that there exists a constant C and a k ∈ N such that for
Therefore m≥1 H n+mk converges uniformly in [0, T ], which can be verified by the ratio test using that
which implies the same for v n q,T . Hence, (u n ) n≥1 is Cauchy in S q,T with limit denoted by u. To verify that u satisfies (21) we take the limit in L q (Ω) for n → ∞ on both sides of (35) for
. We obtain u(t, x) on the left-hand side for any (t,
For the right-hand side we note that there exists C > 0 such that for (t,
, which goes to zero as n tends to infinity with the same argumentation as before.
Preliminary for the formulation of the main result of this section, we define u sto ∈ S q,T by (ii) If q > ,ũ sto is a.s. essentially
Proof. The continuity properties in part (i) and (ii) of a version of u sto follow immediately from Proposition 3.6 and Kolmogorov's continuity theorem. Further, for (t, x) ∈ [0, T ] × [0, 1] by using Proposition 3.6 with v 0 = u ∈ S q,T ,
In the last inequality we have used that |x − y| ≤ 1 and 
Under these conditions, wet get the same terms in the p.c.f. fractal case with 1 ≤ d H < 2 (compare [20, Theorem 6.14] ). These terms are visualized on the left-hand side of Figure  1 for 0 < d H < 2. (ii) If µ is not the Hausdorff measure on a given Cantor-like set, then
As an example, consider the weighted IFS given by S 1 (x) = 0.5x, S 2 (x) = 0.5x + 0.5 and weights µ 1 , µ 2 ∈ (0, 1). It follows
, which goes to zero as µ min tends to zero. This is visualized on the right-hand side of Figure  1 .
Intermittency
According to [26] we call the mild solution u weakly intermittent on [0, 1] if the lower and the upper moment Lyapunov exponents which are respectively the functions γ andγ defined by γ(p, x) := lim inf
In this section we make the following additional assumption:
Assumption 3.12: We assume Condition 3.3 for q ≥ 2. Moreover, we assume that u 0 is nonnegative and that f and g satisfy the following Lipschitz and linear growth condition: For all
Theorem 3.13: There exist 
which holds in the same way for p.c.f. self-similar sets (compare [20, Theorem 7.5] .
Preparing the proof of Proposition 3.13 we give an estimate on p b t (x, x) for x ∈ [0, 1] which holds for all t ≥ 0 instead of only on a finite time interval as in Proposition 2.13(i). be seen by differentiating. We turn to the second integral. By using Lemma 3.15
We denote the gamma function by Γ and calculate
This implies that a constant C 10 > 0 exists such that for all α > 0
Using these esimates we get
Now, let α = C 10 p 1 1−γδ , where C 10 is a positive constant which does not depend on p. Then,
The right-hand side decreases as C 10 increases, therefore we can choose a C 10 > 0 such that
This leads to From the above proposition, it follows immediately for p ∈ [1, q] In order to work out a lower bound for the second moment, we restrict ourselves to the following SPDE for t ∈ [0, ∞) : (ii) g : R → R satisfies the following Lipschitz and linear growth conditions: There exists L > 0 such that for all (x, y) ∈ R 2
. Then, for all
Proof. Let b ∈ {N, D}. From the non-negativity of u 0 and Proposition 2.12(vii) it follows for
(i) By using the definition of the mild solution, Walsh's isometry, zero-mean property of the stochastic integral and the previous estimate we get for (t,
It holds ϕ N 1 = 1 and λ N 1 = 0 and consequently for t ∈ (0, ∞),
With that and I(t) := inf x∈[0,1] E u(t, x) 2 we obtain
It follows
and by iterating this
which yields lim inf
(ii) Let ε > 0 and t ∈ [0, ∞).
We thus obtain, analogously to part (i), We set f (t) = e −αt I(t) for t ∈ [0, ∞). From the previous inequality it follows for t ∈ [0, ∞) 
The following is the main result of this section and follows immediately from the definition of weak intermittency and Proposition 3.18. 
A Some Technical Details
Lemma A.1: Let µ be a self-similar measure on a Cantor-like set F = [0, 1] and g ∈ H 1 (λ 1 ). Then there exists a representative g ∈ g such that g ∈ D 1 λ and g is linear on F c .
Proof. At first, we prove that g has a λ 1 -derivative in L 1 (λ 1 ). It is well-known that this is equivalent to having bounded total variation and the Luzin-N-Property. Satisfying the Luzin-N-Property means that it holds for every λ 1 -zero set A λ 1 ( g(A)) = 0. To verify this, let A ⊆ [0, 1] with λ 1 (A) = 0. Then, equation (5) Let i ∈ N. Since g is linear and therefore Lipschitz continuous on (a i , b i ), A ∩ (a i , b i ) is a λ 1 -zero set. Further, g and g are both continuous, so it holds g = g on supp(µ). Hence, g(A ∩ supp(µ)) = g(A ∩ supp(µ)) and g(A ∩ supp(µ)) is a λ 1 -zero set because g satisfies the Luzin-N-property. We conclude that λ 1 ( g(A)) = 0.
Next, we prove that g has bounded total variation. Let τ ∈ π := {τ is a partition of [0, 1]} with τ = {τ 1 , ..., τ n }. Then, we define τ := τ ∪{a, b ∈ ∂F c : τ i ∈ (a, b) ⊆ F c for an {i ∈ 1, ..., n}}. We denote the sets of all such partitions τ by π. It is enough to consider partitions from π. On the one hand, from π ⊆ π it follows V π (f ) ≤ V (f ) for each function f on [0, 1], where V (f ) denotes the total variation of f on [0, 1]. On the other, for every τ ∈ π there exists a τ ∈ π with τ ⊆ τ . Therefore, V π (f ) ≥ V (f ). Now, where we have used that g is linear on all intervals in supp(µ) c in the first, that g = g on supp(µ) in the second and the triangle inequality in the third step. Hence,
|g(x i ) − g(x i−1 )| = V (g) < ∞. Now, we have proved that g has a λ 1 -derivative in L 1 λ 1 which we denote by g . It remains to show that g ∈ L 2 λ 1 .
Since g is linear on (a i , b i ), we have g = g(b i )−g(a i ) b i −a i and therefore
In the first equality we have used that λ 1 (F ) = 0. g has a λ 1 -derivative which is an element of L 2 and which we denote by g . Using the Cauchy-Schwarz inequality, we obtain for a, b ∈ [0, 1] We conclude
Further, it is obvious that E defines a positive definite, symmetric bilinear form. Moreover, with α > 0 and E α ( u, v) := E ( u, v)+α u, v µ , F , E α is a Hilbert space. To verify this, note that E α ( u, v) = E α (u, v), which implies that E α defines an inner product. Now, let u n , n ∈ N be a Cauchy sequence in F. Then, u n = ψ −1 u n , n ∈ N is a Cauchy sequence in F with limit, say u. Since u n − ψu = u n − u for all n, ψu is the limit of ( u n ) n∈N in F. For the Markov property, we calculate E (0 ∨ u ∧ 1) = E (0 ∨ u ∧ 1) ≤ E(u) = E ( u) .
To verify that ∆ N µ is associated to E, we apply the correspondence between ∆ N µ and E to get for
The case b = D works similarly.
