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1. INTRODUCTION 
Consider the problem 
Au+@-f(u)=0 in B 
(In) U>,O in B (1.1) 
u=o on aB, 
where B denotes the unit ball in RN, I is a positive parameter, and 
f: [0, co)+R. 
For smooth functions f, Problem I;, is extensively studied in the 
literature, and often the ball B is replaced by more general domains Q. For 
a survey of results we refer to [6]. If Q = B, then Gidas, Ni, and Nirenberg 
[S] have shown that, if f is smooth, solutions of Problem I, are necessarily 
radially symmetric. 
In this paper we study radially symmetric solutions of Problem I, if f 
has a discontinuity, say at u = 1, 
A-f(l-)#f(l+)zB. 
We shall always assume that A and B are positive. See Fig. 1. 
Our main purpose is to determine the influence of this discontinuity on 
a branch of radially symmetric solutions (u, A). 
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FIG. 1. The function f(s). 
We write 
u = u(r), r= 1.4, 
and we look for a solution (u, A) of the problem 
I 
u” + ~u’+q-(u)=o. O<r<l 
(II,) (1.2) u’(0) = , u(l)=O. 
Such a solution can be parametrized by its L”-norm 
y = ,TF:, u(r) = u(O) > 0. 
. . 
The starting point of the present paper is the assumption that there exists 
a branch of solutions of Problem II, for y E [r,,, 1 ] for some f, E (0, 1 ), 
YE Cro, 11 t+ (u,(r), 4~))~ 
and that for some L E R 
i(y) = & + Ly + o(y - 1) as yfl. (1.3) 
Our main result is that this branch can be extended up to some value 
L’l > 1, and that the behaviour of E,(y) if y 1 1 is determined by 
N=l: l.(y)=&-2 1’2~&T+U(y-l) as yll, (1.4) 
B-A 
N=2: A(y)=I,+L- B (y-l)Wy-l)+Wy-1) as ~11, (1.5) 
ON du + if(u) = 0 WITH f DISCONTINUOUS 419 
/ 
- - - 
? 
/’ 
/ 
I 
I 
I 
I 
4 1 
N=l,2; B>A 
I I 
47 l A 
N>$B>A,NA>2B 
N>3; NA<2B 
I 
*o 
i 
N>3; BIA 
FIG. 2. The curve i(p) if f. > 0. 
NA-2B 
N33: I(y)=i.,+L(N_2)B(y-1)+o(7-1) as ~11. (1.6) 
For the precise results we refer to Section 3. In Fig. 2 we have sketched 
the curve i(y) in a neighbourhood of y = 1 in the case that L > 0. Observe 
that if N 3 3, the factor (NA - 2B)/(N - 2) B in (1.6) satisfies 
(NA-2B) <1 
{ 
if B>A, 
(N-2)B >l if B<A. 
As can be seen from Fig. 2, it may happen that there are two solutions for 
one value A near &. It turns out that in that case the “upper branch” 
always consists of unstable solutions if N 2 2; only if N = 1 and B < A are 
they stable. 
At this point however we need to be careful, since, due to the discon- 
tinuity of J it is not completely obvious what we mean by stability. In 
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Section 2 we shall explain this, transforming Problem I, in such a way that 
it can be considered as the steady-state problem of a well-posed evolution 
problem, which, as a matter of fact, is none other than a Stefan problem, 
which motivated us to study the present problem. 
The rest of the paper is organized as follows. In Section 3 we give the 
precise assumptions on the data and discuss our results. Section 4 is 
devoted to some preliminary results. Our main results are proved in 
Section 5 and 6 respectively in the cases N > 2 and N = 1. In Section 7 we 
discuss the stability of solutions. 
2. THE STEFAN PROBLEM AND THE DEFINITION OF STABILITY 
In this section we transform Problem 1, into the steady-state problem of 
a time-dependent Stefan problem. Then we shall use the latter problem to 
define the concept of stability. 
We choose constants 
o<a<p 
and a function q5 E C(R) n C’(R\(a, /?)) such that 4(O) = 0 and 
d=l on C4 Bl, 
fp’>O on R\Ca, Bl. 
Assuming that the function f is smooth in [0, co)\{ 1 }, there exists a 
locally Lipschitz continuous function g: [0, co) -+ R which satisfies 
co, a) ” a 00) (2.1) g=foq5 on 
and 
min 
In particular, 
{A, B} Ggbmax 
s(@)=f(l-)=A dB)=f(l+)=B. 
Let u be a solution of Problem I,. We define the function u : B + [0, co) 
by 
u = 4(u), a.e. in B. (2.2) 
Then u is a solution of the problem 
in B, 
on dB. 
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Observe that u is only well defined by (2.2) if 
measure(xEB: u(x)= l} =O. (2.3) 
For the radial solutions which we consider, it can be easily shown that 
(2.3) is satisfied. Actually Stuart and Toland [7] have proved (2.3) for 
general domains Q c RN. 
Problem III, can be considered as the steady-state problem of the initial- 
boundary value problem 
v,=Aq5(u)+Ag(u) in BxR+ 
(IV,) 4(u) = 0 in iJBxR+ (2.4) 
45 0) = h(X) for x E B, 
where u0 is a given function on B. 
Equation (2.4) is a degenerate diffusion equation. If we define solutions 
in a weak sense, it is well known that Problem IV, is well posed (see, for 
example, [ 1, 33). 
Actually Problem IV, motivated this research. Equation (2.4) is the 
weak formulation of the Stefan problem and is often referred to as the 
enthalpy formulation. Indeed u(x, t) denotes the enthalpy of a material 
which is in the solid phase if u CM (i.e., d(u) < l), and in the liquid phase 
if v > /I (i.e., b(u) > 1). The temperature of the material is given by 4(v), and 
4 = 1 is the melting temperature. For further references to the literature we 
refer to [2]. 
Next we define what we mean, for fixed functions 4 and g, by stability 
of solutions of Problem III,. Let v(x, t) be a bounded solution of 
Problem IV,. In general u is not continuous, 4(u) however is known to be 
continuous [4]. Therefore, we introduce the norm (with respect to the 
x-variable) 
DEFINITION 2.1. Let U E L”(B) be a steady-state solution of Problem IV,, 
and let, for u0 E L”(B), v(t; uO) denote the solution of Problem IV, on a 
maximal interval [0, T(u,)]. Then we call G stable if for any E > 0 there 
exists a 6 > 0 such that for any v0 E L”(B) which satisfies 116 - v0 /I m < 6, 
T(v,) = cc and )I v( t ; uO) - Vli( -=c E for all t 3 0. We call V unstable if it is not 
stable. 
Next let U be a solution of Problem I,. For fixed functions d and g we 
can carry over the definition of stability of 6~ d(U) to U itself: we call U 
stable if and only if V is stable in the sense of Definition 2.1. 
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It turns out that for the solutions U which we consider in Section 7, the 
concept of stability does not depend on the choice of 4 and g. The question 
if this is true in general is beyond the scope of the present paper. 
3. THE MAIN RESULTS 
First we introduce some notation. We define, for given f~ C( [O, co )\ 
for which the one-sided limits f( 1 f ) exist, 
(1 )I 
A=f(l-1, B=f(l+) (3.1) 
and define the functions fi, f2 E C(R) by 
fits)= .fbh 
i 
f(O)> SdO 
O<s<l 
A +f’(l-)(S- l), s> 1, 
provided that the left derivative f ‘( 1 - ) exists, and 
(3.2) 
(3.3) 
Throughout the paper we assume that the following hypotheses are 
satisfied. 
(HI) f E C([lO, a)\(l)), f(l+_) exist, f, E C'+p([O, 11) and 
f2 E C’ ‘“( [ 1, 1 + M]) for some constants p E (0, 4) and A4 > 0. 
(H2) A,B>O, and A#B. 
(H3) There exists for some f, E (0, 1) a positive function 
A E C1+p( [r,, 11) with the property that, for any y E [r,, 11, Problem I;.(y) 
has a solution U, E C’(8) which satisfies 
//ugll 3c = Y. 
We shall use the notation 
A( 1) = A0 and A’( 1 - ) = L. 
Observe that (H3) means that there exists a branch of solutions (a,, A(y)) 
up to llu.? I( 3c = 1. Since f is smooth on [0, l] it follows from [S] that these 
solutions are all radially symmetric, i.e., solutions of Problem II . 
It is not difficult to find examples in which (H3) is satisfied: if f(u) is 
piecewise constant, then i(y) = Ly for 0 d y d 1 for some positive constant 
L; if f(u) = u then i(y) is constant for 0 < y Q 1 and L = 0. 
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As we have explained in the introduction, our main result says that 3.(y) 
can be extended for ‘/ > 1 and describes how J>(y) behaves near y = 1. 
THEOREM 3.1. Let hypotheses (Hl-H3) be satisfied. Then there exists for 
some I-, > 1 a positive solution ;1 E C( [ 1, r,]) such that: 
(i) for any 7 E [l, r,] Problem I,(,, has exactly one radially 
symmetric solution u, = u>,(r), r = 1x1, such that ui, E W2,m( [0, 11) and 
(ii) the behaviour of I(y) if y 11 is given by (1.4), (1.5), and (1.6); in 
(1.6) the term o(y - 1) may be replaced by O((y - 1 )lfV), where p is defined 
by WI; 
(iii) ju is strictly monotone on [ 1, r,] provided L # 0 if N 3 2 and 
NA#2B ifN>3. 
Remark 3.2. If N> 3 then k’( 1 +) is finite, while if N= 1 or 2, then 
jb’(l +) = *co. Nevertheless it turns out that there is more similarity 
between the cases N = 2 and N > 3 than between the cases N = 1 and N = 2. 
First we see that (1.5) and (1.6) depend on L, while (1.4) does not. Also 
the proofs turn out to be similar if N= 2 and Nb 3, while if N= 1, the 
proof is completely different, and based on the translation-invariance of 
equation (1.2). Finally we shall see below (Theorem 3.3) that, if N> 2, 
there exists a nice characterization of the solutions uy (y > l), which is not 
valid if N= 1. 
For the proof of Theorem 3.1 it is more convenient to rewrite Problem 
IIj.. Let 
R=$ and ?= Rr. 
Denoting u” by r again, Problem II, becomes 
N-l 
u’)+- r u’+.f(u)=O, in (0, R) 
tu’(O)=O, u(R)=O. 
To study this problem it is natural to use y as a shooting parameter and 
we arrive at the problem 
i 
N-l 
(if?) “‘+ r 
-u’+y(u)=o on R+ 
(3.4) 
u’( 0) = 0, 40) = 7, 
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where 7~ C(R\{ 1)) is defined by 
i 
f(O), s-co 
7(s) = f(J)> O<s<M 
.f(W, S>M. 
Without loss of generality we may assume that f = $ 
For any y > 0 Problem V, has a unique solution, which we shall denote 
again by uy. We define R(y) E (0, co] by 
{ 
u,uw) = 0 
u;, >o in CO, R(Y)). 
(3.5) 
Then the relationship with Problem II, is given by 
R(Y) = $6-i, (3.6) 
and hypothesis (H3) can be rewritten in terms of Problem V,, using the 
fact that, if R(y) < co, then u?(r) attains its maximum value on [0, R(y)] 
at r = 0 (see Lemma 4.1). 
(A3) There exists for some r, E (0, 1) a positive function 
RE C”p([r,, 11) which satisfies (3.5) for each YE [r,, 11, We shall write 
R(l)= R, and R’( I- ) = K. 
Observe that 
Ro=& and 
L I(=----- 
2&’ 
Using this, we can reformulate Theorem 3.1 in terms of Problem V, 
and R(y). 
THEOREM 3.2. Let hypotheses (Hl-H2) and (R3) be satisfied. 
(i) There exists for some f, > 1 a positive function R E C( [ 1, I-,]) 
which satisfies (3.5) for each y E [l, r,]. 
(ii) The behaviour of R(y) near y = 1 is described by the following 
relations : 
N=l: R(y)=R,,- as Y-l 1, (3.7) 
B-A 
N=2: R(y)=R,fK B -(v-l)log(y-l)+O(y-1) as yll, (3.8) 
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NA-2B 
N33: R(p)=R,+K(N-2)B(:‘-l)+0((~-1)‘+“) as 711. (3.9) 
(iii) R is strictly monotone on [1, r,] provided K# 0 (f N 3 2 and 
NAZ2B ifN33. 
We give the proof of Theorem 3.2 in Sections 5 and 6. It is based on the 
approximate expression of uy as y J 1, in terms of U, . 
Let ui,? be the solution of Problem V,, with f(u) replaced by fi(u), where 
the continuous function f, is defined by (3.2). 
THEOREM 3.3. Let hypotheses (Hl-H2) and (A3) he satisfied and let 
N> 2. 
Let uy and uI,? be the solutions of Problem V, with ,f(u) and f,(u), 
respectively. Then 
u,.=ulJ*+4Y-Y*l) uniformly on compact subsets of (0, R,] as “J J 1, 
(3.10) 
where for any y > 1 the number y* is defined by 
B-A -$Y-*)*%(Y-*) if N=2 
y*-*= 
NA-2B 
(3.11) 
(N-2)B(Y- *) 
if N33. 
Observe that if y* < 1, then u,,?* = uy and, since by hypohesis (I?k3) 
R(y)=R,+K(y-l)+O(ly-II’+“) as yT1, 
it follows from (3.8), (3.9) and (3.11) that 
NY)=R(Y*)+o(Y-Y*) as ~11, 
i.e., if y* < 1 we can, away from r = 0, compare the solutions u7 and u;.. 
with equal R. 
This result can easily be generalized to the case y * > 1. We define R , (y ) E 
(0, al by 
~,,,(R,(Y)) =0 
u1.y > 0 on CO, R,(Y)). 
(3.12) 
Since f =f, on [0, 1 ] and f,(s) belongs to the class C’ +l’ in a 
409!lW2-9 
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neighbourhood of s = 1, it is not surprising that (fi3) implies that, for some 
r,~(l,r,l, R,EC’+~(C~~,~,I) and 
R,(y)=Ro+K(y-l)+O(Jy-11”~) as y+l (3.13) 
(see also Lemma 4.7) and hence, by (3.8), (3.9), and (3.11) 
RI(Y*) = R(Y) + 4Y -Y*). 
If K f 0, this implies that we can choose the interval [r,,, r,] around 1 
so small that 
R, is strictly monotone on [r,, r,]. 
Hence if y > 1 is small enough and K# 0, there exists a unique YE [r,, r,] 
such that 
WY I= R,(f) (3.14) 
and we arrive at the following consequence of Theorem 3.3. 
COROLLARY 3.4. Let hypotheses (Hl-H2) and (A3) be satisfied. Let 
N>2 and KfO 
and let, for any y > 1 near to 1, 7 be defined by (3.14). Then 
~,=~l,~+o(IY-7l) uniformly on compact subsets 
of (0, &I as Y 11. (3.15) 
Remark 3.5. Hypotheses (Hl-H2) and (A3) imply that, if KZO, 0 is 
not an eigenvalue of the linearized operator A + f'(u,) in L2(BRC,)) (with 
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zero boundary conditions). Indeed, suppose that 0 is an eigenvalue; then 
Problem I,, with f replaced by fi, would have a bifurcation point at 
A= Jo. Since the bifurcating solutions are positive and hence radially 
symmetric, this would imply that also the curve R,(y) “bifurcates at y = 1,” 
which is impossible in view of the fact that R,(y) is a function, i.e., 
single-valued. 
4. PRELIMINARIES 
Throughout this section we assume that the hypotheses (Hl-H2) and 
(H3) are satisfied. First we prove the monotonicity of the solution u7 which 
we have used in Section 3. 
LEMMA 4.1. Let y > 0 and let ug be the solution of Problem V,. If R(y), 
defined by (3.5), satisfies 
then 
f(Y)>0 and u; <O on (0, R(y)). 
ProoJ: If N = 1 the proof is trivial, so we assume that N 3 2. 
First let f(y) > 0. Arguing by contradiction, we suppose that there exists 
an rl E (0, R(y)), where u = u, attains a strict minimum. Hence 
u’(r,) = 0, 
and there exists an r2 E (rI, R(y)) such that 
4r1) = u(r2) and u> u(rI) on (rl, r2). 
Multiplying Eq. (3.4) by U’ we obtain that 
k(uI(12))2= -(N- l)jIrpl(u’(r))‘dr<O 
and we have found a contradiction. 
Next let f(y) ~0. Then there exists an r3 E (0, R(y)) such that u = uy 
satisfies 
u(rg) = u(O) = y and u>y on (0, r,). 
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Arguing as above we derive that 
and again we find a contradiction. 
Finally, if f(y) = 0, then u:, = y on R+, and hence R(y) 4: cc. 
Remark. In view of Lemma 4.1, (7i3) implies already that A >O. 
It follows easily that the condition that B> 0 is also necessary for 
Theorem 3.2. 
To prove Theorems 3.2 and 3.3, we need to control uy for y > 1. For y 
near to 1, we can approximate U, quite accurately on the small interval, 
where uy 3 1. In particular there exists a r, > 1 such that we can define for 
each y E (1, r,] the numbers p(y) > 0 and g(y) < 0 by 
yiP(Y)) = 1 and ll.,, > 1 on LO, P(Y)) (4.1) 
and 
i?(Y) = qP(Y 1). (4.2) 
We collect the following results for p(y) and g(y). 
LEMMA 4.2. Let 1 < y < I-, and let p(y) and g(y) be defined by (3.1) 
and (3.2). 
(i) p and g satisfy 
and 
g(y)= -&i+wy - 1)3/2) as yll. (4.4) 
(ii) p and g are continuous on (1, r,). 
(iii) p is increasing on (1, r,)for some Ts E (1, r,]. 
(iv) IfN= 1, g is decreasing on (1, r,). 
Proof. (i) and (ii) This follows from a straightforward calculation, 
based on the integration of the equality 
(r N-1 24:/)‘= -r”-‘f(u.) r’ 
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and the fact that for some C > 0 
B-Csdf(s)<B+Cs for 1 6s6r4. 
(iii) This is an immediate consequence of Lemma 4.3 (with fi =f) 
below. 
(iv) We argue by contradiction and suppose that there exist 0 < y, < 
y2 < Ts such that g(yl) = g(y,). By (iii) alp--p(yl) >O, and hence, 
since Eq. (3.4) is translation invariant if N= 1, 
uy2(r) = u,,(r - a) for r E [a, r(y)]. 
Thus U;,(Q) = 0 and we obtain a contradiction since on the other hand, by 
Lemma 4.1, u;,(a) < 0. 
LEMMA 4.3. Let fi and fi he defined by (3.2) and (3.3) and let uy be the 
solution of Problem V, with f replaced by f, or f2. Then there exists an 
r,>Osuch thatforallO<y,<y,<Mandr~[O,r,] 
O<f(YZ-Y1)~-<~2(r)-~Y,(r)~<S(Y2-Y1). 
ProoJ: We write 
u(r) = f+,>(r) -u,,(r). 
Then there exist positive constants C, and C, which do not depend on yr 
and y2, such that for i = 1,2 
Iuy,l G Cl for 06rd1, 
and 
Ifi -fiM G c, Is1 - %I if Is,( d C,. 
Let r0 E (0, 11 to be chosen below and define 
m=max(lo(r)(, O<r<r,}. 
Then 
I(r N-‘~‘)‘( <mC2rN-’ on (0, rO) 
and integrating this twice we obtain that 
C 
INr)-(h-yl)I 6m24 2N on (0, r0). (4.5) 
430 
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if we choose r. E (0, 1 ] such that 
c,r; 1 
ypj. 
(4.6) 
(4.7) 
By (4.6), m < ;(yz - yi). Substituting this together with (4.7) into (4.5), we 
find that 
and Lemma 4.3 follows at once. 
In the following sections we shall describe how uy behaves for r > p(y). 
There an important tool will be the linearization of U, for y f 1 around 
y= 1. 
We define for y E (r,,, 1) 
qy(r) = +9 - 4) 
Y-l 
for r >O, (4.8) 
where uy is again the solution of Problem V,. Then qr is a solution of the 
problem 
i 
N-l 
(VI,) q” + r 
- q’ + c,(r)q = 0 for r>O 
4(O) = 1 and q’(O) = 0, 
(4.9) 
where the function c, is defined by 
f(u,(r)) -f(uL(r)) 
CArI = us(r) - ul(r) 
if us(r) # uI(r) 
f’(h(r)) otherwise. 
Taking the limit y t 1, it is natural to define q1 as the solution of the 
problem 
N-l 
(VI,) q”+ r 
-q’+f’(u,)q=O for r>O 
Llw = 1 and q’(0) = 0. 
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LEMMA 4.4. Let hypotheses (Hl-H2) and (fl3) be satisfied. Let 
y E (r,, l), and let qy and q1 be the solution of Problem VI, respectively 
Problem VI,. Then there exists a constant C, > 0 such that 
Iqy-411 dC3(1-YY on co, R,l, (4.10) 
where p is defined by (Hl), and where 
R,=R,+l. 
Proof First we observe that there exists a constant C, such that 
I&l 6 Cd on [O, RI1 for all y E (r,, 1). (4.11) 
Indeed, restricted to [0, rO], (4.11) follows from (4.8) and Lemma 4.3; then, 
on the remaining interval [r,, R, 1, (4.11) follows easily from equation 
(4.9) and the fact that cy is uniformly bounded on [0, R,]. 
By (4.11) and hypothesis (HI), there exists a constant C, such that for 
all YE(~~, 1) 
ICy-f'(%)KW -YY on CO, R,l. 
We define 
w=qr-41 on CO, R,l. 
Then w is a solution of the problem 
(4.12) 
N-l 
w”+- r w’+f’(u1)w= -{c,-f’bJh77 on (0, RI1 
and, in view of (4.11) and (4.12) the proof is completed by the following 
result. 
LEMMA 4.5. Let 0 < r, d RI, y, y, E R, I yl d y, and let w be the solution 
of the problem 
N-l 
w”+- w’ + c(r) w = h(r) on (rlr RI1 r 
w(r,) = 0, w’(r, I= Y, 
where cE Lm(r,, R,),and the function h: (r,, R,) is such that 
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for some h, E R. Then there exists a constant C, which depends on R,, llcll m, 
h,, and y, hut which does not depend on r ,, y, and the function h, such that 
max Ill G GAY + i(h)). 
rI<?-<RI 
The proof of Lemma 4.5 is straightforward and we omit it here. 
The following result is an immediate consequence of Lemma 4.4. 
COROLLARY 4.6. Let hypotheses (Hl-H2) and (fl3) be satisfied. Let uy 
be the solution of Problem V, for y E (I-,, 11, and let q, be the solution of 
Problem VI,. Then 
Ur=U,+(Y-l)q,+O((l-y)‘+P) as YP (4.13) 
uniformly on [0, R,), and 
q,(RJ = Kl4(R,)I, (4.14) 
where K is defined by (a3) and R, by (4.10). 
Finally let u,,~ be the solution of Problem V, with f replaced by fi, and 
let R,(y) be defined by (3.12). Then R= R, on [r,, 11. The following 
result shows that R, can locally be extended for y > 1 as a smooth function. 
LEMMA 4.7. Let hypotheses (Hl-H2) and (fi3) be satisfied. Then there 
exists a function R, E C’ +,( [r,,, r,]) f or some r2 > 1 which satisfies (3.12), 
and 
u],y=ul+(y-l)q~+o(ly-l/l+~) as y-i1 (4.15) 
uniformly on [0, R,]. 
Proof: Since fi E C1+p( [0, co)), the proof of (4.15) is similar to the one 
of (4.13). 
It follows at once from (4.15) that there exists a r2 > 1 such that R,(y), 
defined by (3.12), is finite for YE (1, r,] and, due to (4.14) and (4.15) 
satisfies (3.13). 
Finally we have to prove that R, E C ’ + “( [To, r,] ). This is a consequence 
of the implicit function theorem (cf. Remark 3.5) and the fact that the 
dependence of ul,Jr) on y and r is C1+p around (y, r) = (1, R,). (The 
smooth dependence on y follows easily from expressions like (4.15), which 
also can be derived if we replace y --t 1 by y + y,,, with y0 in a 
neighbourhood of y = 1.) 
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5. Na2 
In this section we shall prove Theorems 3.2 and 3.3 in the case N 3 2. 
To keep the proofs as transparent as possible, we omit the proof of 
Theorem 3.2 (iii). Its proof is a refinement of the arguments given below, 
and we shall give it only in the case N = 1. See also Remark 6.3 at the end 
of the next section. 
First we consider the case N = 2. In the arguments below we shall always 
assume that 0 < y - 1 is small enough, without specifying everytime how 
small y - 1 actually is. 
So let y > 1. The heart of the proof is the following approximation of 
u,(v) away from r=O. 
LEMMA 5.1. Let the hypotheses (Hl-H2) and (n3) be satisfied. Let 
N = 2 and let q, be the solution of Problem IV,. Then 
ur=u1+Qasql(Y-l)log(y-l)+O(y-l) 
uniformIy on compact subsets of (0, R,] as y 11, (5.1) 
where R,=R,+l and 
Accepting Lemma 5.1 for the moment, we first prove Theorems 3.2 and 3.3. 
Proof of Theorem 3.2. (i) and (ii) (N= 2). The proof is an immediate 
consequence of (5.1) and (4.14). 
Proof of Theorem 3.3. (N= 2). By (3.11), (4.15), and (5.1) 
u,=u,.+o((y*-l~“+‘)+o(~-1) as ~11. 
The proof is completed by the observation that, by (3.11) 
o(ly*-lI~+‘)+o(y-1)=o((y-y*~) as ~11. 
It remains to prove Lemma 5.1. 
Proof of Lemma 5.1. Let p(y) and g(y) be defined by (4.1) and (4.2). 
We have to approximate u?(r) for r > p(y). 
A first approximation of uj, is u,. We define 
v), = uy - u, on I34 &I. 
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Then uy is the solution of the problem 
N-l 
If’+- v’+d,v=O on (P(Y), RI1 r 
where d, E C( [p(y), R,]) is defined by 
fb,) -f(u*) 
d, = U./-U, 
if u,#ul 
.f’(u,) otherwise, 
and where the constants & and rl/, are defined by 
4, = 1 - U’MY))? 
and 
$7 = &T(Y) - U’l(P(Y)). 
Since 
and 
u,(r) = 1 - $Ar2 + 0(r4) 
u;(r) = - &Ar + 0(r3) 
it follows from (4.3) and (4.4) that 
as t-J.0 
as rJ0, 
as ~11, (5.2) 
and 
Gy= -fiQAB(y- 1)“2+O((y- 1)3’2 as ~11. 
To obtain zero-boundary conditions at r = p(y) we define 
w,=v,-hh, on MY), &I, 
where h, is the solution of the problem 
(5.3) 
(5.4) 
N-l 
h” +- h’=O in (Pi RI1 r 
A=#, and h’=t,by at r=p(y). 
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Then h, can be written explicitly as 
h,(r)=dy)ll/, logr-p(y)$, logdy)+d, 
for p(y) < r $ R,. Observe that, in view of (4.3),(5.2), and (5.3), 
h,=Q,,(Y-l)log(Y-l)+~(Y-l) as ~11 
uniformly on compact subsets of (0, R,] 
and in particular 
I R’ (h,(r)-Q,,(y--l)log(y-l)}dr=O(y-1) as ~11. PO’) 
435 
(5.5) 
(5.6) 
(5.7) 
Let us consider the function W, defined by (5.4). It is the solution of the 
problem 
N-l 
WI)+-- w’ + d,( w + h,) = 0 on (P(Y), RI1 r 
w’=w=O at r=p(y). 
Since d, is uniformly bounded and since clearly 
lh, I G Cob - 1) IhidY - 1 )I on [P(Y), RI1 
for some C, > 0, Lemma 4.5 implies that 
w, 6 Cl(Y - 1) IlO!dY - 1 )I on MY), 4 1 
for some C, > 0. Defining on [p(y), R,] the resealed functions 
w,= WY H,= 
h, 
(Y - 1) WY - 1)’ (Y-Wog(Y-1)’ 
it follows that 
W,, H, are uniformly bounded on [p(y), R,], 
and, by (5.7), 
I R’ {H,(r)-Q,,}dr=O(jlog(y-1)1-l) as ~11. P(7) 
Defining 
zy= W:,+Q,B on MY), R,l, 
(5.8) 
(5.9) 
(5.10) 
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it follows that zy is the solution of the problem 
N-l 
z” +- r z’+f’bJz=&(Qm -ff,)+ {.f'(ul)-d,)z, on (Pi RI1 
z = Qm z'=O at r = p(y). 
Observe that, by hypotheses (Hl), 
If’(uJ-d,I ~c&4;~-u,Ip=c*lo,l” 
dc31Y-11p Ilogb-l)lp on MY), RI], (5.11) 
where C, and C, are positive constants. 
Finally let q1 be the solution of Problem IV, and define the function py 
on MY), 41 by 
Q 
Pj;=‘,-q,(p;;))91. 
Then py is the solution of the problem 
p” + ~~‘+f’(u,)p=d,(Q,,-H,)+ tf’h)-+, on (P(Y), RI1 
p=o and Q 
p’= -Yl(P;;)) q1 
at r = p(y). 
Hence, by Lemma 4.5, the estimates (5.9), (5.10), and (5.11) and the fact 
that q;(p(y)) = O((y - 1)“‘) as y 1 1, imply that for some C, > 0 
lPylalIlog(Y-wl on b(y), RI I. 
We translate this result in terms of U, and obtain that 
Uu=U,+(QAsql+H,-QeAB)(Y-l)log(y-l)+O(y-l) 
uniformly on (p(y), R,] as yL 1, 
which, in view of (5.6), implies (5.1). 
Next we consider the case N 3 3. Arguing as in the case N = 2, the proof 
of Theorem 3.2(i) and (ii) and Theorem 3.3 can be reduced to the following 
lemma. 
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LEMMA 5.2. Let hypotheses (HI-H2) and (R3) he satisfied. Let N>3 
and let q, he the solution of Problem IV r. Then 
u;.=u, +Qasq,(y- l)+U((y- l)‘+P) 
uniformly on compact subsets of (0, R,] as 7 1 1, (5.12) 
where R, = R. + 1 and 
NA-2B 
QAB=B(N-2). 
The proof of Lemma 5.2 follows the same line as the one of Lemma 5.1. 
Below we only indicate the computational differences with the proof of 
Lemma 5.1. 
We replace (5.3) and (5.5) by 
~~=~~(y-l)‘.‘+“((y-l)~~2) as ~11 (5.13) 
and 
h,(r)=II/;,{p(y))N~‘(2-N)~‘r2-N-11/,(2-N)~’p(y)+~,. 
Hence, by (4.3), (5.2), and (5.13) 
h, = &,AY - 1) + O((Y - 1)‘) 
uniformly on compact subsets of (0, R, ] as y 1 1. (5.14) 
We define wy as in (5.4) and replace (5.8) by 
Wy=(y- 1))‘M’;,, H,=(y- 1))‘h;, on [P(Y), RI]. 
Again W, and H, are uniformly bounded, and proceeding as before we 
arrive at (5.12). 
6. N=l 
In this section we prove Theorem 3.2 if N= 1. Due to the translation 
invariance of Eq. (1.2) if N = 1, the proof of Theorem 3.2 (i)-(ii) is quite 
different from (and easier than) the proof in Section 5. In the second part 
of this section we shall show how the proof can be refined to obtain 
Theorem 3.2 (iii). 
Proof of Theorem 3.2 (i) (ii). To explain how we can use the translation 
invariance of (1.2) we need first to introduce some more notation. 
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Let, for y E (1, r,], p(y) and g(y) be defined by (4.1) and (4.2). Replacing 
f by fi we define, for y - 1 small enough, the quantities p,(y) and g,(y) in 
a similar way, 
~l,,h(YN = 1 and Ul,y ’ 1 on CO, P,(Y)) (6.1) 
and 
g,(y) = 4,&h(Y))? (6.2) 
where uiy is the solution of Problem V, with f replaced by f,. 
As in Lemma 4.2, 
and 
as r-l1 (6.3) 
g,(y)= -/s+O((y-l)3i2) as ~11, (6.4) 
and, for y - 1 > 0 smal enough, the functions p, pi , g, and g, are 
continuous and monotone with respect to y. Hence, for y - 1 > 0 small, 
there exists for each y a unique yr > 0 such that 
and 
gl(Yl) = g(Y) (6.5) 
(6.6) 
Finally, we find u&r) for r > y from the translation of ui,(~) over a distance 
P(Y)-P1(Y1), 
u,w = Ul,,,(Y + Pl(Yl) - P(Y)), r’P(Y). (6.7) 
In particular we obtain R(y) from the relation 
R,(Y,)=R(Y)+p,(Y,)-p(Y), (6.8) 
where R, is defined by Lemma 4.7. Substituting (3.13) (4.3), and (6.3) into 
(6.8) and using (6.6), we arrive at the expression 
R(y)=R,+$+y-l)+ ,(y-l)- ,,(y-1)+4y-1) 
r-F--- 
as ~11 
and (3.7) follows. This completes the proof of (i) and (ii). 
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Proof of Theorem 3.2 (iii). We fix Y > 1 such that Y - 1 is small enough, 
and let p(Y), g(Y), Yi, pi(Yi) and the functions U,(T) and U,.?,(Y) be defined 
as before. 
Let AY > 0 be small. We define dy , > 0 by 
g,(Y,+AY,)=g(Y+AY) 
and 
(6.9) 
and define Ap and Ap, by 
4 = P(Y + AY) - P(Y 1 
and 
4, =PI(YI +AY,)-P,(Y,). 
Then, as in (6.7), for r > p(Y) + Ap, 
U y+dyw=ul,y,+Ll~, (~+P,(Y,)+AP,-P(Y)-AP), 
In particular 
and hence, using (6.8), 
R(Y+AY)-R(Y)=R,(Y,+AY,)-R,(Y,)--P,+AP. (6.10) 
To prove Theorem 3.2 (iii) we have to show that, for Y - 1 > 0 and 
Ay > 0 small enough, 
WY + AY) -R(Y) 
>o if A>B 
<o if A <B. 
(6.11) 
Below we shall estimate the terms at the right hand side of (6.10). 
Let, for y > 1 fixed, q E C’( [0, p(Y)]) be the solution of 
i 
q”+f’(u,)q=O on (0, P(Y)) 
4(O) = 1 and q’(0) = 1. 
Similarly, replacing f by f, and uy by u,,?,, we define q, E C’([O, p,(y,)]). 
LEMMA 6.1. Let y > 1 be fixed such that y - 1 is small enough. Then 
Ap= -%d~+O((Ay)~+p) as AyJO (6.12) 
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dp = -ql(pl(yl)j dy, + o((dy,jl+~j I 
gl(Yl) 
as dy,JO. (6.13) 
Proof: Since the proofs of the two inequalities are almost identical, we 
only prove (6.12). 
From the definition of q(r), p(y) and g(y), it follows easily that 
U,,d;MY)) = 1 + dP(Y)j AY + O((~Y)‘+f‘) 
and 
ui+d,(P(Y))=g(Yj+q’(P(Y)j~Y+o((~Y)’+~’) 
Substituting this in the Taylor expansion 
1 = u, + d;iP(YN + u;+d,b(YN dP + OWd2) 
we arrive at (6.12). 
as &JO 
as dy JO. (6.14) 
as dplo, 
LEMMA 6.2. There exists a constant C(y) > 0 such that 
Lly,=C(y)dy+o((dy)‘+“) as AyJO 
and 
C(y)=$+o(l) as yJ1. (6.15) 
Proof Using the Taylor expansion of u; +dy(r) around r = p(y) it 
follows from (6.14) and Eq. (1.2) that 
g(Y+dY)_ul,+dy~P(Y)+dP) 
= i?(Y) + 4’(P(Y )) 4 
--f(u;,+‘&(Y))) dP + O((4j2) as &JO. 
Hence, by Lemma 6.1 
4(Y + 4) = g(Y) + 4MY)) 4J 
+f(u,+d,MY))) 
dP(Y)) 
___ dy + O((Lly)‘+q 
g(Y) 
as AyJO. 
ON du + y(u) = 0 WITH f DISCONTINUOUS 441 
Similarly we obtain that 
On the other hand, by (6.5) and (6.9), g,(l),)= g(y) and g,(yi +AT~)= 
g(y + dy), and hence 
Finally, if we define C(y) by 
C(Y) =.f 
f(~,.d,MY))) MY)) + q’(m)) g(Y) 
1 ~l,,,+dy,(PliYl))qL(P,(Y1))+q;(P,(Y1)) g(y) 
( 
we arrive at Lemma 6.2. In particular (6.15) follows from the following 
properties: 
f(~,+.,bw)) + B as ;J.J 1. 
f1(~l,,,,d&01))) + A as 711, 
dP(Y)) --f 1 and q,(P,(Y,))+ 1 as ~11, 
and 
q’(d4, q’hh)L and g(y)-+0 as yll. 
It remains to complete the proof of Theorem 3.2 (iii), i.e., to prove (6.11). 
It follows from Lemma 6.1 and 6.2 that 
where 
dp -dp, = c(y) dp + O((dy)‘+“) as dyl0, (6.16) 
404. ISi’2~10 
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In particular we may assume that y - 1 is so small that 
if A>B 
if A < B. 
(6.17) 
Hence, to prove (6.11) it is sufficient o show that the term Ap - Ap, at the 
right hand side of (6.10) dominates the term R,(y, + Ay,)-R,(y,). 
However, using Lemma 6.2, we find that 
IR,(Y,+AY,)-R,(Y,)I <KAY, QK, 4 (6.18) 
where the constants K and K, do not depend on y , , i.e., on y. Since, by (6.12) 
4 
dp 
-0 as ~11, 
it follows from (6.10), (6.16), (6.17), (6.18), and (6.19) that we may assume 
that y - 1 > 0 is so small that (6.11) holds for Ay > 0 small enough. This 
completes the proof of Theorem 3.2. 
Remark 6.3. The proof of part (iii) of Theorem 3.2 (N= 1) is a reline- 
ment of the proof of (i) and (ii) in the sense that we have compared 
uy+dy(r) and z+,(r) for each y > 1 (y - 1) small instead of only y,(r) and 
ul(r). The same procedure can be used to prove part (iii) if A’> 1, adjusting 
the proofs of Lemma 5.1 and 5.2. 
In the following section we shall need a result which is slightly sharper 
than Theorem 3.2 (iii). 
THEOREM 6.4. Let N= 1 and let hypotheses (Hl-H2) and (l?3) be 
satisfied. Let uy be the solution of Problem V, and let 1 < y, < y2. Then, if 
y2 - 1 is small enough, 
0) uy2 - uy, changes sign on the interval (0, R(y,)) (C (0, R(y,)) if 
A < B. 
(ii) uyz - u,, ‘0 in (0, R(Y,)) (=&A NY,)) if A > B. 
Proof. Part (i) follows at once from the facts that u,,(O)= yz> 
yI = ~~~(0) and that, by (6.1 l), u,,(R(y,)) = 0 < u,,(R(y,)) if A < B. 
So let A > B. If y2 - 1 > 0 is small, we can approximate uy, and uy2 quite 
precisely as long as they are greater than one. In particular defining 
Y,: CO, Y~I --* CO, R(Yi)l (i= 1,2) by 
ON du+~f(U)=o WITHf DISCONTINUOUS 443 
it follows easily that 
&MY)) < u;,bI(Y)) for 1 <y<y,. 
Hence we may define y * E [0, 1) by 
Y* =inf{YE CO, 1): ~~,,(Y,(Y))<u~,,(Y,(Y)) for all YE(% yllj. 
We claim that y* = 0. Since R(y,) > I?(?,), the desired result follows at 
once if we “shoot uy,(r) backwards” from r = R(y,). 
Suppose that y* E (0, 1). Then it follows from the uniqueness of solutions 
of initial value problems for ordinary differential equations that 
dr) = u,,(r + Y,(Y*) - JO*)) 
and we arrive at a contradiction. 
7. STABILITY 
Let the functions 4 and g be chosen as in Section 2. We recall that we 
call uy stable if #(u,) is stable in the sense of Definition 2.1. Although the 
definition of stability depends on the choice of 4 and g, we shall see that 
the stability results below do not depend on 4 and g. 
We start with the one-dimensional case. 
THEOREM 7.1. Let N= 1 and let hypotheses (Hl-H2) and (fi3) be 
satisfied. Let uy be the solution of Problem V,. 
(i) If A > B, and y - 1 > 0 small enough, then u, is stable. 
(ii) If A < B and y - 1 > 0 small enough, then I+, is unstable. 
Proof: (i) By Theorem 6.4 (ii) we may assume that y - 1 is so small 
that z+,(r) is strictly increasing with respect to y. 
Let c > 0 be fixed. Then there exists a dy > 0 and a 6 > 0 such that 
1 
ku,,+,,-Uu,<E in BRcyJ = C-R(Y), WY)1 
--E<U,-~y-U.,< -6 in BRcy,. (7.1) 
Finally, let u., be defined by 
u, = &+) (7.2) 
and let vO: BRcr;) + R satisfy 
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Let v(t; oO) be the solution of Problem IV, (i.e., Problem IV, with 2 = 1 
and B replaced by BRcBj). Th e comparison principle [ 1 ] implies that 
v( t; vO) exists globally for all t > 0 and that for all t > 0 
v, mAy <u(t; u,,) d Vg+A.; in BRcy,. (7.3) 
The stability of v;, (and thus of uY) follows easily from (7.1) and (7.3). 
(ii) By Theorem 6.4 (i) we may assume that y - 1 is so small that for 
small dy > 0 u.~ +dy - z+, changes sign in BRcyj. 
Let v7 be defined by (7.2). Let 6 > 0 be fixed. Then there exists a dy > 0 
such that v, + Ay - 
. 
v;, changes sign m BRcgj and 
v y-CA;‘- ) v < 6. 
We define for Irl <R(y) 
vg(r)=max{o,+A,(r), v,(r)>. 
Then vg is a subsolution but not a solution of the problem 
(VI,) v =o i 
Mu) + g(v) = 0 in BBC.,) 
on ~BRcyj. 
Let v(t; vg) be the solution of Problem IV, with v0 E vs. It is sufficient o 
show that there exists a Ts > 0 and an .sO > 0 which does not depend on 6, 
such that 
Ilu(T,; ~a)- ~,ll~=(~~,~~)‘~o. (7.4) 
A standard argument based on the comparison principle [ 11, shows that 
u(t; Ye) is radially symmetric and increasing with respect to t. To prove 
(7.4) we may restrict ourselves to the case that v(t ; vg) is globally defined 
for all t>O and that {v(t;vg)}t~O is uniformly bounded in L”(B,,,,). In 
that case we may define the radially symmetric limit function 
v:(r) = lim v(r, t; v,), I4 f NY) t-00 
and a standard monotonicity argument shows that us” is a solution of 
Problem VI,. 
Finally (7.4) follows if we show that for some E > 0 
lb,” - 0, II L.=(B,t+,) ’ E. 
This however follows immediately from the description of U, near y = 1 
ON du+,?f(u)=o WITHf DISCONTINUOUS 445 
which we have given in Theorem 3.2 (i.e., from the fact that R(y + dy) # R(y) 
for dy > 0 small). 
In the higher-dimensional case the situation is entirely different. 
THEOREM 7.2. Let hypotheses (HlLH2) and (A3) he satisfied and let 
N>2 and K# 0. 
Let u;, be the solution of Problem V,. Then, for y - 1 > 0 small enough, uY 
is stable tf and only if 
K>O, Po<Q and 
A>B if N=2 
NA>2B if N>3, 
(7.5) 
where p,, is the maximal eigenvalue of the linearized operator A + f ‘(u, ) in 
L2( B,(, ,) with zero boundary conditions. 
Remark. The condition K > 0 in (7.5) can be omitted. It is, given that 
K # 0, a consequence of the condition pco < 0. 
As we have seen before in the proof of Theorem 7.1, the proof of 
Theorem 7.2 can be reduced to order properties of u7 (defined by (7.2)) 
with respect to 1~. Therefore it is enough to prove the following lemma. 
LEMMA 7.3. Let the conditions of Theorem 7.2 be fulfilled, and let vl’ be 
defined by (7.2). 
(i) If (7.5) is satisfied, and y - 1 > 0 is small enough, then vy is strictly 
increasing with respect to y. 
(ii) If (7.5) is not satisfied and y - 1 is small enough, then v;,,~? - vi 
changes sign in B,(,, ,for any Ay > 0 small enough. 
We only sketch the proof here. 
If 
K(A-B)<O if N=2 
respectively 
K(NA - 2B) < 0 if N>3, 
part (ii) follows immediately from Theorem 3.2. 
To handle the remaining cases, we use the following properties of the 
solution 4, of Problem IV, : 
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(i) if K>O and pO<O, then q, >O in B,; 
(ii) if K<O or if K>O and pO> 0, then q1 changes sign in B,. 
Combining these properties with the refinement of Lemma 5.1 and 5.2 
which we discussed in Remark 6.3, Lemma 7.3 follows easily. 
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