Fractional thoughts by Garofalo, Nicola
ar
X
iv
:1
71
2.
03
34
7v
4 
 [m
ath
.A
P]
  9
 M
ar 
20
18 Fractional thoughts
Nicola Garofalo
1
Author address:
Dipartimento d’Ingegneria Civile e Ambientale (DICEA), Univer-
sita` di Padova, Via Marzolo, 9 - 35131 Padova, Italy
E-mail address : nicola.garofalo@unipd.it
1This work was supported in part by a grant “Progetti d’Ateneo, 2013”, University of Padova

Contents
1. Introduction 1
2. The fractional Laplacean 8
3. Maximum principle, Harnack inequality and Liouville theorem 16
4. A brief interlude about very classical stuff 18
5. Fourier transform, Bessel functions and (−∆)s 26
6. The fractional Laplacean and Riesz transforms 32
7. The fractional Laplacean of a radial function 34
8. The fundamental solution of (−∆)s 34
9. The nonlocal Yamabe equation 41
10. Traces of Bessel processes: the extension problem 43
11. Fractional Laplacean and subelliptic equations 49
12. Hypoellipticity of (−∆)s 56
13. Regularity at the boundary 67
14. Monotonicity formulas and unique continuation for (−∆)s 73
15. Nonlocal Poisson kernel and mean-value formulas 83
16. The heat semigroup P
(s)
t = e
t(−∆)s 92
17. Bochner’s subordination: from Pt to (−∆)s 99
18. More subordination: from Pt to P
(s)
t 100
19. A chain rule for (−∆)s 103
20. The Gamma calculus for (−∆)s 104
21. Are there nonlocal Li-Yau inequalities? 109
22. A Li-Yau inequality for Bessel operators 112
23. The fractional p-Laplacean 116
Bibliography 119
iii
Abstract
In this note we present some of the most basic aspects of the operator (−∆)s
with a self-contained and purely didactic intent, and with a somewhat different slant
from the existing excellent references. Given the interest that nonlocal operators
have generated since the extension paper of Caffarelli and Silvestre [CS07], we
feel it is appropriate offering to young researchers a quick additional guide to the
subject which, we hope, will nicely complement the existing ones.
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rosyan, C. Pop and X. Ros-Oton for taking the time and effort to read the manu-
script at different stages of its preparation and for so graciously providing me with
much valuable feedback.
3“...Beyond this there is nothing but prodigies and fictions, the only inhabitants
are the poets and inventors of fables; there is no credit, or certainty any farther”
Plutarch, Lives
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1. Introduction
In his visionary papers [R38] and [R49] Marcel Riesz introduced the fractional
powers of the Laplacean in Euclidean and Lorentzian space, developed the calcu-
lus of these nonlocal operators and studied the Dirichlet and Cauchy problems for
respectively (−∆)s and (∂tt−∆)s. The introduction of [R38] reads:...“On peut en
particulier conside´rer certains proce´de´s d’inte´gration de characte`r elliptique, hyper-
bolique et parabolique respectivement. Dans tout ces proce´de´s l’inte´grale d’ordre
deux joue un roˆle particulier, elle constitue l’inverse des ope´rations qui figurent
respectivement dans l’e´quation de Laplace, celle des ondes et celle de la chaleur.
Nous nous sommes occupe´ en particulier des deux premiers proce´de´s et nous avons
l’intention de rassembler nos recherches dans un me´moire e´labore´. En attendant,
nous donnons dans le pre´sent travail un re´sume´ assez de´taille´ de nos re´sultats con-
cernant l’inte´gration elliptique et les potentiels qui y correspondant...”
Pseudo-differential operators such as (−∆)s, (∂tt − ∆)s, (∂t − ∆)s, and the
very different operators ∂tt + (−∆)s and ∂t + (−∆)s, play an important role in
many branches of the applied sciences ranging from fluid dynamics, to elasticity
and to quantum mechanics. For instance, a main protagonist of geophysical fluid
dynamics is the two-dimensional quasi-geostrophic equation (QGE){
θt+ < u,∇θ >= κ(−∆)sθ,
u = ∇⊥ψ, −θ = (−∆)1/2ψ,
where:
• ψ is the stream function;
• θ is the potential temperature,
• u is the velocity.
The parameter κ represents the viscosity, and s ∈ (0, 1). The QGE is one impor-
tant instance in which the nonlocal operators (−∆)s and ∂t + (−∆)s appear, see
[CC04], [CV10], and the references therein. These nonlocal operators also present
themselves in the convergence of nonlocal threshold dynamics approximations to
front propagation, see [CSo10]. In [FdlL86] the authors study stability against
collapse of a quantum mechanical system of N electrons and M nuclei interact-
ing by pure Coulomb forces. For a single quantized electron attracted to a single
nucleus having charge Z the relevant operator at study is the Hamiltonian
H = (−∆)1/2 − αZ|x| ,
where α > 0 is the fine structure constant. Another example comes from elastic-
ity, where the famous Signorini problem has been shown to be equivalent to the
obstacle problem for (−∆)1/2, see [AC04], [CS07], [ACS08], [CSS08], [GP09]
and [PSU12]. Yet another instance is the phenomenon of osmosis, whose descrip-
tion can be converted into an obstacle problem for the fractional heat equation
(∂t − ∆)1/2, see [DL69] and [DGPT17]. In the study of internal travelling soli-
tary waves in a stable two-layer perfect fluid of infinite depth contained above a rigid
horizontal bottom one, or in soliton theory, one has the Benjamin-Ono equation
(−∆)1/2u+ u− u2 = 0
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on the line R. A basic question is the uniqueness of solutions, see [AT91], and
also the more recent works [FLe13], [FLeS16] for important generalizations of the
results in [AT91].
Besides these phenomena, the nonlocal operators listed above also arise promi-
nently in other branches of mathematics, such as e.g. geometry, probability and
financial mathematics. For some of these aspects we refer the reader to:
1. the classical volumes of E. Dynkin on Markov processes [Dy65];
2. the pioneering works of Silvestre [Si07], and Caffarelli and Silvestre [CS07];
3. the “obstacle” book by Petrosyan, Shahgholian and Uraltseva [PSU12];
4. the hitchiker’s guide by Di Nezza, Palatucci and Valdinoci [DPV12];
5. the lecture notes of Bucur and Valdinoci [BuV16];
6. the survey paper [Go16] by M. del Mar Gonza´lez;
7. the variational book [MRS16] by Molica Bisci, Radulescu and Servadei;
8. the survey paper [DS17] by Danielli and Salsa;
9. the survey papers [RO15], [RO17] and [RO17’] by Ros-Oton;
10. the forthcoming volume edited by Kuusi and Palatucci [KP17];
11. the lecture notes [DMV17] by Dipierro, Medina and Valdinoci;
12. the “diffusion” lecture notes [V17] by J. L. Vazquez;
13. the recent lecture notes [AV17] by Abatangelo and Valdinoci.
For an introduction to the subject of fractional differentiation and integration from
the point of view of analysis the essential references are:
14. M. Riesz’ already cited original papers [R38] and [R49];
15. E. Stein’s landmark book on singular integrals [St70];
16. Landkov’s book on potential theory [La72];
17. the volume on fractional differentiation by Samko, Kilbas and Marichev
[SKM93].
An interesting account of the fractional calculus, its applications and historical
development can be found in:
18. the fractional book [OS74] by Oldham and Spanier;
19. the article [Ro77] by B. Ross.
Our objective in this note is presenting some of the most basic aspects of
the operator (−∆)s with a self-contained and purely didactic intent, and with a
somewhat different slant from the above cited references which of course reflects
the taste of the author. Given the interest that nonlocal operators have generated
since the extension paper of Caffarelli and Silvestre [CS07], we feel it is appropriate
offering to young researchers a quick additional guide to the subject which, we hope,
will nicely complement the (often more advanced) existing ones.
A list of the topics covered by this paper is provided by the table of content,
but let us say something more in detail:
• In Section 2 we introduce the main pointwise definition of the nonlocal
operator (−∆)s, see (2.8) below. This is the starting point of the whole
note as all the material presented here is, in one way or the other, derived
from it. In Proposition 2.9 we show that the definition (2.8) implies a
decay at infinity of the fractional Laplacean that plays an important role
in its analysis.
• Section 3 contains a brief discussion of the maximum principle, the Har-
nack inequality and the theorem of Liouville in the fractional setting.
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We do not make any attempt at discussing these aspects extensively, but
we simply confine ourselves to make the (unfamiliar) reader acquainted of
the differences with their local counterparts, and then refer to the existing
sources.
• Section 4 constitutes a brief interlude on two important protagonists of
classical analysis which also play a central role in this note: the Fourier
transform and Bessel functions. These two classical subjects are inextrica-
bly connected. One the one hand, the Bessel functions are eigenfunctions
of the Laplacean. On the other, they also appear (the curvature of the
unit sphere in Rn is lurking in the shadows here) as the Fourier transform
of the measure carried by the unit sphere. In this connection, and since it
is a recurrent ingredient in this note, we recall the classical Fourier-Bessel
integral formula due to Bochner, see Theorem 4.4 below.
• Section 5 opens with the proof of Proposition 5.1, which describes the
action of (−∆)s on the Fourier transform side. This result proves an
important fact: the fractional Laplacean is a pseudo-differential operator,
i.e., one of those nonlocal operators that can be written in the form
Tu(x) =
∫
Rn
e2πi<x,ξ>p(x, ξ)uˆ(ξ)dξ,
where the function p(x, ξ), known as the symbol of the operator, is required
to belong to a certain class. A basic consequence of Proposition 5.1 is
the semigroup property in Corollary 5.3 and the “integration by parts”
Lemma 5.4, which shows that (−∆)s is a symmetric operator. We close
the section with the computation in Proposition 5.6 of the normalization
constant γ(n, s) in the pointwise definition (2.8).
• Section 6 is devoted to discussing a basic question of interest in analysis
and geometry which was asked by Strichartz in [Str83], and which has
generated a considerable amount of work. We introduce the vector-valued
Riesz transform R = ∇(−∆)−1/2, and we show that being able to answer
in the affirmative such question hinges upon the Lp mapping properties
of R. This is in turn intimately connected to the subject of Section 20
below.
• Similarly to the classical Laplacean, (−∆)s preserves spherical symmetry.
In Section 7 we make this property more precise. Using Theorem 4.4 we
provide an “explicit” formula for the fractional Laplacean of a spherically
symmetric function.
• The purpose of Section 8 is multifold. Our declared intent is computing
the fundamental solution of (−∆)s, i.e., proving Theorem 8.4. This can
be done in several ways. To the best of our knowledge, the approach we
choose, although very classical, has not been tried before. We have intro-
duced a regularization (8.6) of the fundamental solution, and in Lemma
8.5 we compute its Fourier transform. In Lemma 8.6 below we use this
result to calculate the fractional Laplacean of the regularized fundamental
solution, and with such result we finally prove Theorem 8.4.
• Using these results, in Section 9 we show that this approach leads in a
natural way to the beautiful discovery of the functions (9.2). Remarkably,
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such functions are solutions of the nonlocal nonlinear equation
(−∆)su = u n+2sn−2s ,
which generalizes to the fractional setting the celebrated Yamabe equation
from Riemannian geometry. The latter is obtained when s = 1.
• Section 10 presents in detail the central theme of the analysis of the
fractional Laplacean: the extension problem of Caffarelli and Silvestre
(10.1) below. We construct the Poisson kernel for the extension opera-
tor, and provide two proofs of (10.2), which characterizes (−∆)s as the
weighted Dirichlet-to-Neumann map of the extension problem. The ex-
tension procedure is a very powerful tool which has been applied so far in
many different directions, and it is hardly possible to accurately describe
the impact of this paper in the field. A prominent one is the theory of
free boundaries, which was in fact the main motivation behind the work
[CS07] itself. Another remarkable application has been given to geome-
try in the work [CG11], where the authors used the extension procedure
to characterize the fractional powers of the so-called Paneitz operator, a
conformally covariant operator of order four, as the (weighted) Dirichlet-
to-Neumann map on a conformally compact Einstein manifold. In the
opening of Section 10 we also discuss briefly the beautiful 1965 paper
[MS65] by Muchenhoupt and Stein which seems not known to the frac-
tional community, but that deserves to be considered in connection with
the extension procedure.
• In Section 11 we discuss one interesting aspect of the extension proce-
dure which is perhaps not so well-known in the fractional community:
the link between the nonlocal operator (−∆)s and the subelliptic oper-
ator Pα, which we define in (11.19) below, that was introduced by S.
Baouendi in his 1967 Ph. D. Dissertation [Ba67]. Proposition 11.2 be-
low shows that (−∆)s arises as the true Dirichlet-to-Neumann map of
the so-called Baouendi-Grushin operator. Furthermore, it is possible to
relate in a one-to-one onto fashion solutions of the extension operator La
to those of Pα. In Proposition 11.4 we show that there is a direct link
between the non-isotropic (sub-Riemannian) pseudo-balls naturally asso-
ciated with Pα, and the Euclidean balls which are instead the natural ones
for the extension operator La.
• In Section 12 we exploit this connection further to provide a proof of
a fundamental property of the nonlocal operator (−∆)s: its hypoellip-
ticity. At first such property might appear surprising since now we are
not dealing with solutions of a partial differential equation (pde). But, a
moment’s thought reveals that, in the end, what really makes harmonic
functions infinitely smooth is the fact that they satisfy the crucial integral
property (12.1) below, which then results into (12.2). The pde is only
a vessel that takes harmonic functions into the blessed land of “averag-
ing”. Since this aspect is shared by solutions of the nonlocal equation
(−∆)s, we should expect solutions of the latter to be infinitely smooth.
The approach we take to the hypoellipticity of (−∆)s is “elementary”
and runs much along the lines of the Caccioppoli-Cimmino-Weyl lemma
for the classical Laplacean, but we make use of the extension procedure.
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With the intent of advertising the link, discussed in Section 11, with the
theory of subelliptic equations, we start from Proposition 12.6, which is
a representation formula involving the Baouendi operator Pα. We use
it to establish a corresponding result for the extension operator La, see
Proposition 12.7 below. With such result we prove Theorem 12.15 which
provides an interesting mean-value formula for solutions to (−∆)su = 0.
Finally, in Theorem 12.17 we establish our “elementary” version of the
Caccioppoli-Cimmino-Weyl lemma for (−∆)s. We do not discuss at all
the real-analytic hypoellipticity of (−∆)s.
• Section 13 is devoted to the question of the regularity at the boundary for
solutions of the Dirichlet problem (13.4). Unlike the interior regularity,
here the situation departs drastically from the local case, in the sense that
there exist real-analytic domains and real-analytic “boundary values” for
which the solution to (13.4) is not better then Ho¨lder continuous at the
boundary. One notable example of this negative phenomenon is the tor-
sion function for the ball for (−∆)s, i.e., the solution to the Dirichlet
problem (−∆)su = 1 in B(0, R), u = 0 in Rn \ B(0, R). The relevance
of such function, which we construct in Proposition 13.1, is multi-faceted.
Remaining within the framework of the subject of interest of this section,
the torsion function shows that standard Schauder theory fails for (−∆)s,
or at least such theory needs to be suitably reinterpreted. This negative
phenomenon is akin, and not by chance, to the failure of Schauder the-
ory which occurs at the so-called characteristic points in the theory of
subelliptic equations. For the fractional Laplacean the correct boundary
regularity is provided by Theorems 13.4 and 13.5 below: the former, due
to Ros-Oton and Serra, states that in the Dirichlet problem with zero
“boundary data” in a C1,1 domain Ω, the function udist(·,∂Ω)s is Ho¨lder
continuous up to the boundary. The latter, due to Grubb, states that in
a C∞ domain this same function is in fact C∞ up to the boundary.
• In partial differential equations, the most fundamental property of inter-
est is the so-called strong unique continuation property. It states that if
a solution to a certain differential operator P (x, ∂x) vanishes to infinite
order at a point of a connected open set, then it must vanish identically.
This property is true when P (x, ∂x) = −∆, but it is shared by large
classes of second order partial differential equations, even with very rough
coefficients. Section 14 is devoted to establishing the strong unique con-
tinuation property of the fractional Laplacean, see Theorem 14.2 below.
We prove such result using monotonicity formulas of Almgren type. We
resort again to the extension procedure, and use the monotonicity formula
in Theorem 14.5 from [CS07]. The difficulty in using the extension pro-
cedure is that the information that a solution of (−∆)su = 0 vanishes to
infinite order at a point does not transfer to the solution of the extension
problem. One needs to further implement a delicate blowup analysis of
a special family of rescalings first introduced in [ACS08] in the study of
the Signorini problem.
• In Section 15 we discuss the nonlocal Poisson kernel for the ball and one
of its direct consequences, the mean-value formula for (−∆)s. These tools
were introduced by M. Riesz in [R38] and are by now part of the fractional
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folklore. We consider the nonlocal mean-value operator A
(s)
r u(x) defined
by (15.6), (15.7), and in Proposition 15.4 we show that
lim
s→1
A
(s)
r u(x) = Mru(x),
where Mru(x) is the spherical mean-value operator of the classical poten-
tial theory, see (2.3) below. In Proposition 15.6 we show that the nonlocal
mean-value operator can be used to provide yet another expression of the
fractional Laplacean, much like the Blaschke-Privalov Laplacean is used
in classical potential theory to define the Laplacean on nonsmooth func-
tions. In Corollary 15.8 we establish a nonlocal analogue of the classical
theorem of Ko¨ebe.
• Section 16 departs from the previous ones in that we start discussing
the heat flow associated with (−∆)s. There is of course more than one
nonlocal heat equation, but here we focus on ∂tu + (−∆)su = 0. We
introduce the fractional heat semigroup (16.7) below, and we spend most
part of the section proving a basic property of the fractional heat kernel
Gs(x, t), namely its positivity, see Propositions 16.2 and 16.3.
• In Section 17 we use the principle of subordination introduced by Bochner
to establish a pointwise representation of (−∆)s in terms of the classical
heat semigroup, see Theorem 17.2 below.
• Section 18 contains yet another important instance of subordination. In
(18.1) below we introduce Bochner’s subordination function and in The-
orem 18.3 show the important fact that the nonlocal heat semigroup is
obtained through subordination with the standard heat semigroup.
• The chain rule is one of the most basic and useful tools in the theory of
partial differential equations. In Section 19 we discuss a simple, yet quite
remarkable nonlocal analogue of the chain rule which was first found in
[CC03]. An important consequence of it is that when u is a solution to
(−∆)su = 0, then u2 is also a subsolution. More in general, if u is a
nonnegative subsolution, then up is a nonnegative subsolution for every
p > 1. We recall that, in the local case, such property is at the heart, for
instance, of Moser’s proof of the Harnack inequality for divergence form
equations with bounded measurable coefficients.
• Over the recent years there has been an explosion of activity surrounding
the so-called Gamma calculus of Bakry-Emery and various powerful gen-
eralizations of the latter. Section 20 is devoted to providing the reader
with a bird’s eye-view of the basics of such calculus. Our primary motiva-
tion is proposing the development of a nonlocal Gamma calculus. In this
perspective the reader might consider this section just as a glimpse into a
possibly rich theory to come. In Definition 20.1 we introduce the notion of
nonlocal carre´ du champ. Such object defines a Dirichlet form whose as-
sociated energy E(s)(u) is given in Definition 20.4. Proposition 20.5 shows
that (−∆)s has a variational nature, since it arises as the Euler-Lagrange
equation of the nonlocal energy E(s)(u). The experienced fractional reader
will immediately recognize familiar objects here. The section ends with
a discussion of the famous Bakry-Emery curvature-dimension inequality,
at the heart of which there is the celebrated Bochner identity, and with a
challenging open question.
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• In Section 21 we continue the discussion from the previous one. Our intent
is to provide the reader with an elementary motivation for undertaking
a new bigger effort. Namely, understanding the beautiful Li-Yau theory.
We introduce a special case of the celebrated Li-Yau inequality and in
Theorem 21.3 we provide an elementary proof of such inequality for the
classical heat semigroup in flat Rn. We use this result to give a simple, yet
elegant proof of the well-known scale invariant Harnack inequality for the
standard heat equation independently proved by Pini and Hadamard in
the 50’s. We close the section with two equivalent interesting conjectures
regarding the nonlocal heat semigroup.
• Section 22 is devoted to discussing a Li-Yau inequality for the Bessel
semigroup (22.1) on the half-line. The Bessel process Ba is ubiquitous in
the fractional world, especially in view of his role in the extension proce-
dure. Since this topic is perhaps more frequented by workers in probability
than analysts and geometers (with the exception of people in harmonic
analysis), we provide a purely analytical construction of the fundamental
solution with Neumann boundary conditions of the heat semigroup asso-
ciated with Ba, see Proposition 22.3 below. We close the section with
Proposition 22.5, in which we show that the heat semigroup associated
with the Bessel process satisfies an inequality of Li-Yau type.
• We end this note with the very brief Section 23 in which we discuss a
fractional nonlinear operator which constitutes the nonlocal counterpart
of the well-known p-Laplacean defined by −∆pu = div(|∇u|p−2∇u). Since
its introduction in [AMRT09] and independently in [IN10], the nonlocal
p-Laplacean (−∆p)s has generated a great deal of interest in the fractional
community and thus we could not close without a brief mention of the
fundamental open question in the area: the optimal interior regularity of
its variational solutions.
A notable omission in this note is the beautiful developing theory of nonlocal
minimal surfaces. For this we refer the reader to the seminal works [CRS10],
[SV14], [CSV15], [CDS16], [DSV16], [DSV17’], and the references therein, as
well as to the survey paper [BuV16] which contains a nice introduction to the
subject.
The reader understands that, for obvious considerations of space, it is not pos-
sible to formally introduce every definition or tool used in this paper. Thus, for
instance, we will not discuss the Schwartz space S (Rn) of rapidly decreasing func-
tions in Rn, and its topological dual, the space S ′(Rn) of tempered distributions.
Similarly, we will not explicitly introduce the topology of the spaces C∞(Rn), or
C∞0 (R
n), and their duals, the spaces E ′(Rn) of compactly supported distributions,
and the larger space of all distributions D ′(Rn) on Rn. Nor we will discuss in detail
the Fourier transform in Rn. For these topics there exist several excellent classi-
cal books, such as for instance: [BC49], [B59], [GS64], [Sch66], [T67], [St70],
[SW71] and [Y78]. One additional source that the reader is encouraged to peruse
is the monograph [La72], in which the author provides an extensive discussion of
the potential theoretic aspects of the nonlocal Laplacean, based on M. Riesz’ paper
[R38].
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Finally, the present note has been written within the constraints imposed by
timeliness. Many important and/or relevant references have been left out simply
because it has been impossible, within the short amount of time available, to consult
the ample existing literature on nonlocal equations. The author sincerely apologizes
with all those people whose work is not properly acknowledged here.
2. The fractional Laplacean
In this section we introduce the protagonist of this note, M. Riesz’ fractional
Laplacean (−∆)s, with 0 < s < 1. At the onset we seek to define the action of such
nonlocal operator on a suitable function in the pointwise sense. With this objective
in mind, it will be convenient to work with the space S (Rn) of L. Schwartz’ rapidly
decreasing functions (whose dual S ′(Rn) is the space of tempered distributions),
although larger classes can be allowed, see Remark 2.5 and Proposition 2.15 below.
We recall that S (Rn) is the space C∞(Rn) endowed with the metric topology
d(f, g) =
∞∑
p=0
2−p
||f − g||p
1 + ||f − g||p ,
generated by the countable family of norms
(2.1) ||f ||p = sup
|α|≤p
sup
x∈Rn
(1 + |x|2) p2 |∂αf(x)|, p ∈ N ∪ {0}.
As it is customary, if α = (α1, ..., αn), then |α| = α1+...+αn, and we have indicated
with ∂α the partial derivative ∂
|α|
∂x
α1
1 ...∂x
αn
n
.
Our initial observation is the following simple calculus lemma which could be
used to provide a probabilistic interpretation of the classical Laplacean on the real
line.
Lemma 2.1. Let f ∈ C2(a, b), then for every x ∈ (a, b) one has
−f ′′(x) = lim
y→0
2f(x)− f(x+ y)− f(x− y)
y2
.
The expression in the right-hand side in the equation in Lemma 2.1 is known
as the symmetric difference quotient of order two. If we introduce the “spherical”
surface and “solid” averaging operators
Myf(x) =
f(x+ y) + f(x− y)
2
, Ayf(x) =
1
2y
∫ x+y
x−y
f(t)dt,
then we can reformulate the conclusion in Lemma 2.1 as follows:
−f ′′(x) = 2 lim
y→0
f(x)−Myf(x)
y2
= 6lim
y→0
f(x)−Ayf(x)
y2
,
where it is easily seen that the second equality follows from the first one and
L’Hopital’s rule. The result that follows generalizes this observation to n ≥ 2.
Proposition 2.2. Let Ω ⊂ Rn be an open set. For any f ∈ C2(Ω) and x ∈ Ω
we have
(2.2) −∆f(x) = 2n lim
r→0
f(x)−Mrf(x)
r2
= 2(n+ 2)lim
r→0
f(x)−Arf(x)
r2
,
where ∆f =
∑n
k=1
∂2f
∂x2k
is the operator of Laplace.
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In the equation (2.2) we have indicated with
(2.3) Mru(x) =
1
σn−1rn−1
∫
S(x,r)
u(y)dσ(y), Aru(x) =
1
ωnrn
∫
B(x,r)
u(y)dy,
the spherical surface and solid mean-value operators. Here, B(x, r) = {y ∈ Rn |
|y−x| < r}, S(x, r) = ∂B(x, r), dσ is the (n−1)-Lebesgue measure on S(x, r), and
the numbers σn−1 and ωn respectively represent the measure of the unit sphere and
that of the unit ball in Rn, see (4.6) below. Either one of the limits in the right-
hand side of (2.2) is known as the Blaschke-Privalov Laplacean, and its relevance
in potential theory is that, unlike the standard Laplacean, one can define such
operator on functions which are not smooth, see for instance [He69] and [DP70].
For the probabilistic interpretation of the Laplacean one should see [Dy65].
Before proceeding, and in preparation for the central definition of this section,
let us observe that using (4.6) it is easy to recognize that we can write the second
identity in (2.2) in the more suggestive fashion:
(2.4)
−∆u(x) = (n+ 2)Γ(
n
2 + 1)
π
n
2
lim
r→0+
∫
Rn
[2u(x)−u(x+y)−u(x−y)] 1
rn+2
1B(0,r)(y)dy,
where we have denoted by 1E the indicator function of a set E ⊂ Rn.
In the applied sciences it is of great importance to be able to consider fractional
derivatives of functions. There exist many different definitions of such operations,
see [OS74], [SKM93], and the recent paper [BMST16], but perhaps the most
prominent one is based on the notion of (Marcel) Riesz’ potential of a function. To
motivate such operation let us assume that n ≥ 3, and recall that in mathematical
physics the Newtonian potential of a function f ∈ S(Rn) is given by
I2(f)(x) =
1
4π
n
2
Γ
(
n− 2
2
)∫
Rn
f(y)
|x− y|n−2 dy,
where we have denoted by Γ(z) Euler’s gamma function (for its definition and
basic properties see Section 4 below). Now, using (4.6) and the properties of the
gamma function, one recognizes that the convolution kernel 1
4π
n
2
Γ
(
n−2
2
)
1
|x|n−2 in
the definition of I2(f) is just the fundamental solution
E(x) =
1
(n− 2)σn−1
1
|x|n−2
of −∆. With this observation in mind, we recall the well-known identity of Gauss-
Green that says that for any f ∈ S(Rn) one has
I2(−∆f) = f.
Recall M. Riesz’ words in the opening of this note: “...l’inte´grale d’ordre deux joue
un roˆle particulier, elle constitue l’inverse des ope´rations qui figurent respectivement
dans l’e´quation de Laplace...” In other words, the Newtonian potential is the inverse
of −∆, i.e., I2 = (−∆)−1. This important observation leads to the introduction of
M. Riesz’ generalization of the Newtonian potential.
Definition 2.3 (Riesz’ potentials). For any n ∈ N, let 0 < α < n. The Riesz
potential of order α is the operator whose action on a function f ∈ S (Rn) is given
by
Iα(f)(x) =
Γ
(
n−α
2
)
π
n
2 2αΓ
(
α
2
) ∫
Rn
f(y)
|x− y|n−α dy.
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It is not difficult to prove that Iα(f) ∈ C∞(Rn) for any f ∈ S(Rn). Concerning
the definition of Iα, we note that the normalization constant in it matches that of I2
when α = 2. The important reason behind it is that such constant is chosen to guar-
antee the validity of the following crucial result, a kind of fractional fundamental
theorem of calculus, stating that for any f ∈ S (Rn) one has in S ′(Rn)
(2.5) Iα(−∆)α/2f = (−∆)α/2Iαf = f.
Of course (2.5) makes no sense unless we say what we mean by the fractional
operator (−∆)α/2. The most natural way to introduce it (suggested in fact by the
spectral theorem) is by defining the action of (−∆)α/2 on the Fourier transform
side by the equation
(2.6) F ((−∆)α/2u) = (2π| · |)αF (u), u ∈ S ′(Rn).
The equation (2.5) shows that Iα inverts the fractional powers of the Laplacean,
i.e.,
(2.7) Iα = (−∆)−α/2, 0 < α < n.
For this reason Iα is also called the fractional integration operator of order α, see
[R38], but also [St70], [La72], [SKM93]. For a nice account of M. Riesz’ work one
should read the commemorative note [Ga70]. An interesting historical overview
of the development of fractional calculus is provided by the book [OS74] and the
article [Ro77].
Since our focus in this note is the fractional Laplacean (−∆)s in the range
0 < s < 1, we will henceforth let s = α/2 in the above formulas, or equivalently
α = 2s. Although we have formally introduced such operator in the equation
(2.6) above, such definition has a major drawback: it is not easy to understand a
given function (or a distribution) by prescribing its Fourier transform. It is for this
reason that we begin our story by introducing a different pointwise definition of the
fractional Laplacean that is more directly connected to the symmetric difference
quotient of order two in the opening calculus Lemma 2.1, and with (2.4), and thus
has the advantage of underscoring the probabilistic interpretation of the operator
(−∆)s as a symmetric random process with jumps, see [MO69], [Si07], [RO15]
and [BuV16]. Later in Proposition 5.1 we will reconcile the two definitions.
Definition 2.4. Let 0 < s < 1. The fractional Laplacean of a function u ∈
S (Rn) is the nonlocal operator in Rn defined by the expression
(2.8) (−∆)su(x) = γ(n, s)
2
∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy,
where γ(n, s) > 0 is a suitable normalization constant that is given implicitly in
(5.1), and explicitly in Proposition 5.6 below.
Before proceeding we remark that when dealing with the nonlocal operator
(−∆)s one often needs to distinguish between the three possible cases:
• 0 < s < 12 ;
• s = 12 ;
• 12 < s < 1.
Since as s → 1− the fractional Laplacean tends (at least, formally right now)
to −∆, one might surmise that in the regime 12 < s < 1 the operator (−∆)s
should display properties closer to those of the classical Laplacean, whereas since
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(−∆)s → I as s→ 0+, the stronger discrepancies might present themselves in the
range 0 < s < 12 .
Having said this, it will be good for the reader who is for the first time con-
fronted with definition (2.8) above to have in mind the following quote from p. 51 in
[La72]:...“In the theory of M. Riesz kernels, the role of the Laplace operator, which
has a local character, is taken...by a non-local integral operator...This circumstance
often substantially complicates the theory...”
It is obvious that (2.8) defines a linear operator since for any u, v ∈ S (Rn) and
c ∈ R one has
(−∆)s(u+ v) = (−∆)su+ (−∆)sv, (−∆)s(cu) = c(−∆)su.
It is also important to observe that the integral in the right-hand side of (2.8)
is convergent. To see this, it suffices to write∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy =
∫
|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
+
∫
|y|>1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy.
Taylor’s formula for C2 functions gives for |y| ≤ 1
2u(x)− u(x+ y)− u(x− y) = − < ∇2u(x)y, y > +o(|y|2),
where we have indicated with ∇2u the Hessian matrix of u. Therefore,∣∣∣∣∣
∫
|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
∣∣∣∣∣ ≤ C
∫
|y|≤1
dy
|y|n−2(1−s) <∞,
since 0 < s < 1. On the other hand, keeping in mind that u ∈ S (Rn) implies in
particular that u ∈ L∞(Rn), we have∣∣∣∣∣
∫
|y|>1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
∣∣∣∣∣ ≤ 4||u||L∞(Rn)
∫
|y|>1
dy
|y|n+2s <∞.
We have thus seen that for every u ∈ S (Rn) definition (2.8) provides a well-
defined function on Rn.
Remark 2.5. The reader should note that we have in fact just proved that
(−∆)su(x) is well-defined for every u ∈ C2(Rn) ∩ L∞(Rn). For instance, one
seemingly trivial, yet useful, situation to which this remark applies is when u ≡ c ∈
R, for which we have
(−∆)sc ≡ 0.
Note that such u is not in S (Rn), unless c = 0, but of course for such u we have
u ∈ C2(Rn) ∩ L∞(Rn).
Two basic operations in analysis are the Euclidean translations and dilations
τhf(x) = f(x+ h), h ∈ Rn, δλf(x) = f(λx), λ > 0.
The next result clarifies the interplay of (−∆)s with them. Its simple proof based
on (2.8) is left to the reader.
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Lemma 2.6. For every function u ∈ S (Rn) we have for every h ∈ Rn
(2.9) (−∆)s(τhu) = τh((−∆)su),
and every λ > 0
(2.10) (−∆)s(δλu) = λ2sδλ((−∆)su).
We note explicitly that the equation (2.10) says in particular that (−∆)s is a
homogeneous operator of order 2s. Since obviously 0 < 2s < 2, one may surmise
that this “decreased” homogeneity is bound to create problems near the boundary
in the Dirichlet problem. This aspect will be discussed more precisely in Section
13 below.
A fundamental property of the Laplacean ∆ is its invariance with respect to
the action of the orthogonal group O(n) on Rn. This means that if u is a function
in Rn, then for every T ∈ O(n) one has ∆(u ◦ T ) = ∆u ◦ T . The following lemma
shows that (−∆)s enjoys the same property.
Lemma 2.7. Let u(x) = f(|x|) be a function with spherical symmetry in C2(Rn)∩
L∞(Rn). Then, also (−∆)su has spherical symmetry.
Proof. This follows in a simple way from (2.8). In order to prove that (−∆)su
is spherically symmetric we need to show that for every T ∈ O(n) and every x ∈ Rn
one has
(−∆)su(Tx) = (−∆)su(x).
We have
(−∆)su(Tx) = γ(n, s)
2
∫
Rn
2f(|Tx|)− f(|Tx+ y|)− f(|Tx− y|)
|y|n+2s dy
=
γ(n, s)
2
∫
Rn
2f(|x|)− f(|x+ T ty|)− f(|x− T ty|)
|y|n+2s dy.
If we make the change of variable z = T ty, we conclude
(−∆)su(Tx) = γ(n, s)
2
∫
Rn
2f(|x|)− f(|x+ z|)− f(|x− z|)
|Tz|n+2s dy
=
γ(n, s)
2
∫
Rn
2f(|x|)− f(|x+ z|)− f(|x− z|)
|z|n+2s dy = (−∆)
su(x),
and we are done.

Before proceeding we note the following alternative expression for (−∆)s that
is at times quite useful in the computations.
Proposition 2.8. For any u ∈ S (Rn) one has
(2.11) (−∆)su(x) = γ(n, s) PV
∫
Rn
u(x)− u(y)
|x− y|n+2s dy,
where now the integral is taken according to Cauchy’s principal value sense
PV
∫
Rn
u(x)− u(y)
|x− y|n+2s dy = limε→0+
∫
|y−x|>ε
u(x)− u(y)
|x− y|n+2s dy.
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Proof. The expression (2.11) follows directly from (2.8) above as follows
1
2
∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy =
1
2
lim
ε→0
∫
|y|>ε
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
=
1
2
lim
ε→0
∫
|y|>ε
u(x)− u(x+ y)
|y|n+2s dy +
1
2
lim
ε→0
∫
|y|>ε
u(x)− u(x− y)
|y|n+2s dy
= lim
ε→0
∫
|x−y|>ε
u(x)− u(y)
|x− y|n+2s dy.
However, it is now necessary to take the principal value of the integral since we
have eliminated the cancellation of the linear terms in the symmetric difference of
order two, and u(x)− u(y) is only O(|x− y|). Thus, the smoothness of u no longer
guarantees the local integrability, unless we are in the regime 0 < s < 1/2.

One can see from (5.2) in Proposition 5.1 below that for u ∈ S (Rn) it is not true
in general that (−∆)su ∈ S (Rn). However, one can verify that (−∆)su ∈ C∞(Rn).
But (−∆)su is not only smooth, it also suitably decays at infinity according to the
following result.
Proposition 2.9. Let u ∈ S (Rn). Then, for every x ∈ Rn with |x| > 1, we
have
|(−∆)su(x)| ≤ Cu,n,s|x|−(n+2s),
where with ||u||p as in (2.1), we have let
Cu,n,s = Cn,s
(||u||n+2 + ||u||n + ||u||L1(Rn)) .
Proof. To see this we write
(∆)su(x) =
γ(n, s)
2
(∫
|y|< |x|2
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
+
∫
|y|≥ |x|2
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
)
.
Taylor’s formula gives
2u(x)− u(x+ y)− u(x− y) = −1
2
< ∇2u(y⋆)y, y > −1
2
< ∇2u(y⋆⋆)y, y >,
where y⋆ = x+ t⋆y, y⋆⋆ = x+ t⋆⋆y, for t⋆, t⋆⋆ ∈ [0, 1]. We now observe that on the
set where |y| < |x|2 we have by the triangle inequality
(2.12) |x| < 2|y⋆|, |x| < 2|y⋆⋆|.
Using (2.12) and the definition (2.1) of the norm ||u||n+2 in S (Rn), we find∣∣∣∣∣
∫
|y|< |x|
2
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
∣∣∣∣∣ ≤ 12
∫
|y|< |x|
2
|∇2u(y⋆)|+ |∇2u(y⋆⋆)|
|y|n+2s |y|
2dy
≤ C||u||n+2
(∫
|y|< |x|2
|y|2
(1 + |y⋆|2)n+22 |y|n+2s
dy +
∫
|y|< |x|2
|y|2
(1 + |y⋆⋆|2)n+22 |y|n+2s
dy
)
≤ C|x|−n−2||u||n+2
∫
|y|< |x|2
dy
|y|n+2s−2 = C|x|
−n−2||u||n+2|x|2−2s = C||u||n+2|x|−(n+2s),
where C = Cn,s > 0.
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Next, we estimate∣∣∣∣∣
∫
|y|≥ |x|2
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
∣∣∣∣∣ ≤ 2
∫
|y|≥ |x|2
|u(x+ y)− u(x)|
|y|n+2s dy
≤ 2
∫
|y|≥ |x|2
|u(x+ y)|+ |u(x)|
|y|n+2s dy
We have∫
|y|≥ |x|2
|u(x)|
|y|n+2s dy ≤ supx∈Rn
(
(1 + |x|2)n2 |u(x)|) ∫
|y|≥ |x|2
dy
(1 + |x|2)n2 |y|n+2s
≤ sup
x∈Rn
(
(1 + |x|2)n2 |u(x)|) |x|−n ∫
|y|≥ |x|2
dy
|y|n+2s =
C||u||n
|x|n+2s ,
where C = Cn,s > 0. Finally, we have trivially∫
|y|≥ |x|2
|u(x+ y)|
|y|n+2s dy ≤
2n+2s
|x|n+2s
∫
|y|≥ |x|2
|u(x+ y)|dy = 2
n+2s||u||L1(Rn)
|x|n+2s .
This completes the proof.

Proposition 2.9 has the following nontrivial consequence.
Corollary 2.10. Let u ∈ S (Rn). Then, (−∆)su ∈ C∞(Rn) ∩ L1(Rn).
The estimate in Proposition 2.9 can be written
−Cu,n,s|x|−(n+2s) ≤ −(−∆)su(x) ≤ Cu,n,s|x|−(n+2s).
Let us notice that on a nonnegative bump function the estimate from below can be
made stronger, a fact that reflects the nonlocal character of (−∆)s. Suppose for
instance that u ∈ C∞0 (Rn), with 0 ≤ u ≤ 1, u ≡ 1 on B(0, 1) and supp u ⊂ B(0, 2).
Then, for x ∈ Rn \B(0, 3) one has from (2.8)
−(−∆)su(x) = γ(n, s)
2
∫
Rn
u(x+ y) + u(x− y)
|y|n+2s dy
≥ γ(n, s)
∫
B(0,1)
dz
|x− z|n+2s dz.
Since |x − z| ≥ 2, for |z| ≤ 1 we infer |x| ≥ |x − z| − |z| ≥ |x − z| − 1 ≥ |x − z|/2.
This gives for some C(n, s) > 0
(2.13) − (−∆)su(x) ≥ C(n, s)|x|−(n+2s) > 0,
which shows that (−∆)su needs not to vanish even far away from the support of
u. This is clearly impossible for local operators P (x, ∂x), for which one has the
obvious property supp P (x, ∂x)u ⊂ supp u.
In the next result we provide a useful expression of (−∆)su(x) in terms of
an integral involving the spherical mean-value operator Mru(x). We will use this
result later in the proof of Theorem 17.2.
Proposition 2.11. Let u ∈ S (Rn). For every 0 < s < 1 one has
(2.14) (−∆)su(x) = −σn−1γ(n, s)
∫ ∞
0
r−1−2s
[
Mru(x)− u(x)]dr,
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where γ(n, s) is the constant in (2.8) (and whose value is given in (5.10) in Propo-
sition 5.6).
Proof. We observe that (2.2) in Proposition 2.2 shows that Mru(x)−u(x) =
O(r2) as r → 0+. Therefore, the integrand in the right-hand side of (2.14) behaves
like r1−2s as r → 0+. Since at infinity it behaves like r−1−2s, we conclude that the
integral in the right-hand side of (2.14) is convergent. Next, we note that Cavalieri’s
principle allows to write (2.8) in the following way
(−∆)su(x) = γ(n, s)
∫ ∞
0
∫
S(x,r)
u(x)− u(y)
|x− y|n+2s dσ(y)dr
= γ(n, s)
∫ ∞
0
1
rn+2s
∫
S(x,r)
[u(x)− u(y)]dσ(y)dr
= −σn−1γ(n, s)
∫ ∞
0
rn−1
rn+2s
[Mru(x)− u(x)]dr.
This gives the desired conclusion.

We close this section by introducing another functional class that is relevant
in connection with the nonlocal operator (−∆)s and whose motivation will become
clearer later in this note. Up to now, in order to define (−∆)su(x) pointwise as
in formula (2.8) above we have considered functions u in S (Rn) or in C2(Rn) ∩
L∞(Rn). There exist however larger spaces in which it is still possible to define the
nonlocal Laplacean either pointwise or as a tempered distribution.
Definition 2.12. Let 0 < s < 1. We denote by Ls(R
n) the space of measurable
functions u : Rn → R for which the norm
||u||Ls(Rn) =
∫
Rn
|u(x)|
1 + |x|n+2s dx <∞.
Notice that we trivially have u ∈ Ls(Rn) =⇒ u ∈ L1loc(Rn). This inclusion
implies in particular that
S (Rn) ⊂ Ls(Rn) ⊂ S ′(Rn).
We also note that for any 1 ≤ p ≤ ∞, we have Lp(Rn) ⊂ Ls(Rn).
Remark 2.13. Definition 2.12 can be found on p. 73 in [Si07], but the class
Ls(R
n) was implicitly first introduced in (1.6.4) in [La72] in connection with the
nonlocal mean-value operator. For the latter one should see Definition 15.1 below.
From the definition (2.8) it should be clear to the reader that if u ∈ C2(Rn) ∩
Ls(R
n), then we can define (−∆)su(x) at every x ∈ Rn. This conclusion continues
to be true provided that u has a minimal smoothness in terms of the following
Ho¨lder class.
Definition 2.14. Given 0 < s < 1 and ε > 0 sufficiently small, we define the
class C2s+εloc according to the following convention:
C2s+εloc =
{
C0,2s+εloc , if 0 < s <
1
2 ,
C1,2s+ε−1loc , if
1
2 ≤ s < 1.
The following result is a special case of Proposition 2.4 in [Si07]. For its simple
proof we refer the reader to that source.
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Proposition 2.15. Let u ∈ Ls(Rn) ∩ C2s+εloc , for some ε ∈ (0, 1). Then, for
every x ∈ Rn the integral in (2.8) is convergent, and (−∆)su ∈ C(Rn).
Although the next result follows directly from the inclusion Ls(R
n) ⊂ S ′(Rn),
we nonetheless present a different simple proof.
Corollary 2.16. Let u ∈ Ls(Rn), then (−∆)su ∈ S ′(Rn).
Proof. We have in fact for every ϕ ∈ S (Rn)
|< (−∆)su, ϕ >| = |< u, (−∆)sϕ >|
=
∣∣∣∣∫
Rn
u(x)(−∆)sϕ(x)dx
∣∣∣∣ ≤ Cn,s ∫
Rn
|u(x)|
1 + |x|n+2s dx <∞,
where in the second to the last inequality we have used Proposition 2.9 above.

3. Maximum principle, Harnack inequality and Liouville theorem
In this section we briefly discuss the three properties in the title with the
intent of bringing to the reader’s attention those changes that are imposed by
the nonlocal nature of (−∆)s. One of the most fundamental properties of the
theory of second order elliptic and parabolic equations is the so called maximum
principle. Let Ω ⊂ Rn be an open set and let u ∈ C2(Ω). A standard fact from
calculus states that if u attains a local maximum at a point x0 ∈ Ω, then for
the Hessian matrix of u we must have −∇2u(x0) ≥ 0. In particular, this gives
−∆u(x0) = trace(−∇2u(x0)) ≥ 0. The (weak) maximum principle for −∆ states
that a subharmonic function in a bounded open set (or, for that matter, any convex
function) must attain it supremum on the boundary. The strong maximum principle
says much more. For a subharmonic function u in a connected open set we must
have u(x) < sup
Ω
u for every x ∈ Ω, unless u ≡ sup
Ω
u.
What happens with s-subharmonic functions, i.e., solutions of (−∆)su ≤ 0?
Suppose u has a global maximum at x = x0, i.e., for instance u(x) ≤ u(x0) for
every x ∈ Rn. Then, a property analogous to the local case trivially holds. Under
such assumption we have in fact from (2.8)
(3.1) (−∆)su(x0) = γ(n, s)
2
∫
Rn
2u(x0)− u(x0 + y)− u(x0 − y)
|y|n+2s dy ≥ 0,
with strict inequality if x0 is a strict global maximum.
However, the inequality (3.1) fails to hold, in general, when x0 is only a local
maximum for u! Thus, in the nonlocal case the maximum principle, weak or strong,
does not admit a formulation similar to the local one. This is caused by the nonlocal
nature of (−∆)s which makes a s-harmonic (or, more in general, a s-subharmonic
function) feel the effect of far away data. For an interesting example of this negative
aspect one should see Theorem 2.2 in [Ka11], and also Theorem 3.3.1 in [BuV16].
The appropriate nonlocal maximum principle for (−∆)s is as follows.
Proposition 3.1. Let Ω ⊂ Rn be a bounded open set and let (−∆)su ≥ 0 in
Ω. If u ≥ 0 in Rn \ Ω, then u ≥ 0 in Ω.
We stress that in Proposition 3.1 the “boundary values” of the s-subharmonic
function u are prescribed not just on ∂Ω, but globally in Rn \Ω. Interpreted in the
sense of Proposition 3.1 also the strong maximum principle holds. For a proof of
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Proposition 3.1 we refer the reader to [Si07] and [BuV16]. One should also see the
discussion in the survey paper [RO15], which contains a version of the maximum
principle for weak subsolutions of (−∆)s or more general nonlocal equations.
A direct consequence of the weak maximum principle for −∆ is the uniqueness
in the Dirichlet problem: given f ∈ C(Ω) and ϕ ∈ C(∂Ω), find a function u ∈
C2(Ω) ∩ C(Ω) such that {
−∆u = f in Ω,
u = ϕ on ∂Ω.
Using Proposition 3.1 it is possible to obtain a similar result of uniqueness in
the nonlocal Dirichlet problem which is formulated as follows: given a function
f ∈ C(Ω) and ϕ ∈ C(Rn \ Ω), find a function u ∈ Ls(Rn) ∩ C2s+εloc , for some
ε ∈ (0, 1), such that {
(−∆)su = f in Ω,
u = ϕ in Rn \ Ω.
Since in the nonlocal setting the strong maximum principle fails in its classical
formulation, it is not surprising that also the Harnack inequality needs to be suitably
stated.
For these important aspects of the theory we refer the reader to the paper
[Ka11’] and the nice introductory presentations in [BuV16], [RO15], but also to
the original paper by Riesz [R38] and the book [La72], as well as the works [Bo97],
[Bo99], [BB99], [BB99’], [Si07] and [FKV15].
The Liouville theorem for harmonic functions states that there is no such func-
tion on the whole Rn which is one-side bounded other than the constants. A similar
result holds in the nonlocal case.
Theorem 3.2 (see Lemma 3.2 in [BKN02]). Let n ≥ 2 and 0 < s < 1.
Suppose that u ≥ 0 satisfies u ∈ Ls(Rn). If (−∆)su = 0 in D ′(Rn), then u must
be constant.
Interesting extensions of Theorem 3.2 have been recently independently ob-
tained in [CDL15] and [Fa16]. In the former paper the condition u ≥ 0 is relaxed
to
lim inf
|x|→∞
u(x)
|x|γ ≥ 0,
for some γ ∈ [0, 1] with γ < 2s. In the latter, the author shows that if u ∈ Ls(Rn)
and (−∆)su = 0 in D ′(Rn), then u must be affine, and constant if 0 < s ≤ 1/2.
Liouville theorems for some anisotropic nonlocal operators are contained in [FV17],
[FV17’].
The natural space of distributions for the operator (−∆)s is not the space
S ′(Rn), but the smaller space S ′s(R
n) introduced in the opening of Section 8
below. The motivation comes from Lemma 8.1 there. A natural question is whether
the assumption u ∈ Ls(Rn) in Theorem 3.2 above can be relaxed to u ∈ S ′s(Rn).
Nothing seems to be known about this intriguing aspect. In this connection we
quote the interesting work [DSV16’] which develops an extension of the fractional
Laplacean.
In closing, we mention the remarkable recent work [DSV17] in which the au-
thors show the surprising result that, given any positive integer k, and a function
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f ∈ Ck(B1), there exists a solution of (−∆)su = 0 in Rn, vanishing outside a suit-
ably large ball BR, which approximates f in C
k norm on B1. This purely nonlocal
result is in stunning contrast with what happens in the local case. It is not possible
to approximate in Ck norm a function on a ball with harmonic functions since such
functions are very rigid. For instance, if they have a local maximum in the ball,
they must be constant.
4. A brief interlude about very classical stuff
To proceed with the analysis of the nonlocal operator (−∆)s we will need
some basic properties of two important, and deeply interconnected, protagonists of
classical analysis: the Fourier transform and Bessel functions. Since they both play
a pervasive role in these notes, as a help to the reader in this section we recall their
definition along with some elementary (and also not so elementary) facts. Before
we do that, however, we introduce the ever present Euler’s gamma function (see
e.g. chapter 1 in [Le72]):
Γ(x) =
∫ ∞
0
tx−1e−t dt, x > 0.
The well-known identity Γ(1/2) =
√
π is simply a reformulation of the famous
integral ∫
R
e−x
2
dx =
√
π.
Of course, Γ(z) can be equally defined as a holomorphic function for every z ∈ C
with ℜz > 0. It is easy to check that for such z, one has
(4.1) Γ(z + 1) = zΓ(z).
This formula, and its iterations, can be used to meromorphically extend Γ(z) to
the whole complex plane having simple poles at z = −k, k ∈ N∪{0}, with residues
(−1)k. In particular, when 0 < s < 1 one obtains from (4.1)
(4.2) Γ(1− s) = −sΓ(−s).
Furthermore, one has the following basic relations:
(4.3) Γ(z)Γ(1− z) = π
sinπz
.
and
(4.4) 22z−1Γ(z)Γ(z +
1
2
) =
√
πΓ(2z).
Stirling’s formula provides the asymptotic behavior of the gamma function for large
positive values of its argument
(4.5) Γ(x) =
√
2π xx−
1
2 e−x
(
1 +O
(
1
x
))
, as x→ +∞.
We close this brief prelude with a very classical formula which connects the
gamma function to the (n − 1)-dimensional Hausdorff measure of the unit sphere
Sn−1 ⊂ Rn, and the n-dimensional volume of the unit ball
(4.6) σn−1 =
2π
n
2
Γ(n2 )
, ωn =
σn−1
n
=
π
n
2
Γ(n2 + 1)
.
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Here, Gaussians are lurking in the shadows! In fact, from Bonaventura Cavalieri’s
principle we easily see that for any f ∈ L1(Rn) and spherically symmetric, i.e., such
that f(x) = f⋆(|x|), we have
(4.7) σn−1 =
∫
Rn
f(x)dx∫∞
0
f⋆(r)rn−1dr
.
To compute σn−1 it thus suffices to produce one spherically symmetric f ∈ L1(Rn)
for which we know how to compute both numerator and denominator in (4.7). As
it turns out, Gaussians are the first prize winners. If in fact we take f(x) = e−|x|
2
,
then we know that ∫
Rn
f(x)dx = π
n
2 ,
whereas ∫ ∞
0
f⋆(r)rn−1dr =
∫ ∞
0
e−r
2
rn
dr
r
=
1
2
∫ ∞
0
e−tt
n
2
dt
t
=
1
2
Γ(
n
2
).
Substituting the latter two formulas in (4.7) proves the first part of (4.6).
One identity that we will use is the following
(4.8)
∫ ∞
0
u−s−1(1− e−u)du = Γ(1− s)
s
, 0 < s < 1.
It is easy to recognize that the integral converges absolutely. The proof of (4.8)
then easily follows writing u−s−1 = ddu (
u−s
−s ) and integrating by parts as follows∫ ∞
0
u−s−1
(
1− e−u) du = 1
s
∫ ∞
0
u−se−udu =
Γ(1− s)
s
.
Deeply connected with the gamma function is Euler’s beta function which for
x, y > 0 is defined as follows
(4.9) B(x, y) = 2
∫ pi
2
0
(
cosϑ
)2x−1(
sinϑ
)2y−1
dϑ.
It is an easy exercise to recognize that
(4.10) B(x, y) = 2
∫ 1
0
(1 − τ2)x−1τ2y−1dτ =
∫ 1
0
(1 − s)x−1sy−1ds.
The link between the beta and the gamma function is expressed by the following
equation
(4.11) B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
,
see e.g. (1.5.6) on p. 14 in [Le72]. A useful integral which is expressed in terms of
the beta, or gamma function is contained in the following proposition.
Proposition 4.1. Let b > −n and a > n+ b, then
(4.12)
∫
Rn
|x|b
(1 + |x|2) a2 dx =
π
n
2
Γ
(
n
2
) Γ ( b+n2 )Γ (a−b−n2 )
Γ
(
a+b
2
) .
In particular, if b = 0 and a = n+ 1, then
(4.13)
∫
Rn
dx
(1 + |x|2)n+12
=
π
n+1
2
Γ
(
n+1
2
) .
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Proof. Let us observe preliminarily that the assumption b > −n serves to
guarantee that the integrand belongs to L1loc(R
n), whereas it is in L1(Rn) if and
only if a− b > n. Under these hypothesis we have∫
Rn
|x|b
(1 + |x|2) a2 dx = σn−1
∫ ∞
0
rb+n−1
(1 + r2)
a
2
dr
(change of variable r = tan ξ)
= σn−1
∫ pi
2
0
(tan ξ)b+n−1
(1 + tan2 ξ)
a−2
2
dξ = σn−1
∫ pi
2
0
(sin ξ)b+n−1(cos ξ)a−b−n−1dξ
=
σn−1
2
B
(
b+ n
2
,
a− b− n
2
)
,
where the last inequality follows by a comparison with (4.9). If we now apply
formulas (4.6) and (4.11) we obtain
σn−1
2
B
(
b+ n
2
,
a− b− n
2
)
=
π
n
2
Γ
(
n
2
) Γ ( b+n2 )Γ (a−b−n2 )
Γ
(
a+b
2
) ,
which gives the desired conclusion (4.12). To obtain (4.13) it suffices to keep in
mind that Γ(1/2) =
√
π.

We are ready to introduce the queen of classical analysis: given a function
u ∈ L1(Rn), we define its Fourier transform as
F (u)(ξ) = uˆ(ξ) =
∫
Rn
e−2πi<ξ,x>u(x)dx.
We notice that the normalization that we have adopted in the above definition is
the one which makes F an isometry of L2(Rn) onto itself, see [SW71]. We recall
next some of the basic properties of F . If τhu(x) = u(x+ h) and δλu(x) = u(λx)
are the translation and dilation operators in Rn, then we have
(4.14) τ̂yu(ξ) = e
2πi<ξ,y>uˆ(ξ),
and
(4.15) δ̂λu(ξ) = λ
−nuˆ
(
ξ
λ
)
.
The Fourier transform is also invariant under the action of the orthogonal group
O(n). We have in fact for every T ∈ O(n)
(4.16) û ◦ T = uˆ ◦ T.
Formula (4.16) says that the Fourier transform of a spherically symmetric function
is spherically symmetric as well, see also Theorem 4.4 below for a deeper formulation
of this fact.
Another crucial property is the Riemann-Lebesgue lemma:
(4.17) u ∈ L1(Rn) =⇒ |uˆ(ξ)| → 0 as |ξ| → ∞.
This result has important consequences when combined with the following two
formulas. Let u ∈ L1(Rn) be such that for α ∈ Nn0 also ∂αu ∈ L1(Rn). Then,
(4.18) (̂∂αu)(ξ) = (2πi)|α|ξαuˆ(ξ).
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In particular, (4.18) and (4.17) give: |ξα||uˆ(ξ)| → 0 as |ξ| → ∞. Furthermore, if
u ∈ L1(Rn) is such that for α ∈ Nn0 one has x→ xαu(x) ∈ L1(Rn), then,
(4.19) ∂αuˆ(ξ) = (−2πi)|α|(̂·)αu(ξ).
In particular, (4.19) and (4.17) imply that: ∂αuˆ ∈ C(Rn) and |∂αuˆ(ξ)| → 0 as
|ξ| → ∞.
Combining these observations one derives one of the central properties of F :
it maps continuously S (Rn) onto itself and is an isomorphism. Its inverse is also
continuous, and is given by the Fourier inversion formula
F
−1(u)(x) =
∫
Rn
e2πi<ξ,x>uˆ(ξ)dξ.
We next introduce the second main character of this section: the Bessel func-
tions. The book [Le72] provides a rewarding account of this beautiful classical
subject. For a comprehensive study the reader can also consult G. N. Watson’s
classical treatise [W62], as well as the first two volumes of the Bateman manu-
script project [EMOT53].
Definition 4.2. For every ν ∈ C such that ℜν > −1
2
we define the Bessel
function of the first kind and of complex order ν by the formula
(4.20) Jν(z) =
1
Γ(12 )Γ(ν +
1
2 )
(z
2
)ν ∫ 1
−1
eizt(1− t2) 2ν−12 dt,
where Γ(x) denotes the Euler gamma function.
The function Jν(z) in (4.20) derives its name from the fact that it solves the
linear ordinary differential equation known as Bessel equation of order ν
(4.21) z2
d2J
dz2
+ z
dJ
dz
+ (z2 − ν2)J = 0.
An expression of Jν as a power series for an arbitrary value of ν ∈ C is provided by
(4.22) Jν(z) =
∞∑
k=0
(−1)k (z/2)
ν+2k
Γ(k + 1)Γ(k + ν + 1)
, |z| <∞, | arg(z)| < π,
see e.g. (5.3.2) on p. 102 in [Le72]. When ν 6∈ Z, another linearly independent
solution of (4.21) is provided by the function J−ν(z). When ν ∈ Z the two functions
Jν and J−ν are linearly dependent, and in order to find a second solution linearly
independent from Jν one has to proceed differently.
The observation that follows is very important in most concrete applications
of the theory. Suppose that Φ(z) be a solution to the Bessel equation (4.21), and
consider the function defined by the transformation
(4.23) u(y) = yαΦ(βyγ).
Then, one easily verifies that u(y) satisfies the generalized Bessel equation
(4.24) y2u′′(y) + (1 − 2α)yu′(y) + [β2γ2y2γ + (α2 − ν2γ2)]u(y) = 0.
We show with an example how this observation is applied. Consider the ball BR =
{x ∈ Rn | |x| < R} and the cylinder C = BR ×R ⊂ Rn+1. Denote the variable in C
as (x, t), with x ∈ Rn, t ∈ R. Suppose we look for nontrivial functions u(x, t) which
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are harmonic in C. A classical tool is using separation of variables, i.e., look for u
in the form u(x, t) = ϕ(x)h(t). Imposing that ∆u = 0 in C leads to the equation
h(t)∆ϕ(x) + h′′(t)ϕ(x) = 0.
If we divide by ϕ(x)h(t), we conclude that we must have
−∆ϕ(x)
ϕ(x)
=
h′′(t)
h(t)
.
This is possible only if there exists a number λ ≥ 0 such that
−∆ϕ = λϕ, h′′ = λh.
The second equation clearly gives h(t) = Ae
√
λt+Be−
√
λt, whereas for the first one
we seek a solution which is spherically symmetric, i.e., ϕ(x) = F (|x|). We easily
see that F (r) must satisfy the equation
(4.25) r2F ′′(r) + (n− 1)rF ′(r) + λr2F (r) = 0.
It is not obvious at first glance that this is a Bessel equation. However, if we
compare (4.25) with (4.24), we conclude that the former is a special instance of the
latter if we take
1− 2α = n− 1, β2 = λ, γ = 1, ν2 = α2.
We must thus have
α = −n− 2
2
, β =
√
λ, γ = 1, ν = ±n− 2
2
.
But then (4.23) gives us, at least for n 6= 2k + 2, the two linearly independent
solutions
ϕ1(x) = |x|−
n−2
2 Jn−2
2
(
√
λ|x|), ϕ2(x) = |x|−
n−2
2 J−n−22 (
√
λ|x|).
Since from (4.26) below we see that ϕ2 6∈ C2, we must discard such solution and
keep only ϕ1. In conclusion, the function
u(x, t) =
(
Ae
√
λt +Be−
√
λt
)
|x|− n−22 Jn−2
2
(
√
λ|x|),
provides a harmonic function in the cylinder C, and the appearance of the Bessel
function Jn−2
2
in such formula is the reason for which solutions of (4.21) are also
called in the literature cylinder functions.
Returning to Definition 4.2, from (4.20) and (4.10) we immediately find
z−νJν(z) −→
z→0
2−ν+1
Γ(12 )Γ(ν +
1
2 )
∫ 1
0
(1− s2) 2ν−12 ds = 2
−ν+1
Γ(12 )Γ(ν +
1
2 )
B(ν +
1
2
,
1
2
).
From this asymptotic relation and (4.11) one obtains
(4.26) Jν(z) ∼= 2
−ν
Γ(ν + 1)
zν, as z → 0.
Unlike the simple expression of the asymptotic of Jν(z) as z → 0, the behavior
at infinity of Jν(z) is more delicate to come by. We have the following result, see
for instance Lemma 3.11 in [SW71], or also (5.11.6) on p. 122 in [Le72].
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Lemma 4.3. Let ℜν > −1
2
. One has
Jν(z) =
√
2
πz
cos
(
z − πν
2
− π
4
)
+O(z−
3
2 )(4.27)
as |z| → ∞, −π + δ < arg z < π − δ.
In particular,
(4.28) Jν(z) = O(z
−1/2), as z →∞, z ≥ 0.
Along with the Bessel equation (4.21), in Sections 8 and 10 below we will need
the modified Bessel equation of order ν ∈ C,
(4.29) z2
d2Φ
dz2
+ z
dΦ
dz
− (z2 + ν2)Φ = 0.
We stress that the (substantial) difference between (4.29) and (4.21) is the sign of
the coefficient z2 in the zero order term.
Two linearly independent solutions of (4.29) are the modified Bessel function
of the first kind,
(4.30) Iν(z) =
∞∑
k=0
(z/2)ν+2k
Γ(k + 1)Γ(k + ν + 1)
, |z| <∞, | arg(z)| < π,
and the modified Bessel function of the third kind, or Macdonald function, which
for order ν 6= 0,±1,±2, ..., is given by
(4.31) Kν(z) =
π
2
I−ν(z)− Iν(z)
sinπν
, | arg(z)| < π.
Notice that Kν(z) = K−ν(z).
Similarly to what was observed for (4.32) above, it is easy to verify that if Φ(z)
is a solution to the modified Bessel equation (4.29), then the function defined by
the transformation (4.23) satisfies the generalized modified Bessel equation
(4.32) y2u′′(y) + (1 − 2α)yu′(y) + [(α2 − ν2γ2)− β2γ2y2γ]u(y) = 0.
As we have stated in the opening of this section the Fourier transform and
the Bessel functions are deeply connected. One important instance of this link
is the following result which provides a deeper meaning to the invariance of the
Fourier transform with respect to the action of the orthogonal group O(n). We
emphasize that the presence of Bessel functions in Theorem 4.4 below underscores
the interplay between curvature (that of the unit sphere Sn−1 ⊂ Rn) and Fourier
analysis. The reader who wants to become familiar with this deep aspect can look
at the beautiful expository paper of E. Stein [St76] and also [SW78]. For the
following result we refer to Theorem 40 on p. 69 in [BC49].
Theorem 4.4 (Fourier-Bessel representation). Let u(x) = f(|x|), and suppose
that
t→ tn2 f(t)Jn
2
−1(t) ∈ L1(R+),
where we have denoted by Jn
2−1 the Bessel function of order ν =
n
2 − 1 defined by
(4.20). Then,
uˆ(ξ) = 2π|ξ|−n2+1
∫ ∞
0
t
n
2 f(t)Jn
2−1(2π|ξ|t)dt.
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To check the integrability assumption in Theorem 4.4 we can use the above
given asymptotic (4.26) and (4.28) for the Bessel function Jν .
One interesting application of Theorem 4.4 that will be needed in Section 13 is
the following result about the Bochner-Riesz kernels in Rn:
(4.33) Bz(x) =
(
1− |x|2)z
+
Γ(z + 1)
, ℜz > −1,
where we have denoted a+ = max{a, 0}. Notice that, thanks to the assumption
ℜz > −1, we have Bz ∈ L1(Rn).
Lemma 4.5. For every z ∈ C, such that ℜz > −1, one has
(4.34) Bˆz(ξ) = π
−z|ξ|−(n2+z)Jn
2
+z(2π|ξ|), ξ ∈ Rn.
Proof. Since Bz(x) = B
⋆(|x|), with B⋆(r) = (1−r
2)z
+
Γ(z+1) , applying Theorem 4.4
we find
Bˆz(ξ) =
2π|ξ|−n−22
Γ(z + 1)
∫ 1
0
(
1− r2)z Jn−2
2
(2π|ξ|r)r n2 dr.
Next, we use the following formula 6.567 in [GR80]
(4.35)
∫ 1
0
(1− r2)zsν+1Jν(ar)dr = 2zΓ(z + 1)a−(z+1)Jν+z+1(a),
which is valid for any a > 0,ℜz > −1, and ℜν > −1. Applying (4.35) with
ν =
n− 2
2
, a = 2π|ξ|, we finally obtain (4.34).

Another important instance of Theorem 4.4 is the following. Consider the
spherical mean-value operator
Mr(u, x) =
1
σn−1rn−1
∫
S(x,r)
u(y)dσ(y),
introduced in (2.3). The normalized surface measure on the sphere S(0, r), i.e.,
(4.36) dσr =
1
σn−1rn−1
dσ(y),
is the compactly supported distribution whose action on a test function ϕ is defined
by
< dσr, ϕ >=
∫
S(0,r)
ϕ(y)dσr(y).
Clearly, supp dσr = S(0, r). Since dσr ∈ E ′(Rn), by the Theorem of Paley-Wiener
its Fourier transform F (dσr)(ξ) is not just in S
′(Rn), but it is in fact a C∞
function in Rn. An easy exchange of order of integration argument shows that
F (dσr)(ξ) =
1
σn−1rn−1
∫
S(0,r)
e−2πi<ξ,x>dσ(x).
The following beautiful classical result, which is a special case of Theorem 4.4,
provides us with an explicit expression of such function, see p. 154 in [SW71].
Proposition 4.6. For any r > 0 one has
F (dσr)(ξ) =
2π
σn−1
(r|ξ|)−n2+1 Jn
2
−1(2πr|ξ|).
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Now, the operator Mru(·) can be seen as the convolution of dσr with the
function u. In fact, for any u ∈ S (Rn), if we let uˇ(x) = u(−x), then we have
< dσr ⋆ u, ϕ > =< dσr , uˇ ⋆ ϕ >=
1
σn−1rn−1
∫
S(0,r)
uˇ ⋆ ϕ(y)dσ(y)
=
1
σn−1rn−1
∫
S(0,r)
∫
Rn
uˇ(y − x)ϕ(x)dxdσ(y)
=
∫
Rn
(
1
σn−1rn−1
∫
S(0,r)
u(x− y)dσ(y)
)
ϕ(x)dx
=
∫
Rn
Mru(x)ϕ(x)dx =< Mru, ϕ > .
This shows that in S ′(Rn) we have
(4.37) Mru = dσr ⋆ u.
If we take the Fourier transform of both sides of (4.37) we obtain
(4.38) F (Mru)(ξ) = F (dσr)(ξ)F (u)(ξ).
Combining (4.38) with Proposition 4.6, we conclude that the Fourier transform of
the spherical mean-value operator is given by
(4.39) F (Mru)(ξ) =
2π
σn−1
(r|ξ|)−n2+1 Jn
2−1(2πr|ξ|)F (u)(ξ),
yet one more instance of the fascinating interplay between a classical operation
of analysis, such as taking the spherical mean-value of a function, and the Bessel
functions. Again, the presence of these special functions is a manifestation of
curvature, see [St76] and [SW78].
Another family of special functions that will be needed in this paper are the so-
called hypergeometric functions. In order to introduce them we recall the definition
of the Pochammer’s symbols
α0 = 1, αk
def
=
Γ(α+ k)
Γ(α)
= α(α+ 1)...(α+ k − 1), k ∈ N.
Notice that since, as we have said, the gamma function has a pole in z = 0, we have
0k =
{
1 if k = 0
0 for k ≥ 1.
Definition 4.7. Let p, q ∈ N0 be such that p ≤ q + 1, and let α1, ..., αp and
β1, ..., βq be given parameters such that −βj 6∈ N0 for j = 1, ..., q. Given a number
z ∈ C, the power series
pFq(α1, ..., αp;β1, ..., βq; z) =
∞∑
k=0
(α1)k...(αp)k
(β1)k...(βq)k
zk
k!
is called the generalized hypergeometric function. When p = 2 and q = 1, then the
function 2F1(α1, α2;β1; z) is the Gauss’ hypergeometric function, and it is usually
denoted by F (α1, α2;β1; z).
Using the ratio test one easily verifies that the radius of convergence of the
above hypergeometric series is ∞ when p ≤ q, whereas it equals 1 when p = q + 1.
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For later reference we record the following facts that follow easily from Definition
4.7:
(4.40) F (α, 0;β; z) = F (0, α;β; z) = 1,
and (see also p. 275 in [Le72])
(4.41) F (α, β;β;−z) = 1F0(α;−z) = (1 + z)−α.
It is also interesting to observe that the hypergeometric function 0F1 is in essence
a Bessel function, up to powers and rescaling. One has in fact from (4.30) and
Definition 4.7,
(4.42) Iν(z) =
1
Γ(ν + 1)
(z
2
)ν
0F1(ν + 1; (z/2)
2).
Formula (4.42), Definition 4.7 and a change of variable give∫ z
0
taIν(t)dt =
2
a−ν−1
2
Γ(ν + 1)
∫ (z/2)2
0
t
a+ν−1
2 0F1(ν + 1; t)dt
=
2−2ν
(a+ ν + 1)Γ(ν + 1)
1F2(
a+ ν + 1
2
; ν + 1,
a+ ν + 1
2
+ 1; (z/2)2).
We will also need the following beautiful result that connects Bessel functions
to the Gauss’ hypergeometric function F (α1, α2;β1; z). For its proof see p.51 and
forward in Vol.2 of [EMOT53]. If one is interested only in the result, see 6.574,
formula 3. on p.692 in [GR80].
Lemma 4.8 (The discontinuous integral of Weber and Schafheitlin). Let ℜ(ν+
µ− λ+ 1) > 0, ℜλ > −1, 0 < b < a. Then,∫ ∞
0
t−λJν(at)Jµ(bt)dt =
bµΓ(ν+µ−λ+12 )
2λaµ−λ+1Γ(ν−µ+λ+12 )Γ(µ+ 1)
× F
(
ν + µ− λ+ 1
2
,
−ν + µ− λ+ 1
2
;µ+ 1,
b2
a2
)
.
Remark 4.9. Let us note explicitly that, thanks to (4.26), the assumption ℜ(ν+
µ− λ+ 1) > 0 guarantees that t→ t−λJν(at)Jµ(bt) ∈ L1(0, δ) for every δ > 0. On
the other hand, the hypothesis ℜλ > −1 guarantees, in view of Lemma 4.3, that
t → t−λJν(at)Jµ(bt) ∈ L1(δ,∞)). Therefore, under the given assumptions we do
have t→ t−λJν(at)Jµ(bt) ∈ L1(R+).
5. Fourier transform, Bessel functions and (−∆)s
After our brief interlude on the Fourier transform and Bessel functions, we now
return to the main protagonist of these notes. The two main objectives of this
section are:
(i) to establish an alternative way of computing (−∆)s based on the Fourier
transform, see Proposition 5.1 below, and show that the fractional Laplacean
is an elliptic pseudodifferential operator in the Kohn-Nirenberg’s class
Ψ2s1,0, see Proposition 5.2;
(ii) to compute explicitly the constant γ(n, s) in (2.8), see Proposition 5.6
below.
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Proposition 5.1 (Pseudodifferential nature of (−∆)s). Let γ(n, s) > 0 be the
number identified by the following formula
(5.1) γ(n, s)
∫
Rn
1− cos(zn)
|z|n+2s dz = 1.
Then, for any u ∈ S (Rn) we have
(5.2) ̂(−∆)su(ξ) = (2π|ξ|)2suˆ(ξ).
Proof. Let us observe that in view of Corollary 2.10 we know that (−∆)su ∈
L1(Rn) and thus we can take its Fourier transform in the sense of L1. Having said
this, if we denote by τhu(x) = u(x + h) the translation operator in R
n, we can
rewrite (2.8) in the following way
(5.3) (−∆)su(x) = γ(n, s)
2
∫
Rn
2u(x)− τyu(x)− τ−yu(x)
|y|n+2s dy.
Using (4.14) we easily find
(5.4) ̂(−∆)su(ξ) = γ(n, s)
(∫
Rn
1− cos(2π < ξ, y >)
|y|n+2s dy
)
uˆ(ξ) = J(ξ)uˆ(ξ),
where we have let
J(ξ) = γ(n, s)
∫
Rn
1− cos(2π < ξ, y >)
|y|n+2s dy.
We notice that the integral defining J(ξ) only depends on |ξ|. For every T ∈ O(n)
one in fact easily verifies that J(Tξ) = J(ξ). For ξ 6= 0 we can thus write
J(ξ) = γ(n, s)
∫
Rn
1− cos(< ξ|ξ| , 2π|ξ|y >)
|y|n+2s dy.
The change of variable z = 2π|ξ|y now gives
J(ξ) = (2π|ξ|)2sγ(n, s)
∫
Rn
1− cos(< ξ|ξ| , z >)
|z|n+2s dz
(5.5)
= (2π|ξ|)2sγ(n, s)
∫
Rn
1− cos(< en, z >)
|z|n+2s dz = (2π|ξ|)
2sγ(n, s)
∫
Rn
1− cos(zn)
|z|n+2s dz.
Notice that the integrand in the right-hand side of the latter equation is nonnega-
tive, and that the integral is convergent. We have in fact∫
Rn
1− cos(zn)
|z|n+2s dz =
∫
|z|≤1
1− cos(zn)
|z|n+2s dz +
∫
|z|>1
1− cos(zn)
|z|n+2s dz
≤ C
∫
|z|≤1
dz
|z|n−2(1−s) + 2
∫
|z|>1
dz
|z|n+2s <∞.
Finally, if we substitute in (5.4) the expression given by (5.5), it becomes clear that
if we choose γ(n, s) > 0 as in (5.1), then (5.2) holds.

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Formula (5.2) in Proposition 5.1 shows that the fractional Laplacean (−∆)s
belongs to a class of operators known as pseudodifferential operators. Their action
on functions is specified by the following formula
(5.6) Pf(x) =
∫
Rn
e2πi<ξ,x>p(x, ξ)fˆ(ξ)dξ,
where the function p(x, ξ), known as a symbol, is requested to fulfill suitable hy-
pothesis, see e.g. [Ta81]. For instance, if p(x, ξ) is a C∞ function on Rn×Rn with
the property that there exist m ∈ R such that for every α, β ∈ N ∪ {0} and every
x, ξ ∈ Rn one has
|∂αξ ∂βxp(x, ξ)| ≤ Cα,β (1 + |ξ|)m−|α|,
for some constant Cα,β , then we say that p(x, ξ) belongs to the symbol class S
m
1,0
introduced by Kohn and Nirenberg in their seminal works [KN65], [KN65’]. A
more general class of symbols, denoted by Smρ,δ, was introduced by Ho¨rmander, see
[Ho66], and also [Ta81]. If p(x, ξ) ∈ Sm1,0, then the corresponding operator P
defined by (5.6) is called a pseudodifferential operator of order m and it is said to
belong to the class Ψm1,0. A pseudodifferential operator P ∈ Ψm1,0 is called elliptic if
there exists r > 0 such that its symbol p(x, ξ) satisfies the following condition
|p(x, ξ)−1| ≤ C
1 + |ξ|m , |x| ≥ r.
From the equation (5.2) above, we see that the symbol of (−∆)s is p(x, ξ) =
(2π|ξ|)2s, and therefore one easily sees that p ∈ S2s1,0 and that (−∆)s is elliptic.
We state this observation in a proposition since it is a basic aspect of (−∆)s which
has important repercussions. For a notable one we refer the reader to Theorem
12.19 below.
Proposition 5.2. The operator (−∆)s is an elliptic pseudodifferential operator
in the class Ψ2s1,0.
The pseudodifferential character of the operator (−∆)s has been exploited in
the recent work by Epstein and Pop [EP16] to study the regularity theory for the
fractional Laplacean with a drift in the supercritical range 0 < s < 1/2. More
general pseudodifferential operators which include (−∆)s as a special case have
been treated in the works of G. Grubb [Gr14], [Gr15], [Gr16].
Equation (5.2) in Proposition 5.1 has the following immediate consequence.
Corollary 5.3 (Semigroup property). Let 0 < s, s′ < 1, with s + s′ ≤ 1.
Then, for any u ∈ S (Rn) we have
(−∆)s+s′u = (−∆)s(−∆)s′u = (−∆)s′(−∆)su.
Proof. It is enough to verify the desired inequality on the Fourier transform
side. Using (5.2) we find
F
(
(−∆)s+s′u
)
= (2π|ξ|)2(s+s′)uˆ = (2π|ξ|)2s(2π|ξ|)2s′ uˆ
= F ((−∆)s(−∆)s′u) = F ((−∆)s′ (−∆)su).

With Proposition 5.1 in hands we can now prove the following important “in-
tegration by parts” formula.
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Lemma 5.4 (Symmetry). Let 0 < s ≤ 1. Then, for any u, v ∈ S (Rn) we have
(5.7)
∫
Rn
u(x)(−∆)sv(x)dx =
∫
Rn
(−∆)su(x)v(x)dx.
Proof. The case s = 1 is well-known, and it is just integration by parts, so let
us focus on 0 < s < 1. Since by Corollary 2.10 we know ̂(−∆)su, ̂(−∆)sv ∈ L1(Rn),
we can use the following formula, valid for any f, g ∈ L1(Rn),
(5.8)
∫
Rn
fˆ(ξ)g(ξ)dξ =
∫
Rn
f(ξ)gˆ(ξ)dξ.
Applying (5.8) and (5.2) in Proposition 5.1, we find∫
Rn
(−∆)su(x)v(x)dx =
∫
Rn
(−∆)su(x)F (F−1v)(x)dx =
∫
Rn
F ((−∆)su)(ξ)F−1v(ξ)dξ
=
∫
Rn
(2π|ξ|)2suˆ(ξ)F−1v(ξ) =
∫
Rn
uˆ(ξ)(2π|ξ|)2sF−1v(ξ)dξ.
Using (5.2) again we have
(5.9) F−1((−∆)sv)(ξ) = (2π|ξ|)2sF−1v(ξ).
Inserting this information in the above equation, and applying (5.8) again, we find∫
Rn
(−∆)su(x)v(x)dx =
∫
Rn
uˆ(ξ)F−1((−∆)sv)(ξ)dξ
=
∫
Rn
F
−1(uˆ)(x)(−∆)sv(x)dx =
∫
Rn
u(x)(−∆)sv(x)dx.

Remark 5.5. For an extension of Lemma 5.4 one should see [BB99’].
We next turn to computing explicitly the constant γ(n, s) in (5.1).
Proposition 5.6. Let 0 < s < 1. Then, we have
(5.10) γ(n, s) =
s22sΓ
(
n+2s
2
)
π
n
2 Γ(1− s) .
Proof. We use the beautiful idea of Bochner in his proof of Theorem 4.4
above. If we denote by θ ∈ [0, π] the angle that the vector z ∈ Rn \ {0} forms
with the positive direction of the zn-axis, then Cavalieri’s principle, and Fubini’s
theorem, give∫
Rn
1− cos zn
|z|n+2s dz =
∫ ∞
0
∫
Sn−1
1− cos(r cos θ)
rn+2s
dσrn−1dr
=
∫ ∞
0
1
r1+2s
∫ π
0
[1− cos(r cos θ)]
∫
Lθ
dσ′dθdr,
where we have indicated by Lθ = {y ∈ Sn−1 |< y, en >= cos θ} the (n − 2)-
dimensional sphere in Rn with radius sin θ obtained by intersecting Sn−1 with the
hyperplane yn = cos θ. Since with σn−2 given by (4.6) above we have∫
Lθ
dσ′ = σn−2(sin θ)n−2,
30 5. Fourier transform, Bessel functions and (−∆)s
we obtain
∫
Rn
1− cos zn
|z|n+2s dz = σn−2
∫ ∞
0
1
r1+2s
∫ π
0
[1− cos(r cos θ)] (sin θ)n−2dθdr
(5.11)
= σn−2
∫ ∞
0
1
r1+2s
∫ π
0
[1− cos(r cos θ)] (1 − cos2 θ)n−32 sin θdθdr (set u = cos θ)
= σn−2
∫ ∞
0
1
r1+2s
∫ 1
−1
[1− cos(ru)] (1− u2)n−32 dudr
= σn−2
∫ ∞
0
1
r1+2s
[∫ 1
−1
(1− u2)n−32 du−
∫ 1
−1
cos(ru)(1 − u2)n−32 du
]
dr.
From (4.9) and (4.10) we thus find∫ 1
−1
(1 − s2) 2ν−12 ds = 2
∫ 1
0
(cos θ)2νdθ = B
(
ν +
1
2
,
1
2
)
=
Γ
(
ν + 12
)
Γ
(
1
2
)
Γ(ν + 1)
.
This gives ∫ 1
−1
(1 − u2)n−32 du = Γ(
n−1
2 )Γ(
1
2 )
Γ(n2 )
.
On the other hand, we have∫ 1
−1
cos(ru)(1 − u2)n−32 du =
∫ 1
−1
eiru(1− u2)n−32 du.
From this equation and (4.20) in Definition 4.2 we obtain with ν = n−22 and z = r,∫ 1
−1
cos(ru)(1 − u2)n−32 du = Γ(n− 1
2
)Γ(
1
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
Substituting in (5.11) above, we find∫
Rn
1− cos(zn)
|z|n+2s dz = σn−2
Γ(n−12 )Γ(
1
2 )
Γ(n2 )
∫ ∞
0
1
r1+2s
[
1− Γ(n
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
]
dr.
Keeping (4.6) in mind, which gives
σn−2 =
2π
n−1
2
Γ(n−12 )
,
and that
√
π = Γ(1/2), we conclude that∫
Rn
1− cos(zn)
|z|n+2s dz = σn−1
∫ ∞
0
1
r1+2s
[
1− Γ(n
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
]
dr.
From this equation and (5.1) in Proposition 5.1 above, it is clear that the constant
γ(n, s) must be chosen so that
(5.12) γ(n, s)σn−1
∫ ∞
0
1
r1+2s
[
1− Γ(n
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
]
dr = 1.
In order to complete the proof, we are thus left with computing explicitly the
integral in the right-hand side of (5.12).
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With ν = n2 − 1, consider now the function
Ψν(r) = 1− Γ(ν + 1)
(
2
r
)ν
Jν(r).
From the series expansion of Jν(r), see (4.22) above, we have
Jν(r) =
(
r
2
)ν
Γ(ν + 1)
−
(
r
2
)ν+2
Γ(ν + 2)
+
(
r
2
)ν+4
Γ(ν + 3)
− ...
This expansion gives for some function h(r) = O(r2) as r → 0,
(5.13) Ψν(r) = (1 + h(r))
(r
2
)2
.
On the other hand, (4.28) implies that as r →∞
(5.14) Ψν(r) = 1 +O(r
−(ν+ 12 )),
and thus, in particular, Ψν ∈ L∞[0,∞). We thus find∫ ∞
0
1
r1+2s
[
1− Γ(n
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
]
dr =
∫ ∞
0
(
r−2s
−2s
)′
Ψν(r)dr
= lim
R→∞,ε→0+
∫ R
ε
(
r−2s
−2s
)′
Ψν(r)dr = − lim
R→∞
R−2s
2s
Ψν(R) + lim
ε→0+
ε−2s
2s
Ψν(ε)
+
∫ ∞
0
r−2s
2s
Ψ′ν(r)dr.
Since as we have observed Ψν ∈ L∞[0,∞), we clearly have
lim
R→∞
R−2s
2s
Ψν(R) = 0.
From (5.13) and the fact that 0 < s < 1, we obtain
lim
ε→0+
ε−2s
2s
Ψν(ε) = 0.
We thus infer that∫ ∞
0
1
r1+2s
[
1− Γ(n
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
]
dr =
1
2s
∫ ∞
0
1
r2s
Ψ′ν(r)dr.
On the other hand, the recursion formula for Jν , see e.g. (5.3.5) on p. 103 in
[Le72],
(z−νJν(z))′ = −z−νJν+1(z),
gives
Ψ′(r) = −2νΓ(ν + 1) (r−νJν(r))′ = 2νΓ(ν + 1)r−νJν+1(r).
We thus find∫ ∞
0
1
r1+2s
[
1− Γ(n
2
)
(
2
r
)n−2
2
Jn−2
2
(r)
]
dr =
2νΓ(ν + 1)
2s
∫ ∞
0
1
r
n
2−1+2s
Jn
2
(r)dr.
Recalling that ν = n2 − 1 we can write the right-hand side as follows
2νΓ(ν + 1)
2s
∫ ∞
0
1
rν+2s
Jν+1(r)dr =
2νΓ(ν + 1)
2s
∫ ∞
0
1
rµ−q
Jµ(r)dr,
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where µ = ν + 1 = n2 , and q = 1 − 2s. We now invoke the following result, which
is formula (17) on p. 684 in [GR80]:
(5.15)
∫ ∞
0
1
rµ−q
Jµ(ar)dr =
Γ( q+12 )
2µ−qaq−µ+1Γ(µ− q2 + 12 )
,
provided that
−1 < ℜq < ℜµ− 1
2
.
With the above values of the parameters µ and q this condition becomes
−1 < 1− 2s < n
2
− 1
2
.
Now, the former inequality is satisfied since it is equivalent to s < 1, and the second
is also satisfied since it is equivalent to s > 1−n4 , which is of course true since s > 0,
whereas 1−n4 ≤ 0. In conclusion, we obtain from (5.15)
2νΓ(ν + 1)
2s
∫ ∞
0
1
rν+2s
Jν+1(r)dr =
2
n
2−1Γ(n2 )
2s
Γ(1 − s)
2
n
2−1+2sΓ(n2 + s)
=
Γ(n2 )
2s
Γ(1 − s)
22sΓ(n2 + s)
.
Returning to (5.12), and keeping the first identity in (4.6) in mind, we reach the
conclusion that the constant γ(n, s) is given by the equation
γ(n, s)
2π
n
2
Γ(n2 )
Γ(n2 )
2s
Γ(1 − s)
22sΓ(n2 + s)
= 1,
which finally gives
γ(n, s) =
s22sΓ(n2 + s)
π
n
2 Γ(1− s) .
This proves (5.10), thus completing the lemma.

6. The fractional Laplacean and Riesz transforms
In this section we pause for discussing some interesting consequences of Corol-
lary 5.3 and Lemma 5.4. In analysis and geometry one is interested in the following
basic question. Consider a n-dimensional Riemannian manifold M , with gradient
∇ and Laplacean ∆. Given 1 < p < ∞, when is it true that the two Sobolev
spaces of order one obtained by completion of C∞0 (M) with respect to the semi-
norms ‖∇f‖Lp(M) and ‖∆1/2f‖Lp(M) coincide? This question is important for the
purpose of developing analysis on the manifold M and was raised in 1983 by R.
Strichartz in [Str83].
In order to understand it, let us remain within the familiar surroundings of flat
Euclidean space, i.e., when M = Rn. If we denote by (·, ·) the inner product in
L2(Rn), a simple integration by parts shows that for any u ∈ S (Rn) we have
(−∆u, u) = (∇u,∇u) = ||∇u||2L2(Rn).
However, applying Corollary 5.3 and Lemma 5.4 we find
(−∆u, u) = ((−∆)1/2(−∆)1/2u, u) = ((−∆)1/2u, (−∆)1/2u) = ||(−∆)1/2u||2L2(Rn).
The reader should not underestimate the apparent simplicity of the latter conclu-
sion. In a way, it is rather unintuitive that composing two nonlocal operators, such
as (−∆)1/2, we obtain a local operator.
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Combining the latter two equations we obtain the remarkable conclusion
(6.1) ||∇u||2L2(Rn) = ||(−∆)1/2u||2L2(Rn).
We emphasize at this point that (6.1) allows to identify the first-order Sobolev
subspaces of L2(Rn) obtained by completion of C∞0 (R
n) with respect to the semi-
norms ||∇u||2L2(Rn) and ||(−∆)1/2u||2L2(Rn). For the definition of the latter we refer
the reader to (20.5) below.
However, when 1 < p < ∞ and p 6= 2, a similar identification with respect
to the seminorms ‖∇f‖Lp(Rn) and ‖(−∆)1/2f‖Lp(Rn) is no longer such a simple
matter. It is a easy to recognize that an estimate such as
Ap‖(−∆)1/2f‖Lp(Rn) ≤ ‖∇f‖Lp(Rn) ≤ Bp‖(−∆)1/2f‖Lp(Rn), f ∈ C∞0 (Rn),
(6.2)
would suffice for such identification. It is also easy to see (by a duality argument)
that the validity of the right-hand inequality in (6.2) for a certain 1 < p < ∞
implies that of the left-hand inequality in Lp
′
(Rn), where 1p +
1
p
′
= 1.
It is at this point that the Riesz transform enters the stage. One operator that
occupies a central position in analysis is the k-th Riesz transform Rk, which, on
the Fourier transform side, is defined by the formula
R̂ku(ξ) = i
ξk
|ξ| uˆ(ξ), k = 1, ..., n.
The vector-valued Riesz transform R = (R1, ..., Rn) are the first basic examples
of singular integrals, as they generalize to dimension n ≥ 2 the classical Hilbert
transform, see [St70]. Using the Fourier transform it is immediate to verify that
(6.3) Rk =
∂
∂xk
(−∆)−1/2, k = 1, ..., n,
which in vector-valued form can be compactly written as R = ∇(−∆)−1/2. If we
now apply (6.1) to the function u = (−∆)−1/2f (this is fine, if f ∈ S (Rn)), we
have proved the following result.
Proposition 6.1. The vector-valued Riesz transform R maps L2(Rn) to L2(Rn),
and one has for any f ∈ L2(Rn)
||Rf ||2L2(Rn) = ||f ||2L2(Rn).
Thus (6.1) is equivalent to the L2(Rn) continuity of the Riesz operator R
(obviously, in Rn we could have proved Proposition 6.1 using the Fourier transform
as well, but the above proof works as well in situations in which such tool is not
available). In a similar way, the right-hand inequality in (6.2) is equivalent to the
Lp continuity of the Riesz operator R. In conclusion, the inequality (6.2) is true
for all 1 < p <∞ if
(6.4) ||Rf ||Lp(Rn) ≤ Cp||f ||Lp(Rn), f ∈ C∞0 (Rn).
These arguments show that, at least whenM = Rn, the above question whether
the two Sobolev spaces of order one obtained by completion of C∞0 (M) with re-
spect to the seminorms ‖∇f‖Lp(M) and ‖(−∆)1/2f‖Lp(M) coincide can be answered
affirmatively if one knows that (6.4) holds. On the other hand, one of the major
accomplishments of the theorem of singular integrals is precisely their continuity
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in Lp(Rn), 1 < p < ∞, and thus the opening question of this section admits an
affirmative answer in Rn.
It was because of the above considerations that in the above cited paper [Str83]
R. Strichartz asked what hypothesis on a Riemannian manifold M would ensure
the continuity of the Riesz operator R = ∇(−∆)−1/2 in Lp(M) for 1 < p <∞. An
interesting answer was given in 1987 by D. Bakry who proved in [Bak87] that if
the Ricci tensor ofM is bounded from below by a non negative constant then (6.4),
and therefore (6.2) hold for every 1 < p < ∞. The reader should also consult the
subsequent developments in the papers [ACDH04], [CD99], and the more recent
generalization to sub-Riemannian geometry in [BaG13]. These developments are
intimately connected to the framework introduced in Section 20 below.
7. The fractional Laplacean of a radial function
We have seen in Lemma 2.7 that when u(x) = f(|x|), then (−∆)su(x) also has
spherical symmetry. The next result provides a useful recipe for actually computing
such function. It constitutes the non-local replacement of the well-known formula
∆u(x) = f ′′(|x|)+ n−1|x| f ′(|x|) of the Laplacean of a spherically symmetric function.
Lemma 7.1. Let u(x) = f(|x|). Then,
(−∆)su(x) = (2π)
2s+2
|x|n2−1
∫ ∞
0
t2s+1Jn
2−1(2π|x|t)
(∫ ∞
0
τ
n
2 f(τ)Jn
2−1(2πtτ)dτ
)
dt.
(7.1)
= |x|−n2−2s−1
∫ ∞
0
t2s+1Jn
2
−1(t)
(∫ ∞
0
τ
n
2 f(τ)Jn
2
−1(t|x|−1τ)dτ
)
dt,
provided that the integrals exist and are convergent.
Proof. Let U(x) = (−∆)su(x). We know from Lemma 2.7 that U(x) =
F (|x|). We also know by (5.2) in Proposition 5.1 that Uˆ(ξ) = (2π|ξ|)2suˆ(ξ). Com-
bining this with Theorem 4.4, we find
Uˆ(ξ) = (2π)2s+1|ξ|−n2+1+2s
∫ ∞
0
τ
n
2 f(τ)Jn
2−1(2π|ξ|τ)dτ.
Applying again Theorem 4.4 we obtain
U(x) = (2π)2s+2|x|− n2+1
∫ ∞
0
t
n
2 Jn
2−1(2π|x|t)t−
n
2 +1+2s
(∫ ∞
0
τ
n
2 f(τ)Jn
2−1(2πtτ)dτ
)
dt.
This gives the desired conclusion (7.1).

For more elaborated representations related to Lemma 7.1 the reader should
see the paper [FV12].
8. The fundamental solution of (−∆)s
In this section we compute the fundamental solution of the fractional Laplacean
operator. In most parts of this paper we will be implicitly assuming that the
dimension of the ambient space is n ≥ 2. Since 0 < s < 1, this assumption obviously
forces s < n2 . However, unlike the local case of the Laplacean, the situation when
n = 1 has its own interest when dealing with (−∆)s and at times it needs to be
discussed separately. Theorem 8.4 below is one instance of this situation. The
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main reason is that, when n = 1, then the case s = n2 does occur when s =
1
2 . A
remarkable study of the nondegeneracy and uniqueness for the nonlocal nonlinear
equation
(−∆)su+ u− |u|αu = 0, α > 0,
entirely in the case n = 1 is [FLe13]. One should also see the sequel paper [FLeS16]
in which the authors obtain a generalization to any dimension n ≥ 1.
Before we turn to the proof of the main results we pause for a moment to recall
that there exist spaces larger than S (Rn), or L∞(Rn) ∩ C2(Rn), in which it is
still possible to define the nonlocal Laplacean either pointwise or as a tempered
distribution. We have seen an instance of this in Proposition 2.15 above. Following
Definition 2.3 in [Si07], given 0 < s < 1 we can also consider the linear space of
the functions u ∈ C∞(Rn) such that for every multi-index α ∈ Nn0
[u]α = sup
x∈Rn
(
1 + |x|n+2s) |∂αu(x)| <∞.
We denote by Ss(R
n) the space C∞(Rn) endowed with the countable family of
seminorms [·]α, and by S ′s(Rn) its topological dual. We clearly have the inclusions
(8.1) C∞0 (R
n) →֒ S (Rn) →֒ Ss(Rn) →֒ C∞(Rn),
with the dual inclusions given by
(8.2) E ′(Rn) →֒ S ′s(Rn) →֒ S ′(Rn) →֒ D ′(Rn),
where we recall that E ′(Rn) indicates the space of distributions with compact sup-
port. The next lemma justifies the introduction of the space Ss(R
n).
Lemma 8.1. Let u ∈ S (Rn). Then, (−∆)su ∈ Ss(Rn).
Proof. We have already observed that (−∆)su ∈ C∞(Rn), and that it is not
true in general that (−∆)su ∈ S (Rn). From Proposition 2.9 we know however
that
[(−∆)su]0 = sup
x∈Rn
(
1 + |x|n+2s) |(−∆)su(x)| <∞.
Suppose now that α ∈ Nn0 and |α| = 1. We can write α = ek, where ek indicate one
of the vectors of the standard basis of Rn. Applying (5.2) in Proposition 5.1 and
(4.19), we have
∂α(−∆)su(x) = ∂kF−1 ̂(−∆)su(x) = (−2πi)F−1
(
ξk ̂(−∆)su
)
(x)
= (−2πi)F−1 (ξk(2π|ξ|)2suˆ(ξ)) (by (4.18))
= F−1
(
(2π|ξ|)2s∂̂ku(ξ)
)
(by (5.2) again)
= F−1F ((−∆)s∂ku) = (−∆)s∂ku.
Since ∂ku ∈ S (Rn), again by Proposition 2.9 we conclude that
[u]ek = sup
x∈Rn
(
1 + |x|n+2s) |∂ku(x)| <∞.
Proceeding by induction on |α|, for all α ∈ Nn0 , we reach the desired conclusion.

With Lemma 8.1 in hands we can now extend the notion of solution to distri-
butional ones.
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Definition 8.2. Let T ∈ S ′(Rn). We say that a distribution u ∈ S ′s(Rn)
solves (−∆)su = T if for every test function ϕ ∈ S (Rn) one has
< u, (−∆)sϕ >=< T,ϕ > .
In the special case in which T = δ, the Dirac delta, then Definition 8.2 leads
to the following.
Definition 8.3 (Fundamental solution). We say that a distribution Es ∈
S ′s(R
n) is a fundamental solution of (−∆)s if (−∆)sEs = δ. This means that
for every ϕ ∈ S (Rn) one has
< Es, (−∆)sϕ >= ϕ(0).
It is clear from Definition 8.3 that if Es ∈ S ′s(Rn) is a fundamental solution of
(−∆)s, then one has (−∆)sEs = 0 in D ′(Rn \{0}). The following result establishes
the existence of an explicit fundamental solution Es ∈ C∞(Rn \ {0}) of (−∆)s.
As we will see in the important Theorem 12.19 below, the smoothness of such Es
in Rn \ {0} is in agreement with the above observed fact that (−∆)sEs = 0 in
D ′(Rn \ {0}).
Theorem 8.4. Let n ≥ 2 and 0 < s < 1. Denote by
(8.3) Es(x) = α(n, s)|x|−(n−2s),
where the normalizing constant in (8.3) is given by
(8.4) α(n, s) =
Γ(n2 − s)
22sπ
n
2 Γ(s)
.
Then, Es is a fundamental solution for (−∆)s.
The proof of Theorem 8.4 will be given after Lemma 8.6 below. For such
proof we have chosen one approach that, although very classical, to the best of our
knowledge has not been pursued elsewhere. We have done so since, in the course
of proving Theorem 8.4, we establish some auxiliary results that have an interest
in their own right (but also play an important role later in this note, see (10.15) in
the proof of Theorem 10.1 below). In particular, we are led to discover in a natural
way some remarkable solutions of the following semilinear nonlocal equation which
generalizes the celebrated Yamabe equation from Riemannian geometry
(8.5) (−∆)su = u n+2sn−2s .
Of course, there exist proofs of Theorem 8.4 different from the one presented here.
Besides the original work of M. Riesz [R38], the reader should also consult Stein’s
landmark book [St70] and Landkof’s cited monograph [La72]. We begin with the
following preparatory result.
Lemma 8.5. Suppose that either n ≥ 2, or n = 1 and 0 < s < 1/2. For every
y > 0 consider the regularized fundamental solution
(8.6) Es,y(x) = α(n, s)(y
2 + |x|2)−n−2s2 .
Then,
(8.7) Ês,y(ξ) =
ys
22s−1πsΓ(s)
|ξ|−sKs(2πy|ξ|),
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where we have denoted by Kν the modified Bessel function of the third kind, see
(4.31) above. From (8.7) we obtain for every ξ 6= 0
(8.8) Ês(ξ) = lim
y→0+
Ês,y(ξ) = (2π|ξ|)−2s.
Proof. To prove (8.7) it suffices to show that for every f ∈ S (Rn) we have
< Ês,y, f > =
ys
22s−1πsΓ(s)
∫
Rn
|ξ|−sKs(2πy|ξ|) f(ξ)dξ.(8.9)
To establish (8.9) we use the heat semigroup and Bochner’s subordination. The
idea is to start from the observation that for every L > 0 and α > 0 one has
(8.10)
∫ ∞
0
e−tLtα
dt
t
=
Γ(α)
Lα
.
Using Fubini and (8.10) with L = |ξ|2 + y2, we obtain for any α > 0∫ ∞
0
tα
(∫
Rn
e−t(|ξ|
2+y2)fˆ(ξ)dξ
)
dt
t
=
∫
Rn
fˆ(ξ)
(∫ ∞
0
tαe−t(|ξ|
2+y2) dt
t
)
dξ
= Γ(α)
∫
Rn
fˆ(ξ)(|ξ|2 + y2)−αdξ.
The above assumptions n ≥ 2, or n = 1 and 0 < s < 1/2, imply that α = n2 −s > 0.
If we thus let α = n2 − s in the latter formula we find
(8.11)∫ ∞
0
t
n
2−s
(∫
Rn
e−t(|ξ|
2+y2)fˆ(ξ)dξ
)
dt
t
= Γ
(
n− 2s
2
)∫
Rn
fˆ(ξ)(|ξ|2 + y2)−(n−2s2 )dξ.
On the other hand, (5.8) above gives for any f ∈ S (Rn) and y > 0∫
Rn
Fx→ξ
(
e−t(|x|
2+y2)
)
f(ξ)dξ =
∫
Rn
e−t(|ξ|
2+y2)fˆ(ξ)dξ.
Multiplying both sides of this equation by t
n
2−s and integrating between 0 and ∞
with respect to the dilation invariant measure dtt we obtain∫ ∞
0
t
n
2−s
∫
Rn
Fx→ξ
(
e−t(|x|
2+y2)
)
f(ξ)dξ
dt
t
=
∫ ∞
0
t
n
2−se−y
2t
∫
Rn
ê−t|·|2(ξ) f(ξ)dξ
dt
t
We next recall the following notable Fourier transform in Rn: for every t > 0, and
every ξ ∈ Rn, one has
(8.12) ̂(e−t|·|2)(ξ) =
π
n
2
t
n
2
exp
(
−π2 |ξ|
2
t
)
.
Substituting (8.12) in the preceeding formula, we find∫ ∞
0
t
n
2−s
∫
Rn
Fx→ξ
(
e−t(|x|
2+y2)
)
f(ξ)dξ
dt
t
= π
n
2
∫ ∞
0
t−se−y
2t
∫
Rn
exp
(
−π2 |ξ|
2
t
)
f(ξ)dξ
dt
t
= π
n
2
∫
Rn
f(ξ)
(∫ ∞
0
t−se−y
2t exp
(
−π2 |ξ|
2
t
)
dt
t
)
dξ.
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We now use the following formula that can be found in 9. on p. 340 of [GR80]
(8.13)
∫ ∞
0
tν−1e−(
β
t +γt)dt = 2
(
β
γ
) ν
2
Kν(2
√
βγ),
provided ℜβ,ℜγ > 0. Applying (8.13) with
ν = −s, β = π2|ξ|2, γ = y2,
and keeping in mind that, as we have already observed, Kν = K−ν (see 5.7.10 in
[Le72]), we find
(8.14)
∫ ∞
0
t−se−y
2t exp
(
−π2 |ξ|
2
t
)
dt
t
= 2
(
y
π|ξ|
)s
Ks(2πy|ξ|).
Substituting (8.14) in the above integral, we conclude
∫ ∞
0
t
n
2−s
∫
Rn
̂e−t(|·|2+y2)(ξ) f(ξ)dξ
dt
t
= 2π
n
2−sys
∫
Rn
|ξ|−sKs(2πy|ξ|) f(ξ)dξ.
(8.15)
Since the integral in the left-hand side of (8.15) equals that in the left-hand side of
(8.11), we finally have
(8.16)
α(n, s)
∫
Rn
fˆ(ξ)(|ξ|2 + y2)−(n−2s2 )dξ = α(n, s)2π
n
2−sys
Γ(n−2s2 )
∫
Rn
|ξ|−sKs(2πy|ξ|) f(ξ)dξ.
Recalling (8.4), which gives α(n, s) =
Γ(n2−s)
22sπ
n
2 Γ(s)
, we infer from (8.16) that
(8.17)
α(n, s)
∫
Rn
fˆ(ξ)(|ξ|2 + y2)−(n−2s2 )dξ = y
s
22s−1πsΓ(s)
∫
Rn
|ξ|−sKs(2πy|ξ|) f(ξ)dξ.
Keeping (8.6) in mind, we can rewrite (8.17) as follows
< Es,y, fˆ >=
ys
22s−1πsΓ(s)
∫
Rn
|ξ|−sKs(2πy|ξ|) f(ξ)dξ.
Since by definition < Ês,y , f >=< Es,y, fˆ >, we conclude that (8.9) holds, thus
completing the proof.

We next prove a remarkable result concerning the function Es,y defined by (8.3)
and (8.4) above.
Lemma 8.6. For every y > 0 the function Es,y satisfies the equation
(−∆)sEs,y(x) = y2s
Γ(n2 + s)
π
n
2 Γ(s)
(
y2 + |x|2)−(n2+s) .(8.18)
Proof. In order to establish (8.18) we begin by computing the function
Fs,y(x)
def
= (−∆)sEs,y(x).
With this objective in mind we appeal to (5.2), which gives
(8.19) F̂s,y(ξ) = ̂(−∆)sEs,y(ξ) = (2π|ξ|)2sÊs,y(ξ).
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We now use (8.7) in Lemma 8.5. Inserting such equation in (8.19) we obtain
(8.20) F̂s,y(ξ) = (2π|ξ|)2s y
s
22s−1πsΓ(s)
|ξ|−sKs(2πy|ξ|) = 2y
sπs
Γ(s)
|ξ|sKs(2πy|ξ|).
Using Theorem 4.4 we find from (8.20)
Fs,y(x) =
4ysπs+1
Γ(s)
1
|x|n2−1
∫ ∞
0
t
n
2 +sKs(2πyt)Jn
2
−1(2π|x|t)dt.(8.21)
If we now let
λ = −n
2
− s, µ = s, ν = n
2
− 1,
then we can write the integral in the right-hand side of (8.21) in the form∫ ∞
0
t−λKµ(at)Jν(bt)dt,
with
a = 2πy, b = 2π|x|.
Under the assumption ν − λ + 1 > |µ|, that is presently equivalent to n + s > s,
which is obviously true, we can appeal to formula 3. in 6.576 on p. 693 in [GR80].
Such formula states that∫ ∞
0
t−λKµ(at)Jν(bt)dt =
bνΓ(ν−λ+µ+12 )Γ(
ν−λ−µ+1
2 )
2λ+1aν−λ+1Γ(1 + ν)
(8.22)
× F
(
ν − λ+ µ+ 1
2
,
ν − λ− µ+ 1
2
; ν + 1;− b
2
a2
)
,
where, we recall, F (α, β; γ; z) indicates the hypergeometric function 2F1(α, β; γ; z),
see Definition 4.7 above. Since
ν − λ+ µ+ 1
2
=
n
2
+ s,
ν − λ− µ+ 1
2
=
n
2
,
from (8.21) and (8.22) we obtain∫ ∞
0
t
n
2+sKs(2πyt)Jn2−1(2π|x|t)dt =
(2π|x|)n2−1Γ(n2 + s)
2−
n
2−s+1(2πy)n+s
(8.23)
× F
(
n
2
+ s,
n
2
;
n
2
;−|x|
2
y2
)
.
We now apply (4.41) to find
F
(
n
2
+ s,
n
2
;
n
2
;−|x|
2
y2
)
=
(
1 +
|x|2
y2
)−(n2+s)
.
Inserting this information into (8.23) we have
∫ ∞
0
t
n
2+sKs(2πyt)Jn
2
−1(2π|x|t)dt =
(2π|x|)n2−1Γ(n2 + s)
2−
n
2−s+1(2πy)n+s
(
1 +
|x|2
y2
)−(n2 +s)
.
(8.24)
From (8.21) and (8.24) we finally conclude
Fs,y(x) =
Γ(n2 + s)
ynπ
n
2 Γ(s)
(
1 +
|x|2
y2
)−(n2+s)
=
y2sΓ(n2 + s)
π
n
2 Γ(s)
(
y2 + |x|2)−(n2 +s) .
This establishes (8.18), thus completing the proof.
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
We are now ready to provide the
Proof of Theorem 8.4. Our objective is establishing
(8.25)
∫
Rn
Es(x)(−∆)sϕ(x)dx = ϕ(0).
for every test function ϕ ∈ S (Rn). We begin by observing that, since we are
assuming that n ≥ 2, we automatically have that 0 < s < n2 . For y > 0 we now
consider the regularization Es,y of the distribution Es defined by (8.3) and (8.4)
above. Notice that Es,y ∈ C∞(Rn) and that it decays at ∞ like |x|−(n−2s). Since
for ϕ ∈ S (Rn) we know from Lemma 8.1 that (∆)sϕ ∈ Ss(Rn), it should be clear
that Lebesgue dominated convergence theorem gives∫
Rn
Es,y(x) (−∆)sϕ(x)dx −→
∫
Rn
Es(x) (−∆)sϕ(x)dx
as y → 0+. On the other hand, Lemma 5.4 (which continues to be valid in the
present situation) gives
(8.26)
∫
Rn
Es,y(x) (−∆)sϕ(x)dx =
∫
Rn
(−∆)sEs,y(x) ϕ(x)dx.
Therefore, in view of (8.26), in order to complete the proof it will suffice to show
that as y → 0+
(8.27)
∫
Rn
(−∆)sEs,y(x) ϕ(x)dx −→ ϕ(0).
To establish (8.27) we use (8.18) in Lemma 8.6 which gives∫
Rn
(−∆)sEs,y(x) ϕ(x)dx =
Γ(n2 + s)
ynπ
n
2 Γ(s)
∫
Rn
(
1 +
|x|2
y2
)−(n2 +s)
ϕ(x)dx
=
Γ(n2 + s)
π
n
2 Γ(s)
∫
Rn
(
1 + |x′|2)−(n2 +s) ϕ(yx′)dx′
−→ ϕ(0) Γ(
n
2 + s)
π
n
2 Γ(s)
∫
Rn
(
1 + |x′|2)−(n2 +s) dx′,
where in the last equality we have used Lebesgue dominated convergence theorem.
To complete the proof of (8.27) it would be sufficient to prove that
(8.28)
Γ(n2 + s)
π
n
2 Γ(s)
∫
Rn
(
1 + |x′|2)−(n2+s) dx′ = 1.
Now, the validity of (8.28) follows from a straightforward application of Proposition
4.1 with the choice a = n+ 2s, b = 0.

Remark 8.7. Our proof of Theorem 8.4 uses the fact that n−2s > 0. Therefore,
besides the situation n ≥ 2, for which this is automatically true, our proof continues
to work when n = 1 and 0 < s < 12 since in such case we still have n− 2s > 0. It
does not cover instead the following two cases:
(i) n = 1 and 12 < s < 1;
(ii) n = 1 and s = 12 .
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In case (i) formulas (8.3), (8.4) continue to be valid unchanged, whereas in the case
(ii) one has to replace them with the following
Es(x) = − 1
π
log |x|.
The interested reader can find a discussion of such cases in the paper [Bu16].
9. The nonlocal Yamabe equation
In the previous section we have proved that the function
Es,y(x) = α(n, s)(y
2 + |x|2)−n−2s2 .
satisfies the equation
(−∆)sEs,y(x) = y2s
Γ(n2 + s)
π
n
2 Γ(s)
(
y2 + |x|2)−(n2+s) ,
see (8.18). If we consider
(9.1) v(x) = λyγEs,y,
where λ > 0 and γ ∈ R are to be chosen in a moment, then it is clear that v solves
the equation
(−∆)sv(x) = λyγ+2sΓ(
n
2 + s)
π
n
2 Γ(s)
(
y2 + |x|2)−(n2 +s)
= λyγ+2s
Γ(n2 + s)
π
n
2 Γ(s)
(
1
(y2 + |x|2)n2−s
) n2 +s
n
2
−s
= λyγ+2s
Γ(n2 + s)
π
n
2 Γ(s)
(
λyγα(n, s)
1
(y2 + |x|2)n2−s
) n2 +s
n
2
−s
(λyγα(n, s))
−
n
2
+s
n
2
−s
= λyγ+2s
Γ(n2 + s)
π
n
2 Γ(s)
(λyγα(n, s))
−
n
2
+s
n
2
−s v(x)
n
2
+s
n
2
−s .
We now choose γ > 0 in such a way that the powers of y add up to 0, and we also
choose λ so that
λ
Γ(n2 + s)
π
n
2 Γ(s)
(λα(n, s))
−
n
2
+s
n
2
−s = 1.
For the first condition to be true, we must have
γ =
n− 2s
2
,
whereas the second condition will be valid if
λ
4s
n−2s =
Γ(n2+s)
π
n
2 Γ(s)
α(n, s)
n+2s
n−2s
.
Inserting this choices of γ and λ in (9.1), after some elementary computations we
obtain
(9.2) vy(x) = κ(n, s)
(
y
y2 + |x|2
)n−2s
2
, y > 0,
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with
(9.3) κ(n, s) = 2
n−2s
2
(
Γ(n+2s2 )
Γ(n−2s2 )
)n−2s
4s
.
In conclusion, we have proved the following remarkable fact.
Theorem 9.1. Let n ≥ 2 and 0 < s < 1. Then, for every y > 0 the function
v = vy defined by (9.2), with κ(n, s) given by (9.3), solves the nonlocal Yamabe
equation
(9.4) (−∆)sv = v n−2sn+2s .
Every translation in x of such function is also a solution.
We close this section by recalling that in [CLO06] the authors proved that,
given n ≥ 1 and 0 < s < n2 , then every positive solution of the integral equation
u(x) =
∫
Rn
u(y)
n−2s
n+2s
|x− y|n−2s dy,
such that u ∈ L
2n
n−2s
loc (R
n), is a translation of one of the functions in (9.2). They
also showed that, under the same hypothesis, an analogous conclusion holds for
all positive solutions of the nonlocal Yamabe equation (9.4). Since when n ≥ 2
and 0 < s < 1 the condition 0 < s < n2 is automatically fulfilled, Theorem 1.2 in
[CLO06] provides a deep converse to Theorem 9.1 above. We also mention the
paper [CT04] in which the authors compute the sharp constant in the Sobolev
embedding Hs,2(Rn) →֒ Lq(Rn), where for any 0 < s < n/2, the Sobolev exponent
q is determined by the equation
1
2
− 1
q
=
s
n
, or, equivalently, q =
2n
n− 2s.
In their Theorem 1.1 they prove that the minimizers in the Sobolev embedding are
of the form (9.2), or translations of it. Here, the Sobolev space is the standard one
Hs,2(Rn) = {u ∈ L2(Rn) | (−∆)s/2u ∈ L2(Rn)}(9.5)
= {u ∈ L2(Rn) | (1 + |ξ|2)s/2uˆ ∈ L2(Rn)},
see e.g. [LM72], and also [DPV12]. Finally, for a beautiful introduction to the role
of nonlocal operators in geometry the reader should see the paper [Go16]. Also,
for works on nonlocal equations and geometry one should see [GZ03], [CG11],
[GSS14], [BDS15], [FF15], [FGMT15], [CLZ16], [DDGW17]. For related
works on nonlocal nonlinear equation at interface of analysis and geometry one
should see [Tan11], [FLe13], [BCPS13], [CR13], [Sec13], [CS14], [CS15], [SV15],
[Ab15], [FLeS16], [DMPS16], [PS16], [Ab17], [JKS17]. The recent paper
[CLL17] provides an interesting account of the method of moving planes applied
directly to nonlocal equations, rather than going through the extension (discussed
in the next Section 10), as it was done for instance in [BCPS13]. This is an im-
portant aspect since it allows to cover the full range of fractional powers s ∈ (0, 1).
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10. Traces of Bessel processes: the extension problem
When dealing with nonlocal operators such as (−∆)s a major difficulty is rep-
resented by the fact that they do not act on functions like differential operators do,
but instead through nonlocal integral formulas such as (2.8). As a consequence,
the rules of differentiation are not readily available, and in these notes we have
already seen several instances of this obstruction. In this perspective it would be
highly desirable to have some kind of procedure that allows to connect nonlocal
problems to ones for which the rules of differential calculus are available. Exploring
this connection is the principal objective of this section.
During the past decade there has been an explosion of interest in the analysis
of nonlocal operators such as (2.8) in connection with various problems from the
applied sciences, analysis and geometry. The majority of these developments has
been motivated by the remarkable 2007 “extension paper” [CS07] by Caffarelli and
Silvestre. In that paper the authors introduced a method that allows to convert
nonlocal problems in Rn into ones that involve a certain (degenerate) differential
operator in Rn+1+ . Precisely, it was shown in [CS07] that if for a given 0 < s < 1 and
u ∈ S (Rn) one considers the function U(x, y) that solves the following Dirichlet
problem in the half-space Rn+1+ :
(10.1)
{
LaU(x, y) = divx,y(y
a∇x,yU) = 0 x ∈ Rn, y > 0,
U(x, 0) = u(x),
where now a = 1 − 2s, then one can recover (−∆)su(x) by the following “trace”
relation
(10.2) − 2
2s−1Γ(s)
Γ(1− s) limy→0+y
1−2s ∂U
∂y
(x, y) = (−∆)su(x).
Thus, remarkably, (10.2) provides yet another way of characterizing (−∆)su(x) as
the weighted Dirichlet-to-Neumann map of the extension problem (10.1).
Before turning to solving (10.1) and proving (10.2), we mention that, in connec-
tion with the extension problem, there is one reference that should be cited since,
with a somewhat different perspective, it contains closely related circle of ideas.
The 1965 paper [MS65] by Muckenhoupt and Stein does not seem well-known to
people in the fractional community, or to workers in geometry. In that paper the
authors developed a detailed analysis of the equation
(10.3) div(y2λ∇u) = y2λ
(
∂2u
∂x2
+
∂2u
∂y2
+
2λ
y
∂u
∂y
)
= 0, λ > 0,
in the upper half-plane Rx×R+y (notice that (10.3) is precisely the extension equa-
tion (10.1) above). They made substantial use of the conjugate equation
∂2v
∂x2
+
∂2v
∂y2
− 2λ
y
∂v
∂y
= 0,
and of the fact that if u solves (10.3), then v = y2λuy solves the conjugate equation.
Remarkably, they also proved a strong maximum principle in regions across the
singular line {y = 0} for solutions to (10.3) such that u(x,−y) = u(x, y), see
Theorem 1 in [MS65]. Many of these aspects have presently become common
knowledge to users of the extension procedure.
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We also mention that in probability the extension procedure was introduced by
Molchanov and Ostrovskii in [MO69], see also the earlier related work by Spitzer
[Sp58] and the more recent paper by Kolsrud [K89]. Although it is fair to say that
the contribution of [MO69] to the development of nonlocal operators in analysis
and geometry is not nearly comparable to that of [CS07], it should be said that in
the probabilistic literature there is a wealth of works that have developed thanks
to [MO69].
We also want to emphasize another important aspect of the extension operator
La. If we let X = (x, y) ∈ Rn+1, then La is a special example of the class of
differential equations
(10.4) divX(A(X)∇Xf) = 0,
first studied by Fabes, Kenig and Serapioni in [FKS81]. For such equations the
authors assumed that X → A(X) be a symmetric matrix-valued function with
bounded measurable coefficients verifying the following degenerate ellipticity as-
sumption for a.e. X ∈ Rn+1 and every ξ ∈ Rn+1:
λω(X)|ξ|2 ≤< A(X)ξ, ξ >≤ λ−1ω(X)|ξ|2,
for some λ > 0. Here, ω(X) is a so-called Muckenhoupt A2-weight. This means
that there exists a constant A > 0 such that for any ball B ⊂ Rn+1 one has
−
∫
B
ω(X)dX−
∫
B
ω(X)−1dX ≤ A.
Under such hypothesis they established a strong Harnack inequality, and the local
Ho¨lder continuity of the weak solutions of (10.4). Now, the extension equation in
(10.1) is a special case of (10.4) since, given that a = 1− 2s ∈ (−1, 1), the function
ω(X) = ω(X) = |y|a is an A2-weight in Rn+1 (for a very nice introduction to
Muckenhoupt Ap-weights the reader is referred to the classical paper [CF74]). As
a consequence, one can obtain quantitative information on solutions of (−∆)su = 0,
say, from corresponding properties of solutions of the extension problem (10.1).
Suppose for instance we want to establish the scale invariant Harnack inequality
on balls in Rn for solutions of (−∆)su = 0 that are globally nonnegative (this is
an important hypothesis when dealing with nonlocal operators). We extend such a
u to a nonnegative function U in Rn+1+ that solves (10.1) above. In view of (10.2)
and of the fact that (−∆)su = 0, we obtain for every x ∈ Rn
lim
y→0+
y1−2s
∂U
∂y
(x, y) = 0.
This condition implies (after some work!) that if we reflect U evenly in y > 0, the
resulting function is a nonnegative local solution in a ball in the thick space Rn+1 of
LaU = 0. Therefore, the Harnack inequality established in [FKS81] holds in such
ball for U . If in such inequality we set y = 0, using the fact that U(x, 0) = u(x), we
obtain a corresponding Harnack inequality for u. This is one example of how the
extension procedure is used to turn nonlocal problems into local ones, see Theorem
5.1 in [CS07]. For a different approach based on probability the reader should see
the papers [Bo97] and [BGR10]. In connection with the extension procedure one
should also see the works by Stinga and Torrea and by Nystro¨m and Sande. In
[ST10] using the theory of semigroups this method has been generalized to define
(−L)s, where L = div(A(x)∇) is a variable coefficient elliptic operator in divergence
form, whereas in [NS16] and [ST17] it has been generalized to the nonlocal heat
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operator (∂t−∆)s. We also mention the work [CS16] in which the authors develop a
Schauder type regularity theory, both interior and at the boundary, in the Dirichlet
and Neumann problems for the nonlocal operator (−L)s, with L as above.
We now turn to the task of actually solving the extension problem. One key
observation is that the second order degenerate elliptic equation in (10.1) can also
be written in nondivergence form in the following way
(10.5)

−∆xU = BaU, (x, y) ∈ Rn+1+
U(x, 0) = u(x), x ∈ Rn,
U(x, y)→ 0, as y →∞, x ∈ Rn,
where we have denoted by
(10.6) Ba =
∂2
∂y2
+
a
y
∂
∂y
the generator of the Bessel semigroup on (R+, yady). We will return to the discus-
sion of this semigroup in Section 22 below.
Theorem 10.1. Let u ∈ S (Rn). Then, the solution U to the extension problem
(10.1) is given by
(10.7) U(x, y) = Ps(·, y) ⋆ u(x) =
∫
Rn
Ps(x− z, y)u(z)dz,
where
(10.8) Ps(x, y) =
Γ(n2 + s)
π
n
2 Γ(s)
y2s
(y2 + |x|2)n+2s2
is the Poisson kernel for the extension problem in the half-space Rn+1+ . For U as in
(10.7) one has
(10.9) (−∆u)su(x) = −2
2s−1Γ(s)
Γ(1− s) limy→0+y
a ∂U
∂y
(x, y).
Proof. Consider the extension problem (10.1), written in the form (10.5). If
we take a partial Fourier transform of the latter with respect to the variable x ∈ Rn,
we find
(10.10)
{
∂2Uˆ
∂y2 (ξ, y) +
a
y
∂Uˆ
∂y (ξ, y)− 4π2|ξ|2Uˆ(ξ, y) = 0 in Rn+1+ ,
Uˆ(ξ, 0) = uˆ(ξ), Uˆ(ξ, y)→ 0, as y →∞, x ∈ Rn,
where we have denoted
Uˆ(ξ, y) =
∫
Rn
e−2πi<ξ,x>U(x, y)dx.
In order to solve (10.10) we fix ξ ∈ Rn \ {0}, and with Y (y) = Yξ(y) = Uˆ(ξ, y),
we write (10.10) as
(10.11)

y2Y ′′(y) + ayY ′(y)− 4π2|ξ|2y2Y (y) = 0, y ∈ R+,
Y (0) = uˆ(ξ),
Y (y)→ 0, as y →∞.
Comparing (10.11) with the generalized modified Bessel equation in (4.32) above
we see that the former fits into the general form of the latter provided that
α = s, γ = 1, ν = s, β = 2π|ξ|.
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Thus, according to (4.23), two linearly independent solutions of (10.11) are given
by
u1(y) = y
sIs(2π|ξ|y), u2(y) = ysKs(2π|ξ|y).
It ensues that, for every ξ 6= 0, the general solution of (10.10) is given by
Uˆ(ξ, y) = AysIs(2π|ξ|y) +BysKs(2π|ξ|y).
The condition Uˆ(ξ, y) → 0 as y → ∞ forces A = 0 (see e.g. formulas (5.11.9) and
(5.11.10) on p. 123 of [Le72] for the asymptotic behavior at∞ of Ks and Is), and
thus
(10.12) Uˆ(ξ, y) = BysKs(2π|ξ|y).
Next, we use the condition Uˆ(ξ, 0) = uˆ(ξ) to fix the constant B. When y → 0+ we
have
Uˆ(ξ, y) = BysKs(2π|ξ|y) = Bπ
2
ysI−s(2π|ξ|y)− ysIν(2π|ξ|y)
sinπs
−→ Bπ
2Γ(1− s) sinπs (2π|ξ|)
−s,
Now from formula (5.7.1) on p. 108 of [Le72], we have as z → 0
Is(z) ∼= 1
Γ(s+ 1)
(z
2
)s
, I−s(z) ∼= 1
Γ(1− s)
(z
2
)−s
.
Using this asymptotic, along with the formula (4.3) above, we find that as y → 0+,
BysKs(2π|ξ|y) −→ Bπ2
s−1
Γ(1− s) sinπs (2π|ξ|)
−s = B2s−1Γ(s)(2π|ξ|)−s.
In order to fulfill the condition Uˆ(ξ, 0) = uˆ(ξ) we impose that the right-hand side
of the latter equation equal uˆ(ξ). For this to happen we must have
B =
(2π|ξ|)suˆ(ξ)
2s−1Γ(s)
.
Substituting such value of B in (10.12), we finally obtain
(10.13) Uˆ(ξ, y) =
(2π|ξ|)suˆ(ξ)
2s−1Γ(s)
ysKs(2π|ξ|y).
At this point we want to invert the Fourier transform in (10.13). In fact, it is clear
from the latter equation that the function U(x, y) will be given by (10.7), with
Ps(x, y) as in (10.8), if we can show that
(10.14) F−1ξ→x
(
(2π|ξ|)s
2s−1Γ(s)
ysKs(2π|ξ|y)
)
=
Γ(n2 + s)
π
n
2 Γ(s)
y2s
(y2 + |x|2)n+2s2
.
Since the function between parenthesis in the left-hand side of (10.14) is spherically
symmetric, proving (10.14) is equivalent to establishing the following identity
Fξ→x (2πs|ξ|sysKs(2π|ξ|y)) =
Γ(n2 + s)
π
n
2
y2s
(y2 + |x|2)n+2s2
.
In view of Theorem 4.4, the latter identity is equivalent to
(10.15)
22πs+1ys
|x|n2−1
∫ ∞
0
t
n
2 +sKs(2πyt)Jn
2
−1(2π|x|t)dt =
Γ(n2 + s)
π
n
2
y2s
(y2 + |x|2)n+2s2
.
We are thus left with proving (10.15). Remarkably, this identity has already been
established in (8.24) above. Therefore, (10.15) does hold and, with it, (10.7) and
(10.8) as well.
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In order to complete the proof of the theorem we are thus left with establishing
(10.9). With this objective in mind we note that in view of (5.2) in Proposition
5.1, proving (10.9) is equivalent to showing
(10.16) (2π|ξ|)2suˆ(ξ) = −2
2s−1Γ(s)
Γ(1− s) limy→0+y
a ∂Uˆ
∂y
(ξ, y).
Keeping in mind that a = 1− 2s, and using the formula
K ′s(z) =
s
z
Ks(z)−Ks+1(z)
(see (5.7.9) on p. 110 of [Le72]), we obtain
ya
∂Uˆ
∂y
(ξ, y) =
(2π|ξ|)s+1uˆ(ξ)
2s−1Γ(s)
y1−s
{
2s
(2π|ξ|)yKs(2π|ξ|y)−Ks+1(2π|ξ|y)
}
.
Since
2s
z
Ks(z)−Ks+1(z) = −Ks−1(z) = −K1−s(z)
(again, by (5.7.9) on p. 110 of [Le72]), we finally have
ya
∂Uˆ
∂y
(ξ, y) = − (2π|ξ|)
s+1uˆ(ξ)
2s−1Γ(s)
y1−sK1−s(2π|ξ|y).
Now, as before, we have as y → 0+,
y1−sK1−s(2π|ξ|y) −→ 2−sΓ(1− s)(2π|ξ|)s−1.
We finally reach the conclusion that
ya
∂Uˆ
∂y
(ξ, y) −→
y→0+
− Γ(1− s)
22s−1Γ(s)
(2π|ξ|)2suˆ(ξ).
This proves (10.16), thus completing the proof. For an alternative proof of (10.9)
see Remark 10.5 below.

Remark 10.2. Using Proposition 4.1 with the choice b = 0 and a = n+ 2s, it
is easy to recognize from (10.8) that
(10.17) ||Ps(·, y)||L1(Rn) =
∫
Rn
Ps(x, y)dx = 1, for every y > 0.
Remark 10.3. Notice that when s = 12 we have a = 1 − 2s = 0, and the
extension operator La becomes the standard Laplacean La = ∆x +
∂2
∂y2 in R
n+1.
From formula (10.8) we obtain in such case
P1/2(x, y) =
Γ(n+12 )
π
n+1
2
y
(y2 + |x|2)n+12
,
which is in fact the standard Poisson kernel for the upper half-space Rn+1+ , see e.g.
[SW71].
Remark 10.4. If we compare the expression of the Poisson kernel in (10.8)
with (8.18) in Lemma 8.6, we conclude that, remarkably, we have shown that
(10.18) Ps(x, y) = (−∆)sEs,y(x),
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where for y > 0 the function Es,y = c(n, s)(y
2 + |x|2)−n−2s2 is the y-regularization
of the fundamental solution of (−∆)s. If we combine (10.18) with (8.27) above, we
see that we can reformulate (8.27) as follows
lim
y→0+
Ps(·, y) = δ in S ′(Rn),
or, equivalently, for any ϕ ∈ S (Rn)
lim
y→0+
∫
Rn
Ps(x, y)ϕ(x)dx = ϕ(0).
If we let ϕˇ(x) = ϕ(−x), then we obtain from the latter limit relation
(10.19) Ps(·, y) ⋆ ϕ(x) =
∫
Rn
Ps(z, y)τ−xϕˇ(z)dz −→ τ−xϕˇ(0) = ϕ(x).
Remark 10.5 (Alternative proof of (10.9)). Using the property (10.19) of the
Poisson kernel Ps(x, y) we can provide another “short” proof of (10.9) along the
following lines, see Section 3.1 in [CS07]. Let u ∈ S (Rn) and consider the solution
U(x, y) = Ps(·, y) ⋆ u(x) to the extension problem (10.1), see (10.7). Using (10.17)
we can write
U(x, y) =
Γ(n2 + s)
π
n
2 Γ(s)
∫
Rn
y2s
(y2 + |x− z|2)n+2s2
(u(z)− u(x))dz + u(x).
Differentiating both sides of this formula with respect to y and keeping in mind that
a = 1− 2s, we obtain that as y → 0+
ya
∂U
∂y
(x, y) = 2s
Γ(n2 + s)
π
n
2 Γ(s)
∫
Rn
u(z)− u(x)
(y2 + |z − x|2)n+2s2
dz +O(y2).
Letting y → 0+ and using Lebesgue dominated convergence theorem, we thus find
lim
y→0+
ya
∂U
∂y
(x, y) = 2s
Γ(n2 + s)
π
n
2 Γ(s)
PV
∫
Rn
u(z)− u(x)
|z − x|n+2s dz
= −2sΓ(
n
2 + s)
π
n
2 Γ(s)
γ(n, s)−1(−∆u)su(x),
where in the second equality we have used (2.11) above. If in the latter equation we
now replace the expression (5.10) of the constant γ(n, s), we reach the conclusion
that (10.9) is valid.
The Poisson kernel Ps(x, y) is of course a solution of LaPs = 0 in R
n+1
+ . What
is instead not obvious is that the y-regularization Es,y of the fundamental solution
Es of (−∆)s introduced in (8.6) in Lemma 8.5 is also a solution of the extension
operator La. It was shown in [CS07] that, up to a constant, such function is in
fact the fundamental solution of La. The heuristic motivation behind this is that,
with x ∈ Rn, and η ∈ Ra+1, if y = |η| then the operator
(10.20) y−aLa = ∆x +
∂2
∂y2
+
a
y
∂
∂y
can be thought of as the Laplacean in the fractional dimension N = n+a+1 acting
on functions U(x, |η|). Such heuristic is confirmed by the following result.
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Proposition 10.6. For y ∈ R consider the function G(x, y) = (|x|2+y2)−n−2s2 ,
see (8.6). Then, for every (x, y) ∈ Rn+1+ , with a = 1− 2s we have
LaG(x, y) = 0.
Proof. It is convenient to use the expression of (10.20) on functions depending
on r = |x| and y
y−aLa =
∂2
∂r2
+
n− 1
r
∂
∂r
+
∂2
∂y2
+
a
y
∂
∂y
.
Then, the proof becomes a simple computation. Abusing the notation we write
G(x, y) = G(r, y) = (r2 + y2)−
n−2s
2 . We have
Gr = −(n+ a− 1)(r2 + y2)−
n+a−1
2 −1r,
Grr = (n+ a− 1)(r2 + y2)−
n+a−1
2 −2((n+ a)r2 − y2).
This gives
Grr +
n− 1
r
Gr = (n+ a− 1)(r2 + y2)−
n+a−1
2 −2((1 + a)r2 − ny2).
On the other hand, a similar computation gives
Gyy +
a
y
Gy = −(n+ a− 1)(r2 + y2)−
n+a−1
2 −2((1 + a)r2 − ny2).
Adding the latter two equations gives the desired conclusion LaG = 0.

11. Fractional Laplacean and subelliptic equations
In Section 10 we have analyzed the important fact (10.2) that s-harmonic func-
tions arise as weighted Dirichlet-to-Neumann traces of the solutions of the extension
problem (10.1). This aspect underscores the deep connection between the fractional
Laplacean and the class of second order partial differential equations of degenerate
type introduced in [FKS81].
In this section we want to advertise another aspect of nonlocal equations,
namely the link between the nonlocal operator (−∆)s and the theory of the so-
called subelliptic equations. This name comes from the fact that, although the
relevant differential operator L fails to satisfy the a priori estimates of the elliptic
theory, it does satisfy the following replacement estimate below the elliptic index,
hence the name subelliptic:
||u||H2ε ≤ C (||u||L2 + ||Lu||L2) ,
for all C∞0 functions u, and for some 0 < ε < 1. Subelliptic operators typically
display loss of control of derivatives in a set of directions.
The aspect that we have in mind originates with the following particular subel-
liptic operator
Pα = ∂
2
∂z2
+ |z|2α ∂
2
∂x2
, α > 0,
that was first introduced by S. Baouendi in 1967 in his Ph. D. Dissertation under
the supervision of B. Malgrange, see [Ba67]. At that time M. Vishik was vis-
iting Malgrange, who discussed with him the thesis project of Baouendi. Vishik
subsequently asked Malgrange permission to suggest to his own Ph. D. student,
Grushin, to work on some questions related to the hypoellipticity of Pα when
α ∈ N, see [Gru70] and [Gru71]. This is how the operator Pα became known
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as the Baouendi-Grushin operator. A decade later, in the early 80’s, Franchi and
Lanconelli introduced a class of operators which include Pα, and they pioneered
the study of the fine properties of their weak solutions, such as the Harnack type
inequality and the Ho¨lder continuity, by studying a control distance associated with
the relevant operators, see [FL82]-[FL85], and also the subsequent work [FS87].
As we will see in this and the subsequent section, there is an underlying strong
connection between these works, the paper [FKS81] of Fabes, Kenig and Serapioni
mentioned in the previous section, and the fractional Laplacean (−∆)s. We will
further the discussion of the interconnection between these operators in Sections
12 and 14 below.
On one hand, we will see from Proposition 11.2 below that, at least in the range
0 < s ≤ 1/2, the fractional Laplacean arises as the true Dirichlet-to-Neumann map
of the Baouendi-Grushin operator Pα defined in (11.8). On the other hand, the
recent work of Koch, Petrosyan and Shi [KPS15] has underscored an even deeper
link between nonlocal and subelliptic equations. The central tool in their study of
the real-analytic smoothness of the regular free boundary in the obstacle problem
for (−∆)1/2 is a partial hodograph transformation. After such change of variables,
they obtain a fully nonlinear partial differential equation which has a subelliptic
structure. In the sense that the linearization of such fully nonlinear equation is
precisely a Baouendi operator such as (11.12) below with α = 1, see Section 5 in
[KPS15]. Before proceeding we mention that the C∞ smoothness of the regular
free boundary in the obstacle problem for (−∆)1/2 has also been proved with a
completely different approach by De Silva and Savin in [DS16], see also [DS15] for
a related result in the Bernoulli problem. Their approach has been subsequently
generalized to all s ∈ (0, 1) in [JN17].
These facts represent an interesting opportunity for interaction between two
seemingly disjoint communities: that of workers in subelliptic equations and the
closely connected field of sub-Riemannian geometry, and that of workers in nonlocal
equations. We hope that the present discussion, as well as the content of Sections 12
and 14, will encourage such exchange. Most of the material that follows is borrowed
from the papers [G93], [CS07] and [GRO17].
To introduce our discussion let us consider the fractional Laplacean (−∆)s with
0 < s < 1. With a = 1− 2s, we have −1 < a < 1, and we have seen in (10.20) that
the extension operator La can be written in the form
(11.1) La = y
a
(
∆x +
∂2
∂y2
+
a
y
∂
∂y
)
.
We now want to connect the operator La to another degenerate elliptic opera-
tor. Following [CS07] we introduce the change of variable Φ : Rn+1+ → Rn+1+
(11.2) (x, z) = Φ(x, y) = (x, h(y)),
where the function h(y) is chosen so to eliminate the drift term in (11.1). To do
this, given a function U(x, z) defined for (x, z) ∈ Rn+1+ , we define a function U˜(x, y),
with (x, y) ∈ Rn+1+ , by the formula
(11.3) U˜(x, y) := U(Φ(x, y)) = U(x, h(y)).
A simple computation gives
LaU˜(x, y) = y
a
[
∆xU(x, h(y)) +
(
h′′(y) +
a
y
h′(y)
)
DzU(x, h(y)) + h
′(y)2DzzU(x, h(y))
]
.
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From this equation it is clear that if h(y) satisfies the differential equation
(11.4) h′′(y) +
a
y
h′(y) ≡ 0,
then we obtain
(11.5) LaU˜(x, y) = (h
−1(z))a
[
∆xU(x, z) + h
′(h−1(z))2DzzU(x, z)
]
.
Solving (11.4) we find h(y) = Ay1−a for some A ∈ R \ {0}. We now choose
A so that h′(h−1(z)) = z−
a
1−a , which gives A = (1 − a)−(1−a). Summarizing,
h : (0,∞)→ (0,∞) is the strictly increasing function given by
(11.6) z = h(y) =
(
y
1− a
)1−a
, with inverse y = h−1(z) = (1− a)z 11−a .
With this choice we have h′(y) = (1 − a)ay−a, and thus we conclude from (11.5)
that
LaU˜(x, y) = (1− a)az a1−a
[
∆xU(x, z) + z
− 2a1−aDzzU(x, z)
]
.(11.7)
The next proposition summarizes the content of (11.7).
Proposition 11.1. Let −1 < a < 1, and α = a1−a ∈ (−1/2,∞). The mapping
U ↔ U˜ defined by (11.3), with h(y) given by (11.6), converts in a one-to-one, onto
fashion, solutions of the equation LaU˜ = 0 with respect to the variables (x, y) ∈
R
n+1
+ into solutions with respect to the variables (x, z) ∈ Rn+1+ of the equation
(11.8) PαU = DzzU(x, z) + z2α∆xU(x, z) = 0.
We note explicitly that, in the correspondence U ↔ U˜ , the equation (11.7) can
be more suggestively expressed as
(11.9) yaLaU˜(x, y) = Pαu(x, z).
Using Proposition 11.1 one obtains the following interesting result.
Proposition 11.2. Given any s ∈ (0, 1), the fractional Laplacean (−∆)s in
Rn can be interpreted as the Dirichlet-to-Neumann map of the operator Pα in Rn+1+
defined in (11.8), where α = 12s − 1. By this we mean that if for any u ∈ S (Rn)
one considers the solution U(x, z) to the Dirichlet problem
(11.10)
{
PαU(x, z) = DzzU(x, z) + z2α∆xU(x, z) = 0, (x, z) ∈ Rn+1+ ,
U(x, 0) = u(x),
then one has
(11.11) (−∆)su(x) = −Γ(1 + s)
Γ(1− s) limz→0+
∂U
∂z
(x, z).
Proof. Consider the solution to the Dirichlet problem (11.10). Denote by
U˜(x, y) the function associated to U in the variables (x, y) ∈ Rn+1+ by the corre-
spondence (11.3), where h(y) is given by (11.6), and a and α are related by the
equation α = a1−a , or equivalently a =
α
α+1 . Since α =
1
2s−1, we see that a = 1−2s.
By Proposition 11.1 we know that U˜ satisfies LaU˜ = 0 in R
n+1
+ . Furthermore, we
have U˜(x, 0) = U(x, 0) = u(x). By (10.2) we have
(−∆)su(x) = −2
2s−1Γ(s)
Γ(1− s) limy→0+y
1−2s ∂U˜
∂y
(x, y).
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On the other, (11.3) and the chain rule give
y1−2s
∂U˜
∂y
(x, y) = y1−2s
∂U
∂z
(x, h(y))h′(y) = (2s)−2s+1
∂U
∂z
(x, (2s)−2sy2s).
From the latter two equations we obtain
(−∆)su(x) = −2
2s−1Γ(s)
Γ(1− s) limy→0+y
1−2s ∂U˜
∂y
(x, y) = −2
2s−1Γ(s)
Γ(1− s) (2s)
−2s+1 lim
z→0+
∂U
∂z
(x, z).
Keeping (4.1) in mind, we have thus proved (11.11).

We pause for a moment to emphasize that Proposition 11.2 shows that the
true Dirichlet-to-Neumann map that defines the nonlocal operator (−∆)s is the
one associated with the degenerate elliptic operator Pα in (11.8). If we now restrict
the attention to the regime 0 < s ≤ 1/2, then α = 12s − 1 ≥ 0 and the operator in
(11.8) is a model of the Baouendi-Grushin operators in Rnx × Rmz given by
(11.12) Pα = ∆z + |z|2α∆x, α ≥ 0.
When α > 0 such operators are degenerate elliptic along the n-dimensional sub-
space M = Rn × {0}Rm . They are the prototype of a class of equations that
continues to be much studied nowadays. One of the reasons for such continuing
interest is that, as we next illustrate, (11.12) is closely connected with an object of
fundamental relevance in harmonic analysis, partial differential equations and ge-
ometry, the Heisenberg group Hn. This is the stratified nilpotent Lie group whose
underlying manifold is Cn × R ∼= R2n+1 with noncommutative group law given in
real coordinates by
(11.13) (x, y, t) ◦ (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 1
2
(< x, y′ > − < x′, y >)).
If we let p = (x, y, t), p′ = (x′, y′, t′) ∈ Hn, and define the operator of left-translation
by Lp(p
′) = p ◦ p′, then denoting by dLp the differential of the map (11.13), a basis
for the real Lie algebra of left-invariant differential operators is given by applying
dLp to the standard basis in R
2n+1. We thus find
Xj = Xj(p) = dLp(ej) = ∂xj −
yj
2
∂t, j = 1, ..., n,
Xn+j = Xn+j(p) = dLp(en+j) = ∂yj +
xj
2
∂t, j = 1, ..., n,
T = T (p) = dLp(e2n+1) = ∂t.
These vector fields satisfy the commutation relations
(11.14) [Xj , Xn+k] = δjkT, j, k = 1, ...., n,
all other commutators being trivial (remember that the commutator of two vector
fieldsX and Y is defined by [X,Y ] = XY −Y X). The nameHeisenberg group comes
from the fact that, when n = 1, then in H1 = (R3, ◦) the resulting equation (11.14)
represents an abstract version of Heisenberg’s canonical commutation relations in
quantum mechanics for position and momentum of a relativistic particle, see [Fo89].
In fact, much before than mathematicians christened it with such name, the three-
dimensional Heisenberg group had long been known to physicist as the Weyl’s
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group, and it was identified with the following group of 3× 3 matrices: 1 x z0 1 y
0 0 1
 , x, y, z ∈ R.
The Lie algebra is clearly spanned by the matrices
X =
 0 1 00 0 0
0 0 0
 , Y =
 0 0 00 0 1
0 0 0
 , Z =
 0 0 10 0 0
0 0 0
 ,
for which the following commutation relations hold
[X,Y ] = Z, [X,Z] = [Y, Z] = 0.
Now, much like the Laplacean in Rn, in the Heisenberg group there is a second
order partial differential operator which plays a fundamental role in the analysis
of such group. Since according to (11.14) the vector fields X1, ..., X2n generate the
whole Lie algebra, it is natural to consider the following operator
(11.15) ∆H =
2n∑
j=1
X2j ,
which is known as the real part of the Kohn-Spencer sub-Laplacean. We will simply
call it the sub-Laplacean on Hn. Although it plays in the analysis of Hn a role
quite similar to that played by the standard Laplacean in classical analysis, the
differences between these two objects are stunning since the geometry of Hn is not
Riemannian and it is not easy to grasp.
In the real coordinates p = (x, y, t) ∈ Hn, if we indicate z = (x, y) ∈ R2n, then
the operator (11.15) takes the form
(11.16) ∆H = ∆z +
|z|2
4
∂tt + ∂t
n∑
j=1
(xj∂yj − yj∂xj ).
One remarkable feature of (11.16) is that this operator fails to be elliptic at ev-
ery point p ∈ Hn. It is in fact an easy exercise to verify that the matrix of the
quadratic form associated with (11.16) has a vanishing eigenvalue. However, since
by (11.14) we know that the vector fields {X1, ..., Xn, Xn+1, ..., X2n} generate the
whole Lie algebra of left-invariant vector fields, then thanks to a celebrated the-
orem of Ho¨rmander we know that solutions of ∆Hu = 0 are C
∞, see [Ho67] (in
fact, they are real-analytic, but that does not follow from Ho¨rmander’s theorem)
and also the lecture notes [G16]. For an introduction to the Heisenberg group one
should see [CDPT]. Second order partial differential equations such as the sub-
Laplacean (11.15) on Hn and the Baouendi operator (11.12) are called subelliptic.
The reason for this name is that, despite the fact that they may fail to be elliptic
(at every point, in the case of (11.15), along a submanifold for (11.12)), they sat-
isfy a so-called a priori subelliptic estimate. But the discussion of this deep aspect
would take us too far, and thus we must leave it to the interested reader to possibly
further it on his/her own.
Returning to the Baouendi operator (11.12), suppose that n = 1 and α = 1, in
which case (11.12) becomes
(11.17) P = ∆z + |z|2∂xx.
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If we now consider (11.16), we see that in Hn every solution of ∆Hu = 0 which is
invariant under the action of the vector field
Θ =
n∑
j=1
(xj∂yj − yj∂xj ),
is a solution of the equation
(11.18) ∆zu+
|z|2
4
∂ttu = 0,
and, up to a rescaling factor, this is precisely (11.17). For instance, in the three-
dimensional Heisenberg group every function u : H1 → R that has cylindrical
symmetry, i.e., u(z, t) = u⋆(|z|, t), is such that Θu = 0, and vice-versa. Therefore,
it solves ∆Hu = 0 if and only if it solves (11.18). This explains the connection of
the operator of Baouendi with the sub-Laplacean on the Heisenberg group Hn.
We next explore further the connection between to Baouendi operator (11.12)
and (−∆)s. With this objective in mind we assume that m = 1 in (11.12), so that
the resulting operator in Rnx × Rz is
(11.19) PαU = ∂
2U
∂z2
+ |z|2α∆xU.
As stated in (11.8) we want α = 12s − 1, and since 0 < s < 1, this means that in
(11.19) we must have −1/2 < α <∞. We have three possibilities:
• 0 < s < 1/2 =⇒ α > 0 (Pα is of Baouendi type);
• s = 1/2 =⇒ α = 0 (Pα is the standard Laplacean in Rnx × Rz);
• 1/2 < s < 1 =⇒ −1/2 < α < 0 (Pα is not of Baouendi type).
Remark 11.3. Although Pα is not a Baouendi operator when −1/2 < α < 0,
all the subsequent discussion covers such case as well. This is true in particular
of the results from [G93] that we are going to use, and which were in that paper
obtained under the hypothesis that α ≥ 0.
First, we equip Rnx × Rz with the following non-isotropic dilations
δλ(x, z) = (λ
α+1x, λz), λ > 0.(11.20)
A function u is said δλ-homogeneous of degree κ if
u(δλ(x, z)) = λ
κu(x, z), λ > 0.
It is straightforward to verify that the partial differential operator Pα is δλ-homogeneous
of degree two, i.e.,
Pα(δλ ◦ u) = λ2δλ ◦ (Pαu).
We note that Lebesgue measure in Rnx × Rz changes according to the equation
(11.21) d(δλ(x, z)) = λ
(α+1)n+1dxdz,
which motivates the definition of the homogeneous dimension for the number
Q = Qα = (α+ 1)n+ 1.(11.22)
In the analysis of (11.19) the following pseudo-gauge introduced in [G93] plays
an important role
ρα(x, z) =
(
(α+ 1)2|x|2 + |z|2(α+1)
) 1
2(α+1)
.(11.23)
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We clearly have
(11.24) ρα(δλ(x, z)) = λρα(x, z),
i.e., the pseudo-gauge is homogeneous of degree one. The pseudo-ball and sphere
centered at the origin with radius r > 0 are respectively defined as
Bρα(r) = {(x, z) ∈ Rnx × Rz | ρα(x, z) < r}, Sρα(r) = ∂Bρα(r).(11.25)
In [G93] it was proved that, with Q as in (11.22), and Cα > 0 given by
C−1α = (Q+ 2α)(Q − 2)
∫
Rnx×Rz
|z|αdxdz
[((α + 1)2|x|2 + |z|α+1 + 1)]1+ Q+2α2(α+1)
,
the function
(11.26) Γα(x, z) =
Cα
ρα(x, z)Q−2
is a fundamental solution for −Pα with singularity at (0, 0). Since the operator
is invariant with respect to translations along M = Rn × {0}, from (11.26) we
immediately obtain the fundamental solution for Pα with singularity at any point
of the subspace M .
In what follows we indicate with de(x, y) = (|x|2+y2)1/2 the standard Euclidean
distance in Rn+1, and to emphasize certain differences we will indicate with Be(r) =
{(x, y) ∈ Rn+1 | de(x, y) < r} the Euclidean ball in Rn+1 of radius r centered
at the origin. Balls centered at a different point X = (x, y) will be indicated
with Be(X, r). When X = (x, 0), with a slight abuse of notation we will write
Be(x, r) instead of Be((x, 0), r). We will use analogous notations for the spheres
Se(r), Se(X, r), Se(x, r) in R
n+1.
The function h(y) is that given by (11.6) above. We have the following simple
yet important fact.
Proposition 11.4. Given a ∈ (−1, 1), let α = a1−a . Then, for any (x, y) ∈
Rn+1+ we have
(11.27) ρα(x, h(|y|)) = h(de(x, y)).
The equation (11.27) implies in particular that
(11.28) Bρα(h(r)) = Φ(Be(r)), r > 0,
where Φ(x, y) = (x, h(|y|)).
In view of (11.7), or Proposition 11.1, it is clear that if we consider the function
in Rn+1+ given by
(11.29) Γ˜(x, y) = (1− a)aΓα(x, h(y)),
then we have LaΓ˜ = 0 in R
n+1
+ . Notice that from (11.27), (11.26) we have
(11.30)
Γ˜(x, y) =
(1− a)aCα
ρα(x, h(y))Q−2
=
(1 − a)aCα
h(de(x, y))Q−2
=
(1− a)n+2a−1Cα
de(x, y)n+a−1
=
C˜a
de(x, y)n+a−1
,
where in the secondo to the last equality we have used the above expression (11.22)
of the homogeneous dimension associated with the dilations (11.20) in Rn+1. Now,
the function Γ˜(x, y) is precisely the fundamental solution of the Laplacean
∆ = ∆x +Dyy +
a
y
Dy
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in the fractional dimension
(11.31) Q˜ = n+ a+ 1,
found by Caffarelli and Silvestre in formula (2.1) in [CS07]. Furthermore, if we
keep (11.31) in mind, we see that the exponent n+ a− 1 in (11.30) is nothing but
Q˜− 2, whereas C˜a = Cα(1− a)n+2a−1.
We close this section with the following result from [GRO17] that allows to
connect integrals on the pseudo-balls and spheres Bρα(r) and Sρα(r) in the space of
the variables (x, z), to corresponding integrals on the Euclidean balls and spheres
in the variables (x, y).
Proposition 11.5. Let U be a continuous function in the space Rn+1 with the
variables (x, z), even in z, and let U˜(x, y) = U(x, h(|y|)). Then, we have for every
r > 0 ∫
Bρα (h(r))
U(x, z)dxdz = (1− a)a
∫
Be(r)
U˜(x, y)|y|−adxdy,(11.32)
and also
(11.33)
h′(r)
∫
Sρα (h(r))
U(x, z)
|∇ρα(x, z)|dHn(x, z) = (1− a)
a
∫
Se(r)
U˜(x, y)|y|−adHn(x, y).
12. Hypoellipticity of (−∆)s
One of the most important properties of Laplace equation is its hypoellipticity.
This means that distributional solutions of ∆u = f are C∞ wherever f is. Here is
the formal definition, see e.g. [T75].
Definition 12.1. A linear partial differential operator P (x, ∂x) in an open
set Ω ⊂ Rn is said to be hypoelliptic if, given any open subset U ⊂ Ω and any
distribution u in U , u is a C∞ function in U if this is true of P (x, ∂x)u.
To understand this aspect let us recall a classical fact. Let Ω ⊂ Rn be an open
set and for a function u ∈ C(Ω) consider the spherical mean-value Mru(x) defined
in (2.3).
Proposition 12.2. Let Ω ⊂ Rn be an open set. For x ∈ Ω let R > 0 be such
that B(x,R) ⊂ Ω. One has:
(i) if u ∈ C1(Ω), then for every 0 < r < R one has
∂Mru
∂r
(x) =
1
σn−1rn−1
∫
S(x,r)
∂u
∂ν
(y)dσ(y);
(ii) if u ∈ C2(Ω), then for every 0 < r < R one has
∂Mru
∂r
(x) =
1
σn−1rn−1
∫
B(x,r)
∆u(y)dy.
A basic consequence of (ii) is that if u is harmonic in Ω, i.e., u ∈ C2(Ω) and
∆u = 0 in Ω, then for any x ∈ Ω and any 0 < r < dist(x, ∂Ω), one has
(12.1) u(x) = Mru(x).
Now, the fact that a function satisfies the mean-value formula (12.1) has truly
remarkable consequences. One of them, is the following well-known converse to
Gauss’ mean value theorem.
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Theorem 12.3 (of Koe¨be). Let u ∈ C(Ω) and suppose that for every x ∈ Ω
and 0 < r < dist(x, ∂Ω) formula (12.1) hold. Then, u ∈ C∞(Ω) and in fact ∆u = 0
in Ω.
Proof. To prove that u ∈ C∞(Ω) it is obviously enough to show that u ∈
C∞(Ωε) for every ε > 0, where Ωε = {x ∈ Ω | dist(x, ∂Ω) > ε}. With this objective
in mind let K be a spherically symmetric Friedrichs’ mollifier, i.e., K ∈ C∞0 (Rn),
with
∫
Rn
K(y)dy = 1, supp K ⊂ B(0, 1), and K(y) = K⋆(|y|), and denote by
Kε(y) = ε
−nK(y/ε) the corresponding approximation to the identity. We claim
that as consequence of (12.1) the following must be true in Ωε:
(12.2) u = Kε ⋆ u.
To verify this claim we use Cavalieri’s principle to write for every x ∈ Ωε
Kε ⋆ u(x) =
∫ ∞
0
∫
|y|=r
K(y)u(x− y)dσ(y)dr =
∫ ∞
0
K⋆(r)
∫
|y|=r
u(x− y)dσ(y)dr
= σn−1
∫ ∞
0
K⋆(r)rn−1Mru(x)dr = u(x)σn−1
∫ ∞
0
K⋆(r)rn−1dr
= u(x)
∫
Rn
K(y)dy = u(x),
where in the second to the last equality we have used the spherical symmetry of K
and Cavalieri’s principle again.
From (12.2) and a well-known property of the convolution, we conclude that
(12.1) implies that u ∈ C∞(Ωε), and therefore u ∈ C∞(Ω). We pause for a mo-
ment to emphasize this remarkable conclusion: a continuous function which locally
satisfies the mean value property (12.1) must in fact be infinitely smooth! Once we
know this we can appeal to (ii) in Proposition 12.2 above to infer that for every
x ∈ Ω and 0 < r < dist(x, ∂Ω) we can differentiate at that point r the function
t→ Mtu(x), and we have
∂Mru
∂r
(x) =
1
σn−1rn−1
∫
B(x,r)
∆u(y)dy.
On the other hand, the constancy of r → Mru(x, r) that follows from by (12.1)
implies that ∂Mru∂r (x) = 0 for every 0 < r < dist(x, ∂Ω), and thus in particular we
have for every such value of r
1
ωnrn
∫
B(x,r)
∆u(y)dy =
n
σn−1rn
∫
B(x,r)
∆u(y)dy = 0,
where in the first equality we have used the second identity in (4.6) above. Since
∆u ∈ C(Ω), letting r → 0+ in the above equation we infer that it must be ∆u(x) =
0. By the arbitrariness of x ∈ Ω, we conclude ∆u = 0 in Ω.

From Theorem 12.3 and the fact that harmonic functions satisfy (12.1), we
immediately obtain the following important result.
Corollary 12.4 (Smoothing property of ∆). Let u ∈ C2(Ω) be such that
∆u = 0 in Ω. Then, u ∈ C∞(Ω).
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Hypoellipticity means that the conclusion of Corollary 12.4 continues to be
true if we replace the hypothesis that u ∈ C2(Ω) and ∆u = 0, with the much
weaker assumption that u be harmonic in the distributional sense, i.e., u ∈ D ′(Ω)
and ∆u = 0 in D ′(Ω). Historically, this result is known as Weyl’s lemma, after
the famous 1940 paper by H. Weyl [W40]. Although less known, R. Caccioppoli
in [C37] had already established such result for n = 2 in a more general form in
1937, and subsequently G. Cimmino extended Caccioppoli’s theorem to all elliptic
operators with smooth coefficients in the plane, see [Ci38], [Ci38’]. Since their
results preceded Weyl’s paper, it should be called the Caccioppoli-Cimmino-Weyl
lemma.
After this prelude on the Laplacean, we return to the main focus on this note
and ask the natural question: how smooth are solutions of (−∆)su = 0? The
answer to this question is that the nonlocal operator (−∆)s behaves much like
the standard Laplacean, and thus distributional solutions of (−∆)su = 0 are C∞.
This is contained in Theorem 12.19 below, whose proof however relies on important
results from the theory of pseudo-differential operators. Since the declared intent
of these notes is didactic and being self-contained, we next present a somewhat less
general result whose proof has the advantage of being conceptually much simpler,
and closer in spirit to the opening discussion on the Laplacean. It also keeps up
with the spirit of Section 11 of connecting (−∆)s to the class of degenerate elliptic
operators such as Pα and La via the extension procedure.
With this comment in mind we return to the Baouendi operator Pα in (11.19)
in the space Rnx ×Rz, and recall some results from [G93]. For any α ≥ 0 we define
the α-gradient of a function U that lives in an open set of such space as follows
∇αU = (|z|α∇xU,DzU) .
Given two functions U and V we set
〈∇αU,∇αV 〉 = |z|2α〈∇xU,∇xV 〉+DzUDzV.
The square of the length of ∇αU is
(12.3) |∇αU |2 = |z|2α|∇xU |2 + (DzU)2.
The following lemma, collects the identities (2.12)-(2.14) in [G93].
Lemma 12.5. Let ρα be the pseudo-gauge in (11.23) above. One has in R
n+1 \
{0},
(12.4) ψα
def
= |∇αρα|2 = |z|
2α
ρ2αα
.
Moreover, given a function u one has
(12.5) 〈∇αu,∇αρα〉 = Zαu
ρα
ψα,
where Zα is the infinitesimal generator of the dilations (11.20), i.e.,
(12.6) Zα = (α+ 1)
n∑
i=1
xi∂xi + z∂z.
The next result provides a generalization to the Baouendi operator Pα of clas-
sical representation formulas. It combines Theorem 2.1 and Corollary 2.1 in [G93].
The pseudo-ball Bρα(r) and the pseudo-sphere Sρα(r) centered at the origin with
radius r > 0 are those defined in (11.25) above.
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Proposition 12.6. Let α ≥ 0 and consider a sufficiently smooth function U
in Rnx × Rz. For every r > 0 one has
1
|Sρα(r)|α
∫
Sρα (r)
U(x, z)
ψα(x, z)
|∇ρα(x, z)|dHn(x, z) = U(0, 0)(12.7)
+
∫
Bρα (r)
PαU(x, z)
[
Γα(x, z)− Cα
rQ−2
]
dxdz,
where Γα and Cα are as in (11.26). In particular, if PαU = 0, then we have for
every r > 0
(12.8) U(0, 0) =
1
|Sρα(r)|α
∫
Sρα (r)
U(x, z)
ψα(x, z)
|∇ρα(x, z)|dHn(x, z).
In the statement of Proposition 12.6 by slightly abusing the notation we have
indicated with
|Sρα(r)|α =
∫
Sρα (r)
ψα(x, z)
|∇ρα(x, z)|dHn(x, z).
If, by a similar abuse of notation, we set
|Bρα(r)|α =
∫
Bρα (r)
ψα(x, z)dxdz,
then keeping in mind that from (12.4) we easily see that ψα is homogeneous of
degree zero with respect to the anisotropic dilations (11.20), by a rescaling and
(11.21) we obtain
|Bρα(r)|α = ωαrQ,
where
ωα = |Bρα(1)|α =
∫
Bρα (1)
ψα(x, z)dxdz,
and Q is as in (11.22). Differentiating this formula and using Federer’s coarea
formula (aka Bonaventura Cavalieri’s principle), see for instance [EG15], we find
(12.9)
Qωαr
Q−1 =
d
dr
∫
Bα(r)
ψα(x, z)dxdz =
∫
Sρα (r)
ψα(x, z)
|∇ρα(x, z)|dHn(x, z) = |Sρα(r)|α.
We now apply the formula (11.33) in Proposition 11.5 to the function Uψα,
instead of just U , obtaining
h′(r)
∫
Sρα (h(r))
U(x, z)ψα(x, z)
|∇ρα(x, z)| dHn(x, z) = (1− a)
a
∫
Se(r)
U˜(x, y)ψ˜α(x, y)|y|−adHn(x, y).
If we observe that (11.6) and (11.27) give
ψ˜α(x, y) =
h(|y|)2α
ρ2αα (x, h(|y|))
=
h(|y|)2α
h(de(x, y))2α
=
h(|y|) 2a1−a
h(de(x, y))
2a
1−a
=
|y|2a
de(x, y)2a
,
then keeping in mind that h′(r) = (1−a)
a
ra , we have∫
Sρα (h(r))
U(x, z)ψα(x, z)
|∇ρα(x, z)| dHn(x, z) =
1
ra
∫
Se(r)
U˜(x, y)|y|adHn(x, y).(12.10)
Since by (12.9) we have
|Sρα(h(r))|α =
Qωα
(1− a)n r
n,
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we conclude from (12.10) that
1
|Sρα(h(r))|
∫
Sρα (h(r))
U(x, z)ψα(x, z)
|∇ρα(x, z)| dHn(x, z) =
(1− a)n
Qωαrn+a
∫
Se(r)
U˜(x, y)|y|adHn(x, y).
(12.11)
Since when U ≡ 1 the left-hand side of (12.11) is 1, we obtain
(12.12) |Se(r)|a def=
∫
Se(r)
|y|adHn(x, y) = Qωα
(1 − a)n r
n+a.
Furthermore, if we combine (11.32) above with (11.9), (11.29) and (11.30), we
find ∫
Bρα (h(r))
PαU(x, z)
[
Γα(x, z)− Cα
h(r)Q−2
]
dxdz(12.13)
= (1− a)a
∫
Be(r)
LaU˜(x, y)
[
Γα(x, h(y)) − (1− a)
n+a−1Cα
rn+a−1
]
dxdy,
Combining (12.10), (12.13) with (12.8) above, and using (12.9) and the trans-
lation invariance of either La or Pα in the x-variable, we obtain the following.
Proposition 12.7. Let U˜ be a sufficiently regular function in Rnx ×Ry. Then,
for every x ∈ Rn and r > 0 we have
U˜(x, 0) +
∫
Be(r)
LaU˜(x− x′, y)
[
Γ˜(x′, y)− C˜a
rn+a−1
]
dx′dy(12.14)
=
(1− a)n
Qωαrn+a
∫
Se(r)
U˜(x− x′, y)|y|adHn(x′, y).
Remark 12.8. We note that, since we have used Proposition 12.6, and since
a = αα+1 , strictly speaking we have proved Proposition 12.7 only for the range
0 ≤ a < 1. However, it is easy to recognize that (12.14) does in fact hold also in
the range −1 < a < 0.
If we now define the La-spherical average of a function U˜ as
(12.15) MU˜,a(x, r) =
1
|Se(r)|a
∫
Se(r)
U˜(x− x′, y)|y|adHn(x′, y),
then we can reformulate (12.14) as follows
MU˜ ,a(x, r) = U˜(x, 0) +
∫
Be(r)
LaU˜(x− x′, y)
[
Γ˜(x′, y)− C˜a
rn+a−1
]
dx′dy.(12.16)
Differentiating (12.16) with respect to r produces the following interesting con-
sequence.
Proposition 12.9. Let U˜ be a sufficiently regular function in Rnx ×Ry. Then,
for every x ∈ Rn and r > 0 we have
(12.17)
∂MU˜,a
∂r
(x, r) =
(n+ a− 1)C˜a
rn+a
∫
Be(r)
LaU˜(x− x′, y)dx′dy.
We note explicitly that, since −1 < a < 1 and n ≥ 2, we have n+ a− 1 > 0.
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Corollary 12.10. Let U˜ be as in Proposition 12.9. If either LaU˜ = 0, or
U˜ ≥ 0 and LaU˜ ≥ 0, one has for every x ∈ Rn and r > 0
(12.18)
∂MU˜2,a
∂r
(x, r) ≥ (n+ a− 1)C˜a
rn+a
∫
Be(x,r)
|∇U˜(x′, y)|2|y|adx′dy.
Equality holds in (12.18) when LaU˜ = 0, and in either case the function r →
MU˜2,a(x, r) is monotonically increasing.
Proof. It suffices to apply (12.17) to the function U˜2 and observe that
LaU˜
2 = 2U˜LaU˜ + 2|y|a|∇U˜ |2.
If either LaU˜ = 0, or U˜ ≥ 0 and LaU˜ ≥ 0, one has
LaU˜
2 ≥ 2|y|a|∇U˜ |2,
with equality when LaU˜ = 0.

We will use the following inequality in the proof of Theorem 14.2 below.
Proposition 12.11 (Caccioppoli inequality). Let Ω ⊂ Rn be open, and suppose
that either U˜ be a solution to LaU˜ = 0 in the open set Ω× (−d, d) ⊂ Rn×R, where
d = diam(Ω), or U˜ ≥ 0 and LaU˜ ≥ 0 there. Then, there exists C(n, a) > 0 such
that for every x ∈ Ω and every 0 < s < t < dist(x, ∂Ω), one has
(12.19)
∫
Be(x,s)
|∇U˜(x′, y)|2|y|adx′dy ≤ C(n, a)
t− s
∫
Se(x,t)
U˜(x′, y)2|y|adHn(x′, y).
Proof. Integrating (12.17) in r on the interval (s, t) we find
(n+ a− 1)C˜a
∫ t
s
1
rn+a+1
(∫
Be(x,r)
|∇U˜(x′, y)|2|y|adx′dy
)
dr ≤
∫ t
s
1
r
∂MU˜2,a
∂r
(x, r)dr.
Since we trivially have∫ t
s
1
rn+a+1
(∫
Be(x,r)
|∇U˜(x′, y)|2|y|adx′dy
)
dr ≥
∫ t
s
1
rn+a+1
dr
(∫
Be(x,s)
|∇U˜(x′, y)|2|y|adx′dy
)
,
and since integrating and applying the mean value theorem we find∫ t
s
1
rn+a+1
dr ≥ t− s
stn+a
,
we obtain
(n+ a− 1)C˜a t− s
stn+a
∫
Be(x,s)
|∇U˜(x′, y)|2|y|adx′dy ≤
∫ t
s
1
r
∂MU˜2,a
∂r
(x, r)dr.
On the other hand, an integration by parts gives∫ t
s
1
r
∂MU˜2,a
∂r
(x, r)dr =
1
t
MU˜2,a(x, t) −
1
s
MU˜2,a(x, s) +
∫ t
s
1
r2
MU˜2,a(x, r)dr
≤ 1
t
MU˜2,a(x, t) −
1
s
MU˜2,a(x, s) +MU˜2,a(x, t)
(
1
s
− 1
t
)
=
1
s
(
MU˜2,a(x, t) −MU˜2,a(x, s)
)
,
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where the inequality is justified by the monotonicity of the function r → MU˜2,a(x, r),
see the second part of Corollary 12.10. In conclusion, we have found
(n+a−1)C˜a t− s
stn+a
∫
Be(x,s)
|∇U˜(x′, y)|2|y|adx′dy ≤ 1
s
(
MU˜2,a(x, t) −MU˜2,a(x, s)
)
.
Keeping (12.12) and (12.15) in mind, it is clear that this inequality trivially implies
the desired conclusion (12.19).

Remark 12.12. The above proof of Proposition 12.11 is self-contained and
provides a slightly stronger version of the usual Caccioppoli inequality since in the
right-hand side one has the spherical L2 norm of the function, instead of the solid
one. Such proof needs to be modified when dealing with equations with rough coeffi-
cients. The reader can find the Caccioppoli inequality for more general degenerate
elliptic equations in the paper [FKS81].
Suppose now that ϕ ∈ C∞0 (Rnx×Ry) is a spherically symmetric bump function,
i.e., ϕ(X) = ϕ⋆(|X |), such that, say, supp ϕ⋆ ⊂ [1/4, 3/4], and∫
Rnx×Ry
ϕ(X)|y|adX = 1.
Using the coarea formula and (12.12) we can reformulate this latter assumption as
follows
1 =
∫ ∞
0
ϕ⋆(r)
∫
Se(r)
|y|adHn(x, y)dr = Qωα
(1− a)n
∫ ∞
0
ϕ⋆(r)rn+adr.
Now, if we multiply both sides of (12.14) by ϕ⋆(r)rn+a, and we integrate with
respect to r ∈ (0,∞), keeping in mind that∫
Rn×R
U˜(x− x′, y)|y|adx′dy =
∫ ∞
0
∫
Se(r)
U˜(x− x′, y)|y|adHn(x′, y)dr,
we obtain the following result.
Proposition 12.13. Let U˜ be a solution to LaU˜ = 0 in R
n × R. Then, for
every x ∈ Rn we have
(12.20) U˜(x, 0) =
∫
Rn×R
U˜(x′, y)ϕ(x − x′, y)|y|adx′dy.
If instead Ω ⊂ Rn is an open set, suppose that U˜ be a solution to LaU˜ = 0 in the
open set Ω × (−d, d) ⊂ Rn × R, where d = diam(Ω). Then, for every x ∈ Ω and
every 0 < r < dist(x, ∂Ω), one has
(12.21) U˜(x, 0) =
∫
Rn×R
U˜(x′, y)ϕr(x− x′, y)|y|adx′dy,
where we have let ϕr(X) =
1
rn+a+1ϕ(
X
r ).
The reader should be aware that, while in keeping up with the spirit of the
present section and of the previous one we have derived Proposition 12.13 from
Proposition 12.6, the mean value formulas (12.16), (12.21) were independently ob-
tained by a direct computation in Theorem 1 of the paper [ABG15]. In Theorem
2 of the same paper, combining (12.14) with Theorem 10.1 above, the authors es-
tablished an interesting representation formula for solutions of (−∆)s that can be
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seen as the nonlocal counterpart of formula (12.2) in Theorem 12.3 above. Before
we state such formula in Theorem 12.15 below, we introduce a useful lemma.
Lemma 12.14. Let ϕ(X) = ϕ⋆(|X |) be a C∞0 (Rn+1) function as in Proposition
12.13, and, with Ps as in (10.8) above, and a = 1− 2s, define
(12.22) Φ(x) =
∫
Rn×R
ϕ(x− x′, y)Ps(x′, |y|)|y|adx′dy.
Then, one has
(i) Φ is spherically symmetric, i.e., there exists a function Φ⋆ : [0,∞) → R
such that Φ(x) = Φ⋆(|x|).
(ii) Φ ∈ C∞(Rn), and for every multi-index α such that |α| = k, there exists
C(n, s, k) > 0 such that one has for every x ∈ Rn
|∂αΦ(x)| ≤ C(n, s, k)
(1 + |x|)n+1−a .
Proof. (i). Since z → ϕ(z, y) and z → Ps(z, y) are spherically symmet-
ric functions, and since the convolution of two spherically symmetric functions is
spherically symmetric, it is clear that there exists a function Φ⋆ : [0,∞)→ R such
that Φ(x) = Φ⋆(|x|).
(ii) Observe that, from the definition (10.8) and the fact that a = 1 − 2s, we
can alternatively write the Poisson kernel for La as
Pa(x, y) =
Γ(n+1−a2 )
π
n
2 Γ(1−a2 )
|y|1−a
(y2 + |x|2)n+1−a2
= c(n, a)
|y|1−a
(y2 + |x|2)n+1−a2
.
We thus have
Φ(x) = c(n, a)
∫
R
∫
Rn
ϕ(x− x′, y) |y|
(y2 + |x′|2)n+1−a2
dx′dy.
Differentiating under the integral sign in the definition of Φ(x), and keeping in mind
that supp ϕ ⊂ Be(0, 1), for every α ∈ (N ∪ {0})n such that |α| = k we have
|∂αΦ(x)| ≤ C(n, a, k)
∫
|y|≤1
∫
|x′−x|≤1
|∂αϕ(x− x′, y)| |y|
(y2 + |x′|2)n+1−a2
dx′dy.
If now |x| > 2, then when |x′−x| ≤ 1 we have |x′| = |x− (x−x′)| ≥ |x|− |x′−x| ≥
|x| − 1 ≥ |x|/2. Therefore, when |x| > 2 we have
|∂αΦ(x)| ≤ C(n, a, k)|x|n+1−a .
On the other hand, when |x| ≤ 2, then the triangle inequality gives B(x, 1) ⊂
B(0, 3), and therefore
|∂αΦ(x)| ≤ C(n, a, k)
∫
|y|≤1
∫
|x′|≤3
|y|
(y2 + |x′|2)n+1−a2
dx′dy
≤ C(n, a, k)
∫
|y|≤1
|y|a
∫
|z|≤ 3y
dz
(1 + |z|2)n+1−a2
dy
≤ C(n, a, k)
∫
|y|≤1
|y|ady
∫
Rn
dz
(1 + |z|2)n+1−a2
= C(n, a, k) <∞,
since |a| < 1. These estimates prove (ii).

64 12. Hypoellipticity of (−∆)s
Theorem 12.15 ([ABG15]). Let u ∈ Ls(Rn) be such that (−∆)su = 0 in
D ′(Ω) for a given open set Ω ⊂ Rn. Then, for a.e. x ∈ Ω and 0 < r < dist(x, ∂Ω),
one has
(12.23) u(x) = Φr ⋆ u(x) =
∫
Rn
u(x′)Φr(x − x′)dx′,
where Φ is the function in (12.22), and we have let Φr(x) = r
−nΦ(x/r).
Proof. Consider the extension problem (10.1) above with Dirichlet datum u,
and denote by
U(x, y) = Ps(·, y) ⋆ u(x) =
∫
Rn
Ps(x − x′, y)u(x′)dx′
its solution in Rn × [0,∞). Consider the symmetric extension of U to the whole
Rn × R defined by
U˜(x, y) = U(x, |y|) =
∫
Rn
Ps(x − x′, |y|)u(x′)dx′.
By the Dirichlet-to-Neumann condition (10.2) we know that at a.e. x ∈ Ω we have
(12.24) − 2
2s−1Γ(s)
Γ(1− s) limy→0+y
1−2s ∂U
∂y
(x, y) = (−∆)su(x) = 0.
We can thus invoke Lemma 4.1 in [CS07] to infer that U˜ is a weak solution to the
equation LaU˜ = 0 in D = Ω×(−d, d), where d = diam(Ω). By the Harnack inequal-
ity for weak solutions in [FKS81] we can redefine U˜ on a set of (n+1)-dimensional
measure zero in D so that it be locally Ho¨lder continuous in D. Applying (12.21)
in Proposition 12.13 we find for every x ∈ Ω and 0 < r < dist(x, ∂Ω)
u(x) = U˜(x, 0) =
∫
Rn×R
U˜(x′, y)ϕr(x− x′, y)|y|adx′dy
=
∫
Rn×R
(∫
Rn
Ps(x
′ − x′′, |y|)u(x′′)dx′′
)
ϕr(x− x′, y)|y|adx′dy
=
∫
Rn
u(x′′)
(∫
Rn×R
ϕr(x − x′, y)Ps(x′ − x′′, |y|)|y|adx′dy
)
dx′′
=
∫
Rn
Ψr(x, x
′′)u(x′′)dx′′,
where we have let
Ψr(x, x
′′) =
∫
Rn×R
ϕr(x− x′, y)Ps(x′ − x′′, |y|)|y|adx′dy.
The exchange of order of integration (Fubini’s theorem) is justified by the fact
that, since a = 1 − 2s, the assumption u ∈ Ls(Rn) can be reformulated as∫
Rn
|u(x′′)|
(1+|x′′|2)n+1−a2
dx′′ < ∞. On the other, we claim that for any fixed x ∈ Rn
we have
(12.25) |Ψr(x, x′′)| ≤ Cr
(1 + |x′′|2)n+1−a2
.
Assuming the claim, we thus see that
∫
Rn
|Ψr(x, x′′)||u(x′′)|dx′′ <∞, and thus the
application of Fubini’s theorem would be justified in view of Tonelli’s theorem. We
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thus need to prove (12.25). For this, recall that from our choice of ϕ(X) we know
that supp ϕ ⊂ Be(0, 3/4) \Be(0, 1/4) ⊂ Be(0, 1) ⊂ Rnx × Ry, and thus we have
|Ψr(x, x′′)| ≤
∫ 1
−1
(∫
Rn
|ϕr(x− x′, y)|Ps(x′ − x′′, |y|)dx′
)
|y|ady
≤ ||ϕr||L∞(Rn×R)
∫ 1
−1
||Ps(· − x′′, |y|)||L1(Rn)|y|ady
= ||ϕr||L∞(Rn×R)
∫ 1
−1
|y|ady = Cr,
where in the last equality we have used (10.17). On the other hand, if x′′ 6∈ B(x, 2)
and |x′ − x| < 1, we have |x′′ − x′| ≥ |x′′ − x| − |x− x′| ≥ |x′′ − x| − 1 > |x′′− x|/2.
We thus obtain from (10.8)
|Ψr(x, x′′)| ≤ C(n, s)||ϕr ||L∞(Rn×R)
∫
Be((x,0),1)
|y|1−a
(y2 + |x′′ − x′|2)n+1−a2
|y|adx′dy
≤ C(n, s)||ϕr ||L∞(Rn×R)
∫
Be((x,0),1)
1
|x′′ − x′|n+1−a dx
′dy
≤ C(n, s)||ϕr ||L∞(Rn×R)
1 + |x′′ − x|n+1−a
≤ Cr
1 + |x′′|n+1−a .
This proves (12.25).
In order to complete the proof of (12.23), we are thus left with showing that
Ψr(x, x
′′) =
1
rn
Φ⋆
( |x− x′′|
r
)
.
This easily follows from a change of variable. We have in fact
1
rn
Φ⋆
( |x− x′′|
r
)
=
1
rn
∫
Rn×R
ϕ(
x− x′′ − rx′
r
, y)Ps(x
′, |y|)|y|adx′dy (z = x− rx′, t = ry)
=
1
r2n+1+a
∫
Rn×R
ϕ(
z − x′′
r
,
t
r
)Ps(
z − x
r
,
|t|
r
)|t|adzdt
=
∫
Rn×R
ϕr(z − x′′, t)Ps(z − x, |t|)|t|adzdt
=
∫
Rn×R
ϕr(x
′′ − z, t)Ps(z − x, |t|)|t|adzdt = Ψr(x′′, x),
where in the second to the last equality we have used the fact that Ps(
z−x
r ,
|t|
r ) =
rnPs(z − x, |t|). Since Φ⋆
(
|x−x′′|
r
)
= Φ⋆
(
|x−x′′|
r
)
, the proof is completed.

Remark 12.16. Formula (12.23) can be seen as a nonlocal counterpart of
(12.1) for classical harmonic functions.
We stress that from the validity of (12.23) we also indirectly infer that∫
Rn
Φ(x)dx = 1.
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We are now ready to state our first result about the hypoellipticity of (−∆)s.
Theorem 12.17 (Nonlocal Caccioppoli-Cimmino-Weyl lemma). Suppose that
u ∈ Ls(Rn), and that on a given open set Ω ⊂ Rn one has (−∆)su = 0 in D ′(Ω).
Then, u can be modified on a set of measure zero in Ω so to coincide with a function
in C∞(Ω).
Proof. By Theorem 12.15 we know that for a.e. x ∈ Ω and 0 < r <
dist(x, ∂Ω), one has
u(x) = Φr ⋆ u(x).
To complete the proof it suffices to observe that the right-hand side Φr ⋆u defines a
function in C∞(Ω). But this follows combining part (ii) of Lemma 12.14 with the
assumption u ∈ Ls(Rn) which can be reformulated as∫
Rn
|u(x)|
1 + |x|n+1−a dx <∞.
These two facts allow us to differentiate under the integral sign in the expression
Φr ⋆ u(x) =
∫
Rn
u(x′)Φr(x− x′)dx′,
to conclude that Φr ⋆ u ∈ C∞(Ω).

Remark 12.18. A similar approach based on the nonlocal Poisson kernel in
Section 15 below can be found in Theorem 3.12 in [BB99’].
As we have already mentioned, Theorem 12.17 admits a stronger form which is
contained in the next result, whose use has been kindly suggested to us by Camelia
Pop. We also acknowledge a nice conversation with Fausto Segala, who pointed us
to the classical reference [Ho66] of the “founding father”.
Theorem 12.19. Let m ∈ R and let p(x, ξ) ∈ Sm1,0. If the pseudodifferential
operator Pu(x) = F−1(p(·, ξ))(x) is elliptic, then P is hypoelliptic. In particular,
(−∆)s is hypoelliptic. Therefore, if for given f ∈ S ′(Rn) the distribution u ∈
S ′(Rn) solves the equation
(−∆)su = f,
then, u ∈ C∞(Ω) on every open set Ω ⊂ Rn where f ∈ C∞(Ω).
Proof. By (5.2) in Proposition 5.2 we know that (−∆)s is an elliptic pseudo-
differential operator with symbol in the Kohn-Nirenberg class S2s1,0. Therefore, the
second part of the theorem is an immediate consequence of the former. To prove
the first part, we recall that the singular support of a distribution is defined as
the complement of the open set where the distribution is smooth. The pseudolocal
property of pseudodifferential operators states that if Q is such an operator, then:
(12.26) singsupp Q(u) ⊂ singsupp u.
On the other hand, a basic theorem in microlocal analysis states that every el-
liptic pseudodifferential operator P is invertible, in the sense that there exists a
pseudodifferential operator Q, and a C∞ smoothing operator R such that
Q ◦ P = I +R,
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where I is the identity operator, see section 4 in Chapter 7 in [Ta11]. From this
identity it follows that
(12.27) singsupp (Q ◦ P )(u) = singsupp u.
Now, by a repeated application of (12.26) we find
(12.28) singsupp (Q ◦ P )(u) ⊂ singsupp P (u) ⊂ singsupp u.
From (12.27) and (12.28) we conclude that for any elliptic pseudodifferential oper-
ator P we must have
(12.29) singsupp P (u) = singsupp u.
This equation proves that the set where P (u) ∈ C∞ coincides with that where
u ∈ C∞, or, equivalently, that the operator P is hypoelliptic. For (12.29) one
should see Proposition 4.1 of [Ta11], or also Ho¨rmander’s seminal work [Ho66].
We mention that the above proof also works for the more general class of Ho¨rmander
symbols Smρ,δ, with 0 ≤ δ < ρ ≤ 1.

13. Regularity at the boundary
The results in the previous section show that, as far as interior regularity is
concerned, the nonlocal operator (−∆)s behaves much as its local predecessor −∆.
But what about global regularity in boundary value problems? We will see in the
present section that here the situation departs dramatically from the local case.
A central focus of investigation in the classical theory of elliptic and parabolic
equations is the Dirichlet problem. For instance, for the Laplacean, given a bounded
open set Ω ⊂ Rn and a function ϕ ∈ C(∂Ω), one seeks a function u ∈ C2(Ω)∩C(Ω)
such that
(13.1)
{
∆u = 0 in Ω,
u = ϕ on ∂Ω.
From Corollary 12.4 we know that, when such a u exists, we have in fact u ∈ C∞(Ω).
One of the culminating achievements of classical potential theory is the Wiener-
Perron-Brelot method which, for any bounded open set Ω, allows to construct a
generalized solution u to (13.1). Watch out! Here generalized means that, although
u ∈ C∞(Ω) and ∆u = 0 in Ω, it is not guaranteed that u ∈ C(Ω). A famous example
is provided by the so-called Lebesgue spine, see for instance [He69].
However, the celebrated Wiener’s criterion guarantees that when, for instance,
Ω is a Lipschitz domain (much less regularity does in fact suffice), then the general-
ized solution Wiener-Perron-Brelot solution to the problem (13.1) is in fact Ho¨lder
continuous up to the boundary, if such is ϕ on ∂Ω. If Ω is better than Lipschitz,
then more regularity is expected for u. For instance, a well-known fact is that when
Ω is a C1,1 domain and ϕ = 0 on a portion of ∂Ω, if u ≥ 0 in Ω then nearby a point
x0 ∈ ∂Ω where ϕ vanishes one has for some universal constant C > 0,
(13.2) C
d(x, ∂Ω)
r
≤ u(x)
u(Ar(x0))
≤ C−1 d(x, ∂Ω)
r
,
where d(x, ∂Ω) = dist(x, ∂Ω), and Ar(x0) ∈ Ω is a so-called nontangential point
attached to x0, see for instance [G84]. The estimate (13.2) in essence says that u
has a linear growth near the boundary, and thus it is Lipschitz continuous up to ∂Ω.
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We observe the important fact that, since the constant C in (13.2) is independent
of the particular harmonic function u, we conclude that for any two nonnegative
harmonic functions u, v, which continuously vanish on a portion of the boundary,
the so-called Boundary Harnack Principle holds:
(13.3) C
u(Ar(x0))
v(Ar(x0))
≤ u(x)
v(x)
≤ C−1 u(Ar(x0))
v(Ar(x0))
.
Thus, all nonnegative harmonic functions which vanish on a portion of the boundary
in a C1,1 domain, must do so at the same linear rate.
We note that for nonnegative solutions of (−∆)s in a Lipschitz domain the
estimate (13.3) has been proved in Theorem 1 in [Bo97], thus in a Lipschitz domain
the Boundary Harnack Principle does hold for (−∆)s (however, for the correct
formulation of the Dirichlet problem in the nonlocal case, see (13.4) below).
However, even in the classical local case of the Laplacean the Boundary Harnack
Principle (13.3) does not imply the linear decay estimate! The reason for this is
that, whereas (13.3) only depends on general metric properties of the relevant
domain, and therefore does hold for large classes of domains with rough boundaries
(for instance, in Lipschitz or even NTA domains, see [CFMS81], [JK82]), the
linear decay estimate (13.2) breaks down if the domain fails to satisfy a uniform
bound on its curvatures. For instance, if 0 < θ0 < π/2 and we consider in R
2 the
convex circular sector Ω = {(r, θ) | 0 < r < 1, |θ| < θ0}, where θ indicates the angle
formed by the directional vector of the point (x, y) with the positive direction of
the y-axis, the function u(r, θ) = rλ cos(λθ) is a nonnegative harmonic function in
Ω vanishing on that portion of ∂Ω corresponding to |θ| = θ0 provided that
λ =
π
2θ0
.
From our choice, we have λ > 1 and therefore this example shows that for domains
without an interior tangent ball the estimate from below in (13.2) cannot possibly
hold in general. Using the same type of domain and function, but this time with
π/2 < θ0 < π (a non-convex cone) we see that if the tangent outer ball condition
fails, then there exist harmonic functions which vanish at the boundary at best with
a Ho¨lder rate < 1. Therefore, the estimate from above in (13.2) cannot possibly
hold in general. Now, it is well-known that the uniform tangent ball condition both
from inside and outside characterizes C1,1 domains, and from the above examples
it is clear that this degree of smoothness is essentially optimal if one looks for a
linear decay such as that in (13.2).
In the nonlocal case the Dirichlet problem is formulated as follows, see 21. on
p. 267 in [La72]. Let Ω ⊂ Rn be a bounded open set. Given ϕ ∈ C(Rn \ Ω), and
such that ∫
Rn\Ω
|ϕ(x)|
1 + |x|n+2s dx <∞,
one seeks u ∈ Ls(Rn) ∩ C(Rn) such that
(13.4)
{
(−∆)su = 0 in Ω,
u = ϕ in Rn \ Ω.
As we have seen, there exists a unique solution to (13.4). This follows from the
maximum principle in Proposition 3.1 above.
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From Theorem 12.17 we know that such u must be in C∞(Ω). But what about
its regularity at the boundary of Ω? For instance, if we have a C1,1 domain Ω ⊂ Rn,
then is an estimate such as (13.2) true? The answer to this question is negative!
Proposition 13.1 below shows that there exist C∞ domains (in fact, real analytic),
and C∞ boundary data ϕ (in fact, real analytic) such that the solution to the
Dirichlet problem (13.4) is not any better than C0,s Ho¨lder continuous near ∂Ω.
Perhaps this negative phenomenon at the boundary can be understood with the
fact that standard smoothness is badly altered if we look at it with the spectacles
of the intrinsic scalings (2.10) of (−∆)s, which instead preserve only some degree
of Ho¨lder regularity.
This is yet another example of the fact, highlighted in Section 11, that the
nonlocal operator (−∆)s displays a behavior that is typical of subelliptic operators
such as the Baouendi operator Pα, and/or the sub-Laplacean on the Heisenberg
group Hn. We recall in this respect that it was shown by D. Jerison in his Ph.D.
Dissertation [Je81] that there exists real analytic domains Ω ⊂ Hn and real an-
alytic boundary data ϕ for which the solution to the Dirichlet problem for the
sub-Laplacean ∆H in (11.16) is not any better than Ho¨lder continuous up to the
boundary. However, Theorems 13.4 and 13.5 below show that, despite the failure
of the estimate (13.2) in C1,1 domains, the latter does hold if one replaces d(x, ∂Ω)
with d(x, ∂Ω)s!
In Euclidean analysis and partial differential equations the function u(x) = |x|
2
2n
plays a special role. First of all, it has the remarkable property that ∆u ≡ 1, which
means that the global vector field ∇u has constant divergence (this is strongly
connected to the flatness of Euclidean space). Secondly, and because of this, it
serves as a barrier in many boundary value problems. A first beautiful and simple,
yet enormously important, instance of this is the weak Maximum Principle for a
function v such that ∆v ≥ 0. By considering the function w = v + εu one reduces
matters to the situation when ∆w > 0, in which case the maximum principle
trivially follows from calculus.
In connection with the globally defined function u(x) = |x|
2
2n , it is important to
consider the so-called torsion function of a connected, bounded open set Ω ⊂ Rn,
i.e., the unique solution of the Dirichlet problem
(13.5)
{
−∆u = 1 in Ω,
u = 0 on ∂Ω.
A celebrated theorem of Serrin in [Se71] states that Ω is a ball if and only if
∂u
∂ν = −κ on ∂Ω. In fact, when Ω = B(x0, R), then one knows that
(13.6) u(x) =
R2 − |x− x0|2
2n
,
for which we easily recognize that ∂u∂ν = −Rn . An alternative approach, based
on the strong maximum principle and a beautiful integral identity of Rellich, was
proposed by Weinberger in [We71] simultaneously to Serrin’s paper. One should
also see the later work [GLe89], in which Weinberger’s ideas were generalized to
nonlinear degenerate elliptic equations such as the p-Laplacean.
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It is remarkable that the mere existence of a smooth solution to (13.5), or to
the related Neumann problem
(13.7)
{
∆u = 1 in Ω,
∂u
∂ν =
|Ω|
|∂Ω| on ∂Ω,
have deep implications in geometry. For instance, in his note [Re82] R. Reilly
using (13.5) and an adaption of Weinberger’s ideas in [We71] provided a beautiful
proof of A.D. Alexandrov’s soap bubble theorem stating that the only (sufficiently)
smooth compact hypersurface in Rn having constant mean curvature must be a
ball. Another beautiful result is Cabre´’s proof of the isoperimetric inequality which
combines the Alexandrov-Bakelman-Pucci maximum principle with the solution of
problem (13.7), see [Ca08] and [Ca17]. Section 2.1.2 of [Ca08] also contains an
interesting account of the probabilistic interpretation of the torsion function u(x) in
(13.5) above as the expected time for a particle located at x ∈ Ω to hit the boundary.
For this one should also see Getoor’s original paper on the subject [Ge61].
In connection with the fractional Laplacean we mention that an interesting
nonlocal version of Serrin’s theorem was obtained in the work [FJ15], based on an
adaption of the moving plane method. Whereas such method lends itself well to the
fractional setting, we strongly feel that Weinberger’s approach should be equally
investigated because of its potential geometric implications. In this respect one
should see the interesting work [ROS14’], in which the authors establish a nonlocal
version of the Rellich-Pohozaev identity as a consequence of their regularity results
in [ROS14]. It is an intriguing and challenging question whether such result can
be employed to provide a proof alternative to that in [FJ15]. In fact, this aspect
is deeply connected to the questions we raise at the end of Section 20 below.
In light of the above considerations it is natural to seek a function analogous to
(13.6) for the non-local operator (−∆)s, i.e., a solution to the equation (−∆)su = 1
in ball, with zero boundary data. In what follows we construct such a function.
Our presentation is based on Lemma 7.1 above, and it differs in part from the
original one in the above cited paper [Ge61]. The reader should also see [D12]
and [DKK17] for more general results and the discussion in [BuV16] of the one-
dimensional case.
Proposition 13.1 (Torsion function for the ball). For 0 < s < 1 consider the
non-homogeneous Dirichlet problem
(13.8)
{
(−∆)su = 1 in B(x0, R),
u = 0 in Rn \B(x0, R).
Then, the unique solution to (13.8) is provided by
(13.9) u(x) =
Γ(n2 )
4sΓ(n+2s2 )Γ(s+ 1)
(
R2 − |x− x0|2
)s
+
.
Proof. By dilation and translation it suffices to consider the case x0 = 0 and
R = 1. For 0 < s < 1 consider the equation
(13.10) (−∆)sBs = f,
where
Bs(x) =
(
1− |x|2)s
+
Γ(s+ 1)
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is the Bochner-Riesz kernel introduced in (4.33) above. Applying the Fourier trans-
form to both sides of (13.10), and using (5.2) in Proposition 5.1, we find
(4π2|ξ|2)sBˆs(ξ) = fˆ(ξ).
If in this formula we use (4.34) in Lemma 4.5 with z = s to compute Bˆs(ξ), we
obtain
fˆ(ξ) = (4π2|ξ|2)sπ−s|ξ|−(n2 +s)Jn
2+s
(2π|ξ|)
= 4sπs|ξ|− n2+sJn
2+s
(2π|ξ|).
We next use Theorem 4.4 again to recover f(x) from the latter formula
f(x) = 2π4sπs|x|− n−22
∫ ∞
0
t
n
2 t−
n
2 +sJn
2
+s(2πt)Jn−2
2
(2π|ξ|t)dt.
= 2π4sπs|x|− n−22
∫ ∞
0
tsJn
2 +s
(2πt)Jn−2
2
(2π|ξ|t)dt.
Comparing this formula with Lemma 4.8 we see that we presently need to have
λ = −s, ν = n
2
+ s, µ =
n− 2
2
, a = 2π, b = 2π|x|.
Since 0 < s < 1, we clearly have λ > −1. Furthermore, since we are interested in
values of x such that 0 < |x| < 1, we have 0 < b < a. With the above choices of
λ, ν, µ and a we obtain
ν + µ− λ+ 1 = n
2
+ s+
n
2
− 1 + s+ 1 = n+ 2s,
and
−ν + µ− λ+ 1 = −n
2
− s+ n
2
− 1 + s+ 1 = 0,
µ− λ+ 1 = n
2
− 1 + s+ 1 = n+ 2s
2
,
ν − µ+ λ+ 1 = n
2
+ s− n
2
+ 1− s+ 1 = 2.
Applying Lemma 4.8 above we thus find for 0 < |x| < 1
f(x) = 2π4sπs|x|−n−22 (2π|x|)n−22 Γ(
n+2s
2 )
2−s(2π)
n
2+sΓ(1)Γ(n2 )
F
(
ν + µ− λ+ 1
2
, 0;
n
2
; |x|2
)
,
where F (a, b; c; z) is Gauss’ hypergeometric function in Definition 4.7 above. Since
thanks to (4.40) we have
F
(
ν + µ− λ+ 1
2
, 0;
n
2
; |x|2
)
= 1,
we finally conclude that for any |x| < 1
f(x) ≡ 4
sΓ(n+2s2 )
Γ(n2 )
.
If we substitute such f in (13.10) above, we see that we have proved that for |x| < 1
(−∆)sBs(x) ≡
4sΓ(n+2s2 )
Γ(n2 )
.
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Keeping in mind the above definition of Bs it is thus clear that the function
u(x) =
Γ(n2 )
4sΓ(n+2s2 )Γ(s+ 1)
(
1− |x|2)s
+
.
provides the desired solution (13.9) to the problem (13.8).

Remark 13.2. Let us note explicitly that as s→ 1 the constant
Γ(n2 )
4sΓ(n+2s2 )Γ(s+ 1)
−→ 1
2n
.
Thus, in the local case when s = 1 we recover the standard torsion function in
(13.6) above.
Remark 13.3. We want to bring to the reader’s attention an interesting con-
nection between the nonlocal torsion function u in Proposition 13.1, and the re-
cent paper [BIK15] in which the authors construct an analogue of the self-similar
Barenblatt-Kompaneets-Pattle-Zeldovich solution for the following nonlocal porous
medium equation
∂tU = div(|U |∇2s−1(|U |m−2U)),
where ∇2s−1 def= ∇(−∆)s−1. In their Theorem 2.2 they prove that such self-similar
solution is obtained in the form
U(x, t) =
1
tnλ
Φ
( x
tλ
)
, λ =
1
n(m− 1) + 2s ,
where Φ(x) = C(n,m, s)u(x)
1
m−1 , u(x) is the function in Proposition 13.1, and
C(n,m, s) is an explicit constant.
Concerning Proposition 13.1 the reader should notice that, since for B(0, 1) we
have d(x) = dist(x, ∂B(0, 1)) = 1 − |x|, the torsion function u in (13.9) satisfies in
an obvious way the property that
u
ds
∈ C∞(B(0, 1) \ {0}).
In the framework of C1,1 domains, in Theorem 1.2 of their cited paper [ROS14]
the authors prove the following general result.
Theorem 13.4. Let Ω be a bounded C1,1 domain, f ∈ L∞(Ω), and u be a weak
solution to the non-homogeneous Dirichlet problem
(13.11)
{
(−∆)su = f in Ω,
u = 0 in Rn \ Ω.
Then, u/ds ∈ C0,α(Ω) for some 0 < α < min{s, 1− s}, and one has
||u/ds||C0,α(Ω) ≤ C||f ||L∞(Ω),
with α,C depending only on Ω, n, s.
The reader is also encouraged to see the beautiful survey paper [RO17’] on
boundary regularity and the nonlocal Pohozaev identity. We also thank X. Ros-
Oton for pointing to our attention the following interesting result of Grubb, see
[Gr14], [Gr15].
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Theorem 13.5. Let Ω ⊂ Rn be a C∞ domain, and let f ∈ C∞(Ω). If u solves
(13.11), then u/ds ∈ C∞(Ω).
In Theorem 13.5 the notation d = d(x) represents a positive function which
coincides with the distance to the boundary of Ω in a neighborhood of ∂Ω.
14. Monotonicity formulas and unique continuation for (−∆)s
We open this section with a quote from the paper [CS07]: “Monotonicity
formulas are a very powerful tool in the study of the regularity properties of elliptic
PDEs. They have been used in a number of problems to exploit the local properties
of the equations by giving information about the blowup configurations”. In what
follows we discuss some monotonicity formulas related to nonlocal operators.
In order to provide some motivation and historical perspective we recall that
the most fundamental property of harmonic functions is the so-called strong unique
continuation property, which we will abbreviate in (sucp) henceforth. It states that
a solution of ∆u = 0 in a connected open set cannot vanish to infinite order at one
point, unless it vanishes identically. Here, vanishing to infinite order means, for
instance, that for any N ∈ N one has as r → 0+
sup
B(x0,r)
|u| = O(rN ).
The weaker unique continuation property (ucp) states that if u vanishes in an open
subset, then u must vanish everywhere. These properties are shared by large classes
of differential operators, such as for instance the stationary Schro¨dinger operator
H = −∆ + V which plays a central role in quantum mechanics. At the basis of
J. Von Neumann’s axiomatic formulation there is the assumption of the absence of
eigenvalues ofH embedded in the continuous spectrum. However, a famous example
of Wigner and Von Neumann (1954) showed that in the presence of tunneling
effects such eigenvalues can in fact arise, see [RS75]. It thus became important to
understand assumptions on V that would rule out such possibility.
On the other hand, a famous theorem of F. Rellich [Rel40] states that for
every R > 0 there cannot exist eigenfunctions of the Laplacean in L2(Rn \B(0, R))
corresponding to λ > 0. This is where the (ucp) for the operatorH = −∆+V , with
V ∈ L∞loc(Rn) comes into the play. Assuming for simplicity that V be compactly
supported, it is easy to see that
(ucp) + Rellich =⇒ Absence of embedded eigenvalues.
In 1939 T. Carleman introduced a powerful method to prove the (ucp) or even the
(sucp) for H = −∆+ V based on weighted a priori estimates of the type
||etΦ(x)u||Lq(Rn) ≤ C(n)||etΦ(x)∆u||Lp(Rn),
where 1 ≤ p ≤ q <∞, t ∈ R is a parameter which is allowed to go to +∞ avoiding
a discrete set, and u ∈ C∞0 (Rn \ {0}). Notice that when Φ ≡ 0 and 1p − 1q = 2n , the
above estimate is just the Sobolev embedding theorem (for this theorem see e.g.
[St70]). When Φ 6≡ 0 instead, this gap allows a potential V ∈ Ln/2loc (Rn), which
is sharp for (sucp), see the celebrated work of D. Jerison and C. Kenig [JK85].
However, when V ∈ L∞loc(Rn), then no gap is necessary. As a consequence, one can
take p = q = 2 and use Hilbert spaces framework (integration by parts).
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A different method to establish the (sucp) for more general elliptic operators
of the type
(14.1) Lu = div(A(x)∇u)+ < b,∇u > +V u,
was developed by F.H. Lin and the author in [GL86], [GL87]. Their approach
is energy based and it establishes directly the (sucp), and in fact more, without
considerable technical complexities. The central idea is a remarkable monotonic-
ity property that was discovered by F. Almgren in [A79] in his approach to the
regularity of mass minimizing currents.
Theorem 14.1 (Almgren’s monotonicity formula). Let ∆u = 0 in B(0, 1).
Then, the so-called frequency of u
r → N(u, r) = rD(u, r)
H(u, r)
=
r
∫
Br
|∇u|2∫
Sr
u2
is monotonically increasing. Moreover, N(u, r) ≡ κ if and only if u is homogeneous
of degree κ.
The name frequency comes from the fact that when u = Pκ, a harmonic poly-
nomial having frequency κ, then N(u, r) ≡ κ. One important consequence of the
monotonicity of the frequency (in fact, only its boundedness suffices!) is the follow-
ing doubling condition: for every 0 < r < 1 one has∫
B2r
u2dx ≤ C(n, ||u||W 1,2(B1))
∫
Br
u2dx.
It is well know, see [GL86], that:
Doubling condition =⇒ (sucp) .
In the cited papers [GL86] and [GL87] Theorem 14.1 was generalized to so-
lutions of elliptic equations Lu = 0, with L as in (14.1) and the coefficients of the
leading part are Lipschitz continuous. This is known to be the minimal smoothness
for the unique continuation to be true. For counterexamples see the groundbreaking
paper by Plis [Pl63] for nondivergence form equations, and the subsequent work
of Miller [Mi74] for divergence form operators.
In view of what has been said up to this point, it is natural to ask whether
the (sucp) holds for nonlocal operators. Concerning this question in this section we
will prove the following result.
Theorem 14.2 (Strong unique continuation for (−∆)s). Let u ∈ Ls(Rn) ∩
C(Rn) be a weak solution of (−∆)su = 0 in a connected open set Ω ⊂ Rn. If u
vanishes to infinite order at a point x0 ∈ Ω, then u ≡ 0 in Ω.
Remark 14.3. The reader should bear in mind that there is a way of dealing
with Theorem 14.2 different from the one that we are going to present below. In
fact, similarly to the local case, solutions of (−∆)su = 0 in an open set Ω ⊂ Rn are
not only C∞(Ω), see Theorems 12.17 and 12.19, but in fact real analytic! We will
however not pursue this interesting aspect in these notes since, besides not being
the real-analyticity an easy fact to establish, it would also confine our discussion to
a special situation.
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Since there presently exists no direct Almgren type monotonicity formula, nor
to the best of our knowledge there exists a direct Carleman estimate for solutions
of (−∆)su = 0, in order to prove Theorem 14.2 one has to proceed indirectly
and resort to the extension problem (10.1) above. As we will see, this imposes a
delicate detour since it is not a priori true that the information of the vanishing to
infinite order transfers from the solution of (−∆)su = 0, to that of the extension
problem. In light of this it would be desirable (and also quite interesting) to know
whether a direct nonlocal analogue of Theorem 14.1 be possible. Perhaps the
Rellich-Pohozaev identity in the cited work [ROS14’] might prove useful in this
direction. Concerning nonlocal integral identities we also mention the work [Gr16]
which contains a generalization to pseudodifferential operators of the results in
[ROS14’].
In what follows we sketch a proof of Theorem 14.2 based on monotonicity
formulas. This is a special case of the work [FF14], in which the authors prove a
general result for nonlocal semilinear equations combining the extension procedure
with the approach in [GL86], [GL87]. We mention that a different approach
that combines the extension procedure with Carleman estimates was developed in
[Ru15].
In the sequel we continue to use the notation of Section 11, and will assume
that −1 < a < 1 is given. We will need the following simple lemma which provides
a trace inequality (and a reverse form of it) for functions in the Sobolev space
W 1,2(Be(r), |y|adX).
Lemma 14.4. For r > 0 let U˜ ∈ W 1,2(Be(r), |y|adX). There exists a constant
C(n, a) > 0 such that
(14.2)
∫
Se(r)
U˜2|y|adσ ≤ C(n, a)
(
1
r
∫
Be(r)
U˜2|y|adX + r
∫
Be(r)
|∇U˜ |2|y|adX
)
.
and
(14.3)
1
r
∫
Be(r)
U˜2|y|adX ≤ C(n, a)
(∫
Se(r)
U˜2|y|adσ + r
∫
Be(r)
|∇U˜ |2|y|adX
)
.
Proof. Since ω(X) = |y|a is an A2 weight of Muckenhoupt, from the general
result in Theorem 6.1 in [Chu92] we know that C∞(Be(r)) is dense inW 1,2(Be(r), |y|adX).
Therefore, in order to prove (14.2) or (14.3) it suffices to assume that U˜ ∈ C∞(Be(r)).
For any such function, if we indicate with ν the outer unit normal to Se(r), applying
the divergence theorem we obtain∫
Se(r)
U˜2|y|adσ = 1
r
∫
Se(r)
< U˜2|y|aX, ν > dσ =
∫
Be(r)
div(U˜2|y|aX)dX
=
n+ a+ 1
r
∫
Be(r)
U˜2|y|adX + 2
r
∫
Be(r)
U˜ < ∇U˜ ,X > |y|adX
From this identity the desired conclusions (14.2) and (14.3) easily follow.

We now assume that U˜(x, y) ∈ W 1,2(Be(R), |y|adX) is a weak solution of the
equation LaU˜ = 0 in a ball Be(R), and we assume that U˜ is even in the variable y.
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For any r ∈ (0, R) we consider the quantities
H˜(U˜ , r) =
∫
Se(r)
U˜2|y|adHn,(14.4)
D˜(U˜ , r) = (1 − a)2a
∫
Be(r)
|∇U˜ |2|y|adxdy, 0 < r < R,(14.5)
N˜(U˜ , r) =
rD˜(U˜ , r)
H˜(U˜ , r)
.(14.6)
In Theorem 6.1 in [CS07] Caffarelli and Silvestre proved the following impor-
tant result.
Theorem 14.5 (Monotonicity formula of Almgren type for La). Suppose that
for no r ∈ (0, R0) we have H˜(U˜ , r) = 0. Then, the function r → N˜(U˜ , r) is
nondecreasing on (0, R0). Furthermore, N˜(U˜ , ·) ≡ κ˜ if and only if U˜ is homogeneous
of degree κ˜ with respect to the standard Euclidean dilations δ˜λ(x, y) = (λx, λy).
In [GRO17] it was shown that, at least in the range 0 ≤ a < 1, Theorem 14.5
can be directly derived by the Almgren type monotonicity formula for solutions of
PαU = 0 established in [G93]. In fact, with a is such range consider the number
α ≥ 0 defined by α = a1−a , and for U(x, z) defined by the equation (11.3), consider
the height function, the Dirichlet integral and the frequency of U , respectively
defined by:
H(u, r) =
∫
Sρα (r)
U2
ψα
|∇ρα| dHn, 0 < r < R,(14.7)
D(u, r) =
∫
Bρα (r)
|∇αU |2dxdz(14.8)
N(U, r) =
rD(U, r)
H(U, r)
,(14.9)
where |∇αU |2 is the degenerate carre´ du champ introduced in (12.3) above. One
has the following transformation formulas contained in Lemmas 2.7 and 2.8 in
[GRO17].
Proposition 14.6. For every r > 0 one has
(14.10) H˜(U˜ , r) = raH(U, h(r)), D˜(U˜ , r) = (1− a)aD(U, h(r)).
As a consequence of (14.10) we obtain the remarkable formula
(14.11) N˜(U˜ , r) = (1− a)N(U, h(r)).
We next state a result which is a special case of Theorem 4.2 in [G93].
Theorem 14.7 (Almgren type monotonicity formula for Pα). Suppose that
for no r ∈ (0, R0) we have H(U, r) = 0. Then, the function r → N(U, r) is
nondecreasing in (0, R0). Furthermore, N(U, ·) ≡ κ if and only if U is homogeneous
of degree κ with respect to the nonisotropic dilations (11.20).
Having stated Theorem 14.7, we now make an interesting observation.
Theorem 14.8. The following is true when 0 ≤ a < 1:
Theorem 14.7 ⇐⇒ Theorem 14.5.
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Proof. It is enough to observe that the function r → h(r) in (11.6) is mono-
tonically increasing. The desired conclusion thus follows immediately by combining
(14.11) with Theorem 14.7, keeping in mind that α = a1−a , and therefore a =
α
1+α .

Theorem 14.8 was not noted in [CS07], but it was subsequently observed in
Remark 3.2 in [CSS08]. We also observe that the same conclusion continues to
work also in the range −1 < a < 0, since using the regularization procedures
employed in [G93] one can extend the validity of the results there to the range
− 12 < α < 0.
Let us return to the central objective of this section, namely Theorem 14.2. We
note that one important corollary of Theorem 14.5 is the following.
Corollary 14.9. Let U˜ be as in the hypothesis of Theorem 14.5. Then,
lim
r→0+
N(U˜ , r) = κ˜ exists finite.
Another crucial consequence is the following result.
Theorem 14.10 (Non-degeneracy). Under the assumptions in Theorem 14.5,
given R ∈ (0, R0), one has for every 0 < r < R
(14.12) H˜(U˜ , r) ≥ H˜(U˜ , R)
( r
R
)n+a+2||N˜(U˜ ,·)||L∞(0,R)
.
Proof. By Theorem 14.5 we know that the function t→ N˜(U˜ , t) is monoton-
ically increasing on (0, R). On the other hand, using the equation LaU˜ = 0 and
integration by parts, it is not difficult to prove that
H˜ ′(U˜ , t) =
n+ a
t
H˜(U˜ , t) + 2D˜(U˜ , t).
Keeping the definition (14.6) in mind, we can rewrite this equation in the following
way
d
dt
log
H˜(U˜ , t)
tn+a
= 2
N˜(U˜ , t)
t
.
Integrating this formula on the interval (r, R), and using the monotonicity of r →
N˜(U˜ , r) (in fact, just the boundedness of this function suffices in this argument),
we obtain the desired conclusion (14.12).

Corollary 14.11. If we have H˜(U˜ , R0) 6= 0, then we must have H˜(U˜ , r) 6= 0
for all 0 < r < R0.
Proof. We argue by contradiction and assume that there exist 0 < r < R0
such that H˜(U˜ , r) = 0. Define
ρ = sup{r ≤ R0 | H˜(U˜ , r) = 0}.
Since by the hypothesis H˜(U˜ , R0) 6= 0, we must have 0 < ρ < R0. But then, we
have H˜(U˜ , r) 6= 0 for r ∈ (ρ,R0]. Applying Theorem 14.10 we obtain for r ∈ (ρ,R0]
H˜(U˜ , r) ≥ H˜(U˜ , R0)
(
r
R0
)n+a+2||N˜(U˜,·)||L∞(0,R0)
> 0.
Letting r → ρ+ this leads to a contradiction since H˜(U˜ , ρ) = 0.

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We next define an important family of non-homogeneous rescalings. In a differ-
ent context, they were introduced the first time in [ACS08] in the blowup analysis
of the Signorini problem. In what follows, we indicate with X = (x, y) the generic
point in Rn × R.
Definition 14.12. Let R0 > 0 be such that H˜(U˜ , r) > 0 for every 0 < r < R0.
We define the Almgren rescalings of a function U˜ as
(14.13) U˜r(X) =
r
n+a
2 U˜(δ˜r(X))√
H˜(U˜ , r)
=
r
n+a
2 U˜(rX)√
H˜(U˜ , r)
.
Obviously, if U˜ is a solution of LaU˜ = 0 in Be(R0), then LaU˜r = 0 in Be(R0/r).
An elementary, yet crucial property, of the Almgren rescalings which follows from
(14.4) and a change of variable is that
(14.14) H˜(U˜r, 1) =
∫
Se(1)
U˜2r (X)|y|adHn(X) = 1.
Another basic property is the following identity
(14.15) N˜(U˜r, ρ) = N˜(U˜ , rρ), r, ρ > 0.
The next lemma plays a key role in the proof of Theorem 14.2. Its proof hinges
crucially on the monotonicity formula in Theorem 14.5.
Lemma 14.13. Suppose H˜(U˜ , R0) 6= 0. With U˜r as in (14.13), there exists a
subsequence rj → 0, and a function U˜0 : Rn×R→ R, such that U˜rj = U˜j converges
uniformly to U˜0 and ∇U˜j → ∇U˜0 weakly in L2(Rn×R, |y|adX) on compact subsets
of Rn × R. Moreover, U˜0 is a weak solution (even in the variable y) to
(14.16)
{
div(|y|a∇U˜0) = 0,
lim
y→0
ya∂yU˜0 = 0,
on every compact subset of Rn × R. Finally, U˜0 is homogeneous of degree κ˜ =
lim
r→0+
N(U˜ , r).
Proof. Using (14.14) and (14.15) we obtain for 0 < r < R0
(14.17)
∫
Be(1)
|∇U˜r(X)|2|y|adX = N˜(U˜r, 1) = N˜(U˜ , r) ≤ N˜(U˜ , R0) <∞,
where in the second to the last inequality we have used the monotonicity of r →
N˜(U˜ , r) in Theorem 14.5. We note that since we are assuming H˜(U˜ , R0) 6= 0,
Corollary 14.11 allows to infer that H˜(U˜ , r) 6= 0 for every 0 < r < R0, and thus we
are in the hypothesis of Theorem 14.5.
At this point we combine the trace inequality (14.3) with (14.14) and (14.17)
to infer that for every 0 < r < R0
(14.18)
∫
Be(1)
U˜2r |y|adX <∞.
Combining (14.18) with (14.17), we conclude that for every 0 < r < R0
||U˜r||W 1,2(Be(1),|y|adX) ≤ C <∞,
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for some constant independent of r. This implies the existence of a sequence rj ց 0
and of a function U˜0 ∈W 1,2(Be(1), |y|adX) such that
U˜rj −→ U˜0
weakly inW 1,2(Be(1), |y|adX). By the local Ho¨lder continuity of solutions of LaU˜ =
0, we conclude that, possibly on a subsequence, which we still denote U˜rj , we have
convergence of U˜rj −→ U˜0 in C0,α norm on compact subset of Rn × R. The
Caccioppoli inequality (12.19) then implies that for any 0 < s < t
(14.19)
∫
Be(s)
|∇U˜rj −∇U˜0|2|y|adX ≤
C(n, a)
t− s
∫
Se(t)
|U˜rj − U˜0|2|y|adHn −→ 0,
as j → ∞. The inequality (14.19) and the C0,αloc estimates for U˜ imply that U˜0 ∈
W 1,2loc (R
n ×R, |y|adX), and that U˜0 is a weak solution of (14.16) on every compact
subset of Rn × R. Moreover, (14.19) also implies that for any ρ > 0
(14.20) D˜(U˜rj , ρ) −→ D˜(U˜0, ρ).
Since from the uniform convergence of U˜rj −→ U˜0 in C0,α we have
(14.21) H˜(U˜rj , ρ) −→ H˜(U˜0, ρ).
Next, we claim that for every 0 < ρ < 1 we must have
(14.22) H˜(U˜0, ρ) > 0.
This follows from the estimate (14.12) in Theorem 14.10 that gives for every 0 <
r < R0 and 0 < ρ < 1
(14.23) H˜(U˜ , rρ) ≥ H˜(U˜ , r)ρn+a+2||N˜(U˜,·)||L∞(0,R0) .
On the other hand, an easy change of variable gives
H˜(U˜r, ρ) =
H˜(U˜ , rρ)
H˜(U˜ , r)
,
and from this observation and (14.23) we find
H˜(U˜rj , ρ) ≥ ρn+a+2||N˜(U˜,·)||L∞(0,R0) .
Letting j → ∞ and using (14.21) we conclude that (14.22) holds. Now that we
know (14.22), from (14.20) and (14.21) we conclude that as j →∞
N˜(U˜rj , ρ) −→ N˜(U˜0, ρ).
On the other hand, (14.15) and Corollary 14.9 give
N˜(U˜rj , ρ) = N˜(U˜ , rjρ)→ κ˜,
as j →∞. Therefore, for every 0 < ρ < 1 we must have
(14.24) N˜(U˜0, ρ) ≡ κ˜.
Once we know this, we finish by invoking the second part of Theorem 14.5 that
allows to infer that U˜0 must be homogeneous of degree κ˜ in Be(1).

Definition 14.14. We call any function U˜0 as in Lemma 14.13 an Almgren
blowup of U at x0 = 0.
We are now ready to give the
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Proof of Theorem 14.2. Let u be as in the statement of the theorem. With-
out loss of generality we can assume that the point x0 at which u vanishes to in-
finite order be x0 = 0. We want to show that u ≡ 0 in Ω. We would like to show
that there exists R0 > 0 such that u ≡ 0 in Be(R0). A standard connectedness
argument would then imply that u ≡ 0 in Ω. Consider the extension problem
(10.1) above with Dirichlet datum u, and denote by U(x, y) = Ps(·, y) ⋆ u(x) its
solution in Rn × R+. Arguing as in the proof of Theorem 12.15 we know that
U˜(x, y) = U(x, |y|), is a weak solution of LaU˜ = 0 in Ω× (−d, d), where a = 1− 2s.
Let R0 = dist(x0, ∂Ω). If we show that H˜(U˜ , R0) = 0, then by the Caccioppoli
inequality (12.19) we would infer that
∫
Be(s)
|∇U˜(x′, y)|2|y|adx′dy = 0 for every
0 < s < R0 and thus U˜ would have to be constant in Be(R0). But H˜(U˜ , R0) = 0
would force the constant to be zero. This would imply in particular that u(x) =
U˜(x, 0) = 0 for every |x| < R0, and we would be done.
We thus assume that H˜(U˜ , R0) > 0 and show that this leads to a contradiction.
Now, this assumption and Corollary 14.11 imply that H˜(U˜ , r) > 0 for every 0 <
r < R0. Therefore, by Theorem 14.5 we infer that the function r → N˜(U˜ , r)
is nondecreasing on (0, R0). Let U˜0 be an Almgren blowup of U˜ at x0 = 0. If
κ˜ = lim
r→0+
N(U˜ , r), we know from Lemma 14.13 that U˜0 is a global solution of
LaU˜0 = 0, even in y, and which is homogeneous of degree κ˜. At this point we make
the important observation that U˜0 6≡ 0. This follows from its homogeneity and the
non-degeneracy estimate (14.22) above. We now make the following
Claim: U˜0 restricted to {y = 0} is not identically zero.
The proof of this claim proceeds by contradiction and it is based on an argument
in Step 1 and 2 in the proof of Proposition 2.2 in [Ru15], and we refer the reader
to that source. What Ru¨land shows is that, if the claim is not true, then U˜0 must
vanish to infinite order at (0, 0) in the thick space Rn×R. However, such vanishing
to infinite order at (0, 0) in the thick space Rn×R would contradict the homogeneity
of U˜0. Therefore, the claim must be true.
From the claim we know that U˜0(·, 0) 6≡ 0. The final step is now proving that
this fact contradicts the assumption that u(x) = U˜(x, 0) vanishes to infinite order
at x0 = 0.
Since U˜0(·, 0) 6≡ 0, there exist C, r > 0 such that
||U˜0||L∞(Be(r)∩{y=0}) = C.
From the uniform convergence of U˜rj −→ U˜0 on Be(r) ∩ {y = 0}, we know that
for sufficiently large j ∈ N we must have
||U˜rj ||L∞(Be(r)∩{y=0}) ≥
C
2
.
Using the definition (14.13) of U˜rj , we obtain from the latter inequality and the
fact that U˜(x, 0) = u(x),
||u||L∞(B(rjr)∩{y=0}) ≥
C
2
r
−n+a2
j
√
H˜(U˜ , rj).
Finally, applying Theorem 14.10 we find
H˜(U˜ , rj) ≥ H˜(U˜ , R0)
(
rj
R0
)n+a+2||N˜(U˜ ,·)||L∞(0,R0)
.
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We thus conclude
||u||L∞(B(rjr)∩{y=0}) ≥
C
2
r
−n+a2
j
√
H˜(U˜ , R0)
(
rj
R0
)n+a+2||N˜(U˜,·)||L∞(0,R0)
2
.
This contradicts the assumption that u vanishes to infinite order at x0 = 0, unless
of course H˜(U˜ , R0) = 0. By the monotonicity of r → H˜(U˜ , r) we conclude that it
must be U˜ ≡ 0 in Be(R0), and therefore u ≡ 0 in B(R0). By connectedness we
infer that it must be u ≡ 0 in Ω.

In connection with Theorem 14.2 above we mention the recent work [BG17]
in which the authors establish a delicate theorem of strong unique continuation
backward in time for solutions of the nonlocal equation
(14.25) (∂t −∆)su = V (x, t)u, 0 < s < 1.
They assume that the potential V : Rn+1 → R is such that for some K > 0
(14.26)

||V ||C1(Rn+1) ≤ K, if 1/2 ≤ s < 1,
||V ||C2(Rn+1), || < ∇xV, x > ||L∞(Rn+1) ≤ K, if 0 < s < 1/2.
The main result in [BG17] is as follows.
Theorem 14.15 (Space-time strong unique continuation property). Let u ∈
Dom(Hs) be a solution to (14.25) with V satisfying (14.26). If u vanishes to infinite
order backward in time at some point (x0, t0) in R
n+1, then u(·, t) ≡ 0 for all t ≤ t0.
One of the central tools in the proof of Theorem 14.15 is Theorem 14.16 below.
In it the function U represents the solution to the following problem:
(14.27)

ya∂tU(X, t) = divX(y
a∇XU)(X, t),
U(x, 0, t) = u(x, t),
lim
y→0+
ya ∂U∂y (x, y, t) = −V (x, t)u(x, t),
where ya∂tU(X, t) = divX(y
a∇XU)(X, t) is the parabolic extension operator, intro-
duced by Nystro¨m and Sande in [NS16] and independently by Stinga and Torrea in
[ST17], whereasN(U, r) = I(U, r)/H(U, r) represents a suitable frequency function
in Gaussian space, see Definition 6.2 in [BG17].
Theorem 14.16 (Monotonicity of the adjusted frequency). Let u ∈ Dom(Hs)
be a solution to (14.25) with V satisfying (14.26). There exist universal constants
C, t0 > 0, depending only on n, s and the number K in (14.26), such that with
r0 =
√
t0 and a = 1−2s, under the assumption that H(U, r) 6= 0 for all 0 < r ≤ r0,
then
(14.28) r → exp
{
C
∫ r
0
t−adt
}(
N(U, r) + C
∫ r
0
t−adt
)
is monotone increasing on (0, r0). Furthermore, when the potential V ≡ 0, then the
constant C in (14.28) can be taken equal to zero and we have pure monotonicity
of the function r → N(U, r). In such case, N(U, r) ≡ κ for 0 < r < R if and
only if U is homogeneous of degree 2κ in S+R with respect to the parabolic dilations
δλ(X, t) = (λX, λ
2t).
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Theorem 14.16 generalizes to the case s 6= 1/2 a related monotonicity result
that was obtained in [DGPT17] for the case s = 1/2 to establish the optimal
regularity of the solution of the Signorini problem for the heat equation. We also
mention the recent paper [Yu17] in which the author uses a generalization of the
monotonicity formula in Theorem 14.5 to establish the (sucp) for solutions of the
nonlocal equation (−L)su = 0, where L is a divergence form elliptic operator with
Lipschitz continuous coefficients.
Concerning monotonicity formulas we cannot fail to mention the consider-
able developments that have taken place over the last decade in connection with
free boundary problems for nonlocal operators, starting with the pioneering paper
[ACS08]. In that paper, for the first time, the role of the Almgren monotonicity
formula in Theorem 14.1 was recognized as central to the analysis of both the op-
timal regularity of the solution and of the regular part of the free boundary in the
nonlocal obstacle problem: given a smooth function ψ : Rn → R, find a function
u : Rn → R such that
(14.29)
{
min
{
u− ψ, (−∆)su} = 0 in Rn,
lim|x|→∞ u(x) = 0.
Via the extension procedure described above, this problem becomes equivalent to
the following thin obstacle problem (the name “thin” comes from the fact that now
the obstacle lives on the thin manifold M = Rnx × {0} in the thick space Rnx × Ry)
for the extension operator La, with a = 1− 2s and for the function U˜(x, y):
(14.30)

LaU˜ = divx,y(|y|a∇x,yU˜) = 0 in Rn+1+ ∪ Rn+1− ,
U˜(x,−y) = U˜(x, y), for x ∈ Rn, y ∈ R,
U˜(x, 0) ≥ ψ(x), for x ∈ Rn,
− lim
y→0+
yaDyU˜(x, y) ≥ 0, for x ∈ Rn,
lim
y→0+
yaDyU˜(x, y) = 0, on the set where u˜(x, 0) > ψ(x).
We emphasize that when s = 1/2, we have a = 1− 2s = 0, and thus the extension
operator La is simply the Laplacean in the variables (x, y). In such case the problem
(14.30) is known as the famous problem in elasticity posed in the 50’s by Antonio
Signorini, an engineer and mathematician: what is the equilibrium configuration
of a spherically shaped elastic body resting on a rigid frictionless plane. Thus,
the nonlocal obstacle problem (14.29) for (−∆)1/2 is equivalent to the Signorini
problem for the operator ∆ in Rn+1. For a discussion of the latter one should
see the beautiful book [PSU12]. A remarkable up-to-date account on obstacle
problems for fractional operators is the recent survey paper [DS17].
Returning to (14.29), in [ACS08] the authors considered the case of zero ob-
stacle ψ and critical exponent s = 1/2, and using Theorem 14.1 they proved:
1) the optimal regularity C
1,1/2
loc of the solution from either side of the thin
manifold (a different proof of such result had first been found in [AC04]);
2) that the regular part of the free boundary is locally a C1,α hypersurface.
In [CSS08] the authors using an almost monotonicity formula that generalizes
Theorem 14.5 above were able to extend the results in [ACS08] to the full range
0 < s < 1, and to the case of general obstacle. In [GP09] some new one-parameter
families of monotonicity formulas of Weiss and Monneau type were discovered.
With such formulas the authors were able to analyze, for the fractional exponent
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s = 1/2 in (14.29) and for a general obstacle, the so-called singular part of the
free boundary. They classified singular points and proved the rectifiability of the
singular part of the free boundary. Using some new monotonicity formulas their
results have been recently generalized to the full range 0 < s < 1 in [GRO17]. In
the above cited work [DGPT17] the authors developed an extensive analysis of
the obstacle problem
(14.31)
{
min
{
u− ψ, (∂t −∆)1/2u
}
= 0 in Rn,
lim|(x,t)|→∞ u(x, t) = 0,
for the nonlocal heat equation corresponding to the value s = 1/2 of the fractional
exponent and for a general obstacle ψ. They establish the optimal regularity of
the solution, the regularity of the regular part of the free boundary, they classify
the singular set and prove its regularity. Some of the central tools in their analysis
are some new Almgren type monotonicity formulas inspired to those found by
Poon in [Po96] for the standard heat equation, as well as one-parameter parabolic
monotonicity formulas of Weiss and Monneau type.
Finally, the papers [GS14], [PP15], [GPS16], and [GPPS17] contain various
new monotonicity formulas of Almgren, Weiss and Monneau type which are applied
to nonlocal obstacle problems such as (14.29) above, but in which either (−∆)1/2 is
replaced by (−L)1/2, where L is a divergence form elliptic operator with Lipschitz
continuous coefficients (for a previous result for C1,γ coefficients, see [Gui09]),
or (−∆)s is replaced by (−∆)s+ < b(x),∇ >. The authors establish for the
relevant problems the optimal regularity of the solution, the C1,α smoothness of
the regular free boundary and the regularity of the singular part of the latter. We
note that being able to treat variable coefficient operators in the obstacle problem
is crucial to understanding (14.29) above when the separating manifold is non-flat.
In such situation, the natural approach is to flatten the manifold. If the latter
is, for instance, C1,1, one is thus lead to the study of a Signorini problem for a
variable coefficient operator with Lipschitz coefficients and flat thin manifold. A
different approach to the Signorini problem for variable coefficient operators, based
on Carleman estimates, was found in [KRS16], [KRS17].
15. Nonlocal Poisson kernel and mean-value formulas
The most fundamental property of classical harmonic functions is Gauss’ mean-
value property: if ∆u = 0 in an open set Ω ⊂ Rn, then for every x ∈ Ω and every
0 < r < dist(x, ∂Ω), one has (12.1) above. Classical potential theory, i.e., the study
of subharmonic functions, can be entirely developed starting from the corresponding
sub-mean value formula for subharmonic functions, see for instance [He69] and
[DP70]. It is thus not surprising that a suitable analogue of (12.1) should play an
equally important role in the potential theory of the fractional Laplacean. In this
respect one should keep in mind that one way (admittedly, not the simplest one!)
of obtaining the spherical mean-value formula in (12.1) is by choosing x = 0 in the
Poisson representation formula
(15.1) u(x) =
∫
Sr
Pr(x, y)ϕ(y)dσ(y), x ∈ Br,
where we have denoted with
Pr(x, y) =
1
σn−1r
r2 − |x|2
|y − x|n , x ∈ Br, y ∈ Sr,
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the Poisson kernel for the ball Br. We recall that the function u in (15.1) provides
the unique solution to the Dirichlet problem for the ball Br. In his seminal paper
[R38] using the fundamental solution Es(x) in (8.3) of Theorem 8.4 above, and the
nonlocal Kelvin transform of a function u, defined by
(15.2) u˜(x) = Es(x)u
(
x
|x|2
)
,
M. Riesz constructed the nonlocal Poisson kernel (15.4) below, and with it he was
able to solve the Dirichlet problem
(15.3)
{
(−∆)su = 0 in Br,
u = ϕ in Rn \Br.
In the following definition we recall the nonlocal counterpart of (15.1) discovered
by M. Riesz, see formula (3) on p. 17 in [R38], but also (1.6.11’) and (1.6.2) on
pages 122 and 112 in [La72].
Definition 15.1. For every 0 < s < 1 and r > 0 we define the nonlocal
interior Poisson kernel for Br as
(15.4) P (s)r (x, y) = c(n, s)
(
r2 − |x|2
|y|2 − r2
)s
1
|y − x|n , |x| < r, |y| > r,
where
(15.5) c(n, s) =
sin(πs)Γ(n2 )
π
n
2+1
=
2 sin(πs)
πσn−1
.
When x = 0 is the center of the ball Br, then we use the notation
(15.6) A(s)r (y) = P
(s)
r (0, y) =
{
c(n, s) r
2s
(|y|2−r2)s|y|n , |y| > r,
0 |y| ≤ r.
We call A
(s)
r (y) the kernel of the nonlocal mean-value operator
(15.7) A (s)r u(x) = A
(s)
r ⋆ u(x).
The mean-value operator defined by (15.7) is the nonlocal counterpart of the
spherical mean (4.37). In Proposition 15.4 below we show that as s ր 1 then
A
(s)
r u(x)→ Mru(x).
Returning to (15.4), the following theorem of M. Riesz’s provides the unique
solution to the nonlocal Dirichlet problem (15.3).
Theorem 15.2. Let ϕ ∈ Ls(Rn) ∩ C(Rn). Consider the function u in Rn
defined by
(15.8) u(x) =
{∫
Rn\Br P
(s)
r (x, y)ϕ(y)dy, x ∈ Br,
ϕ(x), x ∈ Rn \Br.
Then, u is the unique solution to the Dirichlet problem for the ball Br.
Let us observe right-away that from (15.6) we have A
(s)
r ∈ L1(Rn). Therefore,
Young’s convolution theorem (or Minkowski integral inequality) implies that
A
(s)
r : L
p(Rn) −→ Lp(Rn), 1 ≤ p ≤ ∞,
15. Nonlocal Poisson kernel and mean-value formulas 85
and that
||A (s)r u||Lp(Rn) ≤ ||A(s)r ||L1(Rn)||u||Lp(Rn), u ∈ Lp(Rn).
The result that follows shows that A
(s)
r is a contraction in Lp(Rn).
Lemma 15.3. For every 0 < s < 1 and r > 0 one has
||A(s)r ||L1(Rn) =
∫
Rn
A(s)r (y)dy = 1.
Proof. Using (15.6) we find∫
Rn
A(s)r (y)dy = c(n, s)
∫
|y|>r
r2s
(|y|2 − r2)s|y|n dy
= rnc(n, s)
∫
|z|>1
dz
(|z|2 − 1)srn|z|n = c(n, s)
∫
|z|>1
dz
(|z|2 − 1)s|z|n
= c(n, s)σn−1
∫ ∞
1
1
(ρ2 − 1)s
dρ
ρ
Now we make the substitution ρ = secϑ, for which dρ = secϑ tanϑdϑ. With such
substitution we find∫
Rn
A(s)r (y)dy =c(n, s)σn−1
∫ pi
2
0
secϑ tanϑ
(tan2 ϑ)s
dϑ
secϑ
= c(n, s)σn−1
∫ pi
2
0
(sinϑ)1−2s(cosϑ)2s−1dϑ.
Applying (4.9) above with y = 1− s and x = s, we conclude∫
Rn
A(s)r (y)dy =c(n, s)σn−1
∫ pi
2
0
(sinϑ)1−2s(cosϑ)2s−1dϑ
=
c(n, s)σn−1
2
B(s, 1− s) = c(n, s)σn−1
2
Γ(s)Γ(1− s)
Finally, we use the formula (4.3) to obtain∫
Rn
A(s)r (y)dy =
c(n, s)σn−1
2
π
sinπs
.
If we now recall the formula (4.6) it is easy to see that, by choosing c(n, s) > 0 as
in (15.5), we reach the desired conclusion that∫
Rn
A(s)r (y)dy = 1.

The next result shows that, as s → 1, the nonlocal mean-value operator in
(15.7) converges to the spherical mean-value operator (2.3) for the sphere.
Proposition 15.4 (Asymptotic behavior of A
(s)
r u(x) as s ր 1). For every
function u ∈ S (Rn) one has
lim
s→1
A
(s)
r u(x) = Mru(x),
for every x ∈ Rn, where Mru(x) is defined as in (2.3) above.
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Proof. It suffices to prove the result when x = 0. By Lemma 15.3 we have
A
(s)
r u(0) = c(n, s)
∫
|y|>r
r2s
(|y|2 − r2)s|y|n [u(y)−Mru(0)] dy + Mru(0)
= Mru(0) +
2 sin(πs)
π
r2s
∫ ∞
r
1
(ρ2 − r2)sρ [Mρu(0)−Mru(0)] dρ.
Since sin(πs)→ 0 as s→ 1, to finish the proof it suffices to show that there exists
a number C > 0 independent of s ∈ (0, 1) such that∣∣∣∣∫ ∞
r
1
(ρ2 − r2)sρ [Mρu(0)−Mru(0)] dρ
∣∣∣∣ ≤ C.
From (i) of Proposition 12.2 we find∣∣∣∣∂Mru∂r (0)
∣∣∣∣ =
∣∣∣∣∣ 1σn−1rn−1
∫
S(0,r)
∂u
∂ν
(y)dσ(y)
∣∣∣∣∣ ≤ ||∇u||L∞(Rn).
We thus have for a fixed R > r∫ ∞
r
1
(ρ2 − r2)sρ [Mρu(0)−Mru(0)] dρ =
∫ R
r
1
(ρ2 − r2)sρ [Mρu(0)−Mru(0)] dρ
+
∫ ∞
R
1
(ρ2 − r2)sρ [Mρu(0)−Mru(0)] dρ = I(s) + II(s).
Now, for any ρ ∈ (r, R) we have from the above estimate
|Mρu(0)−Mru(0)| =
∣∣∣∣∫ ρ
r
d
dt
Mtu(0)dt
∣∣∣∣ ≤ ||∇u||L∞(Rn)(ρ− r).
This gives
|I(s)| ≤ ||∇u||L∞(Rn)
∫ R
r
(ρ− r)1−s
(ρ+ r)sρ
dρ ≤ ||∇u||L∞(Rn)2−sr−1−s
∫ R
r
(ρ− r)1−sdρ
≤ ||∇u||L∞(Rn)2−sr−1−s
(R − r)2−s
2− s ≤ C,
with a C > 0 independent of s→ 1. On the other hand, we have
|II(s)| ≤ 2||u||L∞(Rn)
∫ ∞
R
dρ
(ρ2 − r2)sρ ≤ C,
where again C > 0 can be taken independent of s→ 1.

Proposition 15.4 has been very recently generalized in [BuSq18] by allowing
in the definition of A
(s)
r u(x) a measure on the unit sphere Sn−1 which is bounded
both from above and from below (away from zero).
In the next result, we use the space Ls(R
n) introduced in Definition 2.12,
whereas the notation C2s+εloc is that introduced in Definition 2.14.
Lemma 15.5. Let 0 < s < 1 and suppose that u ∈ Ls(Rn). Assume furthermore
that for some 0 < ε < 1 we have u ∈ C2s+εloc in a neighborhood of x ∈ Rn. Then,
(15.9)
lim
r→0+
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy =
∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy.
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Proof. For 0 < r < 1√
2
we can write∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy =
∫
r<|y|≤1
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy
+
∫
1<|y|
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy = I1(r) + I2(r).
Now on the set where |y| > 1 we have
|y|2 > 1 > 2r2,
and so
1
|y|2 − r2 <
2
|y|2 .
This gives
I2(r) < 2
s
∫
1<|y|
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy <∞,
since by assumption u ∈ Ls(Rn). By Lebesgue dominated convergence theorem,
we conclude that
lim
r→0+
I2(r) =
∫
1<|y|
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy.
Next, we evaluate
I1(r) =
∫
r<|y|≤1
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy.
We distinguish two cases:
(i) 0 < s < 1/2;
(ii) 1/2 ≤ s < 1.
In case (i) we know by Definition 2.14 that u ∈ C0,2s+ε at x. Thus, for |y| ≤ 1 we
have
(15.10) |2u(x)− u(x+ y)− u(x− y)| ≤ C|y|2s+ε.
We then find
I1(r) =
∫
r<|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy +
(
I1(r) −
∫
r<|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
)
=
∫
r<|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy + I˜1(r).
Now, (15.10) and dominated convergence give
lim
r→0+
∫
r<|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy =
∫
|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy.
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On the other hand, again by (15.10) we have
|I˜1(r)| ≤
∫
r<|y|≤1
|2u(x)− u(x+ y)− u(x− y)|
∣∣∣∣ 1(|y|2 − r2)s|y|n − 1|y|n+2s
∣∣∣∣ dy
≤ C
∫
r<|y|≤1
|y|2s+ε
∣∣∣∣ 1(|y|2 − r2)s|y|n − 1|y|n+2s
∣∣∣∣ dy
= C′(n)
∫ 1
r
t2s+ε
∣∣∣∣ 1(t2 − r2)s − 1t2s
∣∣∣∣ dtt = C′(n)rε
∫ 1
r
1
τ2s+ε
∣∣∣∣ 1(τ2 − 1)s − 1τ2s
∣∣∣∣ dττ
Clearly, the integrand is summable near τ = 1 since 0 < s < 1. Near τ = ∞ the
integrand behaves like
1
τ1−ε
∣∣∣∣ 1(1− τ−2)s − 1
∣∣∣∣ ∼= 1τ3−ε
which is in L1 provided that 3− ε > 1, which is of course true. Therefore,
|I˜1(r)| ≤ C′(n)rε
∫ ∞
1
τ2s+ε
∣∣∣∣ 1(τ2 − 1)s − 1τ2s
∣∣∣∣ dττ = C′′(n, ε)rε −→ 0,
as r→ 0+. In conclusion, when 0 < s < 12 we obtain
lim
r→0+
I1(r) =
∫
|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy.
It follows that
lim
r→0+
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy = limr→0+I1(r) + limr→0+I2(r)
=
∫
|y|≤1
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy +
∫
1<|y|
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy.
This proves (15.9) in the case (i).
Suppose now that case (ii) occurs. By Definition 2.14 the assumption u ∈ C2s+εloc
in a neighborhood of x now reads u ∈ C1,2s+ε−1loc . Using Taylor’s formula we now
find
2u(x)− u(x+ y)− u(x− y) = O(|y|2s+ε),
and thus (15.10) is valid again. We can thus argue as we did in the case (i) to reach
the conclusion that (15.9) hold. This completes the proof.

We next draw an interesting consequence of Lemma 15.5. Recall Proposition
2.2 above. As it is well-known the operators defined by the right-hand sides of (2.2)
are at the basis of the development of potential theory of non-smooth subharmonic
functions. We next prove a result that generalizes Proposition 2.2 to the nonlocal
setting.
Proposition 15.6 (The Blaschke-Privalov fractional Laplacean). Let 0 < s <
1 and suppose that u ∈ Ls(Rn) be in C2s+ε in a neighborhood of x ∈ Rn, for some
0 < ε < 1. One has
(15.11) (−∆)su(x) = γ(n, s) lim
r→0+
u(x)−A(s)r ⋆ u(x)
r2s
,
where γ(n, s) =
s22sΓ(n2 +s)
π
n
2 Γ(1−s) is the constant in (5.10) in Proposition 5.6.
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Proof. By the definition (15.7) we have
A(s)r ⋆ u(x) =
∫
Rn
A(s)r (y)u(x− y)dy.
Changing y in −y, and using the fact that A(s)r (−y) = A(s)r (y), we also have
A(s)r ⋆ u(x) =
∫
Rn
A(s)r (y)u(x+ y)dy.
On the other hand, Lemma 15.3 gives for r > 0
2u(x) =
∫
Rn
A(s)r (y)2u(x)dy.
Therefore, we obtain
u(x)−A(s)r ⋆ u(x) =
1
2
∫
Rn
A(s)r (y) [2u(x)− u(x+ y)− u(x− y)] dy
=
r2s
2
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy.
This gives
u(x)−A(s)r ⋆ u(x)
r2s
=
1
2
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy
From this identity and from (15.9) in Lemma 15.5, under the given hypothesis on
u, we obtain
lim
r→0+
u(x)−A(s)r ⋆ u(x)
r2s
=
1
2
lim
r→0+
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy
=
1
2
∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy =
1
2
2
γ(n, s)
(−∆)su(x)
=
1
γ(n, s)
(−∆)su(x),
where in the last equality we have used (2.8). This establishes (15.11).

We mention that the operator defined by the limit relation (15.11) is known as
the Dynkin operator to people in probability, see [Dy65] and also the interesting
paper [Kwa17].
The classical Theorem of Ko¨ebe 12.3 states that if a continuous function in an
open set Ω ⊂ Rn satisfies either one of the mean-value properties (12.1) for every
x ∈ Ω and 0 < r < dist(x, ∂Ω), then in fact u ∈ C∞(Ω) and ∆u = 0. We next
establish a Ko¨ebe type theorem for the fractional Laplacean.
Proposition 15.7. Let 0 < s < 1 and suppose that u ∈ Ls(Rn) and that, for
some 0 < ε < 1, we have u ∈ C2s+εloc in a neighborhood of x ∈ Rn. If for every r > 0
sufficiently small we have u(x) = A
(s)
r ⋆ u(x), then we must have (−∆)su(x) = 0.
Proof. By hypothesis we know that for all r > 0 arbitrarily small we have
u(x) = A(s)r ⋆ u(x) =
∫
Rn
A(s)r (y)u(x− y)dy.
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Changing y in −y, and using the fact that A(s)r (−y) = A(s)r (y), we also have
u(x) =
∫
Rn
A(s)r (y)u(x+ y)dy.
On the other hand, thanks to Lemma 15.3 we can write for every such r > 0
u(x) =
∫
Rn
A(s)r (y)u(x)dy.
We thus have for every r > 0 sufficiently small
0 =
∫
Rn
A(s)r (y) [2u(x)− u(x+ y)− u(x− y)] dy = r2s
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy.
This formula gives
lim
r→0+
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy = 0.
On the other hand (15.9) in Lemma 15.5 gives
lim
r→0+
∫
|y|>r
2u(x)− u(x+ y)− u(x− y)
(|y|2 − r2)s|y|n dy =
∫
Rn
2u(x)− u(x+ y)− u(x− y)
|y|n+2s dy
=
2
γ(n, s)
(−∆)su(x).
We conclude that (−∆)su(x) = 0.

Corollary 15.8 (Nonlocal Ko¨ebe theorem). Let Ω ⊂ Rn be an open set, and
suppose that u ∈ Ls(Rn) ∩ C2s+εloc for some ε > 0. If for every x ∈ Ω and every
0 < r < dist(x, ∂Ω) we have u(x) = A
(s)
r ⋆ u(x), then (−∆)su = 0 in Ω, and
therefore by Theorem 12.17 we also have u ∈ C∞(Ω).
We next want to establish a converse to Corollary 15.8, namely that if (−∆)su =
0 in an open set Ω ⊂ Rn, then u(x) = A(s)r ⋆ u(x) for all x ∈ Ω and for sufficiently
small r > 0. In the local case, under the assumption that u ∈ C2(Ω), this can be
easily achieved by using (ii) of Proposition 12.2. An alternative, less direct way
of proving this in the local case is to argue as follows. Suppose without loss of
generality that x = 0 ∈ Ω, and consider the ball Br = Br(0) ⊂ Br ⊂ Ω. Denote
by Pr(x, y) and Gr(x, y) respectively the Poisson kernel and the Green function for
the ball Br. The function
v(x) = −
∫
Br
Gr(x, y)∆u(y)dy,
solves the problem {
∆v = ∆u in Br,
v = 0 on Sr,
whereas the function
w(x) =
∫
Sr
Pr(x, y)u(y)dσ(y),
solves the problem {
∆w = 0 in Br,
w = u on Sr.
15. Nonlocal Poisson kernel and mean-value formulas 91
The maximum principle implies that u = v + w in Br. In particular, we have
u(0) = v(0) + w(0). This gives
u(0) =
∫
Sr
Pr(0, y)u(y)dσ(y)−
∫
Br
Gr(0, y)∆u(y)dy(15.12)
= Mru(0) +
∫
Br
Gr(0, y)(−∆)u(y)dy.
From the identity (15.12) it is thus clear that if ∆u = 0 in Ω, then for every x ∈ Ω
we must have u(x) = Mru(x) for all r > 0 such that Br ⊂ Ω. These considerations
can be repeated in the nonlocal case, if we use M. Riesz’ Poisson kernel and Green
function for the ball. Before we turn to this we note that
Gr(x, y) = E(x, y) −
∫
Sr
Pr(y, ξ)E(x, ξ)dσ(ξ),
and therefore, for n ≥ 3, we have with cn = 1(n−2)σn−1 ,
Gr(0, y) = E(0, y)−
∫
Sr
Pr(y, ξ)E(0, ξ)dσ(ξ) = E(0, y)− cn
rn−2
∫
Sr
Pr(y, ξ)dσ(ξ)
= E(0, y)− cn
rn−2
,
which, by translation invariance, gives the well-known formula
u(x) = Mru(x) +
∫
Br(x)
{
cn
|y − x|n−2 −
cn
rn−2
}
(−∆)u(y)dy.
Proposition 15.9. Let Ω ⊂ Rn be an open set, with n ≥ 2, and suppose that
u ∈ Ls(Rn) ∩ C2s+εloc for some ε > 0. Assume that (−∆)su = 0 in the open set
Ω ⊂ Rn. Then, for every x ∈ Ω and every r > 0 such that Br ⊂ Ω, we have
u(x) = A (s)r u(x) = A
(s)
r ⋆ u(x).
Proof. We assume without restriction that x = 0, with Br ⊂ Br ⊂ Ω. Let
u ∈ Ls(Rn) ∩ C2s+εloc for some ε > 0 (not necessarily a solution of (−∆)su = 0 in
Ω), and consider the function v defined by
(15.13) v(z) =
{∫
Rn\Br P
(s)
r (z, y)u(y)dy, z ∈ Br,
u(z), z ∈ Rn \Br.
Then, by Theorem 15.2 v is the unique solution to the Dirichlet problem for the
ball Br
(15.14)
{
(−∆)sv = 0 in Br,
v = u in Rn \Br.
Consider the function w = u− v. It solves the problem
(15.15)
{
(−∆)sw = (−∆)su in Br,
w = 0 in Rn \Br.
Then, (see e.g. Theorem 3.2 in [Bu16]) the function w is represented by the formula
w(z) =
∫
Br
G(s)r (z, y)(−∆)su(y)dy,
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where for every z ∈ Br the function
G(s)r (z, y) = Es(z, y)− h(s)z (y) > 0
is the Green function for (−∆)s for the ball Br, see [R38], the appendix in [La72],
and also [Bu16]. We notice explicitly that the function h
(s)
z represents the solution
to the Dirichlet problem
(15.16)
{
(−∆)sh(s)z = 0 in Br,
h
(s)
z = Es(z, ·) in Rn \Br,
and therefore it is given by
h(s)z (y) =
{∫
Rn\Br P
(s)
r (y, ξ)Es(z, ξ)dξ y ∈ Br,
Es(z, y) y ∈ Rn \Br.
We conclude that for every z ∈ Br the value of u at z can be written as
u(z) = v(z) + w(z).
In particular, this gives
u(0) = v(0) + w(0) = A(s)r ⋆ u(0) +
∫
Br
G(s)r (0, y)(−∆)su(y)dy.
It is clear from this formula that if (−∆)su = 0 in Ω, then u(x) = A(s)r ⋆ u(x),
provided that r > 0 is such that Br ⊂ Ω.

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As it is well-known the heat operator H = ∂t − ∆ plays a fundamental role
in almost all areas of mathematics. Since the focus of this note is the fractional
Laplacean, it is only natural that we also discuss the nonlocal heat operator ∂t +
(−∆)s and the semigroup associated with it. The present section, as well as the
following five ones are devoted to analyze some of the most elementary properties
of such semigroup.
A first comment is that this is not such a simple task since, unlike what happens
for the classical heat equation, the relevant heat kernel is only explicitly known on
the Fourier transform side, a fact that rules out the possibility of explicit elegant
and simple computations which characterize the analysis of the classical case. With
this state of affairs, even a fundamental fact such as the positivity of the heat kernel
is not a priori obvious.
Before we begin our discussion however, we mention that the first pioneer-
ing results about the nonlocal heat equation ∂t + (−∆)s go back to the work of
Bochner, see [B55] and [Y78]. More recently, several authors have analyzed prop-
erties such as estimates of the heat kernel, the weak Harnack inequality and the
Ho¨lder continuity of solutions, interior and at the boundary, for more general non-
local parabolic equations, results of Fujita type, a Widder type theorem, Nash-type
inequalities, eigenvalue estimates, nonlocal porous medium equation etc., see e.g.
[Ko95], [BLW05], [BJ07], [BM07], [BGR10], [CKK11], [DQRV12], [FK13],
[BP13], [BPSV14], [AMPP16], [BSV17], [Fr17], [GI17], [V17], [V17’] but
this list is by no means exhaustive. The regularity theory for very general nonlocal
parabolic operators has been developed in the paper [CCV11]. Further regularity
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properties of solutions have been extensively studied in [CR13], where the authors
study fractional nonlinear parabolic equations, and in [CF13] in the context of the
nonlocal obstacle problem{
min{u− ψ,−ut + (−∆)su} = 0, in Rn × [0, T ],
u(T ) = ψ,
where the function ψ represents the obstacle.
We begin by discussing the Cauchy problem: given 0 < s < 1 and a function
ϕ ∈ S (Rn), find a solution to the problem
(16.1)

Hsu =
∂u
∂t + (−∆)su = 0 in Rn+1+ ,
u(x, 0) = ϕ(x), x ∈ Rn.
An observation that follows immediately from the definition of Hs and from
(2.10) is that the natural scaling for the fractional heat operator is given by the
nonisotropic dilations
(16.2) δ˜λ(x, t) = (λx, λ
2st).
By this we mean that for every function u(x, t) we have
(16.3) Hs(δ˜λu)(x, t) = λ
2sδ˜λ(Hsu)(x, t).
Thus, Hs is an operator of fractional “order” 2s with respect to the dilations (16.2).
As in the case when s = 1, we can solve (16.1) by formally taking a partial
Fourier transform with respect to the space variable x. If we let
uˆ(ξ, t) =
∫
Rn
e−2πi<ξ,x>u(x, t)dx,
then (5.2) in Proposition 5.1 gives
(16.4)

∂uˆ
∂t (ξ, t) + (2π|ξ|)2suˆ(ξ, t) = 0 in Rn+1+ ,
uˆ(ξ, 0) = ϕˆ(ξ), ξ ∈ Rn.
For every ξ ∈ Rn the solution to (16.4) is given by
uˆ(ξ, t) = ϕˆ(ξ)e−t(2π|ξ|)
2s
.
We now define a function Gs(x, t) by the equation
(16.5) Fx→ξ(Gs(·, t)) = e−t(2π|ξ|)
2s
,
or, equivalently,
(16.6) G(s)(x, t) =
∫
Rn
e−2πi<x,ξ>e−t(2π|ξ|)
2s
dξ.
With this definition it is clear that a solution to (16.4) is given by the formula
(16.7) P
(s)
t ϕ(x)
def
= u(x, t) =
∫
Rn
G(s)(x− y, t)ϕ(y)dy.
We observe that since in view of (16.5) the function Fx→ξ(G(s)(·, t)) decays rapidly,
by (4.19) above we conclude that G(s)(·, t) ∈ C∞(Rn) (this in fact could also be
proved directly from (16.6)).
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Definition 16.1. The fractional heat semigroup P
(s)
t is the operator defined
by (16.7). When s = 1 we indicate with Pt the standard heat semigroup defined by
Ptu(x) = G(·, t) ⋆ u(x), where G(x, t) = (4πt)−n2 e−
|x|2
4t .
Using the Fourier transform it is immediate to verify that P
(s)
t is in fact a
semigroup, i.e., for every t, τ > 0 the following property holds
(16.8) P
(s)
t+τ = P
(s)
t ◦ P (s)τ .
One immediate important property of G(s) is the following scale invariance
(16.9) G(s)(x, t) = t−
n
2sG(s)(
x
t1/2s
, 1).
This can be verified by writing (16.6) as follows
G(s)(x, t) = F (δt1/2se
−(2π|·|)2s)(x) = t−
n
2sF (e−(2π|·|)
2s
)(
x
t1/2s
),
where we have used (4.15) above. Therefore, if we set
(16.10) Φs(x) = F (e
−(2π|·|)2s)(x) = G(s)(x, 1),
then (16.9) can be recast in the following self-similar expression
(16.11) G(s)(x, t) = t−
n
2sΦs(
x
t1/2s
).
Notice that (16.11) implies that G(s) is homogeneous of degree −n with respect
to the dilations (16.2), i.e.,
(16.12) G(s)(λx, λ2st) = λ−nG(s)(x, t).
If we denote by Zs the infinitesimal generator of the dilations (16.2), we thus have
ZsG
(s) =< x,∇xG(s) > +2st∂G
(s)
∂t
= −nG(s).
Equivalently, if we introduce the nonlocal entropy logG(s), then we have
(16.13)
∂(logG(s))
∂t
= − n
2s
1
t
− 1
2s
<
x
t
,∇x(logG(s)) > .
The equation (16.13) is a first form of nonlocal Li-Yau inequality for solutions of
(16.1), and we emphasize that it has been deduced exclusively from the scaling
properties of the kernel G(s). We will return to it in Section 21.
Before proceeding we note that, using Theorem 4.4, for x 6= 0 we obtain from
(16.10)
Φs(x) =
2π
|x|n2−1
∫ ∞
0
e−(2πr)
2s
r
n
2 Jn
2−1(2π|x|r)dr(16.14)
=
(2π)−
n
2
|x|n
∫ ∞
0
e−(
u
|x|
)2su
n
2 Jn
2
−1(u)du.
The equation (5.3.5) on p. 103 in [Le72], gives
d
du
[
u
n
2 Jn
2
(u)
]
= u
n
2 Jn
2
−1(u).
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Substituting this information in (16.14), and integrating by parts (using (4.26) and
(4.28)), we find
(16.15) Φs(x) =
2s(2π)−
n
2
|x|n+2s
∫ ∞
0
e−(
u
|x|
)2su
n
2 +2s−1Jn
2
(u)du.
When s = 1/2, the underlying process is a Poisson process and the integral in the
right-hand side of (16.15) can be computed explicitly, see Proposition 16.4 below.
However, when 0 < s < 1 and s 6= 1/2 the analysis of such integral is more delicate,
see Theorem 16.6 below and the comments that follow.
When s = 1 one basic property of the classical heat semigroup intimately
connected to the maximum principle is the strict positivity of its kernel G(x, t) =
(4πt)−
n
2 e−
|x|2
4t which is of course a trivial consequence of its explicit expression.
Since there exists no analogue of such explicit formula for the kernel Gs(x, t), its
positivity is far from obvious. The next result establishes this fact. It was certainly
obtained by Bochner based on the positivity of the subordination function, see
Proposition 2 on p. 261 in [Y78] and Theorem 18.3 below, but it was perhaps
known earlier to Paul Levy. We have adapted the beautiful proof that follows, which
uses a typical Abelian-Tauberian argument, from the one-dimensional presentation
in [DGV03].
Proposition 16.2. For every 0 < s < 1 and for every (x, t) ∈ Rn+1+ , we have
G(s)(x, t) ≥ 0.
Proof. In view of (16.9) it suffices to show that for one T > 0
(16.16) G(s)(x, T ) ≥ 0,
for every x ∈ Rn. If this holds, in fact, then for every t > 0 and every x ∈ Rn we
have
G(s)(x, t) =
(
T
t
) n
2s
G(s)
((
T
t
)1/2s
x, T
)
≥ 0,
and we are done. To prove (16.16) consider the spherically symmetric function in
L1(Rn)
f =
A
| · |n+2s 1B(0,1)c ,
where the constant A > 0 is chosen so that fˆ(0) =
∫
Rn
f(x)dx = 1. Using such
normalization, we obtain for every ξ 6= 0
fˆ(ξ) = 1 + fˆ(ξ)−
∫
Rn
f(x)dx
= 1−
∫
Rn
[1− e−2πi<ξ,x>]f(x)dx = 1−A
∫
|x|≥1
1− cos(2π < ξ, x >)
|x|n+2s dx
= 1−A|ξ|2s
∫
|y|≥|ξ|
1− cos(2π < ξ/|ξ|, y >)
|y|n+2s dy = 1−A|ξ|
2s
∫
|y|≥|ξ|
1− cos(2πyn)
|y|n+2s dy,
where we have first changed the variable to y = |ξ|x, and then used the invariance
of the function
ξ −→
∫
|x|≥|ξ|
1− cos(2π < ξ/|ξ|, x >)
|x|n+2s dx
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with respect to orthogonal transformations in Rn. If we denote by
Ψ(ξ) =
∫
|x|≥|ξ|
1− cos(2πxn)
|x|n+2s dx,
then by Lebesgue dominated convergence we see that Ψ(ξ) → α > 0 as ξ → 0,
where
α =
∫
Rn
1− cos(2πxn)
|x|n+2s dx = (2π)
2s
∫
Rn
1− cos(zn)
|z|n+2s dz =
(2π)2s
γ(n, s)
,
with γ(n, s) as in the proof of (5.1) in Proposition 5.1. It follows that we can write
fˆ(ξ) = 1−Aα|ξ|2s(1 + ω(ξ)),
where ω(ξ) = O(|ξ|2(1−s)) = o(1) as ξ → 0. We will prove that (16.16) holds with
T =
A
γ(n, s)
.
This will complete the proof.
With this objective in mind, for every positive integer k consider the function
fk(x) = k
n
2s (f ⋆ ... ⋆ f)(k1/2sx),
where the convolution is repeated k times. By (4.15) we have
fˆk(ξ) = F (f⋆...⋆f)(k
−1/2sξ) = (fˆ(k−1/2sξ))k =
(
1− Aα|ξ|
2s(1 + ω(k−1/2sξ))
k
)k
.
This shows the crucial fact that for every ξ ∈ Rn
(16.17) lim
k→∞
fˆk(ξ) = e
−Aα|ξ|2s .
Since for every k ∈ N we have
||fˆk||L∞(Rn) ≤ ||fk||L1(Rn) ≤ ||f ||kL1(Rn) = 1,
we conclude that (16.17) also holds in S ′(Rn). We thus have for every ϕ ∈ S (Rn)
< fk, ϕˆ >=< fˆk, ϕ >−→< e−Aα|·|
2s
, ϕ >=< F (e−Aα|·|
2s
), ϕˆ > .
This is equivalent to saying that in S ′(Rn)
(16.18) lim
k→∞
fk = F (e
−Aα|·|2s).
Since fk ≥ 0 for every k ∈ N, we conclude from (16.5) that F (e−Aα|·|2s)(x) =
G(s)(x, T ) ≥ 0 for every x ∈ Rn, with T = αA(2π)−2s = Aγ(n,s) . This proves
(16.16).

Proposition 16.3. For every 0 < s < 1 and for every (x, t) ∈ Rn+1+ , we have
G(s)(x, t) > 0.
Proof. From Proposition 16.2 we know that G(s)(x, t) ≥ 0 globally. Then, its
strict positivity follows from the strong maximum principle, or the weak Harnack
inequality, see Theorem 1.1 in [FK13].

The case s = 1/2 has a special interest, and since it is quite surprising we state
it in a proposition.
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Proposition 16.4. When s = 1/2 the heat kernel G(1/2)(x, t) for ∂t+(−∆)1/2
is given by the Poisson kernel for the Laplacean for the half-space Rn × R+, i.e.,
(16.19) G(1/2)(x, t) = P (x, t) =
Γ(n+12 )
π
n+1
2
t
(t2 + |x|2)n+12
.
Proof. The equation (16.19) follows from the well-known formula for the Pois-
son kernel, see e.g. Proposition 5, Sec. 2 in Chap. 3 of [St70],
Fx→ξ(e−2πt|·|) = P1/2(x, t),
see also Remark 10.3 above.

In particular, (16.19) says that the decay of the heat kernel for ∂t + (−∆)1/2
is not exponential, but polynomial. The next result states that such behavior is
shared by all nonlocal semigroups P
(s)
t , 0 < s < 1.
Proposition 16.5. For every 0 < s < 1 let Φs(x) be as in (16.10). Then,
there exists a constant β(n, s) > 0 such that for every x ∈ Rn
β(n, s)
1 + |x|n+2s ≤ Φs(x) ≤
β−1(n, s)
1 + |x|n+2s .
The proof of Proposition 16.5 follows immediately from the following result.
Theorem 16.6. For every 0 < s < 1 one has
lim
|x|→∞
|x|n+2sΦs(x) = γ(n, s) > 0,
where γ(n, s) is the constant in (5.10) in Proposition 5.6.
We note that, using (16.15) one obtains
(16.20) |x|n+2sΦs(x) = 2s(2π)−n2
∫ ∞
0
e−(
u
|x| )
2s
u
n
2 +2s−1Jn
2
(u)du.
When n = 1 Theorem 16.6 was first proved by G. Po´lya in [Po96]. It is not
easy to find this reference, but a detailed presentation of Po´lya’s proof can be found
in Lemma 3.4 in [CS15]. Po´lya’s argument was generalized to any dimension by
Blumenthal and Getoor, see Theorem 2.1 in their paper [BG60]. However, the
delicate part of the proof is not presented there and the authors refer to [Po96].
Integrals like that in the right-hand side of (16.20) are studied in [PT69]. A
different proof of Theorem 16.6 based on the subordination formula (18.2) below was
given by Bendikov in [Be94]. One should also see the paper [Ko00] by Kolokoltsov
for the proof of a more general result. Several heat kernel estimates are contained
in the recent paper [BSV17], see also [V17].
In the local case s = 1 a basic property of the heat kernel G(x, t) is that for
n 6= 2 and for every x 6= 0 one has∫ ∞
0
G(x, t)dt =
|x|2−n
(n− 2)σn−1 .
We recall that the right-hand side is the fundamental solution of −∆ with pole at
x = 0. The next result expresses a similar property of G(s)(x, t).
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Proposition 16.7. Let n ≥ 2. Then, for every x 6= 0 one has
(16.21)
∫ ∞
0
G(s)(x, t)dt = Es(x),
where Es(x) is the fundamental solution of (−∆)s with singularity at x = 0 in
Theorem 8.4.
There is more than one way of proving Proposition 16.7. A quick one resorts
to the following classical result for which we refer the reader to chapter 5 in [St70].
Theorem 16.8. For any 0 < α < n we have in S ′(Rn)
F (| · |−α) = πα−n2 Γ
(
n−α
2
)
Γ
(
α
2
) | · |α−n.
Proof of Proposition 16.7. We proceed formally since, similarly to Theo-
rem 16.8, for a rigorous proof we should verify the following steps in S ′(Rn), and
not in the pointwise sense. The interested reader can easily provide the missing
details. We notice that, in view of (8.3) and (8.4), proving (16.21) is equivalent to
showing ∫ ∞
0
F (G(s))(x, t)dt = Eˆs(x) =
Γ(n2 − s)
22sπ
n
2 Γ(s)
F (| · |2s−n)(x).
In light of (16.5) and Theorem 16.8 (which we can apply with α = 2s since the
hypothesis 0 < s < 1 and n ≥ 2 automatically guarantee that 0 < α < n), this is
in turn equivalent to showing that∫ ∞
0
e−t(2π|x|)
2s
dt = π
n
2−2s Γ (s)
Γ
(
n−2s
2
) Γ(n2 − s)
22sπ
n
2 Γ(s)
(2π)2s(2π|x|)−2s = (2π|x|)−2s.
That the integral in the left-hand side is equal to the right-hand side of the above
chain of equalities follows from a standard change of variable in the integral.

Proposition 16.9. For every t > 0 we have
P
(s)
t 1(x) =
∫
Rn
G(s)(x, t)dx = 1.
Thus the semigroup P
(s)
t is stochastically complete.
Proof. We have from (16.11)∫
Rn
G(s)(x, t)dx =
∫
Rn
Φs(x)dx = F
−1(Φs)(0).
Keeping in mind that Φs(ξ) = F (e
−(2π|·|)2s)(ξ), we see thatF−1(Φs)(ξ) = e−(2π|ξ|)
2s
,
and thus F−1(Φs)(0) = 1.

Combining Propositions 16.2 and 16.9 we obtain the following maximum prin-
ciple.
Proposition 16.10. Let ϕ ∈ S (Rn). Then, for every x ∈ Rn and t > 0 one
has
inf
Rn
ϕ ≤ P (s)t ϕ(x) ≤ sup
Rn
ϕ.
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17. Bochner’s subordination: from Pt to (−∆)s
In this section we take a momentary pause from the previous one, to discuss
the important fact that, using the standard heat semigroup Pt, we can recover
(−∆)s. This result is based on Bochner’s principle of subordination (for this see
Chapter 4 in [B55]) and the outcome of it is yet another expression of the fractional
Laplacean, see formula (17.1) in Theorem 17.2 below, that is alternative to the
ones that we know so far, namely (2.8), (2.11), (10.9) in Theorem 10.1 and (15.11)
in Proposition 15.6. We will present two proofs of such result. We begin with
a preliminary observation that connects the heat semigroup Pt = e
−t∆ to the
spherical mean-value operator Mru(x).
Lemma 17.1. Let u ∈ S (Rn). Then, for every 0 < t <∞ one has
Ptu(x)− u(x) = σn−1(4πt)− n2
∫ ∞
0
e−
r2
4t rn−1[Mru(x)− u(x)]dr.
Proof. This is a simple consequence of Cavalieri’s principle, the spherical
symmetry of G(x, t), and of the fact that Pt1 = 1. We have
Ptu(x)− u(x) =
∫
Rn
G(x− y, t)[u(y)− u(x)]dy
=
∫ ∞
0
∫
S(x,r)
G(x− y, t)[u(y)− u(x)]dσ(y)dr
= (4πt)−
n
2
∫ ∞
0
e−
r2
4t
∫
S(x,r)
[u(y)− u(x)]dσ(y)dr
= σn−1(4πt)−
n
2
∫ ∞
0
e−
r2
4t rn−1[Mru(x)− u(x)]dr.

We are now in a position to establish the main result about Bochner’s subor-
dination for the nonlocal operator (−∆)s.
Theorem 17.2. Let 0 < s < 1. For any u ∈ Dom(−∆), hence in particular,
for any u ∈ S (Rn), one has
(−∆)su(x) = 1
Γ(−s)
∫ ∞
0
t−s−1 [Ptu(x)− u(x)] dt(17.1)
= − s
Γ(1− s)
∫ ∞
0
t−s−1 [Ptu(x)− u(x)] dt.
First proof. Let α > 0. Using Lemma 17.1, we find∫ ∞
0
t−α−1[Ptu(x)− u(x)]dt = σn−1(4π)−n2
∫ ∞
0
t−α−
n
2
∫ ∞
0
e−
r2
4t rn−1[Mru(x)− u(x)]drdt
t
= σn−1(4π)−
n
2
∫ ∞
0
(∫ ∞
0
t−α−
n
2 e−
r2
4t
dt
t
)
rn−1[Mru(x)− u(x)]dr,
assuming that we can exchange the order of integration. Now,∫ ∞
0
t−α−
n
2 e−
r2
4t
dt
t
= 22α+nΓ(
n
2
+ α)r−2α−n.
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Substituting in the above formula we find∫ ∞
0
t−α−1[Ptu(x)− u(x)]dt = σn−1π−n2 22αΓ(n
2
+ α)
∫ ∞
0
r−2α−1[Mru(x)− u(x)]dr.
Comparing the right-hand side with that of the equation in Proposition 2.11, it is
now clear that, in order for the former to provide a multiple of (−∆)su(x) we must
have α = s. With such choice we obtain
−
∫ ∞
0
t−s−1[Ptu(x)− u(x)]dt = −σn−1π−n2 22sΓ(n
2
+ s)
∫ ∞
0
r−2s−1[Mru(x)− u(x)]dr.
Since by Proposition 2.11 and Proposition 5.6 we find
−
∫
Rn
r−1−2s
[
Mru(x)− u(x)]dr = (−∆)
su(x)
σn−1γ(n, s)
=
(−∆)su(x)
σn−1
π
n
2 Γ(1− s)
s22sΓ(n2 + s)
,
the desired conclusion (17.1) follows.

Second proof. The proof that the right-hand side of (17.1) is in fact equal
to (−∆)su(x) can also be accomplished using the Fourier transform. Thanks to
(5.2) in Proposition 5.1, we see that proving (17.1) is equivalent to showing
(2π|ξ|)2suˆ(ξ) = − s
Γ(1− s)
∫ ∞
0
t−s−1
(
P̂tu(ξ)− uˆ(ξ)
)
dt.
Since P̂tu(ξ) = F (G(·, t) ⋆ u)(ξ) = Gˆ(ξ, t)uˆ(ξ) = e−t(2π|ξ|)2 uˆ(ξ), we thus see that
(17.1) is equivalent to
(2π|ξ|)2suˆ(ξ) = s
Γ(1 − s)
∫ ∞
0
t−s−1
(
1− e−t(2π|ξ|)2
)
dt uˆ(ξ).
This identity holds if and only if it is true that
(2π|ξ|)2s = s
Γ(1 − s)
∫ ∞
0
t−s
(
1− e−t(2π|ξ|)2
) dt
t
= (2π|ξ|)2s s
Γ(1− s)
∫ ∞
0
u−s−1
(
1− e−u) du.
The validity of this equation immediately follows from (4.8) above. This completes
the proof.

Theorem 17.2 extends to a very general framework, and covers situations in
which the Euclidean −∆ is replaced by an operator −L that neither necessarily
generates a semigroup, nor its domain is necessarily dense in the relevant Banach
space. This result is due to A. V. Balakrishnan, see formula (2.1) in [Bal60], or
also (4) and (5) p. 260 in [Y78].
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“The ‘stable laws’ {e−t|α|2p}, 0 < p < 1, are each subordinate to the Gaussian
law {e−t|α|2}, and quite generally if {e−tψ(α)} is any subdivisible process then so is
{e−tψ(α)p} for any 0 < p < 1”.
This quote is from p. 93 in [B55]. This section is devoted to further illustrating
Bochner’s beautiful subordination idea with a twofold purpose. On one hand, it
leads to an explicit representation of the nonlocal semigroup P
(s)
t in terms of the
standard heat semigroup, see Theorem 18.3 below. On the other hand, as we
have already mentioned in the closing of the previous section, the principle of
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subordination allows for far-reaching generalizations. These developments were
already envisioned by Bochner himself, when he said on p. 95 of [B55]:
“Now, our ‘subordination’ can also be introduced on spaces in general provided
we shift the emphasis from Fourier transformation (which may not even be defin-
able) to (generalizations of) the distributions F (u;A)...”
In what follows we will discuss material from [B55], [P52], [Bal60] and p.
259-268 in [Y78]. We begin with a definition.
Definition 18.1 (Bochner’s subordinator). Let 0 < s < 1. For every fixed
t > 0 we introduce the subordinator function as the inverse Laplace transform of
z → e−tzs , ℜz > 0,
(18.1) fs(t; τ) =

1
2πi
∫ ε+i∞
ε−i∞ e
zτ−tzsdz τ ≥ 0,
0 τ < 0.
In (18.1) the parameter ε > 0 is fixed and zs denotes the branch such that
ℜ(zs) > 0 when ℜz > 0. In this way, zs is a one-valued holomorphic function in
the z-plane cut along the negative real axis. It is clear that, thanks to Cauchy’s
integral formula, the value of the integral is independent of ε > 0. If τ > 0 we have
fs(t; τ) =
eετ
2π
∫ ∞
−∞
eiyτe−t(ε+iy)
s
dy.
Thus, the convergence of the integral in (18.1) is guaranteed by the decay of the
factor e−tz
s
, and we have fs(t; τ) ∼= eετ . The following simple, yet crucial formula, is
key to the subordination principle. It expresses the fact that the Laplace transform
of fs(t; ·) is the function z → e−tzs .
Lemma 18.2. For every t > 0 and a > 0 one has
e−ta
s
=
∫ ∞
0
fs(t; τ)e
−τadτ.
Proof. Consider the function
g(z) =
e−tz
s
z − a .
It is a holomorphic function in {z ∈ C | ℜz > 0, z 6= a}, with a simple pole in
z = a. Its residue is given by Res(g, a) = e−ta
s
. Having observed this, for any
a > 0 consider the line ε + iy, with 0 < ε < a. We have from (18.1), after an
exchange of the order of integration,∫ ∞
0
e−τafs(t; τ)dτ =
1
2πi
∫ ε+i∞
ε−i∞
e−tz
s
∫ ∞
0
e−(a−z)τdτdz
=
1
2πi
∫ ε+i∞
ε−i∞
e−tz
s
[
e−(a−z)τ
z − a
]∞
0
dz
= − 1
2πi
∫ ε+i∞
ε−i∞
e−tz
s
z − adz = −
1
2πi
∫ ε+i∞
ε−i∞
g(z)dz.
We now apply Cauchy’s residue theorem to the function g(z) and to the curve ΓR,
composed of a vertical piece ε+ iy, with |y| ≤ R and by a half-circle CR of points
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z = ε+Reiϑ, for large R. From what observed above, we obtain∫
ΓR
g(z)dz = 2πie−ta
s
.
Since
∫
CR
g(z)dz → 0 as R→∞ we conclude that
− 1
2πi
∫ ε+i∞
ε−i∞
g(z)dz = e−ta
s
.
This completes the proof.

A remarkable consequence of Lemma 18.2 is the following result that connects
the fractional semigroup P
(s)
t to the standard heat semigroup Pt.
Theorem 18.3. Let 0 < s < 1. Then, for every x ∈ Rn and t > 0 one has
(18.2) G(s)(x, t) =
∫ ∞
0
fs(t; τ)G(x, τ)dτ.
As a consequence, for any u ∈ S (Rn) one has
(18.3) P
(s)
t u(x) =
∫ ∞
0
fs(t; τ)Pτu(x)dτ.
Proof. For every t > 0 and ξ ∈ Rn we have using Fubini’s theorem
F (
∫ ∞
0
fs(t; τ)Pτu(·)dτ)(ξ) =
∫ ∞
0
fs(t; τ)F (Pτu(·))(ξ)dτ
=
∫ ∞
0
fs(t; τ)F (G(·, τ) ⋆ u)(ξ)dτ =
∫ ∞
0
fs(t; τ)F (G(·, τ))(ξ)uˆ(ξ)dτ
= uˆ(ξ)
∫ ∞
0
fs(t; τ)e
−τ(2π|ξ|)2dτ = uˆ(ξ)e−t(2π|ξ|)
2s
= uˆ(ξ)F (G(s)(·, t))(ξ) = F (P (s)t u)(ξ),
where in the third to the last equality we have used Lemma 18.2 with a = (2π|ξ|)2.
This proves (18.3). The proof of (18.2) is done in a similar, but simpler, way.

We can now use Theorem 18.3 to draw two basic properties of the subordination
function fs(t; τ). We only prove one of them, (18.4) below, and refer to Proposition
3 on p.262 in [Y78] for a proof of (18.5).
Proposition 18.4. For any fixed t, t′ > 0 one has
(18.4)
∫ ∞
0
fs(t; τ)dτ = 1,
and
(18.5) fs(t+ t
′; τ) =
∫ ∞
0
fs(t; τ − σ)fs(t′;σ)dσ.
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Proof. Using Proposition 16.9 and the identity (18.2), we find
1 =
∫
Rn
G(s)(x, t)dx =
∫
Rn
∫ ∞
0
fs(t; τ)G(x, τ)dτdx
=
∫ ∞
0
fs(t; τ)
∫
Rn
G(x, τ)dxdτ =
∫ ∞
0
fs(t; τ)dτ,
which proves (18.4).

19. A chain rule for (−∆)s
In [CC03] the authors proved a basic pointwise inequality for the fractional
Laplacean. Such inequality, which can be seen as a form of nonlocal chain-rule,
plays a remarkable role in many problems from the applied sciences involving the
nonlocal operator (−∆)s, see for instance the beautiful papers [CC04] and [CV10],
respectively on the two-dimensional quasi-geostrophic equation, and nonlinear evo-
lution equations with fractional diffusion.
We will present two accounts of the chain rule, the former from [CC03], the
latter from an interesting generalization given in [CM15]. Let us begin with a
simple observation. If u ∈ C2(Rn) and ϕ ∈ C2(R) the standard chain rule gives
∆ϕ(u) = ϕ′′(u)|∇u|2 + ϕ′(u)∆u.
If we assume that ϕ is also convex, then ϕ′′ ≥ 0, and we obtain in a trivial way
(−∆)ϕ(u) ≤ ϕ′(u)(−∆)u.
The next result generalizes to the nonlocal setting this observation.
Theorem 19.1 (Chain rule for (−∆)s). Let 0 < s ≤ 1 and ϕ ∈ C1(R) be a
convex function. Then, for any u ∈ S (Rn) one has
(−∆)sϕ(u) ≤ ϕ′(u(x))(−∆)su.
First proof. Since the function ϕ ∈ C1(R) and is convex, we have for any
τ, σ ∈ R
ϕ′(σ)(τ − σ) ≤ φ(τ) − φ(σ).
This inequality easily gives for u ∈ S (Rn) and for every x, y ∈ Rn
2ϕ(u(x)) − ϕ(u(x+ y))− ϕ(u(x− y)) ≤ ϕ′(u(x))(2u(x) − u(x+ y)− u(x− y)).
Dividing the latter inequality by |y|n+2s and integrating in y ∈ Rn we immediately
obtain the desired conclusion keeping in mind the definition (2.8) of (−∆)s.

Second proof. The second proof we present is taken from [CM15] and it has
the advantage of carrying over to a situation where Rn is replaced by a compact
n-dimensional manifold M , in which case the representation (2.8) is no longer
available. Consider the Cauchy problems
(19.1)

∂U
∂t + (−∆)sU = 0 in Rn+1+ ,
U(x, 0) = u(x), x ∈ Rn.
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and
(19.2)

∂V
∂t + (−∆)sV = 0 in Rn+1+ ,
V (x, 0) = ϕ(u)(x), x ∈ Rn.
Their solutions are respectively given by U(x, t) = P
(s)
t u(x) and V (x, t) =
P
(s)
t ϕ(u)(x). Now, by Jensen inequality, Proposition 16.2 and 16.9, we obtain
ϕ(U(x, t)) = ϕ
(∫
Rn
G(s)(x− y, t)u(y)dy
)
≤
∫
Rn
ϕ(u)(y)G(s)(x−y, t)dy = V (x, t).
This shows that if, for a fixed x ∈ Rn, we consider the function
Ψ(t) = V (x, t)− ϕ(U(x, t)),
then we have Ψ(t) ≥ 0 for every t > 0. Since we clearly have
Ψ(0) = V (x, 0)− ϕ(U(x, 0)) = ϕ(u(x)) − ϕ(u(x)) = 0,
we conclude that it must be Ψ′(0) ≥ 0.
We now have
Ψ′(t) =
∂Ptϕ(u)
∂t
(x)− ϕ′(Ptu(x))∂Ptu
∂t
(x)
= −(−∆)sPt(ϕ(u))(x) + ϕ′(Ptu(x))(−∆)sPtu(x).
This formula gives
0 ≤ Ψ′(0) = −(−∆)sϕ(u)(x) + ϕ′(u(x))(−∆)su(x),
which gives the desired conclusion.

20. The Gamma calculus for (−∆)s
In the applications of pde’s to geometry there is a remarkable tool that allows
to connect the heat semigroup to the geometry of the underlying manifold. This
tool is the so-called Bakry-Emery Gamma calculus, for which we refer the reader
to the beautiful recent book [BGL14] and the references therein. At the heart
of this calculus there is the so-called curvature-dimension inequality CD(κ, n) that
we introduce in (20.11) and Definition 20.7 below. It is a remarkable fact that, on
a n-dimensional Riemannian manifold M, such inequality on functions is in fact
equivalent to the lower bound Ric ≥ κ on the Ricci tensor. More importantly, a
stunning aspect of the gamma calculus is that the curvature-dimension inequality
alone, in combination with properties of the heat semigroup, suffices to develop a
wide program that connects the geometry of M to various global properties of the
manifold itself, such as:
• global volume bounds for the geodesic balls,
• the Bonnet-Myers compactness theorem,
• global Poincare´ inequalities,
• parabolic scale invariant Harnack inequalities,
• Gaussian upper and lower bounds,
• Liouville theorems
• De Giorgi-Nash-Moser estimates...and much more.
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Traditionally, the majority of these fundamental results from Riemannian ge-
ometry rest on two pillars:
(i) the celebrated Bochner identity;
(ii) the Laplacean comparison theorem.
Whereas (i) is a purely pointwise identity on functions (see (20.7) below), (ii) relies
on deeper aspects which are more genuinely Riemannian, such as the fact that
the exponential map is locally a diffeomorphism and the theory of Jacobi fields.
The gamma calculus allows to remove from the equation the Laplacean comparison
theorem, and in a way it elevates the Bochner identity to a preeminent role in the
development of the Li-Yau theory. This is especially important in situations where
the above mentioned Riemannian tools are lacking. In this connection one should
see the works [BaG11], [BaG17], [BaG13], [BBG14], [BBGM14].
Inspired by the above discussion, in this section we propose that a gamma
calculus be developed in the context of nonlocal operators such as (−∆)s. We stress
that although this would have an interest in its own even in the setting of flat Rn, a
nonlocal gamma calculus would also be instrumental to considerable developments
both in analysis and geometry. In what follows for the sake of simplicity we write
L = −(−∆)s, for a given 0 < s < 1.
Definition 20.1 (Nonlocal carre´ du champ). Given u, v ∈ S (Rn) we define
(20.1) Γ(s)(u, v) =
1
2
[L(uv)− uLv − vLu].
When u = v in (20.1), we simply write
Γ(s)(u)
def
= Γ(s)(u, u).
It is obvious that Γ(s)(u, v) = Γ(s)(v, u). We have the following result.
Lemma 20.2. For u, v ∈ S (Rn) one has
Γ(s)(u, v)(x) =
γ(n, s)
2
∫
Rn
(u(x) − u(y))(v(x) − v(y))
|x− y|n+2s dy.
Proof. It is easier to adopt the alternative expression (2.11) of (−∆)s. Keep-
ing in mind our sign convention for L and using (20.1) we find
Γ(s)(u, v) = −γ(n, s)
2
PV
∫
Rn
u(x)v(x) − u(y)v(y)− u(x)(v(x) − v(y))− v(x)(u(x) − u(y))
|x− y|n+2s dy
= −γ(n, s)
2
PV
∫
Rn
u(x)v(y) + v(x)u(y)− u(x)v(x) − u(y)v(y)
|x− y|n+2s dy
=
γ(n, s)
2
∫
Rn
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s dy.
Notice that we have dropped the principal value sign in front of the last integral
since, thanks to a cancellation that has occurred, the numerator in the last integral
is O(|x − y|2) near x, so that the integrand is in fact locally in L1.

When u = v we obtain from Lemma 20.2 for every x ∈ Rn
(20.2) Γ(s)(u)(x) =
γ(n, s)
2
∫
Rn
(u(x)− u(y))2
|x− y|n+2s dy ≥ 0.
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Remark 20.3. We note that the positivity of Γ(s)(u) could have also been de-
duced immediately from its definition
(20.3) − Γ(s)(u) = 1
2
[
(−∆)s(u2)− 2u(−∆)su] ,
and the chain rule in Theorem 19.1. The latter gives in fact
(20.4) (−∆)s(u2) ≤ 2u(−∆)su,
which shows −Γ(s)(u) ≤ 0.
Definition 20.4 (Nonlocal energy). Given a function u ∈ S (Rn) we define
its s−energy as follows
E(s)(u) =
1
2
∫
Rn
Γ(s)(u)(x)dx =
γ(n, s)
4
∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+2s dydx.
The reader should note that the energy E(s)(u) is precisely the one that enters
in the definition of the fractional Sobolev space
(20.5) W s,2(Rn) = {u ∈ L2(Rn) | E(s)(u) <∞}.
This is a Hilbert space if we endow it with the norm
||u||W s,2(Rn) =
(
||u||2L2(Rn) + E(s)(u)
)1/2
,
see [Ad75], and also [DPV12]. The spaceW s,2(Rn) can also be characterized using
the Fourier transform. Consider in fact the Sobolev spaceHs,2(Rn) recalled in (9.5)
above. Using the Fourier transform it is easy to show that W 2,s(Rn) ∼= Hs,2(Rn).
In this connection we note that if u ∈ S (Rn), then by applying in this order
Corollary 5.3, Lemma 5.4 and Plancherel’s theorem, we find∫
Rn
u (−∆)su dx =
∫
Rn
(
(−∆)s/2u
)2
dx =
∫
Rn
(
F
(
(−∆)s/2u
))2
dx
=
∫
Rn
(2π|ξ|)2s |uˆ|2dx.
We have already discussed related questions in Section 6 above.
Returning to Definition 20.4, we have the following result that shows that
(−∆)s is the first variation of the energy E(s), and thus such operator also has a
nice variational structure.
Proposition 20.5. The fractional Laplacean is the Euler-Lagrange equation of
the functional u→ E(s)(u). Given u ∈ S (Rn), we have in fact for every ϕ ∈ S (Rn)
(20.6)
d
dt
E(s)(u+ tϕ)
∣∣
t=0
=
∫
Rn
(−∆)su(x)ϕ(x)dx.
This shows that u is a critical point of E(s) if and only if (−∆)su = 0.
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Proof. Given u, ϕ ∈ S (Rn) we consider the function t → E(s)(u + tϕ), and
take its derivative at t = 0. After some elementary computations we obtain
d
dt
E(s)(u+ tϕ)
∣∣
t=0
=
γ(n, s)
2
∫
Rn
PV
∫
Rn
u(x)ϕ(x) − u(y)ϕ(y)
|x− y|n+2s dydx
=
γ(n, s)
2
∫
Rn
PV
∫
Rn
u(x)(ϕ(x) − ϕ(y)) + (u(x)− u(y))ϕ(y)
|x− y|n+2s dydx
=
γ(n, s)
2
{∫
Rn
u(x)PV
∫
Rn
ϕ(x) − ϕ(y)
|x− y|n+2s dydx+
∫
Rn
ϕ(y)PV
∫
Rn
u(x)− u(y)
|x− y|n+2s dxdy
}
=
1
2
∫
Rn
u(x)(−∆)sϕ(x)dx + 1
2
∫
Rn
ϕ(x)(−∆)su(x)dx
=
∫
Rn
ϕ(x)(−∆)su(x)dx,
where in the second to the last equality we have used (2.11), while in the last
equality we have used Lemma 5.4.

In connection with the variational structure of (−∆)s we mention that in the
existing literature the notion of weak solution of the problem (13.11) above is
formulated by saying the u ∈ Hs,2(Rn), u = 0 a.e. in Rn \ Ω, and∫
Rn
(−∆)s/2u(−∆)s/2ϕdx =
∫
Ω
fϕdx,
for every ϕ ∈ Hs,2(Rn), such that ϕ = 0 a.e. in Rn \ Ω. It is worth observing here
that such notion is equivalent to requesting that∫
Rn
Γ(s)(u, ϕ)(x)dx =
∫
Ω
fϕdx,
for all ϕ as above.
Using Theorem 17.2 we can obtain an alternative expression of Γ(s)(u) based
on the heat semigroup. This observation is important since it allows to introduce
a notion of nonlocal energy in non-Euclidean situations. We leave the proof of the
following Proposition 20.6 to the interested reader.
Proposition 20.6. Let u ∈ S (Rn), then
Γ(s)(u)(x) =
s
2Γ(1− s)
∫ ∞
0
t−s−1
(
Ptu
2(x)− 2u(x)Ptu(x) + u2(x)
)
dt.
Notice that since by Jensen’s inequality, or simply Cauchy-Schwarz, we have
Ptu
2(x) ≥ (Ptu(x))2, we obtain
Γ(s)(u)(x) ≥ s
2Γ(1− s)
∫ ∞
0
t−s−1 (Ptu(x)− u(x))2 dt ≥ 0,
which confirms the positivity of Γ(s)(u), see (20.2) and Remark 20.3 above.
Suppose we are on a n-dimensional Riemannian manifold M , with Laplacean
L. In the local case s = 1, let us simply denote Γ(1)(u) by Γ(u). We easily obtain
from (20.3) that Γ(u) = |∇u|2. In such situation, the celebrated Bochner’s identity
gives
(20.7) L(Γ(u)) = 2||∇2u||2 + 2Γ(u, Lu) + 2Ric(∇u,∇u),
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where Ric indicates the Ricci tensor onM , and we have denoted by ∇2 the Hessian
on M . The central idea of the Bakry-Emery’s gamma calculus is to reverse the
recipe and use (20.7) as an analytical definition of Ricci tensor. Such intuition is
implemented through Definition 20.7 below, see [BGL14]. First, we introduce the
functional
(20.8) Γ2(u) =
1
2
[L(Γ(u))− 2Γ(u, Lu)] .
With this definition it is clear that we can rewrite (20.7) as
(20.9) Γ2(u) = ||∇2u||2 +Ric(∇u,∇u).
Suppose now that M satisfies the Ricci lower bound Ric≥ κ. Then, Ric(∇u,∇u) ≥
κ|∇|2 = κΓ(u), and we obtain from (20.9)
(20.10) Γ2(u) ≥ ||∇2u||2 + κΓ(u),
for every f ∈ C∞(M). On the other hand, Newton’s inequality gives
||∇2u||2 ≥ 1
n
(Lu)2,
and we thus find from (20.10) that for every f ∈ C∞(M) one has
(20.11) Γ2(u) ≥ 1
n
(Lu)2 + κΓ(u).
Definition 20.7 (Bakry-Emery). The manifold M and the operator L are
said to satisfy the curvature-dimension inequality CD(κ, n) if (20.11) holds true
for every u ∈ C∞(M).
We have shown above that
Ric ≥ κ =⇒ CD(κ, n).
It is a remarkable fact that the inequality CD(κ, n), which is a condition on func-
tions, does in fact completely characterize Ricci lower bounds on M , in the sense
that
Ric ≥ κ ⇐⇒ CD(κ, n).
For the implication ⇐= the reader should see Proposition 6.2 in [B94].
In view of the above discussion, and since as we have shown in (20.2) above there
exists a natural nonlocal carre´ du champ, we next introduce a nonlocal counterpart
of the form Γ2.
Definition 20.8 (Nonlocal Γ
(s)
2 ). Given u, v ∈ S (Rn) we define
(20.12) Γ
(s)
2 (u, v) =
1
2
[LΓs(u, v)− Γs(u, Lv)− Γs(v, Lu)] .
Again, it is obvious that Γ
(s)
2 (u, v) = Γ
(s)
2 (v, u). As for Γ
(s) we set
(20.13) Γ
(s)
2 (u)
def
= Γ
(s)
2 (u, u) =
1
2
[
LΓ(s)(u)− 2Γ(s)(u, Lu)
]
.
Open problem: Is there a number d > 0 such that
(20.14) Γ
(s)
2 (u) ≥
1
d
((−∆)su)2 ?
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Is d = n? If true, the inequality (20.14) would be quite relevant in adapting to the
nonlocal setting the Bakry-Emery gamma calculus, and for instance obtain Rie-
mannian results in the spirit of [BaG11], or the extensions to some sub-Riemannian
spaces as in [BaG17], [BaG13], [BBG14] and [BBGM14]. Understanding the
question (20.14) is inextricably connected to understanding
(−∆)sΓ(s)(u) = ...?
i.e., a nonlocal analogue of the celebrated identity of Bochner (20.7) above. We
plan to come back to these questions in future works.
21. Are there nonlocal Li-Yau inequalities?
The celebrated Li-Yau inequality states that if M is a n-dimensional bound-
ariless complete Riemannian manifold with nonnegative Ricci tensor, then for any
positive solution f(x, t) of the heat equation on M × (0,∞), with u = log f one has
(21.1) |∇u|2 − ut ≤ n
2t
.
To be precise, (21.1) is only one case of the more general inequality of Li and Yau,
see [LY86]. One fundamental consequence of (21.1) is the following scale invariant
Harnack inequality: under the above hypothesis on M , let f > 0 be a solution of
the heat equation onM × (0,∞). Then, for every x, y ∈M and any 0 < τ < t <∞
one has
(21.2) f(x, τ) ≤ f(y, t)
(
t
τ
)n
2
exp
(
d(x, y)2
4(t− τ)
)
.
This section is devoted to setting forth some interesting conjectures concerning
the heat kernel Gs(x, t) defined in (16.6). But before we do that, we would like to
provide some motivation. The first observation is that the standard heat kernel in
flat Rn satisfies (21.1) above with equality.
Lemma 21.1. Let G(x, t) = (4πt)−
n
2 e−
|x|2
4t be the Gauss-Weierstrass kernel,
and define the entropy E(x, t) = logG(x, t). Then, for every (x, t) ∈ Rn+1+ one has
(21.3) |∇xE(x, t)|2 − Et(x, t) = n
2t
.
Proof. The proof is a simple computation based on the observation that
E(x, t) = −n
2
log(4πt)− |x|
2
4t
.
This gives
∇xE(x, t) = − x
2t
, Et(x, t) = − n
2t
+
|x|2
4t2
,
and the result immediately follows.

Remark 21.2. It is interesting to observe that Lemma 21.1 can also be derived
by the self-similar equation (16.12) which, for s = 1, we rewrite
(21.4) − < x
2t
,∇xE(x, t) > −Et(x, t) = n
2t
.
Since, as one easily recognizes,
(21.5) − < x
2t
,∇xE(x, t) >= |∇xE(x, t)|2,
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we immediately obtain (21.3) from the self-similar equation (21.4).
A remarkable consequence of Lemma 21.1 is the following inequality of Li-Yau
type for the heat semigroup in Rn.
Theorem 21.3. Let ϕ ∈ C(Rn) ∩ L∞(Rn), ϕ ≥ 0, and consider the function
f(x, t) = Ptϕ(x). If u(x, t) = log f(x, t), then
|∇xu(x, t)|2 − ut(x, t) ≤ n
2t
.
Proof. We begin by observing that the sought for conclusion can be reformu-
lated in the following way
(21.6)
|∇xf(x, t)|2
f(x, t)
≤ ft(x, t) + n
2t
f(x, t).
Similarly, the conclusion in Lemma 21.1 can be written as
(21.7)
|∇xG(x, t)|2
G(x, t)
= Gt(x, t) +
n
2t
G(x, t).
Since
f(x, t) = Ptϕ(x) =
∫
Rn
G(x− y, t)ϕ(y)dy,
denoting Di =
∂
∂xi
, we now have
Dif(x, t) =
∫
Rn
DiG(x − y, t)ϕ(y)dy =
∫
Rn
DiG(x− y, t)
G(x− y, t)1/2ϕ(y)
1/2G(x − y, t)1/2ϕ(y)1/2dy
≤
(∫
Rn
DiG(x − y, t)2
G(x− y, t) ϕ(y)dy
)1/2(∫
Rn
G(x− y, t)ϕ(y)dy
)1/2
.
This gives
|∇xf(x, t)|2 ≤
n∑
i=1
∫
Rn
DiG(x− y, t)2
G(x− y, t) ϕ(y)dy
∫
Rn
G(x − y, t)ϕ(y)dy
= f(x, t)
∫
Rn
|∇xG(x− y, t)|2
G(x− y, t) ϕ(y)dy
= f(x, t)
∫
Rn
(
Gt(x− y, t) + n
2t
G(x− y, t)
)
ϕ(y)dy,
where in the last equality we have used (21.7). From this estimate we infer
|∇xf(x, t)|2
f(x, t)
≤
∫
Rn
Gt(x − y, t)ϕ(y)dy + n
2t
∫
Rn
G(x− y, t)ϕ(y)dy
= ft(x, t) +
n
2t
f(x, t),
which is the desired inequality (21.6).

We are now ready to prove the following fundamental result that was first
independently obtained by B. Pini [P54] and J. Hadamard [H54] in the plane
Rx × Rt. It extends to the heat equation (with some fundamental differences) the
celebrated inequality first proved for the Laplacean by Axel Harnack, see [Har87].
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Theorem 21.4 (The Pini-Hadamard scale invariant Harnack inequality). Let
ϕ ∈ C(Rn) ∩ L∞(Rn), ϕ ≥ 0, and consider the function f(x, t) = Ptϕ(x). For
every x, y ∈ Rn, and every 0 < s < t <∞ one has
f(x, s) ≤ f(y, t)
(
t
s
)n
2
exp
( |x− y|2
4(t− s)
)
.
Proof. Consider the function
ψ(τ) = log f(γ(τ)), 0 ≤ τ ≤ 1,
where γ(τ) is a straight line (geodesic) starting at the “upper” point (y, t) and
ending at the “lower” point (x, s), i.e.,
γ(τ) = (y + τ(x − y), t+ τ(s− t)), 0 ≤ τ ≤ 1.
We clearly have
log
f(x, s)
f(y, t)
= log f(γ(1))− log f(γ(0)) = ψ(1)− ψ(0) =
∫ 1
0
ψ′(τ)dτ
=
∫ 1
0
<
∇xf(γ(τ))
f(γ(τ))
, x− y > dτ − (t− s)
∫ 1
0
ft(γ(τ))
f(γ(τ))
dτ
≤ |x− y|
∫ 1
0
|∇xf(γ(τ))|
f(γ(τ))
dτ + (t− s)
∫ 1
0
n
2(t+ τ(s− t))dτ
− (t− s)
∫ 1
0
|∇xf(γ(τ))|2
f(γ(τ))2
dτ,
where in the last line we have used the Li-Yau inequality for f in Theorem 21.3,
see also (21.6). An easy argument now gives∫ 1
0
n
2(t+ τ(s− t))dτ =
n
2(t− s)
∫ t
s
dr
r
=
1
t− s log
(
t
s
)n
2
.
On the other hand, for every ε > 0 we have
|x− y|
∫ 1
0
|∇xf(γ(τ))|
f(γ(τ))
dτ ≤ |x− y|
(∫ 1
0
|∇xf(γ(τ))|2
f(γ(τ))2
dτ
)1/2
≤ ε
2
∫ 1
0
|∇xf(γ(τ))|2
f(γ(τ))2
dτ +
1
2ε
|x− y|2.
We thus find for every ε > 0
log
f(x, s)
f(y, t)
≤ ε
2
∫ 1
0
|∇xf(γ(τ))|2
f(γ(τ))2
dτ − (t− s)
∫ 1
0
|∇xf(γ(τ))|2
f(γ(τ))2
dτ
+
1
2ε
|x− y|2 + log
(
t
s
)n
2
.
Choosing ε = 2(t− s) in the latter inequality, we obtain
log
f(x, s)
f(y, t)
≤ log
(
t
s
)n
2
+
|x− y|2
4(t− s) .
Exponentiating, we reach the desired conclusion.

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In view of Lemma 21.1, Theorem 21.3 and Theorem 21.4 it is natural to wonder
whether such results have nonlocal analogues. As we have indicated in Section 20,
besides having an interest in its own right, such question is also relevant to the
development of a nonlocal Li-Yau theory. We are thus led to formulating the
following:
Conjecture 1: With Γ(s) defined as in (20.2) above, is it true that for every x ∈ Rn
and t > 0 one has
(21.8)
Γ(s)(G(s))(x, t)
G(s)(x, t)2
−
∂G(s)
∂t (x, t)
G(s)(x, t)
≤ n
2s
1
t
?
Equivalently, we can write this conjecture in the following way
(21.9) Γ(s)(G(s))(x, t)− ∂G
(s)
∂t
(x, t)G(s)(x, t) ≤ n
2s
1
t
G(s)(x, t)2 ?
Recall that we have observed in (16.13) above that
−∂G
(s)
∂t
=
n
2s
1
t
G(s)(x, t) +
1
2s
<
x
t
,∇xG(s) > .
It follows that (21.9) is true if and only if:
Conjecture 2: Is it true that
(21.10) Γ(s)(G(s)(·, t))(x) + 1
2s
<
x
t
,∇xG(s)(x, t) > G(s)(x, t) ≤ 0 ?
We observe explicitly that (21.10) represents the nonlocal counterpart of the
local identity (21.5) noted above. We also note that from the formula (18.2) in
Theorem 18.3 above we have for every x ∈ Rn and t > 0
<
x
2
,∇xG(s)(x, t) > =
∫ ∞
0
fs(t; τ) <
x
2
,∇xG(x, τ) > dτ(21.11)
= −π|x|2
∫ ∞
0
fs(t; τ)G˜(x, τ)dτ,
where we have denoted by G˜(x, τ) = (4πτ)−
n+2
2 e−
|x|2
4τ .
22. A Li-Yau inequality for Bessel operators
The discussion of the extension problem (10.5) in Section 10 has evidenced the
key role of the Bessel operator
(22.1) Ba =
∂2
∂y2
+
a
y
∂
∂y
, a = 1− 2s,
in the analysis of the fractional Laplacean (−∆)s. But Ba plays an equally im-
portant role in the study of other nonlocal operators such as, for instance, the
fractional heat operator (∂t −∆)s, see [NS16], [ST17] and also [BG17]. Because
of the ubiquitous presence of (22.1) in the fractional world, and since this topic is
perhaps more frequented by workers in probability than analysts and geometers, in
this section we provide a purely analytical construction of the fundamental solution
of the heat semigroup associated with Ba, see Proposition 22.3 below. After that
result, we recall a proposition from the work in progress [BaG17’] which states that
the Neumann heat semigroup associated with Ba satisfies a curvature-dimension
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inequality. These interesting facts plays a role in establishing a nonlocal Harnack
inequality in the (general) geometric framework of [BaG17].
If with −1 < a < 1 we define the parameter ν by the equation
a = 2ν + 1,
then we can write (22.1) in the following way
(22.2) Bν =
∂2
∂y2
+
2ν + 1
y
∂
∂y
, −1 < ν < 0.
We intend to study the Cauchy problem for the heat equation associated with
(22.2),
(22.3)
{
∂2f
∂y2 +
2ν+1
y
∂f
∂y =
∂f
∂t , y > 0, t > 0,
f(y, 0) = ϕ(y).
We remark that the case a = 0 (which in the extension problem corresponds to the
critical exponent s = 1/2) corresponds to the value ν = −1/2.
To solve (22.3) we introduce the modified Hankel transform of a function f
(22.4) Hν(f)(x) =
∫ ∞
0
f(y)Gν(xy)y
2ν+1dy,
see [MS65], where we have let
(22.5) Gν(z) = z
−νJν(z).
We recall, see e.g. 5.3.5 on p. 103 in [Le72], that
(22.6) G′ν(z) = −zGν+1(z).
Since for z ∈ C such that | arg z| < π we have
(22.7)
Gν(z)→
2−ν
Γ(ν+1) , as z → 0,
|Gν(z)| ≤ C|z|ν+12 , as |z| → ∞,
the integral defining (22.4) is finite if f ∈ Cν(0,∞), where
Cν(0,∞) = {f ∈ C(0,∞) | ∀R > 0 one has
∫ R
0
|f(y)|y2ν+1dy <∞,
∫ ∞
R
|f(y)|yν+ 12 dy <∞}.
Note that f ∈ Cν(0,∞) implies, in particular, that
lim inf
y→0+
y2ν+2|f(y)| = 0, lim inf
y→∞
yν+
3
2 |f(y)| = 0.
We will work with functions f in such class. We will also need the following class
C1ν(0,∞) = {f ∈ C1(0,∞) | f,
1
y
f ′ ∈ Cν(0,∞)}.
We notice that membership in C1ν(0,∞) imposes, in particular, the weak Neumann
condition
(22.8) lim inf
y→0+
y2ν+1|f ′(y)| = 0.
Lemma 22.1. Let f ∈ C1ν (0,∞). Then,
Hν(1
y
df
dy
)(x) = −Hν−1(f)(x).
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Proof. Under the given assumptions on f we can integrate by parts in the
following integral and omit the boundary contributions since they vanish. Using
(22.6), we find
Hν(1
y
df
dy
)(x) =
∫ ∞
0
f ′(y)Gν(xy)y2νdy = −
∫ ∞
0
f(y)xG′ν(xy)y
2νdy
− 2ν
∫ ∞
0
f(y)Gν(xy)y
2ν−1dy
=
∫ ∞
0
f(y)
[
(xy)2Gν+1(xy) − 2νGν(xy)
]
y2ν−1dy.
If we now use formula 5.3.6 on p. 103 in [Le72]
Jν+1(z) =
2ν
z
Jν(z)− Jν−1(z),
we find
(22.9) z2Gν+1(z) = 2νGν(z)−Gν−1(z).
Using this identity in the above integral we finally obtain
Hν(1
y
df
dy
)(x) = −
∫ ∞
0
f(y)Gν(xy)y
2ν−1dy = −Hν−1(f)(x).

Lemma 22.2. Suppose now that f ∈ C2(0,∞) and that f, f ′′ ∈ Cν(0,∞). Then,
Hν(f ′′)(x) = (2ν + 1)Hν−1(f)(x)− x2Hν(f)(x).
Proof. Again, we can integrate by parts omitting the boundary terms in the
integral defining Hν(f ′′)(x). This gives
Hν(f ′′)(x) =
∫ ∞
0
f(y)
[
(xy)2G′′ν(xy) + 2(2ν + 1)xyG
′
ν(xy) + 2ν(2ν + 1)Gν(xy)
]
y2ν−1dy
Next we use the fact that Jν satisfies Bessel’s differential equation (4.21),
z2J ′′ν (z) + zJ
′
ν(z) + (z
2 − ν2)Jν(z) = 0,
to deduce that
(22.10) z2G′′ν (z) + (2ν + 1)zG
′
ν(z) + z
2Gν(z) = 0.
Using (22.10) we find, after some simplification,
(xy)2G′′ν(xy) + 2(2ν + 1)xyG
′
ν(xy) + 2ν(2ν + 1)Gν(xy)
= −(2ν + 1)(xy)2Gν+1(xy) + 2ν(2ν + 1)Gν(xy)− (xy)2Gν(xy),
where in the last equality we have used (22.6). Next, we use (22.9) to conclude
(xy)2G′′ν (xy) + 2(2ν + 1)xyG
′
ν(xy) + 2ν(2ν + 1)Gν(xy)
= (2ν + 1)Gν−1(xy)− (xy)2Gν(xy).
Substituting in the above integral we finally obtain
Hν(f ′′)(x) =
∫ ∞
0
f(y)
[
(2ν + 1)Gν−1(xy)− (xy)2Gν(xy)
]
y2ν−1dy
= (2ν + 1)Hν−1(f)(x)− x2Hν(f)(x).
This completes the proof.
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
With Lemmas 22.1 and 22.2 in hands, we return to the Cauchy problem with the
purpose of finding a representation formula of the solution. We have the following
result. For a different probabilistic approach see [BS02], but one should keep in
mind that the probabilist’s generator is 12Ba, with Ba as in (22.2).
Proposition 22.3. Let ν > −1 and consider the heat semigroup P νt = e−tBν
on (R+, y
2ν+1dy) with generator Bν as in (22.2). Then, the Neumann heat kernel
associated with e−tBν is given by
pNν (x, y, t) = p
N
ν (y, x, t) = (2t)
−(ν+1)
(xy
2t
)−ν
Iν
(xy
2t
)
e−
x2+y2
4t ,(22.11)
where we have denoted by Iν(z) the modified Bessel function of the first kind defined
by (4.30). This means that for any given function ϕ ∈ C1ν(0,∞) the solution of the
Cauchy problem (22.3) is given by
(22.12) P νt ϕ(x) =
∫ ∞
0
ϕ(y)pNν (x, y, t)y
2ν+1dy.
Proof. We assume that f be a solution to (22.3). We formally apply to (22.3)
the Hankel transform Hν with respect to the variable y. I.e., we let
Hν(f)(x, t) =
∫ ∞
0
f(y, t)Gν(xy)y
2ν+1dy.
Remarkably, if we use Lemma 22.2 and Lemma 22.1, the term (2ν +1)Hν−1(f)(x)
magically drops, and the Cauchy problem (22.3) is converted into the following one
(22.13)
{
∂Hν(f)
∂t (x, t) = −x2Hν(f)(x, t), x > 0, t > 0,
Hν(f)(x, 0) = Hν(ϕ)(x),
whose unique solution is
(22.14) Hν(f)(x, t) = Hν(ϕ)(x)e−tx
2
.
We next apply formally Hν to (22.14), and use Hankel’s inversion formula
Hν(Hν(f)) = f
to find
f(x, t) =
∫ ∞
0
(xz)−νe−tz
2
(∫ ∞
0
(zy)−νJν(zy)ϕ(y)y2ν+1dy
)
Jν(xz)z
2ν+1dz
= x−ν
∫ ∞
0
ϕ(y)yν+1
(∫ ∞
0
ze−tz
2
Jν(yz)Jν(xz)dz
)
dy.
At this point we appeal to formula 3. on p. 223 in [PBM88] that gives
(22.15)
∫ ∞
0
ze−tz
2
Jν(yz)Jν(xz)dz =
1
2t
Iν
(xy
2t
)
e−
x2+y2
4t ,
provided that ℜν > −1. Since ν ∈ R and ν > −1, we can use (22.15) and finally
obtain
(22.16) f(x, t) =
∫ ∞
0
ϕ(y)pNν (x, y, t)y
2ν+1dy,
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where
pNν (x, y, t) = (2t)
−(ν+1)
(xy
2t
)−ν
Iν
(xy
2t
)
e−
x2+y2
4t .
This establishes (22.11), (22.12), thus completing the proof.

Remark 22.4. We note explicitly that for every y > 0, t > 0 one has
(22.17) pNν (0, y, t) =
1
22ν+1Γ(ν + 1)
t−(ν+1)e−
y2
4t .
This can be seen by the following power series representation
(22.18) z−νIν(z) = 2−ν
∞∑
k=0
(z/2)2k
Γ(k + 1)Γ(k + ν + 1)
,
valid for | arg z| < π. From (22.18) we immediately recognize that, similarly to
(4.26), we have
(22.19) z−νIν(z) ∼= 2
−ν
Γ(ν + 1)
, as z → 0, | arg z| < π.
The desired conclusion (22.17) immediately follows from (22.11) and (22.19). Note
that when ν = − 12 we obtain from (22.17)
pN− 12 (0, y, t) = 2(4πt)
−1/2e−
y2
4t .
Our next result shows that the Neumann heat kernel associated with the Bessel
operator Ba satisfies an inequality of Li-Yau type reminiscent of that in Lemma
21.1 above (notice however that, unlike the classical heat kernel, we presently have
an inequality, not an equality).
Proposition 22.5 (Li-Yau inequality). Let − 12 ≤ ν < 0, and denote by
Eν(x, y, t) = log p
N
ν (x, y, t), where p
N
ν (x, y, t) is as in (22.11) in Proposition 22.3
above. Then, the following Li-Yau type inequality holds
(22.20) (Dy logEν)
2 −Dt logEν ≤ ν + 1
t
.
This result is derived from Proposition 22.3 and we omit the relevant details.
Similarly to Theorems 21.3 and 21.4, Proposition 22.5 leads to a related Li-Yau
inequality and to a Harnack inequality for positive solutions of the heat equation
∂t −Bν , where Bν is given in (22.2) above. All this however is a small part of a
bigger puzzle from [BaG17’], and we refer the reader to that forthcoming work.
23. The fractional p-Laplacean
We cannot close this fractional note without a brief discussion of a nonlinear
nonlocal operator which has been attracting a great deal of attention over the past
few years, and whose analysis poses remarkable challenges and open questions.
We have seen in Proposition 20.5 that the fractional Laplacean has a variational
structure, in the sense that it also arises as the Euler-Lagrange equation of the en-
ergy functional E(s)(u) in Definition 20.4. In the local case s = 1 the corresponding
energy E (u) = 12
∫
Rn
|∇u|2dx is only one in the infinite scale of exponents
Ep(u) =
1
p
∫
Rn
|∇u|pdx, 1 < p <∞,
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(we leave out the end-point cases p = 1 and p = ∞ since their discussion would
deserve a book in its own). It is well-known that the Euler-Lagrange equation of
the functional u→ Ep(u) is the so-called p-Laplace equation
∆pu = div(|∇u|p−2∇u) = 0, 1 < p <∞.
This operator is of course nonlinear and degenerate elliptic and, despite some sim-
ilarities with its linear ancestor, the Laplacean, its analysis is much harder and
not yet completely understood. The most fundamental open problem in dimension
n ≥ 3 remains to present day the unique continuation property: it is disheartening
that we do not know whether a nontrivial solution of ∆pu = 0 in a connected open
set can have a zero of infinite order, or vanish in an open subset. When n = 2 the
strong unique continuation does hold as a consequence of the results of Bojarski and
Iwaniec [BI87] (p > 2), Alessandrini [Al87] (1 < p < ∞), and Manfredi [Ma88]
(1 < p <∞).
It has long been known, however, that weak solutions of ∆pu = 0 have at best
a locally Ho¨lder continuous gradient. For instance, the function u(x) = |x|p/(p−1)
satisfies the equation ∆pu = c(n, p), and clearly we have u ∈ C1,αloc , but u 6∈ C2, at
least when p > 2. The fundamental C1,α regularity result was first proved in the
late 60’s by N. Ural’tseva when p ≥ 2, and subsequently independently generalized
to all 1 < p < ∞ (and to more general quasilinear equations) by J. Lewis [Le83],
Di Benedetto [DB83] and Tolksdorff [To84].
Because of its variational structure the p-Laplacean presents itself in connection
with the case p 6= 2 of the Sobolev embedding theorem
W 1,p(Rn) →֒ Lq(Rn), 1
p
− 1
q
=
1
n
.
But ∆p plays an important role also in the applied sciences, for instance in the
study of non-Newtonian fluids.
In view of what has been said so far it seems natural to consider for any
0 < s < 1 the following fractional energy
(23.1) E(s),p(u) =
1
p
∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+ps dxdy, 1 < p <∞.
When Rn is replaced by the boundary of a bounded open set Ω ⊂ Rn, such energy
was introduced independently by Gagliardo [Ga57] and Slobodeckji [Slo58] in
connection with the characterization of the traces on ∂Ω of functions in the Sobolev
space W 1,p(Ω). For a general geometric approach to the characterization of traces
we refer the reader to the Memoir of the AMS [DGN06].
For any 0 < s < 1 the fractional p-Laplace operator (−∆p)s is defined as
the Euler-Lagrange equation of the energy functional u → E(s),p(u). It is an easy
exercise to show that a function u in the fractional Sobolev space
W s,p(Rn) = {u ∈ Lp(Rn) | E(s),p(u) <∞},
endowed with the natural norm
||u||W s,p(Rn) =
(
||u||pLp(Rn) + E(s),p(u)
)1/p
,
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is a weak solution of (−∆p)su = 0 if for any ϕ ∈W s,p(Rn) having compact support
one has
(23.2)
∫
Rn
∫
Rn
|u(x)− u(y)|p−2(u(x) − u(y))(ϕ(x) − ϕ(y))
|x− y|n+ps dxdy = 0.
The equation (−∆p)su = 0 was first independently introduced in the papers [AMRT09]
and [IN10].
There presently exists a large literature on the fractional p-Laplacean. Un-
fortunately, in this brief section we cannot go into a detailed discussion of all the
interesting work that has been done. We will only quote some papers, referring the
interested reader to those sources and the references therein. The Perron method
for (−∆p)s has been studied in [LL17]. The analogue of Serrin’s 1964 C0,αloc reg-
ularity for weak solutions of (−∆p)su = 0 is known, and it has been proved in
[DKP16]. The same authors established the Harnack inequality in [DKP14]. The
Ho¨lder continuity up to the boundary for the Dirichlet problem in C1,1 domains
was proved in [IMS16]. One should also see the preprint [Co16] which contains
related results for minimizers of nonlocal functionals of the calculus of variations.
Regularity estimates for solutions with measure data were established in [KMS15].
There are of course many basic open questions, and the reader could derive
some of them from the discussion of the nonlocal linear case p = 2 in this note. But
at present the most fundamental open problem concerning the operator (−∆p)s is
the nonlocal counterpart of the above cited C1,α regularity theorem for the local
case. In this connection, an interesting new contribution has been recently given in
[BL17], where the authors establish the nonlocal counterpart of a famous theorem
of K. Uhlenbeck stating that when p ≥ 2 weak solutions in W 1,ploc of the p-Laplacean
system have in fact
|∇u| p−22 ∇u ∈W 1,2loc .
We note in passing that this fact implies that
∇u ∈W s,ploc , 0 < s <
2
p
.
The main result in [BL17], which is Theorem 1.5, provides a nonlocal analogue
of this latter conclusion. Since the precise statement is somewhat involved, we
refer the reader to their paper. We also mention the recent preprint [BLS17] in
which the authors establish an improved Ho¨lder regularity result for solutions to
the equation (−∆p)su = f .
However, the optimal interior regularity of weak solutions of the equation
(−∆p)su = 0 presently remains terra incognita.
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