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We present a new method to compute resonance Raman spectra based on ab initio level calcu-
lations using the frequency-dependent Placzek approximation. We illustrate the efficiency of our
hybrid quantum-classical method by calculating the Raman spectra of several materials with differ-
ent crystal structures. Results obtained from our approach agree very well with experimental data
in the literature. We argue that our method offers an affordable and far more accurate alternative
to the widely used static Placzek approximation.
Raman spectroscopy is one of the most versatile non-
destructive characterization methods for molecules and
solid state systems.1 The Raman effect allows one to
gauge the structural properties of materials through the
frequencies of vibrations which can be determined by the
difference between the incoming and outgoing photon en-
ergy. In addition, resonance effects in the Raman spectra
can reveal details of the electronic structure and optical
properties of the examined material.2 The distribution
of spectral weights between the different peaks in the
Raman spectra can also carry information about pertur-
bations in the material such as strain or doping,3 or even
lattice defects.4
Theoretical modeling of Raman spectra is an excep-
tionally challenging task. Resonant processes are usually
described at the semiempirical level, e.g. using the tight-
binding model.5,6 In contrast, when ab initio methods are
employed, the calculations are limited to the static ap-
proximation where the matter-light interaction is approx-
imated with the response to a static external electric field
within7,8 the static Placzek approximation.9,10 Raman
peak intensities predicted by the static Placzek approxi-
mation are fairly accurate for wide gap semiconductors,
i.e. when the laser excitation energy is small compared
to the optical gap. However, when the gap is comparable
to or smaller than the laser excitation energy, it cannot
produce accurate relative intensities any more. More-
over, Raman spectra of metallic or semi-metallic systems
cannot be calculated in this way, since the response to a
static external electric field in defect-free metals is diver-
gent.
If resonance effects are taken into account in the calcu-
lation of the Raman spectrum, theory can make accurate
predictions regardless of the electronic properties.3,11
Furthermore, by calculating laser energy dependent Ra-
man intensities, resonance effects can be studied in the
excitation profile. However, available commercial ab ini-
tio codes only offer to calculate Raman intensities based
on the static Placzek approximation, which limits the ex-
tent to which Raman intensities can be predicted for the
reasons discussed above.
A few recent works employed many-body theory to
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FIG. 1. Feynman diagram of elastic light scattering (a) and
the Stokes Raman process (b). Solid lines indicate electron
and hole propagation, vertical dashed lines with capital let-
ters denote intermediate virtual states, while wavy solid and
straight dotted lines indicate photon and phonon propagation,
respectively. Solid and empty vertices denote electron photon
and electron phonon interaction, respectively. In (c) we show
a schematic representation of how the laser energy dependence
of the Raman peak intensity changes when comparing time
dependent perturbation theory with the frequency-dependent
Placzek approximation and the static approximation (c).
compute the frequency-dependent Raman spectrum12–14
taking excitonic effects into account through the Bethe-
Salpeter equation (BSE).15 While these methods are able
to provide very good accuracy for theoretical predictions,
they are limited to small systems due to the extremely
high computational demand of many-body calculations.
In this work we demonstrate a method that enables
the efficient computation of resonance Raman spectra at
the ab initio level using existing computational software.
Specifically, we demonstrate how to combine the clas-
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2sical frequency-dependent Placzek approximation with
ab initio level calculations as implemented in the Vi-
enna ab initio Simulation Package (VASP).16,17 To val-
idate our method we compare our results to Raman
spectra calculated using the static approximation imple-
mented in Quantum Espresso (QE)18 and experimental
data.19–25 As we will show, our Frequency-dependent ab
initio Placzek approximation is applicable to any mate-
rial and provides a fairly accurate description of Raman
intensities, without the expense of many-body theory.
To begin, we briefly introduce the theoretical basics of
our method. The frequency-dependent Placzek approx-
imation is based on the linear response to a monochro-
matic electromagnetic field within the long wavelength
limit (i.e. neglecting the spatial dependence of the elec-
tric field):
P = αˆ(ωl)E0 cos(ωlt), (1)
where E0 is the polarization vector of the incident electric
field, P is the induced polarization and αˆ(ωl) is the so
called polarizability tensor at the laser energy ωl. In the
classical description, Raman intensity is proportional to
the derivative of the polarizability with respect to phonon
normal modes, resulting in the following expression for
the Stokes branch of the Raman spectrum:
I(ω, ωl) =
∑
ν
ω4s
ων
∣∣∣∣∂αˆ(ωl)∂Qν
∣∣∣∣2 δ(ω − ων)(n(ων) + 1), (2)
where ω = ωl − ωs is the Raman shift, Qν , ων are the
phonon normal mode and frequency, ωs is the frequency
of the scattered light, δ(x) is a normalized Lorentzian
function and n(ων) is the Bose-Einstein distribution at
room temperature.
In the following we compare the laser energy dependence
of amplitudes calculated in this way, with those calcu-
lated from time-dependent perturbation theory. Let us
consider the expression of the polarizability correspond-
ing to the Feynman diagram of elastic light scattering
depicted in Fig. 1a:
αˆ(ωl) =
∑
A
〈i|Hˆe−p|A〉〈A|Hˆe−p|f〉
h¯ωl − A − iγe−p , (3)
where the sum goes over all intermediate virtual state
with energy A and wavefunction |A〉, Hˆe−p is the
electron-photon interaction and γe−p is the electronic
linewidth. The initial |i〉 and final |f〉 states are con-
sidered to be the electronic and vibrational ground state
with zero energy.
To obtain the formal expression of Raman intensities
we need to calculate the derivative of this quantity with
respect to the normal modes. By displacing atoms ac-
cording to normal modes, one can see that energies are
only perturbed in the second order, whilst the wavefunc-
tions are already perturbed in the first order. The per-
turbed state |A′〉 can be expressed as
|A′〉 = |A〉+
∑
B
〈
B
∣∣∣∂Ve−I∂Qν Qν∣∣∣A〉
A − B − iγe−ph |B〉, (4)
where He−ph =
∂Ve−I
∂Qν
is the electron-phonon interaction
(i.e. the derivative of the electron-ion potential with re-
spect to phonon normal modes) and γe−ph is the electron-
phonon linewidth. Finally, the derivative of the polariz-
ability can be obtained by substituting Eq. (4) into Eq.
(3):
∂αˆ(ωl)
∂Qν
=
∑
A,B
〈i|Hˆe−p|A〉〈A|Hˆe−ph|B〉〈B|Hˆe−p|f〉
(h¯ωl − A − iγe−p)(A − B − iγe−ph) .
(5)
For comparison one can also derive the expression of Ra-
man scattering from time dependent perturbation theory
as depicted in the Feynman diagram in Fig. 1b:
K =
∑
A,B
〈i|Hˆe−p|A〉〈A|Hˆe−ph|B〉〈B|Hˆe−p|f〉
(h¯ωl − A − iγe−p)(h¯ωl − B − h¯ων − iγe−ph) .
(6)
The main difference between Raman intensities in ex-
pression (5) and (6) manifests in their denominators. In
expression (6) excitation energy dependence appears in
both energy denominators. This means that by tuning
the laser excitation energy, the Raman peak intensity
will have two maxima, at A and B + h¯ων , which are
the incoming and outgoing resonance, respectively. The
schematic representation of the incoming and outgoing
resonances in the integrated Raman intensities can be
seen in Fig. 1c.
In the expression (5) describing the frequency-
dependent Placzek approximation only one of the de-
nominators contains the excitation energy. This implies
that only the incoming resonance will be found in the
Raman spectra at A. Nevertheless, the amplitude of
this resonance is approximately correct, because if the
h¯ωl ≈ A condition is satisfied, the second denominator
can be written as h¯ωl − B , thus expression (5) and (6)
are approximately equivalent. The outgoing resonance,
however, is not present in the approximate formula (5),
therefore some differences can still be expected in the
excitation profile as depicted in Fig. 1c.
In practice, inclusion of the outgoing resonance in the
second denominator is not possible within the frequency-
dependent Placzek approximation, as the derivative is
calculated after the sum over the virtual |A〉 states is
performed in Eq. (3). Therefore, the proper treatment
of both energy denominators would require the calcula-
tion of both electron-photon and electron-phonon matrix
elements, which is currently unavailable in most DFT
codes. However, our method can be applied on top of
just about any DFT software and is far more affordable
3Frequency Raman intensity
Symmetry
Frequency-dependent
ab initio Placzek
Static
Placzek
Experiment
Frequency-dependent
ab initio Placzek
Static
Placzek
Experiment
SiC (fcc)
970 977 96021 0.50 0.50 0.4821 T2 (LO)
797 801 78421 1.00 1.00 1.0021 T2 (TO)
ZnO (hcp)
448 444 43923 1.00 0.51 1.0023 E2
415 414 41223 0.04 0.02 0.0923 E1
397 390 37923 0.37 1.00 0.2423 A1
SiO2(quartz)
455 458 46520 1.00 1.00 1.0020 A1
255 259 26320 0.04 0.02 0.1120 E
225 222 20720 0.19 0.20 0.2020 A1
128 131 12920 0.07 0.00 0.2620 E
Anatase (bcc)
646 680 64019 1.00 1.00 1.0019 Eg
505 518 51519 0.26 0.25 0.3019 A1g
503 516 51519 0.14 0.25 0.3019 B1g
371 373 39619 0.72 0.09 0.6619 B1g
152 137 14719 0.96 0.08 0.9619 Eg
Monolayer MoS2
400 407 40622 1.00 1.00 1.0022 A′1
374 389 38222 0.92 0.43 0.9422 E′
Black Phosphorene
453 453 47124 1.00 1.00 1.0024 Ag
434 433 44024 0.48 0.00 0.3324 Bg
364 364 36324 0.02 0.59 0.1224 Ag
Blue Phosphorene
610 550 N/A 1.00 1.00 N/A A′1
439 439 N/A 0.92 0.43 N/A E′
Armchair Graphitic
Nanoribbon (N=6)
1590 1555 159525 1.00 0.84 0.3325 A1
1352 1473 135525 0.02 0.08 0.1325 A1
1317 1303 127725 0.18 0.50 0.2125 A1
1237 1219 123525 0.58 1.00 1.0025 A1
457 539 45125 0.03 0.04 0.0925 A1
TABLE I. Comparison of frequencies (cm−1) and normalized Raman intensities of experimentally observable vibrational modes
between different computational approaches and experiments.
than a full time dependent perturbation theory calcula-
tion of the same, while delivering very good accuracy for
the incoming resonances as we show below.
The frequency-dependent polarizability tensor was
evaluated using the built-in linear response algorithms26
of VASP, within the local density approximation of den-
sity functional theory. Raman intensities were calculated
with our own Python code.27 Our code displaces atoms
according to phonon normal modes symmetrically for
both positive and negative directions and calls VASP to
calculate the frequency-dependent dielectric tensor in the
displaced geometries. After numerical differentiation our
code computes the Raman spectra according to Eq. (2).
Convergence test of this method and technical details of
the calculations can be found in the Supplementary Ma-
terial in sections S1 and S2.
To demonstrate the versatility of our method we
considered several crystals with different lattice struc-
tures: face centered cubic (SiC), hexagonal close packed
(ZnO), quartz (SiO2), body centered cubic (anatase),
two-dimensional (MoS2, black and blue phosphorene)
and quasi one-dimensional structures (armchair graphitic
nanoribbon). We calculated vibrational frequencies and
Raman intensities both with the Frequency-dependent
ab initio Placzek approximation (using VASP) and the
static Placzek approximation (using QE) as shown in Ta-
ble I. Experimental data of frequencies and Raman in-
tensities are also shown in Table I. The irreducible rep-
resentations corresponding to each normal mode are also
noted in the last column.
Comparing vibrational frequencies calculated by the
two DFT codes, generally a good agreement can be
found. Note, that since several vibrations are forbidden
by symmetry in the Raman spectra, experimental values
for the frequencies are limited to modes with measurable
Raman intensity.
The overall good agreement of vibrational frequencies
between theory and experiments does not propagate into
the Raman intensities as presented in Table I. Since ab-
solute Raman intensities are usually difficult to compare,
both theoretical and experimental peak intensities were
normalized to the intensity of the highest peak. Com-
paring the results of the static Placzek approximation
with experiments one can see that this approach mostly
predicts which vibrational mode will have the highest in-
tensity, but relative intensity ratios of smaller peaks are
4not accurate for most materials.
One possible explanation of the inaccuracy could be
attributed to the fact that polarizations of incident and
scattered light have a major effect on intensity ratios. To
exclude this effect we took experimental data recorded on
powdered samples containing multiple grains with vari-
ous crystallographic orientation. In the case of the two-
dimensional systems we compare to Raman spectra mea-
sured with unpolarized light. During the theoretical cal-
culations, the Raman intensities were averaged over all
directions for bulk crystals and parallel to the plane of
the crystal for two-dimensional systems.
Apart from polarization, Raman intensities are funda-
mentally dependent on the excitation energy, as different
electron-hole pairs are excited at different laser energies.
These electron-hole pairs are coupled to vibrations with
various amplitudes, leading to different peak intensities.
In off-resonance conditions (i.e. when the optical gap
is large compared to the excitation energy), the Raman
spectra can be modeled in the static limit. Measurable
Raman signal can be detected due to Raman scattering
through virtual electron-hole pairs with which resonances
cannot occur, however, the absolute peak intensities are
several orders of magnitude smaller compared to excita-
tion energies where the resonance condition can be ful-
filled. In the investigated systems shown in Table I the
gap is usually comparable to the energy of visible light,
thus the difference in the intensity ratio between exper-
iments and the static Placzek approximation can be at-
tributed to the method neglecting the excitation energy
dependence.
During our calculations using the Frequency-
dependent ab initio Placzek approximation, the
polarizability can be obtained as a function of excitation
energy within the whole visible spectrum. Using the
previously described method, we calculated the Raman
intensities as shown in Table I and in Fig. 2. Comparing
these results with experimental values, very good agree-
ment can be seen. Some small differences can still be
found between the calculated and measured intensities,
e.g. in the case of black phosphorene the intensity ratio
of the two Ag modes does not perfectly reproduce the
experimentally observed values. These minor differences
can be attributed to the inaccuracies of the applied ab
initio methods.
Treating the exchange and correlation energy using
the local density approximation (LDA) always results in
underestimated gap values, resulting in inaccurate reso-
nance positions. A relatively simple method to correct
this is the application of a scissor correction, that is,
stretching the gap to the experimental value, but this
would not necessarily alter the relative intensities of dif-
ferent vibrations. Alternatively, the electronic structure
can be improved by taking into account many body cor-
rections using the GW method.
An additional source of inaccuracy is that the polariz-
ability is calculated within the independent particle ap-
proximation (IPA), which excludes excitonic effects. The
polarizability can be calculated more accurately using the
Bethe-Salpeter equation (BSE),15 which is typically per-
formed on top of a many-body GW calculation. In prac-
tice, however, the positions of electronic resonances are
usually reproduced within margin of error by treating
the polarizability at the LDA+IPA level, even for ma-
terials with large exciton binding energies.22 This seem-
ingly contradictory behavior is the result of the cancel-
lation of two errors, as the difference between the LDA
and GW quasiparticle gap usually matches the exciton
binding energy. As a result, the peak energies in the
optical absorption can be approximately reproduced on
the LDA+IPA level, whilst the many-body corrections
only change the amplitude of these peaks. In Raman
spectroscopy the error introduced by the IPA is expected
to be even less significant, as recent works show neg-
ligible difference between Raman spectra calculated on
the LDA+IPA and GW+BSE level.13 Note, finally, that
the theory behind the method we have presented in this
work does not assume that the polarizability is calcu-
lated on the IPA level. Therefore, many-body effects
can be included in our approach by replacing the IPA
polarizability with the solution of the BSE. While this
upgrade to our method presents an extremely high com-
putational challenge, theoretical prediction of Raman in-
tensities taking many-body effects into account should
become feasible in the near future as high performance
computing facilities improve.
In conclusion, we presented a hybrid classical-quantum
model of resonance Raman spectroscopy by applying the
frequency-dependent Placzek approximation to ab initio
quantum theory. We showed that this approach provides
very good agreement with measurements for the relative
intensities of the Raman modes. While the method is
limited to describing incoming resonances, it is more af-
fordable than a full time dependent perturbation theory
calculation would be, and can be readily applied using
any DFT code that has the built-in functionality of calcu-
lating the frequency-dependent polarizability matrix and
the vibrational modes.
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