We have investigated the impact of adjacent channel estimation information on blind channel estimation performances. To obtain channel information for further data transmission, the Blind channel estimation needs no pilot signal in advance is a considerable algorithm. To improve performance of the blind channel estimation schemes, we have employed the channel estimation with pilot signals by adjacent users; the acquired estimation channel information of the adjacent channel is applied as an initial state to the blind channel estimation of the target user. We have considered the subspace blind channel estimation scheme in this study. The estimated adjacent channel information is supported as an initial state of the autocorrelation matrix in the subspace estimation method, thereby providing information to reduce the channel estimation error. From our simulation study, we have found that, when the correlation between two nearby channels is high, the forgetting factor in the subspace estimation method can be increased, so that the weight of the initial state of the matrix is increased, and a more accurate channel state is estimated. If the correlation coefficient is lowered in two adjacent channels, the forgetting factor can be appropriately adjusted to rise the weight of the direct received signal from the objective channel to avoid errors increased.
Conventionally, transmitting training sequences or pilots signal known at the receiver as a reference for estimation may reach the prerequisite. By observing the changes and variation of these known signals after passing through the transmitted channel leads to a better estimated channel information. However, transmission of these known pilot signals consumes bandwidth resources yet inefficient for a fast varying channel conditions. Blind channel estimation techniques need no further known signals in advance been proposed to improve the bandwidth requirement.
A. Blind Channel Estimation
The blind channel estimation algorithm estimates the channel impulse response H, from the received signal y (which contains noise). There are two categories of the blind estimation algorithms: one needs the probability statistical characteristics of the transmitted signals, which is called statistical methods; the other one is classified as deterministic methods if the probability features of the transmitted signals are not required. In real states, the receiver does not make statistical assumptions about the transmitted signals, therefore the deterministic methods is more realistic.
B. Estimation System and Channel Model
We have considered the subspace method as the estimation method which is combined with Single-Input Multi-Output (SIMO) technology and over-sampling. The autocorrelation matrix of the received signal can be decomposed into signal subspace and noise subspace [3, 4] . Then, B. Muquet and M. de Courville [5, 6] applied to CP-OFDM systems with the cyclic prefix (CP) scheme, but no need of the SIMO and oversampling techniques. Considering the OFDM system, the received signal r P (k) is segmented with its CP length G = 1⁄4 M, M is the number of subcarriers:
The transmission signal s P (k) and noise n P (k) have been divided into 5 segments:
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The received signal r P (k) can be obtained from s P (k) by the following equation (H i is the channel vector coefficient):
The first column vector is , … , and the first row vector is , 0, … , 0 of the P×P Toeplitz matrix H 0 . The first column vector is 0, … ,0 and the first row vector is 0 , , … , of the P×P Toeplitz matrix H 0 . We have assumed that the channel vector
We may rewrite Eq. (4) to be:
The matrices C 0 and C 1 are G×G Toeplitz matrices. The received signal of size (2M+G)×1 is formed by two consecutive received signals r P (k) and r P (k-1):
The similar format for and can be found. Threfore, the relationship between and can be joined by (2M+G)×2M matrix :
We are able to calculate the autocorrelation matrix from by , Simulation results are mainly based on the information of nearby channels, the forgetting factor is set to 0.98. The BER decreases with the increase of the correlation coefficient of the two channels.
When the correlation coefficient is 0.98, system performance is quite satisfactory. The channel information-assisted subspace estimation method of the nearby channel is applicable.
When the nearby channel correlation coefficients are 0.68 and 0.11 with 0.98 forgetting value, the effect form nearby channel information is reduced as shown in Figure 13 . We then drop the forgetting factor value to 0.7 to decrease the impact of unreliable information from the nearby channel. Shown in Figure 14 , the appropriate adjustment actually improve the estimation error caused by the not so related initial nearby channel information. In the process of adjusting the forgetting factor, it should be noticed that when the forgetting factor is less than a certain value, the rank of the received signal autocorrelation matrix will be reduced. When the rank is less than the number of symbols received, the subspace estimation method will no longer be valid. 
CONCLUSIONS
This study aims to explore the impact of nearby channel estimation information on blind channel estimation. Since the blind estimation method need no pilot signals transmitting to save bandwidth requirement, we can obtain reliable initial channel information from nearby channel with pilot signals channel estimation. Simulation results show that the high correlation coefficient of the two nearby channels, the forgetting factor can be increased, so that the weight of the initial state of the matrix is increased, and a more accurate channel result is estimated. If the correlation coefficient is lowered, the forgetting factor can be appropriately adjusted to rely on the receive data signal more in the main channel to avoid high BER.
