It is a common opinion that subsumption is the central reasoning task in frame-based knowledge representation languages (or concept languages). Intuitively, a concept C subsumes another concept D if the set of objects represented by C is a superset of the one represented by D.
Introduction
The idea of developing knowledge representation systems based on a structured representation of knowledge was rst pursued with semantic networks and frames. Later, concept languages (also called terminological languages, or description logics) have been introduced with the aim of providing a simple and well-established rst-order semantics to capture the meaning of the most popular features of the structured representations of knowledge (see for example 14, 16] ).
In concept languages, concepts are used to represent classes as sets of individuals, and roles are binary relations used to specify their properties or attributes. Typically, concepts are denoted by expressions formed by means of special constructs, and are structured into hierarchies determined by the properties associated with them. The hierarchical structure is de ned in such a way that more speci c concepts inherit the properties of the more general ones.
For example, the concept expression ParentuMaleu8CHILD.Male denotes the class of fathers (male parents) all of whose children are male. The symbol u denotes concept conjunction and is interpreted as set intersection. The expression 8CHILD.Male denotes the set of individuals whose children are all male, thus specifying a property which relates to other individuals through the role CHILD. Expressions of the form 8R.C are called universal role quanti cations. Instead, 9CHILD.Male is an example of existential role quanti cation, denoting the set of individuals with a male child. Existential role quanti cation is sometimes unquali ed and written 9CHILD, in which case it denotes the set of individuals with a child. The basic language that we consider (called FL ? , see 3]) includes concept conjunction, universal role quanti cation and unquali ed existential role quanti cation. More powerful languages are then de ned by adding other constructs to this basic language.
The hierarchical structure of concepts is determined by the subsumption relation, which is interpreted as set containment. For example, the concept Parentu8CHILD.Male is subsumed by Parent, since it speci es an additional property of parents.
It is a common opinion that subsumption checking is the central reasoning task in concept languages (see for example 14, 16] ). This has motivated a large body of research on the problem of subsumption checking in di erent concept languages as in 3, 6, 10, 17, 23, 24] .
The de nition of knowledge bases by means of concept languages is done by specifying a set of assertions stating either that an individual is an instance of a concept expression, written C(a), or that two individuals are instances of a role, written R(a; b). The basic inference task to be carried out on this kind of knowledge bases is called instance checking, that amounts to verifying whether it follows from a given knowledge base , that an individual a is an instance of a certain concept D (i.e. whether j = D(a)).
The central question we address in this paper is whether instance checking can be easily reduced to subsumption. The basic idea underlying most of the approaches developed so far (see 16] ), is the following: in order to check whether j = D(a), rst extract from the knowledge base all the information concerning the individual a, and then reason on the concept expression C a containing all the knowledge about a, thus reducing instance checking to a subsumption test between C a and D. This idea is applicable to a number of languages. However, we have discovered cases where, in order to check whether j = D(a), it is necessary to consider assertions about other objects in the knowledge base di erent from a, and the above method is no longer applicable. Intuitively, this explains the di culties sometimes arising in using algorithms that work on concept expressions, such as subsumption, for reasoning on knowledge bases.
The problem of establishing the relationship between subsumption and instance checking is not only of theoretical importance, but has practical implications in the implementation of the deduction services for knowledge representation systems based on concept languages. In fact, a careful analysis of the relationship between subsumption and instance checking is lacking, although most of the existing systems (e.g. Loom 15 ], Classic 20] , Back 21] ) provide implementations of reasoning services based on subsumption algorithms.
In this paper, we address the above mentioned problem by presenting sound and complete methods for instance checking, and providing a complexity analysis of this problem, thus singling out cases where instance checking is strictly harder than subsumption and cases where, instance checking can be solved by relying on subsumption algorithms. We also present a general technique for checking the satis ability of a know ledge base, which can be seen as a subproblem of instance checking. In our analysis, we consider several languages where subsumption belongs to di erent complexity classes, obtained from the simple language FL ? , mentioned above, by adding con-structs for concept disjunction, quali ed existential quanti cation on roles, complement, number restrictions, and role intersection.
The knowledge bases dealt with in this paper can be considered as a (meaningful) fragment of rst-order logic. Subsumption and instance checking are therefore particular deduction problems over such fragment. Our study is carried on within the framework of a reasoning technique based constraint systems, which can be regarded as a re nement of the deduction method of tableaux for rst-order logic (see 2] ). In particular, we extend the technique used in 6, 7, 24] to the treatment of individuals.
The main outcome of our analysis is that there are cases where instance checking is strictly harder than subsumption. This result singles out a new source of complexity in concept languages, which does not show up when checking subsumption between concepts, and is due to the presence of individuals in the knowledge base. A practical implication of this fact is that any actual deduction procedure for reasoning on structured knowledge representation cannot be based solely on subsumption checking, but has to embed some reasoning mechanisms that are not easily reducible to subsumption, at least when non-trivial languages are used.
The paper is organized as follows. Section 2 provides a formal introduction to concept languages and their use in the construction of knowledge bases. Section 3 presents the reasoning technique and reviews previous results on the computational complexity of deduction problems for concept languages. Section 4 deals with the problem of knowledge base satis ability, and shows that this problem can be solved by exploiting the algorithms for reasoning on concept expressions, in particular for concept satis ability. Section 5 contains the complexity analysis of instance checking, providing both algorithms for computing instance checking via subsumption, and hardness proofs, in those cases where instance checking belongs to a higher complexity class with respect to subsumption. A nal discussion summarizes the results on the computational complexity of instance checking in concept languages. Section 6 concludes the paper with a few considerations on the implications of the results presented in the paper for the research on concept languages.
Concept languages, knowledge bases and reasoning services
In this section we present the basic notions regarding concept languages, knowledge bases built up using such languages, and reasoning services that must be provided for inferring information from such knowledge bases.
Concept languages
We consider a family of concept languages, called AL-languages, which in- The rst concept, for example, represents the set of individuals who are male and have at least one child. It is easy to see that concepts 1,2, and 3 are satis able whereas concept 4 is unsatis able, because it represents the set of individuals having at least one child, all of whose children are not graduate and all of whose children are graduate|hence it represents the empty set. Furthermore concept 2 subsumes concept 3.
The following more general languages are obtained by adding other constructs to AL: In the rest of this paper, when we talk about concept languages, we refer to the above de ned languages. Observe that the combination of disjunction and full existential quanti cation gives the possibility to express complements of concepts, and conversely, disjunction and full existential quanti cation can be expressed using complements. Hence, ALC can be also de ned by adding both disjunction and full existential quanti cation to AL.
In what follows, we make use of the notion of subconcept of a concept. A subconcept of a concept C is any substring of C (including C itself) that is a concept, according to the syntax rules. Di erent occurrences of substrings of C are considered as di erent subconcepts, even if they are syntactically equal. For example, there are four subconcepts of C = A u (8R.A), namely, C itself, A (the rst conjunct of C), 8R.A, and A (the subconcept in the scope of 8 in the second conjunct). Notice that, if jCj denotes the size of C, then the number of subconcepts of C is bounded by jCj.
Knowledge bases
The construction of knowledge bases using concept languages is realized by permitting concept and role expressions to be used in assertions on individuals.
Let O be an alphabet of symbols denoting individuals, and let L be a concept language. An L-assertion is a statement of one of the forms:
where C is a concept of L, R is a role of L, and a; b are in O.
In order to assign a meaning to the assertions, the interpretation function I is extended to individuals in such a way that a I It is easy to verify that 1 is satis able. Notice also that the addition of the assertion Graduate(susan) would make the knowledge base unsatisable, because 1 logically implies :Graduate(susan).
In the so-called terminological systems, the knowledge base also includes an intensional part, called terminology, expressed in terms of concept de nitions. However, almost all implemented systems assume that such de nitions are acyclic, i.e. in the de nition of concept C no (direct or indirect) reference to C itself may occur (see 18] for a discussion on the semantics of terminological cycles). It is well known that any reasoning process over knowledge bases comprising an acyclic terminology can be reduced to a reasoning process over a knowledge base with an empty terminology, in particular by substituting in the assertions every concept name with the corresponding de nition (see 17] for a discussion on this topic). For this reason, in our analysis we do not take into account terminologies and, therefore, we conceive a knowledge base as just a set of L-assertions.
If is an L-knowledge base, then any substring of an assertion in that is a concept, according to the syntax of L, is called a subconcept of .
Again, di erent occurrences of substrings of are considered as di erent subconcepts, even if they are syntactically equal. Notice that the number of subconcepts of is bounded by j j, the size of .
Reasoning services
There are several reasoning services to be provided on knowledge bases expressed by means of concept languages. Some of them are concerned with reasoning about concept expressions, some others require to reason on a set of assertions. In this paper, we are mainly interested in the following reasoning tasks. Concept satis ability and subsumption characterize reasoning on concept expressions, and have been deeply analyzed in the literature, often relying on the assumption that more sophisticated reasoning services could be based on them (see for example 16]). Knowledge base satis ability and instance checking characterize reasoning when individuals come into play: the former is used for verifying whether the information contained in a knowledge base is coherent; the latter is used for checking whether an individual is an instance of a concept within a knowledge base.
Notice that other reasoning services have been considered in the literature on concept languages, such as:
Retrieval (or Query Answering): Given a concept C, nd all the objects occurring in the knowledge base that are instances of C. Realization: Given an individual a occurring in the knowledge base, nd the most speci c concepts, w.r.t. the subsumption relation, of which a is an instance. It is easy to see that such tasks can in principle be reduced to instance checking, although the implementations may exploit suitable optimization strategies. Instance checking should therefore be considered as the central reasoning task for drawing conclusions upon individuals in knowledge bases.
We nally observe that the four reasoning problems mentioned above are not independent on each other. In particular, since the following relations hold:
C is satis able () C it follows that concept satis ability can be reduced to both knowledge base satis ability, and the complement of subsumption. Moreover, subsumption can be reduced to instance checking, and knowledge base satis ability can be reduced to the complement of instance checking. Finally, for languages with the complement of concepts, subsumption can be reduced to the complement of concept satis ability, and instance checking can be reduced to the complement of knowledge base satis ability.
3 The calculus and the complexity of reasoning
In this section we rst describe a calculus for realizing the reasoning services mentioned in Section 2, and then discuss on several aspects related to the computational complexity of such services.
The calculus
The technique we present is a re nement of the tableaux calculus for rst order logic 2], and is employed in 5, 6, 10, 24] both for the design of algorithms for concept satis ability and subsumption, and for studying their computational properties. In this work, since we are interested in knowledge base satis ability and instance checking, we extend the calculus to the treatment of individuals (as proposed in 9]). The calculus operates on constraints consisting of individuals, variables, concepts and roles. Concepts are assumed to be in a particular form, called simple, which is the analogous of the negation normal form for formulae.
A concept is called simple if it contains only complements of the form :A, where A is an atomic concept. As for general rst order formulae, arbitrary concepts can be rewritten into equivalent simple concepts in linear time.
We assume that there exists an alphabet of variable symbols, which will be denoted by the letters x, y, and z. A constraint may take the following forms w: C vPw where C is a concept, P is an atomic role, and v; w are either variables or individuals (we use the term object as an abstraction for variables and individuals, and use v; w possibly with subscripts to denote objects). Intuitively, w: C represents the constraint that w is in the interpretation of C, while vPw represents the constraint that the pair (v; w) is in the interpretation of P. A constraint system is a nite, nonempty set of constraints.
The basic function of the calculus is to check the satis ability of a knowledge base. By virtue of the correspondences between the various deduction problems discussed in Section 2, the calculus can also be used for concept satis ability, subsumption, and instance checking.
In order to check whether a knowledge base is satis able or not, is rst translated into a constraint system, denoted by S , by replacing every assertion C(a) with a: C, and every assertion R(a; b) with aRb if R is an atomic role, or else with faP 1 b; : : : ; aP k bg if R = P 1 u u P k . Then, by using suitable completion rules, the calculus adds constraints to S until no rule is applicable. At that point, the constraint system either contains an obvious contradiction, or can be easily turned into a model of . The complexity of reasoning within a constraint system S will be often measured in terms of its size, denoted as jSj. Notice that jS j is proportional to j j.
We introduce some notation to help us specify the rules of the calculus. We say that role Q is a subrole of R and write Q R R, if Q I R I for every interpretation I. If Q = P 1 u u P k and R = P 0 1 u u P 0 l , then Q is a subrole of R if and only if for every atomic role P 0 j occurring in R there is a role P i occurring in Q such that P i = P 0 j . Let S be a constraint system and R = P 1 u u P k be a role. We say that vRw holds in S if the constraints vP 1 w; : : : ; vP k w are in S. We denote by n R;S (v) the number of objects w such that vRw holds in S, i.e., n R;S (v) is the cardinality of the set fw j vRw holds in Sg. We denote by y=w]S the constraint system obtained from S by replacing each occurrence of the variable y by the object w. Finally, we say that the replacement of y by w is safe in S if for every variable x and for every role R such that x: ( n R) is in S and xRy, xRw hold in S, we have n R;S (x) > n.
Here we present the calculus for all the concept languages introduced in Section 2. Such a calculus is de ned by the following completion rules: Notice that safe replacements prevent an in nite chain of alternate applications of rules 5 and 6 (i.e., generate a new variable, then identify it with an existing variable, generate another one, and so on).
In what follows, when we want to emphasize which is the constraint considered in a single application of a completion rule, we say that a rule is applied to a constraint. For example, if the ! 9 -rule is used to obtain the constraints xPy; y: C starting from x: 9P.C, we say the ! 9 -rule is applied to x: 9P.C.
A constraint system is complete if no completion rule applies to it. A clash is a constraint system having one of the following forms:
1. fw: ?g; 2. fw: A; w: :Ag; 3. fw: ( m R)g with n R;S (w) > m, or 4. fw: ( m Q); w: ( n R)g (where m > n and Q R R).
Let be a knowledge base expressed in one of the concept languages introduced in Section 2. Since the ! t -rule and the ! -rule are nondeterministic, more than one complete constraint system (called completion) can be obtained from S . It follows from the results in 4] that there is no in nite chain of completion steps issuing from S , and, moreover, is satis able if and only if there is at least one completion of S that does not contain any clash. Therefore, in order to deterministically check for satis ability, one has to generate all complete constraint systems derivable from S , which are, up to variable renaming, nitely many. If all these systems contain a clash, then is unsatis able, otherwise it is satis able.
Let us illustrate an example of application of the calculus for checking the satis ability of the following knowledge base 2 One can easily verify that S 5 is a complete clash-free constraint system, and, therefore, is satis able.
In 1, 6], several computational properties of the calculus are discussed. Here, we report, without proof, one basic properties that will be used in the subsequent sections. Proposition 3.1 Let S be a constraint system. The following problems can be solved in polynomial time with respect to jSj:
1. Deciding which rules are applicable to S; 2. Computing the constraint system resulting from applying a rule to S; 3. Checking whether S is clash-free.
Computational complexity
We use standard notions from complexity theory (see 8, 19] ). The class NP contains the problems that can be solved by a nondeterministic Turing machine in polynomial time. The class coNP comprises all problems that are the complement of a problem in NP. A problem P 1 is said to be NP-complete if it is in NP and for every problem P 2 in NP, there is a polynomial reduction from P 2 to P 1 . If there is a polynomial reduction from an NP-complete problem P 2 to a problem P 1 , then P 1 is said to be NP-hard. PSPACE is the class of problems that can be solved by a polynomial space bounded deterministic Turing machine. With a slight abuse of terminology, by NP-algorithm we denote a nondeterministic algorithm that runs in polynomial time, and analogously for PSPACE algorithm. P A (NP A ) is the class of problems that are solved in polynomial time by deterministic (nondeterministic) Turing machines using an oracle for A (i.e. that solves in constant time any porblem in A). Finally and p k+1 = P p k . In 1, 5, 6, 11, 24], several results on the computational complexity of concept satis ability, subsumption, knowledge base satis ability and instance checking in concept languages are presented. In order to make this paper selfcontained, we summarize the main results in Figure 1 . In the table, P means solvable in polynomial time, whereas NP, coNP and PSPACE mean that the corresponding problems are NP-complete, coNP-complete, and PSPACEcomplete, respectively. Labels refer to the papers where the corresponding complexity results are presented. Empty entries refer to problems whose complexity was unknown before the present paper. In Section 7 we will summarize the results of our work, and we will show the same table completed in all the entries.
For the analysis we are going to present in the subsequent sections, the most important previous results are those concerning ALE, ALR, and ALU.
These languages demonstrate that there are two di erent sources of complexity that impact on the tractability of satis ability and subsumption. yQz; z: Bg The key observation for deriving the upper bound of concept unsatis ability in ALE is that we can encode the applications of the completion rules into a nondeterministic Turing machine T that, using the ! 9 -trace-rule, computes a trace of fx: Cg and checks whether such a trace contains a clash. It is easy to see that the number of variables in a trace of fx: Cg is bounded by the number of subconcepts of C of the form 9R.D, and therefore the size of a trace of fx: Cg is polynomially bounded by jCj. It follows that both computing a trace and checking whether it contains a clash can be done in polynomial time with respect to jCj. We can conclude that T is a nondeterministic polynomial time Turing machine, which implies that concept unsatis ability in ALE is in NP, and concept satis ability is in coNP. The same considerations hold for subsumption in ALE, and for both satis ability and subsumption in ALR, as shown in 6].
Let us now discuss the complexity result about ALU. We refer, in particular, to checking whether an ALU-concept C is satis able. Again, we can encode the applications of the completion rules for checking the satisability of C into a Turing machine that nondeterministically computes a completion of fx: Cg, and then checks whether such a completion is clashfree. The nondeterminism is clearly due to the ! t -rule. It is shown in 6] that both computing one completion of fx: Cg and checking whether it is clash-free can be done in polynomial time. It is also shown that the complement of subsumption can be computed by a nondeterministic Turing machine in polynomial time. It follows that concept satis ability in ALU is in NP, and subsumption is in coNP.
Before dealing with KS L and IN L , a remark on the measure to use in evaluating the complexity of reasoning over knowledge bases is in order. The complexity measure that provides for a satisfactory characterization of the computational properties of CS L and SU L is clearly the size of the concepts. Analogously, the complexity of KS L is measured with respect to the size of the knowledge base. On the other hand, when evaluating the complexity of instance checking,
i.e. checking whether j = C(a), three di erent measures can be considered: knowledge base complexity, which is complexity with respect to j j; query complexity, which is complexity with respect to jCj; combined complexity which is complexity with respect to both j j and jCj.
The same situation arises in databases 26], where, in order to evaluate the computational complexity of query answering for various query languages, three di erent measures are used, namely, data complexity (the complexity with respect to the size of the database), query complexity, and combined complexity. Combined complexity is the standard measure, since it refers to the size of the whole input. However, knowledge base complexity is meaningful as well, when dealing with applications where the size of the query concept is negligible with respect to the size of the knowledge base. Notice that this is the typical case in many applications. In these cases, it is appropriate to evaluate the complexity of instance checking with respect to the size of the most relevant input data, i.e. the knowledge base. Henceforth, in what follows, we consider both the combined complexity and the knowledge base complexity.
Knowledge base satis ability
In this section, we deal with the computational complexity of KS L , i.e. the problem of checking whether an L-knowledge base is satis able, where L is any of the concept languages de ned in Section 2.
Before presenting the result of our analysis, we need to introduce some notions. Let be a knowledge base and S the constraint system associated with it. A constraint system S is said to be a pre-completion of S if it is obtained from S by the application of the ! 8 , ! u , and ! t -rules, and none of these rules is applicable to S (see 1]). Note that any pre-completion S of S contains no variables, and, moreover, all the individuals in S are also in S . Moreover, when is expressed in a language without disjunction, there is only one pre-completion of S .
If S is any constraint system, and b is an individual in S, then we denote by C Sjb the concept constituted by the conjunction of all the concepts C such that b: C is in S. If Thus, RC Sjb is the concept that accounts for the relationships involving b in S. We will often use the concepts C Sjb and RC Sjb when S is a pre-completion of a knowledge base . Notice that, when there is only one pre-completion S of a knowledge base , the concepts C Sja and RC Sja , where a is an individual in S , are uniquely identi ed, and can be simply denoted by C ja and RC ja , respectively.
In the following, we make use of the notion of pre-completion of S in order to derive complexity results regarding instance checking in . For this reason, we are interested in evaluating the complexity of computing a precompletion. The next proposition shows that the size of any pre-completion of S is polynomially bounded by the size of . Proposition 4.1 Let S be a constraint system. The size of any pre-completion of S is bounded by jSj 3 .
Proof. First notice that during the computation of the pre-completion no constraints of the form vPw are generated, because the ! 9 and ! -rules are never applied. Moreover, the number of concepts appearing in new constraints which are introduced by the application of the rules to a constraint of the form a: C is bounded by the number of subconcepts of C and therefore by jCj. Thus, if all the constraints of the form a: C in S are a 1 : C 1 ; : : : ; a n : C n , then the number of new concepts that are introduced when computing the pre-completion of S is bounded by jC 1 j+ +jC n j. If there are m individuals in S, the number of di erent constraints that can be added to S is at most m (jC 1 j + + jC n j). Since jC 1 j + + jC n j < jSj and m < jSj, the number of constraints in the pre-completion of S is bounded by jSj 2 . The claim follows from the fact that the size of each constraint is obviously bounded by jSj. This proposition ensures us that, when dealing with the languages we focus in this paper, in order to check the satis ability of one has to look for a clash-free pre-completion S of S , extract the various concepts C Sjb , and independently check them for satis ability. 
Languages with Polynomial Subsumption (AL; ALN)
In this subsection we analyze the computational properties of IN L for languages where both concept satis ability and subsumption can be solved in polynomial time. We show that instance checking in both AL and ALN retain tractability with respect to combined complexity. Obviously, since combined complexity is more general than both knowledge base complexity and query complexity, this result implies that instance checking in these languages is polynomial with respect to the other complexity measures as well.
We begin our analysis with the language AL. \)" Suppose j = D(a) and (C ja u RC ja ) 6 v D. It follows that the concept C ja u RC ja u :D is satis able, and, therefore, there is a clash-free completion S 0 of the constraint system fa: C ja u RC ja u :Dg. Now, let S be the completion of S . Since is satis able, S is clash-free. Consider the constraint system S S 0 . It is easy to see that S S 0 is clash-free, and, moreover, it contains a completion of S fa: :Dg, thus contradicting the hypothesis that j = D(a). In Figure 4 we show the algorithm Inst AL for IN AL , where Subs AL is a function that takes two AL-concepts as argument, E 1 and E 2 , respectively, and checks in polynomial time whether E 1 subsumes E 2 . The correctness of Inst AL follows from Proposition 5.1. With regard to the complexity, since both KbSat AL ( ) and computing the concepts C ja and RC ja , can be done in polynomial time with respect to j j, and, moreover, Subs AL (E 1 ; E 2 ) works in polynomial time with respect to jE 1 j and jE 2 j, it follows that Inst AL is polynomial with respect to the combined complexity. In the second case, the situation is complicated by the interaction between the universal quanti cation in the query and the number restrictions in the knowledge base (as pointed out by Example 5.2). The following proposition shows how concepts containing universal quanti cation can be handled Proof.
1. If 8R.E subsumes C ja , then (analogously to Proposition 5.1) it follows that j = 8R.E(a). On the other hand, assume that C ja 6 v 8R.E. It follows that the concept C ja u 9R.:E is satis able, and therefore, there is a clash-free completion S 0 of the constraint system fa: C ja u9R.:Eg. Now, let S be the clash-free completion of S . Consider the constraint system S S 0 . If n R;S S 0 (a) m, then it is easy to see that S S 0 is clash-free and, moreover, it contains a clash-free completion of S fa: 9R.:Eg. Therefore 6 j = 8R.E(a). If n R;S S 0 (a) > m, then every variable z such that aRz holds in S S 0 can be safely replaced with the variable y introduced by the application of the ! 9 -rule to the constraint a: 9R.:E. Since n R; (a) < m, by a suitable number of the above replacements, it is possible to derive from S S 0 a complete clash-free constraint system S 00 that contains a clash-free completion of S fa: 9R.:Eg, and is such that n R;S 00 (a) = m. Therefore 6 j = 8R.E(a). Inst ALN ( ; a; D) . Therefore, the number of calls of RESULT is bounded by jO j jDj.
Languages with NP-complete Subsumption (ALE; ALR)
We start this subsection with the language ALE. In particular, we show that IN ALE and SU ALE do not belong to the same complexity class, neither with respect to knowledge base complexity (Subsection 5. Notice that, since IN L is at least as hard as SU L , and SU ALE is NPcomplete, IN ALE is obviously NP-hard. We show here that IN ALE is also coNP-hard with respect to knowledge base complexity. A consequence of this result is that (assuming NP 6 = coNP) instance checking for ALE is strictly harder than subsumption.
The proof is based on a reduction from the complement of a suitable variation of the propositional satis ability problem (SAT) to instance checking in ALE. We de ne a 2+2-CNF formula on an alphabet P, to be a CNF formula F such that each clause of F has exactly four literals: Two positive and two negative ones, where the propositional letters are elements of P ftrue; falseg, and true; false are propositional constants. Furthermore, we call 2+2-SAT the problem of checking whether a 2+2-CNF formula is satis able. In 22], 2+2-SAT is proved to be NP-complete. Proof. The thesis follows from Lemma 5.5 and from the fact that, given a 2+2-CNF formula F, F can be computed in polynomial time in the size of F, and D is completely independent of F.
Since the above reduction makes use of atomic complements, it may seem that coNP-hardness arises from the interaction between quali ed existential quanti cation and atomic complements. However, it is shown in 22] that if we replace A and :A in F with 9R and 8R.B, respectively, (where R is a new role and B is a new atomic concept), we obtain a new reduction for which Lemma 5.5 still holds. It follows that instance checking in FLE ? (i.e. ALE without atomic complements) is coNP-hard too, thus con rming that coNP-hardness is originated by quali ed existential quanti cation alone.
The above reduction also shows that coNP-hardness of instance checking arises even if the knowledge base is expressed using a very simple language (less expressive than AL). In other words, in order to get intractability it is su cient to enrich only the query language with quali ed existential quanti cation, keeping a tractable language for expressing the knowledge base. It follows that, as noted in 12], the polynomial algorithm presented in 11] for querying AL-knowledge bases with ALE, is incomplete.
This unexpected result about ALE shows that instance checking in this language su ers from a new source of complexity, which does not show up when checking subsumption between ALE-concepts. The new source of complexity is related to the use of quali ed existential quanti cation in the query concept. Our result can be explained as follows: when answering queries formulated by concepts with such a construct, one has to consider that the properties of the individuals in the knowledge base strongly depend upon the interaction with other individuals. Such an interaction cannot be ignored when answering queries with quali ed existential quanti cation, whereas it plays a limited role when answering queries with restricted existential quan- The query asks if the observer sees a green block directly on top of a nongreen one. As pointed out in 13], the answer is not immediately obvious. If one thinks about it, though, one realizes that the answer is YES.
In order to discover this, one needs to reason by case analysis. In fact, the query asks if in every model M of 5 there is an individual, say z, such that SEES(ob,z), Green(z) and 9ON.:Green(z) are true in M. Obviously, in every model M of 5 , either Green(c) or :Green(c) is true. In the rst case, it is easy to see that z is simply c (and the non-green object it is on is d), while in the second case z is b (and the non-green object it is on is c). Therefore, even if none of the individuals related to the individual ob through the role SEES is in the extension of (Greenu9ON.:Green) in every model of the knowledge base, it happens that the combination of the assertions on the individuals b and c in the knowledge base implies that in every model at least one of them is in that extension.
The example shows that, in order to answer a query involving quali ed existential quanti cation a sort of case analysis is required, and the complexity result presented in this subsection demonstrates that this kind of reasoning makes IN ALE coNP-hard with respect to the size of the knowledge base.
At this point, one may ask which is the upper bound of IN ALE . In 22] it is shown that IN ALE can be solved by an algorithm that has nondeterministic polynomial knowledge base complexity, and uses an NP oracle. The number of calls to such an oracle is linear with respect to the number of individuals in the knowledge base. This implies that IN ALE is in p 2 with respect to knowledge base complexity. We conjecture that the problem is actually complete for p 2 (i.e. it is p 2 -hard too).
Combined complexity of instance checking in ALE
In this section we prove that IN ALE is PSPACE-complete with respect to combined complexity, and, therefore, is even more complex compared to knowledge base complexity. We rst focus on proving that the problem is PSPACE-hard. The proof is based on a polynomial reduction from the PSPACE-complete problem of deciding the validity of Quanti ed Boolean Formulae (QBF for short), which is brie y recalled here.
A literal is a nonzero integer. A clause is a nonempty nite set c of literals such that l 2 c implies ?l = 2 c. A pre x from m to n, where m and n are positive integers such that m n, is a sequence
where each Q i is either \8" or \9". A quanti ed boolean formula is a pair P.M, where, for some n, P is a pre x from 1 to n and M is a nite nonempty set of clauses containing only literals between ?n and n.
Let P be a pre x from m to n. A P-assignment is a mapping fm; m + 1; : : : ; ng ! ft; fg: An assignment satis es a literal l if (l) = t if l is positive and (?l) = f if l is negative. An assignment satis es a clause if it satis es at least one literal of the clause.
Let P be a pre x from m to n. A set A of P-assignments is canonical for P if it satis es the following conditions: (a) A contains an assignment that satis es m and, if P 0 is nonempty, f jfm+1;::;ng j 2 A and (m) = tg is canonical for P 0 (b) A contains an assignment that satis es ?m and, if P 0 is nonempty, f jfm+1;::;ng j 2 A and (m) = fg is canonical for P 0 . A quanti ed boolean formula P.M is valid if there exists a set A of Passignments that is canonical for P such that every assignment in A satis es every clause of M. It is well known that deciding the validity of quanti ed boolean formulae is a PSPACE-complete problem 8, page 172].
In 24] it is proven that QBF can be reduced to the satis ability of an ALC-concept of the form C u C 1 0 u u C n 0 where C and C i 0 are de ned as follows. The concept C is obtained from the pre x P using the equations It can be veri ed that and E 0 contain only ALE-concepts. Therefore, is an ALE-knowledge base, and E 0 is an ALE-concept. It is also easy to see that both j j and jE 0 j is polynomially bounded by jD u :D 1 u u :D n j.
Our aim is to show that j = E 0 (a) if and only if D u :D 1 u u :D n is satis able. To this end, we de ne the following constraint system T, which will be needed in the sequel: Lemma 5.9 Let C u C 1 0 u u C n 0 , , and E 0 be de ned as stated above.
Then C u C 1 0 u u C n 0 is unsatis able if and only if j = E 0 (a). An NP algorithm for checking the unsatis ability of S fa: :Dg can be de ned as follows. Notice rst of all that checking the unsatis ability of can be done in nondeterministic polynomial time (see Section 4). So, let us assume that is satis able. The algorithm computes in polynomial time the pre-completion S of S , and then checks whether D subsumes C ja u RC ja .
Such a check can be done in nondeterministic polynomial time with respect to jDj and jC ja u RC ja j, and therefore, with respect to jDj and j j. It follows that we can encode the whole process into a nondeterministic Turing machine whose time complexity is polynomial with respect to jDj and j j. This shows that IN ALR is in NP with respect to combined complexity (and therefore with respect to knowledge base complexity, too).
Proposition 5.12 IN ALR is NP-complete with respect to both knowledge base complexity and combined complexity.
Languages with coNP-complete Subsumption (ALU)
As mentioned in the introduction, the presence of constructs expressing a form of disjunction in general makes subsumption coNP-hard. In Section 4 we have shown that checking the unsatis ability of a knowledge base expressed in a language with disjunction is coNP-hard. It follows that instance checking is coNP-hard too.
In this section we address the question of whether the new source of complexity singled out in Subsection 5.2 makes the problem harder. We do so by considering the language ALU, whose constructs do not allow qualied existential quanti cation to be expressed, and for which subsumption is coNP-complete.
The result of our analysis is that IN ALU is in the same complexity class as SU ALU , namely it is coNP-complete. Therefore, the presence of assertions on individuals does not add any complexity to the reasoning in ALU. In order to show this, let us rst consider the following proposition. Since the size of the pre-completion S of , the size of C Sjb (b 6 = a) and the size of C Sja uRC Sja u:D are polynomially bounded by j j and jDj, it follows that IN ALU is in coNP with respect to combined complexity (and therefore to knowledge base complexity, too).
Note that the above result has the interesting consequence that if is a knowledge base expressed in the language AL, a is an individual, and D is an ALU-concept, then checking if j = D(a) can be done in polynomial time with respect to j j. Indeed, in this case, checking whether C ja uRC ja u:D is unsatis able, can be done in polynomial time with respect to jC ja u RC ja j (although in exponential time with respect to jC ja u RC ja u :Dj). In other words, when is expressed in AL, instance checking using ALU is still coNPhard with respect to query complexity (as proved in 12]), but is polynomial with respect to knowledge base complexity.
Languages with PSPACE-complete Subsumption (ALC)
In this section we deal with the language ALC, where, by means of the complement of concepts, both quali ed existential quanti cation and disjunction can be expressed. Therefore both sources of complexity discussed in Section 3 are present in this language. As shown in 24], concept satis ability and subsumption in ALC are PSPACE-complete problems. Di erently from the languages considered so far, in ALC instance checking easily reduces to knowledge base satis ability. In fact, since ALC admits general complements, j = D(a) if and only if the ALC-knowledge base f:D(a)g is unsatis able. This simple consideration implies that the instance problem in ALC has PSPACE complexity in the size of the knowledge base.
It follows that for this language, instance checking is in the same complexity class as subsumption. of reasoning on ALC-knowledge bases, is di erent from the case of ALU, and is based on the fact that concept satis ability in ALC already su ers from a source of complexity which is of the same nature as the new one.
Discussion
In gure 6 we summarize the result of our analysis together with previous known results. For each of the languages considered in this paper, the table shows the complexity of concept satis ability, subsumption, knowledge base satis ability, and instance checking, the last one with respect to both knowledge base complexity and combined complexity.
Although not exhaustive with respect to all possible languages, our analysis singles out several interesting properties:
There are languages (e.g. ALE) for which knowledge base complexity and combined complexity of instance checking belong to di erent complexity classes. This fact con rms that, in order to have a signi cant complexity measure of the performance of the system, we must carefully consider which input data are critical for the deductive service.
But most importantly, while knowledge base satis ability is in the same complexity class as concept satis ability for all the considered languages, different results are obtained for instance checking depending upon the language used to express the knowledge base. In particular:
1. Languages with polynomial subsumption, such as AL and ALN, preserve their tractability, although, in general, some additional work with respect to subsumption is required.
2. Languages with quali ed existential quanti cation, such as ALE, su er from an additional source of complexity which does not show up when checking subsumption. This new source of complexity is related to the use of quali ed existential quanti cation in the concept representing the query, which allows for a form of navigation through the assertions in the knowledge base.
3. For other languages where subsumption is NP-complete, such as ALR, the source of complexity singled out for ALE does not arise. In fact, although ALR can simulate quali ed existential quanti cation in the assertions (see 6]), quali ed existential quanti cation cannot be expressed in the query concept, neither explicitly nor implicitly. It follows that instance checking in ALR is NP-complete, exactly like subsumption. 4. With regard to other languages, instance checking is again in the same complexity class as subsumption. This happens either because no navigation through the knowledge base is allowed (e.g. ALU), or because the language is rich enough (e.g. ALC), so that subsumption is already computational demanding.
Conclusions
We have presented a detailed analysis of the computational properties of knowledge base satis ability and instance checking, which are the basic deductive services to be provided when using concept languages for the development of knowledge bases. We have focused on a family of languages, called AL-languages, which constitutes a large class of the concept languages studied in the literature.
We have developed our analysis within the framework of a tableau-like calculus, originally designed for checking concept satis ability and subsumption, appropriately extended to the treatment of individuals. Our work conrms that the calculus provides a convenient tool both for studying the computational properties of deductive problems for concept languages, and for supporting the design of the corresponding algorithms.
The most interesting result presented in this paper is the one showing that for the language ALE, instance checking belongs to a higher complexity class with respect to the other deductive problems. This is the most evident sign that when assertions on individuals are introduced in the knowledge base, subsumption is not always su cient to characterize the deductive tasks that need to be accomplished. In particular, we have found an additional source of complexity in the interaction between the individuals in the knowledge base and quali ed existential quanti cation in the query concept. This new source of complexity does not always lead to a shift in the complexity class. However, it plays an important role whenever the language used for expressing the query allows one to navigate through the assertions of the knowledge base. Therefore, we conclude that in general instance checking cannot be trivially computed using subsumption. This fact needs to be considered when designing the deductive services of a system for the development of knowledge bases expressed by means of concept languages. In particular, it may impact on the design of the so-called hybrid architectures whose purpose is to provide complex inference capabilities as a result of the interaction between two components, one dealing with the concept hierarchy induced by subsumption, and another dealing with assertions on individuals. One of the basic requirements for the implementation of hybrid systems is the separation of components with their own reasoning methods. Hybrid reasoning is in fact viewed as a complex form of inference which uses the deduction mechanism within the components as a basic tool. Since we have shown that reason-ing upon individuals cannot always be done by using the standard inference methods for reasoning about descriptions (i.e. subsumption), the standard separation between components may not work properly, thus making it difcult the design of hybrid reasoning architectures. As a consequence, the choice of a hybrid architecture depends on the set of constructs allowed by the language.
