Most current multiplayer 3D games can only be played on a single dedicated platform (a particular computer, console, or cell phone), requiring specifically designed content and communication over a predefined network. Below we show how, by using signal processing techniques such as multiresolution representation and scalable coding for all the components of a 3D graphics object (geometry, texture, and animation), we enable online dynamic content adaptation, and thus delivery of the same content over heterogeneous networks to terminals with very different profiles, and its rendering on them. We present quantitative results demonstrating how the best displayed quality versus computational complexity versus bandwidth tradeoffs have been achieved, given the distributed resources available over the end-to-end content delivery chain. Additionally, we use state-of-the-art, standardised content representation and compression formats (MPEG-4 AFX, JPEG 2000, XML), enabling deployment over existing infrastructure, while keeping hooks to well-established practices in the game industry.
INTRODUCTION
OLGA (www.ist-olga.org) is the short name of a Specific Targeted REsearch Project (STREP) partially funded, from April 2004 to September 2006, by the European Commission under the Information Society Technologies priority of its Sixth Framework Programme. Its full name comes from its aim: to develop "a unified scalable framework for On-Line GAming." The core of the research carried within OLGA, and presented in this paper, was on the challenging topic of 3D game content distributed adaptation in heterogeneous environments. Multiplatform online gaming is an excellent scenario to prove the potential benefits of 4D (animated 3D) content adaptation in the current multimedia world, which still suffers from "platform-centricness" and craves for "user-centricness" and interoperability, despite technological progress over recent years. Indeed, the terminal and network heterogeneity characterising online games make them the perfect example of a completely platform-centric multimedia application:
(i) game developers must tailor content to specific terminal/network combinations set as a priori targets, and cannot provide the adequate quality for a new such combination without substantial effort; (ii) terminal builders and network operators want to diversify their platform characteristics while still being able to allow for game playing; (iii) most of all, end-users want to roam attractive games in different usage contexts, inside and outside the home, without being trapped into a single terminal/network configuration.
To overcome platform-centricness and move towards usercentricness, we decided to develop a role-playing game (RPG) [1] named GOAL that would yield similar user experiences on MS Windows-based personal computers (PCs) and on cell phones (CPs) running Symbian OS. Thanks to the OLGA framework, it would be-and in fact is-possible to automatically adapt and render the same textured 4D content at wildly different qualities and frame rates, according to each particular network/terminal profile, as suggested by Figure 1 . We also decided to segregate, from the necessary game logic network, a novel content delivery network which would enable our framework to automatically adapt content in a distributed way. Furthermore, this distributed content delivery network would let players publish their own content and, to this end, we created content authoring tools meant to be used not only by game designers but also by end users. The delivery of content over different networks and its distributed adaptation imposed three basic requirements:
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(i) the volume of data required by the geometry, textures, and animation of 4D models is usually huge, so some form of content compression was a must; (ii) to ensure interoperability, de jure international standards such as MPEG-4 Animated Framework eXtension (AFX) [2] , JPEG 2000 [3] , and XML [4] would be used, and improved if possible; (iii) as content adaptation processes were to run on the same PCs of some of the players, the processing load needed by the content adaptation tasks had to be kept to a minimum.
Section 2 elaborates on the core of our research: how scalable coding can be exploited to adapt the different kinds of content data (3D geometry, textures, and animation) in a specific terminal, while achieving excellent quality versus bitrate versus memory versus execution time tradeoffs. The rest of our research results highlighted in Sections 3 and 4; the former explains how separating the game logic and content delivery networks allows for a high degree of scalability against the number of clients, and the latter gives some details on the 3D rendering on heterogeneous platforms, stressing our achievements related to auto-stereoscopic displays. Finally, Section 5 concludes our presentation.
CROSS-PLATFORM AND CROSS-NETWORK 4D CONTENT ADAPTATION
This section presents the core of the research carried out within the OLGA project, which focussed on textured 4D content adaptation for heterogeneous environments (platforms/terminals and networks) based on international standards. The subsections 2.1 to 2.3 below describe how, for each kind of data (3D geometry, 2D textures, animation), different tradeoffs can be achieved between the quality of the decoded content versus the required memory footprint and execution time (which are clearly platform-related aspects) versus the bit-rate (which is mostly a network-related one).
3D geometry data
Our research in the field of multiresolution coding of static 3D shapes targeted methods more suitable for resourcelimited devices than the "WaveSurf " tool in MPEG-4 AFX [2] , based on modelling first a given 3D shape (e.g., an arbitrary connectivity mesh) as a wavelet subdivision surface (WSS), and then coding it thanks to the set partitioning in hierarchical trees (SPIHT) technique [5] . Two different types of scalability can be sought in 3D geometry coding, as in the case of image coding: signal to noise ratio (SNR) scalability gives the possibility of decoding a 3D model (or image) with different degrees of fidelity (reconstruction error), whereas spatial scalability allows to decode it with different spatial resolutions, that is, number of vertices/facets (or pixels). For a decade already, SPIHT has been the reference for other scalable coding techniques based on the wavelet transform. It was originally designed to code scalar wavelet coefficients, but has been extended to handle 3D coefficients, such as the ones resulting from RGB images or 3D surfaces modelled thanks to WSSs [6] [7] [8] .
WSSs are a powerful multiresolution representation paradigm for 3D shapes but the problem of SPIHT is that, although its bit-streams are SNR scalable, they are not spatially scalable. SPIHT bit-streams cannot be easily parsed according to a given maximum resolution (i.e., number of pixels or triangles) or level of detail (LOD, i.e., generation of the subdivision process) tolerated by the decoder, and there is little point in encoding a 3D mesh with thousands of triangles if the CP that must render it can barely handle hundreds, and even less if, anyway, nobody will be able to tell the difference between a 100-triangle mesh and a 1000-triangle one when rendered on a screen of 200 × 200 pixels! Furthermore, from the memory viewpoint (as opposed to the rendering one), having an SNR scalable bit-stream that may have bits corresponding to details of LOD 3 before those of LOD 1 makes also little sense, as the decoding process alone will exhaust all the CP resources, even if memory is not allocated for the triangles of LOD 3 (which will never be rendered), their detail trees must be created to follow the SPIHT algorithm.
The outcome of our research is the progressive lower trees of wavelets (PLTW) technique [9] , whose main novelty is that the resulting bit-stream does not impose on the less powerful decoders the need of building unnecessary detail trees. With PLTW, the set of wavelet coefficients is also hierarchically traversed, but coded on a per-LOD basis, thus yielding a bit-stream with "local SNR scalability" and, at the same time, "global spatial scalability." The decoder first receives all the coefficients corresponding to an LOD and, only when it has finished reading them, it proceeds (if it has enough resources) with those from the next. Nevertheless, thanks to bit-plane encoding, the first received bits from each LOD are the ones contributing more to lower the reconstruction error, while bits from negligible coefficients arrive last. Table 1 shows renderings of the bunny model at different stages of the decoding process. Once the base mesh (LOD 0) is received, it is subdivided once and LOD 1 is progressively reconstructed. When all coefficients of LOD 1 have been decoded, the mesh is subdivided again and details in LOD 2 are processed. LOD 3 and forthcoming levels are sequentially decoded until the whole bit-stream is read. Figure 2 shows the rate-distortion (PSNR as a function of the number of bits per vertex) curves obtained for two typical 3D models by our PLTW coder, which includes arithmetic coding (AC) as a final step, and an a version of the SPIHT algorithm with AC. In the case of SPIHT, the bits from each LOD have been individually plotted: LODs 1 and 2 are quickly reconstructed because their details are the ones contributing the most to lower the reconstruction error. It would seem clever to cut the stream or stop decoding after some point (e.g., 0.75 b/v for LOD 1 or 1.5 b/v for LOD 2) if those two coarsest LODs are enough, or the only manageable ones, since the bits to come will hardly increase the PSNR. However, even in those cases, the decoder needs to build the whole detail tree to be able to follow the branching of the SPIHT algorithm. On the contrary, the PLTW decoder is able to stop decoding exactly at the desired LOD without allocating extra resources for further LODs-and even with a lower reconstruction error! Figure 3 plots the rate distortion curves for the PLTW coder, the same AC version of SPIHT as above (overall compression shown in one curve), and the "WaveSurf " tool of MPEG-4, which also uses SPIHT, but without AC. Except at very low rates, where the PLTW is still reconstructing upper LODs and does not benefit from the smoothing effect of subdivision (while its competitors do), PLTW always results in higher PSNRs for the same bit-rate. It is also noticeable how none of the SPIHT-based coders is able to reach the same PSNR as the PLTW coder even employing 160% (SPIHT-AC) or 330% (MPEG-4) of the bits used by PLTW for the same quantisation set of values. The poor results of the "WaveSurf " coder are mostly due to the overhead introduced to support view-dependent transmission of coefficient trees.
WSSs permit to code the shape of a 3D model in a multiresolution manner with very good compression, but require a large CPU overhead for a fine-grained, on-the-fly control of the content complexity in execution time regulated applications such as networked, interactive 3D games. Figure 4 shows that the CPU overhead for controlling the execution time with MPEG-4's "WaveSurf " tool is sometimes as large as the 3D graphics rendering execution time itself [10, 11] . Moreover, typical implementations of WSSs multiply by four the number of triangles in every subdivision step, which enables only very discrete LOD management, and therefore yields abrupt and often disturbing quality changes while only supporting coarse-grained adaptation to a target execution time. Besides improving the compression efficiency and the adequacy to weak terminals of "WaveSurf " with the PLTW technique, we have introduced some add-ons to enable a low-complexity, yet efficient fine-grained quality To achieve this target, the "WaveSurf " mesh regions are progressively decoded in a continuous LOD fashion, by subdividing only the important regions of the geometry, as shown in Figure 5 . The importance and order for subdividing the triangles is given by their impact on the error to the target mesh, that is, the triangles that decrease this error the most are subdivided first. We detect importance with a heuristic [12] for which values smaller or larger than a threshold parameter h t are, respectively, detected as important or unimportant. Nonuniform subdivision of a WSS does not necessarily create all four children of a triangle, but first checks the importance of every potential child for a specific value of h t before it is added. In this way, additional triangles are only introduced (and hence execution time increased) when they really contribute to an improved visual quality of the mesh. Of course, one must then worry about the "cracks" that may appear when rendering the mesh, but this problem can be easily solved [7, 13] .
Francisco Morán et al. These nonuniformly subdivided WSS meshes allow a fine-grained control of the resolution of the geometry, resulting in small variations of the visual quality while achieving a target execution time. With special techniques using LOD-based moving windows [10] , the complexity of the subdivision control is largely reduced, resulting in an overhead of only a small percentage in the final decoding and rendering execution time, as shown in Figure 6 for two different terminals: a high-end PC and a low-end CP [11] .
To steer the execution time control, the execution time, and especially the rendering time, should be estimated for a large range of triangle budgets. We have used previously reported performance models for the software [13] and hardware [14] rendering pipelines, according to which the most important parameters are the number V of processed vertices (for the vertex processing) and the number F of fragments (for the rasterisation); additional parameters important for the software model are the number S of spans and the number T of visible triangles. The coefficients of the performance model are derived with an offline calibration procedure that first measures on the device the rendering time for many different objects with different sizes (F) and complexity (V and T), and then computes the average values of the coefficients c α (α ∈ {T, F, S}) through multilinear regression analysis. A mean error of only 5% between estimated and measured execution time has been observed in the case of the software rendering pipeline [13] . 
Combined 2D textures + 3D geometry data
In order to choose a coding tool and format for textures, we first carried a comparative study, with respect to the considered criteria and desired functionalities, between the classical DCT-based solution, JPEG, and two wavelet-based, and also already standardised solutions: JPEG 2000 [3] and MPEG-4's native tool for still images, VTC (Visual Texture Coding) [15] . We chose JPEG 2000, which is now supported inside MPEG-4 as a format for textures thanks to a proposal of ours. Besides the execution time variation with the platform and content parameters [13] , we also observed the linearity of the cost with the object parameters in the bit-rate of the textured MPEG-4 objects: with a regression coefficient of 93% measured over 60 objects, the original MPEG-4 file size s decreases roughly bilinearly with decreasing JPEG 2000 texture LOD (with negative slope −m 1 ) and decreasing object mesh LOD (with negative slope −m 2 ). Figure 7 illustrates this trend for two OLGA objects.
Small file sizes s with large m 1 and m 2 correspond to small bit-rates that decrease very rapidly with decreasing LOD: those objects representing only a small fraction of the total bit-rate at all LOD levels, they have low priority to be scaled for global (over all objects) bit-rate adaptation. On the other extreme, large s with small m 1 and m 2 correspond to large bit-rates that decrease very slowly with decreasing LOD, hence representing hardly any chance of downscaling for global bit-rate adaptation. Consequently, large s with large m 1 and/or m 2 are the most appealing candidates for bit-rate adaptations; starting from a large full resolution bit-rate contribution, they scale very well by adjusting the texture and/or mesh LOD. Together with the improvements introduced by the PLTW and BBA tools (see below), a global quality versus bitrate versus execution time control can be obtained over all objects. The precise details of this intelligent global adaptation are beyond the scope of this paper, since it is mainly related in finding heuristics for approximately solving an NPhard knapsack problem: the interested reader is referred to [16, 17] for a framework of 3D interobject adaptation using some tabular characteristics of each object.
Animation data
To represent compactly the data required by the animation of textured 3D models (varying vertex attributes: essentially spatial coordinates but also normals or texture coordinates), some kind of redundancy in the animation is usually exploited: either temporal, and then linear or higher-order interpolation is used to obtain the value of the desired attribute between its sampled value at certain key frames, or spatial, and then nearby vertices are clustered and a unique value or transform is assigned to each cluster. MPEG standardised an approach for compression of generic interpolated data [18] , able to represent coordinates and normal interpolation. While generic, this approach does not exploit the spatial redundancy. Concerning avatar animation, one of the most used animation content for games, ISO/IEC published in 1999 [15] and 2000 [19] , under the umbrella of the MPEG-4 specifications, is a set of tools named face and body animation (FBA) [20] transmission scalability by exploiting the 3D scene structure [22] , and quantisation to achieve data compression and incorporate intelligent exploitation of the hierarchical structure of the human skeletal model [23] . At the time the OLGA project started, we were [24] in the final stage of standardising BBA, an extension of FBA within MPEG-4 AFX [2] . BBA allows to represent animated, generic 3D objects based on the skin and bones paradigm, and to transmit the animation data at very low bit-rates by exploiting both the temporal and spatial redundancies of the animation signal. Within OLGA, we addressed the terminal/network adaptation, compression and rendering of BBAbased content. We considered the adaptation of animated content at two levels: geometry simplification constrained by dynamic behaviour [25] and animation frame reduction.
The dynamic behaviour was expressed as constraints used to parameterise the well-known mesh simplification quadric error metrics (QEM) technique [26] . We introduced a weighting factor to specify how a given set of bones influences the simplification procedure. The biomechanical characteristics (i.e., the relationships between skin and bones) were directly exploited to constrain and control the simplification procedure. We applied the developed algorithm to OLGA animated objects, previously converted into MPEG-4 compliant skinned models. Figure 8 shows the comparative results of an animated model simplification for the developed approach, called animation-constrained QEM (AC-QEM), versus plain QEM.
Decoding and rendering animation data on small memory devices such as CPs require severe server-side compression. To decrease even more the size of animation data, we implemented a frame reduction algorithm: instead of transmitting all frames, we have the server transmit some key frames only, and let the decoder guess intermediate frames by linear interpolation (NB: MPEG-4 supports nonuniform temporal interpolation by indicating at each key frame the number of intermediate frames to be computed).
Given an original animation sequence of n frames, to obtain a simplified sequence with m frames (m < n) approximating best the original curve, the area between the original curve and the one reconstructed by linear interpolation must be minimised. For instance, Figure 9(a) , showing the movement during 22 frames of the x, y, and z coordinates of the centre of a bone, illustrates how removing frames no. 4 or no.
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19 is less critical, from a distortion viewpoint, than removing frames no. 3 or no. 8.
Considering this condition for all bones, or even for the subset of extreme bones, as shown in Figure 9 (b), the optimisation problem becomes difficult to solve. To overcome the complexity, we adopted an incremental approach.
(i) We first compute for each extreme bone, frame, and coordinate, the area of the triangle defined by the original curve and the one reconstructed by linear interpolation. In the case of the bone of Figure 9 (a), its x coordinate for frame no. 15 (marked as B) would be reconstructed (erroneously) by linear interpolation between its values in frames no. 14 (A) and no. 16 (C), so the area of triangle ABC is a measure of the error caused by omitting frame no. 15. (ii) Then, for each frame, we sum these all the error areas for all extreme bones and coordinates. The minimum of the sums indicates the frame that has to be removed. We iterate the algorithm until only m frames remain, and generate a new BBA stream by encoding those m frames, indicating for each the number of intermediate frames to be obtained by linear interpolation on the terminal.
The advantage of this incremental approach where frames are removed one by one is the fine granularity of the file size: in a time-variant environment of the network capabilities, it is possible to dynamically adapt the size of the animation stream to the changing constraints of the network.
CROSS-NETWORK DISTRIBUTED CONTENT DELIVERY

Overall network architecture
The implemented network architecture follows a dual design. There are two different subnetworks within the system, shown in Figure 10 .
(i) The game network (GN) holds the game logic, keeping synchronisation among its nodes and therefore enabling a multiplayer online game. We built it, as a mere support service for our system, with off-the-shelf components, so the implemented game engine can cope with heterogeneous clients and networks, using standard protocols (HTTP, XML-RPC, etc.) to help interoperability.
We chose a turn-based role-playing game (RPG) as a test bed, instead of a faster-paced game genre, to soften the requirements on the GN; nevertheless, we added some basic tools such as dead reckoning [27, 28] and simple latency equalisation to ensure that clients had a comparable user experience. User validation showed indeed that there was no statistically significant difference between PC and CP players with respect to game experience, and network delay did not negatively affect the players' impression, provided it stayed within certain bounds.
The GN architecture is distributed in the sense that different matches are hosted by separate servers, called zone game servers (ZGSs). ZGSs are run by client PCs: in every match, one of the clients acts as the game logic server for all others (and itself, of course). A dynamic procedure governed by the central lobby server (LS) decides upon creation of each match which client will host its ZGS. The LS monitors the ZGS while the match is going on and, if it detects that the ZGS fails (or disconnects from the game, perhaps because its owner simply decides to switch it off), it starts a replacement ZGS on another PC and transfers all clients to it. In such a case, the game state is (mostly) preserved thanks to the backups that are sent periodically from the ZGS to the LS.
(ii) The content delivery network (CDN) is the specialised subsystem that we developed to enable live 4D content update while playing, and to perform dynamic adaptation of that content to terminals in a distributed fashion. It is formed by a global content server (GCS), the single point of upload for new content, and a number of adaptation and delivery nodes called local content servers (LCSs) that, analogously to the ZGS, are also hosted by game clients.
Both networks, GN and CDN, meet at their edges, as the LS coordinates both and game clients also connect to both, and it is not unusual that a single client PC be a node in both networks, since it can host both a ZGS and an LCS. However, from a logical point of view, they are different entities.
Content delivery network
Sending or updating game content (i.e., objects to be rendered) over the network is not a frequently used option, although multiplayer online games pushing content through the network instead of locally storing all data do exist [29] . However, most of these games reduce a priori the transmission bandwidth by subdividing the world in subworlds (3D tiles) and referencing prestored items, and texture data is seldom transmitted. We chose instead to enable live update, distribution, and adaptation of content.
This adaptation requires extensive CPU power and memory. It is not practical to serve dynamically rendered content using a pure client-server architecture, and that is why the peer-to-peer (P2P) model was chosen. Distributing content across networks is one area in which P2P technologies have experienced an enormous boom recently [30] . In our case, since the main focus of our work was on-the-fly content adaptation, our system is a hybrid of a content delivery network and a distributed computing system for which, instead of a generic and heavyweight approach such as grid computing [31] , we chose a more specialised distributed P2P computing model. The background idea comes from several large-scale experiments done on Internet computing, the most famous being probably SETI@home [32] .
Our target is then to use residual computing power from the client nodes, which must be kept free enough to perform their own individual tasks, notably playing the game. Some studies have been done on user acceptability of the use of system resources by external processes [33] ; our objective has been that the adaptation tasks never exceed a given threshold on system load. This is enforced by the load balancing procedure described below.
The final key features of the CDN are the following.
(i) The system works through very heterogeneous networks and terminals, from high-end 3D graphic PCs connected to broadband Internet to mobile handsets connecting through 3G networks, all simultaneously active in the same game, and interacting with each other.
(ii) The LCSs are not passive distribution nodes: on the contrary, they actively adapt the content to the client characteristics before delivery. Adaptation is done through a set of simplification tools [34] , and the LCSs cache the result of simplifications to save processing effort.
(iii) A content adaptation server is installed on every client PC, and may be called upon dynamically by the lobby server to act as an LCS, depending on system conditions, as explained in Section 3.
(iv) The amount of available content in the game is variable, and can be updated from all nodes in the network. Any game client can create its own content (in standard formats) and insert it into the game in real time, by uploading it to the GCS and using the ZGS to add a reference to the new content in the game; other players will download the content from their LCS as needed by game information provided by the ZGS.
Given the P2P properties of the CDN, some scalability is inherent to it: it is likely that new game clients entering will also bring new servers, thus levelling the capacity of the network. However, as playing the game makes the clients behave unpredictably from the point of view of content requests, a means of ensuring dynamic adaptation to changing conditions must be provided. Each LCS serves a number of game clients, following an arrangement that can evolve to accommodate changes in network and client conditions. On initialisation, a game client connects to the LS and sends a request for joining a game. As side information, it also sends its node characteristics, that is, computing power and network bandwidth. The LS logs in each game client and assigns it a ZGS, in charge of delivering all the game logic to the client, and an LCS, which will deliver all the game content elements to it. In parallel, and depending on node characteristics, the LS may tell the client to start an LCS, which from then on listens to requests for adapted content (it may also tell the client to start an inactive LCS, keeping it for future needs).
The delivery process involves continuous interaction between the client and its two assigned servers: the client interacts with the game world as it is given by the ZGS; whenever the ZGS delivers indication of a new content element, the client contacts its LCS and requests that item, which is then downloaded and rendered. Each request consists of an object identifier and a list of quality parameters. The LCS proceeds to optimise the locally cached content (or download it, on cache misses, from the GCS) according to those parameters by using the developed content adaptation tools, and generates a bit-stream encapsulating the optimised content, in a format suitable for the client. All meshes, animations, and so forth, that are used in a game, are retrieved from the LCS.
After the original initialisation, clients do not contact the LS again: all interaction is done through their LCS, including reassignments to another LCS. Given that network delays in reassignments may be significant since LCSs may be topologically separated, job migration is minimised by establishing a long-term procedure: clients are assigned an LCS upon entering the network, and they continue using the same LCS until they are reassigned. The load balancing procedure, represented in Figure 11 , is as follows.
(i) A threshold is put on the maximum CPU load and bandwidth of the LCS, depending on the device characteristics and connectivity. Obviously, that threshold is set well below 100% (load), since the LCS machine is after all mostly a game client, and we do not want the LCS adaptation processes to hamper the game experience. (ii) The LS polls CPU load and bandwidth usage of the LCS at regular intervals, to monitor its status. To avoid exceeding the threshold between polls, prediction over the last received data is used so that short-term future conditions are anticipated. Simple linear prediction has been initially chosen, but other schemes are also possible [35, 36] . (iii) When the threshold is expected to be shortly reached, the LS chooses a replacement from the pool of available LCSs, and sends a message to the loaded LCS to redirect all future adaptation requests to the replacement; game clients change their assigned LCS as they receive such redirections. If the LCS load later goes below a safety value, the LS tells it to start accepting adaptation tasks again.
This procedure could be classified as "local decision global migration" [37] : the decision to redirect a job is taken based only on the state of the affected node (local decision), but once decided to be transferred, the job can travel anywhere in the CDN (global migration). The load produced by adaptation tasks may depend on various factors: the content to adapt, the adaptation parameters (e.g., the simplification level), or the number of concurrent adaptations. The resulting serve time is, in general, the sum of the time needed for adaptation plus the time for delivery; if the LCS has already the adapted content, only the latter time will count; if the LCS does not have the content at all, the time needed to fetch it from the GCS must be added as well to the sum above. Figure 12 shows the total serve time per client on an LCS that is busy doing a number of adaptation tasks, as a function of the number of simultaneous adaptations, using a medium-powered machine with a broadband connection. To eliminate the dependency from the content, all simplification tasks were made over the same file (always ensuring that adaptation was forced, instead of using an adapted version in the cache). As the graph shows, the system scales up quite well, since the time to adapt and deliver content is independent from the number of simultaneous adaptations (provided the load does not go beyond a congestion limit). Most of that time is spent in adaptation: simplification of the content takes on average 85% of the total time, while only 15% is spent in delivery (obviously, if the adapted content were in cache, the serve time would improve considerably), since we have favoured lower bandwidth usage.
LCS load and bandwidth usage values were also measured against the number of simultaneous clients being served. Variations using different content files show different practical limits in the number of simultaneous clients, but the general shape stays the same. Also, it has been found that there is no significant impact of the simplification level on total adaptation time, for a given content file. Since in general it is very difficult to know beforehand the pattern of adaptations that an LCS is going to receive (the requested content depends from the behaviour of the client within the game), load prediction and balancing is important to be able to keep LCSs under control.
A similar procedure to that for load balancing is used for fault tolerance. In case a client does not receive timely responses from its LCS, it will contact the LS and ask for a replacement. The LS will assess the situation (due to polling it would probably have already detected the problem) and assign the best available LCS to the client.
We have also investigated a number of variants on the network architecture to improve efficiency and better adapt to different needs in content distribution. Some of these alternatives are the following.
(i) Enabling peer cache lookups, through a "hit or nothing" procedure: the peer only delivers the content if it is in its cache and already adapted as needed; neither adaptations nor upstream GCS fetches are resolved. This is similar in concept to the sibling cache process in the Internet Cache Protocol [38] . (ii) 2-level hierarchy: a new level between the GCS and the LCS, with nodes called content aggregators (CAs), acting as a higher level cache, gathering both unadapted content upstream (from the GCS) and adapted content downstream (from the LCS). If the LCS receives unadapted content, as soon as it finishes the adaptation it delivers it to both the original requester and the CA, thus growing the CA cache.
Though the topology of the network increases in complexity with the latter versions, the protocol itself remains quite simple and the procedure followed by each node is straightforward, thus ensuring general simplicity in each node. Finally, game interactivity can be further improved by enhancing the system with techniques such as automatic coarse adaptation and delivery of items (to create fast previews), background anticipative prefetching of items as suggested by the game engine or priority queues in adaptation servers.
CROSS-PLATFORM 3D RENDERING
Software platforms
The OLGA technology supports a variety of terminals, which were used within the project to test and validate the scalability of game content. The main focus was on the realm of PCs, ranging from high-end gaming ones to laptops, but also mobile terminals were used. Two software platforms were produced.
(i) GOAL, our game test bed, is available both on MS Windows-based PCs and on CPs running Symbian OS v8 and supporting J2ME, notably the Nokia 6630. Game logic was implemented on both versions of the game, and decoders integrated for the simplified content downloaded from the network. For the CP, a part of the software is programmed in Java, and the content decoders are programmed in Symbian, the Symbian framework being connected through a socket with the Java game engine. Rendering of the final graphics is done in software on the ARM embedded in the OMAP processor of the Nokia 6630. For screen shots of GOAL on both types of terminals, see Figure 1 . (ii) Besides, we have developed a stand-alone MPEG-4 player to visualise textured 4D content on both PCs and CPs. We selected a small number of the scene graph nodes defined in the MPEG-4 Systems specification [39] , which is enough to represent static and animated textured 3D objects. Then, starting from GPAC [40] , an open source decoder of MPEG-4 BInary Format for Scene (BIFS), we derived a simplified BIFS decoder by implementing just the selected nodes. To allow texture mapping, we plugged in both JPEG and JPEG 2000 decoders and, to support animation, we optimised the initial BBA decoder we had developed for PC and also ported it to Symbian OS v8 for the selected CP (Nokia 6630). Finally, we developed the rendering layer by using DirectX 9 for PC and OpenGL ES for CP. Figure 13 shows some models loaded in the PC and CP versions of the 3D Graphics MPEG-4 player.
3D displays
Special attention has given to the final rendering of 3D gaming content. Nowadays, new terminal and display developments drive new applications such as real 3D viewing. It has been demonstrated how to optimally design lenticular sheets to turn a flat, 2D matrix display into an auto-stereoscopic multiview display [41] . The resulting displays can present the viewer with different images from various slightly different viewing angles. A format highly suitable for content transmission for such multiview displays is video enriched with depth information [42, 43] . The format allows for minor displacements of foreground objects with respect to background scenery that are needed to present the viewer with the required different images [44] . To make the game experience more immersive [45] , we have endowed some terminals with such autostereoscopic 3D displays. Although, in theory, multiple images from different viewpoints can be rendered individually on the device, this solution is not optimal. From both the bandwidth and computational complexity points of view, it is desirable to render only one viewpoint and provide the depths of the pixels in the computed view to the display. Subsequently, a dedicated processor in the display can render the desired viewpoints at high quality [44] . In the GOAL terminals, we have adopted the latter approach, and provide the depth information that is available in the z-buffer of the GPU to the 3D display. Therefore, the 3D content is transferred through the OLGA framework to the device, subsequently used to render the scene according to the current game status. Next, the frame and depth information are transferred to the 3D display, which renders the final scene in multiview 3D, as suggested by Figure 14 -which, of course, cannot convey the real 3D experience when printed on 2D paper!
CONCLUSIONS
Today's multiplayer 4D games often rely on dedicated/proprietary technological solutions for their servers (e.g., massively parallel, brute-force grid computing), and scale down content a priori, according to the bandwidth or rendering power of the "weakest" node in the infrastructure. The OLGA consortium opted for a completely different paradigm: thanks to scalable coding of the 3D geometry, texture, and animation data, gaming content is automatically adapted to heterogeneous platforms and networks, and the processing load distributed among the resources available in a P2P architecture. Indeed, OLGA's 4D content is not stored locally on one single server or local storage medium (e.g., DVD), but is rather distributed over a multitude of servers spread all over the network with adequate load-balancing and fault-tolerance policies, and possibly hosted at the most powerful PCs of the players themselves! The 4D content is actively pushed from the available servers to the gaming terminals but, since new specialised 4D content compression tools are provided to end users as well as to game designers, the players can publish their own content, which then becomes part of the persistent world, and benefits from OLGA's standardised framework for adapting scalable content to the varying processing and bandwidth capacities of a heterogeneous infrastructure, and to the very different rendering power of heterogeneous terminals. These 4D content compression tools do not impose constraints on content complexity: game developers and players are free in their creativity, and the tools adapt to any circumstancesnot the other way around, as is usually the case.
Summarising, we have managed to integrate a chain of content coding, transmission and rendering technologies into a heterogeneous infrastructure and terminal set, demonstrating real-time interactive 4D content adaptation. We have developed a distributive multiplayer 4D game as a test bed but, more importantly, we have developed a new framework to develop distributive multiplayer 4D games (or other multimedia applications with heavy and highly variable bandwidth and rendering requirements), and our framework hooks to a complete toolkit of standardised content representation and compression formats (MPEG-4 AFX, JPEG 2000, XML), enabling easy deployment over existing infrastructure, while not impeding well-established practices in the game development industry.
