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1. INTRODUCTION
In a celebrated paper, Amann and Zehnder [1] proved, by means of
Conley theory, the existence of nontrivial solutions for semilinear elliptic
problems (possessing the trivial solution). A simple and model example of
their results is the following: consider the semilinear problem
{&2u=g(u)u=0
in 0
on 0,
(P0)
where 0 is a bounded domain in Rn (with smooth boundary), g # C 1(R, R),
g(0)=0 and there exists the limit
g$() := lim
|s|  
g$(s).
Amann and Zehnder showed that, if the nonresonance condition: g$() is
not an eigenvalue of &2 (with 0-Dirichlet boundary condition) is satisfied
and, for some eigenvalue * of &2, either
g$(0)<*<g$() or g$(0)>*>g$(),
then (P0) has a nontrivial solution.
The same result was then obtained by Chang [8], using Morse theory
on manifolds with boundary, and Lazer and Solimini [16], by a combi-
nation of minmax techniques and classical Morse theory. For some
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extensions, especially, involving a relaxation of the nonresonance condi-
tion, see [9] and the references therein.
We want to give a result of the afore-mentioned type for the quasilinear
elliptic problem
{& :
n
i, j=1
Dj (aij (x, u) Di u)+ 12 :
n
i, j=1
Ds aij (x, u) Di u Dju=g(x, u) in 0,
u=0 on 0,
where again g(x, 0)=0.
Only few existence results have been proved so far, for this kind of equa-
tions, by means of techniques of critical point theory; we can mention
[18], and the recent papers [2, 3, 5, 6]. This is due to the fact that classical
critical point theory is not fit for quasilinear problems of this type. Indeed,
the associated functional f : H 10(0)  R defined by
f (u)= 12 |
0
:
n
i, j=1
aij (x, u) Diu Dj u dx&|
0
G(x, u) dx
is continuous (under appropriate conditions), but it is not locally Lipschitz
continuous (see, e.g., [5]). Consequently, techniques of nonsmooth critical
point theory have to be applied. Another feature concerns the PalaisSmale
compactness condition. Of course, also in nonsmooth critical point
theories, a condition of (PS) type is required, see, e.g., Definition 3.6 below.
Now, because of the term
:
n
i, j=1
Dsaij (x, u) Diu Dju,
the study of (PS) in the quasilinear case contains new technical difficulties,
with respect to the semilinear case. About the mentioned papers, we also
observe that nonsmooth critical point theory is involved through techni-
ques of LusternikSchnirelman or mountain pass type. In [3, 5, 6], in
particular, the abstract theory of [13, 11] is exploited.
Our aim is to prove a result of AmannZehnder type following the
approach of [16]. This implies the use of techniques of nonsmooth Morse
theory. A general framework, concerning continuous functionals defined
on metric spaces, has been already developed in [10]. It provides the
appropriate relations between global topological notions and the critical
groups of the critical points, see, e.g., Theorem 3.5 below. However,
nothing is known, so far, about the connection between the critical groups
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and other local notions of ‘‘Hessian’’ type. For this reason, the major part
of our work, namely, Sections 5 and 6, deals with the calculation of critical
groups for a class of continuous functionals of the form (1.1), using a
notion of ‘‘generalized Hessian’’ from [12]. Let us mention that this notion
has been used also in [17], where a result of AmannZehnder type is given
for a semilinear variational inequality, with a method otherwise based on
Conley theory.
Assumptions and main results are stated in Section 2. In Section 3, we
set the abstract framework and specify its connections with our problem.
The Palais-Smale condition is treated in Section 4. As mentioned above,
Sections 5 and 6 are devoted to the calculation of critical groups for a
functional of the form (1.1). The results of Section 7 allow to deal with the
geometrical assumptions of the abstract existence result. Finally, the proofs
of the main results are given in Section 8.
2. PRELIMINARIES AND MAIN RESULTS
We consider the problem (P) of the existence of a nontrivial weak
solution u # H 10(0) of the quasilinear equation
& :
n
i, j=1
Dj (aij (x, u) Di u)+ 12 :
n
i, j=1
Ds aij (x, u) Di u Dju=g(x, u) in D$(0),
where 0 is a bounded open subset of Rn (n3 for simplicity). Using the
letter C to denote a generic constant, we make the following hypotheses on
the functions aij and g:
aij : 0_R  R, aij=aji for all i, j,
{x [ aij (x, s) is measurable for all s # R, (a.1)s [ aij (x, s) is of class C 1 for a.e. x # 0
|aij (x, s)|C, |Ds aij (x, s)|C for a.e. x # 0, all s # R and all i, j ;
(a.2)
we assume the ellipticity and semipositivity conditions: there exists &>0
such that
:
n
i, j=1
aij (x, s) !i !j& :
n
i=1
!2i , (a.3)
:
n
i, j=1
sDs aij (x, s) !i !j0, (a.4)
for a.e. x # 0, all s # R and all (!1 , . . ., !n) # Rn.
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According to (a.2) and (a.4), the limits lim s  \aij (x, s) exist for a.e. x;
we assume that
lim
s  &
aij (x, s)= lim
s  +
aij (x, s) for a.e. x # 0 (a.5)
and we denote by Aij (x) the common value.
We assume that g: 0_R  R is a Carathe odory function such that for
almost every x # 0 and all s # R
| g(x, s)|a(x) |s|, (g.1)
where a # Ln2(0), and there exist the limits
m0(x) := lim
s  0
g(x, s)
s
, (g.2)
m(x) := lim
|s|  
g(x, s)
s
(g.3)
for almost every x # 0.
Moreover, setting G(x, s) := s0 g(x, {) d{, we shall consider the following
two hypotheses:
\=>0, _a= # L1(0) : sg(x, s)2G(x, s)+a=(x)+= |s|
for a.e. x and all s; (g.4)
sg(x, s)2G(x, s) for a.e. x and all s. (g.5)
Of course, (g.5) is stronger than (g.4). Observe that, because of condition
(g.1), problem (P) possesses the trivial solution u=0.
Finally, define the linear elliptic operators (with 0-Dirichlet boundary
condition)
u [ A0 u := & :
n
i, j=1
Dj (aij (x, 0) Diu)&m0(x)u,
u [ A u := & :
n
i, j=1
Dj (Aij (x) Diu)&m(x)u.
According to (a.2), (a.3) and (g.1), these operators possess a nondecreasing
sequence of eigenvalues (repeated according to multiplicity) diverging
to +. We shall denote these eigenvalues by *j (0) and *j (), j1,
respectively.
Our first result concerns the ‘‘nondegenerate’’ case at the origin.
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Theorem 2.1. Assume that conditions (a.1) to (a.5) and (g.1) to (g.4)
hold, and that
*j (0){0, *j (){0 for every j.
Assume further that for some j, either
*j (0)<0<*j () or *j (0)>0>*j ().
Then problem (P) possesses a nontrivial weak solution
The next result deals with the ‘‘degenerate’’ case.
Theorem 2.2. Assume that conditions (a.1) to (a.5), (g.1) to (g.3) and
(g.5) hold, and
*j (){0 for every j.
Assume further that for some j
*j (0)<0<*j ().
Then problem (P) possesses a nontrivial weak solution.
Remark 2.3. Conditions (a.4) and (g.5) imply that *j (0)*j (). There-
fore, the situation *j (0)>0>*j () cannot occur in the previous theorem.
Remark 2.4. In this paper we only treat the existence of weak solutions.
For regularity results, we refer the reader to [7]. However, let us mention
that all weak solutions of (P) are in H 10(0) & L
p(0) for any p<.
Moreover, if the function a in (g.1) belongs to Lq(0) for some q>n2, then
all weak solutions of (P) are in H 10(0) & L
(0). In such a case, further
properties can be deduced from [15].
Remark 2.5. Observe that Theorem 2.2 can be applied, in particular, to
a function of the form g(x, s)=a(x)s (which automatically satisfies (g.5)).
This is not possible in the semilinear case, for the linearity of g(x, } ) would
imply that A0=A .
On the other hand, hypothesis (g.4), which we need (up to now) in order to
prove the PalaisSmale condition, is superfluous for the semilinear problem.
3. BACKGROUND IN NONSMOOTH CRITICAL POINT THEORY
In this section we recall from [13, 11, 10] some notions and results in
nonsmooth critical point theory and their relationship with a class of
functionals of the calculus of variations, as developed in [5, 7].
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Let (X, d) be a metric space and f : X  R be continuous. Let B(u; r),
B (u; r) and B(u; r) denote the open, closed ball and sphere of radius r>0
centered at u # X, respectively.
Definition 3.1. (See [13, Definition 2.1]). For u # X we denote by
|df | (u) the supremum of the _’s in [0, +[ such that there exist $>0 and
H: B(u; $)_[0, $]  X continuous with
\v # B(u; $), \t # [0, $]: d(H(v, t), v)t,
\v # B(u; $), \t # [0, $]: f (H(v, t))f (v)&_t.
The extended real number |df | (u) is called the weak slope of f at u; it has
been independently introduced also in [14]. We say that u # X is a critical
point of f, if |df |(u)=0.
We shall denote by K the set of critical points of f # C(X, R) and let
f c := [u # X : f (u)<c]
c # R, denote the open sublevel sets of f.
Definition 3.2. For u # X, c= f (u) and U a neighborhood of u, set
Cq ( f ; u)=Hq (( f c _ [u]) & U, f c & U ),
where Hq (A, B) denotes the qth relative singular homology group of the pair
(A, B), with coefficients in R. The vector space Cq( f; u) is called the q th criti-
cal group of f at u; due to the excision property of singular homology, its
definition does not depend on the particular choice of the neighborhood U.
The following establishes the (easily proved) relation between weak slope
and critical groups.
Proposition 3.3. (See [10, Proposition 3.4]). Let X be a metric space,
f : X  R be continuous and u # X. Then,
|df | (u){0 O Cq ( f; u)=[0] for all q.
Definition 3.4. We say that a sequence (uh)/X with ( f (uh)) bounded
and |df | (uh)  0 is a PalaisSmale sequence for f (a (PS)-sequence, for
short). We say that f satisfies the PalaisSmale condition in a subset A
of X (condition (PS), for short), if every sequence (uh)/A with ( f (uh))
bounded and |df | (uh)  0 contains a convergent subsequence in X.
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Since u [ |df | (u) is lower semicontinuous, any limit point of a (PS)-
sequence is clearly a critical point of f.
The following is our basic abstract existence result.
Theorem 3.5. (See [10, Theorem 4.7]). Let X be a Banach space
which splits into the direct sum X=X+X& with X& finite dimensional.
Let f : X  R be continuous, a, b # R, a<b and r>0 be such that
max
Sr
&
f <a<inf
X+
f and max
Sr
&
f <b,
where B&r =X
& & B (0; r), S &r =X
& & B(0; r). Assume that f satisfies con-
dition (PS) in f &1([a, b]).
Then, K & f &1([a, b]){<; more precisely, the following alternative holds:
either K & f &1([a, b]) is an infinite set, or there exists u # K & f &1([a, b])
such that Cn( f ; u){[0], where n=dim X&.
Now, let 0 be a bounded open subset of Rn (n3) and let the functions
aij satisfy conditions (a.1) to (a.4). Moreover, let g~ : 0_R  R be a
Carathe odory function with subcritical growth: this means that for all =>0
there exists a= # L2n(n+2)(0) such that
| g~ (x, s)|a=(x)+= |s| (n+2)(n&2) for a.e. x and all s.
Consider a functional : H 10(0)  R of class C
1 and define a functional
f : H 10(0)  R by
f (u)= 12 |
0
:
n
i, j=1
aij(x, u) Di u Dj u dx+(u)
(in the sequel, we drop the ‘‘ dx’’). For any u # H 10(0) we clearly have
:
n
i, j=1
Dsaij (x, u) Diu Dju # L1(0)D$(0).
In what follows, we denote by (} | }) the scalar product in H 10(0) and by & }&,
& }&&1, 2 and & }&p the norms in H 10(0), H
&1(0) and Lp(0), 1p,
respectively.
Definition 3.6. A sequence (uh)/H 10(0) is said to be a concrete Palais
Smale sequence for f (a (CPS)-sequence, for short), if ( f (uh)) is bounded,
:
n
i, j=1
Ds aij (x, uh) Diuh Djuh # H &1(0)
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eventually as h   and
\& :
n
i, j=1
Dj (aij (x, uh) Di uh)+ 12 :
n
i, j=1
Ds aij (x, uh) Diuh Djuh+$(uh)+ 0
strongly in H&1(0). We say that f satisfies the concrete PalaisSmale con-
dition in a subset A of H 10(0) (condition (CPS), for short), if every (CPS)-
sequence (uh)/A contains a strongly convergent subsequence in H 10(0).
Theorem 3.7. (See [7, Chap. 2]). The following facts hold:
(a) the functional f is continuous;
(b) for every u # H 10(0) we have
|df | (u)sup {|0 :
n
i, j=1
aij (x, u) Diu Dj v+ 12 |
0
:
n
i, j=1
Ds aij (x, u) Diu Dj uv
+($(u), v) : v # C0 (0), &v&1= ;
(c) if u # H 10(0) is a critical point of f , then
& :
n
i, j=1
Dj (aij (x, u) Diu)+ 12 :
n
i, j=1
Dsaij (x, u) Diu Dju+$(u)=0
in D$(0);
(d) if A/H 10(0) and f satisfies condition (CPS) in A, then f satisfies
condition (PS) in A;
(e) if A/H 10(0) and $: H
1
0(0)  H
&1(0) is completely continuous,
then f satisfies condition (CPS) in A if and only if any (CPS)-sequence for
f in A is bounded in H 10(0);
(f ) if G (x, s) := s0 g~ (x, {) d{ and  is defined by
(u)=|
0
G (x, u),
then $: H 10(0)  H
&1(0) is completely continuous.
In the remainder of this paper, we consider a Carathe odory function
g: 0_R  R, we let G(x, s) := s0 g(x, {) d{ and we denote by f the func-
tional on H 10(0) defined by (1.1). We assume that hypotheses (a.1) to (a.4)
hold throughout, while (a.5) will be assumed whenever needed, and the
assumptions on g will be specified in each section.
275NONTRIVIAL SOLUTIONS
File: 505J 325409 . By:CV . Date:15:05:97 . Time:11:12 LOP8M. V8.0. Page 01:01
Codes: 2456 Signs: 1305 . Length: 45 pic 0 pts, 190 mm
4. THE PALAISSMALE CONDITION
Lemma 4.1. Assume that (g.1) and (g.3) hold. Let (uh) be a sequence
in H 10(0), weakly convergent to a function u and \h>0 with \h  .
Then,
g(x, \huh)
\h
 mu strongly in L2n(n+2)(0),
G(x, \huh)
\2h

1
2
m u2 strongly in L1(0).
Proof. Up to a subsequence, we may assume that uh  u almost
everywhere. Then, it is easily seen that g(x, \h uh(x))\h  m(x) u(x) for
a.e. x # 0. Moreover,
| g(x, \h uh(x))|
\h
a(x) |uh(x)|
for a.e. x # 0; since a |uh |  a |u| strongly in L2n(n+2)(0), from (a variant of )
Lebesgue’s (dominated convergence) theorem we deduce that g(x, \huh)\h 
m u in L2n(n+2)(0). The second conclusion of the lemma is reached in a
similar way. K
Lemma 4.2. Let (a.5), (g.1), (g.3) and (g.4) be satisfied. Moreover,
assume that 0 is not an eigenvalue of A .
Then, every (CPS)-sequence for f is bounded in H 10(0).
Proof. By contradiction, let (uh)/H 10(0) and (wh)/H
&1(0) with
&uh&  +, wh  0, ( f (uh)) bounded and
|
0
:
n
i, j=1
aij (x, uh) Diuh Djv+ 12 |
0
:
n
i, j=1
Ds aij (x, uh) Diuh Djuh v
&|
0
g(x, uh)v=(wh , v) for all v # C0 (0). (4.3)
Set u~ h := uh&uh& and let u be such that (up to a subsequence) (u~ h) con-
verges weakly to u in H 10(0), strongly in L
2(0) and almost everywhere. Let
=>0 be fixed. Due to (a.4) and the BrezisBrowder Theorem [4], equa-
tion (4.3) holds for v=uh . Using (g.4) and (a.4) again we obtain
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0|
0
:
n
i, j=1
Ds aij (x, uh) Diuh Djuh uh
=&|
0
:
n
i, j=1
aij (x, uh) Diuh Djuh+|
0
g(x, uh)uh+(wh , uh)
&2 f (uh)+&a=&1+=C &uh &+&wh&&1, 2 &uh& ,
where the constant C does not depend on h and =. Since ( f (uh)) is bounded,
wh  0 and = is arbitrary, it follows that
|
0
:
n
i, j=1
Ds aij (x, uh) Diu~ h Djuh uh  0 as h  . (4.4)
For r>0, define r : R  R by
s if |s|r
r (s)={r if sr&r if s&r.
Then, (4.3) holds for v=r (uh) # H 10(0) & L
(0), &r (uh)&&uh& and we
have, using (a.4) and (g.1):
|
[ |uh|r]
:
n
i, j=1
aij (x, uh) Diuh Djuh
=|
0
:
n
i, j=1
aij (x, uh) Diuh Dj (r (uh))
|
0
:
n
i, j=1
aij (x, uh) Diuh Dj (r (uh))
+
1
2 |0 :
n
i, j=1
Dsaij (x, uh) Diuh Djuh r (uh)
=|
0
g(x, uh) r (uh)+(wh , r (uh))rC &uh &+&wh&&1, 2 &r (uh)&
with the constant C independent of h and r. It follows that
|
[ |uh|r]
:
n
i, j=1
aij (x, uh) Diu~ h Djuh(C+1)r
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for h large enough. Let M>0 be such that
} :
n
i, j=1
Dsaij (x, s) !i !j }M :
n
i, j=1
aij (x, s) !i !j ,
according to (a.2) and (a.3); then
|
[ |uh|r] } :
n
i, j=1
Dsaij (x, uh) Diu~ h Djuh }M(C+1) r (4.5)
for large h. On the other hand,
|
[ |uh|>r]
:
n
i, j=1
Dsaij (x, uh) Diu~ h Djuh uh
r |
[ |uh|>r] } :
n
i, j=1
Dsaij (x, uh) Diu~ h Djuh }
so that
|
[ |uh|>r] } :
n
i, j=1
Dsaij (x, uh) Di u~ h Dj uh }r (4.6)
for large h, according to (4.4). Combining (4.5) and (4.6) and because r>0
is arbitrary, we conclude that
:
n
i, j=1
Dsaij ( } , uh) Diu~ h Djuh  0 strongly in L1(0). (4.7)
Next, write (4.3) for v=k(u), k # N, and divide by \h := &uh& :
|
0
:
n
i, j=1
aij (x, \hu~ h) Diu~ h Dj (k(u))
+
1
2 |0 :
n
i, j=1
Dsaij (x, \hu~ h) Di u~ h Djuh k(u)&|
0
g(x, \hu~ h)
\h
k(u)
=wh\h, k(u) .
Since for i, j=1, . . ., n and every fixed k,
aij (x, \hu~ h) Dj (k(u))  Aij (x) Dj (k(u)) strongly in L2(0),
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in view of Lemma 4.1 and (4.7), letting h   in the preceding equation
gives
|
0
:
n
i, j=1
Aij (x) Di u Dj (k(u))=|
0
muk(u).
Letting then k   yields (using Lebesgue’s theorem):
|
0
:
n
i, j=1
Aij (x) Di u Dju=|
0
mu2.
On the other hand, writing (4.3) for v=uh , dividing by \2h and using
(a.4) and Lemma 4.1 we have
|
0
:
n
i, j=1
aij (x, \hu~ h) Di u~ h Dju~ h|
0
g(x, \hu~ h)
\h
u~ h+wh\h, u~ h,
so that
lim sup
h |0 :
n
i, j=1
aij (x, uh) Diu~ h Dju~ h|
0
mu2=|
0
:
n
i, j=1
Aij (x) Diu Dj u.
(4.8)
Now, we have
& &Du~ h&Du&22|
0
:
n
i, j=1
aij (x, uh) Di (u~ h&u) Dj (u~ h&u)
=|
0
:
n
i, j=1
aij (x, uh) Diu~ h Dju~ h&2 |
0
:
n
i, j=1
aij (x, uh) Diu Dju~ h
+|
0
:
n
i, j=1
aij (x, uh) Diu Dju. (4.9)
Since for each i and j, aij (x, uh) Diu  Aij Diu strongly in L2(0), taking the
lim sup in (4.9) shows, in view of (4.8), that u~ h  u strongly in H 10(0). In
particular, u{0. Hence, we can pass to the limit in (4.3) divided by &uh&,
yielding:
|
0
:
n
i, j=1
Aij (x) Di u Djv=|
0
muv for all v # C0 (0),
contradicting the fact that 0 is not an eigenvalue of A . K
We are now in position to prove the
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Theorem 4.10. Let (a.5), (g.1), (g.3) and (g.4) hold. Moreover, assume
that 0 is not an eigenvalue of A .
Then, f satisfies condition (PS) in H 10(0).
Proof. Because of (g.1), the function g clearly has subcritical growth.
From the previous lemma and Theorem 3.7, we deduce that f satisfies
condition (CPS) in H 10(0), whence the assertion. K
5. CRITICAL GROUPS AT THE ORIGIN:
THE NONDEGENERATE CASE
Throughout this section, we assume that for a.e. x # 0 the function g(x, } ) is
differentiable at 0 and that there exist a # Ln2(0) and b0 such that
| g(x, s)|a(x) |s|+b |s| (n+2)(n&2)
for a.e. x # 0 and every s # R.
Since we believe that the results of this section could be useful also in
other situations, we prefer to treat the case of this more general non-
linearity g.
Lemma 5.1. Let (uh) be a sequence in H 10(0), weakly convergent to a
function u and \h>0 with \h  0. Then,
g(x, \huh)
\h
 Ds g(x, 0)u strongly in L2n(n+2)(0),
G(x, \huh)
\2h

1
2
Ds g(x, 0)u2 strongly in L1(0).
In particular,
lim
\  0 |0
G(x, \u)
\2
=
1
2 |0 Ds g(x, 0)u
2
uniformly on bounded subsets of H 10(0).
Proof. The proof is similar to the one of Lemma 4.1. Up to a subsequence,
uh  u almost everywhere. Then, g(x, \huh(x))\h  Ds g(x, 0) u(x) for a.e.
x # 0. Moreover,
| g(x, \h uh(x))|
\h
a(x) |uh(x)|+b\4(n&2)h |uh(x)|
(n+2)(n&2)
for a.e. x # 0. The function in the right member of this inequality being
strongly convergent to a|u| in L2n(n+2)(0), we deduce from (a variant of)
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Lebesgue’s theorem that g(x, \huh)\h  Ds g(x, 0)u in L2n(n+2)(0). The
second conclusion is reached similarly. K
Following [12], we define, for \>0, f\ : H 10(0)  R by
f\(u)=
f (\u)
\2
=
1
2 |0 :
n
i, j=1
aij (x, \u) Diu Dj u&|
0
G(x, \u)
\2
.
From Definition (3.1), it is easy to verify that
|df\| (u)=
1
\
|df | (\u).
We also let f0 : H 10(0)  R be the smooth quadratic form defined by
f0(u)= 12 |
0
:
n
i, j=1
aij (x, 0) Diu Dju& 12 |
0
Ds g(x, 0)u2.
Throughout this section we assume that the quadratic form f0 is non-
degenerate. We shall show that the critical groups of f and f0 at the origin
coincide.
Lemma 5.2. There exist \^>0 and M>0 such that, if the relation
|
0
:
n
i, j=1
aij (x, u) Di u Djv+ 12 |
0
:
n
i, j=1
Dsaij (x, u) Diu Dju v&|
0
g(x, u)v
=(w, v) \v # C0 (0) (5.3)
holds for some u # H 10(0) with &u&  \^ and some w # H
&1(0), then
&u&M&w&&1, 2 .
In particular, &u&M |df | (u) for every u with &u&\^.
Proof. By contradiction, assume that (5.3) is solved for u=uh #
H 10(0)"[0] and w=wh # H
&1(0) with uh  0 and &uh&h &wh &&1, 2 . Set
\h := &uh &, u~ h := uh \h , and let u be such that (up to a subsequence)
u~ h  u weakly in H 10(0) and almost everywhere. We have:
|
0
:
n
i, j=1
aij (x, uh) Diu~ h Dj v
+
\h
2 |0 :
n
i, j=1
Ds aij (x, uh) Diu~ h Dju~ h v&|
0
g(x, \hu~ h)
\h
v
=wh\h, v \v # C0 (0); (5.4)
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passing to the limit, by Lemma 5.1 we obtain
|
0
:
n
i, j=1
aij (x, 0) Diu Djv&|
0
Ds g(x, 0) uv=0 \v # C0 (0). (5.5)
Set v=uh in (5.3) (thanks to (a.4) and the Brezis-Browder Theorem);
dividing by \2h and using (a.4), Lemma 5.1 and (5.5) yields
lim sup
h \|0 :
n
i, j=1
aij (x, uh) Diu~ h Dju~ h+
lim
h \|0
g(x, \hu~ h)
\h
u~ h+wh\h, u~ h+
=|
0
Ds g(x, 0)u2=|
0
:
n
i, j=1
aij (x, 0) Diu Dju
Therefore, via an inequality similar to (4.9) and the reasoning that follows
it, (u~ h) is shown to converge to u, strongly in H 10(0); in particular, we have
that u{0 so that (5.5) contradicts the fact that f0 is nondegenerate.
The last conclusion is given by Theorem 3.7. K
Let ’ : [0, 4[  [0, +[ be a function of class C1 such that ’(t)=0 for
t # [0, 1], strictly convex on [1, 4[, and with ’(t)  + as t  4. For each
\0, define f \ : B(0; 2)  R by
f \(u)=f\(u)+ 12’(&u&
2).
Lemma 5.6. There exist \ >0, = >0 and M>0 such that for all
\ # [0, \ ] and all u # B(0; 2) with f \(u)&= , we have &u&M |df \ | (u).
Proof. Since for &u&<1 we have f \(u)=f\(u), \0, and since
|df0 | (u)=& f $0(u)&, and |df\ | (u)=(1\) |df | (\u), \>0, because of the
previous lemma and the fact that f0 is nondegenerate, it is enough to prove
the result for u with &u&1.
Proceeding as in Lemma 5.2, we show the existence of \ , = , M>0 such
that for 0<\\ , u # H 10(0), &u&1, with f \(u)&= , and w # H
&1(0)
the relation
|
0
:
n
i, j=1
aij (x, \u) Diu Dj v+
\
2 |0 :
n
i, j=1
Dsaij (x, \u) Diu Djuv
&|
0
g(x, \u)
\
v+’$(&u&2)(u | v)=(w, v) \v # C0 (0), (5.7)
implies &u&M &w&&1, 2 .
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By contradiction, assume that (5.7) is solved for some \h>0, uh # B(0; 2)
and wh # H&1(0) with \h  0, &uh&1, f \h(uh)&(1h) and &uh &
h &wh&&1, 2 . Up to a subsequence, (uh) is convergent to some u weakly in
H 10(0) and a.e. Letting v=uh in (5.7), as before, we first find that
(’$(&uh &2)) is bounded. Thus, we may assume that ’$(&uh&2)  *0.
Moreover, going to the limit yields
|
0
:
n
i, j=1
aij (x, 0) Diu Dj v&|
0
Ds g(x, 0) uv=&*(u | v) \v # C0 (0).
(5.8)
Since
lim inf
h
’$(&uh&2) &uh &2* &u&2,
as before it follows that (uh) is strongly convergent to u in H 10(0); in
particular, *=’$(&u&2) and &u&1.
Now, we deduce from (5.8) that
&’$(&u&2) &u&2+’(&u&2)=2 f 0(u)=2 lim
h
f \h(uh)0 ;
on the other hand, ’(t)<’$(t) t if t>1, so that &u&1. Hence &u&=1, so
that *=’$(&u&2)=0, and (5.8) shows that f0 is degenerate, which is absurd.
The case \=0 can be treated in a similar (and simpler) way. K
Lemma 5.9. There exist =>0 and \0>0 such that:
(a) for every \ # [0, \0], the unique possible critical point u of f \ with
f \(u)&2= is the origin;
(b) for every \ # [0, \0], the function f \ satisfies condition (PS) in
[u # B(0; 2): f \(u)&2=] ;
(c) for every \ # ]0, \0], for every q0 and for every c # [&=, 0], we
have
Cq( f ; 0)=Cq( f \ ; 0)=Hq(B(0; 2), f c\),
Cq( f0 ; 0)=Cq( f 0 ; 0)=Hq(B(0; 2), f c0);
(d) for every \, \$ # [0, \0] with \\$ we have f \&=/ f \$&=2.
Proof. Assertions (a) and (b) obviously follow from Lemma 5.6 (with
\0=\ and === 2).
In order to prove assertion (c), we wish to use the deformation theorem
[10, Theorem 2.10]. However, since B(0; 2) is not complete we shall use
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the following device: let , : H 10(0)  B(0; 2) be an origin-preserving homeo-
morphism such that for any R>0 there exists :R>0 with
&,(u)&,(v)&:R &u&v& whenever u, v # B(0; R)
and ,&1(B(0; +)) is bounded for any +<2. For \0, define f \ : H 10(0)  R
by f \(u)= f \(,(u)). Then, from the definition of weak slope it is easy to
show that for any u # B(0; R) it holds:
|df \ |(u):R |df \ |(,(u)).
Thus, we derive from Lemma 5.6 that for 0\\0 , the origin is the only
possible critical point of f \ , and that f \ satisfies condition (PS) in H 10(0)
(observe that if (uh)/H 10(0) is such that ( f \(uh)) is bounded, then (uh) is
bounded). Now, according to [10, Theorem 2.10], there exists a deformation
H : (H 10(0), f
0
\ _ [0])_[0, 1]  (H
1
0(0), f
0
\ _ [0]) with H(H
1
0(0), 1)/
f 0\ _ [0]. Defining H : B(0; 2)_[0, 1]  B(0; 2) by
H (u, t)=,(H(,&1(u), t))
we obtain that f 0\ _ [0] is a weak deformation retract of B(0; 2).
Now, from (a), (b) and [10, Theorem 2.10] again, f c\ is a weak defor-
mation retract of f 0\ for every c # [&=, 0]. The properties of singular
homology allow to conclude that Cq( f \ ; 0)=Hq(B(0; 2), f \c) for \ #
[0, \0], q0 and c # [&=, 0]. Since f\ and f \ agree on B(0; 1) and
the pair (( f 0 _ [0]) & B(0; \) , f 0 & B(0; \)) is homeomorphic to the pair
(( f 0\ _ [0]) & B(0; 1) , f
0
\ & B(0; 1)) for every \>0, the other equalities
follow.
Finally, let us prove (d ). By Lemma 5.1, up to decreasing \0 , we have
} |0
G(x, \u)
\2
&
1
2 |0 Dsg(x, 0)u
2 }=4
whenever 0<\\0 and u # B(0; 2). From assumption (a.4) we have
:
n
i, j=1
aij (x, \u) Diu Dj u :
n
i, j=1
aij (x, \$u) Diu Dju
for any \\$0 and the assertion follows. K
In the remainder of this section, \0 and = denote positive real numbers
defined according to the previous lemma.
Lemma 5.10. Let &=a<b<0. Then, for every \ # ]0, \0] there exists
a neighborhood [;, :] of \ in ]0, \0] such that for every t, s # [;, :] with
ts we have f as / f
b
t and the inclusion map is a homotopy equivalence.
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Proof. It is easy to show that
lim
\$  \ |0
G(x, \$u)
\$2
=|
0
G(x, \u)
\2
uniformly on B(0; 2). Therefore, thanks to assumption (a.4), there exists a
neighborhood [;, :] of \ in ]0, \0] such that f as / f
b
t whenever ;t
s:. Without loss of generality, we can assume that ;2&(a2=):2.
Now, let ;ts:, let d=(t2s2)b and denote by i : f as  f
b
t the inclu-
sion map. If v # f &2=t and t{s, the definition of the f\ ’s and the
convexity of ’ imply that
f { \ t{ v+
t2
{2
f t (v)< &
t2
{2
2=a, f t \t{ v+<b.
Therefore, we can define a continuous map . : f &2=t  f
a
s and a homotopy
H : f &2=t _[0, 1]  f
b
t by
.(u)=
t
s
u , H(u, )=
t
t+(s&t)
u.
Then, i b . is homotopic, through H, to the inclusion f &2=t  f
b
t , which is
a homotopy equivalence by (a), (b) of the previous lemma and the Non-
critical Interval Theorem [7]. It follows that i b . itself is a homotopy
equivalence.
On the other hand, if t{s and v # f {b, we have
f s \{s v+
{2
s2
f {(v)<
{2
s2
bd ,
f s(u)<a O f s \{s u+<d.
Therefore, we can define a continuous map  : f bt  f s
d and a homotopy
K : f as_[0, 1]  f s
d by
(u)=
t
s
u, K(u, )=
s+(t&s)
s
u.
Then,  b i is homotopic, through K, to the inclusion f as  f s
d, which is
again a homotopy equivalence by (a), (b) of the previous lemma and the
Noncritical Interval Theorem. It follows that  b i itself is a homotopy
equivalence. K
285NONTRIVIAL SOLUTIONS
File: 505J 325419 . By:CV . Date:15:05:97 . Time:11:12 LOP8M. V8.0. Page 01:01
Codes: 3807 Signs: 2267 . Length: 45 pic 0 pts, 190 mm
In conclusion, we have
f &2=t w
. f as w
i f bt w
 f ds
where i b . and  b i are both homotopy equivalences. It follows that i also
is a homotopy equivalence.
Lemma 5.11. Let &=2a<0. Then, for every \ # ]0, \0] the inclusion
f &=\0 / f
a
\ is a homotopy equivalence.
Proof. Let &=2a<0 and let R be the set of \’s in ]0, \0] such that
for every t # [\, \0] the inclusion f &=\0 / f
a
t is a homotopy equivalence. By
the previous lemma, R is not empty. Let \=inf R. We have to show that
\=0. By contradiction, assume that \>0. Let b # ]a, 0[ and let [;, :] be
a neighborhood of \ in ]0, \0], according to the previous lemma. Then the
inclusions f &=\0 / f
a
: and f
a
:/ f
b
t are both homotopy equivalences, for
each t # [;, :]. It follows that the inclusion f &=\0 / f
b
t is also a homotopy
equivalence. On the other hand, f &=\0 / f t
a, and the inclusion f ta/ f bt is a
homotopy equivalence, by the Noncritical Interval Theorem. Therefore, the
inclusion f &=\0 / f
a
t is a homotopy equivalence for each t # [;, :]. It follows
that inf R;, hence a contradiction. K
Lemma 5.12. Let &=2<b0. Then, the inclusion f &=\0 / f
b
0 induces an
isomorphism in singular homology.
Proof. In this proof all homomorphisms are induced by inclusions. Let
&=2<b0 and let q be a nonnegative integer. We first show that
i : Hq ( f &=\0 )  Hq ( f
b
0) is an epimorphism. Let x # Hq ( f
b
0); since singular
homology has compact supports, we find a compact subset A of f b0 such
that x belongs to the range of k: Hq (A)  Hq ( f bt ). Let a # [&=2, b[ and
\ # ]0, \0] be such that A/ f a\/ f
b
0 . This is possible, because f\  f0 ,
as \  0, uniformly on compact subsets of H 10(0). Then x belongs also
to the range of k$: Hq ( f a\)  Hq ( f
b
0). By the previous lemma,
j: Hq ( f &=\0 )  Hq ( f
a
\) is an isomorphism. Therefore, x belongs to the
range of i.
We show that i is a monomorphism. Let x # Hq ( f &=\0 ) with i(x)=0.
Using again the compact supports property of singular homology, we
find compact sets B/ f &=\0 , A/ f
b
0 with B/A and y # Hq (B) such that
j( y)=x and k( y)=0, where j: Hq(B)  Hq ( f &=\0 ) and k: Hq (B)  Hq (A).
As before, let a # [&=2, b[ and \ # ]0, \0] be such that A/ f a\/ f
b
0 .
Then y is in the kernel of k$: Hq (B)  Hq ( f a\). On the other hand,
i $: Hq ( f &=\0 )  Hq ( f
a
\) is an isomorphism by the previous lemma. Therefore,
y is in the kernel of j, namely x=0. K
286 CORVELLEC AND DEGIOVANNI
File: 505J 325420 . By:CV . Date:15:05:97 . Time:11:12 LOP8M. V8.0. Page 01:01
Codes: 2755 Signs: 1689 . Length: 45 pic 0 pts, 190 mm
Theorem 5.13. The origin is an isolated critical point of f and an
isolated weak solution of (P). Moreover, we have Cq ( f ; 0)=Cq ( f0 ; 0) for all
integers q.
Proof. Let &=2<b0. By the previous lemma, we know that the
inclusion f &=\0 / f
b
0 induces an isomorphism in singular homology. By the
Five Lemma (or, alternatively, considering the long exact sequence of the
triple (B(0; 2), f b0 , f
&=
\0
)), also the inclusion (B(0; 2), f &=\0 )/(B(0; 2), f
b
0)
induces an isomorphism in singular homology. From (c) of Lemma 5.9 we
deduce that
Cq ( f ; 0)=Hq (B(0; 2), f &=\0 )=Hq (B(0; 2), f
b
0)=Cq ( f0 ; 0) .
Since Cq ( f ; 0){[0] for some q, we have that 0 must be a critical point
of f, according to Proposition 3.3. By Lemma 5.2, it is an isolated weak
solution of (P). K
6. CRITICAL GROUPS AT THE ORIGIN:
THE DEGENERATE CASE
Throughout this section, we suppose that hypotheses (a.5), (g.1), (g.2),
(g.3) and (g.5) hold. Moreover, we assume that 0 is not an eigenvalue
of A . We consider the functionals f\ : H 10(0)  R, \0, as defined in
Section 5.
Lemma 6.1. For any \>0 the inclusion f 0\/f
0
0 induces an isomorphism
in singular homology.
Proof. It follows from (a.4) and (g.5) that for any 0\$\ we have
f\$f\ ; consequently, for any \>0, * # ]0, 1] and u # H 10(0) it holds
f\(*u)=
f (\*u)
\2
=*2f*\(u)*2f\(u).
Now, let \>0 and q a nonnegative integer be fixed, and let
i : Hq ( f 0\)  Hq ( f
0
0) be induced by inclusion. We first show that i is an
epimorphism. Let x # Hq ( f 00), A a compact subset of f
0
0 and y # Hq (A) such
that x=j( y), where j: Hq (A)  Hq ( f 00) is induced by inclusion. Let
\$ # ]0, \] be such that A/f 0\$ (recall that f\  f0 , as \  0, uniformly on
compact subsets of H 10(0)). Define, for u # A and t # [0, 1]:
H(u, t)=
t\$+(1&t)\
\
u.
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Since
f0(H(u, t))f\$(H(u, t))=f\$\t\$+(1&t)\\ u+
\t\$+(1&t)\\ +
2
f\$(u)<0,
it follows that H: A_[0, 1]  f 00 . Moreover, we have
f\(H(u, 1))=f\\\$\ u+=\
\$
\ +
2
f\$(u)<0.
Letting . := H( } , 1): A  f 0\ and .~ : Hq (A)  Hq ( f
0
\) be the induced
homomorphism, we thus see, using the homotopy property of singular
homology, that x=j( y)=i(.~ ( y)).
We show that i is a monomorphism. Let x # Hq ( f 0\) with i(x)=0, A
and B be compact sets with A/f 00 , B/f
0
\ and B/A such that, letting
j: Hq (B)  Hq ( f 0\) and k: Hq (B)  Hq (A) denote the homomorphisms
induced by inclusion, there exists y # Hq (B) with j( y)=x and k( y)=0. Let
\$ # ]0, \] be such that A/f 0\$ and consider H(u, t) as defined by (6.2) for
(u, t) # A_[0, 1]. Then, H( } , 1) maps A into f 0\ again, and
f\(H(u, t))\t\$+(1&t)\\ +
2
f\(u)<0
whenever u # B. Letting . := H( } , 1): A  f 0\ ,  := . |B and denoting by .~ ,
 the respective induced homomorphisms, we conclude that j= =.~ b k so
that x=j( y)=.~ (k( y))=0. K
Theorem 6.3. Assume that f has no critical point u{0 with f (u)0.
Then, the origin is a critical point of f and Cq ( f ; 0)=Cq ( f0; 0) for all
integers q.
Proof. It is easily seen that f 00 _ [0] is a weak deformation retract of
H 10(0). Since f satisfies condition (PS) in H
1
0(0) (Theorem 4.10) and has
no critical point u{0 with f (u)0, also f 0 _ [0] is a weak deformation
retract of H 10(0) ([10, Theorem 2.10]). Using the previous lemma, we
obtain, as in the proof of Theorem 5.13, that Cq ( f ; 0)=Cq ( f0; 0) for all
integers q. Since Cq ( f ; 0){[0] for some q, the origin must be a critical
point of f. K
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7. BEHAVIOR AT INFINITY
Throughout this section we assume that (a.5) holds and we suppose that
there exist a # L2n(n+2)(0) and b # Ln2(0) with
| g(x, s)|a(x)+b(x) |s|
for a.e. x # 0 and every s # R.
Lemma 7.1. Let (uh) be a sequence in H 10(0), weakly convergent to a
function u and \h  +. Then,
G(x, \huh)&G(x, \hu)
\2h
 0 strongly in L1(0).
Proof. For a.e. x # 0 we have
|G(x, \huh)&G(x, \hu)|
\2h

a(x)
\h
|uh&u|+b(x)( |uh |+|u| ) |uh&u|
where the right-hand term is strongly convergent to 0 in L1(0). K
Lemma 7.2. Let V be a closed (linear) subspace of H 10(0). If
lim inf
u # V
&u&  
1
&u&2 _ 12 |0 :
n
i, j=1
Aij (x) Diu Dju&|
0
G(x, u)&>0
then
lim inf
u # V
&u&  
f (u)
&u&2
>0.
Proof. Let (uh)/V with &uh &   and set \h := &uh &, u~ h := uh \h . Up
to a subsequence, we assume that u~ h  u weakly in H 10(0) and almost
everywhere, and that there exists
; := lim
h
f (\h u~ h)
\2h
=lim
h _
1
2 |0 :
n
i, j=1
aij (x, \h u~ h) Diu~ h Dj u~ h&|
0
G(x, \h u~ h)
\2h & ;
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we show that ;>0, hence the result. Since u # V, we have
lim inf
h _
1
2 |0 :
n
i, j=1
Aij (x) Diu Dj u & |
0
G(x, \hu)
\2h &0
(indeed, the inequality is strict if u{0), so that we may assume, without
loss of generality, that
;lim inf
h _
1
2 |0 :
n
i, j=1
Aij (x) Diu Dju&|
0
G(x, \hu)
\2h & .
On the other hand, we have
0
&
2
&Du~ h&Du&22

1
2 |0 :
n
i, j=1
aij (x, \hu~ h) Diu~ h Dj u~ h
&|
0
G(x, \hu~ h)
\2h
&|
0
:
n
i, j=1
aij (x, \hu~ h) Diu Dju~ h
+
1
2 |0 :
n
i, j=1
aij (x, \hu~ h) Diu Dju+|
0
G(x, \h u~ h)
\2h
. (7.3)
Since for any i, j=1, . . ., n, aij ( } , \hu~ h) Diu converges to Aij Diu strongly in
L2(0), taking the lim sup in (7.3) and using Lemma 7.1 shows that u~ h  u
strongly in H 10(0). It follows that u{0 and
;=lim
h _
1
2 |0 :
n
i, j=1
Aij (x) Diu~ h Dju~ h&|
0
G(x, \hu~ h)
\2h &>0. K
Lemma 7.4. Let V be a closed (linear) subspace of H 10(0). If
lim sup
u # V
&u&  
1
&u&2 _
1
2 |0 :
n
i, j=1
Aij (x) Diu Dju & |
0
G(x, u)&<0
then
lim sup
u # V
&u&  
f (u)
&u&2
<0.
Proof. This is obvious because of (a.4). K
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8. PROOF OF THE MAIN RESULTS
Proof of Theorem 2.1. We consider the case *j (0)<0<*j (). Without
loss of generality, we may assume that f has only a finite number of critical
points. Set:
j := min[ j0 : *j+1()>0] ,
let X& denote the subspace of H 10(0) spanned by the eigenvectors corre-
sponding to the j first eigenvalues of A (possibly, X&=[0]), and X+
denote the closure of the subspace of H 10(0) spanned by the other eigen-
vectors of A . Define f : H 10(0)  R by
f(u)= 12 |
0
:
n
i, j=1
Aij (x) Diu Dj u& 12 |
0
mu2;
since 0 is not an eigenvalue of A , the quadratic form f is nondegenerate
with Morse index j , and we have
lim inf
u # X+
&u&  
f(u)
&u&2
=lim inf
u # X+
&u&  
1
&u&2 _
1
2 |0 :
n
i, j=1
Aij (x) Diu Dju&|
0
G(x, u)&>0,
and
lim sup
u # X&
&u&  
f(u)
&u&2
=lim sup
u # X&
&u&  
1
&u&2 _
1
2 |0 :
n
i, j=1
Aij (x) Diu Dju&|
0
G(x, u)&<0,
due to (g.3): see Lemma 4.1. Being f bounded on bounded subsets of
H 10(0), it thus follows from Lemma 7.2 that infX+ f>&. From
Lemma 7.4 it follows that
lim
u # X&
&u&  
f (u)=&.
According to Theorem 4.10, we can therefore apply Theorem 3.5 to obtain
the existence of a critical point u of f with Cj( f ; u ){[0].
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On the other hand, because *j (0){0 for all j ’s, the quadratic form
f0(u)= 12 |
0
:
n
i, j=1
aij (x, 0) Di u Dju& 12 |
0
m0u2
is nondegenerate with Morse index equal to
j0 : =max[ j1: *j (0)<0];
from Theorem 5.13, we have
Cq( f ; 0)&Cq( f0 ; 0)&$qj0 } R
so that u {0 since j<j0 .
In the case *j (0)>0>*j (), we define
j=max[ j1: *j ()<0] , j0=min[ j0: *j+1(0)>0],
so that j>j0 , and the rest of the proof is the same as before. K
The proof of Theorem (2.2) is similar. Assume, by contradiction, that f
has no nontrivial critical point. If
j0 :=max[ j1: *j (0)<0],
from Definition 3.2 and Theorem 6.3 we deduce that
Cq( f ; 0)&Cq( f0 ; 0)&$qj0 } R.
Then we can argue as before.
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