We study the homogenization of reflected SDEs with locally periodic coefficients and highly oscillating drift. Our method is entirely probabilistic, and builds upon earlier works of Tanaka, Benchérif-Madani and Pardoux, and Bensoussan et al. We extend, to Tanaka's theorem locally periodic case.
Introduction
Let L ε be a uniformly elliptic second-order partial differential operator of the form (2.11) indexed by a parameter ε > 0. The homogenization problem for an elliptic equation consists in computing the limit as ε ↓ 0, of the solution u ε (x) of L ε u ε = f in a domain D of R d subject to an appropriate boundary condition under the assumption that the coefficients a i j (x), b i (x), and c i (x) are periodic, almost periodic, or more generally, stationary random fields. In a probabilistic approach the problem becomes the following. What is the limit of the laws of the diffusion processes X ε t with generator L ε as ε → 0? This kind of problem has been studied for diffusion processes in the whole of R d by Freȋdlin [5, 6] and Bensoussan et al. [3] , and in the case of the presence of boundary conditions by Tanaka [13] ; and in this paper, we will consider the case of locally periodic coefficients and generalize [13, Theorem 2.2] . This result of Tanaka is used by Ouknine and Pardoux [9] , the authors have combined the probabilistic approach of Pardoux [10] with backward stochastic differential equations, in order to derive homogenization results for semilinear parabolic PDEs with periodic highly oscillating drift and nonlinear term and nonlinear Neumann boundary conditions. We note that Benchérif-Madani and Pardoux [1, 2] deal in the locally periodic case with the same problem with a Cauchy boundary condition.
The paper is organized as follows. In Section 2, we give our assumptions, notation, and the problem formulation. In Section 3 we deal with the main result and its proof.
2 Locally periodic homogenization of reflected diffusion
Reflected diffusion with rapidly oscillating and locally periodic coefficients
Let D = {(x 1 ,...,x d ) ∈ R d ,x 1 > 0}, the functions σ :
periodic with respect to the second variable; of period 1 in each direction in D), and γ 1 (x, y) = 1. We note a = σ(x, y) t σ(x, y)/2 and we define some family of operators indexed by x and acting on y. By convention ∂ i means ∂ yi : 
2) The partial derivatives ∂ x ζ(x, y) as well as the mixed derivatives ∂ 2 xy ζ(x, y) exist and are continuous, ζ = a,b,c, and
3) The coefficients are bounded, that is, there exists a constant c such that for any ζ = a,b,c, and γ,
The system
By requirement there exist a L x,y -diffusion on R d with generator L x,y and by Y -periodicity assumption on the coefficients this process induces diffusion process U x on the d-dimensional torus T d , moreover this diffusion process is ergodic. We denote by m(x,·) its unique invariant measure. In order for the process with generator L x to have a limit in law as ε → 0, we need the following condition to be in force.
A. Diakhaby and Y. Ouknine 3 (H.4) Centering condition: for all x,
(2.5)
Notations.
We use the following notation for any functions ζ(x, y) or ξ(x): 
We write u = H x ϕ for the solution u of
Then H x sends functions defined on ∂D to functions defined on D, while Γ x H sends functions on ∂D to functions on ∂D, where
There exist a unique Markov process on ∂D with generator Γ x H x . By the periodicity assumption this Markov process induces a Markov process on the torus T d−1 ; let m(x,·) be the invariant measure of the induced Markov process. We set 
where X ε,1 denotes the first component of the process X ε . We recall that D = R d + , so that X ε lives in D, that is, X ε,1 remains nonnegative, and φ ε increases when and only when X ε,1 is zero, just to keep it nonnegative.
Let
be the operators acting on x, so the diffusion process X ε t is an (L ,Γ )-diffusion. We define
φ is continuous and increasing,
The operators L 0 and Γ 0 are acting on x.
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Main result
We can now state our main results, which are a generalization of Tanaka [ 
where M X (resp., M X ε ) is the martingale part of X (resp., X ε ), and φ (resp., φ ε ) is the local time of X 1 (resp., X ε,1 ) at 0.
Remark 3.2 (Skorohod equation). We have
where
and using the boundedness of the coefficients, with probability one, we have
and for t − s ≤ 2 ,
Then we have from [1] , that U converge in law sense to U (i.e., U ⇒ U). We have, by the Skorohod equation, that (X ε,1 ,φ ε ) is associated to U ε,1 :
According to the above result, the above remark, and Słomiński [11, Corollary A.3], we have the following. Lemma 1] it is easy to reach the following result. A. Diakhaby and Y. Ouknine 7 We need the following. and these derivatives are continuous.
Now we can give a result about tightness.
Lemma 3.8. There exists a constant c such that for all > 0 and 0 ≤ s < t ≤ T,
Proof. Let t i be as in Corollary 3.6 and let 0 ≤ s < v ≤ t ≤ T, we can write 
Nt .
(3.28)
So we have now We define
Nt ,
So, we have
we can compute S
3, ,i
Nt to have
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where Nt } 1≤i≤3 the last three terms in (3.34). We obtain 
We can now state the following theorem, which deals with the order of magnitude of the R Nt .
Theorem 3.11. With the notations above, the decomposition 
10,
Nt tend to zero in probability, as ε tend to zero.
In order to identify the limit points of P X , it suffices to do so for those of P X . We use the martingale problem with reflection approach. 
Under our assumptions, X (by abuse) is solution of the submartingale problem, hence X t ∈ D, t ≥ 0, and there exists a continuous, nondecreasing process λ such that 
