Ahstract-A band-limited signal of finite energy can be reconstructed from its samples taken at the Nyquist rate. Moreover, the reconstruction is stable, a feature crucial for implementation: a small error in the sample values generates ollly a correspondingly small error in the resulting signal. The Nyquist sample values are mutually independent, so that knowledge of them in a given interval -T :'> t :s 0 provides hardly any infonnation about the behavior of the signal outside the interval. However, when the samples are taken at a greater rate -a case referred to as "oversampling"-they are interrelated, and this redundancy can be exploited in various ways to improve the behavior of the reconstruction procedure. A natural question is whether it can also be used to fonn accurate estimates of the signal outside the interval of observation; this problem is relevant as well to prediction theory. With oversampling, when T = 00, so that the samples are known on the entire half· line t < 0, they detennine the signal everywhere, although the reconstruction is now no longer stable. Here we examine the case of finite T; of course, a finite amount of data can yield only limited accuracy. We prove that the samples can be used to fonn an approximation to the signal outside the sampling interval, with an error which, asymptotically as T --+ 00, decreases exponentially in T, over a range which grows linearly with T. However, as in the limiting case, these approximations are not useful in practice, since they require the sample values to be known exactly. In the presence of measurement error, the nature of the results changes: good approximations are now available for only a bounded distance outside the interval of observation, regardless of its length, and their accuracy and range of validity can be increased only by improving the precision of sample reading. Since physical measurements are never perfect, it is this conclusion which counts for applications. The same results hold for the extrapolation of bounded band-limited signals.
IEEE TRANSACTIONS ON INfOR.'dATlON THEORY. VOL. IT-32, No.4, JULY 1986 Extrapolating a Band-Limited Function from its Samples Taken in a Finite Interval HENRY J. LANDAU
(1)
Ahstract-A band-limited signal of finite energy can be reconstructed from its samples taken at the Nyquist rate. Moreover, the reconstruction is stable, a feature crucial for implementation: a small error in the sample values generates ollly a correspondingly small error in the resulting signal. The Nyquist sample values are mutually independent, so that knowledge of them in a given interval -T :'> t :s 0 provides hardly any infonnation about the behavior of the signal outside the interval. However, when the samples are taken at a greater rate -a case referred to as "oversampling"-they are interrelated, and this redundancy can be exploited in various ways to improve the behavior of the reconstruction procedure. A natural question is whether it can also be used to fonn accurate estimates of the signal outside the interval of observation; this problem is relevant as well to prediction theory. With oversampling, when T = 00, so that the samples are known on the entire half· line t < 0, they detennine the signal everywhere, although the reconstruction is now no longer stable. Here we examine the case of finite T; of course, a finite amount of data can yield only limited accuracy. We prove that the samples can be used to fonn an approximation to the signal outside the sampling interval, with an error which, asymptotically as T --+ 00, decreases exponentially in T, over a range which grows linearly with T. However, as in the limiting case, these approximations are not useful in practice, since they require the sample values to be known exactly. In the presence of measurement error, the nature of the results changes: good approximations are now available for only a bounded distance outside the interval of observation, regardless of its length, and their accuracy and range of validity can be increased only by improving the precision of sample reading. Since physical measurements are never perfect, it is this conclusion which counts for applications. The same results hold for the extrapolation of bounded band-limited signals.
STATEMENT OF RESULTS
THE FUNDAMENTAL sampling theorem states that a band-limited signal f(t) of finite energy, normalized for convenience so that the bandwidth is Iwl < 7T, can be reconstructed from its samples taken at the Nyquist (here, unit) rate. The reconstruction is given explicitly by the formula sin 7T( t -k)
f(t)=Lf(k) 7T(t-k) ,
which has the all-important additional virtue of stability: a small error in the sample values leads to a correspondingly small error in the reconstruction, so that reliable recovery of the signal is possible even when the samples are not known precisely. Moreover, the samples {f( k)} are mutu- O] give no useful information about the signal outside the interval of observation.
Matters are quite different when the sampling rate exceeds the Nyquist (a case referred to as "oversampling"), for then the sample values are interdependent. The resulting redundancy can be used to good effect in many situations; for example, it allows the reconstruction to be performed using functions which decrease more rapidly then (sin 'lT/)/t and which therefore produce faster convergence in (1) . A natural question is whether it also offers an opportunity for estimating the signal accurately from only a block of samples. As interpolation of the signal between its samples has been discussed from several points of view [3] , [5] , we concentrate here on extrapolation beyond the interval of observation.
The case when T = 00, that is, when the sample values are known on the entire half-line I < 0, is a useful limiting version to consider. Here the samples determine the signal everywhere, for if gl(/) and g2(t) are two functions, band-limited to Iwl .::;'IT, whose samples in t < 0 coincide, their difference is similarly band-limited, vanishes at the points ka, a < 1,k = 0, -1, -2,' .. , and so must vanish identically by a result on entire functions [1, p. 152 (5) It follows that the set of values at a point t = 7' of the functions of f(S, E) is a disk with center IS< 7') and radius
where
signal is possible for at most a bounded distance beyond the interval of observation, and that the accuracy of reconstruction cannot be improved by sampling more densely, but only by increasing the precision with which the data are known. We now focus on what can be done with samples from a finite interval of length T, a question which is relevant also the prediction theory. Since finitely many samples can never determine a band-limited function, we can no longer expect perfect extrapolatability, but we can hope that the information they provided is sufficient (together with some prior bound on size) to approximate the function accurately over a certain region outside the sampling interval. As in the case of the half-line, we will from the outset distinguish two reconstruction problems having very different answers. When the samples are given exactly, we will draw on the theory of analytic functions to construct an approximation over a range that grows linearly with T, and with an error that decreases exponentially in T. This extends previous results [2], [9] , which discuss the approximation only on intervals remaining fixed as T increases, and also improves the corresponding error estimates. On the other hand, when samples are known to merely finite precision, our earlier qualitative considerations apply without change to show that a good approximation is possible for no more than a bounded distance beyond the interval of observation, regardless of the size of T or the rate of oversampling. Since physical measurements can never be perfect, it is this latter result that matters in applications.
Specifically can assume any value, wherever h(t) * O. To obtain an intelligible problem, we impose from the outset a bound on the size of the signals to be considered, letting f(S, E) denote the collection of all signals in 8i12( 'IT) having the specified samples S, and also energy bounded by EZ: Theorem 2: When sample measurements are accurate only to within £ > 0 in amplitude or in total energy, good extrapolation is possible for only a bounded distance (having an order of magnitude -log £) beyond the interval of observation, regardless of the amount of data used.
Hence the only way to increase the range of extrapolatability is to improve the accuracy with which the samples are determined. Calculations which illustrate this are given in [4] . We thus have here another example of the familiar phenomenon that unstable reconstructions can behave very differently from stable ones.
persists also for energy. We conclude that, in theory, the data obtained by oversampling allow, asymptotically, good approximation up to a distance beyond the sampling interval that grows proportionally to the length of that interval.
The preceding results concern an approximation constructed from exact knowledge of the samples. If we suppose instead that the samples are known only within some error £, then the characterization (3) we can ask to extrapolate to t = T the values of that collection of function g( t) E !!l 00 ( 'Tr) which have prescribed samples {g(ka)}, -T < ka ::; 0, and for which Ig(t)1 ::; 1. The best extrapolation no longer has the simple form enjoyed by 1s(I); for a somewhat different norm, it has been determined in the illuminating paper [6] . However, it follows from the results of [7] that, just as in the finite-energy case, the best approximation still depends linearly on the observed samples and that the worst error is produced when these all vanish.
We prove Theorem 1 by using potential theory to estimate the size of a bounded function vanishing at the sampling points; thus Theorem 1 describes equally well the degree of accuracy with which bounded band-limited functions can be extrapolated. In that context, the conclusion concerning 02(a) can be strengthened, for our construction shows that a function of !!loo('Tr) which vanishes at {ka)}, -T ::; ka ::; 0, can attain its maximum at T = 02(a)T. Thus the point T = 02(a)T falls entirely outside the range of influence of the samples, and good extrapolation there is impossible. The hounds for o} and 02' some of which are given in Table I , evidently do not meet; their role is only to fix roughly the range of accurate extrapolatability. Table I also shows that this range is not very accurately estimated by considerations of the Nyquist rate [8] , which would suggest that (J -(a -1 -1)/2.
The approximation we discuss is in the uniform norm, but the bounds are sufficiently strong to apply as well to other measures, such as energy. That is, as Pr(t) measures the largest extrapolation error at t, the energy of that error over a set S is bounded by fsp} (t) 
ka)j'/T(t -ka)},
-T :$ ka s; 0. By (9), the linear subspace f(O, 00), consisting of all functions of f$2(7T) that vanish at the sample points, is precisely the orthogonal complement of L Let f be any element of f(S, 00) and let is be its projection onto L; as f and Is differ by an element of f(0, 00), Is E r( s, 00), that is, Is has the same sample values as does f. Moreover, for any g E f (S, 00), g -I, E r(0, 00), while Is E L is orthogonal to f(0, 00).
Thus, on writing
Paley-Wiener theorem, f$2 (7T) consists of precisely such func- The best approximation to this set, in the sense of minimizing the largest possible deviation, is then I, (T). The error in the approximation is the radius of the circle. It is, therefore, worst when II!, II = 0, that is, when extrapolating from vanishing sample values. This conclusion is well-known [7] .
tions. It follows that if f(t) E S@2(7T) and f(to) = 0, the function f(t) g(t)=--(t-td
We now fix a < 1 and study the asymptotics of Pr ( T) as and applying Schwarz's inequality, we find
On expanding F( w) in its Fourier series, we obtain the series converging in norm, and the Fourier transform of this series yields the sampling expansion (1). In (1) the series converges in norm by (6) , hence also uniformly by (8) . The construction shows that (
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Moreover, by means of (7) any f E 9/2 ('TT) can be extended from the real axis to an entire function of the complex variable t + iu, with growth in the complex plane bounded by 
-T s; ka s; 0, sUPllg( t) 1:$ I}, while However, and choosing D so that it intersects the reals in an interval barely larger than [ -1,0], the first integral approaches a finite negative value, while the second approaches zero. Of course, in the process a likewise becomes small. We can produce specific lower bounds for a1 (a) by selecting different regions D and computing the value of CJ at which the right side of (22) 
under the correspondingly resealed requirement of (22) that
with GD the Green's function of D. However, now we are free also to vary D. If the D, converge, the corresponding Green's functions converge, uniformly on compact subsets, so in the right side of (22) we can remove the restriction (17), as well as that of boundedness of D. Thus to establish (14) for a given value of r = Tao, it suffices to show that the right side of (22) LGT(Zk,t)
In the present case, these integrals can be found in closed form, for by noting that the conformal map llz transforms D into the plane slit along the reals from -1 to 1, that the inverse of 
We can gauge the amplitude of this signal at half-integer points, where sin lI't has magnitude 1. Again we find that at t = To, for
As a function of 0, this limit has its maumum in the range o < 0 < c, where we can rewrite it as fl fa.
( a-I -1) 0 log ( 0
and, by differentiating with respect to 0, conclude that the maximum occurs at the solution of
As we have seen, with the present choice of D, and ,\ = -/-l, the right side of (22) 'T~oT. In particular, for 'T in a bounded interval 'T~B, the associated a = 0, so that I' = p., hence </> = 71,and
The minimum of this in the corresponding range sin '7Ta12~p.1 is bounded by the value at the left endpoint, which yields the desired estimate -'Y~a-I log sin '7TaI2.
As (22) as was to be shown. Thus PT( 0"2 1')~k( O"z 1')/llkll = const./ ff, as was to be shown.
This demonstrates also that, analogously to the case of !!Ix, a neighborhood of (12 l' accounts for a nonzero fraction of the norm (here energy) of k (t).
