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Povzetek
Diplomsko delo opisuje implementacijo nove tekmovalne platforme za tek-
movanje Bober, ki je mednarodno tekmovanje v racˇunalniˇskem razmiˇsljanju
in pismenosti za osnovnosˇolce in srednjesˇolce. Do sedaj smo v Sloveniji za
izvedbo uporabljali sistem Majava, a smo ob povecˇanju sˇtevila tekmoval-
cev leta 2012 ugotovili, da sistem zaradi svoje implementacije in tehnicˇne
postavitve ni vecˇ primeren za izvajanje tekmovanj vnaprej.
Analizirali smo obstojecˇe delo na podrocˇju tekmovalnih platform, sesta-
vili kvantitativne in kvalitativne zahteve delovanja, razvili podatkovni mo-
del, implementirali vse potrebne funkcionalnosti in poskrbeli za postavitev
sistema. Nova platforma uporablja 3-slojno porazdeljeno arhitekturno za-
snovo, ki nam omogocˇa uspesˇno porazdelitev vseh slojev na vecˇ strezˇnikov,
s cˇimer smo zagotovili visoko razpolozˇljivost in povecˇljivost sistema.
Z novim sistemom smo v letu 2013/14 uspesˇno izvedli sˇolsko in drzˇavno
tekmovanje v Sloveniji in Srbiji s skoraj 20.000 tekmovalci.
Kljucˇne besede:




The thesis describes the implementation of a new platform for the Beaver
competition, an international competition in computer thinking and literacy
for pre-university students. In past we used Majava competition system. Due
to an increase in number participants, Majava implementation and technical
layout was found to be unsuitable for use in the upcoming years.
We analyzed existing work in the area of competition platforms, defined
quantitative and qualitative requirements, developed a data model, imple-
mented all the necessary functionality, and during production phase provided
a fully operational system. The new platform was created using 3-layer dis-
tributed architecture, which permits successful distribution of each layer on
multiple servers, and thus ensuring high availability and scalability.
In the years 2013/14 we used the system for successful organization of
school and national competitions in Slovenia and Serbia with almost 20,000
participants.
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AJAX (angl. Asynchronous JavaScript and XML) – skupina medsebojno
povezanih spletnih razvojnih tehnik, uporabljenih za ustvarjanje inte-
raktivnih spletnih aplikacij.
API (angl. Application programming interface) – definicija interakcije med
posameznimi programskimi komponentami.
CaaS (angl. Competition as a Service) – tekmovanje kot storitev
CSS (angl. Cascading Style Sheets) – preprosti slogovni jezik, ki skrbi za
prezentacijo strani.
DNS (angl. Domain Name System) – sistem, ki prevede uporabniku prija-
zna imena domen v sˇtevilko IP.
HTML (angl. HyperText Markup Language) – oznacˇevalni jezik za izdelavo
spletnih strani.
JSON (angl. JavaScript Object Notation) – odprto-standardni format, ki
omogocˇa zapis objektov v cˇlovesˇko berljivi obliki.
MVC (angl. model-view-controller) – model-pogled-nadzor, arhitekturni di-
zajn
ORM (angl. Object-relational mapping) – objektno-relacijska preslikava
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PDF (angl. Portable Document Format) – standard za izmenjavo elektron-
skih dokumentov, ki jih lahko prikazˇemo na vseh platformah.
PHP (angl. Hypertext Preprocessor) – odprtokodni programski jezik, ki se
uporablja za razvoj dinamicˇnih spletnih vsebin.
REST (angl. Representational state transfer) – preprost nacˇin za posˇiljanje
in prejemanje podatkov med odjemalcem in strezˇnikom.
SQL (angl. Structured Query Language) – strukturirani povprasˇevalni jezik




Diplomsko delo temelji na tekmovanju Bober in tezˇavah, ki so se pojavile
med izvajanjem tekmovanja v prejˇsnjem sˇolskem letu. Tekmovanje poteka
na spletu pod nadzorom mentorjev na posameznih sˇolah. Najvecˇja tezˇava
tekmovalne platforme je, da tekmovanje poteka v zelo omejenem cˇasovnem
obdobju, to je v enem samem tednu v novembru, kar v praksi pomeni, da v
4 dneh med 8:00 in 12:00 tekmuje vecˇina vseh tekmovalcev. V sˇolskem letu
2012–2013 je bilo v Sloveniji kar 8.500 tekmovalcev, v naslednjih letih pa se
pricˇakuje, da jih bo cˇedalje vecˇ.
Tezˇava obstojecˇega tekmovalnega sistema je bila, da ni bilo vecˇ mogocˇe
zagotoviti stabilnega delovanja vsem tekmovalcev v Sloveniji, saj sistem ni
vecˇ omogocˇal, da bi tekmovanje v enem tednu delovalo brez prekinitev. Pro-
blemi so se pojavili predvsem pri strezˇnikih, ker postavitev sistema nikoli ni
bila nacˇrtovana oz. izvedena tako, da bi le-ta lahko bil porazdeljen na vecˇ
strezˇnikov, s cˇimer bi bila omogocˇena boljˇsa dostopnost do sistema. Ob-
stojecˇi sistem Majava je razvila skupina finskih sˇtudentov v programskem
jeziku Ruby, brez uporabe naprednejˇsih ogrodij (framework), ki bi omogocˇili
enostavne dodelave in vzdrzˇevanje. V Sloveniji je bil ta sistem v uporabi
zadnja tri leta. Skozi leta je raslo sˇtevilo tekmovalcev, hkrati pa se je krcˇilo
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sˇtevilo sˇtudentov, ki poznajo osnovo tekmovalnega sistema Majava, kar je
privedlo do tega, da je projekt ostal brez vzdrzˇevalcev in brez nacˇina, kako
podpreti slovenske potrebe po kapacitetah za izvedbo tekmovanja.
Zaradi povecˇanja sˇtevila tekmovalcev obstojecˇa administracija v sistemu
Majava ne ustreza vecˇ potrebam administrativnih uporabnikov, vedno vecˇje
so tezˇave s preglednostjo podatkov, pomanjkljivimi funkcionalnostmi glede
na potrebe tekmovanja itd. Eno izmed problematicˇnih podrocˇij je tudi var-
nost, predvsem neobstoj sˇcˇitenja vsebin tekmovalnih nalog in nacˇin prijave
v administracijo, kjer se uporablja enostavna prijava (BasicAuth) in kjer so
vsa gesla v podatkovni bazi zapisana kot navadno besedilo, brez uporabe
zgosˇcˇevalnih funkcij (MD5, SHA-1 ...).
1.2 Tekmovanje Bober
Bober je mednarodno tekmovanje v racˇunalniˇskem razmiˇsljanju in pismenosti
za osnovnosˇolce in srednjesˇolce. Njegov glavni namen je povecˇati zanimanje
ucˇencev za racˇunalniˇstvo in informatiko. S tekmovanjem se otrokom zˇeli po-
kazati, da racˇunalnik ni le orodje za komuniciranje, brskanje po spletu, ure-
janje besedil ter poslusˇanje glasbe in gledanje filmov. Racˇunalnik je namrecˇ
neizcˇrpen vir zanimivih logicˇnih problemov, zaradi katerih racˇunalnicˇarju ni
nikoli dolgcˇas.
Na tekmovanju otroci spoznajo podrocˇje racˇunalniˇstva na zabaven in
poucˇen nacˇin. Tekmovalna vprasˇanja se navezujejo na algoritmicˇno razmi-
sˇljanje, logicˇno sklepanje, razvoj spretnosti za resˇevanje problemov, uporabo
informacijske tehnologije in njen vpliv v druzˇbi. Otroci ob tem spoznajo, da
je razmiˇsljanje in ustvarjalno resˇevanje problemov zanimivo in zabavno.
Tekmovanje v Sloveniji poteka v petih kategorijah: Cicibober (prva triada
OSˇ), Bobrcˇek (druga triada OSˇ), Mladi bober (tretja triada OSˇ), Bober (1.
in 2. letnik SSˇ), Stari bober (3. in 4. letnik SSˇ). Sˇolsko tekmovanje je vsako
leto organizirano v novembru. Najboljˇsi tekmovalci se uvrstijo na drzˇavno
tekmovanje v januarju.
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Tekmovanje je bilo prvicˇ organizirano v Litvi leta 2004 [52], sedaj pa
se izvaja zˇe v 24 drzˇavah po vsem svetu [51]. Organizator tekmovanja za
Slovenijo je ACM Slovenija [11] v sodelovanju z Univerzami v Ljubljani,
Mariboru in na Primorskem.
1.3 Primer tekmovalne naloge
Letaliˇscˇe [53]
Na letaliˇscˇu imajo krozˇni trak za prtljago, ki se vrti, kot je oznacˇeno na
sliki. Delavec nanj nalaga kovcˇke, tako da pred vsakim kovcˇkom izpusti dve
prazni mesti (pazi: dve prazni mesti, ne dve mesti) in postavi kovcˇek na
tretje prazno mesto.
Kako bo videti trak, ko bo delavec nanj nalozˇil vso prtljago s slike?
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Resˇitev: Pravilna resˇitev je na sliki B.
Nalogo lahko resˇujemo tako, da si predstavljamo, kako se vrti trak in
delavec polaga kovcˇke nanj.
Rezultat je enak resˇitvi B, le trak je nekoliko zasukan.
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Taksˇno resˇevanje ni preprosto – ne na papir, ne na pamet. Veliko eno-
stavneje je, cˇe si predstavljamo, da se trak ne vrti, temvecˇ delavec hodi okrog
njega v nasprotni smeri in polaga kovcˇke na vsako tretje prosto mesto. Re-
zultat je spet obrnjen nekoliko drugacˇe, a enak.
Racˇunalniˇsko ozadje
Kako racˇunalnik izvaja vecˇ – recimo deset – programov hkrati? V resnici
tega ne zna. Cˇe ima racˇunalnik procesor z enim samim jedrom (danasˇnji
imajo sicer pogosto sˇtiri, vendar to ne resˇi problema), je to tako, kot bi imel
eno samo glavo, ki lahko misli le eno stvar naenkrat. Racˇunalnik tako v
resnici ne pocˇne desetih stvari hkrati, temvecˇ le zelo hitro preklaplja med
njimi. Za preklapljanje skrbi operacijski sistem (npr. MS Windows, Linux,
OS X), ki dolocˇa, kateri program bo priˇsel na vrsto v katerem trenutku –
tako kot se delavec v tej nalogi odlocˇa, kateri prostor na traku je na vrsti za
naslednji kovcˇek.
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V tekmovanju Bober se pojavljalo taksˇne in podobne naloge, s katerimi se
poskusˇa ucˇence in dijake spodbuditi k logicˇnem razmiˇsljanju in nacˇrtovanju
postopkov. Prakticˇno se tekmovalce pripravi, da se podzavestno zacˇnejo
ucˇiti, preden sploh poznajo pojem programiranje ali programirati. Ne gre si-
cer za sintakticˇno pravilen zapis programa, ampak kljub temu ucˇenci zˇe prido-
bivajo potrebna znanja za resˇevanje zapletenih matematicˇnih in racˇunalniˇskih
problemov, kar bodo potrebovali v skoraj vseh inzˇenirskih poklicih, cˇe se
bodo zanje odlocˇili. Prej bodo otroci usvojili ta znanja, vecˇja je verjetnost,
da bodo svoje delo v aktivnih letih zˇivljenja lazˇje opravljali in bili morda
zaradi tega karierno bolj uspesˇni.
1.4 Funkcionalne zahteve
Iz pridobljenega znanja o sistemu Majava in po pogovoru s programskim sve-
tom ACM, ki vodi tekmovanje Bober v Sloveniji, smo oblikovali funkcionalne
zahteve za novo platformo. Zahteve smo razdelili na vecˇ podrocˇij, in sicer na
administracijo, mentorstvo in tekmovalce, ter postavili kriterije za kakovost
izvedbe projekta.
V sistemu obstaja vecˇ vrst uporabnikov, vsak ima svoj nabor funkcio-
nalnosti. Vloge smo razdelili na naslednje: sistemski administrator, drzˇavni
administrator, koordinator na sˇoli, mentor na sˇoli in tekmovalec.
1.4.1 Vloge uporabnikov v sistemu
Sistem mora podpirati dodajanje, urejanje in brisanje uporabnikov. Ob-
stojecˇim uporabnikom mora omogocˇati obnovitev pozabljenega gesla. Na
sliki 1.1 je izdelana UML (Unified Modeling Language oz. poenoteni jezik
modeliranja) graficˇna vizualizacija vlog uporabnikov v sistemu.
Sistemskemu administratorju mora biti omogocˇen dostop do vseh funkci-
onalnosti, ki bodo na voljo v celotnem sistemu. Sistemski administrator ima
mozˇnost dodajanja novih drzˇav, jezikov, tekmovalnih kategorij, tezˇavnostnih
stopenj vprasˇanj ter upravljanja z vsemi uporabniki v sistemu, njegova glavna
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Slika 1.1: Vloge uporabnikov v tekmovalnem sistemu Bober.
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naloga pa je dodajanje drzˇavnih administratorjev, ki potem administrirajo
in urejajo podatke na nivoju drzˇave.
Drzˇavni administratorji morajo imeti mozˇnost dodajati in spreminjati re-
gije, obcˇine in sˇole. Za vsako sˇolo morajo imeti mozˇnost dodajanja mentorjev
in dolocˇanja koordinatorjev. Na nivoju drzˇave imajo mozˇnost pripraviti tek-
movanja, pregledovati rezultate in dolocˇati meje za udelezˇbo na naslednjih
stopnjah tekmovanja. Drzˇavni administratorji morajo imeti tudi mozˇnost
rocˇno prijaviti sˇole in mentorje na posamezno tekmovanje, odobriti zahteve
novih mentorjev za mentorstvo na posameznih sˇolah in dolocˇiti cˇlane tekmo-
valne komisije.
Cˇlani tekmovalne komisije imajo mozˇnost pripraviti tekmovalne naloge
in tekmovanje. Ko imajo pripravljeno tekmovanje, morajo imeti mozˇnost
tekmovanje aktivirati in nastaviti datume, po katerih bodo rezultati in pri-
znanja vidni mentorjem. Cˇlani komisije lahko diskvalificirajo posameznega
ucˇitelja ali tekmovalca.
Predsednik tekmovalne komisije ima poleg pravic cˇlanov tekmovalne ko-
misije sˇe mozˇnost aktivacije tekmovanja, tako da tekmovalci lahko pricˇnejo
s tekmovanjem.
Mentorji se lahko prijavijo za mentoriranje na posamezni sˇoli. Lahko se
prijavijo za sodelovanje na vsakem tekmovanju v drzˇavi. Ob prijavi na tek-
movanje mentorji dobijo dostopne kode za tekmovalce, ki jim jih v cˇasu tek-
movanja posredujejo, in na podlagi tega sistem ve, kateri tekmovalec pripada
kateri sˇoli in katerem mentorju. Mentorji imajo poleg tega tudi dostop do
rezultatov tekmovanja za svoje tekmovalce in mozˇnost, da rezultate izvozijo
za nadaljnjo obdelavo ali tiskanje. Mentor lahko za posameznega tekmovalca
zahteva diskvalifikacijo, vendar jo mora nato odobriti eden izmed cˇlanov tek-
movalne komisije. Mentor je lahko mentor tudi na vecˇ razlicˇnih sˇolah.
Koordinatorji so posebna vrsta mentorjev, ki so dolocˇeni na posamezni
sˇoli in za katere velja, da imajo dostop do vseh tekmovalcev na sˇoli, torej tudi
do tekmovalcev drugih mentorjev. Posamezni mentorji so lahko koordinatorji
na vecˇ razlicˇnih sˇolah.
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Tekmovalci so posebna vrsta uporabnikov v sistemu, ki nimajo dostopa do
administrativnega dela aplikacije, saj lahko uporabljajo zgolj tekmovalni del
platforme. Tekmovalcem bi morali omogocˇiti, da se lahko locˇeno registrirajo
in svoje tekmovalne podatke povezˇejo s svojim racˇunom, tako da bodo lahko
skozi leta spremljali svoj uspeh.
Sistem mora omogocˇati tudi javen dostop gostom na osnovno spletno
stran, kjer lahko potencialni novi tekmovalci oz. uporabniki, zˇeljni novega
znanja, preizkusijo tekmovanje, sestavljeno iz preteklih tekmovalnih nalog.
Po zakljucˇenem tekmovanju oz. kvizu se mora gostu izpisati rezultat, ki ga je
dosegel, ter ponovno prikazati naloge, pri katerih se oznacˇijo pravilni odgovori
in pripiˇsejo obrazlozˇitve nalog ter njihovo racˇunalniˇsko ozadje.
1.4.2 Opis delovanja tekmovalnega dela platforme
Najbolj pomemben del celotne platforme je tekmovalni del, kjer je pomembno,
da je sistem sposoben strecˇi velike kolicˇine zahtevkov. Registracija in pricˇetek
tekmovanja morata biti za tekmovalca cˇim bolj enostavna, zahtevani naj
bodo samo res potrebni podatki. Pricˇetek tekmovanja za posameznega tek-
movalca mora biti pogojen s tem, da so vsi potrebni viri za opravljanje celo-
tnega tekmovanja zˇe nalozˇeni v brskalniku, da ne bodo uporabniki s slabsˇo
internetno povezavo cˇasovno prikrajˇsani. Potrebni podatki za identifikacijo
tekmovalca za tekmovanje so: priimek, ime, razred, oddelek, spol in dostopna
koda.
Po identifikaciji tekmovalca se morajo nalozˇiti vsi tekmovalni podatki,
kar pomeni, da se nalozˇijo vse slike, besedila in skripte, potrebne za tekmo-
vanje. Po koncˇanem nalaganju vseh podatkov mora sistem obvestiti strezˇnik
o zakljucˇku nalaganja in sprozˇiti tekmovalni cˇas tekmovalca. Komunikacija
med strezˇnikom in tekmovalcˇevim brskalnikom mora biti cˇim manj pogosta
in cˇim krajˇsa. Ob premiku med posameznimi nalogami se mora odgovor
na posamezno vprasˇanje shraniti. Sistem mora prikazovati tudi, koliko je
tekmovalcu sˇe ostalo cˇasa, cˇas pa se mora zaradi cˇimvecˇje usklajenosti vsa-
kih 10 minut uskladiti s strezˇnikom, da je preostali cˇas tekmovalca cˇim bolj
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usklajen. Strezˇnik mora skrbeti, da se odgovori izven tekmovalcˇevega cˇasa
tekmovanja ne uposˇtevajo. V primeru osvezˇitve tekmovalne spletne strani
se morajo ustrezno izbrati zˇe shranjeni odgovori in prikazati preostali cˇas
za tekmovanje. Tekmovalec mora imeti ves cˇas mozˇnost poljubno navigirati
med nalogami. V navigaciji naj bo razvidno, na katera vprasˇanja je tek-
movalec zˇe odgovoril in na katera sˇe ne. Tekmovalec mora imeti mozˇnost
izbrisati shranjeni odgovor pri posamezni nalogi. Ob zakljucˇku tekmovanja
mora sistem opozoriti tekmovalca o sˇtevilu neodgovorjenih nalog in o tem,
da ob kliku na gumb zakljucˇek ne bo vecˇ mogocˇe spreminjati odgovorov.
Pomembno je, da so vsi viri nalog zasˇcˇiteni s tekmovalcˇevo sejo, torej da
se viri naloge (slike, besedilo ...) nalagajo iz URL-naslovov, ki preverjajo, ali
ima tekmovalec dostop do tega vprasˇanja in je tekmovalni cˇas sˇe aktiven ali
ne. Nekdo, ki v danem trenutku ne tekmuje, torej ne sme imeti dostopa do
nalog.
1.4.3 Interaktivne naloge
Tekmovanje mora imeti mozˇnost uvoza interaktivnih nalog po standardu
Programskega vmesnika za standardne naloge Bober (Bebras Task Standard
API ) [23] oz. po slovenski dopolnjeni razlicˇici Navodila za interaktivne naloge
Bober [21]. Interaktivne naloge so naloge, ki se jih pripravi izven tekmoval-
nega sistema Bober in se jih v sistem le uvozi. Sestavljene so s tehnologijami,
ki delujejo v spletnih brskalnikih, torej HTML, CSS, JavaScript, Flash itd.
Vezni dokument naloge je manifest, to je datoteka, v kateri so zapisani vsi viri
naloge, naslov naloge, avtorji in pravilen odgovor oz. funkcija za dolocˇanje
pravilnega odgovora. Glavna prednost, ki jo prinesejo standardne interak-
tivne naloge, je mozˇnost, da se naloge uporabljajo v razlicˇnih sistemih in da
naloge omogocˇajo dinamicˇno vsebino, kar tekmovalcem omogocˇa resˇevanje
naloge skozi interaktivno igro.
Interaktivne naloge podpirajo standarden format za komunikacijo med
strezˇnikom in nalogo. Vsaka naloga mora imeti implementirane tri enostavne
funkcije, ki jih mora ustrezno klicati tudi tekmovalna platforma, in sicer:
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• task.load(randomSeed, mode), ki za posameznega tekmovalca
omogocˇa nastavljanje nakljucˇnega sˇtevila, od katerega je odvisna vse-
bina naloge in njeni odgovori, torej mora tekmovalna platforma ob vsaki
inicializaciji naloge nastaviti za istega uporabnika enako vhodno na-
kljucˇno sˇtevilko. Naloga pa mora poskrbeti, da se za enako nakljucˇno
sˇtevilo prikazˇe enak vrstni red odgovorov. Ob zakljucˇku te funkcije
mora naloga zagotoviti, da je pripravljena za resˇevanje.
• task.unload() je funkcija, ki skrbi za odstranjevanje virov iz br-
skalnika ob zapiranju naloge, tekmovalna platforma jo mora klicati, ko
uporabnik zapusˇcˇa nalogo.
• task.getAnswer() je funkcija interaktivne naloge, ki vrne odgovor,
ki ga je tekmovalec izbral v danem trenutku, vrnjeno vrednost mora
tekmovalna platforma shraniti in pri ovrednotenju naloge posredovati
funkciji interaktivne naloge odgovor za ocenjevanje oz. primerjati odgo-
vor s staticˇno nastavljenim pravilnim odgovorom v manifestni datoteki.
• task.reloadAnswer(answer) je funkcija, s pomocˇjo katere tek-
movalna platforma sporocˇi interaktivni nalogi zˇe prej shranjeni odgo-
vor naloge, tekmovalna platforma mora izvesti ukaz takoj po ukazu
task.load(), naloga mora ob nastavitvi odgovora s strani tekmo-
valne platforme izbrati oz. nastaviti ustrezen odgovor znotraj naloge.
Tekmovalna platforma (na sliki 1.2 oznacˇena kot ,,Platforma“) v cˇasu
resˇevanja naloge komunicira z interaktivno nalogo (na sliki 1.2 oznacˇena
kot ,,Int. naloga“) s pomocˇjo zgoraj opisanih funkcij interaktivne naloge.
Platforma nalozˇi vire naloge (new()), nato v kontekstu interaktivne naloge
poklicˇe funkcijo task.load(randomSeed, mode) in funkciji v spremen-
ljivki randomSeed poda nakljucˇno generirano sˇtevilo, ki si ga za posame-
znega tekmovalca zapomni ter preko spremenljivke mode doda parameter
k nalogi, preko katerega se nalogi sporocˇi, cˇe deluje v tekmovalnem nacˇinu
ali v vadbenem nacˇinu (vadbeni nacˇin lahko prikazuje dodatne pomocˇi in
namige pri resˇevanju). Naloga na podlagi vhodnih parametrov funkcije
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task.load ustrezno zgradi vsebino naloge in pomesˇa odgovore ter plat-
formi odgovori s True, cˇe je bila inicializacija naloge uspesˇna, oz. False,
cˇe ni bila. Po uspesˇni inicializaciji naloge platforma poklicˇe funkcijo naloge
Slika 1.2: Potek komunikacije med platformo in interaktivno nalogo.
task.reloadAnswer(answer) in ji preko spremenljivke answer poda
prej shranjeni odgovor naloge oz. prazno besedilo, kar za nalogo pomeni, da
odgovor ni oznacˇen. Naloga po uspesˇnem nastavljanju odgovora odgovori
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platformi s True za uspesˇno nastavljanje odgovora oz. False za neuspesˇno.
Platforma isti klic funkcije task.reloadAnswer(answer) uporablja za
dva razlicˇna namena, in sicer za ponovno nalaganje zˇe predcˇasno shranjenega
odgovora ali pa za brisanje odgovora na nalogo (answer je enako prazno
besedilo). Ko uporabnik preklopi med nalogami oz. ko platoforma zˇeli shra-
niti odgovor, platforma poklicˇe funkcijo naloge task.getAnswer(), na-
loga kot rezultat funkcije vrne trenutno izbrani odgovor oz. vpisano resˇitev
naloge. Rezultat, ki ga vrne funkcija task.getAnswer(), mora biti v
taki obliki, da lahko ista naloga sprejme v spremenljivki answer pri klicu
task.reloadAnswer(answer). Po koncˇani komunikaciji med platformo
in interkativno nalogo oz. ko uporabnik zapusti nalogo, je platforma dolzˇna
poklicati funkcijo task.unload(), ki nalogi sporocˇi, naj sprosti vse upo-
rabljene vire v pomnilniku in zakljucˇi delovanje.
1.4.4 Tocˇkovanje tekmovanja in priznanja
Tekmovalni sistem mora omogocˇati izgradnjo tekmovanja. Tekmovanje je
sestavljeno iz nalog, vsaka tekmovalna naloga mora imeti dolocˇeno, v katero
tekmovalno kategorijo sodi (Bobrcˇek, Mladi Bober, Bober, Stari Bober) in
kaksˇna je njena tezˇavnostna stopnja (lahka, srednja, tezˇka). Sistem mora
omogocˇati, da se lahko poljubno dodajajo sˇe nove tekmovalne kategorije in
tezˇavnostne stopnje. Glede na tezˇavnostno stopnjo naloge v posamezni tek-
movalni kategoriji se dolocˇi, kaj posamezna tezˇavnostna stopnja pomeni pri
vrednotenju nalog. Vsaka tezˇavnostna stopnja mora za pravilen odgovor na
vprasˇanje imeti dolocˇeno sˇtevilo tocˇk, prav tako mora imeti dolocˇeno sˇtevilo
negativnih tocˇk v primeru napacˇnega odgovora. Cˇe tekmovalec ne odgovori
na vprasˇanje, ne dobi tocˇk. Sistem mora poskrbeti, da koncˇen sesˇtevek tocˇk
nikoli ni negativen, tudi cˇe tekmovalec vse odgovori narobe. Zacˇetno sˇtevilo
tocˇk tekmovalca je enako absolutni vsoti vseh mozˇnih negativnih tocˇk, ki bi
jih tekmovalec dobil, cˇe bi na vse naloge odgovoril napacˇno.
Na podlagi tocˇkovanja se pripravijo rezultati po posameznih kategorijah
tekmovanja. Kriterij za podelitev bronastih priznanj je tocˇno dolocˇen s pra-
14 POGLAVJE 1. UVOD
vilnikom tekmovanja [7], tako da priznanje dobi tekmovalec, ki se uvrsti v
prvo petino najboljˇsih tekmovalcev po skupnem sˇtevilu dosezˇenih tocˇk v po-
samezni tekmovalni kategoriji na drzˇavni ravni ali ki se uvrsti med najboljˇso
tretjino tekmovalcev na sˇoli v posamezni tekmovalni kategoriji po skupnem
sˇtevilu dosezˇenih tocˇk in hkrati dosezˇe vsaj polovico vseh mozˇnih tocˇk na
tekmovanju. Vse meje sˇtevila tocˇk pri dolocˇanju, ali tekmovalec pade v delezˇ
prejemnikov priznanja ali ne, so zaokrozˇene navzdol. Sistem mora omogocˇati
preracˇun priznanj (ob preracˇunu se morajo obstojecˇa priznanja tekmovalcev
pobrisati), avtomatsko dolocˇitev priznanj ter mozˇnost rocˇnega dolocˇanja, kdo
dobi priznanje. Sistem mora omogocˇati tudi pregled, sesˇtevek priznanj po
mentorjih, sˇolah itd.
Dolocˇanje napredovanja na naslednjo stopnjo tekmovanja mora omogocˇati,
da se na podlagi razpolozˇljivih tekmovalnih mest na naslednji stopnji tekmo-
vanja dolocˇi, od katere tocˇkovne vrednosti naprej se bodo tekmovalci udelezˇili
tekmovanja. Vsak ponovljeni preracˇun mora trenutno dolocˇene tekmovalce
za napredovanje pobrisati in jih na novo dolocˇiti. Sistem mora omogocˇati
tudi rocˇno dolocˇitev tekmovalcev, ki se bodo udelezˇili tekmovanja na nasle-
dnji stopnji tekmovanja.
Rezultatov tekmovanja, priznanj in podatka, kateri tekmovalci napredu-
jejo na naslednjo stopnjo tekmovanja, se ne sme prikazati mentorjem in ko-
ordinatorjem, kljub temu da so izracˇuni zˇe narejeni. Za vsako izmed nasˇtetih
stvari mora v administraciji tekmovanja obstajati cˇasovni zˇig, ki dolocˇa da-
tum, od katerega dalje so podatki vidni.
Sistem mora omogocˇati, da si mentorji/koordinatorji lahko preko tekmo-
valne platforme prenesejo priznanja in si jih natisnejo sami na sˇoli. Datoteke
s priznanji pripravi tretji sistem, ji nalozˇi na tekmovalno platformo in daˆ na
voljo PDF datoteke. Tekmovalna platforma pa mora poskrbeti, da datoteke
pridejo do ustrezno pooblasˇcˇenih mentorjev in koordinatorjev.
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1.4.5 Kvalitativne in kvantitativne zahteve delovanja
Sistem mora imeti naslednje lastnosti:
• zadosˇcˇeno mora biti vsem funkcionalnim zahtevam,
• podpirati mora mozˇnost, da naenkrat tekmuje vsaj 10.000 tekmovalcev,
• zmogljivost 100.000 tekmovalcev, porazdeljenih cˇez 5 dni tekmovanja,
• maksimalen cˇas vzpostavitve sistema v primeru popolnega izpada ne
sme presegati 20 minut. Popoln izpad pomeni, da ne ostane prizˇgan
noben strezˇnik v porazdeljenem sistemu, kar pomeni, da se mora za-
dostna kolicˇina strezˇnikov ponovno zagnati in pred nadaljevanjem dela
med seboj sinhronizirati podatke.
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Poglavje 2
Obstojecˇe delo
V svetu obstaja veliko sistemov za tekmovanje, na podrocˇju tekmovanja Bo-
ber je znan predvsem Majava (sistem na Finskem), sistem v Franciji, sistem
v Latviji in komercialni projekt v Nemcˇiji. O sistemu v Nemcˇiji in o nje-
govi arhitekturi zaradi zaprtosti oz. nedostopnosti kode in literature ne vemo
prakticˇno nicˇesar, vendar na leto z njim opravi tekmovanje preko 150 tisocˇ
tekmovalcev v Nemcˇiji, Avstriji, Kanadi in na Nizozemskem.
Na podrocˇju ucˇnih sistemov, ki niso neposredno usmerjeni v resˇevanje
problematike tekmovanja Bober, obstaja kar nekaj dobro zasnovanih plat-
form.
2.1 Majava
Obstojecˇi sistem Majava, ki se je v Sloveniji uporabljal od zacˇetka tekmovanja
Bober do sedaj, je naredila skupina finskih sˇtudentov in sloni na programskem
jeziku Ruby, brez uporabe naprednejˇsih ogrodij, ki bi omogocˇila enostavne
dodelave in vzdrzˇevanje.
Osnovna in najvecˇja tezˇava sistema Majava je njegova arhitekturna za-
snova, saj razvijalci niso razmiˇsljali o razsˇirljivosti sistema. Arhitekture niso
razdelili na vecˇ slojev, ampak so enostavno vse sloje prepletali med seboj, kar
je privedlo do omejenosti na uporabo samo ene vrste podatkovnega skladiˇscˇa,
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v tem primeru MySQL, in neoptimiziranega dostopa odjemalcev do strezˇnika.
Majava je bil v osnovi zastavljen tako, da so vse plasti namesˇcˇene na en sam
strezˇnik (glej sliko 2.1), kar pa predstavlja probleme pri povecˇljivosti za-
radi vecˇjih potreb pri vecˇjem sˇtevilu tekmovalcev. Ker smo poznali trenutne
tezˇave sistema Majava, je bil nasˇ nacˇrt – pripraviti funkcionalno enakovreden
in arhitekturno boljˇsi sistem – trdno zacˇrtan.
Slika 2.1: Komunikacija med tekmovalci in sistemom Majava (samo en
strezˇnik).
2.2 Sistem v Franciji
Francozi so pripravili svoj sistem, a ko smo ga podrobno pregledali, smo ugo-
tovili, da je arhitekturno zgrajen podobno kot Majava, vmesna plast je prav
tako konkretno vpletena v podatkovno sloj, v kodo so neposredno zapisane
SQL-poizvedbe. Dobra stran sistema je optimizacija tekmovalnega dela, kjer
je optimizirano nalaganje vsebin in poizvedb na strezˇnik. Kljub dobro na-
rejenem tekmovalnem delu je problematicˇen njihov administrativni del, ki
ne omogocˇa nobenih naprednih funkcionalnosti, ki bi jih pri nasˇem sistemu
zˇeleli imeti. Francoski sistem arhitekturno ni zasnovan kot porazdeljen sis-
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tem. Trenutno podpira samo enostrezˇniˇsko podatkovno bazo. Imajo pa vecˇ
spletnih strezˇnikov, da med njih porazdelijo zahtevke uporabnikov. Seje v
sistemu so implementirali s pomocˇjo strezˇnika za predpomnjenje memcache
in na ta nacˇin omogocˇili enotne seje, porazdeljene med vse spletne strezˇnike.
Sistem nima postavljene nobene replikacije, razen na popolnoma strojnem
nivoju, kjer uporabljajo zrcaljenje diskov RAID 1. Letos so dodali sˇe doda-
ten varnostni mehanizem za zapisovanje odgovorov tekmovalcev v tekstovne
datoteke na drug strezˇnik, da v primeru izpada SQL-strezˇnika ne izgubijo
podatkov.
Zanimiv pa je tudi njihov pristop v primeru, ko noben strezˇnik ni vecˇ
dostopen oz. tekmovalec ostane brez interneta, saj se tekmovalcu na koncu
pojavi kodirano besedilo, ki ga lahko posˇlje po elektronski posˇti, tako se od-
govore v sistem uvozi naknadno. Ker so sistem zˇeleli pripraviti, tako da bi
lahko podprl kar se da najvecˇ z enostavno infrastrukturo, so omejili komu-
nikacijo s strezˇnikom, tako da se podatki oz. odgovori na vprasˇanja posˇljejo
samo ob koncu tekmovanja, kar zna biti problematicˇno v primeru sesutja
spletnega brskalnika [22].
2.3 Sistem v Latviji
Med drugim so tudi Latvijci pripravili svoj sistem, ki je nekoliko bolj razdelan
in arhitekturno razslojen, tako da omogocˇa namestitev na Amazonov oblak.
Na sliki 2.2 je prikazana shema delovanja sistema v Latviji, sistem je
postavljen na EC2-virtualnih strezˇnikih na Amazonovem oblaku. Na EC2-
virtualnih strezˇnikih imajo namesˇcˇene spletne strezˇnike in strezˇnike za pred-
pomnjenje (memcache). Uporabniˇske zahtevke so porazdelili med virtualne
strezˇnike z uporabo kombinacije DNS-strezˇnikov in izenacˇevalnika obremeni-
tve (load balancer). Trajnostno shranjevanje podatkov so uredili s pomocˇjo
S3-sistema za shranjevanje podatkov. DynamoDB-podatkovno bazo so upo-
rabili za hitro shranjevanje in branje tekmovalnih podatkov (podatki o tek-
movalcih, odgovori na naloge). Za manj pogosto pisanje in branje pa so
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uporabili podatkovno bazo Amazon RDS, v katero zapisujejo predvsem me-
tapodatke tekmovanja in nalog. Vklapljanje dodatnih strezˇnikov v primeru
visoke obremenitve so resˇili z Amazonovo storitvijo Elastic Beans Talk, ki
omogocˇa preverjanje stanja virtualnih strezˇnikov in avtomatski zagon no-
vih. Vse storitve, ki jih imajo, spremljajo (monitoring), da lahko hitreje
zaznajo izpade in tezˇave. S to arhitekturno postavitvijo, vsaj tako trdijo,
lahko dosezˇejo tudi do 100.000 tekmovalcev na uro [5] [4].
Slika 2.2: Shema delovanja Latvijskega sistema Bober na Amazonovi plat-
formi [3].
2.4 Ostali sistemi
Obstaja vecˇ odportokodnih resˇitev za izobrazˇevalne namene (LMS-sistemi),
ki niso speciﬁcˇno usmerjene v neko vrsto tekmovanja. Mednje sodijo spletne
ucˇilnice Moodle [32], ILIAS [24], DotLRN [29], Openelms [12]. Vsi nasˇteti
sistemi uporabljajo vecˇslojno arhitekturo, ki jim omogocˇa prilagodljivost na
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razlicˇnih slojih in nacˇeloma, z manjˇsimi spremembami v konfiguraciji, tudi
razsˇirljivost na vecˇ strezˇnikov. Najpomembnejˇsa arhitekturna zasnova vseh
teh obstojecˇih priznanih sistemov je, da omogocˇajo locˇitev na minimalno tri
sloje sistema: locˇen nacˇin prikaza (teme), vmesna plast (programska logika)
in podatkovna plast (kjer vsi sistemi omogocˇajo priklop na razlicˇne podat-
kovne baze: MySQL, postgreSQL, SQLite ...).
Italija uspesˇno izvaja tekmovanje Bober s sistemom Moodle z vgrajenim
orodjem Kviz [8].
Ti sistemi so splosˇni in omogocˇajo veliko stvari, a tekmovanje Bober je
nekaj posebnega, kar se ticˇe zahtev in specifikacij tekmovanja, zato potre-
buje nek nov sistem, ki bo omogocˇil dobro administracijo in hkrati zadostil
potrebe po kapaciteti zaradi sˇtevila hkratnih tekmovalcev na sistemu, zato
smo se odlocˇili za pripravo novega sistema, ki bo uposˇteval vse tezˇave in
problematiko tekmovanja.
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Poglavje 3
Uporabljene tehnologije
3.1 Porazdeljeni sistemi in doseganje visoke
razpolozˇljivosti
Porazdeljeni sistemi so sistemi, ki so zasnovani tako, da celoten sistem ni pri-
soten samo na enem fizicˇnem strezˇniku, ampak so posamezni deli na razlicˇnih
strezˇnikih oz. so posamezni deli podvojeni na razlicˇnih strezˇnikih. Cilj po-
razdeljenega sistema je vecˇja mocˇ procesiranja in hkrati vecˇja odpornost na
odpoved posameznih delov celotnega sistema. Porazdeljeni sistemi skrbijo,
da je zˇelena vsebina dostavljena do uporabnika, a uporabnik o porazdeljeno-
sti sistema ne ve prakticˇno nicˇesar.
Arhitekturno razdeljevanje na vecˇ slojev omogocˇa lazˇjo porazdelitev sis-
tema. Vecˇ slojev omogocˇa lazˇjo kontrolo delov sistema in nadomesˇcˇanje delov
sistema, ki ne delujejo, s preostalimi delujocˇimi deli porazdeljenega sistema.
Najbolj znana razdelitev porazdeljenega sistema je 3-slojna arhitektura
[13]. 3-slojna arhitektura je sestavljena iz:
• predstavitvenega sloja: pogledi in kontrole pri odjemalcu,
• aplikacijskega sloja: vsa logika delovanja aplikacije, obdelave podat-
kov za odjemalca, skrb za komunikacijo med odjemalcem in podatkov-
nim slojem, in
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• podatkovnega sloja: skrb za shranjevanje podatkov, transakcije, re-
plikacije, fragmentacije itd.
Vsak sloj v arhitekturi se lahko razdeli sˇe na vecˇ modulov, ampak obicˇajno
so to zˇe skupki programov, ki poskrbijo, da nek sloj deluje tako, kot mora. Za
doseganje vecˇje procesne mocˇi in redundance v primeru izpada se na vsakem
sloju probleme resˇuje na podoben nacˇin. Aplikacijski sloj, ki na primer potre-
buje vecˇ procesorske mocˇi za obdelavo in pripravo podatkov odjemalcu, lahko
enostavno pozˇene vecˇ primerkov istega aplikacijskega strezˇnika na razlicˇni
strojni opremi. S tem se dosezˇe, da lahko obdelamo vecˇje sˇtevilo zahtev-
kov odjemalcev. Na podatkovnem sloju pri porazdeljenem sistemu skrbimo
predvsem za vecˇjo zanesljivost zapisanih podatkov in hitrejˇsi bralno-pisalni
dostop [10]. Vecˇ o porazdeljenem podatkovnem sloju je opisano v poglavju
3.2.
Porazdeljeni sistemi in doseganje visoke razpolozˇljivosti je v danasˇnjem
cˇasu vedno bolj pomembna zadeva, ker ima vecˇina danasˇnjih poslovno za-
nimivih storitev veliko uporabnikov, veliko uporabnikov pomeni veliko zah-
tevkov, veliko zahtevkov pa pomeni preseganje zmogljivosti posameznega
strezˇnika. Ko storitev za svoje delovanje potrebuje vecˇ strezˇnikov, se poleg
porazdeljevanja zahtevkov pojavi tudi tezˇava, kako usklajevati podatke med
seboj, ko je en podatek na enem koncu sveta in drug na drugem [30].
S storitvami, ki uporabljajo tehnologije porazdeljenih sistemov, so uspela
znana svetovna podjetja, kot so Google, Amazon, SAP, Yahoo, Microsoft
Azure. Google je sprva svojo infrastrukturo uporabljal samo v lastne namene,
nato pa je leta 2008 omogocˇil uporabo vsem v obliki storitve Google App
Engine, ki kot storitev glede povecˇljivosti velja za eno izmed cenejˇsih platform
(PaaS, Platform as Service) [48], saj omogocˇa nizke zacˇetne strosˇke (zacˇetna
kolicˇina zastonj [18]), in kljub temu zagotavlja, da storitve, ki so razvite na
tej platformi, lahko dosezˇejo vecˇje zmogljivosti brez dodatnega programiranja
in skrbi razvijalcev za infrastrukturo. Slabost porazdeljenega sistema Google
App Engine je, da zahteva uporabo Googlovih tehnologij, knjizˇnic, predvsem
pa podatkovnih baz, kar pomeni, da je treba razvijati programsko kodo, ki
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bo lahko uporabljena samo na njihovi platformi in nikjer drugje.
Za razliko od Googlove specificˇne platforme kot storitve je Amazon ponu-
dil veliko bolj prilagodljiv sistem, in sicer infrastrukturo kot storitev (IaaS,
Infrastructure as Service). To je sistem virtualnih strezˇnikov, kjer je mogocˇe
vsak strezˇnik prilagoditi lastnim potrebam in potrebam mnozˇice razlicˇnih
podatkovnih baz. Amazon omogocˇa lazˇji prehod med lastnimi strezˇniki in
porazdeljenimi strezˇniki, vendar za viˇsjo ceno storitve, kakor tudi veliko vecˇjo
kompleksnost pri postavljanju storitve, veliko vecˇ rocˇnih nastavitev, konfigu-
racije virtualnih strezˇnikov [46] itd.
Poleg komercialnih porazdeljenih sistemov so se v odprtokodnem zdru-
zˇenju pojavili tudi nekateri sistemi, ki jih velja omeniti – Apache Storm,
QADPZ ... Apache Storm (distributed and fault-tolerant realtime computa-
tion – porazdeljeno realnocˇasovno racˇunanje, odporno na napake) je sistem,
ki omogocˇa porazdeljeno realnocˇasovno racˇunanje. Omogocˇa enostavno in
zanesljivo obdelavo tokovnih podatkov. V Storm-sistemu se lahko upora-
blja kateri koli programski jezik, sistem pa se vecˇinoma uporablja za sprotne
analitike, strojno ucˇenje, porazdeljene RPC-sisteme [2]... QADPZ (Quite
Advanced Distributed Parallel Zystem) je sistem za porazdeljeno racˇunanje.
Sistem omogocˇa nadzor in uporabo racˇunske zmogljivosti vecˇ racˇunalnikov
v mrezˇi. Uporabniki lahko v sistem posˇiljajo naloge, ki so nato izvedene
na razlicˇnih racˇunalnikih v sistemu. Naloge so lahko v obliki dinamicˇnih
knjizˇnic, izvedljivega programa ali katerega koli programa, ki ga je mogocˇe
interpretirati (Java, Perl ...). Podprte so platforme Linux, Unix, Windows
in MacOS X [33].
Pri vseh navedenih odprtokodnih resˇitvah tezˇave predstavljajo pomanj-
kanje dokumentacije, slaba ali neobstojecˇa podpora, potreba po sredstvih za
nakup velike kolicˇine strojne opreme in dejstvo, da je vse treba samostojno
preucˇiti. A tudi, ko je sistem zˇe postavljen, ga je treba ves cˇas vzdrzˇevati,
predvsem strojno opremo, za katero sicer v primeru najema ni treba skrbeti.
Zaradi vseh teh slabosti je vecˇina malih podjetij [9] pripravljena najeti zuna-
nje izvajalce, ki imajo svoje lastne strokovnjake in infrastrukturo, da opravijo
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delo namesto njih, s tem pa se sami lahko bolj posvetijo logiki aplikacije in
uporabniˇski izkusˇnji, namesto da se obremenjujejo s tem, kako zadeve delu-
jejo na nivoju operacijskega sistema in strojne opreme.
Pri vsakem postavljenem porazdeljenem sistemu pa zˇelimo meriti njegovo
stabilnost, razpolozˇljivost in zmogljivost. Na tem podrocˇju je bilo razvitih vecˇ
orodij, in sicer ApacheBench, Apache JMeter, Curl-Loader, Httperf, Open-
STA. Vsa ta orodja omogocˇajo testiranje, koliko zahtevkov lahko strezˇe posa-
mezna storitev v nekem cˇasovnem obdobju, koliko hkratnih zahtevkov lahko
strezˇe in sˇe veliko vecˇ. S testiranjem zmogljivosti strezˇnikov se nacˇeloma
hkrati testira tudi obremenjenost sistema podatkovnih baz, predpomnjenja
itd.
3.2 Porazdeljene podatkovne baze in resˇitve
Slika 3.1: Shematski prikaz centralizirane in porazdeljene podatkovne
baze [28].
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Porazdeljene podatkovne baze so podatkovne baze, pri katerih se podatki
ne nahajajo samo na enem strezˇniku (na sliki 3.1 levo), ampak so podatki
shranjeni na vecˇ strezˇnikih (na sliki 3.1 desno), ki se lahko nahajajo tudi
na razlicˇnih fizicˇnih lokacijah, oz. so podatki razprsˇeni cˇez mrezˇo poveza-
nih racˇunalnikov. Za razliko od tradicionalnih centraliziranih podatkovnih
baz, kjer se vse nahaja na enem fizicˇnem racˇunalniku (SUPPB in PB) in so
vse programske komponente podatkovne baze implementirane z mislijo na
lokalno izvajanje (podatki samo na eni lokaciji, podatki dostopni neposre-
dno brez dodatne mrezˇne komunikacije, brez dodatne logike za porazdelitev
zahtevkov), so pri porazdeljenih podatkovnih bazah podatki oz. moduli (sa-
mostojni kosi programske opreme, ki so med seboj neodvisni in samostojni)
celotnega sistema podatkovne baze porazdeljeni na vecˇ racˇunalnikov (SUPPB
in PB se nahaja na vecˇ razlicˇnih sistemih). Posamezni moduli podatkovne
baze se med seboj povezujejo le preko komunikacijskega omrezˇja, brez ne-
posredne fizicˇne povezave. Posamezen modul skrbi za svoje funkcionalnosti
in lasten sloj abstrakcije, recimo dostop do podatkov v shrambi, izvajanje
obdelav nad podatki, izgradnja indeksov, skrb za konsistenco.
3.3 HTML in CSS
HTML (Hyper Text Markup Language) je oznacˇevalni jezik za izdelavo sple-
tnih strani. Predstavlja osnovo spletnega dokumenta. S pomocˇjo HTML
poleg prikaza dokumenta v brskalniku hkrati dolocˇimo tudi strukturo in se-
manticˇni pomen delov dokumenta. HTML je skratka prikazni jezik, v kate-
rem se zapiˇse vsa vsebina, ki jo lahko nato uporabnikov brskalnik interpretira
in graficˇno prikazˇe.
CSS (Cascading Style Sheets) oz. po slovensko kaskadne stilske podloge je
opisni jezik, ki skrbi za prikaz spletnih strani. Z njim definiramo stil HTML
elementov v smislu pravil, kako naj se elementi prikazˇejo na strani. V CSS
lahko dolocˇimo barve, velikosti, odmike, poravnave, obrobe, pozicije in vrsto
drugih atributov, prav tako pa lahko nadziramo aktivnosti, ki jih uporabnik
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nad elementi na strani izvaja (npr. prekritje povezave z miˇsko). CSS je
bil razvit z namenom konsistentnega nacˇina podajanja informacij o videzu
spletnih dokumentov. CSS se uporablja predvsem za locˇitev strukture strani
od njene predstavitve/oblike.
3.4 JavaScript
JavaScript je objektni skriptni programski jezik, ki ga je razvil Netscape,
da bi spletnim programerjem pomagal pri ustvarjanju interaktivnih spletnih
strani. Jezik je bil razvit popolnoma neodvisno od Jave, vendar si z njo deli
sˇtevilne lastnost in strukture. JavaScript lahko sodeluje s HTML-kodo in s
tem pozˇivi stran z dinamicˇnim izvajanjem. JavaScript podpirajo prakticˇno
vsi spletni brskalniki. Sintaksa jezika JavaScript ohlapno sledi programskemu
jeziku C. JavaScript je pomemben na vsaki spletni strani, na kateri zˇelimo
imeti dinamicˇno nalozˇeno in prilagojeno vsebino. Programsko kodo spletni
brskalniki interpretirajo in pozˇenejo v peskovniku v kontekstu spletne strani,
s katere je bila nalozˇena koda. JavaScript pogosto zamesˇajo s programskim
jezikom Java, vendar sta si jezika med seboj zelo razlicˇna. Bistvena raz-
lika med njima je v izvajanju, saj Java za izvajanje v brskalniku potrebuje
dodatno programsko opremo, ki programsko kodo pred izvajanjem prevede
v strojni jezik, JavaScript pa se lahko zacˇne izvajati in interpretirati takoj,
ko brskalnik prenese izvorno programsko kodo. V nasˇem projektu je Java-
Script zelo pomembna komponenta, ker omogocˇa prelozˇitev izracˇuna in dela
na uporabnikove brskalnike in s tem minimizira obremenitev strezˇnika z iz-
pisom HTML-vsebine, prav tako se zmanjˇsa velikost zahtevkov v obe smeri,
proti strezˇniku in proti uporabniku.
3.5 PHP
Glavni programski jezik, v katerem so bile implementirane vse funkcional-
nosti sistema aplikacijske plasti nasˇega projekta, je odprtokodni jezik PHP.
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PHP je kratica za programski jezik po imenu Hypertext Preprocessor, izvorno
ime pa je bilo dejansko Personal Home Page Tools, po slovensko orodje za
osebno spletno stran. Programski jezik PHP se uporablja predvsem za razvoj
dinamicˇnih spletnih vsebin. Dinamicˇne spletne vsebine so vsebine, ki so na
voljo na spletu in imajo v ozadju programsko kodo, ki spreminja vsebino sple-
tne strani s podatki, ki so bodisi zapisani v podatkovni bazi bodisi v kaksˇnem
drugem podatkovnem viru. Po funkcionalnosti je podoben Microsoftovim sis-
temom ASP, VBScript in Sub Microsystemovim sistemom JSP in Java ter
sistemom CGI in Perl. Podoben je obicˇajnim strukturiranim programskim
jezikom, najbolj pa je podoben C-ju in Perl-u in izkusˇenim programerjem
dejansko omogocˇa, da lahko zacˇnejo razvijati brez dolgega ucˇenja.
PHP je bil napisan kot skupina CGI-programov v programskem jeziku C.
Napisal ga je dansko-kanadski programer Rasmus Lerdorf leta 1994, zgolj za
potrebe izgradnje enostavnih domacˇih spletnih strani. Trenutno so v uporabi
tri vecˇje razlicˇice, in sicer 5.3, 5.4 in 5.5, v pripravi pa je zˇe razlicˇica 5.6 [41].
PHP-interpreter primarno tecˇe na spletnem strezˇniku, kjer za vhod jemlje
izvorno kodo PHP in ustvari spletno stran za izhod. Del PHP-ja sta tudi
mozˇnost zaganjanja skript v ukaznem nacˇinu CLI (command line interface)
in kreiranja graficˇnih aplikacij. V zadnjem cˇasu je bilo na strani strezˇnikov
pripravljenih veliko optimizacij in razlicˇnih nacˇinov izvajanja: vgrajen PHP-
interpreter modul v apache2, CGI-modul, FPM-modul (uporabljen tudi v
nasˇem produkcijskem okolju) in naravnost v PHP vgrajen spletni strezˇnik kot
samostojni strezˇnik [42]. V preteklosti je bila zelo znana optimizacija PHP,
ki jo je naredila druzˇba Facebook, to je HipHop-prevajalnik (odprtokoden),
ki dejansko PHP-kodo prevede v C in nato neposredno v binarno datoteko.
Facebook trdi, da prevedene zadeve delujejo tudi do sˇestkrat hitreje in rabijo
veliko manj virov [14].
Programski jezik je enostaven jezik in omogocˇa sprosˇcˇeno, netipizirano
programiranje, kar omogocˇa implementacijo dinamicˇnih algoritmov, ki se za
razlicˇne tipe vhodnih podatkov razlicˇno obnasˇa, kar pri vecˇjih projektih pred-
stavlja nevarnost, saj te lastnosti vecˇkrat kot koristi prinesejo tezˇave. Pro-
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gramski jezik je razsˇirjen in priljubljen predvsem pri spletnih projektih, ker
omogocˇa hitro programiranje in veliko prozˇnosti. Jezik omogocˇa tako funkcij-
sko (programska koda je strukturirana s funkcijami, ki imajo dolocˇen vhod
in izhod) kot tudi objektno orientirano (programska koda je strukturirana
z objekti, vsak objekt ima lahko dolocˇene vrednosti in funkcije, ki se izva-
jajo nad tem objektom) programiranje. Odlocˇitev o nacˇinu programiranja je
povsem prepusˇcˇena razvijalcem.
V PHP je nastalo veliko zelo uspesˇnih in znanih projektov: Joomla (sis-
tem za upravljanje vsebin) [50], Wordpress (spletni program za bloge, za
objavo cˇlankov) [54], Moodle (spletne ucˇilnice, po vsem svetu v uporabi pred-
vsem za vodenje ucˇnega procesa in vsebin) [32].
3.6 Ogrodje Yii - MVC
Yii je ogrodje za razvoj spletnih aplikacij v programskem jeziku PHP. Ime
Yii izvira iz akronima ,,Yes It Is!“ oz. slovensko ,,Ja to je!“ kot odgovora
na vprasˇanje, ali je ogrodje Yii hitra, varna, profesionalna in pravilna izbira
za naslednji projekt. Zacˇetki ogrodja segajo zˇe v leto 2008 in ogrodje se
ves cˇas dopolnjuje in nadgrajuje. Najbolj pomembna funkcionalnost ogrodja
je njegov MVC-arhitekturni dizajn [19]. MVC pomeni model – view (po-
gled) – controller (nadzor). MVC-razdelitev v praksi pomeni, da obstaja
razdelitev na tri logicˇno locˇene plasti v programju (glej sliko 3.2), in sicer
model, nadzor in pogled. Pogled posˇilja posodobitve nadzoru, nadzor po-
sodablja modele in model posodablja poglede. V praksi v Yii to pomeni,
da so v projektu objekti, ki definirajo neko strukturo, ki jo zˇelimo shraniti
v podatkovno shrambo, in Yii omogocˇi, da lahko programsko ustvarjamo,
popravljamo ali briˇsemo objekte. Ogrodje samodejno poskrbi, da se podatki
zapiˇsejo v podatkovno shrambo. Ta nacˇin preslikave objektov v podatkovno
shrambo in iz nje se imenuje ORM (Object-relational mapping) in je bistvena
funkcionalnost, potrebna za locˇitev aplikacijske plasti od vrste podatkovne
shrambe, kar omogocˇa abstrakcijo komunikacije s podatkovno shrambo oz.
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Slika 3.2: MVC-arhitektura aplikacijskega sloja.
zakrivanje vrste uporabljene podatkovne shrambe. Yii podpira vecˇ podat-
kovnih shramb, in sicer MySQL, SQLite, PostgreSQL, Microsoft SQL Server
in Oracle.
Naslednja izmed pomembnejˇsih funkcionalnosti ogrodja je avtomatsko
sestavljanje programske kode CRUD (Create Retrieve Update Delete). Yii-
ogrodje omogocˇa, da razvijalec pripravi podatkovni model v shrambi, iz atri-
butov entitet in relacij med entitetami nato Yii pripravi kodo, ki omogocˇi
osnovne funkcionalnosti za ustvarjanje, prikazovanje, posodabljanje in brisa-
nje posameznih podatkovnih struktur. Ta funkcionalnost razvijalcem omo-
gocˇa, da takoj po pripravljeni podatkovni shemi zˇe dobijo osnovne obrazce,
tabele, iskanja, izpise itd. Razvijalci imajo tako hitro pripravljene osnovne
dele aplikacije, kar pomeni, da jim ni treba izgubljati cˇasa s pisanjem vedno
istih enostavnih stvari, ampak se lahko ukvarjajo z razvojem funkcionalnosti
sistema.
V sistemih, kjer se vecˇkrat dostopa do istih podatkov in kjer se ista pro-
gramska koda izvaja vecˇkrat, njen rezultat pa je v vecˇini primerov enak, se za
pospesˇevanje delovanja spletnih strani uporabi sistem za predpomnjenje. S
32 POGLAVJE 3. UPORABLJENE TEHNOLOGIJE
predpomjenjem se posamezni podatki in rezultati izvajanja programske kode
predpomni v shrambi za predpomnjenje, in ko se ponovno pojavi zahteva
po posameznem podatku, je le-tega mogocˇe prebrati neposredno iz shrambe
za predpomnjenje, kar je cˇasovno veliko hitrejˇsa in procesorsko manj zah-
tevna operacija kot ponovno izvajanje branja iz podatkovne shrambe oz.
ponovno izvajanje programske kode. Yii ima odlicˇno podporo za predpo-
mnjenje (caching, vecˇkrat dostopane podatkovne objekte, obdelane predloge
itd. je mogocˇe obdelane shraniti v shrambo za predpomnjenje). Ogrodje ima
implementiran abstrakten dostop do sistema za predpomnjenje, tako da se
lahko uporabi vrsta razlicˇnih sistemov shramb za predpomnjenje (memcache,
APC cache, XCacge, EAccelerator, RedisCache, DBCache, ZendCache, Win-
Cache, FileCache). Predpomnjenje je mogocˇe implementirati za nek dolocˇen
cˇas, tako da dolocˇimo pogoje, do kdaj je nekaj predpomnjeno, ali dokler se
ne spremeni nek objekt, datoteka ali zapis v podatkovni shrambi.
Poleg nasˇtetih funkcionalnosti ogrodja so zelo pomembne sˇe podpora
za internacionalizacijo in lokalizacijo, kar omogocˇa enostavno prevajanje in
podporo za izpis datumov itd. Podpora za obravnavanje napak omogocˇa
delovanje aplikacije z dodatnimi dnevniˇskimi zapisi, kar omogocˇa lazˇje raz-
hrosˇcˇevanje. Poleg nasˇtetega omogocˇa ogrodje sˇe veliko podpore za varnost
in zasˇcˇito pred napadi XSS, CSRF, spremembe piˇskotkov (kriptiranje vsebine
piˇskotkov, HMAC-zasˇcˇita piˇskotkov) [55] itd.
Z Yii ogrodjem je narejenih veliko precej uspesˇnih spletnih strani in pro-
jektov, kot na primer: Zurmo (Open Source CRM), Noisey.com, Stay.com,
VICE.com, RealSelf.com, Hotellweb.no, Nutritionix.com ...
3.7 MySQL Cluster
Druzˇina podatkovnih baz MySQL je zelo sˇiroka in omogocˇa prakticˇno po-
polno podatkovno skladnost med posameznimi razlicˇicami strezˇnika MySQL.
S tem so omogocˇili, da lahko v razvojnem okolju uporabljamo standardno
obliko MySQL-strezˇnika, ki je prakticˇno vkljucˇena v vsako osnovno razvojno
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orodje XAMPP (LAMPP) [1], kar precej poenostavi pripravo razvojnega oko-
lja za razvijalce sistema. Vsa razlika med uporabo standardnega MySQL-
strezˇnika in grucˇnega strezˇnika je v nastavljenem podatkovnem pogonu posa-
mezne tabele: v lokalnem razvojnem okolju se uporablja InnoDB, v produk-
cijskem grucˇnem sistemu pa ndbcluster, to pomeni, da je mogocˇe strukturo
in podatke iz ene razlicˇice strezˇnika prestavljati prakticˇno z eno samo me-
njavo nastavitve tabele v podatkovni bazi. Druga najpomembnejˇsa stvar
druzˇine podatkovnih baz MySQL je, da sta vmesnik SQL [39] in nacˇin dela
s tabelami, strukturami in podatki prakticˇno enaka med vsemi razlicˇicami,
kar pomeni, da uporaba druge razlicˇice strezˇnika ne predstavlja popolnoma
nobene spremembe v programski kodi aplikacijskega sloja.
MySQL Cluster je tehnologija, ki omogocˇa grucˇenje nicˇ-skupnega (shared-
nothing) [47] za podatkovni sistem in orodja MySQL. Arhitektura shared-
nothing je arhitektura za porazdeljeno racˇunanje, v kateri je vsako vozliˇscˇe
sistema neodvisno eno od drugega in samozadostno, kar za celoten sistem
pomeni, da v sistemu ni nobene kriticˇne tocˇke, od katere bi bil celoten sis-
tem odvisen in ki bi lahko povzrocˇila izpad delovanja sistema kot celote.
MySQL Cluster je bil narejen z namenom, da omogocˇi visoko zanesljivost
in veliko prepustnost podatkov z majhno latenco ter kar se le da linearno
povecˇevanje zmogljivosti. MySQL Cluster je implementiran skozi podat-
kovni pogon NDBCLUSTER, kjer NDB kratica pomeni mrezˇna podatkovna
baza (Network Database). Podatkovni sistem omogocˇa avtomatsko uporabo
particij (particija je delitev logicˇne baze podatkov ali njenih sestavnih ele-
mentov v locˇene samostojne dele) za izboljˇsavo bralnih in pisalnih operacij
na razlicˇni strojni opremi. Dostop do podatkov je mogocˇ preko vmesnikov
SQL in NoSQL API. Za potrebe tekmovalnega sistema smo uporabili SQL
API [36].
Replikacija oz. podvojitev podatkov v podatkovni bazi poteka sinhrono
skozi dvofazni potrditveni mehanizem (glej slika 3.3, dogodki send, recieve,
nadzor preko mutex -a), kar zagotavlja, da so podatki zapisani na vecˇ vo-
zliˇscˇ ob prejetem potrdilu o zapisu podatkov. Vsaj dve kopiji podatkov sta
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Slika 3.3: Komunikacija med SQL-vozliˇscˇem in podatkovnimi vozliˇscˇi, prika-
zan postopek podvojitve podatka med strezˇniki v grucˇi [38].
potrebni za vzdrzˇevanje zagotovila, da so podatki zapisani. Sistem avtomat-
sko pripravi skupine vozliˇscˇ na podlagi sˇtevila replikacij, ki se ga nastavi
v konfiguraciji. Vse posodobitve so sinhrono replicirane med vsemi vozliˇscˇi
znotraj skupine vozliˇscˇ, s tem se preprecˇi izguba podatkov in omogocˇi hiter
preklop med vozliˇscˇi v primeru izpadov posameznih vozliˇscˇ. MySQL Clu-
ster omogocˇa tudi asinhrono replikacijo. Tako vrsto replikacije imenujejo
tudi geo-replikacija, ker se z njo obicˇajno replicirajo grucˇe v razlicˇnih podat-
kovnih centrih, razlicˇnih fizicˇnih lokacijah, za primere obnovitev podatkov v
primeru nepricˇakovanih dogodkov (izpada elektrike, poplave, naravne nesrecˇe
...). Asinhrono replikacijo se lahko uporabi tudi zaradi zmanjˇsanja komunika-
cijske latence med uporabniki podatkov in lokacijo podatkov (podatki blizˇje
uporabniku) [37].
MySQL Cluster omogocˇa, da je kolicˇina podatkov v grucˇi lahko vecˇja od
velikosti diskovnega polja posameznega vozliˇscˇa v sistemu. MySQL Cluster
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drzˇi vse indekse stolpcev tabel v porazdeljenem pomnilniku. Vse neindeksi-
rane stolpce pa sistem prav tako lahko drzˇi v porazdeljenem pomnilniku ali
pa na disku s predpomnjenimi stranmi v pomnilniku. Shranjevanje neinde-
ksiranih stolpcev tabel na disku omogocˇi, da lahko MySQL Cluster shrani
podatke, vecˇje od celotnega pomnilnika vseh vozliˇscˇ v grucˇi. V nasˇem pri-
meru smo zˇeleli preveriti popolne zmogljivosti sistema, zato smo virtualnemu
strezˇniku dodelili dovolj pomnilnika, da je lahko vse podatke hranil v njem.
Kot sekundarni nacˇin shranjevanja podatkov in informacij sistem ves cˇas
asinhrono piˇse tako imenovani dnevniˇski zapis ,,naredi ponovno“ (ReDo, bi-
nary log, glej sliko 3.3 binlog), v katerega si zapisuje vse spremembe podat-
kov, kar omogocˇa dodatno zasˇcˇito podatkov v primeru, da pride do popolnega
izklopa vseh vozliˇscˇ v grucˇi. Zaradi asinhronega zapisa je mogocˇe, da se v pri-
meru popolnega izpada nekaj transakcij/sprememb podatkovne baze lahko
izgubi [34].
Slika 3.4: Prikaz postavitve grucˇe MySQL Cluster in nacˇinov komunikacije,
ki so omogocˇeni preko SQL-vozliˇscˇ [36].
Implementacija celotnega sistema MySQL Cluster na sliki 3.4 je sesta-
vljena iz treh osnovnih vozliˇscˇ oz. procesov, in sicer: podatkovno vozliˇscˇe
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(ndbd / ndbmtd, na sliki 3.4 spodaj levo), nadzorno vozliˇscˇe (ndb mgmd,
na sliki 3.4 spodaj desno) in aplikacijsko oz. SQL-vozliˇscˇe (mysqld, na sliki
3.4 na sredini nad podatkovnimi vozliˇscˇi).
Podatkovna vozliˇscˇa shranjujejo podatke, tabele so avtomatsko poraz-
deljene med vsa podatkovna vozliˇscˇa, vsi postopki porazdelitve, replikacije,
preklopa v primeru izpada in ponovne vzpostavitve vozliˇscˇa so popolnoma
prikriti drugim vrstam vozliˇscˇ v sistemu.
Nadzorno vozliˇscˇe upravlja s stanjem grucˇe, skrbi za nastavljanje in spre-
mljanje stanja vseh vozliˇscˇ v grucˇi. Nacˇeloma se ta vozliˇscˇa potrebujejo samo
ob zagonu, ponovnem zagonu vozliˇscˇ in izpadih. Obicˇajno so ta vozliˇscˇa
arbitri, to pomeni, da ta vozliˇscˇa odlocˇajo o trenutnem glavnem (master)
podatkovnem vozliˇscˇu.
Aplikacijska oz. SQL-vozliˇscˇa so vozliˇscˇa, ki se povezujejo na podatkovna
vozliˇscˇa in od tam pridobivajo oz. shranjujejo podatke. Uporabljajo se za
zakrivanje grucˇe aplikacijam, ki uporabljajo MySQL v osnovni razlicˇici, ker
je uporaba grucˇne razlicˇice popolnoma skladna z vmesnikom negrucˇnega
MySQL-vmesnika. To vozliˇscˇe nacˇeloma ni potrebno, ker obstajajo tudi
neposredni vmesniki NDB API, ki omogocˇajo da se do podatkov dostopa
neposredno preko vmesnika C++ API. Vendar je za potrebe tekmovalnega
sistema boljˇsi in lazˇji nacˇin dostopa do podatkov preko standardnega SQL-
vmesnika, ker je enak kot v standardni obliki MySQL-strezˇnika.
Poglavje 4
Opis resˇitve
4.1 Abstraktna 3-slojna arhitektura
Vecˇslojna arhitektura sistema omogocˇa, da lahko razvijalci sistemov locˇeno
razvijajo posamezen sloj, tako da obstajajo razlicˇni strokovnjaki za vsak
sloj. Tak model razvoja programske opreme je zelo prakticˇen, ker razvijalce
usmeri pri razvoju in programiranju posameznih logicˇnih kosov programja,
ki jih je mogocˇe Locˇenost posamicˇnih slojev omogocˇa enostavno dodajanje
in spreminjanje funkcionalnosti na posameznem sloju, tako razvijalcem ni
treba vecˇ cˇas razvoja razmiˇsljati o celotnem sistemu. Ker je sistem zasnovan
tako, da so sloji med seboj logicˇno locˇeni, je mogocˇe zamenjati vsak sloj po-
sebej, recimo kot nova implementacija storitve, druga tehnologija, platforma,
drugacˇen nacˇin shranjevanja podatkov itd. V vecˇslojnih sistemih je hierarhija
slojev zelo pomembna, noben sloj ne more preskocˇiti neposrednega soseda,
v praksi to pomeni, da odjemalec ne more nikoli neposredno dostopati do
podatkovne shrambe, ampak mora komunikacija vedno potekati preko apli-
kacijskega sloja.
Trislojna arhitektura (opisana tudi na sliki 4.11) je arhitektura odjemalec-
strezˇnik, ki ima locˇene tri glavne, med seboj neodvisne sloje oz. module, in
1Slika po http://upload.wikimedia.org/wikipedia/commons/5/51/-
Overview of a three-tier application vectorVersion.svg.
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sicer uporabniˇski vmesnik (predstavitveni sloj), funkcijsko-procesno logiko
(aplikacijski sloj) in podatkovno shrambo. Popolnoma nicˇ neobicˇajnega ni,
da je vsak sloj lahko na popolnoma drugacˇni platformi. Trislojno arhitekturo
je razvil John. J. Donovan v svojem podjetju Open Enviroment Corporation
(OEC) okoli leta 1992 v Cambridgeu v zvezni drzˇavi Massachusetts [16].
Slika 4.1: 3-slojna arhitektura.
4.1.1 Predstavitveni sloj oz. uporabniˇski vmesnik
To je najviˇsji nivo arhitekture sistema, pogosto ga imenujejo tudi predstavi-
tveni sloj, ker se ta sloj uporablja predvsem za prikaz informacij. V sistemih,
ki delujejo na spletu, je pri tem sloju vecˇinoma govora o odjemalcu oz. sple-
tnem brskalniku in nacˇinu prikaza podatkov s pomocˇjo spletnih tehnologij
HTML, CSS in JavaScript.
Ta nivo poskrbi za komunikacijo z aplikacijskim slojem, predvsem za to,
da pridobljene podatke s srednjega sloja uporabniku prikazˇe cˇim bolj struk-
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turirano in pregledno. V ta nivo se dodajo tudi razlicˇna preverjanja pra-
vilnosti vnesenih podatkov na uporabniˇskem vmesniku na strani odjemalca,
preden se podatki posˇljejo v aplikacijski sloj, kar omogocˇa znatno zmanjˇsanje
nepotrebne komunikacije s strezˇniki (manjˇsa obremenjenost strezˇnikov). V
danasˇnjem mobilnem svetu, kjer je hitrost interneta omejena, postaja to sˇe
toliko bolj pomembno. Kljub vsem preverjanjem na tem nivoju se je treba
zavedati, da podatki, ki pridejo iz tega sloja, nikoli ne morejo biti popolnoma
pravilni, zato je treba vse vhodne podatke na strani aplikacijskega sloja vedno
preveriti sˇe enkrat.
Na tem nivoju je velik poudarek na uporabniˇski izkusˇnji s sistemom,
predvsem je zˇelja po tem, da so uporabniki zadovoljni z videzom aplikacije,
da so gumbi na pravilnih mestih, da se na uporabniˇskem vmesniku uporabnik
znajde in da lahko pricˇne uporabljati aplikacijo brez dodatnih navodil za
uporabo.
Porazdeljenost tega sloja je trivialna, ko se sistem povecˇuje, je odjemalcev
vedno vecˇ.
4.1.2 Vmesni oz. aplikacijski sloj
Aplikacijski sloj je najpomembnejˇsi sloj v celotni arhitekturi sistema, saj
skrbi za tp, da se v celotnem sistemu nekaj izracˇuna, obdela, shrani in prikazˇe.
Ta del arhitekture je pomemben predvsem zato, ker mora skrbeti za komuni-
kacijo med dvema slojema sistema, in sicer med odjemalcem in podatkovno
shrambo.
Med delovanjem sistema mora aplikacijski sloj skrbeti za pravilne vnose
odjemalcev. To v praksi pomeni, da aplikacijski sloj najprej preveri pravice
uporabnika, namrecˇ ali ta sploh lahko izvede dolocˇeno akcijo, nato preveri
vnesˇene podatke, in cˇe so podatki pravilni in je uporabnik avtoriziran, apli-
kacijski sloj podatke zapiˇse v podatkovno shrambo. Ter obratno, ko zˇeli
odjemalec pridobiti nek podatek iz sistema oz. podatkovne shrambe, se naj-
prej preveri, ali ima odjemalec pravico pridobiti nek podatek, in cˇe jo ima,
se podatek pridobi iz podatkovne shrambe. Pridobljene podatke se zapakira
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na nacˇin, ki ga odjemalec razume, nato se zapakirane podatke posreduje kot
odgovor na odjemalcˇevo zahtevo.
Pri sistemih, ki delujejo na spletu, se o tem sloju govori predvsem kot
o tehnologijah, ki se izvajajo na strezˇnikih in ki omogocˇajo izgradnjo di-
namicˇnih vsebin, bolj poznane so tehnologije PHP, Java EE, Ruby on Rails,
ASP.NET, Perl.
Pri aplikacijskem sloju je zanimivo, da se vecˇinoma deli sˇe na vecˇ slojev,
zelo znana je arhitekturna razdelitev aplikacijskega sloja na MVC (opisana
v poglavju 3.6).
Ena izmed pomembnejˇsih nalog tega sloja sistema je identifikacija upo-
rabnikov, sistem mora zaradi svoje lokacije med dvema plastema ustrezno
poskrbeti, da so v sistemu odjemalci ustrezno oznacˇeni, da se podatki za
njih ustrezno shranijo in da ne prihaja do zlorab sistema, nepooblasˇcˇenega
dostopa do podatkov itd. Pri spletnih sistemih se to obicˇajno resˇuje z upo-
rabo sej oz. piˇskotkov. Podatki o sejah in piˇskotkih se za potrebe poraz-
deljenega aplikacijskega sloja zapisujejo v podatkovno shrambo, ki poskrbi,
da so informacije dostopne vsem strezˇnikom aplikacijskega sloja. Piˇskotki,
zapisani v podatkovni bazi, so najboljˇsi nacˇin identifikacije, saj zagotavljajo,
da uporabnik ne more spremeniti shranjenih podatkov v seji. Obstaja pa
tudi manj varna razlicˇica uporabe piˇskotkov, in sicer hranjenje in spreminja-
nje piˇskotkov na strani uporabnika, vendar za potrebe boljˇse in zanesljivejˇse
varnosti ta nacˇin ni priporocˇljiv, ker obstaja mozˇnost, da na strani upo-
rabnika nekdo spremeni vrednost piˇskotka in tako se strezˇnik lahko zacˇne
drugacˇe obnasˇati do tega uporabnika. V primeru, da bi v vrednost piˇskotka
zapisali ID prijavljenega uporabnika in bi strezˇnik samo preverjal, ali je ID
prijavljenega uporabnika nastavljen, bi lahko uporabnik lokalno spremenil v
piˇskotku zapisani ID na drug ID uporabnika in sistem bi mislil, da je to drug
uporabnik.
Dodatna zasˇcˇita, poleg piˇskotkov in sej, ki jih je mogocˇe relativno eno-
stavno skopirati, je uporaba uporabniˇskih kvalificiranih digitalnih potrdil,
ki skrbijo, da je uporabnik identificiran na podlagi varno vzpostavljene po-
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vezave s strezˇnikom. Za identifikacijo uporabnika se uporabljajo podatki o
uporabniku, zapisani v digitalnem potrdilu, podatkom pa zaupamo, ker zau-
pamo izdajatelju digitalnih potrdil. Uporaba kvalificiranih digitalnih potrdil
se obicˇajno uporablja za povezovanje na spletne bancˇne sisteme in razlicˇne
informacijske sisteme, ki zahtevajo visok nivo varnosti in zaupanja. V pri-
meru tekmovalnega sistema je tak nacˇin neprakticˇen, ker tekmovalci nimajo
svojih lastnih digitalnih potrdil, ki bi jih lahko uporabili za identifikacijo.
Porazdeljenost tega sloja je zelo zanimivo podrocˇje, saj vsak sistem stremi
k temu, da bi lahko imel cˇim vecˇje sˇtevilo uporabnikov in da bi bili njegovi
uporabniki s storitvijo sistema cˇim bolj zadovoljni. Hkrati pa je ta sloj pro-
cesno in pomnilniˇsko zahteven in vsak lastnik sistema stremi k temu, da bi
bila poraba cˇim manjˇsa in cenejˇsa. Na tem sloju se pojavi problem, kako po-
staviti sistem, da bo mogocˇe programsko opremo tega sloja izvajati na vecˇih
fizicˇnih strezˇnikih, s cˇimer se povecˇa zmogljivost in zanesljivost celotnega
sistema. Porazdeljenost aplikacijskega sloja se resˇuje z zagonom storitev na
razlicˇnih strezˇnikih, podatke pa se bere oz. zapisuje v neko skupno podat-
kovno shrambo, ki je dosegljiva vsem strezˇnikom. S skupno podatkovno
shrambo se resˇuje problem hranjenja stanja, ko prihajajo zahtevki uporab-
nikov na razlicˇne strezˇnike aplikacijskega sloja.
4.1.3 Podatkovna shramba
Najnizˇji nivo arhitekture je podatkovna shramba oz. enostavno recˇeno, po-
datki. Podatki so pomembni v vsakem sistemu, saj omogocˇajo, da se lahko
nekaj obdeluje in prikazuje. Na tem sloju se nahajajo podatkovni strezˇniki,
ki so obicˇajno sestavljeni iz podatkovnih sistemov in sistemov za upravljanje
s podatkovnimi sistemi. Naloga sloja je enostavna, omogocˇati mora le, da se
podatek lahko shrani in nato prebere. Ta sloj podatke obicˇajno hrani cˇimbolj
neodvisno od aplikacijskega sloja, kar omogocˇa, da je podatkovna baza veliko
bolj povecˇljiva in zmogljivejˇsa.
Pri spletnih sistemih se pri tem nivoju uporabljajo podatkovni sistemi
dveh tipov, SQL in noSQL. Glavna razlika med njima je nacˇin shranjeva-
42 POGLAVJE 4. OPIS RESˇITVE
nja podatkov, in sicer ima tip SQL podatke zapisane v tabeli po vnaprej
dolocˇeni shemi, posamezna polja v tabeli so lahko v relaciji z drugimi tabe-
lami, NoSQL pa ima podatke zapisane kot objekte, pri cˇemer ima vsak objekt
lahko drugacˇno strukturo. NoSQL ne omogocˇa relacij med objekti in nima
vnaprej dolocˇene sheme za zapis posameznega objekta. Druga glavna raz-
lika je v vrsti povecˇljivosti posameznega tipa. SQL se povecˇuje vertikalno (za
vecˇjo zmogljivost sistema je potrebna vecˇja mocˇ strezˇnika, boljˇsi procesor, vecˇ
spomina na posameznem vozliˇscˇu), kar pomeni, da mora biti zmogljivost po-
sameznega strezˇnika premosorazmerna glede na povecˇano sˇtevilo zahtevkov
oz. povecˇano sˇtevilo podatkov. Nacˇeloma je mogocˇe SQL porazdeliti na vecˇ
strezˇnikov, vendar to zahteva veliko dodatnega inzˇeniringa (narejeno v tem
projektu). NoSQL se povecˇuje horizontalno (za vecˇjo zmogljivost sistema
se doda enako zmogljive strezˇnike), potreba po dodatni kapaciteti prepro-
sto pomeni dodatne strezˇnike, podatkovna baza se po potrebi avtomatsko
porazdeli na nove strezˇnike.
Velika razlika med sistemoma je tudi v zapisu podatkov, SQL-podatki
imajo strukturo, noSQL-podatki je nimajo. Zaradi razlike v zapisu podatkov
je nastala tudi razlika v nacˇinu dostopa do podatkov, shranjenih v shrambi,
in sicer podatkovne baze SQL temeljijo na relacijski algebri, ki je implemen-
tirana z jezikom SQL. NoSQL poizvedbe so poizvedbe tipa kljucˇ-vsebina,
kar pomeni, da za dostop do podatka nujno potrebujemo kljucˇ, drugacˇe do
podatka ne moremo dostopati, za razliko od SQL tukaj ni mogocˇe narediti
poizvedb po atributih znotraj vsebine posamezne entitete.
Zaradi uvedbe strukture pri SQL, ki je pripomogla k lazˇjim in komple-
ksnejˇsim poizvedbam med podatki, je nastala dodatna skrb za konsistenco,
ki je povzrocˇila dodatne potrebe po procesorski zmogljivosti in spominu. Z
rastjo kolicˇine podatkov so se povecˇevale tudi potrebe po strojni opremi.
Osnove podatkovne baze SQL so nastale v letih 1970, ko so se kazale potrebe
po boljˇsi organiziranosti podatkov in lazˇjih poizvedbah. V letu 2000, ko so
se zacˇele pojavljati hitro rastocˇe spletne storitve, so nastale podatkovne baze
NoSQL, ki resˇujejo potrebe po boljˇsi povecˇljivosti, replikaciji in nestrukturi-
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rani podatkovni shrambi [45].
Primeri pogosteje uporabljenih relacijskih podatkovnih baz so dandanes:
MySQL, PostgreSQL, Microsoft SQL Server, Oracle, SQLite, MariaDB, med-
tem ko so primeri pogosteje uporabljenih podatkovnih baz NoSQL: mon-
goDB, Cassandra, HBase, Neo4j, Hypertable, DynamoDB, Google Datastore,
Amazon SimpleDB in Cloudera.
Porazdeljenost tega nivoja je zelo kompleksna in stremi predvsem k nacˇinu,
kako podatke shranjevati, da se dosezˇe vecˇjo zmogljivost in kapaciteto. Vecˇ
o tem je opisano v poglavju 3.2.
4.2 Postavitev strezˇnikov v oblaku
Tekmovalcˇev brskalnik (rdecˇ krog na sliki 4.3) se je poskusil povezati s
strezˇnikom na naslovu bober.acm.si. V primeru, da spletni brskalnik ne
pozna IP-naslova strezˇnika na naslovu bober.acm.si, brskalnik posreduje zah-
tevo za razresˇevanje DNS-zapisa lokalnem razresˇevalniku DNS-domen na tek-
movalcˇevem racˇunalniku, cˇe le-ta sˇe vedno ne pozna IP-naslova, posˇlje DNS
A zahtevo nasˇemu DNS-strezˇniku (na sliki 4.2 desno, na shemi poteka ko-
munikacije na sliki 4.3 zgoraj desno). DNS-strezˇnik ima v svoji konfiguraciji
nastavljene 3 zapise DNS A za domeno bober.acm.si. DNS-strezˇnik po al-
goritmu Round-Robin [6] (na sliki 4.3 zgoraj) vsakemu tekmovalcu vrne en
IP-naslov enega izmed strezˇnikov Bober in s tem zagotovi enakomerno razpo-
reditev uporabnikov na vsakega izmed strezˇnikov (na sliki 4.2 Strezˇnik Bober
1, 2 in 3).
Ko ima brskalnik IP-naslov strezˇnika za bober.acm.si, naredi HTTP-
zahtevek na strezˇnik. V primeru, da IP-naslov na HTTP-vratih ni dosto-
pen, se ponovi postopek pridobivanja IP-naslova (na sliki 4.3 zgoraj desno).
Na strezˇniku HTTP-zahtevek sprejme strezˇnik Nginx (na sliki 4.2 spodaj,
ob vsakem strezˇniku so navedene vse storitve, ki so na voljo, na sliki 4.3 na
sredini).
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Slika 4.2: Shema postavitve strezˇnikov tekmovalnega sistema Bober.
Nginx razpakira zahtevek in staticˇne datoteke (JavaScript, CSS, slike)
neposredno prebere z diska in vrne uporabniku, zahtevke, ki pa potrebujejo
obdelavo aplikacijskega sloja, posˇlje naprej na aplikacijski strezˇnik PHP-FPM
(na sliki 4.3 spodaj desno). Na aplikacijskem strezˇniku se izvede programska
koda tekmovalnega sistema, naredijo se morebitne poizvedbe v podatkovno
shrambo MySQL Cluster (na sliki 4.3 spodaj levo), nato se rezultat vrne
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strezˇniku Nginx in le-ta nato rezultat posreduje nazaj uporabniku, uporab-
nikov zahtevek se s tem zakljucˇi (na sliki 4.3 na sredini levo).
Slika 4.3: Shema komunikacije med odjemalcem in posameznimi strezˇniki
tekmovalnega sistema.
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Vsak aplikacijski strezˇnik PHP-FPM deluje neodvisno od ostalih strezˇni-
kov, strezˇniki med seboj niso povezani. Za podatkovno shrambo je uporabljen
MySQL Cluster, strezˇniki so na nivoju podatkovne shrambe med seboj po-
vezani. MySQL Cluster ima v nasˇem primeru na vsakem strezˇniku zagnane
tri storitve (v osnovi je lahko vsaka od teh storitev na locˇenem strezˇniku), in
sicer vozliˇscˇe za upravljanje (management node), SQL-vozliˇscˇe (SQL node)
in podatkovno vozliˇscˇe (data node).
4.3 Implementacija 3-slojne arhitekture
Arhitektura je bila razdeljena na tri sloje, in sicer so to spletni odjemalec
oz. brskalnik (HTML, JavaScript, CSS), aplikacijsko oz. vmesno plast (PHP-
spletna aplikacija) in podatkovno shrambo (MySQL Cluster). Za tako imple-
mentacijo smo se odlocˇili, ker zˇelimo dosecˇi neodvisnost posameznih slojev
od celotnega sistema, kar pomeni, da se bomo lahko vsakemu sloju posebej
posvetili in ga locˇeno optimizirali in prilagodili za doseganje visoke zmogljivo-
sti, ki jo zahtevajo kvantitativne zahteve sistema. 3-slojna arhitektura je bila
izbrana, ker smo po vecˇ prebranih virih ugotovili, da je to dobra arhitektura
za sisteme, kjer zˇelimo imeti veliko povecˇljivost in zmogljivost [25, 31].
4.3.1 Predstavitveni sloj oz. uporabniˇski vmesnik
Zahteve uporabniˇskega vmesnika izhajajo iz funkcionalnih zahtev sistema.
Najpomembnejˇsa in najbolj problematicˇna zahteva sistema je pripraviti upo-
rabniˇski vmesnik, s katerim bomo lahko dosegali veliko prozˇnost in razsˇirlji-
vost. Za ustrezno razsˇirljivost tekmovalne platforme smo za osnovo upora-
bili interaktivne naloge (opisane v poglavju 1.4.3). Prozˇnost smo dosegli z
izdelavo uporabniˇskega vmesnika, katerega programska koda se izvaja pred-
vsem v spletnem brskalniku odjemalca, in si tako zagotovili razbremenitev
strezˇnikov.
V prvem letu delovanja smo se za namene tekmovalnih nalog odlocˇili
implementirati poenostavljeni nacˇin priprave nalog. Poenostavljene interak-
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tivne naloge so tiste, pri katerih je edina interaktivnost, ki jo v svojem pro-
gramskem delu omogocˇajo naloge, da znajo s pomocˇjo vhodnega nakljucˇnega
vektorja premesˇati vnaprej dolocˇene odgovore naloge, kar omogocˇa, da tek-
movalci na tekmovanju nimajo popolnoma identicˇnih nalog.
Vzporedno z razvojem tekmovalne platforme in priprave ideje interaktiv-
nih nalog se je zacˇela pripravljati tudi spletna aplikacija za izgradnjo nalog
v okviru magistrske naloge Grega Pompeta. Sistem za izgradnjo nalog pod-
pira pripravo besedil in slik nalog, omogocˇa nastavitev odgovorov in izvoz
v formatu za interaktivne naloge. Naloge lahko urejajo razlicˇni uporabniki.
Mozˇno je tudi prevajati naloge iz enega v drug jezik. Skozi ves postopek
priprave nalog se belezˇi zgodovina sprememb naloge, tako da je mogocˇe sle-
diti spremembam in jih v primeru dolocˇene nezazˇelene spremembe povrniti
v prejˇsnje stanje.
Na podlagi zahtev interaktivnih nalog in tekmovalne platforme smo se
odlocˇili, da bomo za uporabniˇski vmesnik uporabili tehnologije HTML5, CSS
in JavaScript. S pomocˇjo teh tehnologij je bilo mogocˇe ucˇinkovito imple-
mentirati delovanje nalog v spletnih brskalnikih. Tekmovalna platforma je
sposobna s pomocˇjo programskega jezika JavaScript komunicirati preko stan-
dardnih, vnaprej definiranih klicev z interaktivnimi nalogami.
Komunikaciji med vmesnim slojem in uporabniˇskim vmesnikov smo po-
svetili veliko cˇasa, saj smo komunikacijo zˇeleli kar se da zmanjˇsati in tako
povecˇati zmogljivost posameznega strezˇnika v cˇasu tekmovanja, ko lahko
pricˇakujemo tudi do 10.000 hkratnih tekmovalcev, pri cˇemer vsaka dodatna
komunikacija pomeni dodatno obremenitev strezˇnikov.
Uporabniˇski vmesnik za tekmovanje (zahteve opisane v poglavju 1.4) je
optimiziran, nacˇin in potek tekmovanja, ki mu je mogocˇe slediti tudi na
sliki 4.4, opisujem na tem mestu. Pri tekmovanju tekmovalec obiˇscˇe sple-
tno stran tekmovanja, kjer izpolni prijavne podatke, nato je preusmerjen
na stran, na kateri se s strezˇnika prenesejo potrebne datoteke tekmovalne
platforme CSS in JavaScript.
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Slika 4.4: Potek tekmovanja – shema komunikacije tekmovalne platforme z
interaktivno nalogo in strezˇnikom.
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V datotekah JavaScript je implementirana logika, ki na strani odjemalca
izvede programsko kodo in nalozˇi tekmovalne naloge s strezˇnika, ki jih poda
aplikacijski sloj tekmovalnega sistema na podlagi pripravljenega tekmovanja
(metapodatki nalog, podatki o virih, vhodni nakljucˇni vektor, predhodno
izbrani odgovor) in jih lokalno predpomni v brskalnikov predpomnilnik (pro-
gramska koda pregleda vse metapodatke nalog in vnaprej sprozˇi prenos virov
nalog, tako da takrat, ko uporabnik zˇeli videti nalogo, ni treba vecˇ prenasˇati
podatkov s strezˇnikov). Ko so vse potrebne datoteke tekmovalnih nalog
nalozˇene, tekmovalna platforma JavaScript nad tekmovalnimi nalogami iz-
vede ukaz, da se nastavi prednastavljeni vrstni red odgovorov (tekmovalna
platforma za istega tekmovalca vedno poda enako vhodno, sicer nakljucˇno
sˇtevilo, in interaktivna naloga na podlagi le-tega v funkciji task.load na-
stavi enako vrsto odgovorov) in prednastavljeni odgovor, cˇe je uporabnik pred
tem zˇe resˇeval tekmovanje in je morda zaradi nedelovanja ali nenamerno na-
redil osvezˇitev spletne strani. Ko so vsi odgovori nastavljeni, koda na strezˇnik
sporocˇi, da je tekmovanje lokalno pripravljeno za tekmovanje, in ko aplika-
cijska plast prejme ukaz, si zapiˇse cˇas pricˇetka tekmovanja, JavaScript kodi
sporocˇi, da se je tekmovanje za tekmovalca pricˇelo, v tem trenutku pro-
gramska koda na strani odjemalca nastavi uro, ki odsˇteva minute do konca
tekmovanja ter prikazˇe prvo nalogo (oz. nalogo, na kateri je uporabnik ostal
pred osvezˇitvijo spletne strani, ob vsakem premiku med nalogami se lokalno
na uporabnikovem racˇunalniku nastavi piˇskotek, v katerem se shrani zadnja
odprta naloga). Nato ima tekmovalec cˇas, da resˇuje naloge, ko preostane
do konca tekmovanja samo sˇe pet minut, tekmovalna platforma JavaScript
spremeni barvo preostanka cˇasa v rdecˇe in s tem opozori tekmovalca, da mu
bo kmalu zmanjkalo cˇasa.
Pri prehodu med nalogami se na strezˇnik vsakicˇ sporocˇi, kaksˇen odgovor je
bil izbran ob prehodu. Vmesnik omogocˇa, da lahko pri vsaki nalogi uporabnik
odstrani trenutno izbrani odgovor, kar je pomembno, saj napacˇen odgovor
za tekmovalca pomeni negativne tocˇke. Na vmesniku na sliki 4.5 se pri
prikazu seznama nalog glede na to, ali je odgovor izbran ali ne, naloge barvno
50 POGLAVJE 4. OPIS RESˇITVE
oznacˇujejo (svetlo modra – naloga odgovorjena, rumena barva – naloga sˇe ni
odgovorjena), tako da ima tekmovalec ves cˇas pregled nad tem, koliko nalog
mu je sˇe ostalo za resˇevanje.
Slika 4.5: Graficˇni vmesnik tekmovalca med tekmovanjem.
V primeru, da potecˇe cˇas tekmovanja (na sliki 4.5 desno), koda Java-
Script izpiˇse, da je tekmovalni cˇas potekel, in tekmovalca preusmeri nazaj
na zacˇetno stran, na kateri lahko naslednji tekmovalec zˇe pricˇne s tekmova-
njem. V primeru, da tekmovalec zˇeli zakljucˇiti tekmovanje pred koncem cˇasa
tekmovanja, uporabniˇski vmesnik prikazˇe opozorilo, da po zakljucˇku tekmo-
vanja ne bo vecˇ mogocˇe resˇevati. V primeru, da ob kliku na gumb Zakljucˇi
tekmovanje na sliki 4.5 desno spodaj sˇe niso resˇene vse naloge, uporabniˇski
vmesnik izpiˇse opozorilo s podatkom o sˇtevilu neresˇenih nalog in uporabniku
ponudi mozˇnost odlocˇitve, ali resnicˇno zˇeli koncˇati s tekmovanjem ali morda
zˇeli nadaljevati resˇevanje.
Uporabniˇski vmesnik za administracijo je popolnoma standarden in eno-
staven. Za njegovo izgradnjo smo uporabili vgrajene generatorje vmesnika
v vmesnem sloju platforme Yii in se mu bolj podrobno nismo posvecˇali.
Administrativni del vmesnika je ostal pod popolno kontrolo vmesnega apli-
kacijskega sloja.
4.3.2 Vmesni sloj/aplikacijski sloj
Aplikacijski sloj je najpomembnejˇsi sloj celotnega sistema. V tem sloju smo
morali implementirati kompletno logiko sistema, urediti komunikacijo med
odjemalcem in podatkovno shrambo ter poskrbeti, da je bil sloj dovolj zmo-
gljiv za obdelavo zahtevkov vseh uporabnikov.
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Za tehnolosˇko osnovo smo uporabili programski jezik PHP (glej poglavje
3.5) in ogrodje Yii (glej poglavje 3.6). Odlocˇitev za programski jezik PHP in
Yii je izvirala predvsem iz predhodnih lastnih projektov in dobrega pozna-
vanja principov dela z njimi.
Na podlagi funkcionalnih zahtev smo razvili podatkovni model (priloga A)
in definirali relacije med posameznimi entitetami, ki jih bomo potrebovali v
sistemu. S pripravljenim podatkovnim modelom smo definirali podatkovno
shemo v podatkovni bazi in povezali Yii na izbrano podatkovno shrambo. Z
orodjem Yii smo iz pripravljene podatkovne baze ustvarili osnovne datoteke
z izvorno kodo (CRUD-sistem, opisan v poglavju 3.6)). Sistem CRUD je
zˇe pripravil vse osnovne poglede za urejanje in pregledovanje podatkov v
podatkovni shrambi.
S pomocˇjo definiranih tabel v podatkovni bazi so se izgradili tudi mo-
deli oz. programski objekti, s katerimi je mogocˇe programsko dostopati do
zapisov v podatkovni shrambi, ne da bi bilo zato treba pisati kakrsˇne koli
poizvedbe (SQL) na podatkovno shrambo. Programski dostop do podat-
kov v podatkovni shrambi imenujemo ORM (object relational mapping) oz.
po slovensko objektno-relacijska preslikava. ORM je tehnika programiranja,
ki omogocˇa preslikavo programskih objektov v strukturo, ki jo je mogocˇe
shraniti v podatkovno shrambo. Yii ORM je zelo dobro dodelan in poleg
osnovnega shranjevanja v podatkovno shrambo podpira tudi relacije in tuje
kljucˇe, kar v praksi pomeni, da jo, cˇe ima nek objekt neko lastnost, ki je
zapisana v drugem objektu, zna ORM-sistem ob zahtevi lastnosti avtomat-
sko nalozˇiti iz podatkovne shrambe. Tak nacˇin delovanja ogrodja Yii nam je
omogocˇil enostaven in relativno hiter razvoj sistema.
Za programiranje pravil in nacˇinov prikaza podatkov na uporabnikovem
brskalniku smo uporabili vgrajen nacˇin za komunikacijo z odjemalcem, to je
princip MVC (vecˇ o tem v poglavju 3.6). Tekmovalni del platforme je zelo
pomemben, zato smo na tem delu zˇeleli optimizirati komunikacijo med od-
jemalcem in aplikacijskim slojem. V sklopu optimiziranja komunikacije smo
implementirali lastne REST-klice, ki omogocˇajo cˇim manjˇso in problemsko
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orientirano komunikacijo.
Dolocˇene poizvedbe v podatkovno shrambo in deli programske kode se
skozi izvajanje aplikacijskega sloja ponavljajo, zato smo uporabili vgrajeno
predpomnjenje v Yii-ogrodju in s tem pohitrili obdelavo zahtev uporabnikov
na strezˇnik. Predpomnjenje pomeni, da rezultate poizvedb v podatkovno
shrambo oz. rezultate izvajanja programske kode shranimo v posebno po-
datkovno shrambo, za katero velja, da je dostop do nje hitrejˇsi kot ponovno
izvajanje bloka programske kode.
V nasˇem primeru smo za posebno podatkovno shrambo za predpomnjenje
uporabili storitev Memcache. Memcache je podatkovna shramba tipa kljucˇ-
vrednost, ki za hranjenje podatkov uporablja pomnilnik strezˇnika. Memcache
nima obstojnega shranjevanja podatkov, kar pomeni, da se mora koda apli-
kacijskega sloja ves cˇas zavedati, da morda podatka iz predpomnilnika ne bo
dobila in da bo morala del programske kode izvesti ponovno. Podatkovna
shramba Memcache ima vgrajene tudi cˇasovnike, ki omogocˇajo, da lahko
programska koda aplikacijskega sloja nastavi, kako dolgo naj se nek podatek
hrani v predpomnilniku. Po pretecˇenem cˇasu veljavnosti zapisa v podatkovni
shrambi se podatek avtomatsko izbriˇse.
Ko pa gledamo sistem kot celoto, je aplikacijski sloj prvi, ki se nahaja
na nasˇi infrastrukturi in mora biti dovolj zmogljiv, da lahko postrezˇe vsem
zahtevam uporabnikov. Na tem sloju smo morali poskrbeti, da lahko sloj de-
luje hkrati na vecˇ strezˇnikih, s cˇimer dosezˇemo vecˇjo zmogljivost in toleranco
na izpade posameznih strezˇnikov. Porazdelitev sloja na vecˇ strezˇnikov smo
dosegli tako, da smo v DNS-zapis ene domene dodali vecˇ zapisov DNS A za
vsak nasˇ aplikacijski strezˇnik posebej.
DNS strezˇnik ves cˇas spreminja vrstni red zapisov DNS A za domeno,
tako da vsak uporabnik, ki zˇeli dostopati do neke domene, dobi razlicˇen vrstni
red DNS-zapisov (razvidno v dveh razlicˇnih testih v primeru 4.1 v razdelku
odgovora ANSWER SECTION). Brskalnik se glede na vrstni red DNS-zapisov
zacˇne povezovati na strezˇnik, najprej na prvega, nato na naslednjega itd.
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TEST 1 :
d ig a bober . acm . s i
; <<>> DiG 9.9.3−P2 <<>> a bober . acm . s i
; ; g l o b a l opt ions : +cmd
; ; Got answer :
; ; −>>HEADER<<− opcode : QUERY, s t a t u s : NOERROR, id : 8578
; ; f l a g s : qr rd ra ; QUERY: 1 , ANSWER: 2 , AUTHORITY: 2 ,
ADDITIONAL: 1
; ; OPT PSEUDOSECTION:
; EDNS: ve r s i on : 0 , f l a g s : ; udp : 4096
; ; QUESTION SECTION:
; bober . acm . s i . IN A
; ; ANSWER SECTION:
bober . acm . s i . 86400 IN A 1 9 3 . 2 . 7 6 . 4 3
bober . acm . s i . 86400 IN A 1 9 3 . 2 . 7 6 . 4 2
bober . acm . s i . 86400 IN A 1 9 3 . 2 . 7 6 . 3 7
; ; AUTHORITY SECTION:
acm . s i . 7200 IN NS dns1 . acm . s i .
acm . s i . 7200 IN NS dns2 . acm . s i .
; ; Query time : 22 msec
; ; SERVER: 1 9 3 . 9 . 2 1 . 1 2#5 3 ( 1 9 3 . 9 . 2 1 . 1 2 )
; ; WHEN: Sat Mar 01 19 : 48 : 23 CET 2014
; ; MSG SIZE rcvd : 111
TEST 2 :
d ig a bober . acm . s i
; <<>> DiG 9.9.3−P2 <<>> a bober . acm . s i
; ; g l o b a l opt ions : +cmd
; ; Got answer :
; ; −>>HEADER<<− opcode : QUERY, s t a t u s : NOERROR, id : 8578
; ; f l a g s : qr rd ra ; QUERY: 1 , ANSWER: 2 , AUTHORITY: 2 ,
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ADDITIONAL: 1
; ; OPT PSEUDOSECTION:
; EDNS: ve r s i on : 0 , f l a g s : ; udp : 4096
; ; QUESTION SECTION:
; bober . acm . s i . IN A
; ; ANSWER SECTION:
bober . acm . s i . 86400 IN A 1 9 3 . 2 . 7 6 . 3 7
bober . acm . s i . 86400 IN A 1 9 3 . 2 . 7 6 . 4 3
bober . acm . s i . 86400 IN A 1 9 3 . 2 . 7 6 . 4 2
; ; AUTHORITY SECTION:
acm . s i . 7200 IN NS dns1 . acm . s i .
acm . s i . 7200 IN NS dns2 . acm . s i .
; ; Query time : 22 msec
; ; SERVER: 1 9 3 . 9 . 2 1 . 1 2#5 3 ( 1 9 3 . 9 . 2 1 . 1 2 )
; ; WHEN: Sat Mar 01 19 : 49 : 12 CET 2014
; ; MSG SIZE rcvd : 111
Primer 4.1: DNS-poizvedbi za naslov bober.acm.si
V primeru, da eden izmed strezˇnikov ni dostopen (to pomeni, da na sple-
tnih vratih 80, 443 ni dosegljiva nobena storitev), imajo danasˇnji brskal-
niki (Internet Explorer ≥ 8, Opera, Safari ≥ 4.0.4, Mozilla Firefox ≥ 3.4,
Google Chrome ≥ 4.0 [15]) vgrajen sistem v sodelovanju z lokalnim DNS-
razresˇevalnikom, da poskusijo vzpostaviti povezavo z naslednjim IP-naslovom,
ki ga vrne DNS-strezˇnik, in tako poskusijo priti do aktivnega strezˇnika. V
primeru izpada posameznih fizicˇnih strezˇnikov (nedostopnost spletnih vrat)
smo z vecˇ DNS-zapisi in vecˇ strezˇniki dosegli avtomatsko preusmeritev upo-
rabnikov na delujocˇe strezˇnike. Pomanjkljivost takega nacˇina delovanja je,
da dolocˇeni starejˇsi brskalniki sˇe nimajo vgrajene podpore za ta nacˇin de-
lovanja in da v tem primeru preusmeritve uporabnikov ne delujejo, kar po-
meni, da lahko pride do situacije, ko na nekem strezˇniku storitev ne de-
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luje pravilno in pride do napake v komunikaciji s podatkovno shrambo,
ampak ti brskalniki ne bodo poskusili dostopati do drugega strezˇnika. Za
boljˇso resˇitev preusmeritve uporabnikov bi morali uporabiti dodatne vme-
sne (proxy) strezˇnike, ki bi hkrati znali preverjati pravilnost delovanja stori-
tev aplikacijskega sloja, oz. uporabiti dodatno knjizˇnico za DNS-strezˇnik, ki
bi omogocˇila avtomatsko preverjanje delovanja strezˇnikov in izlocˇitev nede-
lujocˇih IP-naslovov strezˇnikov iz seznama DNS-zapisov.
Ko brskalniki razresˇijo domeno bober.acm.si, se preko IP-naslova nepo-
sredno povezˇejo z aplikacijskim strezˇnikom. Za aplikacijski strezˇnik smo
uporabili napreden odprtokodni strezˇnik Nginx, ki je v osnovi neke vrste
vmesni (proxy) strezˇnik. Nginx smo nastavili, da dostope do staticˇnih da-
totek (CSS, JavaScript, slike) lokalno predpomni v pomnilniku in jih nepo-
sredno obdela, ostale zahtevke po dinamicˇni vsebini pa posreduje naprej v
obdelavo PHP-aplikacijskemu strezˇniku. Za PHP-aplikacijski strezˇnik smo
uporabili posebno razlicˇico PHP-strezˇnika PHP-FPM (FastCGI Process Ma-
nager) [26, 57].
Ker smo porazdelili izvajanje aplikacijskega sloja na vecˇ strezˇnikov, so se
pojavile tezˇave s stanjem uporabnikov. Ker je HTTP-protokol brez stanj,
smo uporabili sistem sej (sejni piˇskotki), da lahko sledimo uporabniku skozi
njegove zahteve na strezˇnik. Podatki seje uporabnikov se obicˇajno hranijo
lokalno na posameznem strezˇniku. Pri porazdeljeni postavitvi aplikacijskega
sloja pa podatkov o sejah ni mogocˇe vecˇ hraniti lokalno na posameznem
strezˇniku, ampak je treba za hranjenje podatkov uporabiti neko skupno po-
datkovno shrambo. Cˇe bi pri porazdeljenem sistemu uporabili lokalno hra-
njenje, bi se nam lahko zgodilo, da bi uporabnik dostopal do enega strezˇnika
in dobil podatke za vzpostavitev seje, nato bi naredil nov zahtevek in potenci-
alno bi bilo mogocˇe, da bi bil drugi zahtevek preusmerjen na drug aplikacijski
strezˇnik, ki ne bi poznal seje, s katero bi se predstavil uporabnik, in sistem
ne bi deloval. Za hranjenje podatkov o sejah za uporabnike v nasˇem sistemu
smo uporabili skupno podatkovno shrambo MySQL Cluster.
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4.3.3 Podatkovna shramba
Jedro vecˇine danasˇnjih aplikacij so podatki in tezˇava, ki se pojavi, je, kako
podatke porazdeliti med vecˇ strezˇnikov in zagotoviti hiter in zanesljiv dostop.
Do enakega zakljucˇka smo priˇsli tudi pri tekmovalnem sistemu, zato je bilo
opravljenega veliko raziskovanja in testiranja, da smo priˇsli do resˇitve, ki
bo zadosˇcˇala potrebam celotnega sistema. Po pregledu zahtev sistema in
pregledu odprtokodnih resˇitev podatkovnih baz smo se odlocˇili, da uporabimo
grucˇno razlicˇico podatkovne baze MySQL Cluster (opisano v poglavju 3.7),
za katero smo nasˇli boljˇso dokumentacijo in pripravljene primeri uporabe na
spletu [35,40].
Eden kljucˇnih razlogov, zakaj smo se dejansko odlocˇili za podatkovni sis-
tem MySQL Cluster, je dejstvo, da so razvijalci MySQL Cluster v letu 2013
z verzijo 7.3 dodali podporo za tuje kljucˇe in omejitve v podatkovni pogon
NDB, kar pomeni, da so s tem pokrili enake funkcionalnosti, kot jih ima In-
noDB s pogonom NDBCLUSTER, le da v NDBCLUSTER deluje v grucˇni
razlicˇici MySQL in omogocˇa, da imamo podatke porazdeljene in sinhronizi-
rane na vecˇ razlicˇnih strezˇnikih. Porazdelitev na vecˇ strezˇnikov nam prinese
decentralizacijo sistema, kar pomeni, da nimamo ene same tocˇke v sistemu,
od katere bi bil odvisno delovanje celotnega sistema. Poleg tega nam tak
sistem z vecˇanjem sˇtevila strezˇnikov in strojnih virov omogocˇa povecˇevanje
kapacitet in zmogljivosti, kar je pomembno za rabo tekmovalne platforme v
prihodnosti, saj pricˇakujemo vecˇje sˇtevilo tekmovalcev in uporabo platforme
tudi v drzˇavah izven meja Slovenije. MySQL Cluster nam je s svojo arhi-
tekturo omogocˇil zanesljivo podatkovno shrambo, v katero se zapisujejo vsi
potrebni podatki za uspesˇno delovanje celotne tekmovalne platforme.
Slaba lastnost MySQL Cluster je licenca, izdan je namrecˇ pod licenco
GPLv2, kar pomeni, da podatkovnega sistema ni mogocˇe uporabiti v komer-
cialne namene in zapakirati resˇitve kot celotnega produkta/paketa. Je pa
mogocˇe brez krsˇitev uporabiti MySQL Cluster v komercialnih projektih, cˇe
se namestitev grucˇe locˇi od namestitve komercialnega projekta, obicˇajno z na-
vodili za namestitev podatkovnega sistema s strezˇnikov MySQL-razvijalcev.
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Odlicˇna stvar MySQL-sistemov je, da za komercialne namene omogocˇajo tudi
mozˇnost nakupa licence, zakupa podpore in pomocˇi, kar omogocˇa lazˇje, hi-
trejˇse in bolj efektivno delo.
V okviru diplomskega dela in postavitve sistema MySQL Cluster za po-
trebe izvedbe tekmovanja Bober v Sloveniji in Srbiji v letu 2013 so nastala
tudi navodila za postavitev MySQL Cluster v praksi [20].
Podatkovni model Bober
Podatkovni model tekmovalnega sistema Bober je sestavljen iz 35 rela-
cij oz. tabel, shema relacij in povezav med relacijami se nahaja v prilogi A.
V relaciji users (uporabniki) se nahajajo osnovi podatki o uporabnikih
(uporabniˇsko ime, geslo, e-posˇtni naslov, cˇas dodajanja uporabnika, cˇas za-
dnje prijave uporabnika, ali je uporabnik superadministrator ali ne, ter sˇe
nekaj ostalih prehodnih atributov relacije, ki so potrebni za delovanje regi-
stracijskega postopka). Za primere potreb po razsˇirljivosti profila uporabni-
kov sta dodani relaciji profiles in profiles fields, preko katerih je
mogocˇe dinamicˇno, brez dodatnega programiranja dodati nova polja v pro-
filu posameznega uporabnika. Seje uporabnikov sistema so zaradi uporabe
porazdeljenih sistemov zapisane v posebni relaciji YiiSession, ki je sesta-
vljena iz treh enostavnih atributov, in sicer identifikatorja seje oz. piˇskotka
v brskalniku (id), podatka o tem kako dolgo je veljavna seja (expire) in
podatkov, shranjenih v seji (data). Za potrebe boljˇse kategorizacije tek-
movanj, sˇol in uporabnikov je uporabljenih nekaj relacij za sˇifrante, in sicer
relacija school (sˇole), school category (kategorije sˇol, osnovna sˇola,
srednja sˇola itd.), region (regije, goriˇska, savinjska . . . ), municipality
(obcˇine), language (jeziki), country (drzˇave), country language (je-
ziki v drzˇavi). Sˇifranti se uporabljajo v ostalih relacijah in so med seboj
povezani s tujim kljucˇem. V relaciji school mentor (mentorji na sˇoli)
se nahaja informacija o tem, kateri uporabnik v sistemu je mentor na ka-
teri sˇoli, vsak uporabnik je lahko mentor na vecˇ sˇolah, prav tako ima lahko
vsaka sˇola vecˇ mentorjev. V relaciji country administrator (drzˇavni
administratorji) se nahaja informacija, kateri uporabniki so administratorji
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v posameznih drzˇavah.
Naloge oz. vprasˇanja so v sistem vnesˇena preko relacije question (vpra-
sˇanja). Relacija question ima atribute id, country id (povezava s tujim
kljucˇem na drzˇavo), type (vrsta naloge, ali gre za navadno nalogo ali inte-
raktivno nalogo, trenutno so podprte le interaktivne naloge), title (naziv
naloge), text (besedilo naloge, cˇe gre za navadno nalogo), data (dodatni
podatki o nalogi), version (verzija naloge, pomembno pri uvazˇanju interak-
tivnih nalog), verification function type (vrsta nacˇina preverjanja
pravilnost naloge, interni nacˇin, kjer sistem Bober dejansko ve, kateri odgo-
vor je pravilen, JavaScript-nacˇin, kjer se glede pravilnosti odgovora povprasˇa
evalvacijsko funkcijo interaktivne naloge), verification function (funk-
cija za preverjanje pravilnosti odgovora za interaktivne naloge, v to polje
se lahko zapiˇse staticˇni odgovor na interaktivno nalogo ali pa JavaScript-
evalvacijska funkcija), authors (avtorji naloge), css (dodatni CSS-stili, ki
jih je mogocˇe vrniti v interaktivno nalogo za boljˇso vizualizacijo naloge v
tekmovalnem vmesniku Bober).
Osnovna relacija question se povezuje z ostalimi relacijami, ki dopol-
njujejo naloge z dodatnimi informacijami. V relaciji question answer
(odgovori na vprasˇanja) se za vsako nalogo tipa navadna naloga nahajajo
odgovori na vprasˇanja. V relaciji question translation (prevod vpra-
sˇanja) in question answer translation (prevodi odgovorov na vpra-
sˇanja) se zapiˇsejo prevodi nalog in odgovorov na naloge v druge jezike, kar
pride v uposˇtev za drzˇave, ki imajo vecˇ uradnih jezikov. Da so lahko viri na-
log, kot so slike, besedila, skripte, zasˇcˇiteni pred nepooblasˇcˇenim vpogledom,
so vse datoteke zapisane v relaciji question resource (viri vprasˇanj).
Relacija je sestavljena iz atributov id, question id (povezava s tujim
kljucˇem z vprasˇanjem), language id (povezava s tujim kljucˇem z jezi-
kom), type (vrsta vira: naloga, razlaga resˇitve ali evalvacijska funkcija),
path (pot do datoteke, virtualni imenik, to je pomembno za uvozˇene inte-
raktivne naloge, ki imajo znotraj staticˇne HTML vsebine relativno pot do
ostalih virov, recimo slika1.jpg ni v istem imeniku kot HTML-naloge, ampak
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v mapi ,,data“), filename (ime datoteke vira), file type (vrsta dato-
teke, pomembna informacija, da lahko programsko pravilno vracˇamo vsebino
brskalniku, da se brskalnik ne zaveda virtualnosti datotek), data (binarni
podatki virov), start up (vsaka interaktivna naloga ima eno zacˇetno dato-
teko, ponavadi je to index.htm, HTML-datoteka z nalogo).
Tekmovanje se v podatkovnem modelu zapiˇse v relaciji competition
(tekmovanje). V relaciji tekmovanje se dolocˇi name (ime tekmovanja), ac-
tive (ali je tekmovanje zˇe aktivno ali ne), timestamp start (datum in
cˇas pricˇetka tekmovanja), timestamp stop (datum in cˇas zakljucˇka tek-
movanja), type (vrsta tekmovanja: sˇolsko, drzˇavno), public access (ali
je tekmovanje zˇe javno dostopno za vadbo), duration (cˇas tekmovanja v
minutah), timestamp mentor results (datum in cˇas, od katerega dalje
mentorji vidijo rezultate tekmovanja), timestamp mentor awards (da-
tum in cˇas, od katerega dalje mentorji vidijo, kaksˇne nagrade so dobili nji-
hovi ucˇenci), timestamp mentor advancing to next level (datum
in cˇas, od katerega dalje mentorji vidijo, kdo bo napredoval na naslednjo sto-
pnjo tekmovanja). Ime tekmovanja je mogocˇe prevesti tudi v druge jezike z
zapisom podatka v relacijo competition translation (prevod tekmo-
vanja). Vsakemu tekmovanju je mogocˇe dolocˇiti, v kateri drzˇavi se bo tekmo-
vanje izvajalo, to se dolocˇi preko relacije competition country (drzˇava
tekmovanja). V relaciji competition category (kategorija tekmovanja)
se nahaja seznam vseh kategorij tekmovanja (Bobrcˇek, Mladi bober . . . ) in
vseh omejitev, v katerem razredu in stopnji izobrazˇevanja mora biti tekmova-
lec, ki pristopi k posameznemu tekmovanju. Prevodi za imena kategorij tek-
movanja se nahajajo v relaciji competition category translation
(prevodi imen kategorij tekmovanja). V relaciji competition category-
active (aktivne kategorije tekmovanja) se dolocˇijo nastavitve tekmovalne
kategorije specificˇno za neko tekmovanje, dolocˇi se sˇtevilo vprasˇanj, sˇtevilo
potrebnih tocˇk za posamezno priznanje ter sˇtevilo tekmovalcev, ki bo napre-
dovalo na naslednjo stopnjo tekmovanja. V relaciji competition commit-
tee (komisija tekmovanja) se dolocˇi, kateri uporabniki v sistemu so cˇlani ko-
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misije posameznega tekmovanja. V relaciji competition question dif-
ficulty (tezˇavnostne kategorije vprasˇanj na tekmovanju) se nahaja sˇifrant
tezˇavnostih stopenj vprasˇanj na tekmovanju in informacija o sˇtevilu tocˇk,
ki jih tekmovalec dobi v primeru pravilnega oz. izgubi v primeru napacˇnega
odgovora. Imena tezˇavnostih stopenj vprasˇanj je mogocˇe tudi prevesti v
druge jezike z zapisom podatka v relacijo competition question dif-
ficulty translation.
Pri sestavljanju tekmovanja je treba dolocˇiti vprasˇanja na tekmovanju
za vsako kategorijo tekmovalcev posebej, to informacijo se zapiˇse v relacijo
competition question, kjer se zapiˇse podatek, katera vprasˇanja so na
posameznem tekmovanju, in competition question category, preko
katere se dolocˇi, katero vprasˇanje na tekmovanju bo za tekmovalce posamezne
kategorije ter s kaksˇno tezˇavnostno stopnjo bo vprasˇanje vrednoteno.
Na vsako tekmovanje se morajo sˇole prijaviti, podatek o tem se zapiˇse
v relacijo competition category school, pri tem se tudi dolocˇi, v ka-
terih kategorijah tekmovanja bodo ucˇenci s te sˇole tekmovali. Poleg tega
se morajo na tekmovanja prijaviti tudi mentorji na sˇolah, kar se zapiˇse
v relaciji competition category school mentor. V tej relaciji se
zapiˇse dostopna koda do tekmovanja, ki jo mentorji prejmejo in posredu-
jejo na dan tekmovanja svojim ucˇencem. Preko uporabljene dostopne kode
nato tekmovalni sistem tekmovalca povezˇe s pravilnim mentorjem, katego-
rijo tekmovanja, sˇolo in drzˇavo. Podatki o tekmovalcu se zapiˇsejo v re-
laciji competition user. Poleg prej nasˇtetega se v tej relaciji shrani
tudi first name (ime), last name (priimek), gender (spol), class (ra-
zred), informacije o diskvalifikaciji, advancing to next level (ali tek-
movalec napreduje na naslednjo stopnjo tekmovanja), award (ali je tekmo-
valec prejel kaksˇno nagrado, start time (datum in cˇas pricˇetka tekmova-
nja), finish time (datum in cˇas zakljucˇka tekmovanja), finished (ali
je tekmovalec zakljucˇil tekmovanje), informacija o sˇtevilu dosezˇenih tocˇk,
ip start (IP-naslov tekmovalca ob zacˇetku tekmovanja), ip stop (IP-
naslov tekmovalca ob zakljucˇku tekmovanja). Ko se tekmovalcu pripravi
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tekmovanje, se podatek o vrstnem redu vprasˇanj in nakljucˇnem sˇtevilu za in-
teraktivne naloge zapiˇse v relacijo competition user questions. Cˇe so
tekmovalna vprasˇanja navadna vprasˇanja (ne interaktivne naloge) v sistemu,
se poleg vrstnega reda vprasˇanj zapiˇse tudi vrstni red odgovorov, in sicer
v relaciji competition user question answer. Ko tekmovalec resˇuje
naloge, se shranjujejo njegovi odgovori v relacijo competition user -
question, in sicer na sledecˇ nacˇin: cˇe gre za navadna vprasˇanja, se zapiˇse
podatek o izbranem odgovoru v atribut question answer id (povezan tuj
kljucˇ na odgovor na vprasˇanje), cˇe pa gre za interaktivno nalogo, se izbrani
odgovor na vprasˇanje zapiˇse v atribut custom answer (poljuben odgovor,
odgovor, ki ga zna sprejeti evalvacijska funkcija interaktivne naloge in na
podlagi tega sporocˇiti, ali je odgovor na vprasˇanje pravilen ali ne).




Tekmovalni sistem Bober je bil postavljen v tri virtualne strezˇnike, ki so de-
lovali na dveh fizicˇnih strezˇnikih.
Strojna oprema gostiteljskih strezˇnikov je taka:
• CPE: 32x jedro AMD Opteron(TM) Processor 6272, 1,4 Ghz
• Pomnilnik: 128 GB
• Disk: 5,5 TB
Programska oprema virtualnih strezˇnikov:
• Operacijski sistem: Linux Ubuntu 12.04.3 LTS
• Spletni strezˇnik Nginx 1.1.19
• PHP 5.3.10 s FPM in CLI-modulom
• MySQL Cluster GPL 7.3.2
• MySQL Proxy 0.8.1
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• Memcached 1.4.13
• Zabbix Agent v 2.0.10
• ntpdate 4.2.6p3
5.2 Funkcionalnosti
Glede na zahteve sistema smo podprli vecˇino funkcionalnosti, to dejstvo
podpirajo zaslonske slike aplikacije in delujocˇi sistem na spletnem naslovu:
https://bober.acm.si
5.2.1 Tekmovanje
Slika 5.1: Vhodna stran tekmovalnega sistema, preko katere lahko tekmovalci
vpiˇsejo svoje podatke in kodo za dostop in pricˇnejo s tekmovanjem.
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Na vhodni strani na sliki 5.1 tekmovalec vpiˇse svoje osebne podatke in vnese
kodo za dostop. Cˇe so izpolnjeni podatki pravilni, uporabnika preusmeri na
tekmovalni vmesnik.
Slika 5.2: Videz tekmovalnega vmesnika.
V zgornji navigacijski vrstici tekmovalnega vmesnika na sliki 5.2 je mogocˇe
preklapljati med nalogami, svetlomodro obarvana naloga pomeni, da je tek-
movalec na vprasˇanje zˇe odgovoril. Pod navigacijsko vrstico je informacija o
sˇtevilu odgovorjenih nalog v odvisnosti od sˇtevila vseh nalog. Zgoraj desno
je mogocˇe preklopiti tekmovalni vmesnik v druge jezike, trenutno podprti
jeziki so anglesˇcˇina, slovensˇcˇina in srbsˇcˇina. Na desni, vzporedno z naviga-
cijsko vrstico, je prikazan preostali cˇas tekmovanja, ki ga ima tekmovalec na
voljo za resˇevanje nalog. Pod preostalim cˇasom se nahaja gumb za zakljucˇek
tekmovanja. Ob kliku na ta gumb se prikazˇe opozorilo, ki tekmovalca opo-
zori, na koliko vprasˇanj ni odgovoril in da po zakljucˇku tekmovanja ne bo vecˇ
66 POGLAVJE 5. TESTIRANJE IN OVREDNOTENJE
mogocˇe spreminjati odgovorov na naloge. Pod zgornjim funkcijskim oknom
se nahaja okvir z nazivom naloge in gumbom za izbris odgovora na nalogo,
s katerim lahko tekmovalci izbriˇsejo odgovor na nalogo, saj napacˇen odgo-
vor na vprasˇanje tekmovalcu prinasˇa negativne tocˇke. Pod tem okvirjem pa
sledijo vsebina naloge in odgovori.
5.2.2 Upravljanje
Z vmesnikom za upravljanje na slikah 5.3 in 5.4 je mogocˇe nastavljati vse
potrebne podatke za izvedbo tekmovanja. Spremeniti je mozˇno vse podatke,
drzˇave, jezike, tekmovalne kategorije, vprasˇanja, tekmovanja itd. S pogledom
za urejanje tekmovanja na sliki 5.5 je mogocˇe urejati vse podatke o tekmo-
vanju, ime tekmovanja, cˇas zacˇetka in konca tekmovanja, tip tekmovanja,
cˇas tekmovanja in kdaj posamezne informacije o tekmovanju vidijo mentorji
tekmovalcev. V administraciji so na podoben nacˇin, kot na sliki 5.5, imple-
mentirani tudi vsi ostali obrazci za urejanje.
Slika 5.3: Pregled administratorskih funkcionalnosti za administratorje.
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Slika 5.4: Pregled administratorskih funkcionalnosti glede tekmovanja.
Slika 5.5: Administratorski pogled za urejanje tekmovanja.
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5.2.3 Mentorstvo
Slika 5.6: Pogled mentorja, ki upravlja s svojimi tekmovalci.
Vsak mentor se lahko prijavi v sistem in pregleduje svoje tekmovalce (po-
gled na sliki 5.6), mentor vidi tocˇke in naloge, ki so jih tekmovalci narobe
resˇili, dobljena priznanja in status napredovanja na naslednji nivo tekmova-
nja. Dolzˇnost mentorjev je, da uredijo podatke o svojih tekmovalcih, torej
da jim popravijo napake v imenih, priimkih in razredih, tako da so podatki
urejeni pred tiskom priznanj.
Slika 5.7: Statistika priznanj.
Za koordinatorje sˇol in administratorje smo pripravili statistiko priznanj
(pogled na sliki 5.7), preko katere je mogocˇe analizirati, koliko priznanj je
dobila posamezna sˇola v posamezni kategoriji tekmovanja.
Z izdelanim sistemom je bilo v Sloveniji novembra 2013 uspesˇno izvedeno
tekmovanje na nivoju sˇol, ko se je udelezˇilo 12.331 tekmovalcev, in januarja
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2014 drzˇavno tekmovanje, ko se je udelezˇilo 320 tekmovalcev. Ob razvoju
tekmovalnega sistema so nas povabili v Srbijo, kjer smo jim predstavili idejo
tekmovanja in zˇe decembra 2013 so z nasˇimi sistemom izvedli tekmovanje na
nivoju sˇol, kjer smo za prvo leto dosegli visoko sˇtevilo tekmovalcev (6.272).
Kvalitativno je bil torej sistem vecˇkrat preizkusˇen in je prestal vse zahteve
programskih svetov, ki so organizirali in izvedli tekmovanje, zato si upamo
trditi, da smo implementirali potrebne funkcionalne zahteve sistema (po-
glavje 1.4).
Nedokoncˇanih je ostalo nekaj funkcionalnosti, in sicer ni stroge delitve
med drzˇavnimi administratorji in cˇlani tekmovalne komisije, prav tako ni
implementirana neposredna API-komunikacija s skladiˇscˇem nalog, tako da
je treba naloge izvoziti iz sistema za pripravljanje nalog in ga uvoziti v tek-
movalno platformo. Ideja o generiranju tekmovalnih priznanj in priznanj za
ucˇitelje je bila preprosto prezahtevna za implementacijo znotraj tekmovalne
platforme, zato smo uporabili zunanjo aplikacijo za pripravo PDF-datotek,
ki je bila implementirana zˇe v preteklih letih [43]. Nedokoncˇan je ostal nacˇin
za vadbo, kjer bi lahko tekmovalci vadili tekmovanja s preteklimi tekmoval-
nimi nalogami in bi se jim ob koncu tekmovanja prikazali pravilni odgovori
in obrazlozˇitve nalog. Poleg tega pa je tako v tekmovalnem kot v admini-
strativnem delu ostalo veliko mozˇnosti za izboljˇsavo uporabniˇske izkusˇnje pri
uporabi sistema. Realno bi sistem potreboval sˇe nekaj mesecev razvoja, da
bi se dokoncˇale vse funkcionalnosti.
5.3 Kvantitativno ovrednotenje
Za meritve stabilnosti sistema med tekmovanjem smo uporabili vecˇ meri-
tvenih sistemov, saj smo uporabili strezˇnik Zabbix [56], ki je spremljal vse
pomembne sistemske parametre: uporabljeni pomnilnik (glej sliko 5.8), upo-
raba CPE (glej sliko 5.9), sˇtevilo zahtevkov na strezˇnik (glej sliko 5.10), do-
stopnost vseh strezˇnikov v grucˇi celotnega tekmovalnega sistema itd. To je
bilo notranje spremljanje stanja strezˇnikov, za zunanje spremljanje strezˇnika
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smo uporabili komercialno storitev Pingdom [44], ki spremlja dosegljivost
posameznih strezˇnikov na nivoju HTTP/HTTPS-protokola (dostop do apli-
kacijskega strezˇnika), meri odzivni cˇas (ping) do strezˇnika in v primeru izpada
takoj obvesti administratorje preko SMS-sporocˇila in e-posˇte. Tekom vseh
tekmovanj so bili vsi strezˇniki skoraj ves cˇas stabilni, razen manjˇsega izpada
programja podatkovne baze zaradi preobremenjenosti gostiteljska strezˇnika
z obdelavami drugega virtualnega strezˇnika.
Slika 5.8: Poraba pomnilnika med izvajanjem sˇolskega tekmovanja Bober v
Sloveniji v letu 2013.
Slika 5.9: Poraba CPE med izvajanjem sˇolskega tekmovanja Bober v Sloveniji
v letu 2013.
Slika 5.10: Pregled sˇtevila zahtevkov na sekundo na strezˇnik med izvajanjem
sˇolskega tekmovanja Bober v Sloveniji v letu 2013.
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Slika 5.11: Realno-cˇasovna Googlova analitika, iz katere je razvidno hkratno
sˇtevilo uporabnikov med izvajanjem sˇolskega tekmovanja Bober v Sloveniji
v letu 2013.
Slika 5.12: Pregled sˇtevila obiska spletne strani bober.acm.si v tednu tekmo-
vanja Bober v Sloveniji 2013.
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Za potrebe analiziranja skupne zmogljivosti celotne postavitve tekmoval-
nega sistema smo uporabili Google Analytics [17]. S pomocˇjo Google Ana-
lytics smo spremljali sˇtevilo hkratnih uporabnikov sistema (glej sliko 5.11).
Poleg spremljanja skupnega sˇtevila uporabnikov smo belezˇili tudi vse dogodke
v brskalniku (kliki na gumbe, premikanje med nalogami itd.), ki se dogajajo
med tekmovanjem uporabnikov. S pomocˇjo analize skupnega sˇtevila obiskov
na sliki 5.12 smo ugotovili, da smo v cˇasu tekmovanja Bober v Sloveniji v
letu 2013 zabelezˇili 13.988 obiskovalcev in 75.000 ogledov spletnih strani ter
da je uporabnik na strani povprecˇno prezˇivel skoraj 40 minut, kar se sklada
s 45-minutno cˇasovno omejitvijo tekmovanja.
5.4 Povzetek
Uporabniˇski vmesnik in aplikacijski sloj sta bila popolnoma stabilna in ni
bilo odkritih nobenih napak. Na sloju podatkovne shrambe pa smo med
sˇolskim tekmovanjem v Sloveniji leta 2013 zabelezˇili 10-minutni popolni iz-
pad delovanja, a smo po analizi izrednega dogodka ugotovili, da je nekdo med
tekmovanjem na istem fizicˇnem strezˇniku sprozˇil obdelavo, ki je zasedla celo-
ten pomnilnik strezˇnika, virtualni strezˇniki, v katerih so bile zagnane storitve
Bobra, pa niso imeli zagotovljenega pomnilnika, kar je sprozˇilo, da je jedro
gostitelja ugasnilo procese MySQL Cluster, ki so na sistemu vzeli velik del
pomnilnika, zaradi cˇesar se je celotna grucˇa podatkovnih vozliˇscˇ na strezˇniku
ugasnila. V cˇasu nedelovanja podatkovne shrambe se odgovori tekmovalcev
na vprasˇanja niso shranjevali. Nadzorna vozliˇscˇa MySQL Cluster so takoj po
zaznani napaki avtomatsko zagnala nova podatkovna vozliˇscˇa. Podatkovna
shramba se je po nepricˇakovani zaustavitvi uspesˇno ponovno vzpostavila, in
to samodejno, brez posredovanja administratorjev. Na podlagi tega skle-
pamo, da je delovanje sloja podatkovne shrambe uspesˇno. V uporabi smo
imeli tri virtualne strezˇnike, za uspesˇno delovanje sta potrebna vsaj dva od
treh. Do izpada je priˇslo na gostiteljskem strezˇniku, kjer sta bila prisotna
dva virtualna strezˇnika Bober, kar je povzrocˇilo, da je ostal prisoten samo sˇe
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en virtualni strezˇnik na drugem gostiteljskem strezˇniku, kar pa ni dovolj in
priˇslo je do izpada porazdeljene podatkovne baze.
V prihodnje bi bilo treba zagotoviti, da je vsak virtualni strezˇnik Bober
namesˇcˇen na locˇeni strojni opremi oz. da virtualizacijska tehnologija zagota-
vlja vire za vsak virtualni strezˇnik posebej, tako da ena nepredvidena situ-
acija na gostiteljskem strezˇniku ne more vplivati na delovanje vecˇ kot enega
virtualnega strezˇnika. Glede na izkusˇnje iz prvega sˇolskega tekmovanja smo
pri naslednjih tekmovanjih opozorili vse uporabnike, ki si delijo gostiteljski
strezˇnik, naj v cˇasu tekmovanja ne uporabljajo strezˇnika, in tako smo izvedli
sˇolsko tekmovanje decembra 2013 v Srbiji in drzˇavno tekmovanje januarja
2014 v Sloveniji brez napak.
Za namene dodatne zasˇcˇite pred izpadi aplikacijskega sloja in podatkovne
shrambe med tekmovanjem bi predlagali, da bi lahko naredili dnevniˇsko za-
pisovanje odgovorov na nek tretji strezˇnik, kjer bi se podatki posˇiljali preko
GET-parametrov HTTP-zahtevkov, tako bi imeli dodaten zapis vseh odgo-
vorov tekmovalcev, da bi v primerih popolnega izpada podatkovne shrambe
imeli mozˇnost rekonstrukcije odgovorov.
Druga varianta varovanja podatkov tekmovalca bi bila asinhrona komuni-
kacija s strezˇnikom, ko bi se torej ves cˇas tekmovanja vodil dnevnik dogodkov
oz. odgovorov na vprasˇanja, na strezˇnik bi se dogodki sporocˇali na dolocˇen
cˇasovni interval oz. glede na dogodke v uporabniˇskem vmesniku. V primeru,
da dogodka ne bi bilo mogocˇe sporocˇiti na strezˇnik oz. da od strezˇnika upo-
rabniˇski vmesnik ne bi sprejel ustrezne potrditve, bi si uporabniˇski vmesnik
zapomnil, da dolocˇenih dogodkov ni uspel uspesˇno poslati in bi jih poskusil
znova poslati kasneje.
Tretja varianta varovanja podatkov tekmovalcev med tekmovanjem bi
bila, da bi na uporabniˇskem vmesniku dodali dodatno programsko logiko
za preverjanje delovanja podatkovne shrambe. V primeru izpada sistema v
cˇasu tekmovanja oz. v primeru, da bi tekmovalec izgubil internetno povezavo
med tekmovanjem, bi tekmovalcu na koncu tekmovanja pripravili besedilo,
v katero bi zakodirali vse odgovore. Te bi lahko nato tekmovalci poslali po
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elektronski posˇti, mentorju pa bi jih uvozili v sistem naknadno po koncˇanem
tekmovanju (primer sistema v Franciji, vecˇ o tem v poglavju 2.2).
Glede na kriterije, navedene v poglavju 1.4.5, z grafov obremenjenosti
strezˇnika med tekmovanjem ne moremo zagotovo trditi, da bi strezˇnik lahko
sprejel 10.000 tekmovalcev naenkrat in da bi s sistemom v tekmovalnem te-
dnu lahko sprejeli tudi do 100.000 tekmovalcev. Realnih preizkusˇenih ocen za
sistem nimamo, ker nismo imeli na voljo taksˇne kolicˇine tekmujocˇih uporab-
nikov. Sistem smo testirali z orodjem za testiranje zmogljivosti strezˇnikov
AB (Apache HTTP server benchmarking tool [49]) in vsak od virtualnih
strezˇnikov je bil sposoben odgovoriti na 1000 hkratnih zahtevkov, to po-
meni, da bi v primeru treh strezˇnikov sistem potencialno lahko sprejel 3000
hkratnih zahtevkov (v tabeli 5.1 prva vrstica). Cˇe vzamemo za izracˇun po-
tencialne zmogljivosti strezˇnika realno pridobljene podatke, kjer vemo, da je
638 hkratnih uporabnikov (Googlova analitika hkratnih uporabnikov na sple-
tni strani, slika 5.11, v tabeli 5.1 druga vrstica) generiralo do maksimalno
142 zahtevkov na sekundo (graf sˇtevila zahtevkov na sekundo, slika 5.10, v
tabeli 5.1 tretja vrstica), lahko sklepamo, da uporabnik, ki uporablja tek-
movalno platformo, naredi povprecˇno 0,22 zahtevka na sekundo (v tabeli 5.1
cˇetrta vrstica), kar pomeni, da bi lahko z zmogljivostjo 3000 zahtevkov na
sekundo uspesˇno obdelali vsaj 13.636 hkratnih uporabnikov (v tabeli 5.1 peta
vrstica), kar je vecˇ, kot je sˇtevilka, navedena v zahtevah delovanja (10.000
tekmovalcev naenkrat). Glede zahteve po zmogljivosti obdelave 100.000 tek-
movalcev, porazdeljenih cˇez petdnevni tekmovalni cˇas, pa lahko z naslednjimi
predpostavkami izracˇunamo, da ko se tekmovanje izvaja med tednom med
poukom, obicˇajno je to cˇas med 8:00 in 13.00, to pomeni, da je na dan na
voljo 5 ur za tekmovanje. Vsako tekmovanje uporabnika traja 45 minut, kar
pomeni, da lahko izvedemo na sˇoli na dan priblizˇno 6 tekmovanj uporabni-
kov. Cˇe imamo lahko hkratnih uporabnikov sistema 13.000 in lahko izvedemo
6 tekmovanj uporabnikov na dan, to pomeni, da jih na dan lahko tekmuje
80.000, v roku 5 dni to pomeni vsaj 400.000 (v tabeli 5.1 sˇesta vrstica). To
pomeni, da smo zahtevo zmogljivosti vseh tekmovalcih krepko presegli.
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Vrednost Izmerjeno Ocena
Zmogljivost strezˇnikov v sˇt. hkratnih zahtevkov/s 3000 1500
Sˇt. hkratnih uporabnikov 638 /
Sˇt. hkratnih zahtevkov/s 142 /
Sˇt. zahtevkov na uporabnika/s 0,22 0,22
Skupna zmogljivost hkratnih uporabnikov 13.636 6.818
Dnevna skupna zmogljivost hkratnih uporabnikov 81.816 40.908
5-dnevna zmogljivost uporabnikov 409.080 204.540
Tabela 5.1: Izracˇun zmogljivosti tekmovalnega sistema Bober, ocena podana
z varnostnim faktorjem 2.
Za oceno zmogljivosti sistema v tabeli 5.1, stolpec ,,Ocena“, na strojni
opremi opisani v poglavju 5.1, smo uporabili varnostni faktor 2, kar po-
meni, da smo zmanjˇsali zmogljivost strezˇenja zahtevkov sistema na polovico
in na podlagi predpostavk ponovno preracˇunali zmogljivost sistema. Po oce-
njeni zmogljivosti z varnostnim faktorjem sistem ne izpolnjuje vecˇ zahteve po
zmogljivosti hkratnih uporabnikov sistema. Zmogljivost hkratnih uporabni-
kov z varnostnim faktorjem bi lahko zagotovili tako, da bi povecˇali sˇtevilo
strezˇnikov, saj bi s tem povecˇali zmogljivost strezˇnikov pri hkratnih zahtevkih
na sekundo.
Maksimalen cˇas vzpostavitve sistema v primeru popolnega izpada grucˇnega
sistema smo izmerili tako, da smo vse strezˇnike ob istem cˇasu ponovno za-
gnali, s tem smo spravili strezˇnike v nesinhronizirano stanje. Cˇas do ponov-
nega stabilnega delovanja ni presegel 20 minut.
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Poglavje 6
Zakljucˇek in nadaljnje delo
Z izdelavo in izvedbo celotnega sistema smo zadovoljni, implementacija arhi-
tekture s pomocˇjo treh osnovnih slojev se nam je obrestovala in se izkazala za
primerno za uspesˇno izvedbo projekta. Programski svet tekmovanja Bober
v Sloveniji je izvedel anketo med ucˇitelji, kjer smo dobili potrditev, da je
bila tehnicˇna izvedba tekmovanja letos veliko bolj tekocˇa in brez tezˇav kot
prejˇsnja leta, iz tega lahko sklepamo, da je projekt uspesˇen in da smo nare-
dili korak naprej v zgodovini tekmovanja Bober. Dejstvo pa je, da dolocˇene
funkcionalnosti na administrativnem vmesniku sˇe niso dokoncˇane, ponekod je
uporabniˇski vmesnik neintuitiven in bi ga bilo mogocˇe v veliki meri izboljˇsati,
ga narediti prijaznejˇsega in bolj uporabnega.
Projekt temelji na relacijski podatkovni bazi, kar nacˇeloma pomeni, da
je mogocˇe zmogljivosti povecˇevati, dokler lahko povecˇujemo kolicˇino pomnil-
nika v posameznih strezˇnikih podatkovne shrambe ter dokler ne bodo postali
strosˇki infrastrukture previsoki glede na prakticˇno nicˇen denarni sklad tekmo-
vanja Bober. Zaradi zˇe trenutno visoke potrebe po pomnilniku bi predlagali,
da se tekmovalni del, ki je podvrzˇen veliki kolicˇini zahtevkov med tekmo-
vanjem in potrebi po zanesljivem delovanju, prepiˇse na drugo arhitekturo.
Za alternativno arhitekturo bi lahko uporabili tehnologije v oblaku Google
App Engine, ki omogocˇajo prakticˇno neskoncˇno nadgradljiv sistem, seveda
za svojo ceno. Vendar pa bi bila ta cena, ker so glavne potrebe po zmo-
77
78 POGLAVJE 6. ZAKLJUCˇEK IN NADALJNJE DELO
gljivosti vsako leto samo med tekmovalnim tednom, prakticˇno nicˇna glede
na potrebne vire za izvedbo na arhitekturi, ki je bila sestavljena s pomocˇjo
podatkovne shrambe MySQL Cluster.
Predlog je, da bi za potrebe administracije in obdelave podatkov sˇe ve-
dno uporabljali relacijski model, zasnovan v tem projektu, za del, ki mora
povecˇevati svoje zmogljivosti, pa bi pripravili izvoz podatkov iz obstojecˇega
sistema in jih uvozili na oblacˇno platformo Google App Engine. Tam bi
izvedli tekmovanje, po koncˇanem tekmovanju pa bi podatke/shranjene odgo-
vore tekmovalcev za nadaljnjo obdelavo uvozili nazaj v relacijski podatkovni
model.
(a) Trenutna arhitektura sis-
tema Bober.
(b) Predlagana spremenjena arhitektura sis-
tema Bober.
Slika 6.1: 3-slojna arhitektura sistema Bober
Druga varianta razsˇirljivosti tekmovalnega sistema Bober je mozˇnost upo-
rabe mobilnih tehnologij, izvedba tekmovanja na tablicˇnih racˇunalnikih oz.
mobilnih telefonih. Zaradi osnovne trislojne arhitekture in urejene komuni-
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kacije z uporabo REST-klicev med uporabniˇskim vmesnikom in aplikacijskim
slojem bi dodajanje podpore za mobilne naprave dejansko pomenilo imple-
mentacijo uporabniˇskega vmesnika na posamezni mobilni platformi Android,
iOS, itd. (trenutna arhitektura na sliki 6.1a poleg predlagane spremenjene
arhitekture na sliki 6.1b).
Pomemben pristop, ki smo se ga drzˇali pri izvedbi projekta tekmoval-
nega sistema, je, da smo v razvoj sistema vkljucˇili tudi mlajˇse generacije
sˇtudentov Fakultete za racˇunalniˇstvo in informatiko na Univerzi v Ljubljani
in s tem poskrbeli, da se bo projekt lahko nadaljeval tudi, ko prvotne ra-
zvojne ekipe ne bo vecˇ na fakulteti, kar pa je v danasˇnjem svetu bistveno pri
vsaki novorazviti tehnologiji in aplikaciji.
V okviru projekta je nastal tudi cˇlanek, ki bo objavljen na konferenci
ISSEP (The International Conference on Informatics in Schools: Situation,
Evolution and Perspectives) 2014 [27].
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