Introduction
We investigate whether unobserved heterogeneity can lead to misspecifications in the estimation of value-relevance models. This is an important topic in other related fields such as asset pricing and corporate finance, as recently documented by Gormley and Matsa (2014) . However, the valuerelevance accounting literature has hitherto only partially investigated this issue.
Value-relevance studies aim to assess the extent to which accounting data reflect information that is "relevant" for firm value as represented by the stock price (Holthausen and Watts, 2001) . Over the last decades, a substantial amount of accounting studies have focused on the value relevance effects around the implementation of International Financial Reporting Standards, henceforth IFRS (Callao et al., 2007; Zeff, 2007; Aharony et al., 2010; Devalle et al., 2010; Horton and Serafeim, 2010; Barth et al., 2012; Tsalavoutas et al., 2012; Barth et al., 2014; Christensen et al., 2015) .
The motivation of our study lies in the heterogeneity of the approaches employed in the empirical literature, which hinders the comparability of findings for different countries (ICAEW, 2014) . To address this issue and to answer calls for more robust econometric analysis in accounting research (Brüggemann et al, 2013) , we investigate the impact of using different approaches on the magnitude and statistical significance of the coefficients of regression models typically employed in value relevance studies.
The validity of the coefficient estimates of value-relevance models is a key topic in the valuerelevance literature (Kothari and Zimmerman, 1995; Barth and Kallapur, 1996; Aboody et al., 2002) .
However, the existing literature does not provide clear guidelines to applied researchers on how to choose among different types of econometric approaches. It is also unclear whether choosing an inappropriate model may lead to wrong inferences with respect to whether a certain accounting variable is value relevant or not. This is the focus of our study.
Our contribution to the literature is threefold. First, we demonstrate the importance of employing the Hausman test (in its robust version, as developed by Arellano, 1993 , and Wooldridge, 2002 ) to decide whether a Fixed Effects (FE) model or a Random Effects (RE) model should be used.
While some papers have used the Hausman test to select the correct model between FE and RE model (for example, Worthington and West, 2004) , they tend not to use the "robust" Hausman test, and in most cases (for example, Devalle et al., 2010) neither version of the Hausman test is employed. For cases where the RE model is valid, we point out that the Breusch-Pagan Lagrange Multiplier (LM) test should be run to choose between the OLS model and the RE model. Using these tests is important to ensure that the estimator chosen is consistent and efficient. In particular, choosing the FE model when the RE model should be preferred may lead to insignificant coefficients, because the RE model is more efficient than the FE model. This is a crucial issue for researchers interested in value relevance analysis because an insignificant coefficient indicates that a variable is not value relevant.
Second, we investigate the differential impact of firm FE, year FE, country FE, and industry FE.
A recent study by Amir et al. (2016) points out that many empirical accounting researchers tend to (incorrectly) replace firm FE with other forms of FE, in particular industry FE. Amir et al. (2016) address this issue only for U.S. listed firms (which prepare their financial statements according to the U.S. GAAP), and they do not focus on value relevance models. We extend their findings in three ways: i) we examine value relevance models; ii) we use data for European listed firms for the period of compulsory IFRS adoption (2005 onwards) ; and iii) we examine the impact of the length of the sample period on the bias resulting from neglecting firm FE using Monte Carlo simulations.
Third, we examine whether using different levels of clustering the standard errors leads to substantially different results, and we check for the potential impact of attrition. We provide evidence that clustering the standard errors matters, and we emphasise the impact of using a small number of clusters on the extent of the bias. Attrition bias may also affect the coefficient estimates and overall explanatory power of the model, and this problem is likely to be more acute for sample periods including the 2008-2009 crisis.
The structure of the rest of the paper is as follows. Section 2 describes the sample composition and data. Section 3 examines the impact of model specification on a sample of European listed firms. Section 4 concludes the paper and offers recommendations for future research.
Sample and data
For our empirical analysis, we focus on two models widely employed in the value relevance literature: the Price Regression Model (PRM) and the Return Regression Model (RRM). These models constitute the basis to examine the value relevance of book value of equity and earnings, as well as specific items of financial statements, such as research and development expenditure (Aboody and Lev, 1998; Kallapur and Kwan, 2004) .
1
The PRM involves estimating a regression of stock price (P) on book value (BVPS) and earnings (EPS) per share (Barth et al., 2008) :
(Eq. 1)
where i = 1, 2, …, N represent firms, t = 1, 2, …, T represent years.
The RRM is based on a regression of stock returns on earnings per share and changes in earnings per share: (Barth and Clinch, 2009) .
1 These models have also been the focus of similar papers that have examined methodological issues in value relevance models, such as Barth and Clinch (2009) , who evaluate the possibility of omitted variables bias in the PRM and RRM, and the importance of scale effects. 2 We focus on this model, which is based on per-share values, because it is less likely to be prone to scale effects than models based on the market value of equity, book value of equity, and earnings. Some studies also use market value of equity, book value of equity, and earnings, rather than the per share figures, and in certain cases the variables are adjusted for scale effects through a common deflator. For an explanation of the consequences of using different specifications and deflators, see Barth and Clinch (2009). Where P is the stock price as at six months after fiscal year-end (Lang et al., 2006; Barth et al., 2008) and DPS denotes dividends per share. For simplicity, in the discussion below we use the notation DEPS = (EPS it /P it-1 ) and ΔDEPS = (ΔEPS it /P it-1 ). need data also on DPS and the first lag of P, we have 2,459 companies. In Appendix A we report the composition of our sample and the mean of each variables.
3 The initial number of industries in the sample is 73. For two of these industries, data availability for the variables employed in the regressions results in zero observations in the regressions. Therefore, effectively we have 71 industry clusters. 4 The two-digit SIC code is commonly employed in accounting research to identify industry clusters (see, among others, Shalev et al., 2013) .
As shown in Figure 1 , the sample is unbalanced, with firms exiting and entering the sample over time, causing drastic changes in market capitalization and sample size. The most dramatic change seems to be in conjunction with the financial crisis (2008) (2009) . We therefore have an unbalanced panel data set, and attrition bias (Hausman and Wise, 1979 ) may be present. We address this issue in sections 3.3 and 3.4.
[Insert Figure 1 Here]
Empirical examination of model specification

Choosing among OLS, RE models and FE models
We start our empirical examination by offering evidence on the importance of two tests: the In Table 1 we report the results of estimating the PRM and RRM on the whole sample, and we employ the "robust" Hausman test (Arellano, 1993 , and Wooldridge, 2002 ) and the Breusch-Pagan LM test to understand which model should be employed. 6 We decide to cluster the standard errors on the firm level because the number of industries is less than 20 for six countries, and papers such as Cameron and Miller (2015) , Carter et al. (2013) , Kezdi (2004) , and Wooldridge (2003) warn against clustering the standard errors when the number of clusters is small. In particular, Carter et al. (2013) suggest that even when the actual number of clusters is above 20 the "effective" number of clusters can be smaller once cluster heterogeneity is allowed for. This is likely to be the case in our sample, because the number of observations for each cluster is not fixed (that is, we have unbalanced clusters).
For Luxembourg we have a number of firms smaller than 20: this suggests the results for Luxembourg should be read with caution because the standard errors may be biased. For this reason, we run the six regressions for Luxembourg even without clustering. The results for the regressions without clustering (untabulated but available upon request) suggest that clustering in this case generates smaller standard errors. 7 None of the firms in the sample changes industry or country of origin during the sample period. For this reason, we cannot include both firm FE and industry FE or (in the analysis for the whole sample) both firm FE and country FE. We resort to testing the impact of industry FE and country FE in regressions without firm FE.
The results suggest that the type of specification chosen bears a strong impact on the magnitude and statistical significance of the coefficients of the variables, and, in some cases, even the sign of the coefficient changes. For instance, in Table 3 (PRM), we find that for several countries (Denmark, Finland, Luxembourg and Norway), when we introduce both firm FE and year FE the sign coefficient of BVPS changes from positive (pooled OLS case) to negative. For some countries (e.g. Germany), the introduction of firm FE and year FE causes a dramatic reduction in the size and statistical significance of the coefficient on BVPS (from 1.183, significant at the 1% level) to 0.108 (insignificant).
Wilcoxon and two-sample t-tests (reported at the bottom of Adding only year FE does not lead to significantly different coefficients in comparison with the pooled OLS model. The coefficient on BVPS is significant at the 5% level only in eight cases out of 17 for specifications (1), (2), and (3), in nine cases for specification (4) and in ten cases for specifications (5) and (6).
The coefficient on EPS is significant in seven cases of out 17 for specification (5), in eight cases for specification (6), and in nine cases for specifications (1) -(4). In other words, the specification chosen affects inferences on whether BVPS or EPS bear an impact on stock price.
[Insert Table 3 Here]
Consistent with the results reported in Table 3 , Table 4 highlights that there are substantial changes for the slope coefficients and related statistical significance of both of the variables of the RRM when firm FE or industry FE are included. The average coefficient on DEPS tends to increase as a result of the inclusion of firm FE from 0.85 to 1.83 (this difference is significant, according to both Wilcoxon tests and two-sample t-tests), while the coefficients on ΔDEPS tend to decrease (the mean drops from 0.34 to -0.36, and the Wilcoxon and two-sample t-tests are significant at the 1% level). The coefficient for ΔDEPS in the models with firm FE (and even in the model with both industry and year FE) is negative, which is counterintuitive (a positive change in earnings decreases stock returns). 8 This result is not due to an outlier that is pushing the average coefficient for ΔDEPS below zero (as said above, we winsorise all variables).
9
When industry FE (but not year FE) are in the regressions, the results are similar to those for the model without year FE, firm FE or industry FE (pooled OLS), and also to those of the specification with only year FE. However, when both industry FE and year FE are considered, the results are similar to those with both firm FE and year FE. As for the statistical significance of the models, the results for the coefficients on DEPS are significant in 11 cases out of 17 for specifications (1), (3), and (4), in nine cases for specification (2), and in eight cases for specifications (5) and (6). For ΔDEPS, there are only six significant cases for specifications (1) and (2), and including firm FE reduces further the number of significant coefficients (four when only firm FE are included, in model (3), and two if both firm and year FE are included, in model (4)). For models (5) and (6) there are three and five significant coefficients, respectively.
[Insert Table 4 Here]
In Tables 3 and 4 we have clustered the standard errors on the firm level. Because of the importance of clustering the standard errors (Petersen, 2009) , we now briefly examine the impact of running the same regressions without clustering. These results are untabulated but available from the authors upon request. As reported above, for Luxembourg the number of firm-clusters is relatively small and this may have led to biased standard errors (Cameron and Miller, 2015) . However, when we estimate the regressions without clustering on the firm level, the results in terms of statistical significance of the coefficients on BVPS and EPS remain unaltered relative to those reported in Table   3 . The results related to Table 4 , instead, change in a number of cases. The number of significant coefficients on DEPS increases when there is no clustering for all six specifications, 10 suggesting that neglecting within-firm correlation may lead to upward biased standard errors. However, this is not the case for the coefficients on ΔDEPS, for which the number of significant coefficients decreases, increases, or remains the same.
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We now examine briefly the results reported in Tables 3 and 4 in conjunction with the results reported in Table 2 . For the sake of brevity, we focus on several cases that stand out. For example, for
Italy the results for the PRM coefficients are significant only when firm FE are included (specifications (3) and (4) in Table 3 ). The results in Table 2 for the robust version of the Hausman test confirm that firm FE matter: the p-value for Italy for the PRM is 0.006. Similarly, the results in Table 4 for Austria suggest that the coefficient on ΔDEPS is positive and significant when firm FE are not included (columns (1) and (2) of Table 4 ) and negative and insignificant when firm FE are included. The p-value for the robust version of the Hausman test is 0.002, confirming that including firm FE has a significant impact on the coefficient estimates, and the RE and OLS coefficient estimates are therefore inconsistent.
The role of different types of fixed effects and attrition
In Table 5 , we report the results of OLS regressions for the PRM and RRM where year FE, country FE, and industry FE are included, while firm FE are excluded. We also report F-tests to show the incremental explanatory power of each type of FE. This is useful to examine whether a type of FE is redundant once the other types of FE are included. All types of FE are important, as the F-tests are significant at either the 1% or 5% level. This finding suggests that time-varying (but panel-invariant)
variables captured by year effects, industry time-invariant variables, and country time-invariant variables are, at least to some extent, independent of each other. 10 The number of significant coefficients on DEPS increases when clustering is not performed, as follows: from 11 to 13 for specification (1), from nine to 13 for specification (2), from 11 to 12 for specifications (3) and (4), from eight to 12 for specification (5) and from eight to ten for specification (6). 11 The number of significant coefficients on ΔDEPS increases when clustering is not performed for specifications (4) and (5), remains the same for specifications (1) and (2), and decreases for specifications (3) and (6).
[Insert Table 5 Here]
In Tables 6 and 7 Consistent with the results reported above for the 17 country sub-samples (Table 3) , the results
reported in Table 6 demonstrate that adding firm FE reduces the coefficient on EPS (from around 4.5 to around 1.8) in the PRM. The coefficient on BVPS in the PRM also decreases (from around 0.76 to around 0.34). Industry FE, country FE and year FE bear a negligible effect on either coefficient.
According to Amir et al. (2016) , as the number of industries increases, the importance of industry FE should increase. However, despite the fact that we have 71 industry clusters but only 17 country clusters, industry FE are not more important than country FE. This finding suggests that heterogeneity at the industry level for European studies is not very strong. Only firm FE result in a substantial decrease in the coefficients on both BVPS and EPS, which remain statistically significant for all specifications. Firm FE also result in a substantial decrease in R-squared values. In specification (8),
where we use a balanced panel of 528 firms for a model with both firm FE and year FE, the explanatory power of the model increases relative to the corresponding specification with an 12 In untabulated results, we also look at the impact of country-level institutional factors such as: Rule of law, which captures the degree to which agents trust the rules of society, as well as quality of contract enforcement, property rights, police, and the courts (source: Worldwide Governance Indicators Database, www.govindicators.org); Absence, which proxies for the extent to which a topic is covered only by IAS/IFRS but not by domestic accounting standards and Divergence, which measures the extent to which rules for the same item differ between domestic accounting standards and IAS/IFRS (Nobes, 2001 ); Control of Corruption, which represents the extent to which public power is perceived to be used for private gain (source: Worldwide Governance Indicators Database, www.govindicators.org); and Legal Origin, which proxies for the legal origin of the company law or commercial code of each country as defined in La Porta et al. (1998) . The results are very similar to those reported in Tables 6 and 7. unbalanced panel: the R-squared increases from 21.2% to 37%. 13 This finding indicates that the association between market and book values for new firms and firms that eventually become delisted is weaker than for other firms, which in turn may indicate attrition bias, which is particularly harmful for FE models (Verbeek, 1990) .
[Insert Table 6 Here]
The results in Table 7 confirm the results reported in Table 4 
Monte Carlo simulations
The results of our empirical analysis show that replacing firm FE with other types of FE may be inappropriate, consistent with the findings by Amir et al. (2016) , based on Monte Carlo simulations. Amir et al. (2016) , however, focus on a fixed number of periods (10). In this section, we examine the impact of the length of the sample period and attrition on the bias resulting from neglecting firm FE.
In particular, we provide an examination of the impact of omitting firm FE when year, country, and industry FE are included on the bias of the coefficients. We also compare the size of the standard errors of the coefficients across specifications, to evaluate the relative efficiency of the OLS, RE and FE model.
Our Monte Carlo simulations are calibrated according to the parameter values estimated in the previous section and reported in Table 5 . For the sake of brevity, we focus our discussion on the PRM, but our results extend to the RRM as well.
The specifications considered are as follows: i) pooled OLS; ii) OLS with year FE; iii) OLS with year and country FE; iv) OLS with year and industry FE; v) RE model with year FE; and vi) FE model (that is, model with firm FE) with year FE.
We run 500 replications using simulated data for a sample of firms with the same composition (in terms of country and industry of origin of the firms) as that used for the empirical analysis above. This is done by replacing the data for P, BVPS and EPS for each firm in the dataset with simulated data.
For the simulations, we keep in our dataset only firms for which we have information about the country and SIC code. The number of firms is therefore 2,842, as in Table 6 , (models (5) and (6)). To understand how the length of the sample period affects the bias in the coefficients and standard errors, we run the replications considering 10 periods for Panel A and 5 periods for Panel B (that is, T = 10 in the first case, and T = 5 in the second case). Moreover, to examine the effect of attrition bias, Panel C considers a maximum number of periods equal to 10 (Max(T) = 10), but with attrition bias leading to an average time span equal to 9 periods (T-bar = 9). 15 More details on the Data Generating Process (DGP) are presented in the notes below Table 8 .
In both cases (T = 10, and T = 5), the models with the firm and year FE provide the smallest bias in both the coefficients and standard errors of the coefficients. The results show that the average 15 As explained in the notes to Table 8 , we allow 20% of the firms to exit the sample from the sixth period onwards (50% of the sample period). This results in a loss of (20% * 50%) = 10% of the observations. coefficient bias increases as T decreases when firm FE are not included. For Panel C, we find that the bias is slightly bigger than for T = 10, but smaller than for T = 5, consistent with the fact that T-bar = 9. The bias is larger for OLS models, and slightly smaller for the RE model. However, in both cases the bias is substantial. Even the bias for the standard errors is smallest for the FE model with year FE.
These findings suggest that the impact of neglecting firm FE becomes bigger as T decreases, and attrition bias exacerbates this problem.
[Insert Table 8 here]
Conclusions and implications for future research
In this study, we have investigated whether unobserved heterogeneity is important in valuerelevance research as it is in other areas of the economics and finance literature. In this paper, we have offered several important contributions. First, we have uncovered important cross-country heterogeneities in the importance of firm FE for both the PRM and RRM when these models are employed separately for each of the country-based sub-samples. Industry FE, on the other hand, do not appear to bear a substantial impact on inferences, despite the fact that the number of industry dummies in our sample is rather large (71). In particular, we show that neglecting firm FE in the estimation of the PRM and RRM may lead to a substantial bias in both the size of the coefficients and the corresponding t-statistics of the variables of the PRM and RRM. Using Monte Carlo simulations, we have shown that the bias increases as the sample period becomes shorter, or in the presence of attrition bias.
We have used a large panel of European listed firms to investigate the impact of firm FE, industry FE, and country FE on the coefficient estimates and corresponding t-statistics
Second, our results have demonstrated that both industry FE and country FE bear a negligible effect on the magnitude and statistical significance of the coefficients. For this reason, allowing for industry FE and country FE may not be enough to correctly estimate the impact of the variables in the PRM and RRM for studies based on European listed firms.
Finally, we examine the impact of clustering the standard errors and attrition and we find that both of them can lead to wrong inferences. Clustering the standard errors should allow for the impact of a small number of cluster on the bias of the standard error estimates. Attrition is particularly important for studies that consider the period of the financial crisis, because of the large number of firms that exit the sample during this period.
To decide whether to add or not firm FE in the estimation of the PRM and RRM in a European setting, we suggest that researchers employ "robust" Hausman tests, because the choice between RE and FE models is sample-dependent and thus which model should be preferred cannot be determined a priori. If the RE model is preferred, researchers should also test whether the pooled OLS model may be appropriate using the Breusch-Pagan LM test. Further, we suggest that year FE be included in the regression, unless the researcher is interested in the effect of time-varying macroeconomic components whose coefficients would be unidentified in the presence of year FE. Robustness tests considering the impact of industry and country FE and clustering the standard errors on different levels (including two-level clustering) may also be useful.
To support researchers interested in value relevance studies in Europe, we also provide a "toolbox" in Table 9 , which summarises the main implications of our findings.
[Insert Table 9 Here] Clearly, we have not assessed the influence of different estimation techniques on the PRM and RRM under all conceivable conditions. However, our findings support researchers interested in evaluating the impact of regulation on value relevance by offering guidance on how different econometric models may impinge on the estimation of the PRM and RRM. Where Pit is stock price, as at six months after fiscal year-end (Lang et al., 2006; Barth et al., 2008) . BVPSit and EPSit are the book value per share, and the earnings per share, respectively. All variables are winsorised at the 1st and 99th percentile. Hausman AW refers to the refinement of Hausman's test by Arellano (1993) and Wooldridge (2002 Wooldridge ( , 2010 (1) and (2). AW refers to the refinement of Hausman's test by Arellano (1993) and Wooldridge (2002 Wooldridge ( , 2010 method, which allows for errors that are not Independent and Identically Distributed (IID). BP denotes Breusch-Pagan LM test for choosing between the RE model and a Pooled OLS.
a) The estimates for the RE model are degenerate, because the value for theta suggests that the pooled OLS model is to be preferred. Rejection of the null hypothesis for AW (p-value < 0.05 for a 5% significance level) suggests that the FE model should be preferred to the RE model. Rejection of the null hypothesis for BP (p-value < 0.05 for a 5% significance level) suggests that the RE model should be preferred to the pooled model. (1). The six specifications employed are as follows: (1) Pooled OLS, (2) Pooled OLS with year fixed-effects, (3) FE regression (firm fixed-effects), (4) FE regression with year fixed-effects, (5) OLS with industry fixed-effects, (6) OLS with both industry and year fixed effects. For all specifications, standard errors are heteroscedasticity-robust and clustered at the firm level. Wilcoxon denotes the p-value for a Wilcoxon signed-rank test (Wilcoxon, 1945) on the distributions of the coefficients for BVPS and EPS for specification (1) as compared to specifications (2) -(6). The null hypothesis is that both distributions are the same. Two-sample t-test reports the p-value for a test for equality of means of the distribution of the coefficient for specification (1) as compared to specifications (2) -(6). *** p<0.01, ** p<0.05, * p<0.1. (2). DEPS is earnings per share (EPS) divided by the first lag of stock price and ΔDEPS is the first difference in EPS divided by the first lag of stock price. The six specifications employed are as follows: (1) Pooled OLS, (2) Pooled OLS with year fixed-effects, (3) FE regression (firm fixed-effects), (4) FE regression with year fixed-effects, (5) OLS with industry fixed-effects, (6) OLS with both industry and year fixed effects. For all specifications, standard errors are heteroscedasticity-robust and clustered at the firm level. a) For this specification, the number of observations is insufficient to estimate the regression parameters. Wilcoxon denotes the p-value for a Wilcoxon signed-rank test (Wilcoxon, 1945) on the distributions of the coefficients for DEPS and DEPS for specification (1) as compared to specifications (2) -(6). The null hypothesis is that both distributions are the same. Two-sample t-test reports the p-value for a test for equality of means of the distribution of the coefficient for specification (1) as compared to specifications (2) -(6).*** p<0.01, ** p<0.05, * p<0.1. (1) and (2). In Column (1), PRM is estimated while Column (2) reports the estimates for the RRM model Constant included in all specifications but not reported. (1). In Column (1), PRM is estimated using Pooled OLS. Column (2) estimates the PRM model using Pooled OLS with year effects, Column (3) is estimated PRM model with firm fixed-effects, Column (4) uses FE regression with year fixed-effects to estimate PRM model, Column (5) uses OLS with industry fixed-effects for PRM model, Column (6) uses OLS with both industry and year fixed effects and Column (7) uses OLS with country and year fixed effects. For all specifications, standard errors are heteroscedasticity-robust and clustered at the firm level. Constant included in all specifications but not reported. Table 1 and equation (2). In Column (1), RRM is estimated using Pooled OLS. Column (2) estimates the RRM model using Pooled OLS with year effects, Column (3) is estimated RRM model with firm fixed-effects, Column (4) uses FE regression with year fixed-effects to estimate RRM model, Column (5) uses OLS with industry fixed-effects for RRM model, Column (6) uses OLS with both industry and year fixed effects and Column (7) uses OLS interacted industry and year fixed effects. For all specifications, standard errors are heteroscedasticity-robust and clustered at the firm level. Constant included in all specifications but not reported. Table we report the results of 500 Monte Carlo simulations for the coefficient bias and standard error bias resulting from neglecting firm FE when they are correlated with explanatory variables of the PRM: BVPS and EPS. Panel A considers 10 fictitious periods (T = 10), Panel B five periods (T = 5), and Panel C considers maximum number of periods equal to 10, but we attrition bias leading to an average time span equal to 9 periods.
In Columns denoted with (1), (3), and (5) we report the coefficient bias, that is, the average difference between the coefficient value used to simulate the DGP (see equation below) and the estimated coefficient for each of the 500 simulations. In Columns (2), (4), and (6) we report average difference (in absolute value) between the estimated standard errors and the true standard errors, calculated following Petersen (2009) . To ensure that the simulations are comparable to our sample in terms number of firms in each industry and country, we consider all the firms in our dataset that have a SIC number (2,842), but we replace the actual data on P, BVPS and EPS with simulated data. In particular, we employ the following Data Generating Processes (DGP): Pit = 0.730BVPSit + 4.306EPSit + ci + si + ηi + yt + uit
Where ci stand for the country-level factors (time invariant), si are industry-level factors (time invariant), ηi are firm-level factors, 16 yt are time-varying factors (the same for all fictitious firms), and uit is a standard normal variable with mean zero and variance one. BVPSit and EPSit are simulated as normal variables. To ensure that macroeconomic shocks at the country level are independent of industry-level shocks, and firmspecific shocks are independent of both country-level and industry-level shocks (formally, ci  si  ηi) we assign randomly each firm to a country and industry. We simulate these shocks so that the distribution of each shock is normal. For Panel C, we allow 20% of the firms to exit the sample from the sixth period onwards (50% of the sample period). This results in a loss of 20% * 50% = 10% of the observations, and an average sample period equal to 9 periods (that is, 10 -0.1*10). 2,000,000 3,000,000 4,000,000
