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Approximate solutions for small and large amplitude oscillations of conservative systems with odd nonlinearity
are obtained using a “cubication” method. In this procedure, the Chebyshev polynomial expansion is used to replace
the nonlinear function by a third-order polynomial equation. The original second-order differential equation, which
governs the dynamics of the system, is replaced by the Duffing equation, whose exact frequency and solution are
expressed in terms of the complete elliptic integral of the first kind and the Jacobi elliptic function cn, respectively.
Then, the exact solution for the Duffing equation is the approximate solution for the original nonlinear differen-
tial equation. The coefficients for the linear and cubic terms of the approximate Duffing equation — obtained
by “cubication” of the original second-order differential equation — depend on the initial oscillation amplitude.
Six examples of different types of common conservative nonlinear oscillators are analysed to illustrate this scheme.
The results obtained using the cubication method are compared with those obtained using other approximate
methods such as the harmonic, linearized and rational balance methods as well as the homotopy perturbation
method. Comparison of the approximate frequencies and solutions with the exact ones shows good agreement.
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1. Introduction
Nonlinear oscillations in mathematics, physics, engi-
neering, and related fields have been the subject of in-
tensive research for many years and several methods have
been used to find approximate solutions to these dynam-
ical systems [1, 2]. Physical and mechanical oscillatory
systems are often governed by nonlinear differential equa-
tions. Unfortunately, with the exception of a number of
particular cases, the exact analytical solutions of such
equations cannot be determined. In many cases, it is
possible to replace the nonlinear differential equation by
a corresponding linear differential equation that approxi-
mates the original nonlinear equation closely to give use-
ful results [2]. Often such linearization is not feasible and
for this situation the original differential equation itself
must be directly dealt with [2]. However, in many cases
it is possible to compute accurate approximate analytical
solutions of the equations. There are a large variety of ap-
proximate methods commonly used for solving nonlinear
oscillatory systems such as perturbation [1, 2], harmonic
and rational harmonic balance [2], homotopy perturba-
tion [3], homotopy analysis [4], energy [5], variational
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formulation [6], variational iteration [7], linearization [8],
Fourier-least squares [9] methods and so on. The knowl-
edge both exact as approximate solutions of such dy-
namical system offer valuable information regarding the
evolution of the modelled phenomena.
One important class of nonlinear oscillator are con-
servative oscillators in which the restoring force is not
dependent on time, the total energy is constant [1, 2]
and any oscillation is stationary. An important feature
of the solutions for conservative oscillators is that they
are periodic and range over a continuous interval of ini-
tial values [1, 2]. It has been shown that it is possible to
replace the second-order nonlinear differential equation,
which governs the behaviour of a conservative nonlin-
ear oscillator, with another equation that approximates
the original equation closely enough to give accurate re-
sults. One of these schemes uses the Chebyshev series
expansion of the nonlinear function, which appears in
the second-order differential equation [10]. In this review
we apply this technique to some of the most common
conservative nonlinear oscillators. In this technique the
original second-order nonlinear differential equation is re-
placed by the well-known Duffing equation, with linear
and cubic terms, and this differential equation is solved
exactly. To do this, the Chebyshev series expansion of
the nonlinear function f(x) is truncated and only the
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first two terms are retained. Replacement of the original
nonlinear differential equation by an “approximate cubic
Duffing equation” allows us to obtain an approximate
frequency–amplitude relation as a function of the com-
plete elliptic integral of the first kind and the periodic
solution in terms of the Jacobi elliptic function [2].
The accuracy of the “cubication” procedure is illus-
trated by obtaining the approximate frequency and peri-
odic solution for six conservative nonlinear oscillators:
(1) anti-symmetric, constant force oscillator, (2) anti-
symmetric quadratic nonlinear oscillator, (3) oscillator
with fractional-power restoring force, (4) oscillator typi-
fied as a mass attached to two stretched elastic springs,
(5) oscillator with a linear term and a fractional-power
nonlinear term, and (6) the finite extensibility nonlin-
ear oscillator (FENO). These oscillators describe the dy-
namical behaviour response of several dynamic systems.
The analytical approximate frequencies obtained using
the cubication method are compared with those calcu-
lated using other approximate methods such as the har-
monic, linearized, and rational balance methods as well
as the homotopy perturbation method. This comparison
allows us to conclude that the cubication method is as
accurate as the second-order approximation of all of these
methods, however to obtain the second-order (or higher)
approximate frequency using all these methods is more
difficult than to obtain it using the cubication method.
This allows us to conclude that the method considered
in this paper is very simple and easy to apply.
2. Solution method
Conservative single-degree-of-freedom nonlinear oscil-
lators are modelled by second-order autonomous ordinary
differential equations of the form
d2x
dt2
+ f(x) = 0 (1)
with initial conditions
x(0) = A,
dx
dt
(0) = 0, (2)
where x and t are the non-dimensional displacement and
time, respectively. In Eqs. (1) and (2), f(x) is the
nonlinear function and A is the initial oscillation am-
plitude. From Eq. (1), we conclude that the conserva-
tive nonlinear restoring force is given by F (x) = −f(x).
We assume that the nonlinear function f(x) is odd, i.e.
f(−x) = −f(−x) and satisfies xf(x) > 0 for x ∈ [−A,A],
x 6= 0, where A is the oscillation amplitude. The motion
is assumed to be periodic and the problem is to determine
the angular frequency of oscillation, ω, and correspond-
ing solution, x, as a function of the time, t, the system
parameters and the oscillation amplitude A.
Now we assume that the nonlinear function f(x) can
be replaced by an equivalent representation form. In this
paper, we adopt the Chebyshev polynomials of the first
kind to carry out this replacement [10]. The technique
is based on the expansion of the nonlinear function f(x)
in terms of the Chebyshev polynomial series around the
equilibrium point x = 0. To do this, a new reduced
variable, y = x/A, is introduced into Eq. (1) to give
d2y
dt2
+
1
A
f(Ay) = 0. (3)
Therefore, the initial conditions of Eq. (2) become
y(0) = 1,
dy
dt
(0) = 0. (4)
Following Denman [11] and Jonckheere [12], the non-
linear function f(Ay) is expanded in terms of the
Chebyshev polynomials of the first kind Tn(y) as
f(Ay) =
∞∑
n=0
b2n+1(A)T2n+1(y), (5)
where the coefficients b2n+1 are calculated as
follows [6, 7]:
b2n+1(A) =
2
pi
∫ +1
−1
1√
1− y2 f(Ay)T2n+1(y)dy. (6)
As we can see, these coefficients depend on the ampli-
tude A. In Eq. (5) we took into account that f(x) is
an odd function of x and then only the polynomials T1,
T3, T5, . . . , appear in the series expansion. The first
polynomials are [13, 14]:
T1(y) = y, T3(y) = 4y
3 − 3y,
T5(y) = 16y
5 − 20y3 + 5y. (7)
As Eq. (5) is a series with an infinite number of terms,
it is necessary to do an approximation to solve the
problem analytically. In the simplest approximation
(“linearization” procedure [15]), only the first term in
Eq. (5) is retained and the restoring force is replaced by
a linear equation
f(Ay) ≈ b1(A)T1(y) = b1(A)y = b1(A)
A
x. (8)
The nonlinear differential equation in Eq. (1) is ap-
proximated by the equation corresponding to the linear
oscillator
d2x
dt2
+
b1(A)
A
x = 0. (9)
Therefore, the approximate frequency ω(A) and the
corresponding periodic solution x(t) to Eq. (1) are,
respectively
ω(A) =
√
b1(A)
A
(10)
and
x(t) = A cos
(√
b1(A)
A
t
)
. (11)
To obtain a better approximation, the first two terms in
Eq. (5) are retained
f(Ay) ≈ b1(A)T1(y)+b3(A)T3(y)=[b1(A)−3b3(A)]y
+4b3(A)y
3=
b1(A)− 3b3(A)
A
x+
4b3(A)
A3
x3. (12)
Notice that the nonlinear function f(Ay) is replaced
by an equivalent form by using only two terms of the
Chebyshev polynomial expansion to ensure a polynomial
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cubic equation. Therefore, we may write Eq. (1) as an
equivalent cubic Duffing oscillator as follows:
d2x
dt2
+ α(A)x+ β(A)x3 ≈ 0, (13)
in which, coefficients α and β are defined in terms
of coefficients b1 and b3 of the Chebyshev polynomial
expansion of the nonlinear function as
α(A) =
b1(A)− 3b3(A)
A
, β(A) =
4b3(A)
A3
. (14)
Taking this into account, the “cubication” procedure
consists in approximating the original nonlinear differ-
ential equation in Eq. (1) by Eq. (13) — which is the
nonlinear differential equation for the Duffing oscillator.
This means that the approximate frequency and solution
for the original differential equation will be the exact
frequency and solution for the Duffing equation [2]:
ω(A) =
pi
√
α+ βA2
2K(m)
, m =
βA2
2(α+ βA2)
, (15)
x(t) = Acn
(
t
√
α+ βA2;m
)
, (16)
where K(m) is the complete elliptic integral of the first
kind given by the following equation:
K(m) =
∫ pi/2
0
dθ√
1−m sin2 θ
(17)
and cn(z;m) is the Jacobi elliptic function.
Substituting Eq. (14) into Eqs. (15) and (16), we can
write the approximate equations for the frequency and
periodic solution of the initial nonlinear oscillator as a
function of the first two coefficients of the Chebyshev
series expansion of the nonlinear function f(x) [10]:
ω(A) =
pi
√
b1 + b3
2
√
AK (2b3/(b1 + b3))
, (18)
x(t) = Acn
(
t
√
b1 + b3
A
;
2b3
b1 + b3
)
. (19)
Thus, the approximate frequency and periodic solution
of Eq. (1) are given by Eqs. (18) and (19) with b1 and b3
given by Eq. (6) in terms of the oscillation amplitude A.
As can be seen, Eqs. (18) and (19) are very simple and
they can be easily computed with the help of symbolic
computation software such as MATHEMATICA.
In the next section, we compare the approximate fre-
quency and periodic solution given by Eqs. (18) and (19)
with the exact ones.
3. Examples
In this section, we present six examples to illustrate the
usefulness and effectiveness of the “cubication” technique
based on the truncated Chebyshev series expansion of the
nonlinear function, f(x).
Example 1. Anti-symmetric, constant force oscillator
For this dynamical system, the nonlinear function is
f(x) = sgn(x). (20)
From Eq. (6), the first two coefficients of the Chebyshev
series expansion of Eq. (20) are given as follows:
b1 =
4
pi
, b3 = − 4
3pi
. (21)
Substituting Eq. (21) into Eqs. (18) and (19), we obtain
the approximate frequency and periodic solution as
ω(A)=
1
K(−1)
√
2pi
3A
=
2
K(1/2)
√
pi
3A
≈1.103878√
A
, (22)
x(t) = Acn
(√
8
3piA
t;−1
)
≈
Acn
(
0.921318A−1/2t;−1
)
. (23)
The approximate frequency given in Eq. (22) has already
been obtained in Ref. [10]. For the purpose of compari-
son, the following exact frequency ωe(A) is [2]:
ωe(A) =
pi
2
√
2A
≈ 1.110721√
A
. (24)
The corresponding exact solution to Eqs. (1) and (20) is
xe(t) =

− t22 +A, 0 ≤ t ≤ T e4
t2
2 − 2
√
2At+ 3A, T e4 ≤ t ≤ 3T e4
− t22 + 4
√
2At− 15A, 3T e4 ≤ t ≤ Te
(25)
where Te = 2pi/ωe is the exact period of the oscillation.
For comparison, the ratio of the approximate frequency ω
given by Eq. (22) to the exact frequency ωe in Eq. (24) is
ω(A)
ωe(A)
=
4
√
2√
3piK(1/2)
≈ 0.993830. (26)
It may be seen that the relative error of the approximate
frequency is 0.6%.
Wu et al. [16] approximately solved the anti-symmetric
nonlinear oscillator applying the Newton-harmonic bal-
ancing approach (NHBM) and they obtained that the
relative errors for the approximate frequency were 1.6%,
0.3%, and 0.10% for the first-, second- and third-order
approximation, respectively. As we can see, the second-
and third-order approximate frequencies are better than
that obtained in this paper, although this last frequency
is close to the second-order approximate frequency ob-
tained using the NHBM.
This oscillator has been also solved using a novel ra-
tional harmonic balance method (RHBM) [17] and the
relative error for the approximate frequency obtained
was 0.24%, which is similar to that obtained using the
second-order NHBM.
Beléndez et al. [18] approximately solved the anti-
symmetric, constant force oscillator, using a modify ho-
motopy perturbation method (MHPM). They achieved
relative errors of 1.6%, 0.3%, and 0.06% for the first-,
second-, and third-order analytical approximations, re-
spectively. Once again, the approximate frequency ob-
tained in this paper is less accurate (0.6% versus 0.3%)
than the second-order frequency obtained using the
MHPM.
In summary, for this oscillator the approximate fre-
quency obtained in this paper is more accurate than
the first-order frequency obtained using the NHBM and
the MHPM (0.6% versus 1.6%) and less accurate than
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the second-order frequency obtained using the NHBM,
RHBM, and MHPM. However, we can see that the
method considered in this paper is very simple and easy
to apply than the other methods mentioned.
Fig. 1. (a) Comparison of the approximate solution
(dashed line and triangles) with the numerical solution
(continuous line and squares), and (b) difference be-
tween normalized exact and approximate solutions for
the anti-symmetric, constant force oscillator.
The normalized periodic exact solution, xe/A (circles),
in Eq. (25), and the approximate solution, x/A (trian-
gles), calculated using Eq. (23), are shown in Fig. 1a,
whereas in Fig. 1b the difference ∆ = (xe − x)/A has
been plotted. In these figures the non-dimensional pa-
rameter h is defined as h = t/Te. These figures show
that Eqs. (22) and (23) provide excellent approximations
to the exact frequency and solution in Eqs. (24) and (25).
The value for the “L2–norm” is also analyzed in order to
obtain a global estimation of the accuracy of the approx-
imate solution, where L2 is calculated as follows [19]:
L2 =
√∫ 1
0
∣∣∣∣xe(h)− x(h)A
∣∣∣∣2 dh. (27)
For the anti-symmetric, constant force oscillator, the
value for L2 is 0.0176.
Example 2. Anti-symmetric quadratic nonlinear
oscillator
The nonlinear function for this oscillator is
f(x) = x |x| . (28)
Then from Eq. (6) we obtain
b1 =
8A2
3pi
, b3 =
8A2
15pi
. (29)
Substituting Eqs. (28) and (29) into Eqs. (18) and (19)
yields the following analytical approximations for the
frequency and periodic solution of the anti-symmetric
quadratic nonlinear oscillator:
ω(A) =
2
K(1/3)
√
piA
5
≈ 0.914306
√
A, (30)
x(t) = Acn
(
4√
5piA
t;
1
3
)
≈
Acn
(
1.009253A−1/2t;
1
3
)
. (31)
The exact frequency ωe(A) for this system is [20]:
ωe(A) =
√
3piA
2
Γ (5/6)
Γ (1/3)
≈ 0.914681
√
A (32)
and the ratio of the approximate frequency ω (Eq. (30))
to the exact frequency ωe (Eq. (32)) is
ω(A)
ωe(A)
=
√
15K(1/3)Γ (5/6)
2
√
8Γ (1/3)
≈ 1.00041. (33)
Equation (33) allows us to conclude that the relative er-
ror of the approximate frequency is as low as 0.04% and
that Eq. (30) provides an excellent approximation to the
exact frequency in Eq. (32).
Beléndez et al. [21] approximately solved the anti-
symmetric quadratic nonlinear oscillator applying a gen-
eralized RHBM and the relative error for the approximate
frequency they obtained was 0.07%. In this case, the rel-
ative error obtained using the method considered in this
paper is better than that obtained using the RHBM.
By applying the first approximation based on the
harmonic balance method (HBM) and a second-order
RHBM, Mickens [2] achieved analytical approximate fre-
quencies which relative errors were 0.7% and 0.07% [22],
respectively. Both of them are less accurate than that
calculated in this paper.
Beléndez et al. [22] approximately solved this oscillator
using the MHPM. They achieved relative errors of 0.7%,
0.05%, and 0.03% for the first-, second-, and third-order
analytical approximations, respectively. As we can see,
the approximate frequency obtained using the cubication
method is more accurate than the first- and second-order
frequencies obtained using the MHPM and slightly less
accurate (0.04% versus 0.03%) than the third-order fre-
quency obtained using the MHPM.
We can conclude than for this nonlinear oscillator,
the cubication method gives an approximate frequency
more accurate than those obtained using the second-
order MHPM and RHMB and only slightly less accurate
than the third-order approximation obtained using the
MHPM.
Figure 2a shows the normalized exact periodic solu-
tion, xe/A (circles), computed numerically, and the ap-
proximate solution, x/A (triangles), given by Eq. (31),
and Fig. 2b presents the difference ∆ = (xe − x)/A.
These figures indicate that the approximation to the
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Fig. 2. (a) Comparison of the approximate solution
(dashed line and triangles) with the numerical solu-
tion (continuous line and squares), and (b) difference
between normalized numerical exact and approximate
solutions for the anti-symmetric quadratic nonlinear
oscillator.
(numerical) exact solution is excellent. For this oscillator
the value for the L2-norm is 0.00155.
Example 3. Oscillator with fractional-power restoring
force
As an example of this type of oscillator, we consider
the “cube root” oscillator, whose nonlinear function is [23]
f(x) = sgn(x) |x|1/3 . (34)
The Chebyshev polynomial expansion of f(x) is given
by Eq. (12), where coefficients b1 and b3 are
b1 =
2Γ (7/6)A1/3√
piΓ (5/3)
, b3 = −2Γ (7/6)A
1/3
3
√
piΓ (8/3)
. (35)
Using Eqs. (18) and (19), the approximate frequency is
ω(A) =
pi3/4
√
2Γ (7/6)
K(−1/2)√5Γ (5/3)A1/3 ≈ 1.068650A1/3 (36)
and the corresponding approximate periodic solution be-
comes
x(t) = Acn
(√
8Γ (7/6)
5A2/3
√
piΓ (5/3)
t;−1
2
)
≈
Acn
(
0.963159A−1/3t;−1
2
)
. (37)
For this nonlinear oscillator the exact frequency ωe(A)
can be obtained as follows [20]:
ωe(A) =
2
√
piΓ (5/4)√
6Γ (3/4)A1/3
≈ 1.070451
A1/3
. (38)
The ratio of the approximate frequency to the exact fre-
quency is
ω(A)
ωe(A)
≈ 0.998317, (39)
which means that the relative error of the approximate
frequency is 0.17%.
Once again, we are going to compare this approxi-
mate frequency with other previously published. Lim
and Wu [24] have approximately solved this oscillator by
using an improved harmonic balance method in which
linearization is carried out prior to harmonic balancing.
They achieved relative error of 0.6% and 0.11% for the
first and the second approximation orders and by apply-
ing the NHBM, Wu et al. [16] achieved frequencies with
relative errors of 0.6%, 0.12%, and 0.03% for the first-
, second- and third-order approximations, respectively.
Now the approximate frequency obtained using the cu-
bication method is less accurate than the third-order
approximation and slightly less accurate (0.17% ver-
sus 0.12%) than the second-order frequency.
By applying the first and second approximations based
on the HBM, Mickens [23] achieved for the frequency
relative errors of 2.0% and 0.7%, respectively. As we
can see, the analytical approximate frequency obtained
Fig. 3. (a) Comparison of the approximate solution
(dashed line and triangles) with the numerical solu-
tion (continuous line and squares), and (b) difference
between normalized numerical exact and approximate
solutions for the oscillator with fractional-power restor-
ing force.
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in this paper is more accurate than the second order ap-
proximation obtained by Mickens (0.17% versus 0.7%).
Finally, this oscillator has been also solved using
the MHPM [25] and the relative errors achieved for
the first-, second-, and third-order approximations were
0.6%, 0.17%, and 0.024%, respectively.
As in previous examples, the normalized periodic (nu-
merical) exact solution, xe/A (circles), and the approxi-
mate solution, x/A (triangles), calculated using Eq. (37),
are plotted in Fig. 3a, and Fig. 3b shows the difference
∆ = (xe−x)/A. Once again, these figures show that the
approximation to the exact solution is excellent. For this
oscillator L2 = 0.00565.
Example 4. Mass attached to two stretched elastic
springs
The nonlinear function for this system is written as
follows [2]:
f(x) = x− λx√
1 + x2
, (40)
where 0 < λ ≤ 1. The approximate frequency for this
oscillator has already been calculated in Ref. [10]. Now,
the approximate solution is obtained. From Eq. (6) it
is possible to obtain the following expressions for coeffi-
cients b1 and b3:
b1 = A
[
1− 4λ
piA2
√
1 +A2
(
(1 +A2)E
(
A2
1 +A2
)
−K
(
A2
1 +A2
))]
, (41a)
b3 =
4λ
3piA3
√
1 +A2
[
(8 + 9A2 +A4)E
(
A2
1 +A2
)
−(8 + 5A2)K
(
A2
1 +A2
)]
, (41b)
where E(m) is the complete elliptic integral of the second
kind defined as follows:
E(m) =
∫ pi/2
0
√
1−m sin2 θdθ. (42)
Direct integration of Eq. (1) using Eq. (40) and taking
into account the initial conditions in Eq. (2), gives [26]:
ωe(A) = (43)
pi
2
∫ 1
0
Adu√
A2(1− u2)− 2λ(√1 +A2 −√1 +A2u2)
−1 ,
which must be solved numerically for each value of the
oscillation amplitude A.
For λ = 1 and small values of the oscillation ampli-
tude A, it is possible to do the power-series expansions
of the exact and approximate frequencies [26]:
ωe(A) ≈ Γ
2(3/4)√
2pi
A− pi
3/2[3Γ 2(3/4) + 4Γ 2(5/4)]
256
√
2Γ 2(5/4)
A3
+ . . . ≈ 0.59907A− 0.177537A3 + . . . (44)
ω(A)≈Γ
2(3/4)√
2pi
A−15Γ
2(3/4)[12Γ 2(5/4)− Γ 2(3/4)]
512
√
2piΓ 2(5/4)
×A3 + . . . ≈ 0.59907A− 0.178531A3 + . . . (45)
On the other hand, for 0 < λ < 1 and small values of A,
the power series expansions of the frequencies are [26]
ωe(A) ≈
√
1− λ+ 3λ
16
√
1− λA
2
+
3λ(33− 40)
1024(1− λ)3/2A
4 + . . . (46)
and the power series expansion for the approximate fre-
quency is
ω(A) ≈ √1− λ+ 3λ
16
√
1− λA
2
+
3λ(33− 40)
1024(1− λ)3/2A
4 + . . . (47)
From Eqs. (44)–(47) we obtain
lim
A→0
ω(A)
ωe(A)
= 1. (48)
It is also easy to verify that
lim
A→∞
ω(A)
ωe(A)
= 1, (49)
because for large A, the nonlinear function (f(x) in
Eq. (40)) tends to x. From Eqs. (48) and (49), we con-
clude that the relative error of the angular frequency
tends to zero when A tends to zero and to infinity.
Fig. 4. Relative errors for the approximate and exact
frequencies as a function of the oscillation amplitude
for the oscillator typified as a mass attached to two
stretched elastic springs for λ = 0.5 (black), 0.7 (red),
0.9 (green) and 1 (blue).
Figure 4 shows the relative errors of the approxi-
mate frequency as a function of A for λ = 0.5, 0.7,
0.9, and 1. In this figure the relative errors are de-
fined as 100 |(ω − ωe)/ωe|. The highest relative er-
ror (0.07%) is obtained for λ = 1 and A = 1.36. From
Eqs. (48) and (49) and Fig. 4, we can conclude that ω(A)
in Eqs. (18) and (43) gives excellent approximate fre-
quencies for small as well as large values of oscillation
amplitude A.
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TABLE I
Comparison of the approximate frequencies with the exact one and relative errors in parentheses.
Nonlinear oscillator typified as a mass attached to two stretched elastic springs for λ = 1.
A ω e (Eq. (43)) ω (cubication) ωNHBM [27] ωRHBM [28]
0.1 0.05973045 0.59731442 (0.0017%) 0.06026085 (0.9%) 0.05973115 (0.0012%)
0.4 0.22916187 0.22921186 (0.022%) 0.23078447 (0.7%) 0.22907153 (0.04%)
1 0.48085077 0.48115453 (0.06%) 0.48163170 (0.16%) 0.48029191 (0.12%)
4 0.83742053 0.83764734 (0.027%) 0.83666882 (0.09%) 0.83710095 (0.04%)
7 0.90679079 0.90688561 (0.010%) 0.90663702 (0.017%) 0.90667190 (0.013%)
10 0.93495724 0.93500683 (0.005%) 0.93496420 (0.0007%) 0.93489862 (0.006%)
Now we compare the results obtained in this pa-
per with those achieved using the NHBM [27] and the
RHBM [28]. As can be seen in these two articles and
from Fig. 4, the highest relative errors (for a value of A)
are obtained for λ = 1. Due to this, we only compared the
results obtained using the cubication method, the NHBM
and the RHBM for this value of λ. Comparison of the ex-
act frequency ωe(A) (Eq. (43)), with the frequency ω(A)
obtained using the cubication method, the second-order
approximate frequency ωNHBM(A) calculated using the
NHBM and the frequency ωRHBM(A) obtained using he
RHBM is shown in Table I for λ = 1. As we can see,
the cubication method gives the more accurate results,
only for A = 10 the linearized harmonic balance method
(LHBM) is the best method but the relative errors are as
low (0.0007%, 0.006%, and 0.005% for LHBM, RHBM,
and cubication method, respectively) that the improve-
ment is not significant.
For λ = 1 and A = 1.36, values that correspond to
the highest relative error for the approximate frequency,
the normalized periodic (numerical) exact solution, xe/A
(circles), and the approximate solution, x/A (triangles),
calculated using Eqs. (19) and (41), are plotted in Fig. 5a,
whereas Fig. 5b shows the difference ∆ = (xe−x)/A. For
λ = 1 and A = 1.36 we obtain L2 = 0.00245.
Example 5. Oscillator with a linear term
and a fractional-power nonlinear term
We consider an oscillator, which was analysed by Cvet-
icanin and Pogány in [29]. The nonlinear function they
studied is
f(x) = x+ c25/3x |x|2/3 , (50)
where c25/3 is a positive constant. For this nonlinear oscil-
lator we obtain the first two coefficients of the Chebyshev
series expansion and their values are
b1 = A+ c
2
5/3
2Γ (11/6)A5/3√
piΓ (7/3)
,
b3 = c
2
5/3
2A5/3Γ (11/6)
7
√
piΓ (7/3)
. (51)
For this oscillator, we calculated the exact frequency as
follows [29]:
Fig. 5. (a) Comparison of the approximate solution
(dashed line and triangles) with the numerical exact so-
lution (continuous line and squares), and (b) difference
between normalized numerical exact and approximate
solutions for the oscillator typified as a mass attached
to two stretched elastic springs (λ = 1 and A = 1.36).
ωe(A) = (52)
pi
2
∫ 1
0
du√
1− u2 + 34c25/3A2/3(1− u8/3)
−1 ,
which must be solved numerically for each value of A.
For this system, the following is satisfied:
lim
A→0
ω(A)
ωe(A)
= 1. (53)
For large values of A, it is possible to do the power-series
expansions of the exact and the approximate frequencies,
and we obtain
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ωe(A) ≈ 0.940814c5/3A1/3 + . . . , (54)
ω(A) ≈ 0.940536c5/3A1/3 + . . . (55)
From Eqs. (54) and (55), we have
lim
A→∞
ω(A)
ωe(A)
= 0.999704. (56)
We conclude that the relative error of the angular fre-
quency tends to zero when A tends to zero and tends to
0.03% when A tends to infinity.
We consider the same three examples as those analysed
by Cveticanin and Pogány: c25/3 = 0.001 and c
2
5/3 = 1
with A = 0.1, for which the procedure they developed
in [29] is applicable, and c25/3 = 0.5 and A = 3, for which
the procedure proposed by these authors does not give
accurate results.
The analytical approximations for the frequency and
solution for c25/3 = 0.001 and A = 0.1 are
ω = 1.00096, (57)
x(t) = 0.1cn(1.00011t; 0.000547544) (58)
and the exact frequency computed using Eq. (52) is also
ωe = 1.00096.
For c25/3 = 1 and A = 0.1 we obtain
ω = 1.09171, (59)
x(t) = 0.1cn(1.10431t; 0.0449976) (60)
and the exact frequency is ωe = 1.09172, which im-
plies that the relative error of the approximate frequency
is 0.0009%.
Finally, for c25/3 = 0.5 and A = 3 we obtain
ω = 1.38699, (61)
x(t) = 3cn(1.43514t; 0.128618). (62)
Fig. 6. Relative errors for the approximate and exact
frequencies as a function of the oscillation amplitude for
the oscillator with a linear term and a fractional-power
nonlinear term (c25/3 = 0.5).
In this nonlinear system the exact frequency is ωe =
1.38710, which implies that the relative error for the ap-
proximate frequency given in Eq. (61) is 0.008%. Figure 6
shows the relative errors of the approximate frequency as
a function of A for c25/3 = 0.5. The graphs of the normal-
ized periodic (numerical) exact solution, xe/A (circles),
and the approximate solution, x/A (triangles), calculated
using Eq. (62), are plotted in Fig. 7a for c25/3 = 0.5 and
A = 3. Figure 7b shows the difference ∆ = (xe − x)/A.
In this case, L2 = 0.00058.
Fig. 7. (a) Comparison of the approximate solution
(dashed line and triangles) with the numerical solu-
tion (continuous line and squares), and (b) difference
between normalized numerical exact and approximate
solutions for the oscillator with a linear term and a
fractional-power nonlinear term (c25/3 = 0.5 and A = 3).
Example 6. Finite extensibility nonlinear oscillator,
FENO
The nonlinear function for this nonlinear system is [19]:
f(x) =
x
1− x2 (63)
with 0 < A < 1, where A is the initial oscillation
amplitude.
From Eq. (6) it is possible to obtain the following ex-
pressions for coefficients b1 and b3:
b1 =
2
A
(
−1 + 1√
1−A2
)
, (64a)
b3 =
2
A3
4λ
3piA3
√
1 +A2
[
−4 + 4√
1−A2
+A2
(
1− 3√
1−A2
)]
. (64b)
The exact frequency can be computed as follows [13, 14]:
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ωe(A) = (65)
pi
2
[∫ 1
0
Adu√
log(1−A2u2)− log(1−A2)
]−1
.
This equation must be solved numerically for each value
of A. For small values of the oscillation amplitude A, it
is possible to take into account the following power series
expansions:
ωe(A) ≈ 1 + 3
8
A2 +
59
256
A4 +
337
2048
A6 + . . . (66)
ω(A) ≈ 1 + 3
8
A2 +
59
256
A4 +
341
2048
A6 + . . . (67)
From Eqs. (66) and (67) we obtain
lim
A→0
ω(A)
ωe(A)
= 1. (68)
Figure 8 shows the relative errors of the approximate fre-
quency as a function of A. In this figure the relative
errors are defined as 100(ω − ωe)/ωe. For A < 0.9, the
relative error is less than 0.9%.
Fig. 8. Relative errors for the approximate and exact
frequencies as a function of the oscillation amplitude for
the finite extensibility nonlinear oscillator.
As in all previous examples considered, we compare
the approximate frequency obtained using the cubication
method with other methods of approximation. Febbo [19]
analysed carefully this nonlinear oscillator and obtained
the analytical approximate frequency using the second-
order LHBM. He obtained a relative error less than
4% for oscillation amplitudes lower than 0.9. On the
other hand, Beléndez et al. [30] solved this nonlinear os-
cillator using the second-order HBM and they reduced
the relative error from 4% to 0.6%, which means that the
approximate frequency they obtained is lightly more ac-
curate than that calculated using the cubication method,
but both of them have similar relative errors. For this
nonlinear oscillator the best results were obtained by
Elías-Zúñiga and Martínez-Romero [5] using an energy
method.
For A = 0.9, the normalized periodic (numerical)
exact solution, xe/A (circles), and the approximate
Fig. 9. (a) Comparison of the approximate solution
(dashed line and triangles) with the numerical solu-
tion (continuous line and squares), and (b) difference
between normalized numerical exact and approximate
solutions for the finite extensibility nonlinear oscillator
(A = 0.9).
solution, x/A (triangles), calculated using Eqs. (19),
(64a), and (64b) are plotted in Fig. 9a, whereas Fig. 9b
shows the difference ∆ = (xe − x)/A. For A = 0.9 we
obtain L2 = 0.022.
4. Generalization to other conservative
nonlinear oscillators
It is possible to consider the following general expres-
sion for the nonlinear function [31]:
f(x) = λ1x+ λ2
sgn(x) |x|α1
(1 + α3x2)α2
, (69)
which corresponds to an extensive set of conservative
nonlinear oscillators depending on the values of param-
eters λ1, λ2, α1, α2 and α3. Equation (69) includes the
six oscillatory systems considered in this paper as well as
a wide range of conservative nonlinear oscillators which
have been analysed in the bibliography. Using Eq. (6)
we obtain the following general expressions for b1(A)
and b3(A):
b1(A) = λ1A+
2√
pi
λ2A
α1Γ
(
α1 + 2
2
)
×2F1
(
α1 + 2
2
, α2,
α1 + 3
2
;−α3A2
)
, (70)
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b3(A) =
2√
pi
λ2A
α1Γ
(
α1 + 2
2
)
[2(α1 + 2)
×2F1
(
α1 + 4
2
, α2,
α1 + 5
2
;−α3A2
)
−32F1
(
α1 + 2
2
, α2,
α1 + 3
2
;−α3A2
)]
, (71)
where
2F1(a, b, c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
(72)
is the Gauss hypergeometric function [32] and (a)n is the
Pochhammer symbol.
5. Final remarks
In this section we briefly analyse how the usage of
three terms in the Chebyshev polynomial expansion of
the nonlinear function f(x) in Eq. (5) instead of two,
would change the maximum error attained in each oscil-
lator. Retaining three terms in Eq. (5) and taking into
account Eq. (7), it follows that:
f(Ay) ≈ b1(A)T1(y) + b3(A)T3(y) + b5(A)T5(y) =
b1(A)− 3b3(A) + 5b5(A)
A
x+
4b3(A)− 20b5(A)
A3
x3
+
16b5(A)
A5
x5. (73)
Therefore, we may write Eq. (1) as an equivalent cubic-
quintic Duffing oscillator as follows:
d2x
dt2
+ a1(A)x+ a3(A)x
3 + a5(A)x
5 ≈ 0, (74)
in which coefficients a1, a3 and a5 are defined in terms
of coefficients b1, b3 and b5 of the Chebyshev polynomial
expansion of the nonlinear function as
a1(A) =
b1(A)− 3b3(A) + 5b5(A)
A
,
a3(A) =
4b3(A)− 20b5(A)
A3
, a5 =
16b5(A)
A5
. (75)
For the cubic-quintic oscillator given in Eq. (74), Belén-
dez et al. [33] have recently obtained its exact frequency
— that we now call ω3 — which can be written as follows
(Eq. (23) in Ref. [33]):
ω3(A) =
(q1q2
6
)1/4 pi
2K(m3)
, (76)
where
m3(A) =
1
2
− q3
4
√
3
2q1q2
, (77)
q1(A) = a1(A) + a3(A)A
2 + a5(A)A
4, (78)
q2(A) = 6a1(A) + 3a3(A)A
2 + 2a5(A)A
4, (79)
q3(A) = 4a1(A) + 3a3(A)A
2 + 2a5(A)A
4, (80)
and a1(A), a3(A) and a5(A) are given by Eq. (75).
For the anti-symmetric, constant force oscillator
(Example 1, Eq. (20)) and taking into account Eq. (6),
the third coefficient of the Chebyshev series expansion of
the nonlinear function is
b5 =
4
5pi
. (81)
From Eqs. (75)–(80) we obtain
ω3(A) =
√
pi
5A
(
91
4
)1/4
K−1
(
1
2
− 3
2
√
3
91
)
≈
1.111365√
A
. (82)
The relative error for the approximate frequency ob-
tained using three terms in the Chebyshev series expan-
sion in Eq. (5) is 0.06%, whereas the relative error for
the approximate frequency obtained using only two terms
is 0.6%. As we can see, the usage of three terms in Eq. (5)
diminishes the error ten times in relation to the cubica-
tion method.
For the anti-symmetric quadratic nonlinear oscillator
(Example 2, Eq. (28)) we obtain
b5 = − 8A
2
105pi
(83)
and from Eqs. (75)–(80) we obtain
ω3(A) ≈ 0.914745
√
A. (84)
The relative errors for the approximate frequencies that
we obtained were 0.04% and 0.007% for two and three
terms in Eq. (5), respectively. For this example the usage
of three terms diminishes the relative error 5.7 times,
however the usage of two terms also provides an excellent
approximation to the exact frequency in Eq. (32).
For the oscillator with fractional-power restoring force
(Example 3, Eq. (34)) it follows that:
b5 =
Γ (7/6)A1/3
5
√
piΓ (5/3)
(85)
and from Eqs. (75)–(80) we obtain
ω3(A) ≈ 1.07072
A1/3
. (86)
The relative errors for the approximate frequencies that
we obtained were 0.17% and 0.03% for two and three
terms in Eq. (5), respectively.
For the mass attached to two stretched elastic springs
(Example 4, Eq. (40)) the highest relative error for
the approximate frequency when two terms are used in
Eq. (5) is obtained for λ = 1 and A = 1.36 and its value
is 0.07%. For these values of λ and A the relative er-
ror obtained when three terms are considered in Eq. (5)
is 0.008%. Now the usage of three terms provides a rel-
ative error which is nine times lower than the relative
error obtained using two terms in Eq. (5). However, as
happened for example 2, the usage of only two terms
provides a very acceptable maximum relative error.
For the oscillator with a linear term and a fractional-
power nonlinear term (Example 5, Eq. (50)) with c25/3 =
0.5 and A = 3, the relative error for the approximate
frequency obtained using Eq. (76) and three terms in
Eq. (5) is 0.0012%. Finally, for the finite extensibility
nonlinear oscillator (Example 6, Eq. (63)) the relative
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error for the approximate frequency when two terms are
used in Eq. (5) is less than 0.9% for A < 0.9, whereas
this relative error is less than 0.21% when three terms are
used in the Chebyshev series expansion of the nonlinear
function.
6. Conclusions
A “cubication” method for conservative nonlinear os-
cillators with odd nonlinearity based on the Chebyshev
series expansion of the nonlinear function f(x) was an-
alyzed and discussed and an approximate frequency–
amplitude relationship and periodic solution were ob-
tained. In this procedure, instead of approximately solv-
ing the original nonlinear differential equation, an ac-
curate analytical approximate solution can be obtained
by exactly solving an approximated nonlinear differen-
tial equation: the Duffing equation. Then, the exact
solution for the Duffing equation is the approximate so-
lution for the original differential equation. To do this,
the Chebyshev polynomial expansion was used to re-
place the original nonlinear function by an approximate
equivalent cubic polynomial equation using the first two
terms of its Chebyshev polynomial expansion. Six ex-
amples of conservative nonlinear oscillators that describe
the dynamical behaviour response of several physical and
engineering systems were presented. These examples
— together with the two systems previously analysed
(Duffing-harmonic [34] and cubic-quintic [35, 36] nonlin-
ear oscillators) — illustrate the accuracy of the analytical
approximate frequencies and the corresponding periodic
solutions obtained following this procedure. The analyt-
ical approximate frequencies for these six examples have
been compared with those obtained using other approx-
imate method. This comparison allows us to conclude
that the results obtained using the cubication method
are similar to those obtained using the second-order ap-
proximation of the harmonic balance method, the lin-
earized harmonic balance method, the rational harmonic
balance method and the homotopy perturbation method.
Finally, we briefly analysed how the usage of three terms
in the Chebyshev polynomial expansion of the nonlinear
function f(x) in Eq. (5) instead of two, changes the max-
imum error attained in each oscillator. The approximate
method considered in this paper has been combined with
the nonlinearization method [37, 38] to develop a new
procedure to approximately solve conservative nonlinear
oscillators. Finally, the “cubication” method has been
recently extended by Elías-Zúñiga [39] considering three
terms in the Chebyshev polynomial expansion of the non-
linear function f(x) in Eq. (5).
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