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Abstract—The paper addresses the problem of generating
forecasts for energy production and consumption processes in a
renewable energy system. The forecasts are made for a prototype
public lighting microgrid, which includes photovoltaic panels and
LED luminaries that regulate their lighting levels, as inputs for a
receding horizon controller. Several stochastic models are fitted to
historical times-series data and it is argued that side information,
such as clear-sky predictions or typical system behaviors, can
be used as exogenous inputs to increase their performance. The
predictions can be further improved by combining the forecasts of
several models using online learning, the framework of prediction
with expert advice. The paper suggests an adaptive aggregation
method which also takes side information into account, and
makes a state-dependent aggregation. Numerical experiments are
presented, as well, showing the efficiency of the estimated time-
series models and the proposed aggregation approach.
I. INTRODUCTION
Renewable energy systems are vital for sustainability and
optimizing their energy flow is a widely studied research area.
One of the fundamental problems of building controllers for
renewable energy systems is to model energy production and
consumption, as they are uncertain and affected by a number of
external factors. Such models are essential to make predictions
about the future behavior of these systems [9].
Standard approaches, for example, to predict photovoltaic
(PV) energy production, include clear-sky and persistence [11],
as well as various dynamic models [13], such as autoregressive
integrated moving average (ARIMA), artificial neural networks
(ANNs), fuzzy and different hybrid models [3].
In this paper we combine several of the aforementioned
approaches by fitting stochastic models to time-series data, but
also providing the models side information (such as the typical
system behaviors) as external inputs. We argue that such
information increases their performance and by aggregating
their predictions online an efficient adaptive forecaster can be
constructed. A model predictive controller is also discussed
which uses the generated forecasts to calculate a control policy.
We start from the standard framework of prediction with
expert advice [4], then refine it to allow situation dependent
performance evaluations. The core idea is to use a similarity
kernel when calculating the loss of an expert with respect to
a given state and weight past costs with their similarity to the
current situation. As supported by our simulation experiments,
this aggregation approach outperforms standard ones as it can
estimate better the actual efficiency of different models.
Previously, the framework of prediction with expert advice
was used to predict energy consumption in [7], and online
learning with side information was investigated, for example,
in [4, 12, 15]. As we will later see in Section V-B, our approach
differs from the ones above and one of our main contributions
is to use situation dependent losses during prediction which
allows the system to adapt to the changing circumstances.
II. E+GRID: ENERGY-POSITIVE PUBLIC LIGHTING
A particular motivation for this research is provided by a
work aimed at realizing an energy-positive public lighting mi-
crogrid (E+grid) system. E+grid uses renewable, solar energy
in public lighting services via the appropriate combination of
LED luminaries, energy generation and storage, and sensor
technologies on the one hand, and novel data processing,
prediction, communication, optimization and control methods
on the other hand. E+grid balances energy demand against
production and guarantees the required level of street lighting
even at times of moderate-duration power outages.
The E+grid system reduces the energy consumption of
street lighting by using LED luminaries that regulate their
lighting levels according to the actual demand and the sur-
rounding environmental conditions, therefore providing just the
required level of lighting at all times.
On the demand side, this is achieved by mounting motion
sensors and smart controllers to each light pole, which are then
connected by wireless communication. As a vehicle or passer-
by moves along, level of lighting is automatically increasing
before, and, at the same time, dimming behind the mover.
Smart, autonomous controllers of neighboring luminaries make
sure that all this happen in an well-orchestrated way, according
to the standards set for local public lighting services.
As for production, energy is generated by PV technol-
ogy, whereas battery storage provides some limited protection
against power outages, as well as opportunity for trading with
electricity. Namely, the system has a bi-directional connection
to the power grid, hence it can sell and buy electricity at
variable energy tariff. Energy flows along all main power
lines are monitored by smart meters. A local weather station
complementing the system collects weather data and hosts
a twilight switch which allows for the lighting periods to
comply with the actual environmental conditions. The overall
architecture of the E+gird system with its main communication
and power lines is presented in Figure 1 (see also [6]).
While smart LED luminaries are equipped with limited
local decision and communication facilities, the heart of the
E+grid system is a central computer (CC) that monitors and
controls its operation. One of the key functions of the CC of
particular interest here is the control of the energy flow, with
regard to the following two criteria:
 warranting island mode of operation in case of an
eventual power outage for a limited period; and
 minimizing the total energy cost of the public lighting
service on the long run.
The E+grid system as a whole is a complex cyber-physical
system whose elements – the smarter ones even with limited
autonomy – are interlinked by lines both of communication
and of power. Further on, the system is embedded in a highly
uncertain physical and social environment: energy supply and
demand for lighting service depend not only on the actual
location and moment of time, but also on local weather
conditions, while demand for public lighting depends much
on the movement of humans and vehicles in the lightsome
area. Hence, defining however approximate physical model of
the system, together with its interactions with the environment
would be far too ambitious. Instead, we rely on data collected
by extensive and continuous monitoring activity, analyze their
time-series, predict both energy production and consumption
and use these forecasts when balancing future, expected con-
sumption and supply. However, so as to keep reality and the
model of the controlled system in as a close correspondence
as possible, predictions and the control of energy flow are
interleaved: the model is mapped to (observed) reality time
and again, in model predictive way of control.
Smart meters monitoring both the production and con-
sumption of electricity provide ample input for the CC to fit
stochastic models to historic data, and to solve the resulting
energy flow optimization problem on a rolling horizon. And
indeed, an assessment of several different models showed that
good predictions of energy production can be obtained by
using nonlinear autoregressive exogenous (NARX) models [6],
w.r.t. the deviation-normalized root-mean-square error crite-
rion. These models use wavelet-type nonlinearities, where the
exogenous components come from a clear-sky model capturing
Figure 1. Schematic architecture of the E+grid system (the thick, black arrows
and the thin, gray links indicate power and information flow, respectively).
background knowledge of the domain. Efficient (w.r.t. the same
criterion) energy consumption forecasts can also be achieved
using Box-Jenkins type models, where the exogenous inputs
come from averaged historical data. As simulation experiments
have shown, with right prediction methods the controller is
able to significantly improve the financial balance. In what
follows we briefly discuss the applied time-series models, our
MPC controller and present how the system can make the best
out of running several predictive models in parallel.
III. IDENTIFYING QUASI-PERIODIC PV PRODUCTION
AND ENERGY CONSUMPTION PROCESSES
One of the main challenges when designing a controller
for a renewable energy system is to model or forecast the
energy production and consumption signals, as these processes
are typically affected by several factors, including the weather
(PV production) and human behavior (energy consumption)
and are, therefore, typically nonstationary and hard to predict.
A. Standard Approaches
There are several standard forecasting models [3, 9] avail-
able, such as clear-sky models for PV production [11], which
estimate the terrestrial solar radiation under the assumption of
a cloudless sky while they typically take the solar elevation
angle, site altitude and potentially other (e.g., atmospheric)
conditions into account. The arrival of customers (i.e., to the
area of the controlled public lighting system) can, for example,
be modeled by Poisson processes [1] which then can be applied
to estimate the future power consumption of the system.
Naturally, there are several refinements of the above men-
tioned basic approaches, such as persistence models or spatio-
temporal forecasts for PV production. Persistence models
assume that the current weather conditions persist and scale
the clear-sky predictions for the given horizon with the cur-
rent deviation from that estimate [11]; while spatio-temporal
forecasts usually smooth the forecasts of several monitoring
stations, distributed in an area, to generate forecasts for any
spatial location within the area covered by the stations [17].
Another approach is to assume an autoregressive behavior
and apply approximation techniques to fit a sufficiently smooth
function to the available historical data. Feed-forward neural
networks (e.g., multilayer perceptions or radial basis function
networks) are typical choices for such approaches [13].
B. Model Identification and Side Information
Our approach here is to generate (and later aggregate)
various time-series models by applying system identification
[10] and machine learning [16] techniques while also taking
background knowledge, such as clear-sky predictions or typical
system behaviors, into account as side information for the
models. The time-step of our models was one hour, which
we achieved by averaging our observations for each hour.
As the PV production and the energy consumption of the
system have a quasi-periodic nature, we treat these signals as
the combination of a fully periodic (mean behavior) and an
aperidodic part. For the periodic part we simply compute the
average value for each hour of the day. Providing such side
information as exogenous input to the models may help them
to predict the system, as it is also supported by our experiments
presented in Section VI. This is especially the case if the
system operates close to its typical behavior, for example, the
sky is relatively clear or the consumption is normal.
On the other hand, in cases when the system operates far
from its typical states such side information might mislead the
models. In these cases it would be good to switch to pure
autoregressive models, i.e., without exogenous components.
Therefore, our idea is to estimate both types of models and
calculate a prediction online based on the recent performances
of the models. Before we present how we aggregate the predic-
tions, we briefly overview the relevant approaches from time-
series analysis and how the control policy is then computed.
C. Time-Series Analysis
A time-series is a data sequence, typically consisting of
noisy observations of a dynamical system at discrete time-
steps [2]. Estimating models based on time-series data is one
of the classical problems of system identification [10, 14].
Discrete-time (observable, causal) stochastic systems with
exogenous components (inputs) can be typically written as
xt , f(zt; wt); (1)
zt , (xt 1; xt 2; : : : ;ut; ut 1; : : : ); (2)
wt , (nt; nt 1; : : : ); (3)
where xt is the output, ut is the input and nt is the noise at time
t. Sequence zt contains the available (cumulative) information
at time t, while wt is the (unobservable) noise up to time t.
Note that process futg can represent, e.g., a control signal or
some available side information. Observe that ut is included
in zt, but of course xt is not. Process fntg is often a white
noise or an independent sequence of random variables.
We are usually given a realization of zt, i.e., zt(!), and
want to find a function bf 2 F from a given model class that
optimizes some function of the prediction errors defined as
"k( bf) , xk(!)  bf(zk(!); 0); (4)






bf) (i.e., least squares or L2 approach),
but it often includes some regularization terms, as well.
Standard stochastic models include general LTI (linear








where A, B, C, D and F are (finite) polynomials in q 1, the
backward shift operator (i.e., q 1xt = xt 1 ), and xt, yt, nt
are as previously. Special cases of LTI systems include FIR
(finite impulse response), AR (autoregressive), ARX (autore-
gressive exogenous), ARMAX (autoregressive moving average
exogenous) and BJ (Box-Jenkins) type models [10, 14].
LTI models can also take a state space form, that is
xt , Axt 1 +B ut + C nt; (6)
where A, B and C are given (real or complex) matrices and
we assumed that the process fxtg is fully observable.
In some cases linear models are not suitable. Widespread
nonlinear models include HW (Hammerstein-Wiener) and
NARX (nonlinear autoregressive exogenous) systems [10]. A
HWmodel contains a linear part where the input and the output








while NARX models take the form of
xt , g(zt) + nt (8)
= g(xt 1; : : : ; xt q; ut; : : : ; ut s+1) + nt; (9)
where q, s are the orders of the model and g is a nonlinear
function. There are several variants of NARX models depend-
ing on the applied nonlinear function g. In our experiments
we used (i) wavelets, (ii) multilayer perceptrons (MLPs) and
(iii) support vector regression (SVR), to represent g, resulting
in three types of models. A NAR model is a special case of
a NARX system where there are no inputs. We also used two
NAR models in our test, an MLP and an SVR based version.
D. Forecasting with the Identified Models
After having identified a model bf we may want to use it
to generate forecasts. For the aforementioned E+grid project,
mean trajectories as well as confidence bounds were needed
for the controller. Assuming the input signal futg is available
in advance, a way to estimate the mean trajectory (i.e., the
expected future behavior) is to use zero noise and estimated
states for states we do not have information about. That isbxi , bf(bzi(!); 0); (10)
where 0 is the zero sequence and in bzi we recursively use bxj ,
(recall that the process is causal, thus j < i) for future states.
Of course, for a 1-step prediction we typically do not need
such bxj variables, they are needed for longer horizons.
In order to get confidence bounds, we need some in-
formation about the noise process driving the system. A
standard approach is to assume that it is a sequence of zero
mean independent and identically distributed (i.i.d.) Gaussian
variables. Then, it is enough to estimate the variance of the
noise to characterize it. This can be done by [10], e.g.,





where d is the dimension of the model class, e.g., if the model
class is (linearly) parametrized by  2 Rq , then d = q.
The choice of Gaussian variables are appropriate if we
consider the noise as the composition of several independent
effects, in which case the Central Limit Theorem [10] justifies
the Gaussian distribution. On the other hand, any other distri-
bution can also be used, including nonparametric ones, e.g.,
we could even apply the empirical distribution function of the
residuals f"k( bf)g, resulting in a bootstrap-style approach [8].
After the distribution of the noise was estimated, Monte
Carlo experiments can be carried out, using the last values of
our observations as initial states and randomly generated noise
according to the identified noise distribution, to generate simu-
lated trajectories. Then, approximate upper [lower] confidence
bounds can be calculated from the simulated trajectories by
finding the smallest [largest] sequence that is larger [smaller]
than a given percentage, for example 95%, of the trajectories.
IV. CONTROLLING THE ENERGY FLOW
In the E+grid project we use the generated energy pro-
duction and consumption forecasts, i.e., the mean and confi-
dence bound trajectories, to generate a policy to control the
energy flow in the lighting system. Particularly, we apply a
receding horizon controller, namely, in each step we compute
an open-loop control sequence for a given horizon T and the
environmental feedback is incorporated by recalculating the
control sequence, taking new forecasts into account, after each
iteration. The policy thus can be seen as rollout type, while
the method is a variant of model predictive control (MPC).
Now, we discuss one iteration of the controller, namely
computing a finite-horizon open-loop control sequence. In each
step, the open-loop policy is the solution of an optimization
problem. The input contains the expected future energy pro-
duction, fC+t g and consumption fC t g, as well as stochas-
tically guaranteed lower (confidence) bounds on production
fC+t g and upper (confidence) bounds on consumption fC
 
t g.
The control policy must be robust in the sense that it must
guarantee island-mode operation for a given amount of time
for a single power cut arising at any point in time, even in the
worst-case scenario defined by fC+t g and fC
 
t g. This require-
ment can be fulfilled by maintaining the appropriate state of
charge, fBtg, in the battery. The battery is characterized by its
capacity B, maximum charge and discharge rates R+ and R ,
the initial state of charge b0 and the efficiency of charging . A
method for computing fBtg from fC+t g and fC
 
t g, together
with the detailed assumptions, is presented in [6].
Given the above input data, an open-loop control sequence
defining the optimal electricity purchase rate x+t , grid feed-in
rate x t , as well as a battery charge rate r
+
t and discharge
rate r t is sought for each time period t that minimize
the total energy cost in the system subject to time-varying
electricity purchase and feed-in prices Q+t and Q
 
t . A linear











C+t   C t + x+t   x t = r+t   r t 8 t (13)
 r+t   r t = bt   bt 1 8 t (14)
Bt  bt  B 8 t (15)
0  r+t  R+ 8 t (16)
0  r t  R  8 t (17)
0  x+t ; x t 8 t (18)
The objective (12) encodes minimizing the total cost of
energy, i.e., the difference of the price of energy purchased
and sold. Constraint (13) ensures that the energy balance in the
system is maintained. Equality (14) defines the state of charge
in the battery based on the charge and discharge rates. Finally,
box constraints (15-18) define the range of the variables.
V. ADAPTIVE FORECAST AGGREGATION
Now, we turn our attention to aggregating predictions of
various time-series models, in order to increase the perfor-
mance and achieve adaptive behavior. This approach has a
number of benefits, e.g., it is sometimes hard to select just
one model in advance, as several models may have similar fit
values, while they behave differently in various parts of the
state space. Then, we do not have to select just one of them,
but we can select online in each time step which model to use.
As evaluating a model is typically computationally cheap, this
does not come with heavy computational burden. Moreover,
later we may purposefully estimate models for different sit-
uations, to specifically have them focused on different parts
of the state space. For example, we may train PV production
models for different weather conditions or may estimate energy
consumption for different typical scenarios (e.g., rush hour, big
event, etc.). Then, we do not have to detect which situation we
are in, as the aggregation mechanism automatically selects the
best model to use based on their recent performances.
Before describing our aggregation mechanism, which takes
state information into account, first, we overview the standard
framework of sequential prediction with expert advice [4].
A. Prediction with Expert Advice
In the standard framework, we sequentially face the prob-
lem of predicting a process, called the environment, based
on the predictions and past performances (measured by their
amount of mispredictions) of a pool of experts. We refer to
the entity making the aggregated predictions as the learner.
We denote the state of the process, the prediction of expert
i and the aggregated prediction of the learner, at time t, by xt,bxi;t and bpt, respectively. The loss of expert i and the learner,








where `() is a cost function. A typical choice is, for example,
`(x; y) = kx  ykqp for some p-norm.
The regret of the learner at time t is defined asbRt , bLt   infi Li;t; (21)
which therefore measures the (relative) performance of the
learner with respect to the best (in terms of loss) expert.
The learner aims at minimizing his regret while repeatedly
addressing the problem. The general protocol of prediction
with expert advice is summarized in Table I.
One of the desirable properties an aggregation rule can have





bRt  0; (22)
where the convergence is uniform over all possible outcome
sequences and expert advice sequences (nonstochastic setting),
or the convergence is almost sure (stochastic setting).
The archetypical aggregation rule to compute the learner’s
prediction for time t is to form a convex combination. This









assuming n experts, where the weights are often defined as
wi;t 1 = r(Rt 1)i, for some potential function







where ,  are nonnegative, twice differentiable functions as
well as  is increasing and  is strictly increasing and concave;
and where Rt 1 is the regret vector for time t  1, that is
Rt 1 ,
bLt 1   L1;t 1;    ; bLt 1   Ln;t 1T: (25)










where  > 0 is a user-chosen design-parameter and r is a regret
vector. This approach leads to the exponentially weighted













then the exponentially weighted average forecaster is Hannan
consistent [4], more precisely its regret is bounded by







if `(; ) 2 [0; 1] and it is convex in its first argument.
Table I. STANDARD SCHEME OF PREDICTION WITH EXPERT ADVICE
PROTOCOL: PREDICTION WITH EXPERT ADVICE
1. Losses of the learner and the experts are set to zero,
L0 := 0 and fLi;0 := 0gi;
2. For each round t = 1; 2; : : : do
3. Experts announce their forecasts fbxi;tgi for time t;
4. Learner announces his forecast bpt for time t;
5. Environment announces the “true” outcome, xt;
6. Learner and the experts incur costs, i.e.,
`(bpt; xt) and f`(bxi;t; xt)gi, respectively;
7. Losses get updated, Lt := Lt 1 + `(bpt; xt),
and similarly, fLi;t := Li;t 1 + `(bxi;t; xt)gi;
8. Repeat
An improved bound can be achieved, if some a priori








where Lt > 0 is the loss of the best expert at time t. Since
Lt is not available in advance, only after the t th round, it can
be estimated by the loss of the currently best expert [4].
B. State-Dependent Aggregation
This section presents our state-dependent learner, which
tries to take into account some side information to decide
which experts (time-series models in our case) may have
better performances in the current situation. We note that the
use of side information in the framework of prediction with
expert advice was previously addressed, e.g., in [4, 12, 15].
However, these approaches differ from ours, as they assume
white box models, i.e., that they know how the experts make
their predictions, and use a state-independent weighting. The
experts are typically assumed to have linearly parametrized
models, either simple linear regressions or some elements of
a finite dimensional linear space of nonlinear functions (e.g.,
Reproducing Kernel Hilbert Space) and the learner aims at
iteratively approximating the best weights of this regression.
On the other hand, in our approach we treat the experts as black
boxes (we do not assume the knowledge about how they make
their predictions) and compute a weighting that depends on
the available side information through state-dependent losses.
We also start with a pool of experts (time-series models):
E , ff1; : : : ; fng; (31)
which may take some state information into account (e.g., the
past of the process and the exogenous inputs in our case). Let
st denote the side information available at time t, then the
prediction of the expert i at time t can be written as
bxi;t , fi;t(st): (32)
We assume that we have a similarity kernel, k(; ) 2 [0; 1],
available which measures how similar two states are. If k(s; r)
is close to one, it shows that states s and r are very similar,
while a small k(s; r) indicates dissimilar states.
Designing a similarity kernel may need domain specific
knowledge. In our case, st = zt, see equation (2), and during
the experiments, presented in Section VI, we simply used
k(zt; zk) , 1  (`(xt 1; ut 1)  `(xk 1; uk 1))2; (33)
where 0  xt; xk; ut; uk  1, for all t; k. Therefore, the side
information indicates how far the system is operating from its
typical behavior, and two situations are similar if they have
similar distances from the typical behavior.
Assuming we have a similarity kernel k, we can define the








t k k(s; sk) `(fi;k(sk); xk); (35)
where  2 [0; 1] is a discount factor, to decrease the relevance
of past losses, and we take into account the similarity of the
past states to situation z when calculating the loss for z.
Discounting helps to focus on the recent events, as it ren-
ders less weights to costs incurred long time ago. This makes
sense even if we do not use state-dependent aggregation. Thus,
during our numerical experiments, we also used discounted
losses when we calculated the predictions of the classical
exponentially weighted average forecaster, as it increased its
performance and made the comparison fairer.
After the state dependent losses were calculated, we may
even use the standard aggregation approaches, e.g., weighted
average, with fLi;t 1g having replaced with fKi;t 1(st)g. The









In the section about our experiments below, we referred the
above modification of the EWAF (exponentially weighted aver-
age forecaster) as SDAF (state-dependent average forecaster).
Table II summarizes the protocol of our state-dependent
aggregation. It can be seen as a generalization of the classical
approach, as having a kernel which is constant 1 and discount
factor  = 1 returns us to the standard definition of loss.
VI. EXPERIMENTAL RESULTS
In this section we present numerical experiments about
fitting stochastic models to time-series data coming from
a renewable energy system. Using side information during
prediction will also be studied, both in the cases of individ-
ual models and the aggregated learner, i.e., state-dependent
aggregation. Regarding the applied MPC controller, some
preliminary results, without aggregation, can be found in [6].
We estimated 12 time-series models, which were briefly
discussed in Section III-C, and tested their abilities to predict
PV production and energy consumption data. For the energy
production case the measured quantities were the PV current
(A) and PV voltage (V), from which the PV power was
calculated (voltage  current). The PV production data were
preprocessed by removing outliers, they were normalized and
Table II. SCHEME OF PREDICTION WITH SIDE INFORMATION
PROTOCOL: STATE-DEPENDENT AGGREGATION
1. For each round t = 1; 2; : : : do
2. Environment announces side information st for t;
3. Similar losses are calculated fKi;t 1(st)gi;
4. Experts announce their forecasts fbxi;t = fi;t(st)gi;
5. Learner announces forecast, bpt(st);
6. Environment announces the “true” outcome, xt;
7. Learner and the experts incur costs, i.e.,
`(bpt; xt) and f`(bxi;t; xt)gi, respectively;
8. Repeat
Table III. PERFORMANCE EVALUATION
Time-Series Model Production: Loss Consumption: Loss
Name Side Info Estimation Validation Estimation Validation
FIR + 16.92 13.94 27.15 30.18
AR - 6.27 7.78 13.67 21.38
ARX + 5.51 7.07 10.16 25.76
ARMA - 5.68 7.81 16.53 22.09
BJ + 5.15 7.06 9.17 18.31
STATE + 5.21 6.96 9.28 26.28
HW + 10.68 14.46 23.28 30.15
WAVE + 4.21 9.29 6.95 20.07
MLP - 5.24 9.83 13.64 25.04
MLPX + 4.02 8.58 9.61 19.84
SVR - 6.45 7.38 11.23 20.15
SVRX + 6.37 7.18 5.37 16.43
Aggregation Method Loss ( Regret ) Loss ( Regret )
EWAF - 4.93 (0.91) 6.89 (-0.07) 8.08 (2.71) 14.91 (-1.52)
SDAF + 4.32 (0.30) 6.75 (-0.21) 5.43 (0.06) 14.59 (-1.84)
averaged in windows of one hour length, as this is the
resolution of the applied MPC controller, namely, the time
the forecasts and the control policy are recalculated. Averaging
helped to achieve a better signal-to-noise ratio, too. The energy
consumption data were also preprocessed similarly to the pro-
duction data: they were cleaned from corrupted measurements,
normalized and averaged in one hour wide windows.
Linear and nonlinear models were fitted (the first six rows
of Table III show the linear ones) and the effects of providing
side information to the time-series models (see Section III-B)
were also studied. In this case, side information means the
typical (periodic average) value for that hour (from historical
data), or the clear-sky prediction for that hour. The MLP and
SVR based models were tested with (MLPX and SVRX) and
without (MLP and SVR) side information as exogenous input.
The orders of the models were either selected automatically
by the estimation method or several variants were tested and
the best one was selected. Due to space limitations we cannot
discuss selecting the orders of the models in detail, but for
most of the applied time-series models the orders with respect
to the autoregressive parts (i.e., the past of the process) were
between 4 and 7, while with respect to the exogenous inputs
(i.e., the side information) they were between 2 and 5.
Table III shows the total losses, as defined by equation
(19) with `(x; y) = kx   yk22, of the time-series models for
both the energy production and consumption processes. The
losses were calculated on a normalized data and the samples
contained 1000 measurements in all cases. The loss values are
given for both the estimation (learning) data and the validation
(test) data for each model. The results support that providing
side information as exogenous inputs to the models increases
their performance, as it can be observed, for example, by the
AR /ARX, MLP /MLPX and SVR / SVRX rows, where “X”
indicates that the models have exogenous components.
The results also indicate that such models can effectively
predict energy production and consumption processes on a
short horizon. For the PV production case, linear, BJ (Box-
Jenkins) and STATE (state space), and nonlinear autoregres-
sive, WAVE (wavelet) and MLP (multilayer perceptron) based
models provided the smallest loss values. For the consumption
case, BJ and SVR (support vector regression) based models
were the best with respect to the total loss criterion.
The last two rows of Table III illustrate the performance of
two aggregation methods: the classical exponentially weighted
average forecaster (EWAF) and our state-dependent (exponen-
tially weighted) average forecaster (SDAF), presented in Sec-
tion V-B. Parameter  was time-dependent and set according to
formula (30), but for SDAF the losses were state-dependent,
i.e., kernelized. We used discounted costs with  = 0:95 in
both cases (EWAF, SDAF) to set , in order to put more
emphasis on the recent events when combining the predictions.
Table III on the other hand shows total (undiscounted) costs, as
we are interested in the uniform performance of the learners.
The resulting regrets show that combining predictions with
online learning leads to good performance. The regret was
often negative indicating that the aggregated predictor outper-
formed the best time-series model. It can also be observed
that even if all the models were trained on the same (estima-
tion) data, SDAF could still outperform EWAF. A difference
increase is expected, in favor of SDAF, when using models
specially fitted to various scenarios (for example, different
weather conditions or consumption schemes).
Note that for the aggregation methods there is no learning
or estimation phase (as for the time-series models), thus there
is no reason to expect smaller regret on the estimation data. The
time-series models are expected to achieve smaller losses on
the estimation (learning) data, but the regret is measured w.r.t.
the performance of the best time-series model, thus it might
even be harder to achieve smaller regret on the estimation data.
This helps explaining why the learners achieved smaller regrets
on the validation (test) data during our experiments.
Figures 2 and 3 illustrate a situation when SDAF could
show up better tracking capabilities than the classical EWAF.
The PV production was much lower than expected, due to the
weather conditions, and SDAF realized faster which models to
weight more, since it had more information on which models
are better in such cases. Figure 2 shows the real (normalized)
PV production of the environment, the prediction of the best
time-series model, EWAF and SDAF. Figure 3 shows the
discounted regret during the same period, with discount factor
 = 0:95. As the environment does not have any regret, Figure
3 plots the average regret of the 12 time-series models instead.
VII. CONCLUSION
The paper investigated the problem of generating forecasts
for energy production and consumption processes which are
used for model predictive control. Several time-series models
were fitted to historical data and it was demonstrated that
providing side information increases their performance. An
adaptive state-dependent aggregation approach was proposed
which uses situation dependent performance evaluation of the
experts. Several experiments were presented which demon-
strate the effectiveness of the applied stochastic models and
the suggested state-dependent aggregation approach.
Our motivation was the E+grid system, which is an energy
positive public lighting microgrid. The physical E+grid system
































Figure 2. Predicting energy production with aggregated forecasters.


























Figure 3. Discounted loss during the same period as in Figure 2.
is currently under construction in cooperation between GE
Hungary Ltd, the Budapest University of Technology and
Economics, and two institutes of the Hungarian Academy of
Sciences: the Institute for Technical Physics and Materials
Science and the Institute for Computer Science and Control.
There are several future research directions, including
investigating the consistency of state-dependent aggregated
forecasts as well as analyzing and designing similarity kernels.
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