A class stochastic optimal control problems containing optimal stopping of controlled diffusion process is considered. The numerical solutions of the corresponding normalized Bellman equations are investigated. Methods of [Kry04] are adapted. The rate of convergence of appropriate finite difference difference schemes is estimated.
Introduction
Stochastic optimal control and optimal stopping problems have many applications in mathematical finance, portfolio optimization, economics and statistics (sequential analysis). Optimal stopping problems can be in some cases solved analytically [Shi76] . With most problems, one must resort to numerical approximations of the solutions. One approach is to use controlled Markov chains as an approximation to the controlled diffusion process, see e.g. [Men89] . An overview of this approach is available in [KD01] .
We would like to find the rate of convergence of a class of finite difference approximations to the payoff function of an optimal control problem with unbounded control coefficients. This corresponds to approximating a normalized degenerate Bellman equation. Until quite recently, no results containing rate of convergence have, to our best knowledge, been known. A major breakthrough has been achieved by Krylov and his work in this direction appeared in [Kry97] . These have later been extended in [Kry99] , [Kry00] and [Kry04] , which has now been published as [Kry05] .
Our results are an extension of a result obtained by Krylov in [Kry04] . We follow his approach and extend his work to include the case when the coefficients are unbounded (with some restrictions on the discounting factor). The difficulties that had to be overcome have all been of purely technical nature. Most importantly however, our class includes the optimal stopping of optimal control problems. The rate of convergence we obtain is 1/4 in time and 1/2 in space. The assumptions under which these results are obtained are spelled out at the beginning of section 2.
Some work in similar direction has been done by Jakobsen in [Jak03] . His emphasis is on general consistent approximating schemes. He obtains the rate of convergence of 1/2. His results are however constrained, even in a simple finite difference case, to either constant diffusion coefficients or to the case of linear PDEs. Further work in different direction has been done by Jakobsen together with Barles in [BJ05] and by Jakobsen together with Karlsen in [JK05] .
Let us now introduce the optimal control problem. Functions σ α (t, x), β α (t, x), f α (t, x), c α (t, x) ≥ 0, g(x), where x ∈ R d , t ∈ [0, T ], are given and they define the optimal control problem, together with the metric space of controls A and time 0 < T < ∞. A diffusion process is defined by σ α (t, x) (the diffusion coefficient) and β α (t, x) (the drift coefficient). We can "control" this process via the parameter α. The cost function f α defines the "cost" when the process passes trough a particular point in [0, T ] × R d and when a particular control is used. We also have the terminal cost, g(x) and possibly a discounting factor c α (t, x). The aim is to calculate (or in our case approximate) the payoff function v defined as: is just a special case of the optimal control problem in our case.
In the case when σ α , β α , c α , and f α are bounded as functions of the control parameter α, the payoff function v is a solution of the Bellman PDE: However, if one allows even just f α , c α to be unbounded in the control parameter, then the payoff function v is not the solution of this Bellman PDE. See Example 6.3.14 in [Kry80] . To overcome this problem, we will derive the finite difference approximation from the following normalized Bellman PDE: where m α is an appropriate normalizing function. However, we will not need to assume that this normalized Bellman PDE has a solution or that the payoff function of the control problem is indeed the solution. We will, following methods developed by Krylov, only show that the finite difference scheme itself, under the assumptions stated in section 2, approximates the payoff function of the optimal control problem.
Let v τ,h denote the solution of the finite difference scheme for the normalized Bellman PDE with time and space step sizes τ and h respectively. Following [Kry04] we "shake" the finite difference scheme, we smooth the corresponding solution to get a supersolution of the above PDE. Hence we obtain the estimate v ≤ v τ,h + N (τ 1/4 + h 1/2 ) by using a comparison theorem established for (1.2). To get v τ,h ≤ v + N (τ 1/4 + h 1/2 ) we use the same approach with the roles of v and v τ,h interchanged. We "shake" the optimal control problem (1.1)-(1.4), again following [Kry04] . We smooth the resulting payoff function to obtain a supersolution of the finite difference scheme. We get the estimate by using a comparison theorem established for the finite difference scheme. This paper is organized as follows. The main result and the assumptions required to obtain it, as well as the finite difference schemes under consideration are described in section 2. In section 3 we use the method of randomized stopping to include the optimal stopping and control problem in a class of control problems with unbounded cost and discounting functions. In section 4 the existence and uniqueness of a solution to the finite difference problem is proved as well as a comparison result. The main technical result is in section 5.
Here an estimate on the discrete gradient of the solution of the finite difference scheme is established. This in turn allows one to estimate how much does the solution to the discrete problem differ from the solution of the "shaken" version. In section 6 we establish some analytic properties of the payoff function. In section 7 we prove the main result.
The Main Result
In this section, we will state the main result of this paper, together with the assumptions required and also with a description of the class of approximation schemes under consideration.
Let 0 < T < ∞. Let (Ω, F , P) be a probability space with filtration (F t ) t∈[0,T ] and let w t be a d ′ dimensional Wiener process adapted to this filtration. Let A be a separable metric space. Suppose that we're given σ :
Using this σ and β we define the controlled diffusion process as the solution to the SDE (1.3). Together with the reward function f , discounting c and terminal time reward g this completely specifies the control problem. The following assumptions are required so that the optimal control problem itself is well defined. In particular if σ and β satisfy the following assumptions then (1.3) has a unique strong sense solution.
We will always use the following notations: K will be a fixed constant greater than 1. By N we will denote a constant that depends only on K, d and T . Let ½ be the indicator function of a set. That is for any set S ½ S (s) = 1 if s ∈ S, 0 otherwise. Assumptions 2.1. Let A be a separable metric space such that A = n∈N A n for some increasing sequence of subsets of A. We assume that the functions σ, β, c, f are continuous with respect to (α, x) and furthermore that for each n and t ∈ [0, T ] they are continuous with respect to x uniformly in α ∈ A n and that they are Borel with respect to (α, t, x). Furthermore let there be constants
We write α ∈ A n if the process α t is progressively measurable with respect to (F t ) t∈[0,T ] and only takes values in A n . Let A = n∈N A n .
The assumptions above ensure that the optimal control problem (1.1)-(1.4) is well defined. We now describe the approximating scheme.
Assumptions 2.2. To describe the finite difference approximation scheme we need to assume that for the matrix σ and the vector β, which define the diffusion process, we can find: a natural number
The following assumptions are required in order for the scheme itself to have a solution and for the solution to have the desired properties. Let 0 ≤ λ < ∞.
are Borel in t and continuous in α ∈ A for each k = ±1, . . . , d 1 . We also assume that for any t ∈ [0, T ], x, y ∈ R d and α ∈ A:
For some normalizing factor m α : A → (0, 1] we assume
One can see that if the Assumptions 2.2 and 2.3 are satisfied then one has Assumptions 2.1 satisfied also. The vectors l k , together with τ and h define the following grid on [ 
Let Q be a non-empty subset of
We consider the following finite difference problem (which we'll sometimes refer to as the discrete normalized Bellman PDE or just the discrete problem):
where
In order to obtain the rate of convergence we need the following assumptions, on top of Assumptions 2.2 and 2.3.
Assumptions 2.4. Assume that for all α ∈ A, for all x ∈ R d and for all t, s ∈ [0, T ]
The following theorem is the main result of this paper and is proved in section 7. It is a generalization of Theorem 2.2 from [Kry04] .
Theorem 2.5. Let Assumptions 2.2, 2.3 and 2.4 be satisfied. If v τ,h is the solution to the discrete problem and v is the payoff function (1.2), then
where N T depends only on K, d, T .
Remark 2.6 (On Optimal Stopping of an Optimal Control Problem). An important consequence of the above theorem is that one gets the same rate of convergence for the optimal stopping and control problem (1.5). To apply the above theorem to the particular case of the optimal control and stopping problem (but with bounded control coefficients) it is sufficient to assume that Assumptions 2.1 hold with A 1 = . . . = A n = . . . and also
Let T be the class of finite stopping times such that for τ ∈ T and for any
We will also define T[s, T ] to be stopping times τ from T such that s ≤ τ ≤ T .
Corollary 2.7 (To Theorem 2.5). Let v be the payoff function for the optimal stopping and control problem (1.5). Assume that (2.5) and (2.6) hold. Let v τ,h be the solution to the following finite difference problem sup α∈A,r≥0
(2.7)
To prove this, we first use the method of randomized stopping (Theorem 3.2) to express the optimal stopping and control problem as just an optimal control problem with unbounded coefficients. We can check that the Assumptions 2.3 and 2.4 are satisfied (with the normalizing factor 1 1+r , where r is the control parameter arising from randomized stopping). Hence we can apply Theorem 2.5 and we obtain the result.
Remark 2.8. Rewriting (2.7) with ε = (1+r) −1 we can see that it is equivalent to a variational inequality on Q:
3 Proof of equivalence of optimal stopping and randomized stopping
We prove that one can express an optimal stopping and control problem as just an optimal control problem, if one allows for the coefficients to be unbounded in the control parameter. This is a well known result, known as the method of randomized stopping. However the authors are not aware of any proof available in the literature, which would not rely heavily on the general theory of stochastic optimal control. One introduces an additional control process r s ∈ [0, ∞), which has to be right continuous and adapted to the filtration (F t ) t≥0 .
Assumptions 3.1. We will be using Assumptions 2.1, but assuming that A 1 = . . . = A n = . . . and also K 1 = . . . = K n = . . . and m 1 = . . . = m n = . . ..
Let R be a class of stochastic processes that are progressively measurable with respect to to (F t ) t≥0 , right continuous and nonnegative. In this section we will assume, without a loss of generality, that the diffusion process starts at time 0.
Theorem 3.2. Under the above assumptions
We have to keep in mind that f t , g t still depend on α t (and ω). Let
Let τ ∈ [0, T ] be any stopping time. First we define a sequence of control processes r
For each n these are bounded, right continuous and F t adapted. Then
To obtain the convergence, we have used Portmanteau Theorem on the convergence of probability measure (see e.g. [Bil99] , Theorem 2.1). Then
Since the above inequality is true for any τ and since the left hand side of the inequality is independent of τ , we obtain the conclusion by taking the supremum over all τ ∈ T[0, T ] and over all admissible controls α ∈ A.
Now one would like to show that randomized stopping does give at most as large payoff as optimal stopping. This requires a bit more work. The basic idea is the same as previously: given any process right-continuous, nonnegative, adapted process r s we try to find a stopping time which achieves at least as good payoff. The estimate from this side will be the consequence of the following Theorem, which in turn is proved by first considering functions of a certain type (described later) and then taking the limit.
Theorem 3.4. Consider some filtration {F t } t≥0 . Let f t be a stochastic process which has continuous sample paths and is adapted to this filtration. Also consider a function F t (ω) such that F t (ω) is right continuous in time, F t is F t adapted, F t ≥ 0 and ∞ 0 dF t = 1. We denote the class of F t which satisfies this by F. Assume that
The connection between F t and the control process r s is clear: for any control process r t ≥ 0 we can define F t = r t e − t 0 rudu . Provided that there exist T > 0, δ(ω) > 0, such that r t (ω)½t > T ≥ δ(ω), F t would satisfy the conditions required for the above Theorem to hold.
The Theorem will be proved by showing that the left hand side of (3.1) is not less than the right hand side and vice versa. To prove that the right hand side of (3.1) is not less than it's left hand side, we first need the following two lemmas.
are sequences of random variables adapted to the filtration and such that for all i,
Then, for any σ-algebra G ⊂ F 1 there exist sets A 1 ∪ A 2 ∪ . . . ∪ A n such that they are disjoint and A i ∈ F i , also A 1 ∪ A 2 ∪ . . . ∪ A n = Ω and
Proof. We will give a proof by induction. First assume n = 2 (this will illustrate the general case better). Then, since p 1 f 1 is F 1 measurable and since p 2 = 1−p 1 , hence p 2 is also F 1 measurable,
We let A 1 = {f 1 ≥ E(p 2 f 2 |F 1 )}. Note that this is an F 1 set.
Now let's assume that our Lemma holds for n − 1 and we'll prove that it must also hold for n. Let B = {p 1 < 1}.
Because we're only working on B, we know that p 2 + . . . + p n > 0. Using the fact that A 1 is an F 1 set,
Since we're restricted to B we get that p 
. From this we see that A i are disjoint, F i measurable and also
We apply the tower property of conditional expectations to the inequality to see
Finally
Lemma 3.6. If f t and F t satisfy the assumptions of the Theorem then there exists an increasing sequence of stopping times τ
and for
one has
This is a particular case of Proposition 1, part ii, in [GK82] .
Lemma 3.7. Let f t be such that
for a sequence 0 = τ 1 < τ 2 ≤ . . . ≤ τ M = ∞ of stopping times. Then there exists a stopping time τ such that
Proof. We prove the Lemma by defining a stopping time τ such that for any arbitrary distribution function F we have
We can see that
where we've defined
Also note that p (i) and f τi are F τi measurable. Hence we can apply the previous Lemma. So there exists
Now we define τ as τ i on each A i (we can do this as A i are disjoint). So we have τ defined for the whole of Ω.
Finally we can prove the Theorem.
Proof of Theorem 3.4.
To prove that the left hand side of (3.1) is not less than the right hand side is straightforward. Given any stopping time τ ∈ T[0, T ] we define
To prove that the right hand side of (3.1) is not less than it's left hand side we take any distribution function F t ∈ F. Using the first Lemma we obtain a sequence φ (n) t such that
Using the second Lemma we can see that for each n there exists a stopping time τ (n) such that we have
Now we take the lim inf as n → ∞ on both sides of the above inequality to obtain
Using (3.3) , we see that τ
. From this and (3.4) we get that φ (n)
Finally, we know that for any ε > 0, there exist a distribution function G such that
The fact that the above holds for an arbitrary ε > 0 completes the proof.
Lemma 3.8. Under Assumptions 3.1
(3.5)
Proof. Let
For t ≥ T we define r t = 1. We have to keep in mind that f t , g t still depend on α t (and ω). Let dϕ t = −de
adapted and right continuous. We need to notice that
We notice that the left hand side of (3.5) is:
where we use integration by parts to get the last equality. The last term on the right hand side is 0, since e − ∞ 0 rudu = 0. We'll apply Theorem 3.4 to the first term. t 0 f s ds + g t is a continuous F t adapted process and hence
because f t = 0 and g t = g T for t > T , so nothing can be gained by stopping later. One can now take the supremum over admissible controls A and obtain the conclusion.
Existence and Uniqueness of the Solution of the Finite Difference Equations
Quite naturally, if we want to find a rate of convergence of finite difference approximations to (1.2), we would first need to ascertain that our finite difference scheme has a solution. We use Assumptions 2.3.
Lemma 4.1. There is a unique bounded function u defined onM T which is the solution of the finite difference problem (2.3).
Proof. Let γ = (0, 1) and define ξ recursively as follows:
To solve (2.3) for u, we could equivalently solve the following for v, with u = ξv:
where for any ε > 0,
Then, using the convention that repeated indices indicate summation and always summing up before taking the supremum,
Notice that
for some sufficiently small ε > 0. Since the difference of supremums is less than the supremum of a difference
Thus the operator G is a contraction on the space of bounded functions on M T . So equation (4.1) has a unique bounded solution, by Banach's fixed point theorem and hence so does (2.3).
We can now obtain a comparison type result for the discrete problem. This in turn will allow us to obtain a bound for the solution of the discrete problem. It also allows us to prove that if the solution to the discrete problem is Lipschitz continuous in space, than that it must be Hölder continuous in time with an exponent 1/2.
Further assume that for some functions u 1 , u 2 defined on M T such that u 1 e −µ|x| , u 2 e −µ|x| are bounded for some constant µ ≥ 0 and for some C ≥ 0
Then there exists a constant τ * depending only on
Furthermore τ * → ∞ as µ → 0 and if u 1 , u 2 are bounded on M T then (4.3) holds for any τ .
We can conveniently apply Taylor's formula to obtain that for any sufficiently smooth function ν,
where N depends only on K and d 1 .
Proof. Let w = u 1 − u 2 − C(T − t). Then from (4.2), we see that
and hence for any ε > 0
We
Let γ ∈ (0, 1). We will use ξ from the proof of Lemma 4.1. We will fix γ ∈ (0, 1) later. Notice that
where we have η(x) = cosh(µ|x|) and ζ = ηξ.
Then by Taylor's formula (see Remark 4.3)
one has κ(0) < 0 and κ(1) > 0. So one can have γ such that κ < 0 and 1 + εκ > 0. From (4.4) we see that on Q
By our assumption w ≤ 0 onM T \ Q while the right hand side of the above inequality is nonnegative, so the above inequality holds on the wholeM T . Going back to the definition of N 0 and using the above inequality (together with w ≤ w + ) we get, Proof. We will use the comparison with
Applying the comparison principle, we get the conclusion.
Corollary 4.5. Assume that u 1 , u 2 are two solutions of the discrete Bellman PDE (2.3) on the space of bounded function onM T with the terminal conditions u 1 (T, x) = g 1 (x) and u 2 (T, x) = g 2 (x). Then
Proof. Apply the comparison principle to u 1 andū 2 := sup x (g 1 − g 2 ) + .
Corollary 4.6. Fix (s 0 , x 0 ) ∈M T . Let v be a solution of the discrete Bellman PDE. Define
where N depends on K, T and d 1 .
Proof. Note that we may assume, without loss of generality, that ν > 1. Indeed if ν < 1, then in the proof of the Theorem we useν = ν + 1. If we prove the result forν, then we can observe that
Furthermore, we may assume that s 0 > 0. Shifting the time axis, so that t 0 = 0, we get s 0 ≤ 1. Define
and ξ(t) = e s0−t for t < s 0 , 1 for t ≥ s 0 .
Notice that γ ≥ 1/T . Define
where ζ = ηξ and η(x) = |x − x 0 | 2 and κ is a (large) constant to be chosen later, depending on K, d 1 and T only. The result will be proved by applying the comparison principle to v and ψ on M s0 .
Notice that (with (., .) denoting the inner product in
and so
We also note that v(s 0 , x) ≥ −K − sup x |g| ≥ −N 3 and hence
(4.6)
Notice that the expression on the right hand side is a quadratic in |x − x 0 | with negative leading coefficient. Hence is achieves it's maximum of
Notice that s 0 ≤ 1 and so γ ≥ 1. We have the assumption that m α (1 + c α ) ≥ K −1 . We can see that this implies that
Finally notice that m α c α N T ≤ K. Hence by choosing very large κ (and with κ depending on K, T, d only) we can ensure that (4.6) is non-positive. Hence
Before we can apply the comparison principle, we need to check that onM s0 \ M s0 we have ψ ≥ v. Remember that κ ≥ 1 and consider the two cases when either γ|x − x 0 | ≤ 1 or γ|x − x 0 | > 1. Then we get
By the comparison principle we have that
where N depends on K, d 1 , T only. To get the estimate from the other side, one would need to consider
and then show that for some choice of κ
and that ψ ≤ v onM s0 .
Corollary 4.7. Assume there exists R such that
Then lim
Proof. Let l ∈ R d , γ ∈ (0, 1), ζ = ξη, where ξ is defined as in the proof of Lemma 4.1 and η = e γ(x,l) . One can check that
One then carries on exactly as in the proof of Corollary 3.7. of [Kry04] .
And finally we can state a Lemma identical (with an identical proof) to Lemma 3.8 of [Kry04] .
Lemma 4.8. Let v be the solution of (2.3), functions f α n and g n , n = 1, 2, . . . satisfy the same conditions as f α , g with the same constants and let v n be the solutions of (2.3), where f α n , g N take the place of f α , g respectively. Assume
Then, as n → ∞, v n → v onM T .
An Estimate on the Derivative of the Solution to the Finite Difference Problem
In this section we're always assuming that Assumption 2.3 holds. Let T ′ be the smallest integer multiple of τ which is greater than or equal to T . Choose an arbitrary ε ∈ (0, Kh] and l ∈ R d . Let r = ±1, . . . , ±d 1 , ±d 1 + 1, where
For a general Q ⊂M T (ε) we define
On top of this we will temporarily assume the following:
Assumptions 5.1. Assume that for any (t,
Theorem 5.2. Assume that u is the unique solution of (2.3) on Q. Then one can find a constant N > 1 depending on K and d 1 only, such that, if there exists some c 0 ≥ 0 satisfying
Remark 5.3. Define a ± = a ± = (1/2)(|a| ± a). We will state, without proof, some simple properties of δ h,l , ∆ h,l when applied to any functions u(x), v(x),
which can be thought of as the discrete Leibnitz rule.
Proof of Theorem 5.2. Let's introduce some notation. Let
Let (t 0 , x 0 ) ∈ Q be the point where
is maximized. By definition, for any (t, x) ∈ Q o ε we know that
Then either
In either case, for any (t, x) ∈ Q on Q. So we only have to estimate V on Q. Also notice that if (t 0 , x 0 ) belongs to ∂ ε Q, then the conclusion of the theorem is trivially true. Thus, we may assume that (t 0 , x 0 ) ∈ Q 0 ε . Then for anyε 0 > 0 there exists α 0 ∈ A such that at (t 0 , x 0 ),
and so for someε ∈ (0,ε 0 ]
Furthermore (thanks to the fact that
We can subtract (5.10) from (5.11) and divide by h r to obtain that for each r
Using the discrete Leibnitz rule (5.5) one sees that for each r:
Now we make a slight diversion from the subject of immediate interest. One can notice (first equality by (5.6), second inequality by (5.7), also note that there is a tacit summation in k) that
Thanks to our assumption that a α k are nonnegative, we can conclude that
Going back to (5.12), which we multiply by ξv − r and sum up in r, we can see 
We will use the fact that V attains its maximum at (t o , x o ), discrete Leibnitz rule and also (5.7) in order to get a lower bound for the term containing I 3r . First observe that
Recall that b 
1 . Now we look at the very first term of (5.14). We use discrete Leibnitz rule:
Using the above estimates we see
Notice that now we can rewrite the above inequality as
So we see that we need to estimate J 1 , J 2 . By (5.8)
then because there's tacit summation in k = ±1, . . . , ±d 1 and because in the second sum we can reverse the order of summation in k
We turn our attention to J 1 .
where one has used the Young's inequality. Hence we can see that
Also h 2 | ∆ h k ,l k v r | ≤ 4M 1 and in general |a| = 2a − + a and so
By (5.9) (with summation in r everywhere)
and we see
We know from (5. One also definesM
′ V and so, using Young's inequality
By assumption (5.3), we can find c 0 such that
Using this and bringing the term containingV to the left hand side of (5.15) and observing thatV ≤ V one has
By our assumptions on m α and c α we have m α0 (1 + T hr,lr c α ) ≥ K −1 and so
Noticing that ξv
Neither N , nor M 0 depend on choice of α 0 and so we can letε → 0 thus obtaining
which completes the argument.
The most important consequence of Theorem 5.2 is that we can now use it to estimate the difference between two solutions to the finite difference problem based on how much the data differ. We can now drop the temporary assumption (5.1).
Remark 5.4. All the above results were dependent on the existence of a constant c 0 , which arises from (5.3). Note that for small τ > 0 this is easily satisfied. Choose τ so small that τ −1 > 2N , where N is the constant arising in (5.4) and which depends on K, d 1 only. Then one can easily choose c 0 ≥ 0 in such a way that e −c0τ ≤ 1/2 and the required condition is satisfied and furthermore c 0 depends on K, d 1 only.
Assume that u,û are the solutions of (2.3) on Q = M T , with the coefficients σ, b, c, f andσ,b,ĉ,f respectively. Then
. From our definition of ε we clearly have
Assume initially that ε ∈ (0, h]. Then, using that for any a, b ≥ 0,
we get
Consider now the domain
where m ≥ ε −1 is a fixed integer. Also let
and defineũ andg in the same way asf . Then one can see thatũ is the solution of the system (2.3)
, g respectively and with the normalizing factor m α , on the domainQ. We would now like to apply Theorem 5.2 toũ. To do this one needs to ascertain that Assumption 5.1 is satisfied. Using Assumption 2.3 we will check (5.1) for r = ±1, . . . , ±d 1 . Observe
and similarly forb 
shows that we get (5.1) forf α . Hence we can apply Theorem 5.2 and we get that for all (t,
with constant N is independent of m. We would like to estimate the right hand side of this in terms of u andû. To that end we notice that
We will obtain the desired estimate by taking the limit as m → ∞. First notice that for
since ε ≤ h. On the other hand if
Finally notice that if x d+1 = 0 then δ ε,lũ → 0 as m → ∞, while if x d+1 = 0, δ ε,lũ = ε −1 (u −û). Hence, taking the limit as m → ∞ we get
We use the Corollary 4.4 to estimate the term |u| 0,MT + |û| 0,MT and we obtain |u −û| ≤ εN T e c0(T +τ ) I.
We now drop our initial assumption that ε ≤ h. For θ ∈ [0, 1], let u θ be the solution of
and a
We can easily see that for any θ 1 , θ 2 ∈ [0, 1],
Hence if we choose θ 1 , θ 2 such that |θ 1 − θ 2 |ε ≤ h, we get, with some constant N , thanks to the first part of the proof (where u θ1 would play the part of u while u θ2 would play the part ofû),
where we simply have
We only have to notice that ∂ ε Q = {(T, x) ∈M T } and that on this set we have u θ = (1 − θ)u + θû to see that I(θ 1 , θ 2 ) ≤ 4I. Hence if we subdivide the interval [0, 1] into intervals of appropriate length, we can use the above to obtain the conclusion of the theorem for any ε > 0.
Analytic Properties of Payoff Functions
Recall that K always denotes a fixed constant greater than 1. Let
In this section we always assume that Assumption 2.1 holds and also the following:
Assumptions 6.1. There exists a function m : A → (0, 1], such that for all α ∈ A and (t, x), (t,
Lemma 6.2. Under the above assumptions, there exists a constant N , which depends only on K and d, such that:
Proof. We have the assumptions m α c α (t, x)+m
Using this and the assumption on the polynomial growth of g together with the well known estimates of moments for solutions to SDEs we see that
Since the right hand side of the estimate is independent of α, we can take the supremum and thus complete the first part of the proof. When proving the second statement one uses Theorem 2.5.9 from [Kry80] which states that if x s,x t is a solution to a stochastic differential equation We now proceed, estimating the above integrals separately.
We have the assumptions
Therefore, if we also use Lipschitz continuity of c when estimating |ϕ 
and
Hence
We can now use (6.3) to see that the right hand side is independent of α and finally fact that the difference of supremums is less than the supremum of the difference to complete the proof.
Lemma 6.3. Let ψ be a smooth function on H T such that it's first derivatives in space grow at most polynomially and for all α ∈ A it satisfies
Let v be the payoff function of the stochastic control problem (1.2). Then
Proof. For any ε > 0 there is an admissible control process α t ∈ A such that
Let's apply Itô's formula to ψ(s + r, x r )e −ϕr on the interval [0, T − s]. Taking expectation and noting that the Itô integral has got zero expectation (since ψ has polynomially growing first derivatives in space and since we have the moments estimates for x r ) we obtain
Lemma 6.4. Let ψ be a smooth function on H T such that it's first derivatives in space grow at most polynomially and for all α ∈ A it satisfies
Let v be the payoff function of the stochastic control problem. Then
Proof. Fix some α 0 ∈ A. By our assumption, for all (t,
Then for the constant strategy
Now we use Itô formula for ψ(s + r, x r )e −ϕr on the interval [0, T − s] and get that
We would now like to see that the payoff function for the stochastic control problem is Hölder continuous in time with exponent 1/2. In the case when the control coefficients are bounded this follows from the Bellman principle. In the case of unbounded coefficients it becomes less clear how to use the Bellman principle to obtain Hölder continuity. However, one can view the above two lemmas as of a comparison principle. It is then possible to use the same method as in the case of the discretised Bellman PDE.
Corollary 6.5. Assume that the inequality (2.2) holds and that for all α ∈ A and (t,
Then there exists a constant N depending on K, d, T only such that for (s 0 , x 0 ) ∈ H T and (t 0 , x 0 ) ∈ H T satisfying s 0 − 1 ≤ t 0 ≤ s 0 one has
where ν is the Lipschitz constant from part 2 of Lemma 6.2.
Proof. This proof is essentially the same as the proof of Corollary 4.6, except that instead of the comparison principle (Lemma 4.2), we will use the two previous lemmas. First shift the time axis so that t 0 = 0, hence
where κ > 1 is a large positive constant to be chosen later. To apply Lemma 6.3 we need to show that for all α ∈ A
To that end we first perform a simple calculation:
where δ i,j is the Kronecker delta. Using (2.2) and ξ ≤ e T ,
We have previously proved that v is bounded by N T and so, for any α ∈ A and (t,
This gives us that for any α ∈ A and for any (t, x) ∈ H s0 , with N 2 := 2Ke T d and taking into account the assumption m α |f
The right hand side is a quadratic in |x − x 0 | with a negative leading coefficient and so it achieves it's maximum when |x − x 0 | = N 2 /2. The maximum is
where L := K −1 ν and M ∈ R is a constant depending only on N , d and T and in particular independent of κ. This will now be explained. Recall that s 0 ≤ 1 and so γ ≥ 1. We have the assumption that m
Hence by choosing very large κ (and with κ depending on K, T, d only) we can ensure that the right hand side of (6.4) is non-positive. And so
Now we need to show that for all
The reader can check that
since it's a quadratic in |x − x 0 |, it's leading coefficient is positive and hence it's minimum is 4 −1 νγ −1 + νκγ −1 − 2 −1 νγ −1 , which is non negative due to the fact that κ > 1. Hence for all x ∈ R d ,
We can therefore apply Lemma 6.3 and obtain, in particular that ψ(t 0 , x 0 ) ≥ v(t 0 , x 0 ). But and applying Lemma 6.4 to ψ (instead of Lemma 6.3 which we used in the previous part of the proof).
Shaking the Coefficients
We will use the method of shaking the coefficients. One introduces two new control parameters. One changes (shakes) the time variable linearly, the other the space variable also linearly. This allows one to use smoothing convolutions on the payoff functions of the shaken control problem and the shaken discrete problem, while preserving their essential properties. This will become clear when the convolutions are applied. To our best knowledge, the method was first introduced in [Kry99] and [Kry00] . We will first describe shaking of the discrete problem. Proof. Recall that A = n∈N A n . For all n ∈ N, thanks to Theorem 2.1 of [Kry00], we know that for any ε ∈ (0, 1], there exists a smooth function, say u n defined on [0, T ] × R d such that for all α ∈ A n , ∂ ∂t u n + L α u n − c α u n + f α ≤ 0 on H T −ε 2 . (7.14)
In fact from the proof of Theorem 2.1 of [Kry00] we know that one obtains u n by first defining, for any (s, x) ∈ H T w n (s, x) = sup γ∈Cn E γ s,x T −s 0 f γt (t, x t )e ϕt dt + g(x T −t e ϕT −t .
One should bear in mind that the space C depends on ε, hence C n etc. also depends on ε, but it's omitted in the writing to simplify the notation. We fix ε throughout the proof. The diffusion process x t here is the shaken one, defined by (7.5). Let ζ ∈ C ∞ 0 ((−1, 0) × B 1 ) be a non-negative with a unit integral, ζ ε (t, x) := ε −d−2 ζ(t/ε 2 , x/ε), we have u n := w n * ζ ε . Now we define new functions w(s, x) = sup γ∈C E γ s,x T −s 0 f γt (t, x t )e ϕt dt + g(x T −t e ϕT −t , u = w * ζ ε .
Remember that thanks to Lemma (6.2) the functions w, w n are bounded in absolute value by a constant independent of n. One can check that it is possible to apply Lebesgue Dominated Convergence Theorem to obtain We treat the spatial derivatives analogously. Hence observe that for any α ∈ A and any (t,
Thus, taking the limit as n → ∞ in (7.14)for a fixed α ∈ A, we get that for any α ∈ A and any (t, x) ∈ H T −ε 2 , ≤ v + N T (τ 1/4 + h 1/2 ).
