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Abstract
In the paper we offer a functional-discrete method for solving the Cauchy
problem for the first order ordinary differential equations (ODEs). This
method (FD-method) is in some sense similar to the Adomian Decomposition
Method. But it is shown that for some problems FD-method is convergent
whereas ADM is divergent. The results presented in the paper can be easily
generalized on the case of systems of ODEs.
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1. Introduction.
Many scientific papers devoted to the Adomian decomposition method
(ADM) have been published during last two decades. For the first time this
method was proposed by the American physicist G. Adomian as a method for
solving an operator equations (see Adomian [1984]-Adomian [1994]). The
method is based on the specific analytical representation of the exact solution.
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More precisely, the solution is represented in terms of a rapidly convergent
infinite series with easily computable terms (see Cherruault. [1989]–El-Kalla
[2007] and the references therein). In spite of the considerable scientific
activity, the necessary and sufficient conditions that provide a convergence
of these series are unknown. Partially, this topic was discussed in Cherru-
ault. [1989] – Hosseini, Nasabzadeh [2006], where authors study the ques-
tion about convergence of ADM applied to the nonlinear operator equation
y−N (y) = f , where N (·) is a nonlinear operator in a Hilbert space H. The
paper Himoun, Abbaoui and Cherruault [2003] offers sufficient conditions
that provide a convergence of ADM applied to the Cauchy problem on a fi-
nite segment. In Hashim, Noorani, Ahmad, Bakar, Ismail and Zakaria [2006]
authors apply ADM (in a rather modified form) to the Lorenz system. The
paper Inc and Cherruault [2005] is devoted to the application of ADM to the
solution of the nonlinear Volterra-Fredholm integro-differential equation.
The author of El-Kalla [2007] proposed a modification of the ADM.
Using several numerical examples, he has shown that this modified method
converges faster than the ordinary one. Nevertheless, one crucial fact was
overlooked in his work, as it turns out, this modified ADM coincides with
the fixed point iteration method (c.f. Gavrilyuk, Lazurchak, Makarov and
Sytnyk [2009]).
The idea of ADM is similar to the idea of a functional-discrete method,
called FD-method, which was firstly introduced in Makarov [1991]. In this
paper the FD-method was applied to the solution of the Sturm-Liouville
problem and the remarkable convergence results were obtained. Then, in
Gavrilyuk, Klymenko, Makarov and Rossokhata [2007] – Gavrilyuk et al.
[2009], FD-method was successfully applied to several operator equations
and, in particular, to the boundary value problems.
The essential difference between ADM and FD-method is expressed by
the fact that the last one has a built-in adjustable parameter, by varying
which we can provide the convergence of FD-method even, when ADM is
found to be divergent.
Let us outline the general idea of FD-method by applying it to the fol-
lowing Cauchy problem:
Lr (u (x))−N (x, u (x))u (x) = φ (x) , x ∈ [x0,+∞) ,
u (x0) = u0,
d
dx
u (x0) = u
(1)
0 , . . . ,
dr−1
dxr−1u (x0) = u
(r−1)
0 ,
(1)
2
where Lr (·) = drdxr (·) +
r−1∑
k=1
pk (x)
d(r−k)
dx(r−k) (·) is a linear differential operator of
the r−th order, r ∈ N, pk (x) ∈ C ([x0,+∞)) ; N (x, u): [x0,+∞) × R → R
is a given nonlinear function, φ (x) ∈ C ([x0,+∞)) . From now on we make
the assumption that N (x, u) is continuous in x on [x0,+∞) and infinitely
differentiable with respect to u on R, i.e., N (x, u) ∈ C0,∞x,u ([x0,+∞)× R) .
The main idea of FD-method is to find an approximation to the exact so-
lution u (x) of problem (1) in the form of the finite subsum
m
u (x) =
m∑
i=0
u(i) (x)
of the infinite series representation
u (x) =
∞∑
i=0
u(i) (x) . (2)
To define each term of series (2) we need to introduce a grid:
ω̂ = {x0 < x1 < x2 < . . . , xn → +∞, n→ +∞} ,
h = sup
i∈N
{hi = xi − xi−1} .
(3)
We define the functions u(i) (x) ∈ Cr−1 ([x0,+∞)) to be the solutions of the
following linear Cauchy problems
Lr
(
u(0) (x)
)−N (x, u(0) (xi−1))u(0) (x) = φ (x) ,
u(0) (x0) = u
(0)
0 ,
d
dx
u (x0) = u
(1)
0 , . . . ,
dr−1
dxr−1u (x0) = u
(r−1)
0 ,
x ∈ [xi−1, xi] , i = 1, 2, . . . ,
(4)
Lr
(
u(j+1) (x)
)−N (x, u(0) (xi−1))u(j+1) (x) =
= N ′
(
x, u(0) (xi−1)
)
u(0) (x)u(j+1) (xi−1) + F (j+1) (x) ,
u(j+1) (x0) = 0,
d
dx
u(j+1) (x0) = 0, . . . ,
dr−1
dxr−1u
(j+1) (x0) = 0,
x ∈ [xi−1, xi] , i = 1, 2, . . .
(5)
with the matching conditions[
dk
dxk
u(j) (x)
]
x=xi
= lim
x→xi+0
dk
dxk
u(j) (x)− lim
x→xi−0
dk
dxk
u(j) (x) = 0,
k = 0, 1, . . . , r − 1; i = 1, 2, . . . ; j = 0, 1, . . . ,
(6)
3
where
F (j+1) (x) =
j∑
p=1
Aj+1−p
(
N (x, (·)) ; u(0) (xi−1) , . . . , u(j+1−p) (xi−1)
)
u(p) (x) +
+
j∑
p=0
[
Aj−p
(
N (x, (·)) ; u(0) (x) , u(1) (x) , . . . , u(j−p) (x))−
−Aj−p
(
N (x, (·)) ; u(0) (xi−1) , u(1) (xi−1) , . . . , u(j−p) (xi−1)
)]
u(p) (x) +
+Aj+1
(
N (x, (·)) ; u(0) (xi−1) , . . . , u(j) (xi−1) , 0
)
u(0) (x) , j = 0, 1, . . . .
(7)
And
Ak
(
N (x, (·)) ; u(0), u(1), . . . , u(k)) = 1
k!
dk
dtk
(
N
(
x,
∞∑
i=0
tiu(i)
))∣∣∣∣∣
t=0
(8)
are well-known Adomian’s polynomials (see Seng, Abbaoui and Cherruault
[1996], Abbaoui, Cherruault and Seng [1995]).
Definition 1. We say that the FD-method for the Cauchy problem (1) con-
verges (to the exact solution of problem (1)) on [x0, x0 +H) , 0 < H ≤ +∞,
if there exists a real number h > 0 such that for any grid ω (3) with h ≤ h,
series (2), with the terms computed from (4)–(7), converges uniformly (to
the exact solution of problem (1)) on [x0, x0 +H) .
In the present paper we consider a particular case of the Cauchy problem
(1) when r = 1,L1 (·) = ddx (·) , more precisely
d
dx
u (x)−N (x, u (x))u (x) = φ (x) , (9)
u (x0) = u0, x ∈ [x0,+∞) .
The main result of the paper is presented by the following theorem:
Theorem 2. Let the Cauchy problem (9) satisfies the following conditions:
1. N (x, u) =
∞∑
i=0
ai (x)u
i, where ai (x) ∈ C ([x0, +∞)) . And there exists
a sequence of real numbers Bi > 0, . . . i = 0, 1, . . ., such that
sup
x∈[x0,+∞)
|ai (x)| ≤ Bi, 0 ≤ Bi ∈ R, i = 0, 1, . . . ,
and the series
∞∑
i=0
Biu
i is convergent ∀u ∈ R;
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2. φ (x) is a continuous and bounded function on [x0,+∞), with
sup
x∈[x0, +∞)
|φ (x)| = k < +∞;
3. (N (x, u)u)′u = N (x, u) + uN
′
u (x, u) < −α,< 0, ∀x ∈ [x0,+∞) ,
∀u ∈ R.
Then for any initial condition u0 ∈ R the solution u (x) of problem (9) exists
on [x0,+∞) . The FD-method converges on [x0,+∞) to the exact solution of
problem (9). Moreover, the following error estimations hold true
sup
x∈[0,+∞)
∣∣∣u (x)− mu (x)∣∣∣ ≤ C
(1 +m)1+ε
(h/R)m+1
1− h/R if h < R, (10)
sup
x∈[0,+∞)
∣∣∣u (x)− mu (x)∣∣∣ ≤ C ∞∑
j=m+1
1
(j + 1)1+ε
if h = R, (11)
were ε, R,C are positive real numbers that depend on the input data of the
problem only.
2. Justification of the FD-method algorithm for solving the Cauchy
problem on the infinite interval.
To begin with, let us introduce some useful notations. For each real-
valued function u (x) defined on 〈a, b〉 , a < b ≤ +∞ we denote
‖u (x)‖0,∞, 〈a, b〉 = sup
x∈〈a, b〉
|u (x)| ,
and ∀u (x) ∈ C (〈a, b〉) we denote
‖u (x)‖1,∞, 〈a, b〉 =
= max
{
‖u (x)‖0,∞,〈a, b〉 ,
∥∥∥∥ ddxu (x)
∥∥∥∥
0,∞,〈a, b〉
}
.
For the future convenience we would like to define such notations
‖u (x)‖i, 〈a, b〉
def
= ‖u (x)‖i,∞, 〈a, b〉 , ‖u (x)‖i
def
= ‖u (x)‖i,∞, [x0, +∞) , i = 1, 2.
(12)
Before proceed to the proof of theorem 2 we need to prove several auxiliary
statements, presented below.
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Lemma 3. Let conditions 2) and 3) of theorem 2 be fulfilled, and N (x, u) ∈
C0,1x,u ([x0, +∞)× R) . Then for any hi > 0, i = 1, 2, . . . the solution u(0) (x)
of the following Cauchy problem with piecewise constant argument (see. Akhmet
[2007])
d
dx
u(0) (x)−N (x, u(0) (xi−1))u(0) (x) = φ (x) , x ∈ [xi−1, xi] , xi = xi−1+hi,
(13)
u(0) (x0) = u0 ∈ R,
[
u(0) (x)
]
x=xi
= 0, i = 1, 2, . . . (14)
exists on [x0,+∞) and
∣∣u(0) (x)∣∣ ≤ µ = max{|u0| , kα} , ∀x ∈ [x0, +∞) .
Proof. Since equation (13) is linear on each segment [xi−1, xi] and N (x, u)
is defined on the whole real line as a function of u, the solution of problem
(13), (14) on the interval [x0, +∞) exists obviously:
u(0) (x) = exp
{
x∫
xi−1
N
(
ξ, u(0) (xi−1)
)
dξ
}
u(0) (xi−1) +
+
x∫
xi−1
exp
{
x∫
ξ
N
(
τ, u(0) (xi−1)
)
dτ
}
φ (ξ) dξ, x ∈ [xi−1, xi] .
(15)
Thus, it remains only to prove that this solution is bounded by some posi-
tive constant µ. The conditions of this lemma together with the mean value
theorem provide us with the following inequality
N (x, u)u2 = u [N (x, u)u−N (x, 0) · 0] =
= u [(N ′u (x, u˜) u˜+N (x, u˜))u] ≤ −αu2, u˜ ∈ [0, u] .
If we, additionally, take into account that the function N (x, u) , is continu-
ous, we will obtain the inequality N (x, u) ≤ −α, ∀u ∈ R. Then multiplying
both sides of equation (13) (for i = 1) by u(0) (x) and using the above estimate
for N (x, u) we get the following
1
2
d
dx
(
u(0) (x)
)2
= N
(
x, u(0) (x0)
) (
u(0) (x)
)2
+ φ (x)u(0) (x) ,
1
2
d
dx
(
u(0) (x)
)2 ≤ −α (u(0) (x))2 + k ∣∣u(0) (x)∣∣ . (16)
Inequality (16) states that solution u(0) (x) of problem (13), (14) on [x0, x1]
can’t leave a segment [−µ, µ] .
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As a matter of fact, if we suppose that there exist x∗, x∗ ∈ [x0, x1] such
that x∗ < x∗ and ∣∣u(0) (x∗)∣∣ = µ ≥ k
α
,∣∣u(0) (x)∣∣ > µ, ∀x ∈ (x∗, x∗] , (17)
then we immediately obtain from (16)
d
dx
((
u(0) (x)
)2)∣∣∣∣
x=x∗
< 0.
This contradicts our assumption (17). So, u(0) (x) ∈ [−µ, µ] , ∀x ∈ [x0, x1] .
In a similar way we can prove that the solution of the Cauchy problem (13),
(14) on [x1, x2] belongs to the segment [−µ, µ] too and so on. This completes
the proof of the lemma.
The following lemma can be considered as a generalization of lemma 2.1
from Gavrilyuk et al. [2009].
Lemma 4. Let N (x, u) ∈ C0,∞x,u ([x0, +∞)× R) and u(j) (x) ∈ C1 ([x0, +∞)) ,
j = 0, 1, 2, . . . . Furthermore, let there exists a function N˜ (u) ∈ C∞ (R) such
that
sup
x∈[x0, +∞)
∣∣∣∣ ∂p∂upN (x, u)
∣∣∣∣ ≤ dpdup N˜ (|u|) ∀u ∈ R, ∀p ∈ N⋃ {0} .
Then the following inequalities hold true∥∥Ak (N (x, (·)) ; u(0) (x) , . . . , u(k) (x))−
−Ak
(
N (x, (·)) ; u(0) (xi−1) , . . . , u(k) (xi−1)
)∥∥
0,[xi−1, xi]
≤
≤ hiAk
(
N˜ ′ (u)u;
∥∥u(0) (x)∥∥
1,[xi−1, xi]
, . . . ,
∥∥u(k) (x)∥∥
1,[xi−1, xi]
)
≤
≤ hiAk
(
N˜ ′ (u)u;
∥∥u(0) (x)∥∥
1,[x0,+∞) , . . . ,
∥∥u(k) (x)∥∥
1,[x0,+∞)
)
,
∀x ∈ [xi−1, xi] , k = 0, 1, 2, . . . , i = 1, 2, . . . .
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Proof. Throughout the proof we use the notation
N (p) (u) =
∂p
∂up
N (x, u) , u(j) = u(j) (x) , u
(j)
i−1 = u
(j) (xi−1) .
Let us fix any arbitrary x ∈ [xi−1, xi] . It is well known that the follow-
ing representation for the Adomian’s polynomial holds (see Abbaoui, Pujol,
Cherruault, Himoun and Grimalt [2001], Seng et al. [1996]):
Ak
(
N (·) ; u(0), . . . , u(k)) =
=
∑
α1+...+αk=k
α1≥α2≥...≥αk, αi∈N
⋃{0},
N (α1)
(
u(0)
) [u(1)](α1−α2)
(α1 − α2)! . . .
[
u(k−1)
](αk−1−αk)
(αk−1 − αk)!
[
u(k)
]αk
(αk)!
.
Therefore∥∥∥Ak (N (·) ; u(0), . . . , u(k))− Ak (N (·) ; u(0)i−1, . . . , u(k)i−1)∥∥∥
0,[xi−1, xi]
≤
≤
∥∥∥∥∥ ∑
α1+...+αk=k
{
N (α1)
(
u(0)
) [u(1)](α1−α2)
(α1 − α2)! . . .
[
u(k)
]αk
(αk)!
−
− N (α1)
(
u
(0)
i−1
) [u(1)i−1](α1−α2)
(α1 − α2)! . . .
[
u
(k)
i−1
]αk
(αk)!

∥∥∥∥∥∥∥
0,[xi−1, xi]
=
=
∥∥∥∥∥h∗ ∑
α1+...+αk=k
{
N (α1+1)
(
u˜(0)
) du(0) (x)
dx
∣∣∣∣
x=x˜
[
u˜(1)
](α1−α2)
(α1 − α2)! . . .
[
u˜(k)
]αk
(αk)!
+
+ . . .+N (α1)
(
u˜(0)
) [u˜(1)](α1−α2)
(α1 − α2)! . . .
[
u˜(k)
]αk−1
(αk − 1)!
du(k) (x)
dx
∣∣∣∣
x=x˜
}∥∥∥∥∥
0,[xi−1, xi]
≤
≤ hi
∑
α1+...+αk=k
∥∥u(1)∥∥α1−α2
1,[xi−1, xi]
(α1 − α2)! . . .
∥∥u(k−1)∥∥αk−1−αk
1,[xi−1, xi]
(αk−1 − αk)!
∥∥u(k)∥∥αk
1,[xi−1, xi]
(αk)!
×
×
{∥∥N (α1+1) (u(0))u(0)∥∥
0,[xi−1, xi]
+ α1
∥∥N (α1) (u(0))∥∥
0,[xi−1, xi]
}
≤
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≤ hi
∑
α1+...+αk=k
∥∥u(1)∥∥α1−α2
1,[xi−1, xi]
(α1 − α2)! . . .
∥∥u(k−1)∥∥αk−1−αk
1,[xi−1, xi]
(αk−1 − αk)!
∥∥u(k)∥∥αk
1,[xi−1, xi]
(αk)!
×
×
{
N˜ (α1+1)
(∥∥u(0)∥∥
1,[xi−1, xi]
)∥∥u(0)∥∥
1,[xi−1, xi]
+ α1N˜
(α1)
(∥∥u(0)∥∥
1,[xi−1, xi]
)}
=
= hiAk
(
N˜ ′ (u)u;
∥∥u(0) (x)∥∥
1,[xi−1, xi]
, . . . ,
∥∥u(k) (x)∥∥
1,[xi−1, xi]
)
≤
≤ hiAk
(
N˜ ′ (u)u;
∥∥u(0) (x)∥∥
1,[x0, +∞) , . . . ,
∥∥u(k) (x)∥∥
1,[x0, +∞)
)
,
where u˜(j) = u(j) (x˜) , x˜ ∈ [xi−1, xi] , h∗ = x− xi−1, And this is precisely the
assertion of the lemma.
The following lemma can be considered as a generalization of lemma 2.2
from Gavrilyuk et al. [2009].
Lemma 5. For any scalar function N˜ (u) ∈ C∞ (R) the following equality
holds true
Aj+1
(
N˜ (x) ; V0, V1, . . . , Vj, 0
)
=
=
1
(j + 1)!
{
dj+1
dzj+1
(
N˜ (f (z))− (f (z)− V0) N˜ ′ (V0)
)}
z=0
,
where j = 0, 1, . . ., f (z) =
∞∑
i=0
ziVi.
The proof of lemma 5 is trivial.
Proof. (Of theorem 2) Let the conditions of theorem 2 be fulfilled. It is easy
to seen that for any initial condition u0 ∈ R, the solution of the Cauchy
problem (9) exists and is unique on [0,+∞) . Moreover, it belongs to the
segment [−µ, µ] , µ = max{|u0| , kα} (see. Demidivich [1967], p.278). So,
we are going to prove that this solution can be found by the FD-method.
Let us fix any arbitrary infinite grid
ω̂ = {xi = xi−1 + hi, hi > 0, i = 1, 2, . . . ; xi → +∞, i→ +∞} , (18)
h = sup
i∈N
hi
9
and embed the Cauchy problem (9) into the more general problem
d
dx
u (x, t)−N (x, u (xi−1, t))u (x, t)−
− t {N (x, u (x, t))−N (x, u (xi−1, t))}u (x, t) = φ (x) , x ∈ [xi−1, xi] , (19)
[u (x, t)]x=xi = 0, i = 1, 2, . . . , u (x0, t) = u0, ∀t ∈ [0, 1] .
Apparently, if we set t = 1 then the solution of (19) coincides with the
solution of problem (9) :
u (x, 1) = u (x) .
If we set t = 0, on the other hand, we will get the base problem
d
dx
u(0) (x)−N (x, u(0) (xi−1))u(0) (x) = φ (x) , x ∈ [xi−1, xi] , i = 1, 2, . . . ,
u(0) (x0) = u0,
[
u(0) (x)
]
x=xi
= 0, i = 1, 2, . . . ,
(20)
which is analogous to problem (4). Then, we assume that the solution of
problem (19) can be found in the form of series
u (x, t) =
∞∑
j=0
tju(j) (x) ,∀t ∈ [0, 1] ,∀x ∈ [x0, +∞) , (21)
d
dx
u (x, t) =
∞∑
j=0
tj
d
dx
u(j) (x) ,∀t ∈ [0, 1] ,∀x ∈ [xi−1, xi] , i = 1, 2, . . . , (22)
where coefficients u(j) (x) depend on x only. By substituting (21) and (22)
into (19) and comparing the coefficients in front of the powers of t, we obtain
the following recurrence sequence of linear problems for u(j+1) (x) (with a
piecewise constant coeficient):
d
dx
u(j+1) (x)−N (x, u(0) (xi−1))u(j+1) (x) =
= N ′u
(
x, u(0) (xi−1)
)
u(0) (x)u(j+1) (xi−1) + F j+1 (x) ,
x ∈ [xi−1, xi] , i = 1, 2, . . . ,
(23)
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where
F (j+1) (x) =
j∑
p=1
Aj+1−p
(
N (x, (·)) ;u(0) (xi−1) , . . . , u(j+1−p) (xi−1)
)
u(p) (x) +
+
j∑
p=0
[
Aj−p
(
N (x, (·)) ;u(0) (x) , u(1) (x) , . . . , u(j−p) (x))−
−Aj−p
(
N (x, (·)) ;u(0) (xi−1) , u(1) (xi−1) , . . . , u(j−p) (xi−1)
)]
u(p) (x) +
+Aj+1
(
N (x, (·)) ;u(0) (xi−1) , u(1) (xi−1) , . . . , u(j) (xi−1) , 0
)
u(0) (x) ,[
u(j+1) (x)
]
x=xi
= 0, i = 1, 2, . . . , u(j+1) (x0) = 0, j = 0, 1, 2, . . . .
It is easy to see, that problems (23) are analogous to problems (5). Let us
express equation (23) in the equivalent form
du(j+1)(x)
dx
− qi (x)u(j+1) (x) =
= N ′u
(
x, u(0) (xi−1)
) [
u(j+1) (xi−1)
x∫
xi−1
d
dξ
u(0) (ξ) dξ+
+u(0) (xi−1)
x∫
xi−1
d
dξ
u(j+1) (ξ) dξ
]
+ F (j+1) (x) , x ∈ [xi−1, xi] ,[
u(j+1) (x)
]
x=xi
= 0, i = 1, 2, . . . , u(j+1) (x0) = 0,
(24)
where
qi (x) = N
(
x, u(0) (xi−1)
)
+N ′u
(
x, u(0) (xi−1)
)
u(0) (xi−1) .
The continuous solution of the Cauchy problem (24) can be represented in
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the following form
u(j+1) (x) =
[
exp
{
x∫
xi−1
qi (ξ) dξ
}
+
+
x∫
xi−1
exp
{
x∫
ξ
qi (τ) dτ
}
N ′u
(
ξ, u(0) (xi−1)
)×
×
ξ∫
xi−1
d
dη
u(0) (η) dηdξ
]
u(j+1) (xi−1) +
+u(0) (xi−1)
x∫
xi−1
exp
{
x∫
ξ
qi (τ) dτ
}
N ′u
(
ξ, u(0) (xi−1)
) ξ∫
xi−1
d
dη
u(j+1) (η) dηdξ+
+
x∫
xi−1
exp
{
x∫
ξ
qi (τ) dτ
}
F (j+1) (ξ) dξ, x ∈ [xi−1, xi] .
(25)
On the other hand, from (23) we will obtain
u(j+1) (x) =
[
exp
{
x∫
xi−1
ni (ξ) dξ
}
+
+
x∫
xi−1
exp
{
x∫
ξ
ni (η) dη
}
N ′u
(
ξ, u(0) (xi−1)
)
u(0) (ξ) dξ
]
u(j+1) (xi−1) +
+
x∫
xi−1
exp
{
x∫
ξ
ni (η) dη
}
F (j+1) (ξ) dξ,
(26)
where
ni (x) = N
(
x, u(0) (xi−1)
)
x ∈ [xi−1, xi] .
If we differentiate (26) with respect to x we will obtain
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d
dx
u(j+1) (x) =
[
ni (x) exp
{
x∫
xi−1
ni (ξ) dξ
}
+N ′u
(
x, u(0) (xi−1)
)
u(0) (x) +
+ni (x)
x∫
xi−1
exp
{
x∫
ξ
ni (τ) dτ
}
N ′u
(
ξ, u(0) (xi−1)
)
u(0) (ξ) dξ
]
u(j+1) (xi−1) +
+ni (x)
x∫
xi−1
exp
{
x∫
ξ
ni (τ) dτ
}
F (j+1) (ξ) dξ + F (j+1) (x) , x ∈ [xi−1, xi] .
(27)
Equation (27) could be expressed in the another form
d
dx
u(j+1) (x) = pi (x)u
(j+1) (xi−1) +
+ni (x)
x∫
xi−1
exp
{
x∫
ξ
ni (τ) dτ
}
F (j+1) (ξ) dξ + F (j+1) (x) ,
(28)
where
pi (x) = ni (x) exp
{
x∫
xi−1
ni (ξ) dξ
}
+N ′u
(
x, u(0) (xi−1)
)
u(0) (x) +
+ni (x)
x∫
xi−1
exp
{
x∫
ξ
ni (τ) dτ
}
N ′u
(
ξ, u(0) (xi−1)
)
u(0) (ξ) dξ, x ∈ [xi−1, xi] .
(29)
From (28), (29) and lemma 3 we obtain the following estimates∥∥ d
dx
u(j+1) (x)
∥∥
0,[xi−1, xi]
≤ ‖pi (x)‖0,[xi−1, xi]
∣∣u(j+1) (xi−1)∣∣+
+
(
1 +NheNh
) ∥∥F (j+1) (x)∥∥
0,[xi−1, xi]
, N = max
|u|≤µ
x∈[x0,+∞)
|N (x, u)| (30)
for i = 1, 2, . . . . For abbreviation, we denote (using the result of lemma 3)
B = max
|u|≤µ
x∈[x0,+∞)
|N ′u (x, u)| (|N (x, u)|µ+ k) < +∞,
C = max
|u|≤µ
x∈[x0,+∞)
|N ′u (x, u)|µ < +∞.
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Then, from (25) we obtain the estimates∥∥u(j+1) (x)∥∥
0,[xi−1, xi]
≤
[
1 +
Bh2i
2
] ∣∣u(j+1) (xi−1)∣∣+
+
Ch2i
2
∥∥∥∥ ddxu(j+1) (x)
∥∥∥∥
0,[xi−1, xi]
+ hi
∥∥F (j+1) (x)∥∥
0,[x0, +∞) ,
∣∣u(j+1) (xi)∣∣ ≤ [e−αhi + Bh2i
2
]
u(j+1) (xi−1) +
+
Ch2i
2
∥∥∥∥ ddxu(j+1) (x)
∥∥∥∥
0,[xi−1, xi]
+ hi
∥∥F (j+1) (x)∥∥
0,[x0, +∞) , i = 1, 2, . . . .
Combining the last two inequalities, the result of lemma 3, and (30), we get∥∥u(j+1) (xi)∥∥0,[xi−1, xi] ≤ [1 +Bh2i ] ∣∣u(j+1) (xi−1)∣∣+ hiD ∥∥F (j+1) (x)∥∥0,[x0, +∞) ,
(31)∣∣u(j+1) (xi)∣∣ ≤ [e−αhi +Bh2i ] ∣∣u(j+1) (xi−1)∣∣+ hiD ∥∥F (j+1) (x)∥∥0,[x0, +∞) ,
(32)
were
B =
B
2
+
Cp
2
, D = 1 + hi
C
2
(
1 +NheNh
)
,
p = NeNh + C +NheNhC = C +NeNh (1 + hC) ≥ ‖p (x)‖0,[x0,+∞) .
Without loss of generality, we can assume that ‖F j+1 (x)‖0,[x0,+∞) > 0.
Since that we denote
yi =
∣∣u(j+1) (xi)∣∣ ∥∥F (j+1) (x)∥∥−10,[x0, +∞)
and rewrite (32) in the following form
yi ≤
[
e−αhi +Bh2i
]
yi−1 + hiD, y0 = 0, i = 1, 2, . . . . (33)
It is easy to see that for all hi > 0
e−αhi +Bh2i ≤ 1− αhi + h2i
(
B +
α2
2
)
= 1− hi
(
α− hi
(
B +
α2
2
))
.
Thus the inequality
hi ≤ h ≤ α
2B + α2
, i = 1, 2, . . . , (34)
14
implies
e−αhi +Bh2i ≤ 1−
hiα
2
.
The last inequality, under conditions (34), guarantee that the recurrence
sequence
Yi =
(
1− hiα
2
)
Yi−1 + hiD, i = 1, 2, . . . , Y0 = 0, (35)
is a majorant for the sequence yi (33).
It is easy to seen that (35) can be reduced to the form
Zi =
(
1− hi
)
Zi−1, i = 1, 2, . . . , Z0 = 1,
where
hi = hi
α
2
, Zi = 1− Y i Y i = αYi
2D
, i = 1, 2, . . . ,
hence that
Zi =
i∏
p=1
(
1− hp
)
, i = 1, 2, . . . , Z0 = 1.
We conclude from the last expression that the inequalities
0 < hi ≤ µ1 = min
{
4
α
,
α
2B + α2
}
, ∀i ∈ N (36)
implies the estimates
yi ≤ Y i ≤ 4
α
D, ∀i ∈ N.
From now on we orient the grid ω̂ (18) by requirement that (36) is satisfied.
Thus the inequalities (30) and (31) yield
∥∥u(j+1) (x)∥∥
0,[xi−1, xi]
≤
((
1 +Bµ21
) 2
α
D + µ1D
)∥∥F (j+1) (x)∥∥
0,[x0,+∞) ,∥∥∥∥ ddxu(j+1) (x)
∥∥∥∥
0,[xi−1, xi]
≤
(
pD
2
α
+
Q
α
+ 1
)
exp
(
C
α
)∥∥F (j+1) (x)∥∥
0,[x0,+∞) .
Combining the last two inequalities, we obtain the estimate∥∥u(j+1) (x)∥∥
1,[x0,+∞) ≤ σ
∥∥F (j+1) (x)∥∥
0,[x0,+∞) , (37)
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where
σ = max
{((
1 +Bµ21
) 2
α
D + µ1D
)
,
(
pD
2
α
+
Q
α
+ 1
)
exp
(
C
α
)}
.
To make the following estimations we need to use the results of lemmas
4 and 5. The requirements of these lemmas are satisfied if we set (in the
notations of lemma 4)
N˜ (u) =
∞∑
i=0
‖ai (x)‖0 ui ≤
∞∑
i=0
Biu
i, ∀u ∈ R. (38)
(37) is equivalent to ∥∥u(j+1) (x)∥∥
1
≤
≤ σ
{
j∑
p=1
Aj+1−p
(
N˜ (u) ;
∥∥u(0) (x)∥∥
1
, . . . ,
∥∥u(j+1−p) (x)∥∥
1
)∥∥u(p) (x)∥∥
1
+
+h
j∑
p=0
Aj−p
(
N˜ ′ (u)u;
∥∥u(0) (x)∥∥
1
, . . . ,
∥∥u(j−p) (x)∥∥
1
)∥∥u(p) (x)∥∥
1
+
+
∥∥u(0) (x)∥∥
1
(j + 1)!
[
dj+1
dzj+1
(
N˜
( ∞∑
s=0
zs
∥∥u(s) (x)∥∥
1
)
− (39)
−
∞∑
s=1
zs
∥∥u(s) (x)∥∥
1
N˜ ′
(∥∥u(0) (x)∥∥
1
))]
z=0
}
, j = 0, 1, 2, . . . .
Denote
νj =
∥∥u(j) (x)∥∥
1
hj
, j = 0, 1, . . . . (40)
Let us define a sequence {Vi}∞i=1 by the following recursive formula
Vj+1 = σ
{
j∑
p=1
Aj+1−p
(
N˜ (u) ;V0, . . . , Vj+1−p
)
Vp+ (41)
+
j∑
p=0
Aj−p
(
N˜ ′ (u)u;V0, . . . , Vj−p
)
Vp+
16
+
V0
(j + 1)!
dj+1
dzj+1
(
N˜
( ∞∑
s=0
zsVs
))
z=0
− Vj+1V0N˜ ′ (V0)
}
, j = 0, 1, . . . .
or, in more convenient form,
Vj+1 =
σ
1 + σV0N˜ ′ (V0)
{
j∑
p=0
Aj+1−p
(
N˜ (u) ;V0, . . . , Vj+1−p
)
Vp+ (42)
+
j∑
p=0
Aj−p
(
N˜ ′ (u)u;V0, . . . , Vj−p
)
Vp
}
,
where V0 = µ.
It is easy to seen that νi ≤ Vi, ∀i ∈ N
⋃ {0} .
We are now in a position to prove that for h (18) sufficiently small the
assumptions (21) and (22) hold. In order to do that, it is sufficient to show
that the function
g (z) =
∞∑
j=0
zjVj (43)
has a nonempty open domain.
From (42) we obtain
g (z)−V0 = σ
1 + σV0N˜ ′ (V0)
{
g (z)
[
N˜ (g (z))− N˜ (V0)
]
+ zg2 (z) N˜ ′ (g (z))
}
.
(44)
Let us express z from (44) as a function of g :
z (g) =
1
g2N˜ ′ (g)
{
1
Σ
(g − V0)−
(
N˜ (g)− N˜ (V0)
)
g
}
,
V0 ≤ g, Σ = σ
1 + σV0N˜ ′ (V0)
. (45)
Evidently, the function z (g) (45) is defined and continuously differentiable
in some open neighbourhood of the point g = V0. To prove the existence of
the inverse function g = g (z) defined in some open neighbourhood of the
point z = 0 it is sufficient to show that z′ (V0) > 0. The last fact immediately
follows from formula (45):
z′ (V0) = lim
g→V0
z (g)− z (V0)
g − V0 =
17
= lim
g→V0
1
V 20 N˜
′ (V0)
(
1
Σ
− N˜ (g)− N˜ (V0)
g − V0 g
)
= (46)
=
1
σV 20 N˜
′ (V0)
> 0.
From (38) it follows that N˜ (u) → +∞ as u → +∞. Hence, from equation
(45) we have:
lim
g→+∞
z (g) ≤ 0.
The last inequality together with (46) provides the existence of a point gmax
such that gmax > V0, z
′ (gmax) = 0 and ∀g ∈ (V0, gmax) z′ (g) > 0. R =
zmax = z (gmax) is the radius of convergence of the power series (43). In
other words,
RjVj ≤ C 1
(j + 1)1+ε
,
for sufficiently small ε > 0, where C is some constant independent of hi, i ∈
N.
Returning to notation (40), we obtain
∥∥u(j) (x)∥∥
1,[x0, +∞) ≤
C
(j + 1)1+ε
(
h
R
)j
, j = 0, 1, . . . . (47)
This estimate gives us the following sufficient condition for series (43) to be
convergent:
h
R
≤ 1.
Finally, we have proved that for h > 0 sufficiently small (to be exact,
h < min {µ1, R}) assumptions (21) and (22) are fulfilled. Therefore, it is
remain to prove that the sum of the uniformly convergent series (2) is a
solution to problem (9). To do that we need to add up the base problem (20)
and equations (23) for j = 0, 1, . . . . As a result we obtain
∞∑
j=0
d
dx
u(j) (x)−
∞∑
j=0
j∑
p=0
Aj−p
(
N (x, (·)) ; u(0) (x) , . . . , u(j−p) (x))u(p) (x) = φ (x) ,
(48)
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x ∈
∞⋃
i=1
(xi−1, xi) . Using the theorem about the composition of two power
series (see Fihtenholts [1966], p. 485), it is easy to prove the equality
N
(
x,
∞∑
i=0
tiu(i) (x)
) ∞∑
i=0
tiu(i) (x) =
=
∞∑
j=0
tj
j∑
p=0
Aj−p
(
N (x, (·)) , u(0) (x) , . . . , u(j−p) (x))u(p) (x) ,
∀t ∈ [0, 1] , ∀x ∈ [x0, +∞) . Thus, taking into account the uniformly con-
vergence of the series
∞∑
i=0
d
dx
u(i) (x) on each interval (xi−1, xi) , i = 1, 2, . . .,
we can rewrite (48) in the following form
d
dx
u˜ (x)−N (u˜ (x)) u˜ (x) = φ (x) , ∀x ∈
∞⋃
i=1
(xi−1, xi) , u˜ (x) =
∞∑
j=0
u(j) (x) ,
(49)
Recall that u˜ (x0) = u0. Then the continuity of u˜ (x) , the existence and
uniqueness of the solution u (x) of Cauchy problem (9) on [x0, +∞) along
with (49) imply our final goal u˜ (x) ≡ u (x) , ∀x ∈ [x0, +∞) . This means
that the FD-method for the Cauchy problem (9) converges to the exact so-
lution of the problem in the sense of definition 1.
We leave it to the reader to verify the error estimates (10), (11). They
could be easily derived from (47).
3. Examples.
Example 1. As an example let us consider the following Cauchy problem
d
dx
u (x) = −u3 (x)− u (x) + cos (x) + sin (x) + sin3 (x) , u (0) = 0. (50)
It easy to seen that the exact solution of problem (50) is u∗ (x) = sin(x).
To solve problem (50) numerically, we, first of all, may try to apply the
ADM. We approximate the solution by the m−th partial sum muA of the series∞∑
i=0
u
(i)
A (x) , where u
(i)
A (x) can be found from the sequence of Cauchy problems
d
dx
u
(0)
A (x) = −u(0)A (x) + cos (x) + sin (x) + sin3 (x) , u(0)A (0) = 0,
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ddx
u
(i)
A (x) = −
d
dt
t
( ∞∑
i=0
tiu
(i)
A (x)
)3∣∣∣∣∣∣
t=0
− u(i)A (x) , u(i)A (0) = 0, i = 1, 2, . . . .
The results are presented on the Fig. 1. The graphs on Fig. 1 show that the
u(x)
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Figure 1: Example 1. ADM, continuous line: u∗ (x) = sin (x) ; ◦ : 0uA (x) ;  : 1uA (x) ;
♦ : 2uA (x) ; + :
3
uA (x) ;
ADM for the Cauchy problem (50) is divergent on [0, 6] .
The application of FD-method to problem (50) with the grid
ω =
{
x0 = 0, xi =
1
3
i, i = 1 . . . , 144
}
yields results which are presented on Fig.2, Fig.3. Here we use the notations:
δi (x) = sin (x)− iu (x) , i = 0, 1, . . . .
The graphs on Fig. 2 and Fig. 3 confirm the exponential convergence rate
of series (2) to the exact solution of problem (50).
Example 2.
Let us consider the Cauchy problem
d
dx
u (x) +
(
1√
x
+ 1
)
u3 (x) =
(
1√
x
+ 1
)
sin
(
2
√
x+ x
)
, (51)
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Figure 2: Example 1. FD-method. The graphs of absolute errors. a) – δ0 (x) ; b) –
δ1 (x) .
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Figure 3: Example 1. FD-method. The graphs of absolute errors. a) – δ2 (x) ; b) –
δ3 (x) ; x ∈ [0, 48] .
x ∈ [0, 1] , u (0) = 1.
Problem (51) has a singularity at the point x = 0 : lim
x→0
d
dx
u (x) = +∞.
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Figure 4: Example 2. FD-method. + :
0
u (x) ,  : 1u (x) , ◦ : 2u (x) .
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Figure 5: Example 2. FD-method. Graphs of discrepancy.a) – ν0 (x) , b) – ν1 (x) .
Using routines from the computer algebra system Maple 12, we tried to find
the solution of problem (51) either analytically or numerically, but all that
was in vain. In the present version Maple is unable to solve such problems.
The conditions of theorem 2 are not fulfilled for this problem, either. Re-
gardless of that, the ideas of ADM and FD-method are naturally applicable
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Figure 6: Example 2. FD-method. Graphs of discrepancy. ν2 (x) .
to this problem. However, as it turned out, the ADM is divergent on [0, 1]
in this case.
To apply the FD-method we need to introduce a grid on the segment
[0, 1]
ω̂ = {0 = x0, xi = 0.05i, i = 1, 2, . . . , 20} .
The base problem is stated as follows
d
dx
u(0) (x) +
(
1√
x
+ 1
)(
u(0) (xi−1)
)2
u(0) (x) =
(
1√
x
+ 1
)
sin
(
2
√
x+ x
)
,
x ∈ [xi−1, xi]u (0) = 1.
It admits the analytical solution
u(0) (x) = exp
(
−
(
2
√
ξ + ξ
)∣∣∣ξ=x
ξ=xi−1
(
u(0) (xi−1)
)2)
u(0) (xi−1) +
+
x∫
xi−1
(
1√
ξ
+ 1
)
exp
((
2
√
τ + τ
)∣∣τ=ξ
τ=x
(
u(0) (xi−1)
)2)
sin
(
2
√
ξ + ξ
)
dξ =
= exp
(
−
(
2
√
ξ + ξ
)∣∣∣ξ=x
ξ=xi−1
(
u(0) (xi−1)
)2)
u(0) (xi−1) +
23
+(
u(0) (xi−1)
)2
(u(0) (xi−1))
4
+ 1
[
exp
(
− (2√τ + τ)∣∣τ=x
τ=ξ
(
u(0) (xi−1)
)2) ×
×
{
sin
(
2
√
ξ + ξ
)
− 1
(u(0) (xi−1))
2 cos
(
2
√
ξ + ξ
)}∣∣∣∣∣
ξ=x
ξ=xi−1
 .
Similar analytical formulas were obtained for u(1) (x) and u(2) (x) . For error
control we use the discrepancy
νn (x) =
√
x
(
d
dx
n
u (x)
)
+
(
1 +
√
x
)((n
u (x)
)3
− sin (2√x+ x)) .
The results are presented on Fig. 4 – Fig. 6. As above we use the notation
m
u (x) =
m∑
i=0
u(i) (x) . It is easy to seen that the discrepancy is decreasing
exponentially even behind the point of singularity x = 0.
References
Adomian G. and Adomian G.E., A Global Method for Solution of Complex
Systems // Mathmatical Modelling, Vol. 5, 1984.
Adomian G. and Rach, R. On the Solution of Algebraic Equations by the
Decomposition Method // Mathematical Analisis and Applications, Vol.
105 No. 1, 1985.
Adomian G. Solving Frontier Problems of Physics: The Decomposition
Method, Kluwer, Boston, MA, 1994.
Yves Cherruault. Convergence of Adomian’s Method //Kybernetes, Vol. 18,
No. 2, 1989, pp. 31–38.
K. Abbaoui and Y. Cherrault. New Ideas for Proving Convergence of Decom-
position Methods // Computers Math. Applic. Vol. 29, No. 7, pp. 103–108,
1995.
M.M. Hosseini, H. Nasabzadeh. On the convergence of Adomian decompo-
sition method // Applied Mathematics and Computation 182 (2006) pp.
536–543.
24
Abbaoui K., Pujol M. J., Cherruault Y., Himoun N., Grimalt P. A new formu-
lation of Adomian method: convergence result // Kybernetes.—2001.—30,
No. 9-10. — P. 1183–1191.
Ibrahim L. El-Kalla. Error Analysis Of Adomian Series Solution To A Class
Of Nonlinear Differential Equations // Applied Mathematics E-Notes,
7(2007), pp. 214-221.
I. Hashim, M.S.M. Noorani, R. Ahmad, S.A. Bakar, E.S. Ismail, A.M. Za-
karia. Accuracy of the Adomian decomposition method applied to the
Lorenz system // Chaos, Solitons and Fractals, 28 (2006) pp. 1149–1158.
M. Inc, Y. Cherruault. A reliable method for obtaining appriximate solu-
tions of linear and nonlinear Volterra-Fredholm integro-differential equa-
tions //Kybernetes, Vol. 34, No. 7/8, 2005, pp. 1034–1048.
N. Himoun, K. Abbaoui, Y. Cherruault. New results on Adomian method
//Kybernetes, Vol. 32, No. 4, 2003, pp. 523–539.
V. Seng, K. Abbaoui and Y. Cherruault. Adomian’s Polynomials for Non-
linear Operators // Math. Comput. Modelling. Vol. 24. No. 1. pp. 59–65,
1996.
Abbaoui K., Cherruault Y., Seng V. Practical formulae for the calculus
of multivariable Adomian polynomials // Math. Comput. Modelling 22
(1995), no. 1, p. 89–93.
Strongly Positive Operators and numerical algorithms withaut accuracy sat-
uration/ Gavrylyuk I.P., Makarov V.L. – Kyiv: Institut of mathematics of
NAS of Ukraine, 2004. – 500 p. (in Russian)
V.L.Makarov,A functional difference method of arbitrary ordeof accuracy for
solving the Sturm— Liouville problem with piecewise-smooth coeffcients//
Dokl.Akad.Nauk SSSR, 320 (1991),pp.34–39(in Russian).
I. Gavrilyuk, A. Klymenko, V. Makarov and N. Rossokhata, FD-method for
eigenvalue problems with nonlinear potential // Ukrainian Mathematical
Journal, —2007, —v. 59, pp.— 14–28
I.I. Lazurchak, V.L. Makarov, D. Sytnyk. Two-sided Approximations for
Nonlinear Operator Equations // Computation Methods in Applied Math-
ematics, Vol.8(2008), No.4, pp.386–392.
25
I.P. Gavrilyuk, I.I. Lazurchak, V.L. Makarov, D. Sytnyk. A Method with
a Controllable Exponential Convergence Rate for Nonlinear Differential
Operator Equations // Computation Methods in Applied Mathematics,
Vol. 9 (2009), No. 1, pp. 63–78 pp.386–392.
M.U. Akhmet Integral mainfolds of differential equations with piecewise con-
stant argument of generalized type // Nonlinear analysis 66 (2007) P. 367–
383.
Demidivich B.P. Lectures on the mathimatical theory of stabulity. – M.:
Nauka. 1967. 472 p.(in Russian)
Fihtenholts G.M. The course of integral and differential calculation. Vol. 2.
– M.: Nauka. 1966 - 800 p.(in Russian)
26
