Introduction
It has been known [1] [2] [4-8][10-11] [13] [14] [15] [16] [17] [20, 21] that for arithmetic functions and errorcorrecting circuits the best realizations include XOR gates. High testability of the AND/XOR designs makes them additionally attractive [12] . However, popular logic synthesis tools cannot take the XOR into consideration. Perhaps one reason for low popularity of XOR gates is that, in earlier technologies, such gates were much larger and slower than AND/NAND/OR/NOR blocks. This is no longer true with the present technologies. Hence, incorporation of XOR into logic synthesis becomes a technologically feasible and important issue. Recent developments in symmetry detection [18] and Boolean matching [19] utilize the XOR representations as a tool to analyze Boolean functions. These new applications make it critical that we investigate and derive more efficient methods to obtain the XOR representation of Boolean functions.
The foundations of XOR representation are based on the well-known Reed-Muller (RM) Form. In an RM form, each Boolean function can be represented by the XOR sum of a unique set of cubes, in which every variable is in the positive polarity. A Generalized Reed-Muller (GRM) form allows each variable to be in either positive or negative polarity, but not both, in the forms.
For given polarity of every variable, the GRM form of a function is a canonical representation.
Several methods exist for generating GRM forms of a function. In [6] , [16] and [20] , a structure similar to a Karnaugh map is used. However, the functions that can be handled are restricted to six or fewer variables. Matrices of size 2 n by 2 n are used in [4] , [7] , [8] and [21] . Hence, exponential space and time complexity are inherent in the problem modelling. In this paper, we present a method that, for given polarities of every variable, extracts only the cubes that are in the final GRM form. Therefore, it does not require inherently exponential storage and allows us to handle Boolean functions with large set of variables.
There are 2 n different polarity combinations for n variables; so there are 2 n different GRM representations of a Boolean function, and the number of cubes in each GRM form varies. The minimization problem for GRM forms is to choose polarities for the variables such that the corresponding GRM form has the least number of cubes. We will present, in Section 4, a heuristic algorithm to solve the minimization problem for large functions. Experimental results are reported in Section 5, and the GRMs obtained are optimal or very close to optimal. A certain kind of data structure [9] [17] to represent GRMs is used in our algorithm. With this data structure, all of our operations are very efficiently carried out in a Binary Decision Diagram [3] package without any extra implementation.
Definitions and Terminology
In this section, we describe the basic definitions and operations that are required in the new methods. Details of the data structure for GRMs and the related operations are also described.
General definitions
Let be a completely specified Boolean function. Each n-tuple of x i s, where , is a vertex in the domain of the function. The set of vertices that the function evaluates to 1 is called the on-set of f. The set of vertices that the function evaluates to 0 is called the off-set of f. A cofactor of a function f, denoted , is the function derived from f when x i is set to
1.
Similarly, is a cofactor of f when x i is set to 0 in f. |f| denotes the number of the on-set vertices of f. We will use t i to represent the literal of variable x i ; t i can be either
product of literals. A vertex is covered by a cube if the vertex is contained in the cube.
A Boolean difference of f with respect to a variable x i , denoted is defined as . It can be computed from the formula .
Using the Shannon expansion, we can express a function as , or equivalently as
. By applying the identity , we can derive
Note the binary nature of these two equations. Each equation has two terms: one contains the literal t i and the other does not. We will call them pole-branch and dc-branch, respectively. The process of XORing the two cofactors is referred to as folding [20] .
With each n-input function f, we associate a binary n-dimensional polarity vector. An entry of the vector is 0(1) if the corresponding variable in GRM form is in negative (positive) polarity. We will use f V to represent the GRM form of a function f under the polarity vector V. For any polarity vector V, there is a vertex, called polarity vertex, that has the polarity of every variable matching the corresponding entry in V. Similarly, we will call the vertex that has the polarity of every variable opposite to the entry in V, a source vertex.
Functional decision diagram
The data structure for GRM forms is called a Functional Decision Diagram(FDD) [9] . It can be derived efficiently [9] [17] and the size is, in general, smaller than that of the conventional ROBDD. It is a binary acyclic graph in which nodes are labeled 0 or 1 and each nonterminal node is labeled with a variable. The order in which the variables appear along each path is the same and the isomorphic subgraphs are merged and shared. The root of the graph represents the function. A polarity vector, in addition to the graph, must be maintained with the FDD. For each non-terminal node, with corresponding variable x i , the edge corresponding to the polarity of x i is the polebranch and indicates that the corresponding literal appears in the cube. The edge with an attribute opposite to the polarity of x i is the dc-branch and indicates a missing literal; i.e., x i does not exist
in the cube. Each path which starts from the root and terminates at the terminal one node represents a set of cubes in the GRM form of f. Any missing node, corresponding to the variable x j , in the path represents two cubes in the GRM. One cube contains x j with the appropriate polarity and the other cube does not have x j . Therefore, a path with k nonterminal nodes stands for a set of 2 n-k cubes in the GRM. For example, the FDD shown in Figure 1 The FDD can be obtained from the ROBDD [17] with n folding operations on every variable.
For each variable x i , an XOR is performed on the cofactors and to obtain . Now equation (1) or (2) can be used, depending on the polarity of x i . Instead of the two cofactor branches, every node in the FDD for variable x i has (a) the branch that disagrees with the polarity and maintains the original cofactor as the dc-branch, and (b) the pole-branch, that agrees with the polarity of x i and points to .
An Exact Algorithm to Extract GRM Terms
This section presents a method that derives, for a given polarity vector V, all of the unique cubes for a function f, without exponential search or storage.
There are 2 n potential cubes for each polarity vector. The remaining vertices are covered similarly. Note that the vertex 000 is the smallest binary num-
ber among all on-set vertices and is covered by only one cube among the eight potential cubes with respect to polarity vector V = (1 1 1). This is not a coincidence. As we will prove in this section, for any polarity vector and any Boolean function, there is always an on-set vertex that is covered by only one of the potential cubes with respect to the polarity vector. We will illustrate our method using an example with n = 3 and V = (1 1 1) .
In Figure 2 we show a cube-vertex covering matrix M V for our example. The rows of M V correspond to the potential cubes with respect to the polarity vector V and the columns correspond to consecutive vertices in the natural ordering of binary numbers. The row below the matrix lists the cubes in the same order as they occur in the rows of M V . If a cube covers a vertex, then "c" is placed in the corresponding entry in M V ; otherwise, there is a "-". Note the triangular shape of the "c" characters in the matrix. We will prove shortly that this triangular property holds for any polarity vector if we have the vertices and cubes in the following order: (a) the source vertex corresponds to the index zero column and the polarity vertex corresponds to the index (2 n -1) column, We need the following lemma to prove the triangular property of the covering matrices.
Lemma 1: Let i, j be two positive integers less than 2 n such that j < i. Then, in the n-bit binary representations of i and j, at least one bit exists where i has 1 and j has 0.
Proof: Suppose the conclusion is false. Then all the corresponding bits between i and j are (I) both 0, (II) both 1 or (III) i has 0, and j has 1. But, this implies that j > i, which is a contradiction. Consider, again, the cube p k = x 2 x 3 in Figure 3 with k = 3. The three vertices that correspond to the first three columns are not covered by p k .
In the next theorem, we will prove that the vertex m k with the smallest index k has a unique cover by a cube that must be present in the final GRM form. Proof: Follows directly from the triangular property.
Theorem 2 states that all of the vertices in the on-set of f 2 have indices that are higher than k in the vertex ordering, since k' > k and k' is the smallest index in f 2 . This ensures that all the cubes in the GRM form can be iteratively extracted and the process will converge, since the indices are bounded by 2 n .
By using the fact that " implies " and Theorems 1, 2, we can derive an
algorithm that extracts cubes iteratively. The time complexity is linear with respect to the number of cubes. The fact that the number of cubes is predetermined by the polarity vector makes this procedure very efficient in terms of time complexity, since only the necessary cubes are searched.
Example: For n = 3, , and polarity vector (1 1 1) , the GRM form is . Here 001 is the vertex in the on-set of f 1 which has the smallest index. By Theorem 1, we know that there is only one cube that covers vertex 001. The cube can be derived By Lemma 2 and it is x 3 . We take the XOR of f 1 and x 3 , thereby obtaining
. By Theorem 2, we know that the iterative process continuing from f 2 will converge.
For the problem of finding cubes in the GRM form of f, we believe that O(jn) is the lowerbound for a deterministic algorithm, where j is the number of cubes in a GRM form.
Boolean Center for Optimal Polarity and the Heuristic Algorithm
In this section, we discuss the heuristic algorithm that simultaneously generates both a suboptimal polarity vector and the GRM form. To find the optimal polarity of a variable x i , we have to decide which of the expressions between (1) or (2) to choose. We wish to choose the one which yields fewer cubes in the final GRM form. This process will continue recursively for each variable and an FDD can be formed.
A natural heuristic is to decide by choosing (1) or (2) immediately after encountering a variable and leave the optimization problem to the pair of functions with n-1 variables. The problem now is, what should be the criteria for choosing (1) or (2) for each variable? We have analyzed optimal polarities for functions with a few vertices. It has led us to the following observations.
Observation 1. Consider a function f with two vertices and treat these vertices as points in
the n-dimensional Boolean space with a Hamming distance. If the distance r between these points is even, then the best polarity for f can be any one of their "midpoints". In the case of an odd r, the best polarity occurs at a point where the distances from the two points differ by one and add up to r. In both cases, the best polarity is in the "center of gravity" of the two vertices. Note that there might be more than one polarity vector (points in the space) that yields the minimum number of
cubes. For example, for a function with two vertices 011010 and 000100 in the on-set, both 011100 and 010110 are distance 2 away from either of the two vertices. As polarity vectors, both yield the minimum number of cubes.
Observation 2. For functions with k (> 2) vertices, we have observed and conjecture the following: If there exists a point in the n-dimensional Boolean space that is equally distant to all k vertices in the on-set of f and the distance is minimum, then it is the best polarity. We will call such a point a Boolean center of f. For example, let be a 5-variable function;
then 00011 is one of the best polarities of the GRM and the distance from 00011 to each of the vertices is 2. But 10011 is not the best polarity, and the distance from 10011 to each vertex is 3 where 3 is not the minimum distance.
Note that it does not mean that the best polarity is the point in the space that has the minimum sum of distances to all k points and the Boolean center may not exist for some functions. Additionally, even if the Boolean center exists, deriving it may not be computationally feasible, since the number of vertices in the on-set can be exponential. However, the above observations indicate where the best polarity vector should be located for a given function.
If, in the on-set of a function f, there are more vertices with x i than vertices with x i , then the potential Boolean center should be in the positive half of x i in the n-dimensional Boolean space.
Therefore, the search path toward the Boolean center should lean toward x i and the polarity should be 1. Conversely, if there are more vertices with x i , then the search path should go into the x i half of the space, and x i should have polarity 0. For the former case, equation (1) should be used for expansion, and for the latter, equation (2) . Continue the process for every variable; after n iterations, we will obtain the polarity vector of the function and the cubes at the same time in a functional decision diagram. Counting the vertices can be implemented very efficiently on an ROBDD and requires one traversal through the graph.
In each iteration of our implementation, we search for a variable x i whose polarity has not
been decided yet and the two cofactors for the variable have . If all remaining variables have = , then the first variable that is encountered will be used. To decide the polarity in
this case, we implemented both choices as the tie breaker in our experiments. The results with ties that always favor polarity 1 and the results with ties that always favor polarity 0 differ in very few of the test cases listed in the next section.
Consider function . The number of vertices of the on-set of f in the cofactors of each variables is listed in Table 1 . In the first iteration, x 2 will have polarity 1 and is folded. The sizes will then be recalculated and, as in Table 2 , variable x 1 will have polarity 1
and is folded in the second iteration. For the last variable x 3 , the polarity is again 1 after recalculation and the final GRM is with polarity vector V = (1 1 1) .
Computational complexity is vital in designing heuristic algorithms. Our observations have helped in our design of the heuristic algorithm in such way that the decision in each stage is very fast and the necessary folding operation can be carried out efficiently.
Experimental Results
We have implemented the algorithm described above in C language on a DEC 5000 workstation and have compared our results with the results published in [13] and [15] . The running time was on average 1/2 second so we do not list them. The overall running time is very short.
The first set of the test cases is the set of symmetric functions E(n, k) proposed by Sasao [14] : , ,...., , .
The optimum solution for each n, k combination is exactly the number of cubes in the equation above and is equal to . Among all 33 test cases, for , only in five of them we did 
not find the optimum solutions. Table 3 shows our results. The numbers in parentheses show the optimum solutions for the five cases.
The second test set includes MCNC benchmark cases that were used by Saul [15] and Sarabi & Perkowski [13] . Table 4 shows the results of our algorithm where each example is considered as a multi-output function. In Table 4 , PI stands for number of primary inputs and PO is the number of primary outputs. We ran each example in two scenarios: (a) a uniform polarity for all the outputs -"single-pole" column. (b) separate polarity for each output function, "multi-pole" column. The 4th column lists the results from [15] that are in the mixed-polarity form. In general, the best GRM form will have equal or more cubes than the best mixed-polarity realization. In [15] , each example lists the number of literals and the number of XORs. In our results, we list the number of literals and the number of cubes (compressed in multi-output cases). Note that Results marked * are obtained from a single polarity for the entire function.
In [13] , a similar set of benchmarks was used, but only single-output functions were computed in each test case. In Table 5 The test results indicate that, comparing even mixed-polarity results, our heuristic algorithm is capable of generating fewer cubes in GRM forms for majority of the test cases. 
Conclusions
In this paper, we have derived an efficient method that can extract all and only necessary cubes for the GRM form of a Boolean function with a given polarity vector. The new method has been proved theoretically. As we described, all existing methods that we know of require exponential space and time complexity in formulating and solving the problem. In this respect, we believe that our method is the first ever to achieve such optimal complexity. The new method is critical in applications such as the recent development in the problem of Boolean matching and symmetry detection.
A heuristic algorithm has also been developed that simultaneously obtains a suboptimal polarity vector and the cubes of the corresponding GRM form. The experimental results show that we can achieve optimal GRM in majority of functions tested. In half of the test cases, our GRM solution is even better than the mixed-polarity solution. 
