In this paper, we consider sparse decomposition (SD) of twodimensional (2D) signals on overcomplete dictionaries with separable atoms. Although, this problem can be solved by converting it to the SD of one-dimensional (1D) signals, this approach requires a tremendous amount of memory and computational cost. Moreover, the uniqueness constraint obtained by this approach is too restricted. Then in the paper, we present an algorithm to be used directly for sparse decomposition of 2D signals on dictionaries with separable atoms. Moreover, we will state another uniqueness constraint for this class of decomposition. Our algorithm is obtained by modifying the Smoothed L0 (SL0) algorithm, and hence we call it two-dimensional SL0 (2D-SL0).
INTRODUCTION
In signal (or atomic [1] are called 'atoms', and they collectively form the 'dictionary' 1 . In classical signal decomposition (e.g. in Discrete Fourier Transform), the number of atoms ( § ) is equal to the length of signals (H ), and the decomposition is then unique. However, where the dictionary is overcomplete, ie. where § # I P H , the decomposition is not unique, and the goal of sparse decomposition (SD) is then to search for a decomposition in which as few as possible atoms are present in the decomposition. Mathematically, this is equivalent to finding the sparsest solution of the Underdetermined System of Linear Equations (USLE) determined Sparse Component Analysis (SCA) [3] and compressed sensing [4] .
Sparse decomposition of the signal
, can be stated as: To answer the first question, let spark of a matrix [5] stand for the minimal number of its columns which are linearly dependent 1 . Then, it can be shown [6, 5, 7] , it is the unique sparsest solution. As answers to the second question, several methods have been developed in the recent years. Just as some examples, we mention here Matching Pursuit (MP) [2] , Basis Pursuit (BP) [1] , FOCUSS [6] and Smoothed i b (SL0) [8] . Now consider decomposition of two-dimensional (2D) signals:
is to be decomposed as linear combination of atoms . This kind of atoms result in 2D decompositions (and transformations) of the form:
, the representation is not unique, and in Sparse Decomposition (SD), we would like to find the with as much zero elements as possible.
A trivial approach for solving this 2D sparse decomposition problem is to write: 
, and SD over such a large dictionary requires a very high computational load and memory.
The goal of this paper is then to obtain an algorithm to solve directly the sparse decomposition in (2). More precisely, we will modify the SL0 algorithm to directly work for (2) . Moreover, we will consider the uniqueness of the 2D sparse decomposition, and we will see that the uniqueness condition given by the trivial approach (3) is very restricted, and less restrictive conditions on and e may be possible. The paper is organized as follows. Firstly, Section 2 discusses the uniqueness of SD in model (2) . Our 2D sparse decomposition algorithm will then be stated in Section 3. Finally, Section 4 provides some experimental results.
UNIQUENESS
Let first consider the uniqueness condition obtained from (3) . The uniqueness of the sparsest solution of USLE 
Note also that the above lemma implies that the matrix y n z , although can be tall, has some dependent columns (it has a well-defined spark, see the footnote of the previous page). 
Lemma 2. A change in arrangement of rows or columns of a matrix does not change its spark.

FINDING THE SPARSE SOLUTION
Consider now the problem "how to practically find the sparsest solution to (2)"? Although it is always possible to do the conversion in (3) to convert this 2D problem to a 1D problem, this approach results in huge matrices, and requires a tremendous amount of memory and computational cost. Hence in this section, we obtain an algorithm based on a modification of SL0 [8] , which directly works with (2). In the 1D case
, the idea of SL0 is to maximize on both sides of (9), we conclude that (9) is equivalent to: . Moreover, from the properties of the Kronecker product [10] we have e ³ n ³ A e P n x B³ o 1 ³
. Replacing these in the above equation, (10) leads to (8) . In other words, (9) is equivalent to the projection step for the converted system (3).
Theorem 4 (Initialization). The minimum
Proof. This is equivalent to vec
Using the above theorems and with trivial modifications of the other steps of SL0, the final 2-dimensional version of SL0 (called 2D-SL0) is obtained as Fig. 1. 
EXPERIMENTAL RESULTS
In this section, we consider the performance of 2D-SL0 experimentally. In our experiment, we generate two random matrices
, so with a probability equal to one we have spark is artificially created using the following model: 
where is the estimation of the matrix . Figure 2 shows the output Å Initialization:
2. Choose a suitable decreasing sequence for
iterations of the steepest ascent algorithm (followed by projection onto the feasible set): 
SNR as a function of , obtained by averaging SNR's over 100 runs of the algorithm, for different randomly generated , and e In a typical run of the algorithm, 2D-SL0 took 0.9 seconds, while 1D SL0 on the converted problem (3) took about 40 seconds on the same computer. Consequently, 2D-SL0 can reduce the complexity drastically.
It is interesting to note that as it is seen in Fig. 2 
CONCLUSION
In this paper, we considered the 2D sparse decomposition problem, and we discussed the uniqueness of the representation. Moreover, we obtained the 2D-SL0 algorithm by modifying SL0, to practically calculate this sparse representation. The computational load and required memory for this approach is highly less than the trivial approach of converting this 2D problem to a 1D problem. Future works include extension of this model to higher dimensions, as well as testing the model in different applications such as image denoising and compression. 
