Abstract. We investigate the relationship between measurable differentiable structures on doubling metric measure spaces and derivations. We prove:
Introduction
The extension of first order calculus to metric measure spaces which are not smooth has been a topic of research in the last decade. The search for regularity conditions on a metric measure space allowing to generalize results and concepts of first order calculus, for example the notions of derivative and gradient, has been a topic of intensive research. We refer the reader to the survey [Hei07] for more details. A fundamental result about the geometry of Lipschitz functions on Euclidean spaces is the Rademacher Differentiation Theorem which asserts that a Lipschitz function is differentiable a.e. with respect to the Lebesgue measure.
The Rademacher Differentiation Theorem for metric measure spaces. In [Che99] Cheeger found an extension of this result to doubling metric measure spaces which admit a weak version of the Poincaré inequality in the sense presented by Heinonen and Koskela in [HK98, Hei01] . The starting point of this generalization is the introduction of a notion of linear independence of Lipschitz functions at a point (compare Definition 4.5). Because of the the Poincaré inequality it is possible to prove that there is a uniform bound on the number of Lipschitz functions that are linearly independent on a set of positive measure. Such kind of finite dimensionality result can be interpreted as a Rademacher Differentiation Theorem and used to introduce the notion of a measurable differentiable structure which allows to take partial derivatives with respect to chart functions (see Section 4). In [Kei04a] Keith found a weaker condition, the "Lip-lip" inequality, which implies the existence of a measurable differentiable structure. This condition can be interpreted as a constraint on the oscillation of a Lipschitz function at small scales. The oscillation is of course dependent on the scale, but the "Lip-lip" inequality prevents a Lipschitz function from oscillating a lot on some scales and very little on others. For another account of this result we refer the reader to [KM11] . Keith showed also in [Kei04b] that chart functions can be chosen among distances from Derivations. It is perhaps surprising that one can introduce a notion of "derivatives" on metric measure spaces without requiring much regularity on the metric space (but the construction can then become trivial). In [Wea00] Weaver introduced a concept of derivation (closely related to derivations of Banach algebras) which extends the concept of a measurable vector field on a (Lipschitz) manifold to a metric measure space. Cheeger and Weaver proved that the two constructions agree for the spaces considered in [Che99] : details can be found in [Wea00, sec. 5, example F]. However, the relationship between measurable differentiable structures and derivations is still unclear. We were motivated to study this relation by the work of Gong [Gon11] which produces bounds on the number of independent derivations on a doubling metric measure space and recovers a finite dimensionality result from a "Lip-derivation" inequality.
Main Results. We summarize here the main results of this work and refer the reader to the corresponding sections for explanations of the terminology. The first result concerns the linear algebra of the derivation module.
Theorem 2.41. Suppose that the module of derivations Der(X, µ) has index locally bounded by N . Then there is a measurable partition
such that:
• µ(Ω) = 0;
• if X i = ∅ the L ∞ (X i , µ) module Der(X i , µ) is free of rank i.
A basis for Der(X i , µ) will be called a local basis of derivations.
The second result is the existence of a measurable differentiable structure assuming that derivations control the pointwise upper Lipschitz constant £f (defined in Sec. 3) of the function.
Theorem 5.9. Let (X, ρ, µ) be a doubling metric measure space. Assume that:
• there are N derivations D 1 , · · · , D n and a nowhere vanishing λ ∈ L ∞ (X, µ); • for any Lipschitz function f , there is a set Ω f such that
then X admits of a measurable differentiable structure whose dimension is at most N .
The third result extends the result of [Kei04b] about the choice of the chart functions.
Theorem 6.28. Suppose the doubling metric measure space (X, ρ, µ) admits a measurable differentiable structure and that for each chart (X α , {x is a generating set for the Lipschitz algebra Lip ∞ (X), the charts can be chosen so that the chart functions belong to {g j } M j=1 .
Organization of the paper. In Section 2 we clarify the linear algebraic structure of the module of derivations. The module of derivations is a module over L ∞ . The ring L ∞ is not an integral domain and some care must be taken in introducing notions like "basis" or "rank". We decided to restrict the term "basis" to the case in which the module is free and replace "rank" by index (so the terminology is different from that used in [Gon11] ). In particular, we present a condition to obtain a decomposition of the module of derivations into free modules by finding a measurable partition of the metric measure space (Theorem 2.41).
In Section 3 we recall some results about the local Lipschitz constants of a function. We then prove, assuming that the metric space is doubling, the localized derivation inequality (3.20) which, roughly speaking, says that if we apply a derivation D to a Lipschitz function f , the size of Df is locally controlled by the local Lipschitz constant £f .
In Section 4 we recall background material about measurable differentiable structures. In particular, to a metric measure space with a measurable differentiable structure it is possible to associate a measurable cotangent bundle and use this to construct (reflexive) Sobolev spaces H 1,p for p > 1. We choose a different class of Sobolev spaces from that employed by Cheeger because the minimal upper gradient might become trivial if the space lacks enough rectifiable curves. An example to keep in mind is a positive measure Cantor set in [0, 1]: it has a measurable differentiable structure as it is a positive measure subset of [0, 1] but the corresponding H 1,p does not inject into the corresponding L p space. The question of injectivity is closely related to the closability of the exterior differential d coming from the measurable differentiable structure (Proposition 4.25).
In Section 5 we present a finite dimensionality result, i.e. the existence of a measurable differentiable structure, assuming that the metric measure space is doubling and the "reverse infinitesimal derivation inequality" (5.11) holds. This condition, roughly speaking, says that there are sufficiently many derivations to control the size of the local Lipschitz constant £f up to an L ∞ conformal factor λ (uniform in the sense that does not depend on the Lipschitz function). The reverse infinitesimal derivation inequality should be compared with the "Lip-derivation" inequality of [Gon11] . Our argument differs from that used by Gong to prove finite dimensionality as we do not use an embedding into Euclidean space but we exploit the linear algebraic structure of the derivation module and the localized derivation inequality.
In Section 6 we extend the results of Keith [Kei04b] about the choice of the chart functions. We first present a representation formula (6.2) of derivations in terms of partial derivatives. We then show that if the partial derivatives are derivations the existence of a measurable differentiable structure is equivalent to the reverse infinitesimal derivation inequality. We give sufficient conditions for partial derivatives to be derivations but we are not able to settle the question as Sobolev space techniques seem insufficient if H 1,p does not inject in L p . We then generalize the result of Keith on the choice of chart functions (Theorem 6.28) using Lipschitz algebra techniques.
While writing this note we felt that it might have been useful to provide some material about Lipschitz algebras and derivations This can be found in the Appendix.
Derivations and Linear Algebra
In this section we first recall the definition and some properties of the Lipschitz algebra Lip ∞ (X) of a metric space (X, ρ). We then recall the definition of the L ∞ (X, µ)-module Der(X, µ) of derivations of a metric measure space (X, ρ, µ). Derivations form a module over the ring of essentially bounded functions. We proceed to investigate the algebraic structure of this module using linear algebra and measure theory. In particular, we give conditions to decompose the module of derivations into free modules over "smaller rings" L ∞ (U, µ) where U ⊂ X has positive measure (Theorem 2.41). An example to keep in mind is that of smooth vector fields defined on a smooth manifold M . In that case one replaces Lip ∞ (X) by the algebra of bounded smooth functions and Der(X, µ) by the C ∞ (M )-module of smooth vector fields.
Definition 2.1 (Lipschitz Algebra). Let (X, ρ) be a metric space. We denote the collection of bounded Lipschitz functions on (X, ρ) with values in R by Lip ∞ (X). The set Lip ∞ (X) is a real algebra where multiplication is defined as follows: if
Definition 2.3. For a Lipschitz function f : X → R we denote by L(f ) its global Lipschitz constant:
For f ∈ Lip ∞ (X) we define the norm
This gives (Lip ∞ (X), · Lip ∞ (X) ) the structure of a Banach algebra [Wea99, sec. 4.1].
As Weaver points out in [Wea99, sec. 4.1], the term "Banach algebra" is used slightly differently in this context as Lip ∞ (X) is actually bi-Lipschitz to a Banach algebra in the usual sense. An important property of Lip ∞ (X) is that it is a dual Banach space and it has a unique predual. The are two approaches to prove this result. The first approach uses the de Leeuw's map [dL62] . The second approach gives an explicit description of the dual space in terms of the Arens-Eells space [AE56] . For more information we refer the reader to [Wea99, chap. 2] and the Appendix. As Lip ∞ (X) is a dual Banach space with a unique predual, we can consider the weak* topology on it. It turns out that f n → f in the weak* topology if and only if f n → f uniformly on bounded subsets and if sup n L(f n ) < ∞.
if the subalgebra generated by it is weak* dense in Lip ∞ (X).
An important result connected to the previous definition is the Stone-Weierstraß Theorem 7.35. The following definition of derivations differs from that of Weaver [Wea00] . However, for a separable metric space the two definitions agree (see the Appendix). The point is that we require weak* continuity of derivations just with respect to sequences. Definition 2.6 (Derivations). Let (X, ρ, µ) be a metric measure space. A map
• is linear and bounded;
• satisfies the Leibniz rule
• if f n → f in the weak* topology in Lip ∞ (X), then Df n → Df in the weak* topology in L ∞ (X, µ).
The set of all derivations is denoted by Der(X, µ) and is an L ∞ (X, µ)-module. If we restrict the Lipschitz functions to a measurable subset of U ⊂ X we denote the L ∞ (U, µ)-module of derivations by Der(U, µ).
In the subsequent sections we will often assume, to simplify the notation in the proofs, that derivations are defined on bounded spaces with finite measure. An alternative way would have been to modify the definition of derivations so that they are defined on the full Lipschitz algebra Lip(X) as maps
is a commutative ring with unity. The subset
consists of those functions which are nowhere vanishing. We define the set V ∞ M (U, µ) of those functions whose absolute value is a.e. bounded from below by M > 0:
Proof. For almost every point x ∈ X we have {α
Note that if the additional hypothesis (2.15) holds, we can assume that
Once the proof is complete, this will imply that λ M is nowhere vanishing. By assumption any other M -tuple such that (2.16) holds is a multilple of
Therefore, the map
(real projective space) (2.17)
is well-defined (a.e. as we need the V i (x) to be finite). We define
then G is continuous in σ and Borel measurable in x. To show that Λ is Borel measurable, it suffices to show that Λ −1 (C) is a Borel set whenever C ⊂ RP M−1 is closed. If {α i } ⊂ C be a countable dense subset, then
Therefore Λ is a Borel function. Finally, RP M−1 can be covered by M differentiable charts. On each chart Λ can be lifted to (λ 1 , · · · , λ M ) with
The previous argument can be generalized involving the Grassmanian over the complex or the real fields.
implies that λ i = 0. This means that for any choice of the representatives for the λ i , these vanish a.e. In the sequel, we have not kept the distinction between elements of L p -spaces and their representatives. The previous definition of index is an attempt to generalize the notion of the rank of a free module. If Der(U, µ) were free, rank and index would agree. We now prove an implication of the condition that Der(U, µ) has finite index. We first assume that Lip ∞ (X) has a finite generating set {g j } M j=1 (M < ∞). We will then reformulate this result for the case in which {g j } M j=1 is countable. Proposition 2.26. Suppose that
. Then for a.e. x ∈ U the row vectors
are linearly independent. In particular, M ≥ n.
has dimension strictly smaller than n. Without loss of generality we can assume that ∀x ∈ V R V 1 (x), · · · , V k (x) has dimension k − 1. We now apply Lemma 2.11 with V = R M obtaining
We extend the λ i to L ∞ (U, µ) by setting them equal to 0 on U \ V . The conclusion is that the derivation
maps each g i to 0. By the Leibniz rule, D ′ = 0 on the algebra generated by {g j } M j=1 . But by weak* continuity,the derivation D ′ is trivial on Lip ∞ (U ). Therefore the derivations D 1 , · · · , D k are linearly depedent, contrary to the hypothesis. Note also that as the V i have to be linearly independent a.e., M ≥ n.
be a finite generating set for Lip ∞ (U ). Then there are:
• a subset of the generators {g
Proof. By Proposition 2.26 for a.e. x ∈ U the D i g(x) are linearly independent. Therefore there are
, such that the matrix
is non singular for each x ∈ U ′ . In particular, det B = 0 on U ′ so we can find ε > 0 and
If we let C be the cofactor matrix of B and define new derivations in Der(V, µ) by
we have that (2.32) holds a.e. in V . We finally let A = f C.
We now discuss the modifications for the case M = ∞ by which we mean that
is countable. This assumption is really mild. In fact, if X is separable, then by the Stone-Weierstraß Theorem (7.35) Lip ∞ (X) has a countable generating set. The main point is to find a normed vector space in which the vectors D i g lie.
Then for a.e. x ∈ U the row vectors
are linearly independent. Furthermore there are {g
and A such that the conclusions of Corollary 2.30 hold.
Proof. The proof of the first part is like that of Proposition 2.26 but we take V = l ∞ (N). For the proof of the second part we could argue as in Corollary 2.30 provided that there are a subset of the generators {g
is nonsingular on U ′ . We prove this arguing by contradiction. Let
If we cannot find a subset U ′ ⊂ U and a subset of the generators such that B is nonsingular on U ′ , then for each M the vectors T M (D i g) are linearly dependent a.e. This implies that there is a subsetŨ ⊂ U with µ(U \Ũ ) = 0 and for each M ≥ 1 and x ∈Ũ , the vector subspace
as the dimension of a vector subspace of R n has to lie in {0, 1, · · · , n} and the dimension of Definition 2.40 (Modules of derivations whose index is locally bounded). We say that the module of derivations Der(X, µ) has index locally bounded by N if for any set U ⊂ X of positive measure, Der(U, µ) has index at most N over L ∞ (U, µ).
Proof. Without loss of generality we assume that µ(X) < ∞. Let R N (X) denote the collection of subsets U ⊂ X satisfying the following properties:
• U is measurable and µ(U ) > 0;
we stop; otherwise we select U N,2 ∈ R N (X \ U N,1 ) with
The construction of the sets {U N,i } proceeds by induction. There are two cases: either we stop after N ′ steps or we continue up to infinity. In the first case we let
and observe that R N (X \ X N ) = ∅. In the second case, as the sets {U N,i } are disjoint and as µ(X) < ∞, we conclude that lim
We now observe that sup
as k ր ∞; this shows that
The conclusion is that if we let
Here we use the hypothesis that the index is locally bounded by N . For example, this implies that X \ X N has index locally bounded by N − 1. The induction step proceeds as follows. Suppose we have already constructed
then Y has index locally bounded by N − k − 1. Let R N −k−1 (Y ) denote the collection of subsets U ⊂ Y satisfying the following properties:
• Der(U, µ) has index N − k − 1; then we apply the same argument used to construct X N . In particular, there is no measurable subset V ⊂ Y \ X N −k−1 such that µ(V ) > 0 and Der(V, µ) has index N − k − 1. Before proceeding further, we remark that X 0 might be nonempty. We now show that
there would be some measurable
with µ(V ) > 0 and Der(V, µ) having index in {0, · · · , N }. This contradicts the construction of the X i 's. Note that in this step we have again used that the index is locally bounded by N .
We now prove that Der(X k , µ) is free over L ∞ (X k , µ) . We choose a maximal linearly independent set
and we show it is a basis. As the elements of this set are linearly independent, it suffices to show that it spans Der(
and only if the following holds:
• V is measurable and µ(V ) > 0;
We first show that S D ′ (X k ) is not empty. By the maximality of
. Without loss of generality we can assume that |λ
The same argument used for the set R N (X) shows that there is a measurable partition
and sum the equations (2.47) we conclude that
The local Lipschitz constants
In this section we recall the definition of the local Lipschitz constants £f and ℓf for a function f . Using Egorov and Lusin Theorems, we obtain a measurable decomposition where the local Lipschitz constants behave nicely. In a doubling metric measure space, using the Lebesgue Differentiation Theorem and the locality principle for derivations, we obtain the local estimate (3.20) which we call the localized derivation inequality. Varf (x, r) = 1 r sup
We define the lower and upper variations of f at x from scale r down to 0 by
Let us define the infinitesimal Lipschitz constants of f at x by
As far a we understand, the behaviour of ℓf is not so nice in general. Also, this is not really a local Lipschitz constant. The behaviour of £f is more regular. For example, if we blow up f near some point, then £f really gets closer and closer to the Lipschitz constant of the blow up. We also note that £f behaves like a seminorm in f in the following sense, if f, g are Lipschitz functions and λ, µ ∈ R, then (3.7)
£(λf + µg) ≤ |λ|£f + |µ|£g.
For the following Lemma compare [KM11]:
Lemma 3.8. Let f be a Lipschitz function. Then there is a measurable partition
• Ω has measure 0 • £f and ℓf are continuous on each A i • £f (·, r) ց £f and ℓf (·, r) ր ℓf uniformly on each A i for r ց 0.
Proof. Without loss of generality we can assume µ(X) < ∞. The proof uses Egorov and Lusin theorems. It is therefore necessary to establish that £f and ℓf are (Borel) measurable. We first observe that, for fixed s, Varf (x, s) is lower semicontinuous. Indeed, if Varf (x, s) > C, there is a point y s ∈ B(x, s) such that
it follows that y s ∈ B(x ′ , s) which implies Varf (x ′ , s) > C. In particular, Varf (x, s) is Borel (in x). This implies that £f (x, s) and ℓf (x, s) are Borel (in x). As £f (x, r) ց £f (x) and ℓf (x, r) ր ℓf (x), the functions £f and ℓf are Borel too. By Lusin theorem, for each ε > 0 there is a subset B ε ⊂ X such that µ (X \ B ε ) < ε and the functions £f , ℓf are continuous on B ε . Using an exhaustion argument we get a measurable partition
and the sequences £f (·, r n ), ℓf (·, r n ) converge uniformly on C ε . Using an exhaustion argument we find a measurable partition
such that µ(Ω 2,i ) = 0, and the sequences £f (·, r n ), ℓf (·, r n ) converge uniformly on C i,j . As £f (·, r) is nonincreasing in r and ℓf (·, r) is nondecreasing in r, this implies that £f (·, r) ց £f (·) and ℓf (·, r) ր ℓf (·) uniformly on each C i,j . The proof is completed by letting
The following discussion is not actually needed to prove Theorem 3.20, which is the main result of this section. However, it clarifies the point we made when we said that £f (x) is essentially the Lipschitz constant of f in a neighbourhood of x. Note that we assume that the measure µ is doubling; however, the proof just requires the Lebesgue Differentiation Theorem.
Definition 3.10 (local density). Let (X, ρ) be a metric space, A ⊂ X and x ∈ X. We say that A is locally dense at x if for any ε > 0 there is an r(ε) > 0 such that if r ≤ r(ε), A ∩ B(x, (1 + ε)r) is εr-dense in B(x, r).
Proposition 3.11. Let (X, ρ, µ) be a doubling metric measure space and A ⊂ X a measurable subset. Then for a.e. x ∈ A, A is locally dense at x.
Proof. The case µ(A) = 0 is trivial so we assume that A has positive measure. As µ is doubling, there are constants C ≥ 1 and κ > 0 such that if z, w ∈ X and B(w, s) ⊂ B(x, r), we have
let x ∈ A and suppose that A ∩ B(x, (1 + ε)r) is not εr-dense in B(x, r) In this case, there is a point y ∈ B(x, r) such that B(y, εr) is disjoint from A ∩ B(x, (1 + ε)r).
As B(y, εr) ⊂ B(x, (1 + ε)r), (3.12) implies that
as the Lebesgue differentiation theorem holds in the metric measure space (X, ρ, µ), for a.e. x ∈ A, x is a density point of A, that is,
If we choose s ε so that r ≤ s ε implies We can now prove the main result of this section. Note that we assume that the measure µ is doubling, but the proof just requires the Lebesgue Differentiation Theorem.
Theorem 3.19. Let D ∈ Der(X, µ) and f ∈ Lip ∞ (X). Assume that the measure µ is doubling. Then there is a measurable set Ω f such that
We will refer to this as the localized derivation inequality.
Proof. Without loss of generality we assume that
We apply Lemma 3.8 to f obtaining a measurable partition
and it sufficies to show that (3.20) holds for a.e. x ∈ A i . We will prove that (3.20) holds if • x is a Lebesgue point of Df and • x is a density point of A i .
As £f is continuous on A i , it follows that for each ε > 0 there is an r 0 (x, ε) > 0 such that if r ≤ r 0 (x, ε) and y ∈ B(x, 2r), then
as £f (·, r) ց £f (·) uniformly on A i , it follows that for each ε > 0 there is an r 1 (x, ε) > 0 such that if r ≤ r 1 (x, ε) ≤ r 0 (x, ε), then (3.22) £f (y, 2r) ≤ £f (y) + ε.
We now claim that for r ≤ r 1 (x, ε) the restriction f | Ai∩B(x,r) has Lipschitz constant £f (x) + 2ε. To verify the claim, let y 1 , y 2 ∈ B(x, r). Then y 2 ∈ B(y 1 , 2r) and from the definition of £f (y, 2r) we conclude that
but by (3.22) we conclude that
and by (3.21) this gives
verifying the claim. We now note that (f − f (x))| Ai∩B(x,r) has Lipschitz constant at most £f (x) + 2ε and that
we can therefore take a MacShane extension g of (f − f (x))| Ai∩B(x,r) with
We want to bound 
Measurable differentiable structures
In this section we recall the definition of measurable differentiable structure. In order to make the exposition more transparent, we decided to first introduce a notion of local independence for Lipschitz functions and, building on this definition, recall Lemma 4.10 which implies the existence of measurable differentiable structures. This Lemma has been either explicitly or implicitly used in previous proofs that a metric measure space admits a measurable differentiable structure [KM11] , [Kei04a] and [Che99, Section 4]. The definition of local independence makes also precise the intuitive idea that, if the a space has a differentiable structure, the Lipschitz functions form, infinitesimally, a finite dimensional vector space. To a space possessing a measurable differentiable structure it is possible to associate a natural measurable cotangent bundle. Using the sections of this bundle it is possible to construct Sobolev spaces which are reflexive for p > 1. In this setting the exterior derivative d extends to Sobolev functions. We finally make an observation relating d and the property that these Sobolev spaces inject into the corresponding L p spaces.
Definition 4.1 (Measurable Differentiable Structure). A metric measure space (X, ρ, µ) has a measurable differentiable structure if:
• there is a measurable decomposition
• for each set X α there are Lipschitz functions {x Definition 4.5 (Local independence of Lipschitz functions). Let f 1 , · · · , f n be Lipschitz functions. We say that they are independent at x if (4.6)
where λ i ∈ R.
Another way of thinking of this notion of independence is the following. We can define a map
from the properties of £ we know that Φ x is a seminorm. The linear independence condition is equivalent to Φ x being a norm. To establish the existence of a measurable differentiable structure the following principle is usually employed:
Lemma 4.10. Suppose that there is a constant N such that if {f 1 , · · · , f n } ⊂ Lip ∞ (X) are Lipschitz functions which are independent on a set of positive measure A, then n ≤ N . Then X admits a measurable differentiable structure whose dimension is at most N .
The proof is a modification of the ideas used to prove Theorem 2.41. The key point is to show that the partial derivatives ∂f ∂x j α are measurable, and this can be done by using Lemma 2.11. Details can be found in [KM11] and [Kei04a, Section 7.2].
Theorem 4.11. If the metric measure space (X, ρ, µ) has a measurable differentiable structure, then:
• there exists a measurable cotangent bundle T * X; • on each chart (X α , {x for the fibres of T * X α ; • we can define a measurable fibrewise norm by setting:
Therefore the set of sections Γ(T * X) is equipped with a norm and we can define
The following result is similar to [Che99, Theorem 4.48] and we omit the proof. However, in this setting the Sobolev spaces used by Cheeger might trivially reduce to the corresponding L p spaces. The Sobolev spaces we work with are therefore different from those employed by Cheeger; as far as we understand, the crucial point is that H 1,p (X, µ) does not need to inject in L p (X, µ), so in this setting there is no analogue of the uniqueness statement in [Che99, Theorem 4.47].
Theorem 4.16. If the metric measure space (X, ρ, µ) has a measurable differentiable structure, define
is a normed vector space whose completion is denoted by H 1,p (X, µ) (Sobolev space). The space H 1,p (X, µ) has the following properties:
• for p > 1 the norm is bi-Lipschitz equivalent to a uniformly convex norm;
• for p > 1 it is reflexive;
In particular there is a 1-Lipschitz map
• the exterior differential d extends to H 1,p (X, µ) giving a map 
The following Proposition will be used in Section 6.
Proposition 4.25. The map
is injective if and only if the operator
. Then (f n , df n ) is a Cauchy sequence in H 1,p (X, µ) and so it converges to a limit (f, γ). As J is injective, (f, γ) = (f, df ) showing that d is closed. Conversely, assume that J is not injective; we can find (f, γ) ∈ H 1,p (X, µ) with γ = df . In particular, there is a sequence of Lipschitz functions f n with f n → f in L p (X, µ) and df n → γ in L p (X, µ). As γ = df , d is not closed.
Finite dimensionality and derivations
In this section we prove a finite dimensionality result, that is the existence of a measurable differentiable structure, by assuming an inequality in which the local Lipschitz constant of a function is controlled by finitely many derivations. We have decided to name this inequality (5.11) the reverse infinitesimal derivation inequality. This condition should be compared with the "Lip-derivation" inequality(ies) studied in [Gon11] . One difference is that we allow the constant in the inequality to vary with the point (so we use λ(x)) but independently of the Lipschitz functions. The reverse infinitesimal inequality should also be compared with the "Lip-lip" inequality of [Kei04a] . An explanation about the terminology, "Lip" denotes the local Lipschitz constant £ and "lip" the local Lipschitz constant ℓ. Our argument is based on measure theory and uses linear algebra to imply finite dimensionality. The interplay between measure theory and linear algebra is made possible by an approximation argument, Lemma 5.12, whose proof uses the notion of precise representative which we now recall. In this section if D is a derivation we will use the notation D ⋆ f for the precise representative of Df .
Proof. Let A ′ ⊂ A be a full measure subset of A such that for each x ∈ A ′ :
therefore the limit
exists and equals
showing that (5.4) holds.
then X admits of a measurable differentiable structure whose dimension is at most N . The relation (5.11) will be referred to as the reverse infinitesimal derivation inequality.
As we already said, the proof relies on the following approximation argument. The point is that if we have a linear dependence relation where the c i are functions, we would like to treat them as constants so that the linear dependence relation "localizes" at the points of a full measure subset.
Lemma 5.12. Assume that the derivation inequality (5.11) holds. Let A ⊂ X, µ(A) > 0 and
Proof. Let Ψ ⊂ S n−1 be a countable dense subset of the unit sphere and let
Given a function f ∈ Lip ∞ (A) let Ω f denote the set where either one of the followings fails:
by assumption and by Theorem 3.19, µ(Ω f ) = 0. Let
then for x ∈ A \ Ω Ψ (f 1 , · · · , f n ), (5.16) and (5.17) hold for any multiple cf with f ∈ Ψ(f 1 , · · · , f n ) and c ∈ R. Let us fix some {c 1 , · · · , c n } ⊂ R; for any ε > 0 there is a
We now make two estimates:
(5.29)
Substitution of the last two estimates into (5.22) and (5.23) leads to
Letting ε ց 0 completes the proof of (5.13) and (5.14).
Proof of Theorem 5.9. The proof is reduced to Proposition 4.10. We assume that there are n Lipschitz functions {f 1 , · · · , f n } ⊂ Lip(X) which are independent at each point x ∈ A, where µ(A) > 0. We show that n ≤ N arguing by contrapositive: we show that if n ≥ N then the functions {f 1 , · · · , f n } are dependent on a positive measure subset of A. Without loss of generality we can assume that A is bounded and replace each f i by
As λ is nowhere vanishing, we can suppose that λ ≥ C > 0 on A. By Lemma 5.12 there is A ′ ⊂ A such that µ(A \ A ′ ) = 0 and (5.13) and (5.14) hold on A ′ (with λ replaced by C):
Let us consider the matrix
with entries in L ∞ (A ′ , µ). Since n > N ,there is a measurable B ⊂ A ′ with µ(B) > 0 and rank F (x) = k < n for x ∈ B. Without loss of generality, we can assume that the first k columns of F are linearly independent on B and the first k + 1 columns of F are linearly dependent on B. By Lemma 2.11 there are λ i ∈ L ∞ (B, µ) with
for all x ∈ B and all j = 1, · · · , N . We now choose x ∈ B and define c i = λ i (x). By Proposition 5.3 we have
and by (5.34)
So the {f 1 , · · · , f n } are dependent at a.e. x ∈ B.
Choice of the chart functions
In this section we present some results connected with the choice of the chart functions. The starting point is the representation formula (6.2) for derivations if the space admits a measurable differentiable structure. This formula has an interesting consequence: if the partial derivatives are known to be derivations, they give a basis for the module of derivations of the chart (Corollary 6.15). This naturally leads to the following question: when are the partial derivatives derivations? We have found two sufficient conditions but we have been unable to find a complete answer. If the answer were negative, then there would be two kinds of differentiable structures and those in which the partial derivatives are also derivations would exhibit a more regular behaviour. We next investigate the choice of the chart functions generalizing the results of [Kei04b] . The main result is that, knowing that the partial derivatives are derivations, the chart functions can be chosen among a generating set for the Lipschitz algebra. This implies immediately that the chart functions can be chosen among distance functions.
Lemma 6.1. Suppose the doubling metric measure space (X, ρ, µ) has a measurable differentiable structure, and let (X α , {x
) be a chart with {x
Before giving the proof of the Lemma we will restate part of Lemma 5.12 and of Proposition 5.3. The point is that in the proof of Lemma 5.12 the proofs of the statements of (5.13) and (5.14) are indepedent. While (5.13) depends on the reverse infinitesimal derivation inequality (5.11), (5.14) is just a consequence of the localized derivation inequality (3.19) (which is true in a doubling metric space or, more generally, in any metric measure space where the Lebesgue Differentiation Theorem holds).
Lemma 6.3. Let A ⊂ X be a measurable subset of positive measure, let
and let
There is a measurable subset
Proof of Lemma 6.1. Without loss of generality we assume that X α is bounded, µ(X α ) < ∞. We will show that given f ∈ Lip ∞ (X α ) and D ∈ Der(X α , µ), there is a measurable subset C f,D ⊂ X α with µ(X α \ C f,D ) = 0 and for all z ∈ C f,D ,
This will imply (6.2). We apply Lemma 6.3 with A = X α ,
and
From the definition of measurable differentiable structure there are a measurable subset B f,D ⊂ X α and maps:
in (6.8), apply (6.10) and finally use (6.9) we deduce (6.7).
Corollary 6.11. Suppose the doubling metric measure space (X, ρ, µ) has a measurable differentiable structure which has dimension N . Then Der(X, µ) has rank locally bounded by N , in particular Theorem 2.41 applies.
Proof. As the charts measurably partition X, it suffices to show that if U ⊂ X α has positive measure and if the derivations
are linearly independent, then n ≤ N α ≤ N . We argue by contrapositive, that is, by showing that if n > N α , the derivations cannot be linearly independent. Using Lemma 6.3 we find a set U ′ ⊂ U with µ(U \ U ′ ) = 0 and (5.34) and (6.4) hold for the derivations {D 1 , · · · , D n } and the chart functions. We now consider the matrix
with entries in L ∞ (U ′ , µ). As n > N α there is a measurable subset U ′′ ⊂ U ′ of positive measure on which the rank of F is k < n. Without loss of generality we can assume that the first k rows are linearly independent and the first k + 1 rows are linearly dependent. By Lemma 2.11 there are k + 1 functions
Corollary 6.15. Suppose the doubling metric measure space (X, ρ, µ) has a measurable differentiable structure, and let (X α , {x We now give two criteria for the "partial derivatives" to be derivations.
Lemma 6.16. Suppose the doubling metric measure space (X, ρ, µ) has a measurable differentiable structure, and let (X α , {x
is injective, then the maps
are derivations.
Proof. Recall Definition 2.6 where the axioms that derivations have to satisfy are stated. The partial derivatives ∂ ∂x j α satisfy linearity, boundedness and the Leibniz rule by definition. We have to check weak* continuity. As usual, there is no loss of generality in assuming that X α is bounded and of finite measure. Let
weak* in L ∞ (X α , µ). We will prove the following statement: for any subsequence {f k l } ⊂ {f k } we can pass to a further subsequence {fk
. This means that for any g ∈ L 1 (X α , µ) we have to show that (6.20)
As the sequence
is uniformly bounded in L ∞ (X α , µ) and as continuous functions are dense in L 1 (X α , µ), it will suffice to consider g continuous in (6.20). We observe that {f k l } is a bounded sequence in H 1,p (X α , µ) and by reflexivity we can pass to a subsequence {fk
. This implies that for every continuous function g, 
Proof. Let us consider the matrix
with entries in L ∞ (X α , µ). We first show that this matrix has a.e. rank N α . Suppose on the contrary that on some subset U ⊂ X α with µ(U ) > 0 the rank of F is k < N α . Without loss of generality we can assume that the first k columns are independent while the first k + 1 columns are linearly dependent. By Lemma 2.11 there are k + 1 
shows that the chart functions {x
α } are dependent at z, leading to a contradiction. Therefore, the rank of F is a.e. N α . So given U ⊂ X α of positive measure we can find V ⊂ U of positive measure and an N α × N α minor of F whose determinant does not vanish on V . Without loss of generality we will assume that
is non singular on V . Using an argument similar to that of Corollary 2.30 we can find
. This shows that the maps
are derivations (here we use the Representation Formula (6.2)). Therefore for any U ⊂ X α of positive measure, there is a subset V ⊂ U of positive measure such that the
are derivations. Using an exhaustion argument similar to that in the proof of Theorem 2.41 we find a measurable partition
with µ(Ω) = 0 and each
is a derivation (in Der(X α , µ)). Then the
are derivations on the disjoint union i V i .
In the next Theorem we prove that chart functions can be chosen among a generating set for the Lipschitz algebra.
Theorem 6.28. Suppose the doubling metric measure space (X, ρ, µ) admits a measurable differentiable structure and that for each chart (X α , {x Proof. From Corollary 6.15 we know that ∂ ∂x j α is a basis for Der(X α , µ). Given any U ⊂ X α with µ(U ) > 0 we can apply Corollary 2.30 to find V ⊂ U with µ(V ) > 0, functions g
which shows that the functions g
) is a chart. Using and exhaustion argument similar to that in the proof of Theorem 2.41 we can "cover" (up to a subset of measure 0) X α by measurable charts such that the chart functions are among the {g j } M j=1 . Corollary 6.30. Under the hypotheses of Theorem 6.28 the chart functions can be chosen among distance functions from points.
Proof. As a consequence of the Stone-Weierstraß (Theorem 7.35) Theorem, the distance functions from points are a generating set for Lip ∞ (X).
Appendix
Definition 7.1 (pointed Lipschitz Algebra). Let (X, ρ, x 0 ) be a pointed metric space, i.e. a metric space with a basepoint x 0 . We denote the collection of realvalued Lipschitz functions on (X, ρ) which vanish at x 0 by Lip 0 (X, x 0 ). The set Lip 0 (X, x 0 ) is a real algebra where multiplication is defined as follows: if f, g ∈ Lip 0 (X, x 0 ), (7.2) (f g)(x) = (f (x))(g(x)).
For f ∈ Lip 0 (X, x 0 ) we define the norm We can now establish the following:
Theorem 7.5. The Banach space Lip ∞ (X) has a predual which is separable if X is separable.
Proof. Let x 0 ∈ X and define Φ : Lip ∞ (X) → Lip 0 (X, x 0 ) ⊕ ∞ l ∞ (X) (7.6) f → (f − f (x 0 ), f ); (7.7)
where we now explain the notation. If X 1 , X 2 are normed vector spaces, we denote by X 1 ⊕ ∞ X 2 the normed vector spaces X 1 × X 2 with the norm (7.8) (x 1 , x 2 ) X1⊕∞X2 = x 1 X1 ∨ x 2 X2 .
This construction is easily generalized for p ∈ [1, ∞): if X 1 , X 2 are normed vector space, we denote by X 1 ⊕ p X 2 the normed vector space X 1 × X 2 with the norm (7.9) (x 1 , x 2 ) X1⊕pX2 = x 1 p X1 + x 2 p X2
1/p .
We will denote the dual of a Banach space Y by Y ⋆ . It is a well-known fact that (7.10) (
where q is the conjugate exponent of p. The set l ∞ (X) denotes the collection of bounded functions of X. It is a Banach space with the sup-norm. The set l 1 (X) denotes the collection of functions f on X for which (7.11) f l 1 (X) = x∈X |f (x)| < ∞;
(l 1 (X), · l 1 (X) ) is a Banach space and l 1 (X) ⋆ = l ∞ (X). Furthermore, l 1 (X) is separable if X is separable. We know from Theorem 7.4 that From the definition of · Lip ∞ (X) it follows that Φ is an isometric embedding. It is a well-know Banach space fact that if a Banach space Z isometrically embedds in Y ⋆ , then Z is isometric to (7.14)
where Z ⊥ is the preannihilator of Z in Y :
(7.15) Z ⊥ = {y ∈ Y : ∀z ∈ Z, z(y) = 0} .
Therefore, there is a quotient of AE[X] ⊕ 1 l 1 (X) which is a predual of Lip ∞ (X). Moreover, if X is separable this predual is separable. note that {h n } ⊂ Lip ∞ (X) but it might not be a bounded sequence. Note also that h n vanishes on B. Now, the sequence {|h n | · h n } ⊂ Lip ∞ (X) is uniformly bounded and converges pointwise to f . In fact, In the previous sections, we have referred to Stone-Weierstraß Theorem. The classical Stone-Weierstraß Theorem pertains to the Banach Algebra C(X) of continuous functions on a compact space X, where the norm is the sup-norm. There is an analogue of this result in the setting of Lipschitz algebras. From now to the end of this section we will assume that X is bounded. The condition of separating points is replaced by an uniform condition: Definition 7.33. A subalgebra A ⊂ Lip ∞ (X) is said to separate points uniformly if there is a constant M > 0 such that for any pair of points x 1 , x 2 ∈ X there is an f ∈ A such that (7.34)
|f (x 1 ) − f (x 2 )| = ρ(x 1 , x 2 ) and f Lip ∞ (X) ≤ M.
We state the result for Lip ∞ (X), in [Wea99, Chapter 4] one can find the proof for Lip 0 (X, x 0 ). 
