Engineering acoustic sensors and systems that can be sensitive to small sound levels even when immersed by background noise may require out-of-the-box thinking. Biology can provide inspiration for that, allowing the engineering landscape to borrow interesting ideas and thus solve current human problems. Biological sensor and system designs are a result of many million years of evolutionary processes, which make them very-power efficient and welladapted to perform their function in a living organism. This paper presents a theoretical study of a bio-inspired signal processing concept. The assumption is that by exploiting feedback computation between a front-end acoustic detector and a back-end neuronal based processing, the overall acoustic responsiveness of a sensory system can be controlled and enhanced to target signals of interest. Here, two methods of feedback signal entrainment are compared namely 1:1 and 2:1 resonance modes.
INTRODUCTION
Past studies have extrapolated that biological sensors and systems exhibit passive and active mechanisms performed at early states of the signal processing chain, which are thought to be of great benefit in terms of signal-detection capabilities and cost of computation [1] [2] . For instance, the peripheral auditory system is designed with a type of analogue-digital feedback based system architecture able to accomplish optimized signal conditioning and processing tasks. Including selective filtering (e.g., tuning) and active nonlinear amplification before signals are sampled and compressed by the neuronal system in a form of (bio)electrical pulses (e.g., action potentials) [3] [4] . Motivated by that, this paper presents a modeling approach for a potential bio-inspired sensor system concept applied to acoustics. The aim is to present an interesting signal processing framework applied at the transducer level, which might provide some potential benefits to the acoustic engineering namely applied to enhance signal-detection tasks.
Passive Sensory Responses
A simple and well-known approach to model the passive resonant acousto-mechanical responses of a sound detector (e.g., acoustic transducer), either biological-or man-made, is through a single degree of freedom mass-spring system that exhibits a 2 nd order response [5] , which in Laplace form can be expressed as the transfer function in:
where s is the Laplace term (s = i ), 0 represents the resonance frequency of the system and Q its quality factor. Normally, the sensitivity of a front-end acoustic detector is greatest when operated at its resonance frequency, and that might be approximated to a bandpass filter response with bandwidth proportionally dependent on the Q-factor. The Qfactor expresses how damped the system is, and as such an overdamped system may exhibit a low Q-factor (e.g., faster time response, and wider bandwidth) and an underdamped system a high Q-factor (e.g., slower time response, and narrower bandwidth), respectively.
Active Sensory Responses
Conventional transducer design techniques may set physical constraints on the sensor or system responses, which thus result in limited or static values of the Q-factor and 0 for a desired front-end acoustic system response. However, studies have already shown that the Q-factor of some sensors can be manipulated through the use of feedback control mechanisms [6] [7] , and that the 0 can also be changed dynamically by exploiting feedback system approaches in a similar manner [8] . Interestingly, some biological sensors and systems such as those involved in the process of hearing, are thought to operate with feedback control techniques in order to dynamically adapt their front-end acoustic responses -the process known as active hearing [9] [10] . For instance, the mosquito's auditory system provides a good example, since it is thought to exhibit some sort of fast-feedback adaptation process, operating on a cycle-by-cycle basis [11] . The assumption is the following: the active hearing responses of such an auditory system are thought to be greatly enhanced through synchronized neurons adding extra energy to the front-end acoustic mechanical detector (e.g., antenna). As a consequence, nonlinearities may result from this unconventional method of signal detection such as compressive gain, hysteretic output responses and generation of intermodulation products may result. These are rather be considered as interesting sensor system responses, which are empowered by a positive-controlled feedback system architecture that is designed to achieve fast-adaptation and enhanced sensory responsiveness to target input signals of interest. Some degree of thought may support the fact that these active hearing processes might be originated from a kind of critical-system [12] . If that is true, it can be a reason for signals to be quickly amplified, and in a nonlinear fashion, and therefore with great benefit for a signal-detection task, as illustrated in Fig. 1 .
Fig. 1 -Example of active hearing responses. (Dash-line)
represents a system or detector with a linear response (e.g., passive response), such as a driven harmonic oscillator -2 nd order response; (dot-line) is a typical vertebrate hair bundle nonlinear response (e.g., active response); (solid-line) is a hysteretic nonlinear response such as reported from the mosquito hearing system (e.g., active response). Image adapted and redrawn from [13] .
A modeling approach to study a bio-inspired feedback sensor system architecture using a front-end analogue detector and a back-end digital computational method is presented as follows.
ADAPTIVE SOUND PROCESSING
Motivated by the active mechanisms of signal-detection and processing within biological sensors and systems, past studies have presented novel sensor system architectures that exploit a bio-inspired neuronal model approach namely using the leaky-integrate-and-fire (LIF) neuron [14] [15] . It led to the creation of a novel design approach for an acoustic signal processing methodology performed at the transducer level [16] [17] . Fig. 2 -Diagram overview of the feedback control system that is used to implement the concept of adaptive sound processing. Image adapted and redrawn from [16] . This can be modelled using a feedback control process approach using a mechanical detector (e.g., analogue function) equipped with some sort of electrical computation capabilities (e.g., digital functions) that together can perform peripheral sound processing, hence the "transducer can be part of the signal processing chain", as illustrated in Fig. 2 . Here, "Front-end Acoustic Detector" represents a typical sensory response of an analogue acoustic detector as a 2 nd order system (refer to (1)); and "Back-end Neuronal Computation" represents a digital feedback control process that is based on the LIF model system, computing signals in a cycle-by-cycle manner. The LIF function (refer to (2)) is used as a control mechanisms and it is meant to inject additional energy (K) to the front-end acoustic detector according to the level of past signals detected (I). The biological reports that inspire this concept are based on the mosquito nonlinear hearing responses being greatly enhanced due to the "synchrony through twice-frequency forcing" -2:1 resonance mode as presented in Fig. 3 (B) , in (A) the 1:1 resonance mode is shown for comparison. It means that 1:1 mode provides entrainment of pulses (e.g., feedback signals) once per input-cycle, whereas, 2:1 mode provides entrainment of pulses (phase-locked) at twice per input-cycle, respectively. Hence, the LIF system is used as a smart pulse generator that is placed in the feedback signal path for this adaptive sound processing framework. Its transfer function can also be expressed in Laplace form as described in: where Kp represents the amplitude of positive pulses, Kn is the amplitude of negative pulses; T0 is the time between consecutive pulses (e.g., positive or negative, respectively). For instance, T0 can be a value as half of the input signal period (e.g., T0 = T/2, where T is the input signal period); τ.dt is the time delay before a pulse being generated (e.g., τ is the integrator's time constant and dt is the time-step resolution for signal computation); τr represents a time constant for the rising of the output signal (i.e., pulses generated by a nonideal driver), and W is the pulse width, as illustrated in Fig. 3 (C). respectively; (C) shows the pulse features such as the firing-time within an input-positive-wave-cycle with amplitude (K) and duration (W).
THEORETICAL MODEL APPROACH
The modelling approach of this feedback system architecture considers the two transfer functions presented in Fig. 2 . Therefore, the overall response of this sensory system can be described by the closed-loop transfer function expressed in:
There is a positive-feedback coupling between the front-end acoustic detector and the back-end computational system, which can result in enhanced and nonlinear output responses. The closed-loop transfer function in (3) can be implemented mathematically following a recursive approach as similarly used in [17] . H(s) can be converted from analog-to-digital domain through a bilinear transformation and computed as an IIR system using a biquadratic topology, whereas, LIF(s) can be solved according to its time-domain form by applying the implicit Euler method as in [18] . Therefore, pulses are likely to be fired when a threshold level (Vth) is reached at the integrator's output stage, followed by the system's self-reset period.
RESULTS
This section presents the simulation results that are used to evaluate the performance of this bio-inspired acoustic concept under some defined input system conditions. 
Stability
First of all, the response of this kind of feedback sensor system approach can become unstable under certain conditions. When the system is configured with 2:1 mode (e.g., pulses entrained at twice-per-cycle) -this places the critical region/point (β point: it is assumed as the boundary region between a stable operating regime and a criticallystable state of the system -e.g., a self-sustained and continuous oscillatory output response) at the left-side of the 1:1 bifurcation region under the same system conditions, as illustrated in Fig. 4 . Additionally, Table I provides a summary of the β points for different feedback configurations (vary Vth value), where β1:1 and β2:1 represent the bifurcation points for each resonance mode, respectively; and Out1:1 and Out2:1 are the output amplitude levels at which the system transits from a stable to a continuous and oscillatory output response at those particular β points, respectively. Refer to [3] for a study when applying Hopf bifurcation can also be used to characterize some hearing responses. Therefore, the overall system's stability diagram is dependent on Vth, K and resonance mode (e.g., 1:1 or 2:1) chosen. Fig. 5 shows three different feedback system configurations such as passive (K = 0), 1:1 (K = Kp) and 2:1 (K = |Kp + Kn|) resonance modes, for comparison. It is clear that 2:1 mode can provide greater signal amplification capabilities given by this sensor system approach when compared with the passive response and also when the 1:1 configuration is used under the same threshold conditions. Note that, the feedback signal (K amplitude) at 2:1 mode also provides twice the energy per cycle than in 1:1 mode. It is interesting to note the fact that the feedback system architecture exploited in this study can also exhibit a nonlinear input-output relationship such as compressive gain, as illustrated in Fig. 6 , (A) using 1:1 and (B) using 2:1, for comparison. 
Active Nonlinear Amplification

Hysteresis
Additionally, this system may also become bistable. That is due to the on-off switching of the feedback signal path, which thus generates a nonlinear behavior of the overall system response such as hysteresis, as presented in Fig. 7 . These hysteretic responses are a result of the feedback control operation exploited and depending on Vth, K and resonance mode (e.g., 1:1 or 2:1) defined. 
Intermodulation Products
Additionally, this feedback control system approach when exposed to competitive input signals may generate intermodulation output responses as a consequence of the nonlinearities in the system, shown for example in Fig. 9 , and as summarized in Table II . Typically, intermodulation products are phenomena resulting from nonlinear systems as it has been reported from biological studies related to active hearing processes [3] [19] as well. Moreover, these might be used as useful features to identify the presence of signals of interest and perhaps exploited as a signal processing strategy [20] . 
CONCLUSION
This paper presents a theoretical model approach for a propose-built bio-inspired feedback system concept that is simulated numerically using MatLab. A front-end acoustic sensor system can show nonlinear output behavior such as compressive gain, hysteresis and intermodulation products when placed within a positive feedback control mechanism. The 2:1 resonance mode (e.g., entrainment at twice per cycle) can provide greater signal amplification when compared with 1:1 mode and its passive responses, however, it may place the β point towards lower values of K and Vth used. This kind of theoretical modelling approach might be useful for better understanding and characterization of feedback control mechanisms applied to acoustic-signal-detection and signal processing that are performed at the transducer level. This kind of signal processing approach may inspire future technological developments as a new type of signal-detection methodology to be applied with potential benefits within acoustic or ultrasonic sensor and system designs.
