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Abstract
Motivated by models that arise in controlled ship maneuvering, we analyze Hopf bifur-
cations in systems with piecewise smooth nonlinear part. In particular, we derive explicit
formulas for the generalization of the first Lyapunov coefficient to this setting. This generi-
cally determines the direction of branching (super- versus subcriticality), but in general this
differs from any fixed smoothening of the vector field. We focus on non-smooth nonlinearities
of the form ui|uj |, but our results are formulated in broader generality for systems in any di-
mension with piecewise smooth nonlinear part. In addition, we discuss some codimension-one
degeneracies and apply the results to a model of a shimmying wheel.
Key words: degenerate Andronov-Hopf bifurcation, non-smooth systems, normal form,
invariant manifolds
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1 Introduction
The identification of characteristic parameters for bifurcations is one of the key goals of bifur-
cation theory. For the Andronov-Hopf bifurcation from equilibria to periodic orbits, the most
relevant characteristic parameter is the first Lyapunov coefficient, σs ∈ R. If it is non-zero, it
determines the scaling and the direction of bifurcation relative to real part of the critical eigen-
values of the linearization at the equilibrium. It is well known that the truncated normal form
of the radial component on the center manifold reads
(1.1) r˙ = µr + σsr3,
with parameter µ ∈ R, e.g. [16, 24]. In Figure 1(a,b) we plot the associated pitchfork bifurcation
for different signs of σs. Generically, σs 6= 0 and the bifurcating periodic orbits either coexist
with the more unstable equilibrium – the supercritical case, σs < 0 – or with the more stable
equilibrium – the subcritical case, σs > 0. This distinction is relevant for applications since the
transition induced by the bifurcation is a ‘soft’ first order phase transition in the supercritical
case, while it is ‘hard’ in the subcritical one. Indeed, the transition is ‘safe’ in a control sense in
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Figure 1: (a) Supercritical, σs = −1, and (b) subcritical, σs = 1, pitchfork bifurcation of
(1.1) with stable (green) and unstable (red dashed) equilibria. In (c,d) we plot the analogous
‘degenerate’ pitchforks for the non-smooth case (1.2).
the supercritical case and ‘unsafe’ in the subcritical case, where the local information near the
equilibrium is insufficient to determine the dynamics near the more unstable equilibrium.
Therefore, a formula for the first Lyapunov coefficient is important from a theoretical as well as
applied viewpoint. In generic smooth bifurcation theory, such a formula is well known in terms
of quantities derived from the Taylor expansion to order three in the equilibrium at bifurcation,
cf. [24]. However, this cannot be applied in non-smooth systems. Non-smooth terms appear in
models for numerous phenomena and their study has gained momentum in the past decades, as
illustrated by the enormous amount of literature, see [10, 21, 28, 31] and the references therein
to hint at some; below we discuss literature that relates to our situation.
In this paper, we provide explicit formulas for the analogues of the first Lyapunov coefficient in
systems with regular linear term and Lipschitz-continuous, but only piecewise smooth nonlinear
terms, with jumps in derivatives across switching surfaces. We also discuss codimension-one
degeneracies and the second Lyapunov coefficient. To the best of our knowledge, this analysis
is new. Such systems can be viewed as mildly non-smooth, but occur in various models, e.g.,
for ship maneuvering [2, 14, 32], which motivated the present study. Here the hydrodynamic
drag force at high-enough Reynolds number is a non-smooth function of the velocity u. More
specifically, a dimensional and symmetry analysis with ρ the density of water, CD the drag
coefficient and A the effective drag area, yields
FD = −12ρCDAu|u|.
Effective hydrodynamic forces among velocity components ui, uj , 1 ≤ i, j ≤ n, with n depending
on the model type, are often likewise modeled by second order modulus terms: ui|uj |, cf. [14].
For illustration, let us consider the corresponding non-smooth version of (1.1),
(1.2) u˙ = µu+ σu|u|,
where the nonlinear term has the odd symmetry of the cubic term in (1.1) and is once contin-
uously differentiable, but not twice. We note that in higher dimensions, the mixed nonlinear
terms ui|uj | for i 6= j, are differentiable at the origin only.
In Figure 1(c,d) we plot the resulting bifurcation diagrams. Compared with (1.1), the ampli-
tude scaling changes from √µ to µ and the rate of convergence to the bifurcating state changes
from −2µ to −µ. Indeed, in this scalar equation case, the singular coordinate change u = u˜2
transforms (1.2) into (1.1) up to time rescaling by 2. However, there is no such coordinate
change for general systems of equations with non-smooth terms of this kind.
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More generally, we consider n-dimensional systems of ordinary differential equations (ODE)
of the form
(1.3) u˙ = A(µ)u +G(u),
with matrix A(µ) depending on a parameter µ ∈ R, and Lipschitz continuous nonlinear G(u) =
O(|u|2). We shall assume the nonlinearity is smooth away from the smooth hypersurfaces Hj ,
j = 1, . . . , nH , the switching surfaces, which intersect pairwise transversally at the equilibrium
point u∗ = 0. We assume the smoothness of G extends to the boundary within each component
of the complement of ∪nHj=1Hj ⊂ Rn.
The bifurcation of periodic orbits is – as in the smooth case – induced by the spectral structure
of A(µ), which is (unless stated otherwise) hyperbolic except for a simple complex conjugate
pair that crosses the imaginary axis away from the origin as µ crosses zero.
Our main results may be summarized informally as follows.
We infer from the result in [3] that the center manifold of the smooth case is replaced by
a Lipschitz invariant manifold (Proposition 2.2), and directly prove that a unique branch of
periodic orbits emerges at the bifurcation (Theorem 2.3). Moreover, we prove that the quadratic
terms of G are of generalized second order modulus type if G is piecewise C2 smooth (Theorem
2.6). Here the absolute value in the above terms is replaced by
[u]p+p− =
{
p+u, u ≥ 0,
p−u, u < 0,
(1.4)
where p+ , p− ∈ R are general different slopes left and right of the origin.
This already allows to express the first Lyapunov coefficient in an integral form, but its ex-
plicit evaluation is somewhat involved, so that we defer it to §4.4. Instead, we start with the
simpler case when A is in block-diagonal form, in normal form on the center eigenspace, and of
pure second order modulus form (p+ = −p− = 1). For the planar situation, we derive a normal
form of the bifurcation equation with rather compact explicit coefficients using averaging theory
(Theorem 3.1). Beyond the first Lyapunov coefficient σ# , this includes the second Lyapunov co-
efficient σ2, which becomes relevant when σ# = 0, and which explains how the smooth quadratic
and cubic terms interact with the non-smooth ones in determining the bifurcation’s criticality.
For refinement and generalization, and to provide direct self-contained proofs, we proceed
using the Lyapunov-Schmidt reduction for the boundary value problem of periodic solutions,
and refer to this as the ‘direct method’ (§3.3). We also include a discussion of the Bautin-type
bifurcation in this setting, when σ# = 0. Concluding the planar case, we infer the results to
arbitrary p+ , p− (§4.1).
These results of the planar case readily generalize to higher dimensions, n > 2, with additional
hyperbolic directions (§4.2, 4.3). In addition, we apply the direct method to the situation with
an additional non-hyperbolic direction. We show that either the bifurcation may be suppressed
or two curves may bifurcate (Corollaries 4.3, 4.7). In §4.4, we discuss the modifications in case
the linear part is not in normal form.
Finally, we demonstrate the application of our method in the model of a shimmying wheel
from [4] (§5).
For illustration, we consider the planar case with linear part in normal form, so (1.3) with
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Figure 2: Plotted are bifurcation diagrams of (1.5) with (1.6) computed by numerical continu-
ation. Blue curves are periodic orbits, black lines the equilibrium at the origin, and orange the
extrema in w, showing the non-smooth bifurcation. In (a) we use aij = bij = 1 except b21 = −1,
so that σ# = 4 > 0 (subcritical). In (b) b22 = −3, so that σ# = −4 (supercritical).
u = (v, w) reads
(1.5)
v˙ = µv − ωw + f (v, w) ,
w˙ = ωv + µw + g (v, w) ,
and the case of purely quadratic nonlinearity with second order modulus terms gives
(1.6)
f (v, w) = a11v|v|+ a12v|w|+ a21w|v|+ a22w|w|,
g (v, w) = b11v|v|+ b12v|w|+ b21w|v|+ b22w|w|,
where aij , bij , 1 ≤ i, j ≤ 2, are real parameters. In this simplest situation, our new first
Lyapunov coefficient reads
(1.7) σ# = 2a11 + a12 + b21 + 2b22
and we plot samples of bifurcation diagrams in Figure 2 computed by numerical continuation
with the software Auto [12]. Here we used numerically computed Jacobians and avoided evalu-
ation too close to the non-smooth point by choosing suitable step-sizes and accuracy.
In comparison, the classical first Lyapunov coefficient for purely cubic nonlinearity, i.e., | · |
replaced by (·)2, reads
σs = 3a11 + a12 + b21 + 3b22.
The leading order expansion of the radius r# and rs of bifurcating periodic solutions in these
cases read, respectively,
r#(µ) = − 3pi2σ#
µ+O
(
µ2
)
, rs(µ) = 2
√
− 2
σs
µ+O (µ) .
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(a) In blue f1(x), in green f2(x) and in red f3(x). (b) Bifurcation diagrams respect to µ.
Figure 3: Comparison of bifurcation diagrams for f1, f2 and f3 as in the text.
We show that for σ# = 0 the bifurcation takes the form
r0 =
√
2piω
σ2
µ+O (µ) ,
analogous to the smooth case, but with second Lyapunov coefficient in this setting given by
(1.8)
σ2 =
1
3(b12a11 − b21a22 − a21b22 + a12b11 − 2a11a22 − 2a12a21 + 2b12b21 + 2b11b22)
+ pi4 (b12b22 − a12a22 − a11a21 + b21b11 + 2a11b11 − 2b22a22).
In presence of smooth quadratic and cubic terms, the latter is modified with the classical terms,
as we present in §3.1.
Despite the similarity of σ# and σs, it turns out that there is no fixed smoothening of the ab-
solute value function that universally predicts the correct criticality of Hopf bifurcations in these
systems (§3.2). For exposition of this issue, consider the L∞-approximations, with regulariza-
tion parameter ε > 0, of the absolute value function f1(x) = |x|, given by f2(x) = 2pi arctan
(
x
ε
)
x
(cf. [25]), and f3(x) = 2pi arctan
(
x
ε (x− 1)(x+ 1)
)
x, a convex and a non-convex approximation,
respectively.
This last function approximates the absolute value for large (absolute) values of x. We plot
the graphs in Figure 3(a) and the bifurcation diagrams for x˙ = µx − fi(x)x, i ∈ {1, 2, 3}, in
Figure 3(b). In particular, f3 gives a ‘microscopically’ wrong result, which is nevertheless correct
‘macroscopically’.
Indeed, non-smooth terms in models typically stem from passing to a macro- or mesoscopic
scale such that microscopic and smooth information is lost. Hence, the bifurcations in such
models carry a macroscopic character and it is not surprising that an arbitrary smoothening
changes this nature microscopically: a macroscopically supercritical bifurcation might show a
subcritical behaviour on the microscopic level. However, the relevant information for the model
is the macroscopic character, and – for the class of models considered – this is given by our
newly derived Lyapunov coefficients.
The basic idea of proof is to change coordinates to a non-autonomous system for which the
lack of smoothness is in the time variable only, so that averaging and the ‘direct method’ can be
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applied. We remark that in standard ODE literature on existence and bifurcations, smoothness
of the time variable is often assumed, for example [6], but it is not needed in parts relevant for
us. Indeed, merely continuity in time is for instance considered in [7, 18, 19].
We briefly discuss here related literature. As mentioned, piecewise smooth vector fields have
been widely investigated in many different applications as well as from a theoretical point of
view, leading to a broad analysis in terms of bifurcation theory, cf. [11, 21, 28]. Herein theory
of continuous as well as discontinuous vector fields, e.g. [13, 20], is used and further developed.
A major distinction between our case and the systems studied in the literature is that we
assume a separation a priori of a linear part and a non-smooth nonlinear part. Broadly studied
are the more general switching differential systems that are discontinuous across a switching
surface or piecewise linear. These have been analyzed in various different forms, and we refer
to [31] for an exhaustive list of references; a typical case of discontinuity across the switching
manifolds arises from the Heaviside step functions in biology neural models, e.g. [1, 9, 17]. In
analogy to center manifolds, the existence of invariant manifolds and sets has been investigated
in [3] for Carathéodory vector fields, and in [22, 33] for vector fields with one switching surface.
The bifurcation of periodic orbits in planar vector fields with one axis as the switching line
has been studied in [8, 15] via one-forms, and characteristic quantities have been determined,
though the aforementioned Lyapunov coefficients are not included. Planar Hopf bifurcations
for piecewise linear systems have been studied via return maps for one switching line in [23],
for several switching lines meeting at a point in [5, 30, 34], and for non-intersecting switching
manifold using Liénard forms in [27]. Higher dimensional Filippov-type systems with a single
switching manifold are considered in [35], which allows to abstractly study the occurrence of
a Hopf bifurcation also for our setting; see also [21]. An approach via averaging with focus
on the number of bifurcating periodic orbits for discontinuous systems is discussed in [26].
Nevertheless, we are not aware of results in the literature that cover our setting and our results
on the explicit derivation of Lyapunov coefficients and the leading order analysis of bifurcating
periodic solutions.
This paper is organized as follows. In §2 we discuss the abstract setting and provide basic
results for the subsequent more explicit analysis. This is conducted in §3 for the planar case with
linear part in normal form and nonlinear part with pure second order modulus terms for the
non-smooth functions, together with quadratic and cubic smooth functions. In §4 we generalize
the absolute value to arbitrary slopes, the system to higher space dimensions, and consider the
linear part not being in normal form. Finally, in §5 we illustrate the application of our method
and results to a concrete model.
2 Abstract Viewpoint
In this section we discuss the abstract starting point for our setting and motivate the specific
assumptions used in the following sections. We consider an n-dimensional system of autonomous
ODEs in an open set U ⊂ Rn, with 0 ∈ U , of the form
(2.1) u˙ = A(µ)u +G(u),
with matrix A(µ) depending on a parameter µ ∈ R, and Lipschitz continuous nonlinear G(u).
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We are interested in a detailed analysis of Hopf-type bifurcations at the equilibrium point
u∗ = 0. This requires control over the linear part, which is separated a priori in (2.1) from
the potentially non-differentiable nonlinear part – note that G is differentiable at u∗ but not
necessarily elsewhere. As usual for Hopf bifurcations, we assume that a pair of simple complex
conjugate eigenvalues of A(µ) crosses the imaginary axis upon moving µ ∈ R through zero. We
collect the structural hypotheses on A and G without further loss of generality to our leading
order analysis.
Hypothesis 2.1. The eigenvalues of A(µ) are given by µ±iω(µ) with smooth non-zero ω(µ) ∈ R
and all other eigenvalues have non-zero real part at µ = 0. The nonlinearity G is Lipschitz
continuous and satisfies G(u) = O(|u|2).
We denote by Ec the center eigenspace of A(0) of the eigenvalues ±iω(0), and first note the
following result on invariant manifolds due to [3], which corresponds to center manifolds in the
smooth case.
Proposition 2.2. Under Hypothesis 2.1, for 0 ≤ |µ|  1 there exist 2-dimensional Lipschitz
continuous invariant manifolds Mµ in an open neighborhood U∗ ⊂ U of u∗, which contain
u∗ and all solutions that stay in U∗ for all time. Furthermore, if at µ = 0 all eigenvalues
other than ±iω(0) have strictly negative real part, then eachMµ is (transversally) exponentially
attractive. In addition, eachMµ is a Lipschitz continuous graph over Ec that depends Lipschitz
continuously on µ.
Proof. The statements follow directly from [3] upon adding a trivial equation for the parameter,
as usual in center manifolds. As for center manifolds, the proof relies on cutting off the vector
field near u∗, cf. [3, Remark 6.2], and we infer the existence ofMµ from [3, Corollary 6.4]. The
assumptions are satisfied since G is of quadratic order, which means the Lipschitz constant of
G becomes arbitrarily small on small balls centered at u∗. The stability statement follows from
[3, Corollary 6.5].
More refined stability information and estimates can be found in [3].
Next, we present a variant of the standard Andronov-Hopf bifurcation theorem, cf. [6], which
does not use any additional smoothness assumption. Here the uniqueness part relies on Propo-
sition 2.2, but the existence is independent of it. As mentioned, in case of a single switching
surface, the abstract bifurcation of periodic solutions without smoothness statement concerning
the branch follows from the results in [35], see also [21].
Theorem 2.3. Assume Hypothesis 2.1. A locally unique branch of periodic solutions to (2.1)
bifurcates from u∗ = 0 at µ = 0. Specifically, there is a neighborhood V ⊂ U of u∗, such that
for 0 < |µ|  1 periodic solutions to (2.1) in V are given (up to phase shift) by a Lipschitz
continuous one-parameter family of ω˜(a)-periodic solutions uper(t; a), µ = µ(a) for 0 ≤ a  1,
ω˜(0) = ω(0), µ(0) = 0, whose projections into Ec have the complexified form aeiω˜(a)t + o(|a|).
Moreover, we have the estimate dist(uper(·; a), Ec) = O(a2).
This bifurcation is typically ‘degenerate’ compared to the generic smooth Hopf bifurcation as
in the example (1.2), where the union with the reflected branch to negative u is not C1 through
u = 0.
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Proof. We change coordinates such that A(µ) is in block-diagonal form with upper left 2-by-2
block for the eigenspace Ec having diagonal entries µ and anti-diagonal ±ω(µ), and remaining
lower right (n − 2)-dimensional block invertible at µ = 0; the modified G remains of quadratic
order and is Lipschitz continuous. Upon changing to cylindrical coordinates with vertical com-
ponent u = (u3, . . . , un), where uj are the scalar components of u, we obtain
(2.2)
r˙ = µr +R1(r, u;µ),
rϕ˙ = ω(0)r +R2(r, u;µ),
u˙ = A˜u+R3(r, u;µ).
Here A˜ is the invertible right lower block at µ = 0 and we suppress the dependence on ϕ of Rj ,
j = 1, 2, 3. Due to the Hypothesis 2.1 in these coordinates, we have the following estimates:
R1(r, u;µ) = O(r2 + |µ|(r2 + |u|) + |u|2), Rj(r, u;µ) = O(r2 + |µ|(r + |u|) + |u|2), j = 2, 3.
We seek initial conditions r0, u0, ϕ0 and a parameter µ that permit a periodic solution near the
trivial solution r = u = 0. By Proposition 2.2 any such periodic orbit is a Lipschitz graph over
Ec so that there is a periodic function u˜ with u = ru˜. Let T > 0 denote the period and suppose
r(t) = 0 for some t ∈ [0, T ]. Then u(t) = 0 and therefore u(t) = u∗, so that u = u∗ is the trivial
solution. Hence, we may assume that r is nowhere zero and thus u˜ solves
˙˜u = A˜u˜+ R˜3(r, u˜;µ),
where R˜3(r, u˜;µ) = O
(
r+ |µ|+ |u˜|(|µ|+ r|u˜|)). By variation of constants we solve this for given
r, ϕ as
(2.3) u˜(t) = eA˜tu˜0 +
∫ t
0
eA˜(t−s)R˜3(r(s), u˜(s);µ)ds,
with initial condition u˜(0) = u˜0. T -periodic solutions solve in particular the boundary value
problem
0 = u˜(T )− u˜(0) =
∫ T
0
˙˜u(s)ds
=
∫ T
0
A˜eA˜su˜0ds+
∫ T
0
(
A˜
∫ s
0
eA˜(s−τ)R˜3(r(τ), u˜(τ);µ)dτ + R˜3(r(s), u˜(s);µ)
)
ds
=
(
eA˜T − Id
)
u˜0 + R˜4(r, u˜;µ),(2.4)
where eA˜T − Id is invertible since A˜ is invertible.
We have R˜4(r, u˜;µ) = O
(
r∞ + |µ| + u˜∞(|µ| + r∞u˜∞)
)
with r∞ = sup{r(t) | t ∈ [0, T ]} and
u˜∞ = sup{|u˜(t)| | t ∈ [0, T ]}, and by (2.3) there is a C > 0 depending on T with
u˜∞ ≤ C
(|u˜0|+ r∞ + |µ|+ u˜∞(|µ|+ r∞u˜∞)) ⇔ (1− C(|µ|+ r∞u˜∞))u˜∞ ≤ C(|u˜0|+ r∞ + |µ|),
so that for 0 ≤ |u˜0|, r∞, |µ|  1, it follows 12 ≤
(
1 − C(|µ| + r∞u˜∞)
)
and therefore u˜∞ ≤
2C(|u˜0|+ r∞ + |µ|). Thus,
R˜4(r, u˜;µ) = O(r∞ + |µ|+ |u˜0|(|µ|+ r∞|u˜0|)).
Based on this, the uniform Banach contraction principle applies upon rewriting (2.4) as
u˜0 =
(
eA˜T − Id
)−1 R˜4(r, u˜;µ),
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which yields a locally unique Lipschitz continuous solution u˜0(r, ϕ;µ) = O(r∞+ |µ|). Note that
together with the aforementioned, this implies the estimate u˜∞ = O(r∞ + |µ|).
Substituting v(t) = r(t)u˜(t) with initial condition u˜0(r, ϕ;µ) for u˜ into the first two equations
of (2.2) gives
(2.5)
r˙ = µr +R5(r;µ),
ϕ˙ = ω(0) +R6(r;µ),
where we have divided the equation for ϕ by r, since we look for non-zero solutions, and
R5(r;µ) = rO
(
r+ |µ|r+ |u˜|(|µ|+ r|u˜|)) = rO(r∞+ |µ|r∞) = rO(r∞), R6(r;µ) = O(r∞+ |µ|).
Since ω(0) 6= 0, for 0 ≤ r, |µ|  1 we may normalize the period to T = 2pi and obtain
(2.6) dr
dϕ
= µr +R5(r;µ)
ω(0) +R6(r;µ) = r
(
µ
ω(0) +R7(r;µ)
)
,
where R7(r;µ) = O(r∞ + |µ|r∞) = O(r∞) follows from direct computation. Analogous to u˜
above, the boundary value problem r(2pi) = r(0) can be solved by the uniform contraction
principle, which yields a locally unique and Lipschitz continuous solution µ(r0) = O(r0). Since
ϕ is 2pi-periodic, any periodic solution has a period 2pim for some m ∈ N, and the previous
computation gives a unique solution for any m, from which we took the one with minimal
period, i.e., m = 1.
Finally, the statement of the form of periodic solutions directly proceeds with a = r0 from
changing back to the original time scale and coordinates. Notice that r∞ = O(r0) holds true
since we are integrating an ODE over a bounded interval, such that the ratio between r∞ and
r0 is a bounded quantity, which is uniform because the vector field goes to zero when r goes
to zero. Therefore, and together with µ(r0) = O(r0), the previous estimate u˜∞ = O(r∞ + |µ|)
becomes u˜∞ = O(r0). Moreover, applying the supremum norm on both sides of u = ru˜ one gets
u∞ = r∞u˜∞, which is precisely of order O(r20), as we wanted to prove.
While this theorem proves the existence of periodic orbits, it does not give information about
their location in parameter space, scaling properties and stability; the problem is to control
the leading order part of R7 in (2.6), which – in contrast to the smooth case – turns out to
be tedious. Consequently, we next aim to identify a suitable setting analogous to the center
manifold reduction, and normal form transformations for a smooth vector field. In particular,
we seek formulas for the analogue of the first Lyapunov coefficient from the smooth framework,
whose sign determines whether the bifurcation is sub- or supercritical.
In order to specify a setting that allows for such an analysis, and is also relevant in appli-
cations, we will assume additional regularity away from sufficiently regular hypersurfaces Hj ,
j = 1, . . . , nH , and denote H := ∪nHj=1Hj . We refer to these hypersurfaces as switching surfaces
and assume these intersect pairwise transversally at the equilibrium point u∗ = 0.
Hypothesis 2.4. The switching surfaces Hj , j = 1, . . . , nH , are Ck smooth, k ≥ 1 and intersect
transversally at u∗ = 0. In each connected component of U \ H the function G is Ck smooth
and has a Ck extension to the component’s boundary.
For simplicity, and with applications in mind, we consider only two switching surfaces, nH =
2. In order to facilitate the analysis, we first map H1, H2 locally onto the axes by changing
coordinates.
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Lemma 2.5. Assume Hypotheses 2.1 and 2.4 and let nH = 2. There is a neighborhood V ⊂ U
of u∗ and a diffeomorphism Ψ on V such that Ψ(Hj ∩ V ) = {uj = 0} ∩ Ψ(V ), j = 1, 2; in
particular Ψ(u∗) = 0. In subsequent cylindrical coordinates (r, ϕ, u) ∈ R+ × [0, 2pi)× Rn−2 with
respect to the (u1, u2)-coordinate plane, the vector field is Ck with respect to (r, u).
Proof. The smoothness of Hj , j = 1, 2, and their transverse intersection allow for a smooth
change of coordinates that straighten H1, H2 locally near u∗ and maps these onto the coordinate
hypersurfaces {u1 = 0}, {u2 = 0}, respectively. The assumed smoothness away from the
switching surfaces implies the smoothness in the radial direction.
A concrete analysis of the nature of a Hopf bifurcation requires additional information on the
leading order terms in G. As shown subsequently, a sufficient condition to identify the structure
of the quadratic terms is Hypothesis 2.4 with k = 2.
Theorem 2.6. Assume Hypotheses 2.1 and 2.4 for k ≥ 2 and let nH = 2. In the coordinates of
Lemma 2.5, the non-smooth quadratic order terms in a component Gj, j = 1, . . . , n, of G are of
the form u`[ui]
p+
p− , 1 ≤ ` ≤ n, i = 1, 2, where p+ , p− ∈ R depend on i, `, j and are the limits of
second derivatives of G on the different connected components of Rn \H.
Proof. Consider a coordinate quadrant and let G˜ be the extension of G to its closure. By
assumption, we can Taylor expand G˜(u) = 12D2G˜(0)[u,u] + o(|u|2) since G(0) = 0 as well as
DG˜(0) = 0. However, for different coordinate quadrants the second order partial derivates may
differ. By the form of H in Lemma 2.5, one-sided derivatives transverse to the coordinate axes
might be distinct only for the u1, u2 axes. Hence, at u = 0 second order derivatives involving
u1, u2 may differ, and we denote by pj`i± the partial derivatives ∂
2
∂ui∂u`
Gj(0), 1 ≤ ` ≤ n, that are
one-sided with respect to i = 1, 2 as indicated by the sign. The functions [ui]
pj`i+
pj`i−
thus provide
a closed formula for the quadratic terms of Gj as claimed.
Even with explicit quadratic terms in these coordinates, an analysis based on the coordinates
of Lemma 2.5 remains a challenge.
Remark 2.7. In cylindrical coordinates relative to Ec, cf. (2.2), the vector field is in general
not smooth in the radial direction. In general, smoothness cannot be achieved by changing
coordinates as this typically modifies H to be non-radial. In particular, we cannot assume,
without loss of generality, that the linear part in the coordinates of Lemma 2.5 is in block-
diagonal form or in Jordan normal form as in (2.2).
For exposition, we consider the planar situation n = 2, where H1, H2 are the u1- and u2-axes,
respectively. In contrast to (1.5) (and (2.2)), the linear part is generally not in normal form,
i.e., we have
(2.7)
(
u˙1
u˙2
)
=
(
m1 m2
m3 m4
)(
u1
u2
)
+
(
f1 (u1, u2)
f2 (u1, u2)
)
,
whereG = (f1, f2) is nonlinear. Based on Hypothesis 2.1 the linear part satisfies µ = 12(m1+m4),
with µ = 0 at the bifurcation point, and the determinant at µ = 0 is positive so that we get
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together m21 + m2m3 < 0 and m2m3 < 0. Upon changing to polar coordinates we obtain,
generally different from (2.5),
(2.8)
{
r˙ = M(ϕ)r + χ2(ϕ)r2 +O(r3),
ϕ˙ = W (ϕ) + Ω1(ϕ)r +O(r2),
where M,χ2,W,Ω1 are 2pi-periodic in ϕ. Abbreviating c := cosϕ and s := sinϕ, we have
explicitly
M(ϕ) = m1c2 + (m2 +m3)sc+m4s2,
W (ϕ) = m3c2 + (m4 −m1)sc−m2s2,
where χ2,Ω1 are continuous but in general non-smooth in ϕ as a combination of generalized
absolute value terms (1.4). Due to the conditions at µ = 0 we have W (ϕ) 6= 0 for any ϕ so that
ϕ˙ 6= 0 for 0 ≤ r, |µ|  1. This allows to rescale time in (2.8) analogous to (2.6) and gives
(2.9) r′ := dr
dϕ
= M(ϕ)r + χ2(ϕ)r
2
W (ϕ) + Ω1(ϕ)r
+O(r3) = M(ϕ)
W (ϕ)r +
(
χ2(ϕ)
W (ϕ) −
M(ϕ)Ω1(ϕ)
W (ϕ)2
)
r2 +O(r3).
Using averaging theory, as it will be discussed in detail in §3.1, periodic orbits of (2.9) are
generically in 1-to-1 correspondence with equilibria of the averaged form of (2.9) given by
r¯′ = Λr¯ + Σr¯2 +O(r¯3),(2.10)
where Λ,Σ ∈ R are the averages of the linear and quadratic coefficients, respectively,
Λ = 12pi
∫ 2pi
0
M(ϕ)
W (ϕ)dϕ =
m1 +m4√−4m2m3 − (m1 −m4)2 ,(2.11)
Σ = 12pi
∫ 2pi
0
χ2(ϕ)
W (ϕ) −
M(ϕ)Ω1(ϕ)
W (ϕ)2 dϕ.(2.12)
The explicit expression in (2.11) follows from a straightforward but tedious calculation; note
that Λ ∈ R for 0 ≤ |µ|  1 due to the above conditions at bifurcation.
For Σ 6= 0, equilibria of (2.10) are r¯ = 0 and r¯ = −Λ/Σ, which gives a branch of non-
trivial periodic orbits parameterized by Λ. The direction of branching, and thus the super- and
subcriticality, is determined by the sign of Σ, which therefore is a generalized first Lyapunov
coefficient. However, this is still unsatisfying as it does not readily provide an explicit algebraic
formula for Σ in terms of the coefficients of A(µ) and G.
In order to further illustrate this issue, let f1, f2 be purely quadratic and built from second
order modulus terms as in (1.6). In this case we explicitly have
χ2(ϕ) = c|c|(a11c+ b11s) + c|s|(a12c+ b12s) + s|c|(a21c+ b21s) + s|s|(a22c+ b22s),(2.13)
Ω1(ϕ) = −
[
c|c|(a11s− b11c) + c|s|(a12s− b12c) + s|c|(a21s− b21c) + s|s|(a22s− b22c)
]
,(2.14)
which are continuous but not differentiable due to the terms involving |c|, |s|.
Clearly, the building blocks of the integrals in (2.12) are rational trigonometric functions with
denominator W of degree 2 and numerators of degree 3 and 5. However, explicit formulas based
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on this appear difficult to obtain, so that we instead change to linear normal form as discussed
in §4.4, with the caveat that the nonlinear terms are in general not smooth in the radius.
Indeed, in the normal form case m1 = µ, m2 = −ω, m3 = ω, m4 = µ the situation becomes
manageable: in (2.8) we have constant M(ϕ) = µ and W (ϕ) = ω(µ), and we will show below
that then Σ = 23piωσ# , with σ# as defined in §1. Therefore, until §4.4 we will assume that the
linear part is in normal form in the coordinates of Lemma 2.5, which also occurs in applications
as mentioned in §1.
3 Planar normal form case with absolute values
In this section we discuss two approaches to infer existence and bifurcation of periodic orbits
in our mildly non-smooth setting. First, we provide details for the aforementioned approach by
averaging, and second discuss a direct approach that provides a detailed unfolding by Lyapunov-
Schmidt reduction, and that can also be used in some non-generic cases.
While we focus here on the planar case, both methods readily generalize to higher dimensional
settings. For averaging one needs normal hyperbolicity in general, and for the direct approach
we present higher dimensional cases in upcoming sections. Without change in the leading order
result, for simplicity we fix the imaginary part ω 6= 0 independent of µ.
To simplify the exposition in this section, we assume the linear part is in normal form and the
non-smooth terms are of second order modulus type, i.e. with absolute value | · | = [·]1−1. The
general case will be discussed in §4. With the linear part in normal form and including smooth
quadratic and cubic terms we thus consider the form of (2.1) given by, cf. (2.7),{
v˙ = µv − ωw + f (v, w) + fq (v, w) + fc (v, w) ,
w˙ = ωv + µw + g (v, w) + gq (v, w) + gc (v, w) ,
(3.1)
where f, g are as in (1.6), and
fq (v, w) = a1v2 + a2vw + a3w2, fc (v, w) = ca1v3 + ca2vw2 + ca3v2w + ca4w3,
gq (v, w) = b1v2 + b2vw + b3w2, gc (v, w) = cb1v3 + cb2vw2 + cb3v2w + cb4w3,
and µ, ω ∈ R with ω 6= 0, and aij , bij , ak, bk, cah, cbh, ∀i, j ∈ {1, 2},∀k ∈ {1, 2, 3}, ∀h ∈ {1, 2, 3, 4}
are real constants, all viewed as parameters.
3.1 Averaging
We next show how to apply averaging theory to (3.1) in polar coordinates. In addition to σ# , σ2
from (1.7), (1.8), the following appear as normal form coefficients:
Sq := a1a2 + a2a3 − b1b2 − b2b3 − 2a1b1 + 2a3b3,
Sc := 3ca1 + ca2 + cb3 + 3cb4.
Notice that σ# , σ2 depend only on f, g, i.e. the non-smooth terms, while Sq depends on the
smooth quadratic terms fq, gq, and Sc on the cubic ones fc, gc.
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Theorem 3.1. For 0 < |µ|  1 periodic solutions to (3.1) are locally in 1-to-1 correspondence
with equilibria of the averaged normal form in polar coordinates v = r cosϕ, w = r sinϕ of (3.1)
given by
(3.2) r¯′ = µ
ω
r¯ + 23piωσ# r¯
2 +
( 1
8ω2Sq +
1
8ωSc −
1
2piω2σ2
)
r¯3 +O
(
r¯4 + |µ|r¯2
)
.
Remark that in accordance with the smooth Hopf bifurcation, the quadratic term in r¯′ vanishes
for vanishing non-smooth terms f = g = 0, so that the leading order nonlinear term in the
normal form is cubic. Before giving the proof we note and discuss an important corollary. For
this recall the pitchfork bifurcation of (1.2) which is degenerate in that the bifurcating branch
is non-smooth.
Corollary 3.2. If σ# 6= 0, then at µ = 0 (3.2) undergoes a degenerate pitchfork bifurcation in
µ, where non-trivial equilibria are of the form
(3.3) r0(µ) = − 3pi2σ#
µ+O
(
µ2
)
.
In this case, (3.1) undergoes a degenerate Hopf bifurcation in the sense that for 0 < |µ|  1
periodic solutions to (3.1) are locally in 1-to-1 correspondence with r0(µ), which is also the
expansion of the radial component of the periodic solutions. In particular, this Hopf bifurcation
is subcritical if sgn(σ#) < 0 and supercritical if sgn(σ#) > 0. Moreover, the bifurcating periodic
orbits of (3.1) are of the same stability as the equilibria r0 in (3.2).
Proof. (Corollary 3.2) The bifurcation statement follows directly from Theorem 3.1 and the
statement about stability follows from Theorem 6.3.3 in [29]. Since r0 ≥ 0 we must have µσ# ≥ 0
must hold. Hence, the sign of σ# determines the criticality of the bifurcation.
The radial components r(ϕ;µ) of the periodic orbits are in general not constant in ϕ, but this
dependence is of order µ2. We thus consider (3.3) as the leading order amplitude of the periodic
solutions.
Remark 3.3. Since the criticality of the Hopf bifurcation is given by the sign of σ# , it is
an analogue of the first Lyapunov coefficient in this non-smooth case. For the smooth case
f = g = 0, where σ# = σ2 = 0, the classical first Lyapunov coefficient is σs := 18ωSq +
1
8Sc. In
§3.2 we show that there is no canonical way to infer the sign of σ# from smoothening a priori.
Remark 3.4. In case σ# = 0 but non-zero cubic coefficient in (3.2), the bifurcating branch is a
quadratic function of µ to leading order. This readily gives an analogue of the second Lyapunov
coefficient in this non-smooth case. An explicit statement in absence of smooth terms is given
in Theorem 3.12 below. Notably, in the smooth case, vanishing first Lyapunov coefficient, but
non-zero second Lyapunov coefficient yields a quartic bifurcation equation. Hence, the scaling
laws are µ1/j with j = 1, 2 in the non-smooth and j = 2, 4 in the smooth case.
Next we give the proof of Theorem 3.1.
Proof. (Theorem 3.1) Taking polar coordinates (v, w) = (r cosϕ, r sinϕ) system (3.1), cf. (2.8),
becomes {
r˙ = µr + r2χ2(ϕ) + r3χ3(ϕ),
ϕ˙ = ω + rΩ1(ϕ) + r2Ω2(ϕ),
(3.4)
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where χ2(ϕ) and Ω1(ϕ) are as in (2.13) and (2.14), respectively, but adding now the contributions
of the smooth quadratic terms of fq, gq:
χ2(ϕ) = c|c|(a11c+ b11s) + c|s|(a12c+ b12s) + s|c|(a21c+ b21s) + s|s|(a22c+ b22s)
+ (a1 − b2 − a3)c3 + (b1 + a2 − b3)sc2 + (b2 + a3)c+ b3s,
Ω1(ϕ) = −
[
c|c|(a11s− b11c) + c|s|(a12s− b12c) + s|c|(a21s− b21c) + s|s|(a22s− b22c)
]
+ (b1 + a2 − b3)c3 + (−a1 + b2 + a3)sc2 + (−a2 + b3)c− a3s,
and χ3(ϕ) and Ω2(ϕ) are smooth functions of ϕ and the coefficients of fc, gc:
χ3(ϕ) = (ca1 − ca2 − cb3 + cb4)c4 + (ca3 − ca4 + cb1 − cb2)sc3
+ (ca2 + cb3 − cb4)c2 + (ca4 + cb2)sc+ cb4s2,
Ω2(ϕ) = (ca3 − ca4 + cb1 − cb2)c4 + (ca2 − ca1 + cb3 − cb4)sc3 − ca3c2
+ (cb4 − ca2)sc− ca4s2 + (cb2 + ca4)c2.
To simplify the notation we write, as before, c = cosϕ, s = sinϕ.
Analogous to (2.9), we change parametrization such that the return time to ϕ = 0 is equal for
all orbits starting on this half-axis with initial radius r0 > 0 to get
r′ := drdϕ =
µr + r2χ2(ϕ) + r3χ3(ϕ)
ω + rΩ1(ϕ) + r2Ω2(ϕ)
.
Expanding the right-hand side of r′ in small r and µ gives
r′ = µ
ω
r + χ2
ω
r2 +
(
χ3
ω
− χ2Ω1
ω2
)
r3 +O
(
r4 + |µ|r2
)
.(3.5)
In order to follow the method of averaging (e.g. [16, 29]), we write r = x and µ = m for
0 <  1, such that (3.5) in terms of x and m becomes
x′ = 
(
m
ω
x+ χ2
ω
x2
)
+ 2
(
χ3
ω
− χ2Ω1
ω2
)
x3 + 2O
(
x4 + |m|x2
)
.(3.6)
Following [29], there is a near-identity transformation which maps solutions of the truncated
averaged equation
(3.7) y′ = f¯1(y) + 2f¯2(y) + 3f¯[3](y, ϕ, )
to solutions of (3.6), where its detailed derivation is given in Appendix A.1, as well as an
explanation of the computation of the following integrals:
(3.8)
f¯1(y) =
1
2pi
∫ 2pi
0
(
m
ω
z + χ2(ϕ)
ω
z2
)
dϕ = m
ω
y + 23piωσ#y
2,
f¯2(y) =
1
2pi
∫ 2pi
0
(
χ3(ϕ)
ω
− χ2(ϕ)Ω1(ϕ)
ω2
)
y3dϕ =
( 1
8ω2Sq +
1
8ωSc −
1
2piω2σ2
)
y3.
We obtain the averaged equation (3.2) from (3.5) by the change of coordinates y = r¯ and
m = µ applied to (3.7); this becomes (3.2) since all terms involving  cancel out.
Finally, from Theorem 6.3.2 in [29] the existence of a periodic orbit in the averaged system
implies the existence of a periodic orbit in the original system.
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3.2 Smoothening and the 1st Lyapunov coefficient
From Remarks 3.3 and 3.4 on the first and second Lyapunov coefficients, it is natural to ask in
what way the non-smooth first Lyapunov coefficient
σ# = 2a11 + a12 + b21 + 2b22
from (1.7) differs from the first Lyapunov coefficient of a smoothened version of (1.5).
More specifically, the question is whether one can smoothen the vector field in such a way
that the sign of the first Lyapunov coefficient σs is the same as that of the non-smooth one σ#
in all cases. We shall prove that this is not possible without using the formula for σ# – using
this formula we can find suitable smoothening.
Clearly, non-convex approximations of the absolute value | · | can change criticality compared
to the non-smooth case (see Figure 3). More generally, we have the following.
Lemma 3.5. For any f, g with a sign change in the coefficients a11, a12, b21, b22, there are smooth
approximations fε, gε with (fε, gε)→ (f, g) in L∞ such that the criticality of the smoothened Hopf
bifurcation is opposite that of the non-smooth case. Moreover, fε, gε can be chosen as symmetric
smooth convex approximations of the absolute values in f, g.
Proof. Without loss of generality, we consider system (1.5). For given f, g we can choose a
smooth approximation of | · | in the terms with coefficients a11, a12, b21, b22 that have quadratic
terms with positive coefficients of the form ε−1a˜11, ε−1a˜12, ε−1b˜21, ε−1b˜22, respectively. Then the
(smooth) first Lyapunov coefficient reads
σs,ε := ε−1
(
3a˜11a11 + a˜12a12 + b˜21b21 + 3b˜22b22
)
,
which is the same as Sc in §3.1 when replacing accordingly coefficients of f, g and fc, gc, respec-
tively.
Suppose now σ# < 0. In this case, the sign change within (a11, a12, b21, b22) allows to choose
(a˜11, a˜12, b˜21, b˜22) > 0 such that σs,ε > 0. Likewise for σ# > 0 we can arrange σs,ε < 0.
Remark 3.6. If all of a11, a12, b21, b22 have the same sign, then any convex smoothening of the
absolute value with non-zero quadratic terms will yield a first Lyapunov coefficient of the same
sign as σ# 6= 0. Moreover, having derived the formula for σ#, we can – a posteriori – identify
a smoothening that preserves criticality for all f, g. With the notation of Lemma 3.5 this is
a˜11 = b˜22 = 2/3, a˜12 = b˜21 = 1.
Lemma 3.7. There is no smooth approximation of the absolute value function with non-zero
quadratic term that preserves the criticality of the non-smooth case for all f, g.
Proof. In contrast to Lemma 3.5 here all absolute value terms in f, g are approximated in the
same way so that in the notation of the proof of Lemma 3.5 we have a˜11 = a˜12 = b˜21 = b˜22 > 0.
Without loss of generality we can assume this is one due to the prefactor ε−1, so that the first
Lyapunov coefficient is
σs,ε = ε−1 (3a11 + a12 + b21 + 3b22) ,
and we readily find examples of (a11, a12, b21, b22) such that the signs of σ# and σs,ε differ.
The discrepancies shown here for the absolute value function readily carry over to the gener-
alized absolute value function (1.4).
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3.3 Direct Method
In Theorem 3.1, the conclusion for (3.1) does not cover the bifurcation point µ = 0 so that we
cannot infer uniqueness of the branch of bifurcating periodic orbits directly. In order to directly
include µ = 0 in the bifurcation analysis and to facilitate the upcoming generalizations, we
present a ‘direct’ method for a general (possibly) non-smooth planar system. This does not rely
on the existence of an invariant manifold as in Proposition 2.2 or results from averaging theory.
The basic result is the following bifurcation of periodic solutions for a radial equation with
quadratic nonlinear term, which cannot stem from a smooth planar vector field, but occurs in
our setting as in (2.8).
Proposition 3.8. Consider a planar system in polar coordinates (r, ϕ) ∈ R+ × [0, 2pi) periodic
in ϕ, {
r˙ = rµ+ r2χ2(ϕ),
ϕ˙ = ω + rΩ1(ϕ),
(3.9)
where µ ∈ R, ω 6= 0 and continuous χ2(ϕ),Ω1(ϕ) with minimal period 2pi.
If
∫ 2pi
0 χ2(ϕ)dϕ 6= 0, then a locally unique branch of periodic orbits bifurcates at µ = 0. These
orbits have period 2pi +O(µ) and constant radius satisfying
(3.10) r0 =
−2pi∫ 2pi
0 χ2(ϕ)dϕ
µ+O
(
µ2
)
.
In particular, since r0 ≥ 0, the criticality of the bifurcation is determined by the sign of∫ 2pi
0 χ2(ϕ)dϕ.
For later reference we present a rather detailed proof.
Proof. As in the proof of Theorem 3.1, for small r the radius satisfies
r′ :=rµ+ r
2χ2(ϕ)
ω + rΩ1(ϕ)
=: Ψ(r, ϕ).(3.11)
We fix the initial time at ϕ0 = 0 and for any initial r(0) = r0, a unique local solution is
guaranteed from the Picard-Lindelöf theorem with continuous time dependence, e.g., [18]. This
also guarantees existence on any given time interval for sufficiently small |µ|, r0. Moreover, the
solution r(ϕ; r0) can be Taylor expanded with respect to r0 due to the smoothness of Ψ(r, ϕ) in r
and continuity in the time component using the uniform contraction principle for the derivatives,
cf. [18].
On the one hand, we may thus expand r(ϕ) = r(ϕ; r0) as
r(ϕ) = α1(ϕ)r0 + α2(ϕ)r20 +O
(
r30
)
,
and differentiate with respect to ϕ,
(3.12) r′(ϕ) = α′1(ϕ)r0 + α′2(ϕ)r20 +O
(
r30
)
,
where α1(0) = 1 and α2(0) = 0 since r(0) = r0.
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On the other hand, we Taylor expand Ψ(r, ϕ) in r = 0 from (3.11), using Ψ(0, ϕ) = 0, as
r′ = Ψ(r, ϕ) = Ψ(0, ϕ) + ∂rΨ(0, ϕ)r +
1
2∂
2
rΨ(0, ϕ)r2 +O
(
r3
)
= k1r + k2r2 +O
(
r3
)
,(3.13)
where we denote ∂irΨ(0, ϕ) =
∂iΨ(r,ϕ)
∂ri
∣∣
r=0, i ∈ N and set
(3.14) k1 := ∂rΨ(0, ϕ) =
µ
ω
, k2(ϕ) :=
1
2∂
2
rΨ(0, ϕ) =
ωχ2(ϕ)− µΩ1(ϕ)
ω2
.
Matching the coefficients of r0 and r20 in (3.12) and (3.13) gives the ODEs α′1 = k1α1 and
α′2 = k1α2 + k2α21. The solutions with α1(0) = 1 and α2(0) = 0 read
α1(ϕ) = ek1ϕ, α2(ϕ) =
∫ ϕ
0
ek1(ϕ+s)k2(s)ds.
Periodic orbits necessarily have period 2pim for some m ∈ N, which gives the condition
(3.15) 0 = r(2pim)− r(0) =
∫ 2pim
0
r′dϕ = r0
∫ 2pim
0
α′1(ϕ)dϕ+ r20
∫ 2pim
0
α′2(ϕ)dϕ+O
(
r30
)
.
Using the series expansion of e2pimk1 in µ = 0 we have∫ 2pim
0
α′1(ϕ)dϕ = α1(2pim)− α1(0) = e2pimk1 − 1 = 2pimk1 +O
(
µ2
)
,
and similarly,∫ 2pim
0
α′2(ϕ)dϕ = α2(2pim)− α2(0) = e2pimk1
∫ 2pim
0
ek1ϕk2(ϕ)dϕ− 0
= (1 + 2pimk1)
∫ 2pim
0
k2(ϕ)dϕ+ k1
∫ 2pim
0
ϕk2(ϕ)dϕ+O
(
µ2
)
.
For non-trivial periodic orbits, r0 6= 0, we divide (3.15) by r0, which gives the bifurcation
equation
0 = 2pimk1 + r0
(
(1 + 2pimk1)
∫ 2pim
0
k2(ϕ)dϕ+ k1
∫ 2pim
0
ϕk2(ϕ)dϕ
)
+O
(
µ2
)
,
where the factor of r0 is non-zero at µ = 0 by assumption. Hence, the implicit function theorem
applies and gives a unique solution. Since the solution for m = 1 is a solution for any m this is
the unique periodic solution. Solving the bifurcation equation for m = 1 gives
r0 =
−2piµ
(ω + 2piµ)
∫ 2pi
0 k2(ϕ)dϕ+ µ
∫ 2pim
0 ϕk2(ϕ)dϕ
+O
(
µ2
)
,
whose expansion in µ = 0 gives the claimed (3.10) and in particular the direction of branching.
Finally, the exchange of stability between the trivial equilibrium and the periodic orbit, follows
from monotonicity of the 1-dimensional Poincaré Map on an interval that contains r = 0 and
r = r0(µ) by uniqueness of the periodic orbit.
We next note that higher order perturbations do not change the result to leading order.
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Corollary 3.9. The statement of Proposition 3.8 holds for a planar system in polar coordinates
(r, ϕ) ∈ R+ × [0, 2pi) periodic in ϕ, of the form{
r˙ = rµ+ r2χ2(ϕ) + r3χ3(r, ϕ),
ϕ˙ = ω + rΩ1(ϕ) + r2Ω2(r, ϕ),
(3.16)
where µ ∈ R, ω 6= 0 and χj+1, Ωj, j = 1, 2, are continuous in their variables.
Note that system (3.16) is a generalization of (3.4) in which χ3 and Ω2 depend now on r.
Proof. Following the proof of Proposition 3.8 we write system (3.16) analogous to (3.11) with
Ψ(r, ϕ) = rµ+ r
2χ2(ϕ) + r3χ3(r, ϕ)
ω + rΩ1(ϕ) + r2Ω2(r, ϕ)
.
Upon subtracting the leading order part of (3.13) a direct computation gives a remainder term
of order O(r3), which leads to the claimed result.
Next we show how these results can be directly used to determine the Hopf bifurcation and
its super- or subcriticality. Starting with the simplest model, we return to system (3.1) with
fq, gq, fc, gc ≡ 0, i.e., (1.5). Recall σ# = 2a11 + a12 + b21 + 2b22 from (1.7) was identified as
determining the criticality in Corollary 3.2. With the direct method we obtain the following.
Theorem 3.10. If σ# 6= 0, then there exists an interval I around µ = 0 such that at µ = 0
system (1.5) with f, g from (1.6) undergoes a degenerate Hopf bifurcation in µ where the leading
order amplitudes of the locally unique periodic orbits is given by (3.3). In particular, the unique
bifurcating branch of periodic solutions emerges subcritically if sgn(σ#) < 0 and supercritically
if sgn(σ#) > 0. Moreover, the bifurcating periodic orbits have exchanged stability with the
equilibrium at r = 0, i.e., are stable if they exist for µ > 0 and unstable if this is for µ < 0.
Proof. Taking polar coordinates (v, w) = (r cosϕ, r sinϕ) for system (1.5) gives (3.9), where
χ2(ϕ) and Ω1(ϕ) are as in (2.13) and (2.14), respectively. Applying Proposition 3.8 and com-
puting the integral of χ2 in each quadrant as in the proof of Theorem 3.1, we obtain (3.3), and
criticality follows as in Corollary 3.2.
Finally, the exchange of stability is due to the monotonicity of the 1-dimensional Poincaré
Map.
We next note that, proceeding as for Corollary 3.9, the coefficients from the quadratic and
cubic terms do not affect the bifurcation to leading order.
Corollary 3.11. If σ# 6= 0, then the statement of Theorem 3.10 holds for the more general
system (3.1). In particular, fq, gq, fc and gc do not affect σ# and the leading order bifurcation.
Having investigated σ# 6= 0, we next consider the degenerate case σ# = 0. For that, recall
Remark 3.4 and (1.8).
Theorem 3.12. If σ# = 0 and σ2 6= 0, then there exists an interval I around µ = 0 such
that at µ = 0 system (3.1) undergoes a degenerate Hopf bifurcation in µ where the leading order
amplitudes of the locally unique periodic orbits is given by
(3.17) r0 =
√
2piω
σ2
µ+O (µ) .
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In particular, the unique bifurcating branch of periodic solutions emerges subcritically if sgn(ωσ2) <
0 and supercritically if sgn(ωσ2) > 0. Moreover, the bifurcating periodic orbits have exchanged
stability with the equilibrium at r = 0, i.e., are stable if they exist for µ > 0 and unstable if this
is for µ < 0.
Proof. Proceeding as before, we write (3.1) in polar coordinates (v, w) = (r cosϕ, r sinϕ) and
change the time parametrization to obtain the form (3.11) for the radial equation.
On the one hand, we expand the solution r(ϕ) = r(ϕ; r0) with r(0) = r0,
(3.18) r′(ϕ) = α′1(ϕ)r0 + α′2(ϕ)r20 + α′3(ϕ)r30 +O
(
r40
)
,
where α1(0) = 1 and α2(0) = α3(0) = 0.
On the other hand, we compute the Taylor expansion of r′, from (3.11), up to third order in
r = 0 as
r′ = Ψ(r, ϕ) = k1r + k2r2 + k3r3 +O
(
r4
)
,
where we use Ψ(0, ϕ) = 0 and the notation (3.14) as well as
k3(ϕ) :=
1
3!∂
3
rΨ(0, ϕ) =
−ωχ2(ϕ)Ω1(ϕ) + µΩ1(ϕ)2
ω3
.
Analogous to the proof of Proposition 3.8, using (3.18) and its derivate, and comparing coeffi-
cients, give the ODEs
α′1 = k1α1, α′2 = k1α2 + k2α21, α′3 = k1α3 + 2k2α1α2 + k3α31.
We solve these by variation of constants, using α1(0) = 1 and α2(0) = α3(0) = 0 as
α1(ϕ) = ek1ϕ,
α2(ϕ) =
∫ ϕ
0
ek1(ϕ+s)k2(s)ds,
α3(ϕ) = ek1ϕ
[
2
∫ ϕ
0
k2(s)α2(s)ds+
∫ ϕ
0
e2k1sk3(s)ds
]
.
Periodic orbits are the solutions with r0 6= 0 of
(3.19) 0 = r(2pi)− r(0) = r0
∫ 2pi
0
α′1(ϕ)dϕ+ r20
∫ 2pi
0
α′2(ϕ)dϕ+ r30
∫ 2pi
0
α′3(ϕ)dϕ+O
(
r40
)
.
Straightforward computations give αj(2pi)−αj(0) = Γj +O (µ), j = 2, 3, where Γ2 = 43ωσ# = 0
and Γ3 = 1ω2
(
32
9 σ
2
# − σ2
)
= − σ2
ω2 since σ# = 0. Substitution into (3.19) for periodic orbits and
dividing out r0 6= 0, yields the bifurcation equation
(3.20) 0 = 2pi
ω
µ+ Γ3r20 +O
(
µ2 + µr0 + r30
)
.
Here the implicit function theorem applies a priori to provide a unique branch µ(r0) with
(3.21) µ = σ22piωr
2
0 +O
(
r30
)
.
Solving for r0 gives then (3.17), where the square root to be real requires µωσ2 > 0, which leads
to the claimed sub/supercriticality.
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u u
(a) (b)
Figure 4: Degenerated supercritical pitchfork bifurcation of (4.1) for p− = 5, p+ = 1 of degree
j = 1 (a) and j = 2 (b).
This last theorem readily extends to the analogue of the so-called Bautin bifurcation for smooth
vector fields, also called generalized Hopf bifurcation, which unfolds from zero first Lyapunov
coefficient and identifies a curve of fold points. From (3.20) we directly derive the loci fold points
in the (µ, σ#)-parameter plane as
µ = −2ω
2
9σ2
σ2#
to leading order with respect to σ# . Notably, the loci of fold points for the smooth Bautin
bifurcation also lie on a quadratic curve in terms of the first Lyapunov coefficient. This last
similarity is due to the fact that the ODE of the smooth case has no even terms in the radial
component, r˙ = µr + σsr3 + σlr5, leading to µ = − σ
2
s
4σl . In the (µ, σ#)-parameter plane, the
origin corresponds to the Bautin point and the vertical axis, µ = 0, to the sub- and supercritical
Hopf bifurcations for positive- and negative values of σ# , respectively.
4 Generalizations
In this section we discuss analogous bifurcation results for the generalization from the absolute
value (1.4), and then turn to higher dimensional systems as well as general linear form of the
linear part.
4.1 Generalization from the absolute value
Recall our notation for different left and right slopes (1.4), and consider the generalized canonical
equation
(4.1) u˙ = µu+ σ#uj [u]
p+
p− ,
with left slope p−, right slope p+ and j ∈ N measuring the degree of smoothness such that the
right-hand side is Cj but not Cj+1 smooth. Sample bifurcation diagrams for j = 1 and j = 2
are plotted in Figure 4 for σ# = −1.
The case j = 2 highlights that also lack of smoothness in the cubic terms impacts the bifur-
cation in general. We do not pursue this further here, but analogous to the following discussion
it is possible to derive a modified normal form coefficient Sc.
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For the Hopf bifurcation analysis, we analogously replace the absolute value in (1.6) by (1.4),
and thus replace f, g in (1.5) by
f (v, w;α) = a11v[v]
α1+
α1− + a12v[w]
α2+
α2− + a21w[v]
α3+
α3− + a22w[w]
α4+
α4− ,(4.2)
g (v, w;β) = b11v[v]
β1+
β1−
+ b12v[w]
β2+
β2−
+ b21w[v]
β3+
β3−
+ b22w[w]
β4+
β4−
,(4.3)
where α = (α1± , α2± , α3± , α4±), β = (β1± , β2± , β3± , β4±) ∈ R8. This generalization leads to the
generalized non-smooth first Lyapunov coefficient given by
(4.4) σ˜# := a11(α1+ − α1−) +
1
2a12(α2+ − α2−) +
1
2b21(β3+ − β3−) + b22(β4+ − β4−).
Notably, in the smooth case, where the left- and right slopes coincide, we have σ˜# = 0, and if
left- and right slopes are −1 and 1, respectively, we recover σ# .
Theorem 4.1. If σ˜# 6= 0, then the statement of Theorem 3.10 holds true for (1.5) with f, g
from (4.2), (4.3), respectively, with σ# replaced by σ˜#.
Proof. Taking polar coordinates we obtain (3.9), where
χ2(ϕ) = c2
(
a11[c]
α1+
α1− + a12[s]
α2+
α2−
)
+ s2
(
b21[c]
β3+
β3−
+ b22[s]
β4+
β4−
)
+ sc
(
a21[c]
α3+
α3− + a22[s]
α4+
α4− + b11[c]
β1+
β1−
+ b12[s]
β2+
β2−
)
.
Applying Proposition 3.8 we compute
∫ 2pi
0 χ2(ϕ)dϕ, which gives 43 σ˜# . Indeed, from Definition
(1.4) we obtain∫ 2pi
0
c2a11[c]
α1+
α1−dϕ =
∫ pi
2
0
c3a11α1+dϕ+
∫ 3pi
2
pi
2
c3a11α1−dϕ+
∫ 2pi
3pi
2
c3a11α1+dϕ
= 43a11
(
α1+ − α1−
)
,∫ 2pi
0
c2a12[s]
α2+
α2−dϕ =
∫ pi
0
c2s a12α2+dϕ+
∫ 2pi
pi
c2s a12α2−dϕ
= 23a12
(
α2+ − α2−
)
,
and similarly for the other terms. Note that the integral of the right-hand side term of χ2
vanishes due to the symmetry of sc. Thus, we get (3.3) with σ# replaced by σ˜# = 0.
4.2 3D System
In this section we extend the previous results to higher dimensional systems. Recall that Propo-
sition 2.2 and Theorem 2.3 rely on hyperbolicity of the spectrum of A(0) from (2.1) except for
a simple pair of complex conjugate eigenvalues. Analogously, averaging theory can be used in
this setting to obtain a normal form as in Theorem 3.1. Here we follow the ‘direct method’ and
obtain bifurcation results also without normal hyperbolicity.
To simplify the exposition, we start with the absolute value |·| and consider an extension of
the planar quadratic case (1.5), (1.6), motivated by the example in [2], which is a simplification
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of a model used for ship maneuvering. As discussed in §2, we first assume the linear part is in
normal form – a general linear part will be considered in §4.4 – which gives
(4.5)
u˙v˙
w˙
 =
c1u+ c2u2 + c3uv + c4uw + c5vw + h (v, w)µv − ωw + c6uv + c7uw + f (v, w)
ωv + µw + c8uv + c9uw + g (v, w)
 ,
where f, g are as in (1.6), h (v, w) = h11v|v|+h12v|w|+h21w|v|+h22w|w| and hij , ck, ∀i, j ∈ {1, 2},
∀k ∈ {1, . . . 9}, are real constants, all viewed as parameters. Again we assume ω 6= 0 and take
µ as the bifurcation parameter.
With linear part in normal form in the coordinates of Lemma 2.5, the vector field is actually
smooth in the additional variable u. It turns out that in the generic case c1 6= 0, this additional
smoothness will not be relevant for the leading order analysis, while we make use of it in the
degenerate case c1 = 0.
We define the following quantities that appear in the upcoming results:
(4.6)
γ10 = e
2pic1
ω − 1, γ20 =
e
2pic1
ω
(
e
2pic1
ω − 1
)
c1
(
c2 − c1ρ2
ω(c21 + 4ω2)
)
,
γ02 =
1
ω
e
2pic1
ω
∫ 2pi
0
es
2µ−c1
ω Υ(s)ds, γ11 =
2
3ω2 e
2pic1
ω
[
c1
(
2τ2 +
P
3ωµ
)
−3pic4µ
]
+O(µ2),
δ01 =
2piµ
ω
+O(µ2), δ02 = 23ω
[
σ#
(
2 + 6pi
ω
µ
)
+ Q3ωµ
]
+O(µ2),
δ11 =
e
2pic1
ω − 1
c1
1
ω(c21 + 4ω2)
[
ωρ1 +Rµ
]
+O(µ2),
where we shortened the notation by lumping the weighted sums of coefficients from f, g, and
from the smooth quadratic terms, respectively, given by
τ1 = 4a22 + 5a21 − 5b12 − 4b11, τ2 = 2a22 + a21 − b12 − 2b11, τ3 = a11 − a12 − b21 + b22,
P = 3pi(2τ2 − a11 + b21) + 4τ3, Q = −3pi(b11 + a21) + 2τ1, R = 2piρ1 − ρ2,
ρ1 = c6c21 − c7c1ω + 2c6ω2 − c8c1ω + 2c9ω2, ρ2 = c8c21 − c9c1ω + 2c8ω2 + c6c1ω − 2c7ω2,
as well as the h-dependent
Υ(ϕ) = c5cs+ h11c|c|+ h12c|s|+ h21s|c|+ h22s|s|.
The explicit form of γ02 can be found in Appendix A.2.1.
Theorem 4.2. In cylindrical coordinates (u, v, w) = (u, r cosϕ, r sinϕ), up to time shifts, peri-
odic solutions to (4.5) with r(0) = r0, u(0) = u0 for 0 ≤ |µ|  1 near r = u = 0 are in 1-to-1
correspondence with solutions to the algebraic equation system
0 = γ10u0 + γ20u20 + γ02r20 + γ11u0r0 +O (3) ,(4.7)
0 = δ01r0 + δ02r20 + δ11u0r0 +O (3) ,(4.8)
where O(3) are terms of at least cubic order in u0, r0.
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Proof. In cylindrical coordinates (u, v, w) = (u, r cosϕ, r sinϕ) system (4.5) becomes
u˙ = c1u+ c2u2 + (c3cu+ c4su)r + Υ(ϕ)r2,
r˙ = (µ+ χ1(ϕ)u) r + χ2(ϕ)r2,
ϕ˙ = ω + Ω0(ϕ)u+ Ω1(ϕ)r,
(4.9)
where χ1(ϕ) = c6c2 + (c7 + c8)cs+ c9s2, Ω0(ϕ) = c8c2 + (c9 − c6)cs− c7s2, and the non-smooth
functions χ2(ϕ) and Ω1(ϕ) are as in (2.13) and (2.14), respectively.
Upon rescaling time the equations for u and r of the previous system become
u′ = du/dtdϕ/dt =
c1u+c2u2+(c3cu+c4su)r+Υ(ϕ)r2
ω+Ω0(ϕ)u+Ω1(ϕ)r =: Ψu(u, r, ϕ),
r′ = dr/dtdϕ/dt =
(µ+χ1(ϕ)u)r+χ2(ϕ)r2
ω+Ω0(ϕ)u+Ω1(ϕ)r =: Ψr(u, r, ϕ).
(4.10)
Taylor expansion of u′ and r′ in (u, r) = (0, 0) up to third order gives:
u′ = Ψu(0, 0, ϕ) + ∂uΨu(0, 0, ϕ)u+ ∂rΨu(0, 0, ϕ)r
+ 12∂
2
uΨu(0, 0, ϕ)u2 +
1
2∂
2
rΨu(0, 0, ϕ)r2 + ∂2urΨu(0, 0, ϕ)ur +O (3) ,
(4.11a)
r′ = Ψr(0, 0, ϕ) + ∂uΨr(0, 0, ϕ)u+ ∂rΨr(0, 0, ϕ)r
+ 12∂
2
uΨr(0, 0, ϕ)u2 +
1
2∂
2
rΨr(0, 0, ϕ)r2 + ∂2urΨr(0, 0, ϕ)ur +O (3) .
(4.11b)
On the other hand, and similarly to the procedure of the 2-dimensional case, we write u(ϕ)
and r(ϕ) as the following expansions with some coefficients γij , δij :
(4.12)
u(ϕ) = γ10(ϕ)u0 + γ20(ϕ)u20 + γ01(ϕ)r0 + γ02(ϕ)r20 + γ11(ϕ)u0r0 +O (3) ,
r(ϕ) = δ10(ϕ)u0 + δ20(ϕ)u20 + δ01(ϕ)r0 + δ02(ϕ)r20 + δ11(ϕ)u0r0 +O (3) ,
with the initial conditions u(0) = u0 and r(0) = r0, which imply γ10(0) = δ01(0) = 1 and the
rest zero.
Substituting (4.12) into (4.11a) and (4.11b) and matching the coefficients of the powers of
u0 and r0 we get to solve a set of ODEs in order to obtain the expressions for γij and δij
(see Appendix A.2.1 for the details). Using these, the system of boundary value problems
0 = u(2pi) − u(0), 0 = r(2pi) − r(0) for periodic solutions precisely yields (4.7), (4.8), where
γij = γij(2pi)− γij(0) and δij = δij(2pi)− δij(0).
The solution structure of (4.7), (4.8) strongly depends on whether c1 = 0 or not. If not,
then the transverse direction is hyperbolic and Theorem 3.10 implies a locally unique branch
of periodic solutions. In the non-hyperbolic case the situation is different and we note that if
c1 = 0, then with γ# := 2h21 + c5 + pih22, we have
(4.13) γ10 = 0, γ11 = −
2pic4
ω2
µ+O(µ2), γ20 =
2pic2
ω
, γ02 = −
piγ#
ω2
µ+O(µ2).
Corollary 4.3. Consider system (4.5) in cylindrical coordinates (u, v, w) = (u, r cosϕ, r sinϕ).
If c1 6= 0, then u = u(ϕ;µ) = O
(
µ2
)
and the statement of Theorem 3.10 holds true. If c1 = 0
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and ωc2γ#µ > 0, then precisely two curves of periodic solutions bifurcate at µ = 0 for µσ# ≤ 0,
each in the sense of Theorem 2.3, and their initial conditions r(0) = r0, u(0) = u±0 satisfy
u±0 = u±0 (µ) = ∓
3pi
2σ#
√
γ#
2ωc2
µ3 +O(µ2) = O(|µ|3/2),(4.14)
r0 = r0(µ) = − 3pi2σ#
µ+O(|µ|3/2).(4.15)
In case c1 = 0 and ωc2γ#µ < 0, there is no bifurcation through µ.
Proof. In the (transversely) hyperbolic case c1 6= 0 we have γ10 6= 0, and thus one may solve
(4.7) for u0 by the implicit function theorem as u0 = u0(r0) = O(r20). Substitution into (4.8)
changes the higher order term only, so that to leading order we obtain the same problem as
in Theorem 3.10 with solution given by (3.3). The stability statement of Theorem 3.10 holds
true from the existence of a 2-dimensional Lipschitz continuous invariant manifold given by
Proposition 2.2.
We now consider c1 = 0. Using (4.13) we can cast (4.7), (4.8) as
0 = 2pic2
ω
u20 −
piγ#
ω2
µr20−
2pic4
ω2
µu0r0 +O
(
µ2r20
)
+O (3) ,(4.16)
0 = δ01r0 +
4σ#
3ω r
2
0 +O (|u0r0|+ |µr0|(|u0|+ |r0|)) +O (3) ,(4.17)
so that we may solve (4.16) to leading order as
(4.18) u0 = u±0 (r0;µ) =
c4
ωc2
µr0 ± r0
√
c24
4c22
µ2 +
γ#
2ωc2
µ+O(|µ|) = ±r0
√
γ#
2ωc2
µ+O(|µ|).
Substitution into (4.8) gives a factor r0 corresponding to the trivial solution u0 = r0 = 0. For
non-trivial solutions we divide by r0 6= 0 and solve the leading order part as
r0 = − δ014σ#
3ω +O(
√
µ)
= − 3pi2σ#
µ+O(|µ|3/2).
Next, we substitute this expression into (4.18) and note that perturbation by the higher order
terms yield (4.14), (4.15). These give positive r0 in case σ#µ < 0 and therefore real valued u0
in case ωc2γ#µ > 0. However, if ωc2γ#µ < 0 then for any 0 < |µ|  1 either r0 < 0 or u0 is
imaginary.
We subsequently consider the degenerate case σ# = 0, but assume c1 6= 0, which generalizes
Theorem 3.12 to the present 3-dimensional setting. We will show that the generalization of σ2
is given by −ω2Γ˜3, where
(4.19) Γ˜3 := δ˜03 − δ˜11 γ˜02
γ10
,
with γ10 from (4.6), and
δ˜11 := δ11|µ=0 = e
2pic1
ω − 1
c1
ρ1
c21 + 4ω2
, γ˜02 := γ02|µ=0 =
1
ω
e
2pic1
ω
∫ 2pi
0
e−s
c1
ω Υ(s)ds,
δ˜03 := Γ3 +
1
ω2
∫ 2pi
0
χ1(s)
∫ s
0
ec1
s−τ
ω Υ(τ)dτds.
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Here we make use of the same notation for Γ3 as in (3.20), i.e., Γ3 = 2ω2
∫ 2pi
0 χ2(s)
∫ s
0 χ2(τ)dτds−
1
ω2
∫ 2pi
0 χ2(s)Ω1ds. Comparing Γ˜3 with Γ3, we thus expect Γ˜3 6= Γ3, as a results of the coupling
with the additional variable u. We omit here the fully explicit approach for Γ˜3, since the
expressions become too lengthy for practical uses. However, for illustration, we consider the
simpler case h = 0 in (4.5), which yields
δ˜03 = Γ3 +
c5pi(c6 + c9)
c21 + 4ω2
(
e
2pi
ω
c1 − 1
)
, δ˜11
γ˜02
γ10
= c5ρ1ω
c1(c21 + 4ω2)2
(
e
2pi
ω
c1 − 1
)
,
and thus,
Γ˜3 = Γ3 +
c5
(
e
2pi
ω
c1 − 1
)
c21 + 4ω2
[
pi(c6 + c9)− ρ1ω
c1(c21 + 4ω2)
]
.
Corollary 4.4. Consider (4.5) in cylindrical coordinates (u, v, w) = (u, r cosϕ, r sinϕ) and
σ# = 0. If c1 6= 0, then u = u(ϕ;µ) = O
(
µ2
)
and the statement of Theorem 3.12 holds true
when replacing σ2 by −ω2Γ˜3.
Proof. Upon rescaling time the equations for u, r in cylindrical coordinates of (4.5) become
(4.10). Similarly to the proof of Theorem 4.2, we compute the Taylor expansion of u′ and r′ in
(u, r) = (0, 0) up to forth order (see Appendix A.2.2 for the details) and we write u(ϕ) and r(ϕ)
as the following expansions:
(4.20)
u(ϕ) = γ10(ϕ)u0 + γ20(ϕ)u20 + γ30(ϕ)u30 + γ01(ϕ)r0 + γ02(ϕ)r20 + γ03(ϕ)r30
+ γ11(ϕ)u0r0 + γ21(ϕ)u20r0 + γ12(ϕ)u0r20 +O (4) ,
r(ϕ) = δ10(ϕ)u0 + δ20(ϕ)u20 + δ30(ϕ)u30 + δ01(ϕ)r0 + δ02(ϕ)r20 + δ03(ϕ)r30
+ δ11(ϕ)u0r0 + δ21(ϕ)u20r0 + δ12(ϕ)u0r20 +O (4) ,
with the initial conditions u(0) = u0 and r(0) = r0, which imply γ10(0) = δ01(0) = 1 and the rest
zero. With these expressions we compute, as before, the functions γij and δij ∀i, j ∈ N0 such
that i + j = 3. Note that the others are the same as for Theorem 4.2. The periodic solutions
with r(0) = r0, u(0) = u0 for 0 ≤ |µ|  1 near r = u = 0 are in 1-to-1 correspondence with
solutions to the algebraic equation system
0 = γ10u0 + γ20u20 + γ30u30 + γ02r20 + γ03r30 + γ11u0r0 + γ21u20r0 + γ12u0r20 +O (4) ,(4.21)
0 = δ01r0 + δ02r20 + δ03r30 + δ11u0r0 + δ21u20r0 + δ12u0r20 +O (4) ,(4.22)
where O(4) are terms of at least fourth order in u0, r0, and γij = γij(2pi) − γij(0), δij =
δij(2pi)− δij(0). Moreover, since c1 6= 0 we have γ10 6= 0. Therefore, we may solve (4.21) for u0
by the implicit function theorem as u0 = −γ02γ10 r
2
0 +O
(
r30
)
= O (r20).
Substitution into (4.22) and dividing out r0 6= 0 yield
0 = δ01 + δ02r0 +
(
δ03 − δ11γ02
γ10
)
r20 +O (3) ,
which we rewrite, to leading order and similarly to (3.20) in Theorem 3.12, as
(4.23) 0 = 2pi
ω
µ+ Γ˜2r0 + Γ˜3r20 +O
(
µ2 + µr0 + r30
)
,
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where Γ˜2 = δ02|µ=0, which vanishes for σ# = 0 analogous to Γ2 in (3.20), and Γ˜3 is as defined
in (4.19); the expression for δ03 stems from (A.5). Hence, the solution for (4.23) is given by
(3.17) replacing σ2 by −ω2Γ˜3, which is assumed to be non-zero. The stability statement of
Theorem 3.10 holds true from the existence of a 2-dimensional Lipschitz continuous invariant
manifold given by Proposition 2.2.
Lastly, we use these results to extend system (4.5) to a higher order model with the generalized
absolute value (1.4) as follows
(4.24)
u˙v˙
w˙
 =
 c1u+ c2u2 + c3uv + c4uw + c5vw + h(v, w; γ)µv − ωw + c6uv + c7uw + f (v, w;α) + fq (v, w) + fc (v, w)
ωv + µw + c8uv + c9uw + g (v, w;β) + gq (v, w) + gc (v, w)
 ,
where f (v, w;α) and g (v, w;β) are (4.2) and (4.3), respectively, and functions fq, gq, fc, gc are
as in system (3.1). The expression of h is analogous to f, g.
Corollary 4.5. If σ˜# 6= 0, the statement of Corollary 4.3 for system (4.24) holds true with σ#
replaced by σ˜# = 0.
Proof. The proof follows from Theorems 4.1 and 4.2 and Corollary 3.11.
This concludes our analysis for the 3-dimensional case, which paves the way for the n-
dimensional case discussed thereafter.
4.3 nD System
We consider the n-dimensional generalization of (4.5) with additional component u = (u1, · · · , un−2) ∈
Rn−2 given by
(4.25)
u˙v˙
w˙
 =
 A˜u+ U(u, v, w)µv − ωw +∑n−2i=1 (c6iuiv + c7iuiw) + f˜ (v, w)
ωv + µw +∑n−2i=1 (c8iuiv + c9iuiw) + g˜ (v, w)
 ,
where A˜ = (c1ij)1≤i,j≤n−2 is a (n − 2) × (n − 2) matrix and U : Rn−2 × R × R −→ Rn−2 is
a nonlinear function, smooth in u and possibly non-smooth in v, w with absolute values as in
(4.5). Hence, U(u, v, w) = O(2), where O(2) are terms of at least second order in ui, v, w. The
constants c1ij , c6i, c7i, c8i, c9i are all real ∀i, j ∈ {1, · · · , n− 2}, and the functions f˜ , g˜ are of the
same form as the nonlinear part of system (3.1).
We present now analogous results as before for this n-dimensional case. However, we refrain
from explicitly determining the coefficients involved.
Theorem 4.6. Consider (4.25) in cylindrical coordinates (u, v, w) = (u, r cosϕ, r sinϕ) analo-
gous to Theorem 4.2 with u ∈ Rn−2. Up to time shifts, periodic solutions to (4.25) with r(0) = r0,
u(0) = u0 ∈ Rn−2, for 0 ≤ |µ|, r0, |u0|  1 are in 1-to-1 correspondence with solutions to the al-
gebraic (n−1)-dimensional system given by equations analogous to (4.7) and (4.8), where δ01, δ02
are scalars and γ10, γ11, γ02, γ20, δ11 are linear maps and quadratic forms in n− 2 dimensions.
Proof. The proof is analogous to that of Theorem 4.2, now by setting up a boundary value
problem with n− 2 equations for 0 = u(2pi)−u(0) and one for 0 = r(2pi)− (0). This results in a
system of n−1 equations formed by direct analogues to (4.7) and (4.8), where O(3) contains all
terms of at least cubic order in u0i, r0, and γ20u20 is a quadratic form in n− 2 dimensions.
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Similar to the 3-dimensional case, the solution structure of the (n − 1)-dimensional system
(4.7), (4.8) depends on whether the matrix A˜ is invertible (i.e. A satisfies Hypothesis 2.1) or
not, as shown in the next result.
Corollary 4.7. Consider (4.25) in cylindrical coordinates (u, v, w) = (u, r cosϕ, r sinϕ). If the
matrix A˜ is invertible then the solution vector u = u(ϕ;µ) is order O (µ2) and the statement of
Theorem 3.10 holds true. If A˜ is not invertible with 1-dimensional generalized kernel, then there
are constants c2, γ# such that the statement of Corollary 4.3 for c1 = 0 holds true.
Proof. From Theorem 4.6 we have the corresponding equations (4.7), (4.8) for the n-dimensional
system (4.25), where γ20u20 is a quadratic form in n− 2 dimensions. If A˜ is invertible, so is the
(n − 2) × (n − 2) matrix γ10 = e2piA˜/ω − Id. Solving the (n − 1)-dimensional system gives the
same as in proof of Corollary 4.3 to leading order.
If A˜ is not invertible, then by assumption it has a 1-dimensional generalized kernel. In this
case, we make a coordinate transform in (4.7) such that the matrix γ10 is block-diagonal with
the kernel in the top left, and an invertible (n− 3)× (n− 3) block γ′10 on the lower right of the
matrix. Thus, we split (4.7) into a scalar equation and a (n − 3)-dimensional system. By the
implicit function theorem we solve the equations corresponding to γ′10 and substitute the result
into the other two equations: the one with the 1-dimensional kernel and the corresponding (4.8)
with δ01 = 2piµω + O(µ2), δ02 =
4σ#
3ω + O(µ). We obtain then two scalar equations of the same
type as in Corollary 4.3 for the case c1 = 0.
We omit explicit formulas for c2, γ#, but note that these can be provided in terms of data
from A˜. Before concluding this section, we note that these results directly extend to the more
general non-smooth terms (1.4) and to additional higher order functions as in (3.1).
Corollary 4.8. Consider system (4.25) with f˜ , g˜ as the nonlinear part of (3.1), but with f, g
as in (4.2), (4.3), respectively. If A˜ is invertible and σ˜# 6= 0, cf. (4.4), then the statement of
Corollary 4.7 holds true with σ# replaced by σ˜#.
Recall from §2 that we have presented results for systems where the linear part is in block-
diagonal form and normal form for the oscillatory part, while the nonlinear part is smooth in
the radial direction. For completeness, we next discuss the case of general linear part, i.e., not
necessarily in normal form.
4.4 General linear part
Here we show that our analysis also applies to systems with general linear part. First, we
consider the planar case (2.7) with
f1(u1, u2) = a11u1|u1|+ a12u1|u2|+ a21u2|u1|+ a22u2|u2|+O(3),
f2(u1, u2) = b11u1|u1|+ b12u1|u2|+ b21u2|u1|+ b22u2|u2|+O(3).
Under Hypothesis 2.1, changing the linear part of (2.7) to normal form by the associated matrix
T, i.e., T · (v1, v2)T = (u1, u2)T , the system becomes
(4.26)
(
v˙1
v˙2
)
=
(
µ −ω
ω µ
)(
v1
v2
)
+ T−1
(
g1 (v1, v2)
g2 (v1, v2)
)
,
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where gi(v1, v2) = fi
(
T · (v1, v1)T
)
for i ∈ {1, 2} and with T = (zij)1≤i,j≤2, we have
g1(v1, v2) = a11(z11v1 + z12v2)|z11v1 + z12v2|+ a12(z11v1 + z12v2)|z21v1 + z22v2|
+ a21(z21v1 + z22v2)|z11v1 + z12v2|+ a22(z21v1 + z22v2)|z21v1 + z22v2|+O(3),
g2(v1, v2) = b11(z11v1 + z12v2)|z11v1 + z12v2|+ b12(z11v1 + z12v2)|z21v1 + z22v2|
+ b21(z21v1 + z22v2)|z11v1 + z12v2|+ b22(z21v1 + z22v2)|z21v1 + z22v2|+O(3).
Using polar coordinates for (v1, v2) = (r cos(ϕ), r sin(ϕ)) and
(z11,−z12) = (C cos(φ), C sin(φ)), (z21,−z22) = (D cos(ϑ), D sin(ϑ)),
where C,D ∈ R, φ, ϑ ∈ [0, 2pi) are fixed constants; and by the law of the cosine function
cos(ϕ+ φ) = cos(φ) cos(ϕ)− sin(φ) sin(ϕ), system (4.26) can be written as
(4.27)
{
r˙ = µr + χ2(ϕ)r2 +O(r3),
ϕ˙ = ω + Ω1(ϕ)r +O(r2),
where, using c := cos(ϕ), s := sin(ϕ), we have
χ2(ϕ) = cos(ϕ+ φ)| cos(ϕ+ φ)|C2(a11c+ b11s) + cos(ϕ+ φ)| cos(ϕ+ ϑ)|CD(a12c+ b12s)
+ cos(ϕ+ ϑ)| cos(ϕ+ φ)|CD(a21c+ b21s) + cos(ϕ+ ϑ)| cos(ϕ+ ϑ)|D2(a22c+ b22s).
By assumption, ω 6= 0 so that rescaling time in (4.27) analogous to (2.6) gives (2.9) with
M(ϕ) = µ and W (ϕ) = ω. Following the approach described in §2 we obtain
Λ = 12pi
∫ 2pi
0
µ
ω
dϕ = µ
ω
,(4.28)
Σ = 12pi
∫ 2pi
0
χ2(ϕ)
ω
dϕ,(4.29)
where we set µ = 0 in (4.29) (unlike in (2.12)) and the expression for Σ can be determined
explicitly. For instance, the first term of χ2(ϕ) can be integrated as
C2a11
∫ 2pi
0
cos(ϕ+ φ)| cos(ϕ+ φ)| cos(ϕ)dϕ = 83C
2a11 cos(φ).
Computing the integral of χ2(ϕ), expression (4.29) becomes the bulky
(4.30)
Σ = 23piω
[
2C2 cos(φ)a11 + CD
(
cos(φ) + cos(ϑ) cos(φ− ϑ))a12
+ CD
(
cos(ϑ) + cos(φ) cos(φ− ϑ))a21 + 2D2 cos(ϑ)a22
− 2C2 sin(φ)b11 + CD
(− 2 sin(φ) + cos(ϑ) sin(φ− ϑ))b12
+ CD
(− 2 sin(ϑ)− cos(φ) sin(φ− ϑ))b21 − 2D2 sin(ϑ)b22].
In case φ = 0 and ϑ = pi2 , (4.30) is reduced to
Σ = 23piω (2C
2a11 + Ca12 − CDb21 − 2D2b22),
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and for C = D = 1 the same expression as for the coefficient of the second order term in
(3.8) is obtained, i.e., Σ = 23piωσ# . Notice that this set of parameters gives z11 = −z22 = 1,
z12 = z21 = 0.
Moreover, we can infer the analogue of (4.30) for the generalized non-smooth function (1.4)
and compute the integrals involved in the generalized χ2(ϕ) as in the proof of Theorem 4.1. For
instance, some of them read
C2
∫ 2pi
0
cos(ϕ+ φ)
(
[cos(ϕ+ φ)]
α1+
α1− cos(ϕ)a11 + [cos(ϕ+ φ)]
β1+
β1−
sin(ϕ)b11
)
dϕ
= 43C
2 (a11 cos(φ) (α1+ − α1−)− b11 sin(φ) (β1+ − β1−)) ,
CD
∫ 2pi
0
cos(ϕ+ φ)
(
[cos(ϕ+ ϑ)]
α2+
α2− cos(ϕ)a12 + [cos(ϕ+ ϑ)]
β2+
β2−
sin(ϕ)b12
)
dϕ
= 23CD
[
a12 cos(φ)
(
α2+ − α2−
)− 2b12 sin(φ) (β2+ − β2−)
+ cos(ϑ)
(
a12 cos(φ− ϑ)
(
α2+ − α2−
)
+ b12 sin(φ− ϑ)
(
β2+ − β2−
) )]
.
We omit the long full expression, but note that for φ = 0 and ϑ = pi2 we obtain
Σ˜ = 23piω
(
C2a11
(
α1+ − α1−
)
+ CD2 a12
(
α2+ − α2−
)
−CD2 b21
(
β3+ − β3−
)−D2b22 (β4+ − β4−)) ,
similarly to σ˜# in (4.4).
Furthermore, we can extend these results for the case n > 2 in the form of a coupled system
similar to (2.2) using the approach presented in the proof of Theorem 2.3. This gives an integral
expression for the generalized first Lyapunov coefficient which provides an explicit algebraic
formula for an adjusted σ˜# . We comprise this in the following result.
Theorem 4.9. Consider (2.1) with general linear part A(µ), and satisfying the hypotheses of
Theorem 2.6. Then the statement of Corollary 4.7 holds true with σ# replaced by 3piω2 Σ˜.
In particular, this theorem covers system (2.7) with general matrix A = (mij)1≤i,j≤2. We also
remark that the system considered here is neither of the form of (4.5) nor (4.25) in terms of
smoothness of the u variable.
Proof. We proceed as before to get the analogue of system (4.26), i.e., transforming the linear
part into a block-diagonal matrix and normal form in the center eigenspace Ec. From Theorem
2.6 the nonlinear terms are second order modulus terms, which in this case are of the form
(Li(v, w) + Ki(u))[Lj(v, w) + Kj(u)]
p+
p− , i, j ∈ {1, 2}, where the functions Li(v, w) are linear
combinations of v, w; Ki(u) linear combinations of the components of the vector u, i.e., ul,
∀l ∈ {1, · · · , n− 2}; and p+, p− ∈ R are as in (1.4). Note that L1,K1 are not necessarily equal
to L2,K2, respectively.
The previous product can be expanded as
(4.31) (Li(v, w) +Ki(u))[Lj(v, w) +Kj(u)]
p+
p− = Li[Lj ]
p+
p− +O(LiKj + LjKi +KiKj),
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since the error term p+LiLj−Li[Lj ]p+p− (resp. p−LiLj−Li[Lj ]
p+
p− ) is of order |u|2, i.e., contained
in the higher order terms of (4.31). More precisely, consider the case Lj + Kj ≥ 0. Then,
the error term is p+LiLj − Li[Lj ]p+p− , which is zero for Lj ≥ 0, and otherwise (p+ − p−)LiLj .
However, in order to have both Lj +Kj ≥ 0 and Lj < 0, the signs of Lj and Kj have to differ,
which happens only if these magnitudes are comparable. Thus, O(Lj) = O(Kj). For the case
Lj +Kj < 0 we proceed analogously.
In particular, O(LiKj + LjKi +KiKj) = O(K(Kˇ + L)), where K, Kˇ are linear combinations
of the components of u and L of v, w.
Following the proof of Theorem 2.3, we write u = ru˜ and, together with the change of polar
coordinates from above, Li = r cos(ϕ+ ζi) (where ζi is either φ or ϑ), so that
(Li(v, w) + rKi(u˜))[Lj(v, w) + rKj(u˜)]
p+
p− = r
2 cos(ϕ+ ζi)[cos(ϕ+ ζj)]
p+
p− + r
2O(u˜).
From Theorem 2.3 we have u˜ = O(r0) and thus r2O(u˜) is of higher order. We can then integrate
explicitly the leading order as done for (4.29).
We implement now these results to an applied 3-dimensional model in the field of land vehicles.
5 A 3D example: Shimmying Wheel
For illustration of the theory and its practice, we consider as an example the model of a shimmy-
ing wheel with contact force analyzed in [4], where a towed caster with an elastic tyre is studied.
The equations of motion of the towed wheel can be written as follow:
(5.1)
Ω˙ψ˙
q˙
 = J
Ωψ
q
+
|q|q0
0
 , J :=
c˜1 c˜2 c˜31 0 0
c˜5 c˜6 c˜7
 ,
where ψ is the yaw angle, q is the deformation angle of the tyre due to the contact with the
ground and Ω = ψ˙, and the parameters c˜i ∈ R are constants determined by the system. We can
readily see that there is only one switching surface in this case, namely {q = 0}. Here J is the
Jacobian matrix in the equilibrium point (Ω, ψ, q) = (0, 0, 0).
The system is of the form (2.1) and suitable parameter choices yield a pair of complex conjugate
eigenvalues crossing the imaginary axis, as well as one non-zero real eigenvalue. The resulting
bifurcations were studied in [4] and termed ‘dynamic loss of stability’. Here we expound how
our approach applies to this system.
Clearly, Theorem 2.3 applies for any Hopf bifurcation eigenvalue configuration, which proves
that a unique branch of periodic solutions bifurcates. In order to identify the direction of
bifurcation, we first aim to apply the results of §4.2 and thus attempt to bring the nonlinear
part into a second order modulus form, while also bringing the linear part into Jordan normal
form.
We thus suppose the parameters are such that the Jacobian matrix has a pair of complex
conjugate eigenvalues λ± = µ ± iω, where µ, ω, λ3 ∈ R, λ3, ω 6= 0, with the corresponding
eigenvectors s1 = u + iv, s2 = u − iv and s3, where u,v, s3 ∈ R3. Such parameter choices
are possible as can be seen from inspecting the characteristic equation with the Routh-Hurwitz
criterion; we omit details and refer to [4]. The transformation T = (u|v|s3) with the new state
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variables (ξ1, ξ2, ξ3)T = T−1(Ω, ψ, q)T turns (5.1) into
(5.2)
ξ˙1ξ˙2
ξ˙3
 = A
ξ1ξ2
ξ3
+ h2(ξ1, ξ2, ξ3), A =
 µ ω 0−ω µ 0
0 0 λ3
 ,
where h2 contains the quadratic terms and reads, using the shorthand [[·]] := ·| · |,
(5.3) h2(ξ1, ξ2, ξ3) =
(
T˜1, T˜2, T˜3
)T
[[u3ξ1 + v3ξ2 + s3ξ3]],
with u3, v3, s3 the third components of the vectors u,v, s3, respectively, and
T˜1 := c˜4
v2s3 − v3s2
det(T) , T˜2 := c˜4
s2u3 − s3u2
det(T) , T˜3 := c˜4
u2v3 − u3v2
det(T) .
If u3 = v3 = 0, then the nonlinear term h2 in (5.3) is of second order modulus form,
(5.4) h2(ξ1, ξ2, ξ3) = s3|s3|
(
T˜1, T˜2, 0
)T |ξ3|ξ3,
where det(T) 6= 0 implies s3 6= 0. Here we need no further theory as we can directly solve (5.6):
the equation for ξ3 reads ξ˙3 = λ3ξ3 so that periodic solutions require ξ3(t) ≡ 0, i.e., ξ3(0) = 0.
The remaining system for ξ1, ξ2 is then the purely linear part(
ξ˙1
ξ˙2
)
=
(
µ ω
−ω µ
)(
ξ1
ξ2
)
,
and consists of periodic solutions (except the origin) for µ = 0. The unique branch of bifurcating
periodic solutions is thus vertical, i.e., has µ = 0 constant.
Next, we consider the case when one of u3, v3 is non-zero. In order to simplify the nonlinear
term, we apply a rotation Rθ about the ξ3-axis with angle θ, which keeps the Jordan normal
form matrix invariant, and in the new variables (v, w, u), i.e., ξ3 = u the nonlinear term from
(5.3) reads
|u3(v cos θ − w sin θ) + v3(v sin θ + w cos θ) + s3u| =
∣∣∣d˜v + w(v3 cos θ − u3 sin θ) + s3u∣∣∣,(5.5)
where d˜ = u3 cos θ˜ + v3 sin θ˜. Next we select θ to simplify (5.5) as follows: if u3 6= 0 we choose
θ = θ˜ = arctan
(
v3
u3
)
such that the coefficient of w in (5.5) vanishes, i.e., v3 cos θ − u3 sin θ = 0.
Note that d˜ 6= 0 since otherwise v3 tan θ˜ = −u3, but tan θ˜ = v3/u3 so together v23 = −u23 and thus
u3 = v3 = 0 (which was discussed above). If u3 = 0 and v3 6= 0 we choose θ = θ˜ = arctan
(
−u3v3
)
such that the coefficient of v vanishes, i.e., u3 cos θ+ v3 sin θ = 0, and the following computation
is analogous.
Hence, in case u3 6= 0, system (5.2) becomes
(5.6)
 v˙w˙
u˙
 = A
vw
u
+ h3(v, w, u), h3(v, w, u) =
 T˜1 cos θ˜ + T˜2 sin θ˜−T˜1 sin θ˜ + T˜2 cos θ˜
T˜3
 [[d˜v + s3u]].
Notably, since d˜ 6= 0, the nonlinear term is of second order modulus form for s3 = 0, and we
consider this degenerate situation first; as mentioned, the case u3 = 0, v3 6= 0 is analogous.
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If s3 = 0 (which means that the third component of the third eigenvector of the matrix T is
zero) the nonlinear term in (5.6) is of second order modulus form. We can write system (5.6) in
the notation of system (4.5):
(5.7)
u˙v˙
w˙
 =
 c1u+ h11v|v|µv − ωw + a11v|v|
ωv + µw + b11v|v|
 ,
where we changed ω to −ω and set c1 := λ3, h11 := T˜3d˜|d˜|, a11 :=
(
T˜1 cos θ˜ + T˜2 sin θ˜
)
d˜|d˜|, and
b11 :=
(
−T˜1 sin θ˜ + T˜2 cos θ˜
)
d˜|d˜|. Since s3 = 0 we have a11 = 0 by choice of d˜, which implies
σ# = 0. Furthermore, we also have σ2 = 0 so that Theorem 3.12 does not apply. However, at
µ = 0 we have v¨ = −ω2v − ωb11v|v| = − ddvP with potential energy
P (v) = ω
2
2 v
2 + ωb113 v
2|v|,
which is globally convex if ωb11 ≥ 0 and otherwise convex in an interval around zero and
concave outside of it. In both cases there is a vertical branch of periodic solutions, which is
either unbounded or bounded by heteroclinic orbits.
Now we come back to (5.6) and consider the case for s3 6= 0, where the nonlinearity is of the
form h3 = (h31, h32, h33)T [[d˜v + s3u]]. We first note that in the cylindrical coordinates from
(2.2) with the rescaled u = ru˜ we have
r˙ = µr + r2[[d˜ cos(ϕ) + s3u˜]](h31 cos(ϕ) + h32 sin(ϕ)),
ϕ˙ = ω + r[[d˜ cos(ϕ) + s3u˜]](h32 cos(ϕ)− h31 sin(ϕ)),
˙˜u = λ3u˜+ T˜3r[[d˜ cos(ϕ) + s3u˜]].
In the notation of the proof of Theorem 2.3 we have the estimate |u˜∞| = O(r∞) and together
with the expansion of the [[·]] terms from proof of Theorem 4.9, we can write
r˙ = µr + d˜2r2[[cos(ϕ)]](h31 cos(ϕ) + h32 sin(ϕ)) +O(r2r∞).
In the notation of Proposition 3.8, in this case χ2(ϕ) = d˜2[[cos(ϕ)]](h31 cos(ϕ) +h32 sin(ϕ)), and
according to Corollary 3.9 the bifurcating branch ist given by (3.10) with∫ 2pi
0
χ2(ϕ)dϕ = d˜2h31
∫ 2pi
0
cos2(ϕ)| cos(ϕ)|dϕ = 83 d˜
2h31 =
8
3 d˜
2 s3c˜4
det(T) .
Since d˜ 6= 0 the direction of bifurcation is therefore determined by the sign of s3c˜4 det(T).
Note that s3c˜4 det(T) = 0 requires s3 = 0 as discussed above, or c˜4 = 0, which implies vanishing
nonlinearity. Thus in all degenerate cases the branch is vertical and we have proven the following.
Theorem 5.1. Any Hopf bifurcation in (5.1) yields either a vertical branch of periodic solutions,
or is super- or subcritical as in (3.10). Using the above notation, the branch is vertical if and only
if s3c˜4d˜ = 0, where d˜ = 0 means u3 = v3 = 0. The bifurcation is supercritical, if s3c˜4 det(T) < 0
and subcritical for positive sign.
This conclusion is consistent with the results in [4].
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6 Discussion
In this manuscript we have analyzed Hopf bifurcations in mildly non-smooth systems with
piecewise smooth nonlinearity for which standard center manifold reduction and normal form
computations cannot be used. By averaging and a direct approach we have derived explicit
analogues of Lyapunov coefficients and have discussed some codimension-one degeneracies as
well as the modified scaling laws. In an upcoming paper we will apply these results to models
for controlled ship maneuvering, where stabilization by p-control induces a Hopf bifurcation.
We believe this is an interesting class of equations from a theoretical as well as applied view-
point, arising in a variety of models for macroscopic laws that lack smoothness in the nonlinear
part. Among the perspectives, there is an analysis of normal forms for coefficients for other
bifurcations in these models, such as Bogdanov-Takens points. Particularly interesting is the
impact on scaling laws, including exponentially small effects for smooth vector fields.
A Appendix
A.1 Averaging
Near Identity Transformation
For completeness, we provide details for the essentially standard normal form transformation
used in the proof of Theorem 3.1. We set f(x, ϕ, ) := mω x +
χ2
ω x
2 + 
(
χ3
ω − χ2Ω1ω2
)
x3, which is
the leading part of the right-hand side of (3.6) up to a factor of . We write f as the sum of its
mean, f¯ , and its oscillating part, f˜ ,
f¯(x) = 12pi
∫ 2pi
0
f(x, ϕ, 0)dϕ = m
ω
x+ 23piωσ#x
2,
f˜(x, ϕ, ) = f(x, ϕ, )− f¯(x) =
(
χ2
ω
− 23piωσ#
)
x2 + 
(
χ3
ω
− χ2Ω1
ω2
)
x3.
Hence f(x, ϕ, ) = f¯(x) + f˜(x, ϕ, ) and (3.6) reads
(A.1) x′ = 
(
f¯(x) + f˜(x, ϕ, )
)
+ 2O
(
x4 + |m|x2
)
.
The near-identity transformation which we will use has smooth coefficients w1, w2 and is of the
form
x = y + w1(y, ϕ, ) + 2w2(y, ϕ, ).
Differentiating this equation with respect to ϕ, using the right-hand side of (A.1) for x′ and
rearranging terms gives
y′ = 
(
f¯(x) + f˜(x, ϕ, )
)
+ 2O
(
x4 + |m|x2
)
− 
(
∂w1
∂ϕ
+Dyw1y′
)
− 2
(
∂w2
∂ϕ
+Dyw2y′
)
.
Further rearrangements yield
(1 + Dyw1 + 2Dyw2)y′ = 
(
f¯(x) + f˜(x, ϕ, )
)
+ 2O
(
x4 + |m|x2
)
− ∂w1
∂ϕ
− 2∂w2
∂ϕ
,
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and inverting the first factor on the left and expanding in terms of  we obtain
(A.2)
y′ =
(
1− Dyw1 +O(2)
)

(
f¯(x) + f˜(x, ϕ, )− ∂w1
∂ϕ
− ∂w2
∂ϕ
)
+ 2O
(
x4 + |m|x2
)
.
Concerning f and the error term, directly using the transformation to y we expand
f¯(x) = f¯(y) +Dyf¯(y)w1 +O(2),
f˜(x, ϕ, ) = f˜(y, ϕ, 0) +Dyf˜(y, ϕ, 0)w1 +
∂f˜
∂
(y, ϕ, 0)+O(2),
and note that 2O (x4 + |m|x2) = O (3 + 2|m|y2). Substituting into (A.2) gives
y′ =
(
1− Dyw1
)

(
f¯(y + w1 + 2w2) + f˜(y + w1 + 2w2, ϕ, )− ∂w1
∂ϕ
− ∂w2
∂ϕ
)
+O
(
3 + 3y4 + 2|m|y2
)
=
(
f¯(y) + f˜(y, ϕ, 0)− ∂w1
∂ϕ
)
+ 2
(
Dyf(y, ε, 0)w1(y, ε, 0) +
∂f˜
∂
(y, ϕ, 0)− ∂w2
∂ϕ
)
− 2Dyw1(y, ϕ, 0)
(
f¯(y) + f˜(y, ϕ, 0)− ∂w1
∂ϕ
)
+O(3).
In order to cancel ϕ-dependent terms and obtain (3.7), we choose w1(y, ϕ, t) and w2(y, ϕ, t) such
that
∂w1
∂ϕ
= f˜(y, ϕ, 0), ∂w2
∂ϕ
= Dyf(y, ϕ, 0)w1(y, ϕ, 0) +
∂f˜
∂
(y, ϕ, 0)−Dyw1(y, ϕ, 0)f¯(y)− f¯2(y).
Finally, we define f¯1(y) as f¯(y) to follow the notation of equation (3.7).
Integration of some periodic functions with absolute values
Here we explain the computation of the integrals which yield the formulas for (3.8).
We show
∫ 2pi
0 χ2(ϕ)dϕ = 43σ# in order to prove the first equality in (3.8). On the one hand,
the smooth terms of χ2(ϕ) have clearly zero integral over 2pi due to symmetry. On the other
hand, all non-smooth terms have the following feature: aij and bij are always multiplied by c
and s respectively, times a common symmetric odd or even function, which implies that only one
of the coefficients for each pair of (i, j) will be non-zero after integrating over 2pi. For instance,∫ 2pi
0 c|c|(a11c + b11s)dϕ = 8a113 and
∫ 2pi
0 s|c|(a21c + b21s)dϕ = 4b213 . Finally, the factor 2 for a11
and b22 is due to the product of purely c or s:
∫ 2pi
0 c
2|c|dϕ = ∫ 2pi0 s2|s|dϕ = 2 ∫ 2pi0 c2|s|dϕ =
2
∫ 2pi
0 s
2|c|dϕ.
Next, we turn to the second equality in (3.8). Similarly as before, the integral of χ3(ϕ) over 2pi
yields pi4Sc since the integral of the arising mixed products between c and s vanish. Furthermore,
different prefactors compared with σ# occur since the power of c and s are distinct as well:∫ 2pi
0 c
4dϕ = 34
∫ 2pi
0 c
2dϕ = 34
∫ 2pi
0 s
2dϕ. Moreover,
∫ 2pi
0 χ2(ϕ)Ω1(ϕ)dϕ = −pi4Sq + σ2, where Sq
comes from integrating the smooth terms and σ2 the others, which give the products between
ai, bj and aij , bkl respectively.
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A.2 3D System
A.2.1 Computation of γij, δij of system (4.12)
Here we present the functions γij , δij of system (4.12), used for the proof of Theorem 4.2.
We first note that (4.11a) simplifies since Ψu(0, 0, ϕ) = ∂rΨu(0, 0, ϕ) = 0, and to ease the
notation we define
p1 := ∂uΨu(0, 0, ϕ) =
c1
ω
, p2(ϕ) :=
1
2∂
2
uΨu(0, 0, ϕ) =
c2ω − c1Ω0(ϕ)
ω2
,
p3(ϕ) :=
1
2∂
2
rΨu(0, 0, ϕ) =
Υ(ϕ)
ω
, p4(ϕ) := ∂2urΨu(0, 0, ϕ) =
cc3 + sc4
ω
− c1Ω1(ϕ)
ω2
.
Similarly, in (4.11b), we have Ψr(0, 0, ϕ) = ∂uΨr(0, 0, ϕ) = 12∂2uΨr(0, 0, ϕ) = 0, and we define
k1 := ∂rΨr(0, 0, ϕ) =
µ
ω
, k2(ϕ) :=
1
2∂
2
rΨr(0, 0, ϕ) =
χ2(ϕ)ω − µΩ1(ϕ)
ω2
,
k3(ϕ) := ∂2urΨr(0, 0, ϕ) =
χ1(ϕ)ω − µΩ0(ϕ)
ω2
.
The expressions for γij and δij follow from solving the ODEs that arise upon substituting
(4.12) into (4.11a) and (4.11b), and matching the coefficients of the powers of u0 and r0. We
start with γ01, γ10, δ01, δ10:
γ′01 = p1γ01, γ01(0) = 0⇒ γ01 ≡ 0, δ′01 = k1δ01, δ01(0) = 1⇒ δ01(ϕ) = ek1ϕ,
γ′10 = p1γ10, γ10(0) = 1⇒ γ10(ϕ) = ep1ϕ, δ′10 = k1δ10, δ10(0) = 0⇒ δ10 ≡ 0.
Using these, we solve for the remaining coefficients as follows:
γ′20 = p1γ20 + p2(ϕ)γ210, γ20(0) = 0⇒ γ20 =
∫ ϕ
0
ep1(ϕ+s)p2(s)ds,
γ′02 = p1γ02 + p3(ϕ)δ201, γ02(0) = 0⇒ γ02(ϕ) =
∫ ϕ
0
ep1(ϕ−s)+2k1sp3(s)ds,
γ′11 = p1γ11 + p4(ϕ)γ10δ01, γ11(0) = 0⇒ γ11(ϕ) =
∫ ϕ
0
ep1ϕ+k1sp4(s)ds,
δ′20 = k1δ20, δ20(0) = 0⇒ δ20 ≡ 0,
δ′02 = k1δ02 + k2(ϕ)δ201, δ02(0) = 0⇒ δ02(ϕ) =
∫ ϕ
0
ek1(ϕ+s)k2(s)ds,
δ′11 = k1δ11 + k3(ϕ)γ10δ01, δ11(0) = 0⇒ δ11(ϕ) =
∫ ϕ
0
ek1ϕ+p1sk3(s)ds.
Since we aim to solve the boundary value problem 0 = u(2pi) − u(0), 0 = r(2pi) − r(0), let
γij := γij(2pi)− γij(0), δij := δij(2pi)− δij(0), ∀i, j ≥ 0. Direct computation of γ10 and γ20 gives
the expressions in (4.6). For the other functions, we consider the corresponding integrals and
Taylor expands in µ = 0, which results in γ11, δ01, δ02 and δ11 shown in (4.6). For illustration of
details omitted, we next present the full derivation for the explicit form of γ02. Taylor expansion
of es
2µ
ω in µ = 0 and rearranging the terms in the integral of γ02 gives
(A.3) γ02 =
1
ω
e
2pic1
ω
∫ 2pi
0
e−s
c1
ω Υ(s)ds+ 2µ
ω2
e
2pic1
ω
∫ 2pi
0
se−s
c1
ω Υ(s)ds+O
(
µ2
)
.
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We compute the two integrals in (A.3) separately. The first one readily expands as
1
ω
e
2pic1
ω
∫ 2pi
0
e−s
c1
ω Υ(s)ds = ω
c1(c21 + 4ω2)
[
2
(
e
3pi
2ω c1 − e pi2ω c1
)
(c1h21 − 2h11ω)
+
(
e
2pi
ω
c1 − 2e piω c1 + 1
)
(c1h12 + 2h22ω) +
(
e
2pi
ω
c1 − 1
)(
c1h21 + c1c5 +
c21h11
ω
+ 2h11ω
)]
= 1
c21 + 4ω2
[
2pi(c1h21 − 2h11ω) + 2pi
(
c1h21 + c1c5 +
c21h11
ω
+ 2h11ω
)]
+O
(
c21
)
.
In particular, it vanishes for c1 = 0.
For the second integral of (A.3) we proceed similarly. Its explicit expression initially reads
2µ
ω2
e
2pic1
ω
∫ 2pi
0
se−s
c1
ω Υ(s)ds = − 4µ
ωc21(c21 + 4ω2)2
[
ω2c31(6h11pi − h12) + ωc41pi(c5 + h21) + c51h11pi
+ ω2
{
(−16h11ω4 − 12c21h11ω2 + 4c31h21ω)
(
e
pi
2ω c1 − e 3pi2ω c1
)
+ pi(−8c1h11ω3 + 4c21h21ω3 + c41h21 − 2h11c31ω)
(
3e
pi
2ω c1 − e 3pi2ω c1
)}
+ ω
{
(3c21h22ω2 + c31h12ω + 4h22ω4)
(
−e 2piω c1 + 2e piω c1
)
−
(
ω44h11 + ω2c21h11 + ωc31(h21 + c5) +
1
2c
4
1h11
)(
e
2pi
ω
c1 − 1
)}
+ (ω44pic1h22 + ω34pic21h12 + ω22pic31h22 + ωpic41h12)
(
e
pi
ω
c1 − 1
)
− 4ω5h22 + ω48c1h11pi + ω3c21(4pi(c5 + h21c1)− 3h22)
]
.
Expanding again the exponential functions in c1 = 0 and simplifying coefficients, at c1 = 0 we
obtain
2µ
ω2
e
2pic1
ω
∫ 2pi
0
se−s
c1
ω Υ(s)ds = −µ pi
ω2
(
2h21 + c5 + pih22
)
.
A.2.2 Computation of δ03 of system (4.20)
Similar to the previous subsection, we present the function δ03 of system (4.20), used in the
proof of Corollary 4.4.
Taylor expansion of u′ and r′ in (u, r) = (0, 0) up to fourth order gives the following, when
omitting the dependence of Ψu and Ψr on (u, r, ϕ) at (0, 0, ϕ) to simplify the notation:
u′ = Ψu + ∂uΨuu+ ∂rΨur +
1
2∂
2
uΨuu2 +
1
2∂
2
rΨur2 + ∂2urΨuur
+ 13!∂
3
uΨuu3 +
1
3!∂
3
rΨur3 +
1
2∂
3
u2rΨuu2r +
1
2∂
3
ur2Ψuur2 +O (4) ,
(A.4a)
r′ = Ψr + ∂uΨru+ ∂rΨrr +
1
2∂
2
uΨru2 +
1
2∂
2
rΨrr2 + ∂2urΨrur
+ 13!∂
3
uΨru3 +
1
3!∂
3
rΨrr3 +
1
2∂
3
u2rΨru2r +
1
2∂
3
ur2Ψrur2 +O (4) ,
(A.4b)
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where 13!∂3uΨr = 0. We also set k4(ϕ) :=
1
3!∂
3
rΨr =
−ωχ2(ϕ)Ω1(ϕ)+µΩ1(ϕ)2
ω3 .
Substituting (4.20) into (A.4a) and (A.4b) and matching the coefficients of the powers of u0
and r0 we get to solve a set of ODEs in order to obtain the expressions for γij , δij for i, j such
that i + j = 3, which are rather lengthy. We show δ03, which is the only one required for the
leading order analysis in the degenerate case σ# = 0, c1 6= 0 in Corollary 4.4:
(A.5)
δ′03 = k4δ301 + 2k2δ01δ02 + k3δ01γ02 + k1δ03, δ03(0) = 0⇒
δ03(ϕ) = ek1ϕ
∫ ϕ
0
e−k1sδ01(s)
[
2k2(s)δ02(s) + k3(s)γ02(s) + k4(s)δ01(s)2
]
ds.
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