Purpose United States Medical Licensing Examination (USMLE) scores are frequently used by residency program directors when evaluating applicants. The objectives of this report are to study the chain of reasoning and evidence that underlies the use of USMLE Step 1 and 2 scores for postgraduate medical resident selection decisions and to evaluate the validity argument about the utility of USMLE scores for this purpose.
"Thereisnosuchthingasavalid
test!" assert Clauser and colleagues. 1 These scholars teach that validity is not a property of tests or examinations. Instead, validity is about the accuracy of decisions made from test scores for a focused reason. This rationale comes from advances in test score interpretation and use based chiefly on the work of Michael Kane. [2] [3] [4] Kane presents a framework for test score interpretation that uses an argument-based approach to validity. According to this framework, an argument about the validity of a test score must be structured, coherent, and evidence based. The argument should progress from a test's origins to its administration, scoring, and interpretation. The argument-based approach involves a cascaded chain of reasoning and evidence that leads to claims about test score validity for a specific purpose, in a particular context, with a singular population.
After test design and development, the chain begins with scoring, evidence that the test was administered properly and that scores were derived and recorded accurately. The second component, generalization, involves evidence about score reliability including item or case sampling, test length, and score precision. The third component, extrapolation, requires "evidence that the observations represented by the test score are relevant to the target proficiency or construct measured by the test." 1 Finally, "the decision/interpretation component of the argument requires evidence in support of any theoretical framework required for score interpretation or evidence in support of decision rules." 1 An argument about the validity of a test score interpretation depends on logically consistent evidence for each of the four components and the integrity of the overall chain of reasoning.
The three-step United States Medical Licensing Examination (USMLE) is a key feature of medical personnel evaluation in North America. The purpose of the USMLE, expressed in the 2010 Bulletin of Information, is to provide "individual medical licensing authorities ('state medical boards') … a common evaluation system for applicants for medical licensure." 5 However, since the 1993 inception of the exam, O'Donnell and colleagues 6 acknowledge that USMLE "board scores are often used for nonlicensure-related purposes [including] evaluation of examinees' levels of academic achievement, the evaluation of educational programs, and the selection of examinees into residency programs." There are interpretive risks involved in using scores from a test like the USMLE for purposes beyond its pass/fail licensure intent. O'Donnell and colleagues 6 caution, "If the USMLE is to be used for nonlicensure-related decisions, it is important to be able to interpret correctly the scores away from the pass/fail point."
The 9 This assumes a validity argument can be made that links USMLE Step 1 and 2 scores with variables that matter in residency education. 10 Such correlations have been demonstrated in studies involving supervisors' ratings of resident performance as outcome measures, although coefficients are modest and USMLE scores are overinterpreted. [11] [12] [13] Research also shows that subjective clinical ratings of trainee performance frequently yield unreliable data that are subject to many sources of bias. 14 A recent systematic review covering the medical education literature from 1955 to 2004 demonstrates that research to verify the presumptive correlation of USMLE scores (or their predecessors) and objective measures of medical trainees' clinical skills has not yet been reported. 15 Given this history, is there strong validity evidence about using USMLE Step 1 and 2 scores for postgraduate residency selection beyond their licensure intent? Is the validity argument for residency selection structured, coherent, and evidence based?
The objectives of this report are to (1) study the chain of reasoning and evidence that underlies the use of USMLE Step 1 and 2 scores for postgraduate medical resident selection, and (2) evaluate the validity argument about the utility of USMLE scores for resident selection.
Method
This is a research synthesis using the "critical review" approach advocated by Norman and Eva. 16, 17 These scholars argue that research reviews should be deliberately selective and critical, not exhaustive. This study extracts and summarizes (1) USMLE Step 1 and 2 scores and (2) reliable clinical performance data drawn from nine research reports published by Northwestern University investigators from 2005 to 2010. These were the only studies found in a search conducted during spring 2010 that assess the correlation between USMLE Step 1 and 2 scores and objective, reliable clinical performance evaluations. Our search strategy covered three literature databases (MEDLINE, Web of Knowledge, PsychINFO) and employed search terms and concepts (e.g., medical education, residency training, clinical skills, USMLE) and their Boolean combinations. We searched from 1990 to April 2010. We also reviewed reference lists of all selected manuscripts to identify additional reports. The intent was to perform a detailed and thorough search of peerreviewed publications that have been judged for academic quality to assess the correlation between USMLE scores and clinical performance of advanced medical students and postgraduate trainees.
The research synthesis of the nine reports involves data from 393 medical students and residents across the five-year time span. The majority of participants were enrolled in Northwestern undergraduate and postgraduate training programs. However, nephrology fellows from three metropolitan Chicago programs also participated. The performance data concern clinical skill acquisition by thirdyear medical students, internal medicine residents, emergency medicine residents, and nephrology fellows. The skills include cardiac auscultation, central venous catheter (CVC) insertion, advanced cardiac life support (ACLS), communication with patients, thoracentesis, and temporary hemodialysis catheter (THDC) insertion. This study is a variation on the theme of secondary data analysis, synthesis, and presentation promoted by research methods scholars. 18 We extracted and tabulated correlations between USMLE Step 1 and 2 scores and reliable clinical performance scores from the nine research reports. Spearman rho correlations were calculated in each study to evaluate the association of USMLE Step 1 and 2 scores with reliable measures of student, resident, or subspecialty fellow acquisition of key clinical skills. Correlations are reported from the actual data and also corrected for attenuation (unreliability). Reliability coefficients (KR-21, alpha, and kappa) are data quality estimates ranging from 0.00 to 1.00. Reliability values above 0.80 are considered acceptable for research and evaluation. Measures of clinical skills include an audiovisual evaluation of cardiac auscultation 19 and observational checklist evaluations of CVC insertion, ACLS, communication with patients, thoracentesis, and THDC insertion.
Results
Measures of clinical skills were diverse. Cardiac auscultation skills were assessed by the trainee's ability to perform a physical exam and formulate a clinical diagnosis based on findings. ACLS skills were evaluated by participants' team leadership and communication in addition to medical knowledge and patient care regarding basic and advanced patient resuscitation. Communication skills were measured by 14 physician attributes rated by patients. Three skills were predominantly technical (CVC insertion, THDC insertion, thoracentesis). However, these procedural assessments also included components such as history taking, medical decision making, and patient communication.
A summary of the correlations of USMLE Step 1 and 2 scores with reliable measures of clinical skill acquisition among medical student, resident, and fellow participants from the nine studies is presented in Table 1 . 20 -28 For USMLE Step 1, the correlations range from Ϫ0.05 to 0.29 (median ϭ 0.02); none are statistically significant. For USMLE Step 2, the correlations range from Ϫ0.16 to 0.24 (median ϭ 0.18); one is statistically significant, yet accounts for a meager proportion of the variation among the scores (0.23 2 ϭ 5%). When correlations are corrected for attenuation, they range from Ϫ0.06 to 0.33 (median ϭ 0.03) for USMLE Step 1. For Step 2, the corrected correlations range from Ϫ0.03 to 0.27 (median ϭ 0.22).
Discussion
USMLEs are carefully crafted measures of acquired medical knowledge that are administered and scored under standardized conditions. These characteristics fulfill the scoring link in the validity argument chain. There is evidence 5 that USMLE Step 1 and Step 2 scores are highly reliable to satisfy the generalization link in the validity argument chain. However, USMLE Step 1 and Step 2 scores fall short on grounds of extrapolation because they lack association with measures of clinical skills that matter among advanced medical students, residents, and subspecialty fellows. The validity argument also breaks down in terms of decision/interpretation because the absence of an empirical link between USMLE scores and measured clinical skill acquisition shows that the examination scores do not have clinical correlates. By contrast, there is much evidence from medical education that multiple-choice test scores are correlated strongly with other multiplechoice test scores. 29, 30 In this context, high correlations among scores are due to common measurement methods The results of this data synthesis are consistent, but we acknowledge that the number of studies reviewed is small and primarily from trainees at one institution. Also, we reviewed a wide range of skills among medical trainees, yet it is impossible to assess all physician skills for correlations with USMLE Step 1 and 2 scores. 34 an OSCE for incoming residents; the Israeli MOR (a Hebrew acronym for "selection for medicine"), a simulationbased assessment center for evaluating the personal and interpersonal qualities of medical school candidates 35 ; and the multiple mini-interview developed at McMaster University to evaluate medical candidates at undergraduate and postgraduate levels. 36 Each of these measurement procedures relies on practical evaluations of candidates' technical, professional, and interpersonal skills rather than measures of acquired knowledge. Strengths of these studies include assessment of skills needed for actual patient care and use of assessment measures that yield reliable data. This approach measures competence rather than intelligence 37 and is designed to select doctors who will provide highquality patient care rather than achieve high multiple-choice test scores. Further study is needed to link assessment strategies such these with enhanced residency selection procedures and subsequent trainee performance. It is also necessary to develop and adopt these alternative approaches on a larger scale for availability to program directors nationally.
Conclusions
The USMLE Step 1 and 2 examinations and their scores are designed to contribute to medical licensure decisions. Use of these scores for other purposes, especially postgraduate residency selection, is not grounded in a validity argument that is structured, coherent, and evidence based. Continued use of USMLE Step 1 and 2 scores for postgraduate medical residency selection decisions is discouraged.
