This article compares three penalty terms with respect to the efficiency of supervised learning, by using first-and second-order off-line learning algorithms and a first-order on-line algorithm. Our experiments showed that for a reasonably adequate penalty factor, the combination of the squared penalty term and the second-order learning algorithm drastically improves the convergence performance in comparison to the other combinations, at the same time bringing about excellent generalization performance. Moreover, in order to understand how differently each penalty term works, a function surface evaluation is described. Finally, we show how cross validation can be applied to find an optimal penalty factor.
Introduction
It has been found empirically that adding some penalty term to an objective function in the learning of neural networks can lead to significant improvements in network generalization. Such terms have been proposed on the basis of several viewpoints such as weight decay (Hinton, 1987) , regularization (Poggio & Girosi, 1990) , function smoothing (Bishop, 1995) , weight pruning (Hanson & Pratt, 1989; Ishikawa, 1996) , and Bayesian priors MacKay, 1992; Williams, 1995) . Some are calculated by using simple arithmetic operations, while others use higher-order derivatives. The most important evaluation criterion for adding these terms is how the generalization performance improves, but the learning efficiency is also an important criterion in large-scale practical problems; computationally demanding terms are hardly applicable to such problems. Here, it is naturally conceivable that the effects of penalty terms depend on learning algorithms; thus, we need comparative evaluations.
We have already given an outline of an evaluation on the learning performance of first-and second-order off-line learning algorithms with three penalty terms, using an artificial regression problem (Saito & Nakano, 1997b) . This article gives the details of the above evaluation and also includes eval-uation using an actual classification problem. It also compares the learning performance of a standard on-line learning algorithm with the three penalty terms, using both the artificial regression problem and the real classification problem. Section 2 explains the framework of the learning and shows a second-order learning algorithm with the penalty terms. Sections 3 and 4 show experimental results for the regression problem and the real classification problem, respectively. Section 5 describes a function surface evaluation, in order to explain how differently each penalty term works. Section 6 shows how cross validation can be applied to find an optimal penalty factor.
Learning with Penalty Term
2.1 Framework. Let {(x 1 , y 1 ), · · · , (x m , y m )} be a set of examples, where x t denotes an n-dimensional input vector and y t a k-dimensional target output vector corresponding to x t . In a three-layer neural network, let h be the number of hidden units, w j = (w j0 , · · · , w jn ) T be the weight vector between all the input units and the hidden unit j, and c i = (c i0 , · · · , c ih ) T be the weight vector between all the hidden units and the output unit i; w j0 and c i0 mean bias terms, and x t0 is set to 1. Note that a T denotes the transposed vector of a. Hereafter, a vector consisting of all parameters, (c
denotes the dimension of . Then the output value of the output unit i is defined as follows:
where σ (u) represents a sigmoidal function, σ (u) = 1/(1 + e −u ).
First, we consider k-dimensional regression problems. Provided that each target output value independently includes noise with a mean of 0 and an unknown common standard deviation, then the learning error term can be defined by using a squared-error criterion:
Next, we consider k-class classification problems. Note that y ti ∈ {0, 1} because each target value indicates a class label. Provided that each example belongs to only one class, then the learning error term can be defined by using a soft-max function and a cross-entropy criterion:
Incidentally, for classification problems, we can consider another learning error term using the squared-error criterion:
However, when z i is defined as the linear output value with respect to the input vector, we can easily see that the Hessian matrix of the cross-entropy criterion always becomes nonnegative definite, but that of the squared-error criterion is not always so. The learning error term using the cross-entropy criterion has a unique (weak) local minimum. Thus, even if z i is the nonlinear output value of the neural network, learning with the error term using the cross-entropy criterion will be easier than that of the squared-error criterion.
In this article, we consider the following three penalty terms:
Hereafter, 1 , 2 , and 3 are referred to as the squared (Hinton, 1987; MacKay, 1992) , absolute (Williams, 1995; Ishikawa, 1996) , and normalized (Hanson & Pratt, 1989) penalty terms, respectively. Then learning with one of these three terms can be defined as the problem of minimizing the following objective function,
where µ is a penalty factor. Although each of the single penalty terms is used for our evaluation, using adequate multiple penalty terms has lately attracted considerable attention. Ripley (1996) has pointed out that a single penalty term will make sense only if the inputs and outputs have been rescaled to the range [0, 1] . In data analysis, such normalization is usually employed; thus, the single penalty term approach remains practical and significant due to its simplicity.
One of the limitations of the single penalty term approach is that it is inconsistent with certain scaling properties of network mappings (Ripley, 1996) . From this standpoint, we should consider multiple penalty factors; however, if we consider a practically meaningful scaling of inputs and outputs such asx m = a m x m + b m andỹ i = c i y i + d i , we have to optimize as many penalty factors as the number of inputs and outputs. The Bayesian approach (MacKay, 1992; Williams, 1995) may make it possible to estimate numerous penalty factors, but it has been the subject of partial implementation and considerable controversy (Ripley, 1996) .
Moreover, a constant penalty factor is used for our evaluation. Although the Bayesian approach can adaptively optimize penalty factors together with network weights, the following approach is still practical and useful; that is, train several networks with different amounts of penalty factors, estimate the generalization error for each, and then choose the penalty factor that minimizes the estimated generalization error. Note: SCG = scaled conjugate gradient; OSS = one-step secant; BPQ = backpropagation based on quasi-Newton.
Learning Algorithms.
Since a large number of algorithms have been proposed for supervised neural network learning, it is almost impossible to evaluate the learning performance of all the algorithms in combination with each penalty term. In general, supervised learning algorithms can be classified into on-line and off-line algorithms. In this article, as a representative on-line algorithm, the on-line backpropagation (BP) algorithm with a fixed learning rate is used for evaluation. On the other hand, the basic characteristics of off-line algorithms can be determined by the methods for calculating a search direction and its step-length. Thus, as shown in Table 1 , we classify the search direction calculation methods into first and second order, and the step-length calculation methods into fixed and variable; then the representative algorithm in each category is reasonably used for evaluation. Since it is well known that the off-line BP algorithm with the fixed step length (learning rate) is very inefficient, and Newton techniques are hardly applicable to even midscale problems, hereafter we consider only the firstand second-order methods whose step length is adjusted.
Second-Order Algorithm with Penalty Term.
In the second-order algorithms, shown in Table 2 , each of existing representative methods has advantages and disadvantages of applicability to large-scale problems and efficiency in inaccurate step length; second-order algorithms based on Levenberg-Marquardt or quasi-Newton methods cannot suitably scale up for large, 1 while a line search to calculate an adequate step length is indispensable for second-order algorithms that are based on quasi-Newton or conjugate gradient methods. 2 In order to make the most of the secondorder algorithm, we employ a newly invented second-order learning algorithm based on a quasi-Newton method (BPQ) (Saito & Nakano, 1997a) . Although we can employ other second-order learning algorithms such as scaled-conjugate gradient (Møller, 1993) or one-step secant (Battiti, 1992) , the BPQ worked the most efficiently among them in our own experience (Saito & Nakano, 1997a) . In the BPQ, the descent direction, , is calculated on the basis of a partial Broyden-Fletcher-Goldfarb-Shannon update and a reasonably accurate step length, λ, is efficiently calculated as the minimal point of a second-order approximation. The partial BFGS update can be directly applied, while the step length λ is evaluated as follows:
The quadratic form for the training error term, T ∇ 2 f ( ) , can be calculated efficiently with the computational complexity of Nm+O(hm) by using the procedure of the BPQ, while those for penalty terms are calculated as follows:
Note that in the step-length calculation, T ∇ 2 F i ( ) is expected to be positive. The three terms have a different effect on T ∇ 2 F i ( ) : the squared penalty term always adds a nonnegative value, the absolute penalty term has no effect, and the normalized penalty term may add a negative value if many weight values are larger than √ 1/3. This indicates that the squared penalty term has a very desirable feature.
3 Experiments Using Regression Problem 3.1 Nonlinear Regression Problem. By using a regression problem for a function y = (1 − x + 2x 2 )e −0.5x 2 , the learning performance of adding a penalty term was evaluated. In the experiment, a value of x was randomly generated in the range of [−4, 4] , and the corresponding value of y was calculated from x; each value of y was corrupted by adding gaussian noise with a mean of 0 and a standard deviation of 0.2. The total number of training examples was set to 30. The number of hidden units was set to 5, where the initial values for the weights between the input and hidden units were independently generated according to a normal distribution with a mean of 0 and a standard deviation of 1; the initial values for the weights between the hidden and output units were set to 0, but the bias value at the output unit was initially set to the average output value of all training examples. The iteration was terminated when the gradient vector was sufficiently small ( ∇F i ( ) 2 /N < 10 −12 ) or the total processing time exceeded 100 seconds. Our experiments using the regression problem were done on SUN S-4/20 computers. The penalty factor µ was gradually changed from 2 0 to 2 −19 by multiplying by 2 −1 ; trials were performed 20 times for each penalty factor. Figure 1 shows the training examples, the true function, and a function obtained after learning without a penalty term. We can see that such a learning overfitted the training examples to some degree.
Evaluation
Using Second-Order Algorithm. By using the BPQ, an evaluation was made after adding each penalty term. Figure 2 compares the generalization performance, which was evaluated by using the average RMSE (root mean squared error) and its standard deviation for a set of 5000 examples newly generated for test. 3 The best possible RMSE level is 0.2 because each test example includes the same amount of gaussian noise as given to each training example. For each penalty term, the generalization performance was improved when µ was set adequately, but the normalized penalty term was the most unstable among the three, because it frequently got stuck in undesirable local minima. Figure 3 compares the statistics of the processing time, until convergence, where the plots are omitted if the standard deviation value is 0. In comparison to the learning without a penalty term, the squared penalty term drastically decreased the processing time, especially when µ was large, while the absolute penalty term did not converge when µ was between [2 −7 , 2 0 ]; the normalized penalty term generally required much processing time. Thus, only the squared penalty term improved the convergence performance more than 2 ∼ 100 times, keeping a better generalization performance for an adequate penalty factor. Figure 4 shows the learning results using the squared penalty term with different penalty factors. The figure shows that the result with the large penalty factor µ = 2 −3 underfitted the training examples, while the result with the small one µ = 2 −15 overfitted the training examples. We can see that the result with an adequate penalty factor µ = 2 −6 closely approximated the true function. 
Evaluation Using Off-line BP.
By using the off-line BP, a similar evaluation was made after adding each penalty term. Here, we adopted Silva and Almeida's (1990) learning-rate adaptation rule: the learning rate η k for each weight φ k is adjusted by the signs of two successive gradient values. 4 Figure 5 compares the generalization performance, and Figure 6 compares the processing time until convergence, where the trials without a penalty term are not displayed because all trials did not converge within 100 seconds. For each penalty term, the generalization performance was improved when µ was set adequately. Note that the off-line BP with the squared penalty term 1 required more processing time than the BPQ with 
Evaluation Using On-line BP.
By using the on-line BP, a similar evaluation was made after adding each penalty term, where the maximum processing time was set to 1000 seconds as enough processing time. Here, the learning rate η was set to 0.01, 0.001, or 0.0001, and the penalty factor µ was gradually changed from 0.01 to 0.01 × 2 −19 by multiplying by 2 −1 . Since on-line learning algorithms perform a weight update for each single example, each penalty operation for the weight values should be performed for each single example as well. Then, in general, the adequate penalty factors of on-line algorithms become much smaller than those of off-line algorithms. Figure 7 compares the generalization performance, where the large RMSE values are omitted to make the graphs the same scale. As for the standard deviation, since each graph of the three learning rates was almost the same, only the graph of η = 0.01 is shown. This figure shows that for the same learning rate, the curves of the generalization performance with each penalty term were very similar. Moreover, the best generalization performance with each penalty term was almost equivalent to that of the on-line BP without a penalty term. As for the convergence performance, all trials did not converge within 1000 seconds. This indicates that the on-line BP with a penalty term could not efficiently reduce the error, worse than the off-line BP.
Consideration.
As the consequence of evaluation using the regression problem, among all the combinations, the combination of 1 and the BPQ performed the best learning, when considering both the generalization performance and the convergence performance. Incidentally, the generalization performance of the on-line or off-line BP without a penalty term was substantially better than that of the BPQ without it. We predict that this is because the effect of early stopping (Bishop, 1995) worked for both, and more for the on-line BP. In this problem, the convergence of the BP is so slow that the effect of early stopping is inevitable. On the other hand, in our experiments, the choice of our maximum processing time is considered to be enough and reasonable. Figure 8 shows the learning curves of the BPQ without a penalty term, the off-line BP without it and the on-line BP without it, where the learning curves were plotted by using the average RMSE for the training examples with respect to the processing time. This figure indicates that even if the maximum processing time increases to a larger value, most of our experimental results will be the same because each of the learning curves for these algorithms is almost saturated within the maximum processing time.
Experiments Using Classification Problem
We performed similar evaluations using a real handwritten numeral recognition problem, where each numeral, 0 ∼ 9 (k = 10), is described by reduced Glucksman's features (n = 16) (Glucksman, 1967; Ishii, 1983) . In ex- periments, among 4000 examples (each class contains 400 examples), 2000 examples (each class contains 200 examples) were used for training, and the remaining examples were used for testing, where the generalization performance was evaluated by using the misclassification rate. The experimental conditions were exactly the same as in section 3 except that the number of hidden units was set to 10 and the maximum processing time was set to 200 seconds. Our experiments using the classification problem were done on HP C180 computers.
Figures 9a and 9b show learning results with each of the three penalty terms by using second and first-order off-line learning algorithms, respectively. Here, the penalty factor µ was gradually changed from 40 to 40 × 2 −9 by multiplying by 2 −1 . We can see that for each penalty term, the generaliza- tion performance was greatly improved when µ was set adequately. Here, the misclassification rate with the squared penalty term 1 is very similar to that with the normalized penalty term 2 , but the former could show the best generalization performance in this experiment. Figure 10 shows learning results with each of the three penalty terms by using the on-line BP whose learning rate η was set to 0.1, 0.01, or 0.001. Here, the penalty factor µ was gradually changed from 0.002 to 0.002 × 2 −19 by multiplying by 2 −1 . We can see that for each penalty term, the generalization performance was also improved when µ was set adequately. However, the best generalization performance with each of the penalty terms was slightly better than the generalization performance without a penalty term, compared with the experiments using the off-line algorithms. Except for the case using the on-line BP whose learning rate was set to 0.1, the generalization performance of the on-line or off-line BP without a penalty term was substantially better than that of the BPQ without it; the effect of early stopping may work clearly for large-scale problems. Incidentally, for all trials except the case using the off-line algorithms whose penalty factor was set to 40 or 20, the standard deviations of the generalization misclassification rates were less than 1%.
As for the convergence performance, only the combination of the squared penalty term 1 and the second-order algorithm BPQ could make the gradient vector sufficiently small; the learnings of the other combinations were terminated by the maximum processing time. Figure 11 shows the convergence performance of the BPQ with 1 . Thus, when considering both the generalization performance and the convergence performance, these experiments using the classification problem also show that the combination of 1 and the BPQ performed the best learning.
Comparison of Function Surfaces
In order to examine graphically the reasons that the effect of adding each penalty term differed, we designed a simple experiment: learning a function y = σ (w 1 x) + σ (w 2 x), where only two weights, w 1 and w 2 , are adjustable. In the three-layer network, as shown in Figure 12 , the input and output layers consist of only one unit, and the hidden layer consists of two units. Note that the weights between the hidden units and the output unit are fixed at 1, there is no bias, and the activation function of hidden units is assumed to be σ (x) = 1/(1+exp(−x)). Each target value y t was calculated from the corresponding input value x t ∈ {−0.2, −0.1, 0, 0.1, 0.2} by setting (w 1 , w 2 ) = (1, 3). Figure 13 shows the learning trajectories on function contour maps with respect to w 1 and w 2 during 100 iterations starting at (w 1 , w 2 ) = (−1, −3) , where the penalty factor µ was set to 0.1 or 0.01. Here the BPQ was used as a learning algorithm. The contours for the squared penalty term form ovals, making the BPQ learn easily. When µ = 0.1, the contours for the absolute penalty term form an almost square-like shape, and the learning trajectories oscillate near the origin (w 1 = w 2 = 0), due to the discontinuity of the gradient function. The contours for the normalized penalty term form a valley, making BPQ's learning more difficult.
Here, in order to evaluate the learning results graphically , the number of weights was set to two, but the property of each penalty term can be naturally extended to a higher dimension. Even if the number of weights is larger than two, these properties are considered to be the same. Moreover, these considerations coincide with the experimental results of sections 3 and 4: the combination of squared penalty term 1 and the second-order learning algorithm BPQ performed the best learning.
Determining Penalty Factor
In general, for a given problem, we cannot know an adequate penalty factor in advance. Given a limited number of examples, we must find a reasonably adequate penalty factor. The procedure of cross validation (Stone, 1978 ) is adopted for this purpose. Since we knew the combination of the squared penalty term 1 and the second-order algorithm, BPQ works very efficiently; hereafter, we consider only this combination.
The procedure of cross validation was implemented as a leave-one-out method: the learning error term without the hth example is defined as
and the parameters minimizing the objective function with the penalty term are defined aŝ
Then, the cross validation error is
Thus, the optimal penalty factor can be calculated by gradually changing its factor: On the other hand, the initial weight values for evaluating the cross-validation error were set as the learning results of the entire examples:
The advantage of this initial value setting is thatˆ (h) can be calculated with a light computation load because the difference betweenˆ andˆ (h) is generally considered to be small. Moreover, in general, there are several local minima for neural network learning, but by searchingˆ (h) in the neighborhood ofˆ , the cross-validation error is expected to be stable. Experiments were performed using the above regression problem with exactly the same experimental conditions as in section 3. Figure 14 compares the generalization error and the cross-validation error by using average and standard deviation. Although the cross-validation error was a pessimistic estimator of the generalization error, it showed the same tendency and was minimized at almost the same penalty factor. Moreover, since the standard deviations of the results were very small, we can see that this learning was stable. Figure 15 shows the average processing time and its standard deviation. Although the processing time includes the crossvalidation evaluation, we can see that the learning was performed quite efficiently.
Conclusion
This article investigated the efficiency of supervised learning with each of three penalty terms by using first-and second-order off-line learning algorithms and a standard on-line algorithm. Our experiments showed that for a reasonably adequate penalty factor, the combination of the squared penalty term and the second-order algorithm drastically improves the convergence performance in comparison to the other combinations, and with excellent generalization performance. In the case of other second-order learning algorithms such as SCG or OSS, similar results are possible because the main difference between the BPQ and those other algorithms involves only the learning efficiency. In the future, we plan to do evaluations using larger-scale problems.
