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Abstract
Temporal-Difference (TD) learning with nonlinear smooth function approximation for policy
evaluation has achieved great success in modern reinforcement learning. It is shown that such
a problem can be reformulated as a stochastic nonconvex-strongly-concave optimization prob-
lem, which is challenging as naive stochastic gradient descent-ascent algorithm suffers from slow
convergence. Existing approaches for this problem are based on two-timescale or double-loop
stochastic gradient algorithms, which may also require sampling large-batch data. However, in
practice, a single-timescale single-loop stochastic algorithm is preferred due to its simplicity and
also because its step-size is easier to tune. In this paper, we propose two single-timescale single-
loop algorithms which require only one data point each step. Our first algorithm implements
momentum updates on both primal and dual variables achieving an O(ε−4) sample complexity,
which shows the important role of momentum in obtaining a single-timescale algorithm. Our
second algorithm improves upon the first one by applying variance reduction on top of momen-
tum, which matches the best known O(ε−3) sample complexity in existing works. Furthermore,
our variance-reduction algorithm does not require a large-batch checkpoint. Moreover, our the-
oretical results for both algorithms are expressed in a tighter form of simultaneous primal and
dual side convergence.
1 Introduction
Reinforcement Learning (RL) powered by neural networks has recently achieved state-of-the-art
performance on many high-dimensional control and planning tasks. Policy evaluation (PE), which
aims at estimating the value function corresponding to a certain policy, is a stepping stone of policy
improvements and serves as an essential component of various RL algorithms. It is therefore crucial
to design sample efficient PE algorithms estimating value functions with approximation guarantees.
One of the most prevailing classes of PE methods is the TD learning with function approximation
(Dann et al., 2014), whose goal is to minimize the Bellman error by approximating the value function
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of a policy via smooth functions, e.g. neural networks, of certain learnable parameters. Much
like other fields of modern machine learning, despite its recent extensive empirical successes, e.g.
Schulman et al. (2015); Silver et al. (2017), theoretical understanding of general nonlinear function
approximation remains limited.
Most existing TD learning algorithms with theoretical guarantees are restricted to linear func-
tion approximations owning to its mathematical conciseness (Tsitsiklis and Van Roy, 1997; Sutton et al.,
2009a,b; Liu et al., 2015; Du et al., 2017; Wang et al., 2017; Dalal et al., 2017; Yu, 2017; Touati et al.,
2017; Bhandari et al., 2018; Srikant and Ying, 2019). However, the linearity assumption is more
often than not oversimplified and insufficient to explain the effectiveness of general function approx-
imations in practice.
This motivates researchers to study a more practical setting where value functions are parametrized
by nonlinear and smooth functions. The work (Bhatnagar et al., 2009) is among the first to pro-
pose a general framework for such a setup via minimizing a generalized mean squared projected
Bellman error (MSPBE) objective. It can be shown via Fenchel’s duality theory that minimizing
the generalized MSPBE is equivalent to solving a nonconvex-strongly-concave (NCSC) minimax op-
timization problem, where the primal side of the objective is nonconvex and the dual side is strongly
concave (Wai et al., 2019). Generalizing the SAGA method (Defazio et al., 2014) for nonconvex
minimization problem, the recent work (Wai et al., 2019) proposed a variance-reduced stochastic
gradient algorithm to solve this NCSC minimax problem. However, since their primary objective
is a finite-sum of errors from a large batch of data points, the corresponding algorithm can only
run offline.
In the current paper, we aim at improving upon the previous algorithm by proposing and
analyzing single-timescale stochastic algorithms for the online setting with streaming data points.
Formally, the NCSC minimax optimization under the online setting can be formulated as
min
θ∈Θ
max
ω∈Ω
{F (θ, ω) := Eξ∼D[f(θ, ω; ξ)]}, (1)
where F (θ, ω) is nonconvex w.r.t. θ when fixing ω and strongly concave w.r.t. ω when fixing θ.
Here ξ is a random variable following the data distribution D. Each individual function f(θ, ω; ξ)
is a continuously differentiable function. For this problem, two-timescale algorithms refer to the
subclass of algorithms updating θ and ω with significantly different frequencies or step sizes (see
Section A.1 in the supplementary material for detailed discussion). The work (Bhatnagar et al.,
2009) suggested a two-timescale stochastic algorithm for solving MSPBE with only asymptotic
analysis via theory of ordinary differential equation (ODE). To generally solve the problem (1),
Lin et al. (2019) proposed two-timescale algorithms with the faster timescale updated by sampling
large batches of data or iterating until converging to small error before updating the slower timescale.
Yan et al. (2019) proposed a double-loop algorithm, though single-timescale, requiring to reset the
parameters for the inner loop after a certain number of iterations. Both Lin et al. (2019) and
Yan et al. (2019) provide a non-asymptotic convergence analysis with O˜(ε−4) sample complexity
attaining ε convergence error. To further obtain a faster convergence, the recent work (Luo et al.,
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2020) proposed a double-loop algorithm achieving an O(ε−3) sample complexity1 based on the
variance reduction technique, which runs certain number of iterates for the dual side before updating
the primal side. In addition, the algorithm requires a large batch of data for construct variance
reduction checkpoint each round. However, in practice, a single-timescale and single-loop stochastic
algorithm is preferred due to its simplicity and also because its step-size is easier to tune. Therefore,
our paper aims at answering the following two questions:
Is it possible to design a single-timescale and single-loop stochastic algorithm for the problem
(1)? Moreover, can we further accelerate this algorithm to obtain a lower sample complexity?
The main challenge lies in the asymmetry in the primal and dual sides of the objective, which
potentially affects the updating rule design on both sides. Our contributions are three folds:
• First, we develop a single-timescale and single-loop stochastic gradient algorithm with only one
data point each step, which implements momentum updates on both primal and dual variables.
We prove that this algorithm can achieve O(ε−4) sample complexity. This result provides an
insight that the momentum updates can lead to single-timescale algorithms for minimax opti-
mization, shedding light on further developing algorithms in this area.
• Moreover, our second algorithm improves upon the first one by applying variance reduction on
top of momentum. This algorithm achieves an O(ε−3) sample complexity matching the best
known result. Meanwhile, this accelerated algorithm still remains single-timescale and single-
loop, and does not require a large-batch checkpoint each round. It also extends the recent
proposed momentum variance-reduction algorithm in Cutkosky and Orabona (2019) from non-
convex minimization to minimax optimization.
• Third, the convergence of our algorithms is expressed in a tighter form of simultaneous primal
and dual-side convergence, which extends existing convergence metrics under the online setting
with only showing the convergence of the primal iterates. Moreover, our paper studies a general
setting where both primal and dual-side feasible sets, i.e., Θ and Ω, can be any convex closed set
without requiring Θ being compact and Ω = Rn as in the nonlinear TD learning problem .
The detailed comparison of our results in this paper to existing works is listed in Table 1.
Related Work. There have been a large number of existing works focusing on the linear func-
tion approximation for the PE task (Tsitsiklis and Van Roy, 1997; Sutton et al., 2009a,b; Liu et al.,
2015; Du et al., 2017; Wang et al., 2017; Dalal et al., 2017; Yu, 2017; Touati et al., 2017; Bhandari et al.,
2018; Doan et al., 2019; Wang et al., 2019; Srikant and Ying, 2019; Xu et al., 2020). This line of
works can enjoy a benign property of the linear function approximation that the objectives of
the associated minimax optimization are convex-strongly-concave or even strongly-convex-strongly-
concave (Liu et al., 2015; Du et al., 2017). This property can potentially result in fast convergence
1The sample complexity in the aforementioned works are associated with finding the ε-stationary point of the
primal side of the problem (1), e.g. the ε-stationary point of the function J(θ) := maxω∈Ω F (θ, ω) in Lin et al.
(2019); Luo et al. (2020). As shown in Section 4.1, the sample complexity in our results is associated with a tighter
convergence metric proposed in this paper to measure the convergence of both primal and dual sides of F (θ, ω).
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or even linear convergence rate for the offline setting, e.g. Du et al. (2017). On the other hand, TD
learning with nonlinear smooth function approximation is studied in several works. Bhatnagar et al.
(2009) proposed several two-timescale stochastic algorithms with asymptotic convergence analysis
by ODE. Chung et al. (2018) studied the nonlinear approximation with neural network proposing
two-timescale algorithm also with asymptotic convergence analysis. Recently, Wai et al. (2019)
proposed a variance-reduced algorithm to solve the finite-sum objective in the offline setting with
non-asymptotic convergence analysis.
From the perspective of optimization theory, there have been several works studying the NCSC
minimax problem. The works (Nouiehed et al., 2019; Thekumparampil et al., 2019; Lu et al., 2019;
Lin et al., 2019) studied the deterministic algorithms for the NCSC minimax problem. Lin et al.
(2019) further studied the sample complexity of two-timescale stochastic algorithms where the faster
timescale (dual side) is performed by sampling a large batch of data points or iterating to a tiny
convergence error before updating the primal variable. Rafique et al. (2018) proposed double-loop
proximally guided stochastic subgradient methods for solving a class of nonconvex-concave minimax
optimization problem with special structures. Yan et al. (2019) presented a single-timescale and
double-loop algorithm for solving NCSC minimax optimization, where the inner loop is restarted to
reset parameters after a certain number of iterations. There is another line of works (Xu and Gu,
2019; Cai et al., 2019) investigating PE with non-smooth approximation by ReLU networks, which
is not the same setting as in this paper.
Notation. For column vectors x and y, we denote their concatenation [x⊤, y⊤]⊤ by (x, y). For a
function g(x, y), we let g(x, ·) denote the function w.r.t. the second argument and let g(·, y) denote
the function w.r.t. the first argument. We use ∇xg(x, y) and ∇yg(x, y) to denote its gradients w.r.t.
x and y respectively and further let ∇g(x, y) denote their concatenation (∇xg(x, y),∇yg(x, y)).
We let ‖ · ‖ denote the ℓ2 norm for vectors. The projection to a set C is defined as PC(x) =
argminx˜∈C ‖x˜− x‖2.
2 Policy Evaluation with Smooth Function Approximation
Consider a Markov Decision Process (MDP) described by (S,A,Pas,s′ ,R, ρ). We denote by S
the set of states, and denote by A the set of actions. Let Pas,s′ denote the transition proba-
bility from state s ∈ S to state s′ ∈ S with action a ∈ A. Note that S and A can be infi-
nite such that Pas,s′ becomes a Markov kernel. Let r(s, a, s′) be an immediate reward once an
agent takes action a at state s and transits to state s′. The reward function R(s, a) is then
defined as R(s, a) := Es′∼Pas,· [r(s, a, s′)]. The discount factor is denoted by ρ ∈ [0, 1). Let
π(a | s) be the policy which is the probability of taking action a given current state s. Then,
we have the state value function defined as V pi(s) := E[
∑∞
t=0 ρ
tR(st, at) | s0 = s, π]. Further let-
ting Rpi(s) := Ea∼pi(·|s)[R(s, a)] and P pi(s, s′) := Ea∼pi(· | s)[Pas,s′ ], we define the Bellman operator as
T piV (s) := Rpi(s) + ρ · Es′∼Ppi(s,·)[V (s′)]. Then, V pi satisfies the Bellman equation in the form of
V pi(s) = T piV pi(s),∀s ∈ S.
We consider a TD learning problem which focuses on solving the Bellman equation for V pi.
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Table 1: Comparison with results from existing works for solving NCSC minimax problem. The
column ‘Variance Reduction’ exhibits whether an algorithm employs variance reduction techniques.
In the ‘Convergence Metric’ column, ‘Primal’ indicates the sample complexity is evaluated based
on the convergence of the primal variable while ‘Primal & Dual’ means the sample complexity
is measured in terms of the convergence of both primal and dual variables. (See Section 4.1 for
detailed discussions.) The column ‘Large Batch’ shows whether an algorithm requires sampling a
large batch of data points each round.
Paper
Sample
Complexity
Variance
Reduction
Convergence
Metric
Single-Timescale
and Single-Loop
Large
Batch
Lin et al. (2019) O(ε−4) No Primal No Yes
Yan et al. (2019) O˜(ε−4) No Primal No No
Luo et al. (2020) O(ε−3) Yes Primal No Yes
This work
O(ε−4) No
Primal & Dual Yes No
O(ε−3) Yes
One typical approach to solve Bellman equation is to approximate V pi by a parameterized function
Vθ with parameters θ ∈ Θ ⊂ Rd. The feasible set Θ can be a compact set to guarantee the
learning parameter θ not drifting far from its initialization. In the next section, we show that this
assumption is only a special case of our general theory. Letting Vθ be a smooth nonlinear function
(Bhatnagar et al., 2009), according to Liu et al. (2015); Wai et al. (2019), we can solve Bellman
equation by minimizing a generalized MSPBE
Mspbe(θ) =
1
2
∥∥Es∼dpi(·){[T piVθ(s)− Vθ(s)]∇θVθ(s)]⊤}∥∥2K−1
θ
, (2)
where Kθ = Es[∇θVθ(s)∇θVθ(s)⊤] ∈ Rd×d. Here dpi(·) denotes stationary distribution of states.
In this paper, we assume that Kθ is non-singular for all θ ∈ Θ such that its smallest eigenvalue
λmin(Kθ) > 0. Via the Fenchel’s duality that 1/2 · ‖x‖2A−1 = maxy∈Rd〈x, y〉 − 1/2 · y⊤Ay, we thus
have a primal-dual minimax formulation of MSPBE minimization problem as
min
θ∈Θ
Mspbe(θ) = min
θ∈Θ
max
ω∈Rd
{
L(θ, ω) := Es,a,s′ [ℓ(θ, ω; s, a, s′)]
}
, (3)
where Es,a,s′ is taking expectation for s ∼ dpi(·), a ∼ π(· | s), s′ ∼ Pas,·, and we define
ℓ(θ, ω; s, a, s′) := 〈δ · ∇θVθ(s), ω〉 − 1
2
ω⊤[∇θVθ(s)∇θVθ(s)⊤]ω,
with δ := r(s, a, s′) + ρVθ(s
′)− Vθ(s). Once fixing θ, due to non-singularity of Kθ, then L(θ, ·) is a
strongly concave (quadratic) function, while if fixing ω, then L(·, ω) is a nonconvex function. Thus,
we have an NCSC minimax formulation for policy evaluation with smooth function approximation.
Bhatnagar et al. (2009) suggested a stochastic algorithm that once given an online data point
(st, at, st+1), this algorithm updates θ and ω by
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θt+1 = PΘ(θt − νt∇θℓ(θt, ωt; st, at, st+1)), and ωt+1 = ωt + µt∇ωℓ(θt, ωt; st, at, st+1),
where νt/µt → 0 as t → ∞. In essence, this is a two-timescale stochastic gradient descent-ascent
algorithm to update primal variable θ and dual variable ω alternately.
3 Problem Formulation
In theory, we consider to solve a more general NCSC minimax optimization problem under the
online setting, formulated as (1), i.e., minθ∈Θmaxω∈Ω{F (θ, ω) := Eξ∼D[f(θ, ω; ξ)]}.
For each time t, one data point is observed ξt ∼ D with a function f(·, ·; ξt) as well as its
first-order derivative. In particular, (s, a, s′) in (3) is equivalent to ξ here. Each time t, the data
point ξt+1 is (st, at, st+1). Specifically, the generality of the problem (1) we studied here is reflected
in the following two aspects: First, the feasible sets Θ ⊆ Rd and Ω ⊆ Rn are only convex and
closed without requiring boundedness of Θ. Thus, we can set Θ = Rd or Ω = Rn such that (1) is
reduced to one-sided or two-sided unconstrained minimax optimization problems. Therefore, TD
learning with smooth function approximation in (3), where Θ ⊆ Rd is compact and Ω ⊂ Rn with
n = d, becomes a special case of the problem (1) with f(θ, ω; ξ) being ℓ(θ, ω; s, a, s′). Second, the
function F (θ, ω) in (1) is a general nonconvex strongly concave function, and not limited to the
form of L(θ, ω) in (3) whose dual side is quadratic.
Furthermore, we define a function J(θ) by J(θ) := maxω∈Ω F (θ, ω), which implies that the
problem (1) can be equivalently written as
min
θ∈Θ
max
ω∈Ω
F (θ, ω) = min
θ∈Θ
J(θ).
We can observe that Mspbe(θ) in (2) is equivalent to J(θ) with setting Ω = Rn. In addition, F (θ, ω)
is strongly concave w.r.t. ω ∈ Ω which guarantees the existence and uniqueness of the solution to
the problem maxω∈Ω F (θ, ω),∀θ ∈ Θ. Then, given θ ∈ Θ, we define the solution as
ω∗(θ) := argmax
ω∈Ω
F (θ, ω),
which is a mapping from Θ to Ω. Thus, J(θ) can be further written as J(θ) = F (θ, ω∗(θ)).
Due to the nonconvexity of the primal side and the strong concavity of the dual side, our goal
is to design efficient algorithms so that the primal iterate θt converges to a stationary point or local
minimizer of the function F (·, ωt) while the dual side ωt converges to ω∗(θt).
Remark 3.1. Note that since we consider a general constrained problem, the mapping ω∗(θ) may
not be the solution to the unconstrained maximization problem argmaxω∈Rn F (θ, ω) if Ω 6= Rn. Thus,
we may have ∇ωF (θ, ω∗(θ)) 6= 0. On the other hand, the iterate θt may also only converge to a
point θ̂ on the boundary of Θ with ∇θF (θ̂, ω) 6= 0 if this point is a local minimum but not stationary
point. This motivates us to find a proper metric to measure the convergence of algorithms to solve
(1), which is considered as one of our main contribution. The detailed discussion of the convergence
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metric is presented in Section 4.1.
4 Single-Timescale Stochastic Algorithm for NCSC Optimization
The single-timescale and single-loop stochastic algorithm for solving (1) is introduced in Algorithm
1. Specially, the step size associated with time t is νt, which is applied to update the parameter
θ and ω in the same timescale of O(t−1/2). At time t, viewing pt and dt as stochastic gradient
approximation, Lines 3 and 4 perform stochastic gradient descent for θ and ascent for ω with
parameters γ and η, and then project the iterates. Then, averaging steps are taken between the
projected iterates θ˜t+1, ω˜t+1 and the previous iterates θt, ωt to get θt+1, ωt+1, which is
θt+1 = θt + νt(θ˜t+1 − θt) = (1− νt)θt + νtθ˜t+1,
ωt+1 = ωt + νt(ω˜t+1 − ωt) = (1− νt)ωt + νtω˜t+1.
Here θt+1, ωt+1 are guaranteed to stay in Θ and Ω by a simple induction proof if θt ∈ Θ and ωt ∈ Ω
when νt ≤ 1. In particular, we initialize θ0 ∈ Θ and ω0 ∈ Ω. Note that the parameters γ and
η are two constants (not related to time t) to balance the updates of θ and ω. For a more clear
understanding of the updates in Lines 3 and 4, setting Θ = Rd and Ω = Rn yields
θt+1 = θt − γνtpt, and ωt+1 = ωt + ηνtdt,
which are stochastic gradient descent-ascent steps for unconstrained problems with gradient ap-
proximation by pt and dt. Similar updating rules as Lines 3 and 4 can also be found in existing
papers for constrained minimization problems, e.g. Ruszczyński (1987); Ghadimi et al. (2018).
Lines 5 and 6 are the momentum updates for primal and dual sides. Specifically, letting qt =
(pt, dt), gt+1 = ∇f(θt+1, ωt+1; ξt+1), and ct = ανt = βνt with assuming α = β, Lines 5 and 6 can
be interpreted as
qt+1 = (1− ct)qt + ctgt+1. (4)
In particular, this update only requires one date point ξt+1 each time. This momentum step
shows that qt+1 is a recursive average of historical stochastic gradients. The intuition behind
the application of momentum updates is: the momentum updates can use history averaging to
counteract the effect of noise of each stochastic gradient, which potentially results in a single-
timescale algorithm.
4.1 Theoretical Results
Assumptions. We first make several standard assumptions which are the same as or even weaker
than the ones in recent papers, e.g. Bhatnagar et al. (2009); Wai et al. (2019); Lin et al. (2019).
Assumption 4.1 (Existence of Solution). There exists at least one global minimizer θ∗ ∈ Θ such
that J(θ) ≥ J∗ > −∞,∀θ ∈ Θ, where we denote J∗ = J(θ∗).
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Algorithm 1 Single-Timescale Stochastic Gradient Algorithm for NCSC Minimax Optimization
1: Initialize: θ0 ∈ Θ, ω0 ∈ Ω, p0 = ∇θf(θ0, ω0, ξ0), d0 = ∇ωf(θ0, ω0, ξ0).
2: for t = 0, . . . , T − 1 do
3: Update primal variable θt+1:
θ˜t+1 = PΘ(θt − γpt),
θt+1 = θt + νt(θ˜t+1 − θt).
4: Update dual variable ωt+1:
ω˜t+1 = PΩ(ωt + ηdt),
ωt+1 = ωt + νt(ω˜t+1 − ωt).
5: Update primal stochastic gradient pt+1 :
pt+1 = (1− ανt)pt + ανt∇θf(θt+1, ωt+1; ξt+1).
6: Update dual stochastic gradient dt+1 :
dt+1 = (1− βνt)dt + βνt∇ωf(θt+1, ωt+1; ξt+1).
7: end for
Assumption 4.2 (Convex Sets). The feasible sets Θ and Ω are closed convex sets.
Assumption 4.3 (Lipschitz Smoothness). For any θ, θ′ ∈ Θ and any ω, ω′ ∈ Ω, the gradient
∇F (θ, ω) = (∇θF (θ, ω),∇ωF (θ, ω)) satisfies ‖∇F (θ, ω)−∇F (θ′, ω′)‖ ≤ LF ‖(θ, ω)− (θ′, ω′)‖.
Assumption 4.3 further implies that both F (θ, ·) and F (·, ω) are LF -Lipschitz smooth. As shown
in Wai et al. (2019), this assumption is satisfied for nonlinear TD learning in (3).
Assumption 4.4 (Strong Concavity). For any given θ ∈ Θ, the function F (θ, ·) is µ-strongly
concave, i.e., ∀θ ∈ Θ and ∀ω, ω′ ∈ Ω, F (θ, ·) is concave and ‖∇ωF (θ, ω)−∇ωF (θ, ω′)‖ ≥ µ‖ω−ω′‖.
For the TD learning problem (3), this assumption is equivalent to that for ∀θ ∈ Θ, µ =
λmin(Kθ) > 0.
As shown in Lin et al. (2019), J(θ) = maxω∈Ω F (θ, ω) enjoys a benign property of being gradient
Lipschitz when both Assumptions 4.3 and 4.4 hold, which is applied in our theoretical analysis.
Assumption 4.5 (Bounded Variance). The variance of the stochastic gradient ∇f(θ, ω, ξ) =(∇θf(θ, ω, ξ),∇ωf(θ, ω, ξ)) is bounded as Eξ∼D‖∇f(θ, ω, ξ)−∇F (θ, ω)‖2 ≤ σ2.
Assumption 4.5 further implies ∇θf(θ, ω, ξ) and ∇ωf(θ, ω, ξ) have bounded variance respec-
tively, i.e., Eξ‖∇θf(θ, ω, ξ)−∇θF (θ, ω)‖2 ≤ σ2 as well as Eξ‖∇ωf(θ, ω, ξ)−∇ωF (θ, ω)‖2 ≤ σ2.
Remark 4.6. In our paper, we only need a weaker assumption as Assumption 4.2 without assuming
boundedness of Θ and Ω. Some papers, e.g. Wai et al. (2019), explicitly assume that all the iterates
{ωt}t≥0 are bounded even when Ω = Rn to theoretically derive the convergence guarantee while our
analysis does not require this assumption.
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Convergence Metric. We propose the following metric to measure the convergence of algorithms
Mt := γ
−1‖θ˜t+1 − θt‖+ ‖∇θF (θt, ωt)− pt‖+ LF‖ωt − ω∗(θt)‖. (5)
The first two terms of RHS in (5) measures the convergence of the primal side {θt}t≥0. If a point
θ̂ ∈ Θ is a local minimum or a stationary point for the function F (·, ω), then there must be
θ̂ = PΘ(θ̂ − γ∇θF (θ̂, ω)). This indicates either ∇θF (θ̂, ω) = 0 with θ̂ being a stationary point or
∇θF (θ̂, ω) 6= 0 but θ̂ a local minimizer on the boundary of Θ so that the projected gradient descent
step at θ̂ returns to itself. Thus, it inspires us to use γ−1‖θ − PΘ(θ − γp)‖ + ‖p − ∇θF (θ, ω)‖
to measure the convergence θ such that these two terms being 0 implies p = ∇θF (θ, ω) and θ =
PΘ(θ−γp) = PΘ(θ−γ∇θF (θ, ω)). The first two terms of RHS in (5) is also used in existing works,
e.g. Ghadimi et al. (2018), to measure the convergence of algorithms for constrained minimization
problem. The last term in (5) measures the convergence of ωt to the unique maximizer ω
∗(θt) for
F (θt, ·). When the primal side is unconstrained, i.e. Θ = Rd, we have
Mt = ‖pt‖+ ‖∇θF (θt, ωt)− pt‖+ LF‖ωt − ω∗(θt)‖ ≥ ‖∇θF (θt, ωt)‖+ LF‖ωt − ω∗(θt)‖, (6)
which implies that if Mt → 0, then ‖∇θF (θt, ωt)‖ → 0 and ωt → ω∗(θt). If the problem (1) is
further unconstrained on both primal and dual sides, i.e. Θ = Rd and Ω = Rn, we have
Mt = ‖pt‖+ ‖∇θF (θt, ωt)− pt‖+ LF ‖ωt − ω∗(θt)‖ ≥ ‖∇θF (θt, ωt)‖+ ‖∇ωF (θt, ωt)‖,
where the last inequality uses the Lipschitz continuity of gradients and fact that∇ωF (θt, ω∗(θt)) = 0
in unconstrained case. This means whenMt → 0, then both ‖∇θF (θt, ωt)‖ → 0 and ‖∇ωF (θt, ωt)‖ →
0. We also see that the Lipschitz constant LF exists to balance the scale of the norm of gradients
and the norm of variables.
Remark 4.7 (Comparisons of Metrics). When Ω = Rn, the convergence metric (5) is similar to
the one used in the paper Wai et al. (2019) for the finite-sum setting. But the metric in Wai et al.
(2019) employs ‖∇ωF (θt, ωt)‖ to evaluate the dual-side convergence, which is not as general as (5)
for the case Ω 6= Rn . On the other hand, in most existing papers studying online settings, their
metrics aim to measure the convergence of the primal variable, e.g. ‖∇J(θt)‖ → 0 in Lin et al.
(2019); Luo et al. (2020). This is equivalent to showing ‖∇θF (θt, ω∗(θt))‖ → 0 when Θ = Rd,
which ignores showing the convergence of dual side ωt → ω∗(θt). Our convergence metric is tighter
in that it measures both primal and dual-side convergence for any convex closed feasible sets Θ and
Ω. For the special case where Θ = Rd, the convergence measured by Mt can imply the convergence
measured by ‖∇J(θt)‖ according to the following inequality
‖∇J(θt)‖ = ‖∇θF (θt, ω∗(θt))‖ ≤ ‖∇θF (θt, ω∗(θt))−∇θF (θt, ωt)‖+ ‖∇θF (θt, ωt)‖ ≤Mt
where the last inequality is by (6) and the Lipschitz continuity of the gradient ∇θF (θ, ω).
For stochastic algorithms in this paper, we adopt the average of expectation, i.e., T−1
∑T−1
t=0 E[Mt],
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to measure their ergodic convergence, where the expectation is taken over all sampling randomness
{ξt}T−1t=0 . This is the standard way to show the convergence of stochastic algorithms.
Convergence Analysis. Based on this convergence metric, we show our theoretical results below.
Specifically, we present two theorems to show the sample complexity under Algorithm 1 with either
decaying step size or fixed step size.
Theorem 4.8 (Decaying Step Size). Under Assumptions 4.1, 4.2, 4.3 and 4.4, setting the pa-
rameters α = β = 3, 0 < η ≤ µ/(4L2F ), 0 < γ ≤ ηµ2/(9L2F ), and νt = 1/[16(t + b)]1/2 with
b ≥ max{(2γL2F /µ)2, 3}, with the updating rules in Algorithm 1, the convergence rate is2
1
T
T−1∑
t=0
E[Mt] ≤ O˜
(
1
T 1/4
)
,
Then, the sample complexity Tε to achieve ε error of T
−1∑T−1
t=0 E[Mt] is Tε ≥ O˜(ε−4).
In Theorem 4.8, we set νt decaying so as to clearly show its dependence on time t. This theorem
shows that if we set νt = O(t
−1/2), it requires O˜(ε−4) rounds (or number of data points) to attain
an ε error of T−1
∑T−1
t=0 E[Mt]. Note that in this theorem, it is not necessary to fix the total number
of rounds T in advance. However, it introduces an extra logarithmic factor, namely log(ε−1), in
the sample complexity. In the next theorem, we show that this logarithmic factor can be removed
via setting a fixed step size if assuming the total number of rounds T is pre-set.
Theorem 4.9 (Fixed Step Size). Under Assumptions 4.1, 4.2, 4.3 and 4.4, setting the parameters
α = β = 3, 0 < η ≤ µ/(4L2F ), 0 < γ ≤ ηµ2/(9L2F ), and fixing the step size νt = ν = 1/[16(T +b)1/2]
with b ≥ max{(γL2F /µ)2, 3} for all t ∈ [0, T ], with the updating rules in Algorithm 1, the convergence
rate of this algorithm is
1
T
T−1∑
t=0
E[Mt] ≤ O
(
1
T 1/4
)
,
Then, the sample complexity Tε to achieve ε error of T
−1∑T−1
t=0 E[Mt] is Tε ≥ O(ε−4).
Remark 4.10 (Comparisons). The sample complexity of Algorithm 1, i.e. O˜(ε−4) for the decaying
step size and O(ε−4) for the fixed step size, matches the results of the two-timescale or double-
loop algorithms (Lin et al., 2019; Yan et al., 2019) without using variance reduction techniques.
Moreover, our sample complexity is based on the convergence of both primal and dual variables
while the existing algorithms (Lin et al., 2019; Yan et al., 2019) only measure the complexity in
terms of the convergence of the primal variable.
2We use O˜ to hide logarithmic factors. More specifically, O˜ hides log T factors for the convergence results and
log(ε−1) factors for the results of sample complexity.
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5 Accelerated Single-Timescale Stochastic Method for NCSC Op-
timization
In this section, we propose an accelerated variant of the single-timescale stochastic algorithm in a
single-loop form for NCSC minimax optimization as summarized in Algorithm 2. The updates of
the parameters θ and ω in Line 3 and Line 4 follow a similar rule as the one in Algorithm 1. The
main modification lies in the updates of the gradient approximation terms p and d in Line 5 and
Line 6. If we adopt similar notations to (4) and further let gt = ∇f(θt, ωt; ξt+1) and ct = αν2t = βν2t
with assuming α = β, then Lines 5 and 6 can be interpreted as
qt+1 = (1− ct)qt + ctgt+1 − (1− ct)(gt − gt+1). (7)
Inspired by the recently proposed momentum variance reduction technique (Cutkosky and Orabona,
2019) for minimization problems, we adapt it to the NCSC minimax optimization problem by
applying variance reduction upon the primal-dual momentum updates. The first two terms of RHS
in (7) recover the gradient updates in (4) (if ignoring the difference of ct) while the third term of
RHS operates as a bias correctness to qt. In contrast to (4), the update (7) results in that qt+1 is an
unbiased stochastic approximation with E[qt+1] = ∇F (θt+1, ωt+1) by induction if E[qt] = ∇F (θt, ωt),
which can be guaranteed by our initialization step q0 = (p0, d0) = ∇f(θ0, ω0; ξ0) in Algorithm 2.
With the bias correctness to averaging of stochastic gradients, the gradient approximation error
can be further reduced by proper setting of ct.
Algorithm 2 does not require computing an averaged variance reduction checkpoint gradient
with sampling a large batch of data after a certain number of updates. In contrast, it only needs
one data point each step, e.g., ξt+1 at the t-th round. Then, its associated stochastic gradients are
evaluated with two sets of parameters, e.g., the previous one (θt, ωt) and the current one (θt+1, ωt+1).
Algorithm 2 remains a single-timescale and single-loop algorithm as both θ and ω are updated in
the same timescale.
5.1 Theoretical Results
Assumptions. In this section, we make the same assumptions as Assumptions 4.2, 4.4, and 4.5.
In addition, we make an assumption of Lipschitz stochastic gradients instead of Assumption 4.3.
Assumption 5.1 (Lipschitz Stochastic Gradient). We assume that ∀θ, θ′ ∈ Θ and ∀ω, ω′ ∈ Ω,
the stochastic gradient ∇f(θ, ω) = (∇θf(θ, ω),∇ωf(θ, ω)) satisfies ‖∇f(θ, ω; ξ) − ∇f(θ′, ω′; ξ)‖ ≤
Lf‖(θ, ω)− (θ′, ω′)‖, which further leads to ‖∇F (θ, ω)−∇F (θ′, ω′)‖ ≤ Lf‖(θ, ω)− (θ′, ω′)‖.
The second inequality in Assumption 5.1 can be obtained by simply applying Jensen’s inequality
‖EX‖2 ≤ E‖X‖2. Assumption 5.1 also shows that the Lipschitz continuity of stochastic gradients
can imply Lipschitz continuity of population gradients. It is a common assumption in variance-
reduced stochastic algorithms, e.g. Johnson and Zhang (2013); Cutkosky and Orabona (2019). Be-
sides, as shown in Wai et al. (2019), this assumption can also be verified for ℓ(θ, ω; s, a, s′) in (3).
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Algorithm 2 Variance-Reduced Single-Timescale Stochastic Algorithm for NCSC Optimization
1: Initialize: θ0 ∈ Θ, ω0 ∈ Ω, p0 = ∇θf(θ0, ω0, ξ0), and d0 = ∇ωf(θ0, ω0, ξ0), α = β = 6.
2: for t = 1, . . . , T do
3: Update primal variable θt+1:
θ˜t+1 = PΘ(θt − γpt),
θt+1 = θt + νt(θ˜t+1 − θt).
4: Update dual variable ωt+1:
ω˜t+1 = PΩ(ωt + ηdt),
ωt+1 = ωt + νt(ω˜t+1 − ωt).
5: Update primal stochastic gradient pt+1 :
pt+1 = (1− αν2t )(pt −∇θf(θt, ωt; ξt+1)) +∇θf(θt+1, ωt+1; ξt+1).
6: Update dual stochastic gradient dt+1 :
dt+1 = (1− βν2t )(dt −∇ωf(θt, ωt; ξt+1)) +∇ωf(θt+1, ωt+1; ξt+1).
7: end for
Convergence Analysis. We adopt the same convergence measure (5) here by replacing LF with
Lf . Analogous to the last section, we present two theorems to show the sample complexity under
Algorithm 2 with either decaying or fixed step size.
Theorem 5.2. Under Assumptions 4.1, 4.2, 4.4, and 5.1, setting the parameters α = β = 6,
0 < η ≤ µ/(6L2f ), 0 < γ ≤ µ2η/(9L2f ), and νt = 1/[3(t+ b)1/3] with b ≥ max{(6γL2f/µ)3, 256}, with
the updating rules in Algorithm 2, the convergence rate is
1
T
T−1∑
t=0
E[Mt] ≤ O˜
(
1
T 1/3
)
.
Then, the sample complexity Tε to achieve ε error of T
−1∑T−1
t=0 E[Mt] is Tε ≥ O˜(ε−3).
Theorem 5.2 shows that if we set νt = O(t
−1/3), it requires O˜(ε−3) rounds (or data points) to
attain an ε error of T−1
∑T−1
t=0 E[Mt]. Note that in this theorem, it is not necessary to fix the total
number of rounds T in advance. The next theorem can remove the logarithmic factor log(ε−1) in
the sample complexity via setting a fixed step size when the total number of rounds T is known.
Theorem 5.3. Under Assumptions 4.1, 4.2, 4.4, and 5.1, setting the parameters α = β = 6,
0 < η ≤ µ/(6L2f ), 0 < γ ≤ µ2η/(9L2f ), and fixing the step size νt = ν = 1/[3(T + b)1/3] with
b ≥ max{[6γ(Lf + L2f/µ)]3, 256} for all t ∈ [0, T ], with the updating rules in Algorithm 2, the
convergence rate is
1
T
T−1∑
t=0
E[Mt] ≤ O
(
1
T 1/3
)
,
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Then, the sample complexity Tε to achieve ε error of T
−1∑T−1
t=0 E[Mt] is Tε ≥ O(ε−3).
Remark 5.4 (Comparisions). Algorithm 2 achieves the sample complexity of the order O˜(ε−3) for
the decaying step size and O(ε−3) for the fixed step size, matching the best known sample complexity
for the NCSC minimax problem in the recent work Luo et al. (2020). However, the algorithm in
Luo et al. (2020) is double-loop and requires a large batch of data to construct a variance reduction
checkpoint. In contrast, Algorithm 2 is single-timescale and single-loop with only sampling one data
point each round.
6 Proof Outlines
In this section, we provide proof outlines for Theorem 4.8, Theorem 4.9, Theorem 5.2, and Theorem
5.3. In our proofs, we set the parameters α = β for simplicity, which is also the setting in the main
theorems. The proofs can be extended to the case where α 6= β without much effort. For compact
notations, we define the error between (pt, dt) and the gradient ∇F (θ, ω) as follows
∆pt := pt −∇θF (θt, ωt), and ∆dt := dt −∇ωF (θt, ωt).
We also denote Mt := γ
−2‖θ˜t+1− θt‖2+ ‖∇θF (θt, ωt)− pt‖2+L2F‖ωt−ω∗(θt)‖2. Thus, by Jensen’s
inequality, there is T−1
∑T−1
t=0 E[Mt] ≤
(
3T−1
∑T−1
t=0 E[Mt]
)1/2
.
6.1 Proof Outline for Theorem 4.8 and Theorem 4.9
Proof Sketch of Theorem 4.8 and Theorem 4.9. With taking expectation over the randomness {ξt}T−1t=0 ,
we start the proof by Lemma B.1, which gives the bound for E‖θ˜t+1 − θt‖2 as follows
3νt/(4γ) · E‖θ˜t+1 − θt‖2 ≤ 2L2F γνtE‖ωt − ω(θt)∗‖2 + 4γνtE‖∆pt‖2 + E[J(θt)− J(θt+1)]. (8)
To guarantee the convergence, we still need to understand the upper bounds of the remaining terms,
namely, E‖ωt − ω∗(θt)‖2 and E‖∆pt‖2. Then, by Lemma B.3, we obtain
E‖ωt+1 − ω∗(θt+1)‖2 ≤ (1− µηνt/4)E‖ωt − ω∗(θt)‖2 − 3νt/4 · E‖ω˜t+1 − ωt‖2
+ 75L2ωνt/(16µη) · E‖θ˜t+1 − θt‖2 + 75ηνt/(16µ) · E‖∆dt ‖2,
(9)
which shows a contraction of the term E‖ωt+1 − ω∗(θt+1)‖2 plus some noise terms as well as a
deduction of the term E‖ω˜t+1 − ωt‖2 which will be eliminated in the end. However, this inequality
introduces an extra E‖∆dt ‖2 term. Thus, it remains to explore the bounds for E‖∆pt ‖2 and E‖∆dt ‖2.
By Lemma B.4, we obtain the contraction of the terms E‖∆pt+1‖2 and E‖∆dt+1‖2 plus gradient
variance terms σ2 and some other noise terms, which are
E‖∆pt+1‖2 ≤ (1− ανt)E‖∆pt ‖2 + α2ν2t σ2 + 9νtL2F /(8α) · E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2),
E‖∆dt+1‖2 ≤ (1− ανt)E‖∆dt ‖2 + α2ν2t σ2 + 9νtL2F/(8α) · E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2).
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The above two inequalities also control the difference between the stochastic gradient approxi-
mation and the true gradients. Next, we define the Lyapunov function as Qt := J(θt) − J∗ +
10L2
F
γ
µη ‖ωt − ω∗(θt)‖2 + 2γµη (‖∆pt ‖2 + ‖∆dt ‖2), where Qt ≥ 0 since J(θt) ≥ J∗. Properly scaling the
above inequalities, summing them together, and rearranging the terms, we have
νTE[Mt] ≤ νtE[Mt] ≤ 576σ2ν2t /(µη) + 16/γ · E[Qt −Qt+1], (10)
where we set the parameters as in Theorem 4.8 to control γ, η, and νt in a proper small scale
to guarantee all the terms in Mt to be positive, and also use νT ≤ νt,∀t ≤ T since {νt}t≥0 is
non-increasing.
Note that the above analysis holds for non-increasing step size, i.e., νt can be either decaying or
constant, under certain conditions. Thus, one can make use of (10) to derive the results for both
Theorem 4.8 and Theorem 4.9. Multiplying both sides by 1/νT and taking average on both sides
from t = 0 to T − 1, we have T−1∑T−1t=0 E[Mt] ≤ (3T−1∑T−1t=0 E[Mt])1/2 ≤ O˜(T−1/4) with setting
the decaying step size as νt = O(t
−1/2), which proves Theorem 4.8. On the other hand, if we adopt
the fixed step size as νt = ν = O(T
−1/2), we have T−1
∑T−1
t=0 E[Mt] ≤ (3T−1
∑T−1
t=0 E[Mt])
1/2 ≤
O(T−1/4), which proves Theorem 4.9. Please refer to Section B in the supplemental material for
detailed proofs.
6.2 Proof Outline for Theorem 5.2 and Theorem 5.3
Proof Sketch of Theorem 5.2 and Theorem 5.3. The proof of Theorem 5.2 also applies the same
bounds as (8) and (9) by replacing the Lipschitz constant LF with Lf due to Assumption 5.1. The
main difference lies in the bounds for the terms E‖∆pt‖2 and E‖∆dt ‖2. By applying Lemma C.4, we
have
ν−1t E‖∆pt+1‖2 − ν−1t−1E‖∆pt ‖2
≤ −214 νtE‖∆pt‖2 +O(νt) · E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) +O(ν3t σ2),
(11)
ν−1t E‖∆dt+1‖2 − ν−1t−1E‖∆dt ‖2
≤ −214 νtE‖∆dt ‖2 +O(νt) · E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) +O(ν3t σ2).
(12)
We define the Lyapunov function as St := J(θt)−J∗+ 10L
2
f
γ
µη ‖ωt−ω∗(θt)‖2+ 2γµηνt−1 (‖∆
p
t ‖2+‖∆dt ‖2),
where St ≥ 0. Properly scaling the above results and (8), (9), summing them together, and
rearranging the terms, due to νT ≤ νt, we have
νTE[Mt] ≤ νtE[Mt] ≤ 16× 288σ2ν3t /(µη) + 16/γ · E[St − St+1], (13)
by setting the parameters γ, η and νt in a proper small scale.
The above analysis holds for non-decreasing νt, where νt can be decaying or constant. There-
fore, we employ (13) to complete the proofs of both Theorem 5.2 and Theorem 5.3. Further
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multiplying both sides of (13) by 1/νT and taking average on both sides from t = 0 to T − 1,
we have T−1
∑T−1
t=0 E[Mt] ≤ (3T−1
∑T−1
t=0 E[Mt])
1/2 ≤ O˜(T−1/3) with setting the decaying step
size as νt = O(t
−1/3), which gives the proof of Theorem 5.2. If we set the step size fixed as
νt = ν = O(T
−1/3), we have T−1
∑T−1
t=0 E[Mt] ≤ (3T−1
∑T−1
t=0 E[Mt])
1/2 ≤ O(T−1/3), which finishes
the proof of Theorem 5.3. Please refer to Section C in the supplemental material for detailed
proofs.
7 Conclusions and Future Works
In this paper, we develop two single-timescale stochastic gradient algorithms with provable approx-
imation guarantees for stochastic NCSC minimax optimization inspired by nonlinear TD learning
problem. The first algorithm implements a momentum update which can achieve an O(ε−4) sample
complexity reaching an ε approximation, matching existing results without using variance reduc-
tion techniques. Our second algorithm improves upon the first one by further applying variance
reduction on top of momentum, matching the best known O(ε−3) sample complexity. As an initial
attempt, our work sheds lights on designing efficient single-timescale algorithms for NCSC minimax
problem in an online setting. As our future work, we will further investigate the convergence of our
proposed algorithms with non-i.i.d. sample (e.g. Markovian sample).
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Supplementary Material
The supplementary material is organized as follows: (1) Section A provides preliminaries for our
proofs. (2) Section B provides proofs for Theorem 4.8 and Theorem 4.9 as well as the associated
lemmas. (3) Section C provides proofs for Theorem 5.2, Theorem 5.3, and the associated lemmas.
A Preliminaries
In this section, we first give a detailed explanation on the two-timescale and single-timescale al-
gorithms. Then, we provide several supporting lemmas already given in previous papers that is
helpful for the proofs of our main theorems.
A.1 Two-Timescale and Single-Timescale Algorithms
Two-timescale algorithm. In this paper, two-timescale algorithms refer to the subclass of algo-
rithms updating θ and ω with significantly different frequencies or learning rates. More specifically,
consider updating rules of a primal-dual algorithm in the following form
θt+1 = θt − ̺tAt,
ωt+1 = ωt + ςtBt,
where ̺t ≥ 0 and ςt ≥ 0 are learning rates, and At, Bt could be either stochastic gradients or full
gradients together. Then, this algorithm is a two-timescale algorithm if ̺t/ςt → 0 or ̺t/ςt → +∞
as t → ∞, which means ̺t, ςt have distinct dependency on the time t. In addition, there are also
stochastic primal-dual algorithms that update the variable on the faster timescale by sampling a
large batch of data points or by iterating to a tiny convergence error before a one-step update
for the other variable on the slower timescale. These algorithms implicitly perform two-timescale
updates by imbalanced sampling.
Single-timescale algorithm. In this paper, we consider an algorithm as a single-timescale algo-
rithm if the algorithm update θ and ω with one stochastic gradient or full gradient each time and
also with learning rates for primal sides and dual sides having the same orders on the time t, i.e.,
θt+1 = θt − ̺tAt,
ωt+1 = ωt + ςtBt,
where ̺t ≥ 0 and ςt ≥ 0 are learning rates and 0 < C ≤ ̺t/ςt ≤ C ′ as t → +∞ (Dalal et al.,
2017). Here 0 < C,C ′ < +∞ are two positive constants. At and Bt could be both stochastic
gradients or both full gradients. In our proposed algorithms, under the unconstrained setting,
̺t/ςt = (γνt)/(ηνt) = γ/η with 0 < γ/η < +∞ where γ, η are two positive constants.
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A.2 Supporting Lemmas
Recall that in Algorithm 1 and Algorithm 2, the projection operator PΘ(θ − γp) and ΠΩ(θ − ηd)
are defined as
PΘ(θ − γp) = argmin
θ˜∈Θ
‖θ˜ − (θ − γp)‖2,
and
ΠΩ(ω − ηd) = argmin
ω˜∈Ω
‖ω˜ − (ω − ηd)‖2.
Moreover, recall the definition of the function J(θ), which is
J(θ) = max
ω∈Ω
{F (θ, ω) = Eξ[f(θ, ω; ξ)]},
with defining
ω∗(θ) := argmax
ω∈Ω
F (θ, ω).
The following lemma show that the gradient of J(θ) is also Lipschitz continuous under our assump-
tions.
Lemma A.1 (Lin et al. (2019)). Under Assumptions 4.3, 4.4 and 5.1, the gradient of the function
J(θ) = F (θ, ω∗(θ)) w.r.t. θ is Lipschitz continuous, which is
‖∇J(θ)−∇J(θ′)‖ ≤ LJ‖θ − θ′‖, ∀θ, θ′ ∈ Θ,
where the Lipschitz constant is
LJ = LF +
L2F
µ
for Algorithm 1,
or
LJ = Lf +
L2f
µ
for Algorithm 2.
Furthermore, viewing ω∗(θ) as a mapping from the set Θ to the set Ω, it also has the property
of Lipschitz continuity.
Lemma A.2 (Lin et al. (2019)). Under Assumptions 4.4 and 4.3, the mapping ω∗(θ) = argmaxω∈Ω F (θ, ω)
is Lipschitz continuous, which is
‖ω∗(θ)− ω∗(θ′)‖ ≤ Lω‖θ − θ′‖, ∀θ, θ′ ∈ Θ,
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where the Lipschitz constant is
Lω =
LF
µ
.
Next, we present the optimality condition via variational inequality for the general constrained
convex optimization problem.
Lemma A.3 (Nesterov (2018)). Consider the constrained convex minimization problem in the
following form
min
x∈X
g(x),
where g(x) is a differentiable convex function and the set X is a convex set. Then, a point x∗ ∈ X
is the minimizer of this constrained minimization problem iff
〈∇g(x∗), x− x∗〉 ≥ 0, ∀x ∈ X.
Lemma A.3 still holds when the optimization problem is unconstrained. In addition, for any
gradient L-Lipschitz function (could be non-convex), we have the following lemma.
Lemma A.4. Let g(x) be a non-convex function with L-Lipschitz gradient, i.e.,
‖∇g(x) −∇g(y)‖ ≤ L‖x− y‖,∀x, y.
Then the following inequality holds
|g(x)− g(y) − 〈∇g(y), x− y〉| ≤ L
2
‖x− y‖2,∀x, y.
Thus, we can apply this lemma to the functions F (θ, ω) and J(θ). Moreover, for any µ-strongly
concave function, we have the following lemma.
Lemma A.5. Let h(x) be a µ-strongly concave function. Then the following inequality holds
g(x) − g(y) − 〈∇g(y), x − y〉 ≤ −µ
2
‖x− y‖2,∀x, y.
Due to the strong concavity of the function F (θ, ·) given any θ ∈ Θ as Assumption 4.4, we can
apply this lemma to the functions F (θ, ·). Now we are ready to provide the proofs of our main
results.
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B Proofs for Algorithm 1
Lemma B.1. Under Assumptions 4.2, 4.3, and 4.5, letting 0 < γνt ≤ µ/(16L2F ) and νt ≤ 1, with
the updating rules shown in Algorithm 1, we have
J(θt+1)− J(θt) ≤ −3νt
4γ
‖θ˜t+1 − θt‖2 + 2L2F γνt‖ωt − ω(θt)∗‖2 + 4γνt‖∇θF (θt, ωt)− pt‖2,
where J(θ) = maxω∈Ω F (θ, ω) and ω
∗(θ) := argmaxω∈Ω F (θ, ω).
Proof. According to Lemma A.1, we know that the function J(θ) has Lipschitz continuous gradients,
which implies
|J(θt+1)− J(θt)− 〈∇J(θt), θt+1 − θt〉| ≤ LJ
2
‖θt+1 − θt‖2,
by applying Lemma A.4 to the function J(θ). This inequality thus leads to
J(θt+1)− J(θt)− 〈∇J(θt), θt+1 − θt〉 ≤ LJ
2
‖θt+1 − θt‖2.
By plugging the updating rule θt+1 = θt + νt(θ˜t+1 − θt) into the above inequality and rearranging
the terms, we have
J(θt+1)− J(θt) ≤ νt〈∇J(θt), θ˜t+1 − θt〉+ LJν
2
t
2
‖θ˜t+1 − θt‖2. (14)
We decompose the term νt〈∇J(θt), θ˜t+1 − θt〉 in the following way
νt〈∇J(θt), θ˜t+1 − θt〉 = νt〈pt, θ˜t+1 − θt〉+ νt〈∇θF (θt, ωt)− pt, θ˜t+1 − θt〉
+ νt〈∇J(θt)−∇θF (θt, ωt), θ˜t+1 − θt〉.
(15)
Therefore, we need to bound the three terms on the right-hand side of this equation.
Before presenting upper bounds of these terms, we first show some understandings of projection
operator PΘ(·) and the feasibility of the iterates {θt}t≥0 generated by Algorithm 1. Since θ˜t+1 =
PΘ(θt − γpt) which is equivalently the solution to the problem minθ∈Θ ‖θ− (θt − γpt)‖2, according
to the optimality condition for constrained convex optimization in Lemma A.3, we have
〈
γpt + θ˜t+1 − θt, θ − θ˜t+1
〉 ≥ 0, ∀θ ∈ Θ. (16)
On the other hand, we can prove by induction that {θt}t≥0 ∈ Θ. The updating rule of θ can be
rewritten as
θt = θt−1 + νt−1(θ˜t − θt−1) = (1− νt−1)θt−1 + νt−1θ˜t,
which is an average of θt−1 and θ˜t with the condition of this lemma that νt ≤ 1. Since θ˜t is a
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projected iterates on the convex set Θ, if there is θt−1 ∈ Θ, we will have θt ∈ Θ. By induction, this
can be guaranteed if we initialize θ0 ∈ Θ in Algorithm 1.
Thus, we can set θ = θt in (16) and obtain
〈γpt + θ˜t+1 − θt, θt − θ˜t+1〉 ≥ 0. (17)
Then, we will present the bounds for the terms in (15). With rearranging the terms of (17), we
can bound the first term νt〈pt, θ˜t+1 − θt〉 in (15) as
νt〈pt, θ˜t+1 − θt〉 ≤ −νt
γ
‖θ˜t+1 − θt‖2. (18)
For the last term in (15), i.e., νt〈∇θF (θt, ωt)− pt, θ˜t+1 − θt〉, we can bound it as
νt〈∇θF (θt, ωt)− pt, θ˜t+1 − θt〉
≤ νt‖∇θF (θt, ωt)− pt‖ · ‖θ˜t+1 − θt‖
≤ 4νtγ‖∇θF (θt, ωt)− pt‖2 + νt
16γ
‖θ˜t+1 − θt‖2,
(19)
where the first inequality is due to Cauchy-Schwarz inequality and the second inequality is by
Young’s inequality −〈x, y〉 ≤ λ/2 · ‖x‖2 + (2λ)−1‖y‖2 with λ = 8γ.
In the rest proof of this lemma, we use ω∗t to denote ω
∗(θt). Then, for the term νt〈∇J(θt) −
∇F (θt, ωt), θ˜t+1 − θt〉 in (15), due to ∇J(θt) = ∇θF (θt, ω∗t ), we have
νt〈∇J(θt)−∇F (θt, ωt), θ˜t+1 − θt〉
≤ νt‖∇θF (θt, ω∗t )−∇θF (θt, ωt)‖ · ‖θ˜t+1 − θt‖
≤ νtLF ‖ωt − ω∗t ‖ · ‖θ˜t+1 − θt‖
≤ 2L2Fγνt‖ωt − ω∗t ‖2 +
νt
8γ
‖θ˜t+1 − θt‖2,
(20)
where the first inequality is by Cauchy-Schwarz inequality, the second inequality is due to Lipschitz
gradient of the function F (θ, ω) (Assumption 4.3), i.e.,
‖∇θF (θt, ω∗t )−∇θF (θt, ωt)‖ ≤ ‖∇F (θt, ω∗t )−∇F (θt, ωt)‖ ≤ LF‖ω∗t − ωt‖,
and the third inequality is by Young’s inequality −〈x, y〉 ≤ λ/2 · ‖x‖2 + (2λ)−1‖y‖2 with λ = 4γ.
Thus, substituting (18), (20), and (19) into (15), we obtain
νt〈∇J(θt+1), θ˜t+1 − θt〉 ≤ −
(νt
γ
− νt
8γ
− νt
16γ
)
‖θ˜t+1 − θt‖2
+ 2L2F γνt‖ωt − ω∗t ‖2 + 4νtγ‖∇θF (θt, ωt)− pt‖2.
(21)
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Combining (21) together with (14), we obtain
J(θt+1)− J(θt) ≤ −
(νt
γ
− νt
8γ
− νt
16γ
− LJν
2
t
2
)
‖θ˜t+1 − θt‖2
+ 2L2F γνt‖ωt − ω∗t ‖2 + 4νtγ‖∇θF (θt, ωt)− pt‖2.
We can simplify the coefficient as
−
(νt
γ
− νt
8γ
− νt
16γ
− LJν
2
t
2
)
≤ −3νt
4γ
,
by setting the parameters as
νtγ ≤ 1
8LJ
.
Since LF ≥ µ > 0 and LJ = LF + L2F /µ ≤ 2L2F /µ as shown in Lemma A.2, the above inequality
can be guaranteed by the condition of this lemma that
νtγ ≤ µ
16L2F
.
Therefore, we eventually obtain
J(θt+1)− J(θt) ≤ −3νt
4γ
‖θ˜t+1 − θt‖2 + 2L2F γνt‖ωt − ω∗t ‖2 + 4νtγ‖∇θF (θt, ωt)− pt‖2.
This completes the proof.
Lemma B.2. Under Assumptions 4.2, 4.3 and 4.4, letting 0 < νt ≤ 1/8 and 0 < η ≤ (4LF )−1,
with the updating rules shown in Algorithm 1, we have
‖ωt+1 − ω∗(θt)‖2 ≤
(
1− νtηµ
2
)
‖ωt − ω∗(θt)‖2 − 3νt
4
‖ω˜t+1 − ωt‖2 + 4ηνt
µ
‖∇ωF (θt, ωt)− dt‖2,
where ω∗(θt) = argmaxω∈Ω F (θt, ω).
Proof. Denoting ω∗(θt) as ω
∗
t for abbreviation, we first expand the term ‖ωt+1−ω∗t ‖ in the following
way
‖ωt+1 − ω∗t ‖2 = ‖ωt + νt(ω˜t+1 − ωt)− ω∗t ‖2
= ‖ωt − ω∗t ‖2 + 2νt〈ωt − ω∗t , ω˜t+1 − ωt〉+ ν2t ‖ω˜t+1 − ωt‖2,
(22)
where the first equality is by the updating rule ωt+1 = ω + νt(ω˜t+1 − ωt).
Next, we will bound the second term on the right-hand side of (22), i.e., 2νt〈ωt−ω∗t , w˜t+1−ωt〉.
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We start by considering the projection operation that
ω˜t+1 = PΩ(ωt + ηdt) = argmin
ω˜∈Ω
‖ω˜ − (ωt + ηdt)‖2.
According to the optimality condition for the constrained convex optimization in Lemma A.3, we
have
〈ω˜t+1 − (ωt + ηdt), ω − ω˜t+1〉 ≥ 0, ∀ω ∈ Ω,
which further leads to the following inequality via rearranging the terms
〈−dt + η−1(ω˜t+1 − ωt), ω − ω˜t+1〉 ≥ 0, ∀ω ∈ Ω. (23)
Moreover, due to the strong concavity of F (θ, ·) given any θ as shown in Assumption 4.4, applying
Lemma A.5 to the function F (θt, ·), we have
F (θt, ω)− F (θt, ωt)− 〈∇ωF (θt, ωt), ω − ωt〉 ≤ −µ
2
‖ω − ωt‖2.
Rearranging the terms in the above inequality and then decomposing the term 〈∇ωF (θt, ωt), ω−ωt〉,
we have the following inequality
F (θt, ω) +
µ
2
‖ω − ωt‖2 ≤ F (θt, ωt) + 〈∇ωF (θt, ωt), ω − ωt〉
= F (θt, ωt) + 〈dt, ω − ω˜t+1〉+ 〈∇ωF (θt, ωt)− dt, ω − ω˜t+1〉
+ 〈∇ωF (θt, ωt), ω˜t+1 − ωt〉.
(24)
Combining the inequality (23) and (24), then adding and subtracting a same term (2η)−1‖ω˜t+1 −
ωt‖2 simultaneously, we further have
F (θt, ω) +
µ
2
‖ω − ωt‖2 ≤ F (θt, ωt) + 1
η
〈ω˜t+1 − ωt, ω − ω˜t+1〉+ 〈∇ωF (θt, ωt)− dt, ω − ω˜t+1〉
+ 〈∇ωF (θt, ωt), ω˜t+1 − ωt〉 − 1
2η
‖ω˜t+1 − ωt‖2 + 1
2η
‖ω˜t+1 − ωt‖2.
(25)
Since F (θ, ω) is gradient Lipschitz by Assumption 4.3, and due to the condition in this lemma
η ≤ 1
2LF
≤ 1
LF
,
we have
− 1
2η
‖ω˜t+1 − ωt‖2 ≤ −LF
2
‖ω˜t+1 − ωt‖2
≤ F (θt, ω˜t+1)− F (θt, ωt)− 〈∇ωF (θt, ωt), ω˜t+1 − ωt〉.
(26)
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Summing up both sides of the two inequalities (25) and (26) and canceling terms yields
F (θt, ω) +
µ
2
‖ω − ωt‖2 ≤ F (θt, ω˜t+1) + 1
η
〈ω˜t+1 − ωt, ω − ω˜t+1〉
+ 〈∇ωF (θt, ωt)− dt, ω − ω˜t+1〉+ 1
2η
‖ω˜t+1 − ωt‖2.
Note that in the last inequality, we can directly compute
1
η
〈ω˜t+1 − ωt, ω − ω˜t+1〉+ 1
2η
‖ω˜t+1 − ωt‖2
=
1
η
〈ω˜t+1 − ωt, ωt − ω˜t+1〉+ 1
η
〈ω˜t+1 − ωt, ω − ωt〉+ 1
2η
‖ω˜t+1 − ωt‖2
=
1
η
〈ω˜t+1 − ωt, ω − ωt〉 − 1
2η
‖ω˜t+1 − ωt‖2,
which thus leads to
F (θt, ω) +
µ
2
‖ω − ωt‖2 ≤ F (θt, ω˜t+1) + 1
η
〈ω˜t+1 − ωt, ω − ωt〉
+ 〈∇ωF (θt, ωt)− dt, ω − ω˜t+1〉 − 1
2η
‖ω˜t+1 − ωt‖2.
We let ω = ω∗t and obtain
F (θt, ω) +
µ
2
‖ω∗t − ωt‖2 ≤ F (θt, ω˜t+1) +
1
η
〈ω˜t+1 − ωt, ω∗t − ωt〉
+ 〈∇ωF (θt, ωt)− dt, ω∗t − ω˜t+1〉 −
1
2η
‖ω˜t+1 − ωt‖2,
which further yields
µ
2
‖ω∗t − ωt‖2 +
1
2η
‖ω˜t+1 − ωt‖2
≤ 1
η
〈ω˜t+1 − ωt, ω∗t − ωt〉+ 〈∇ωF (θt, ωt)− dt, ω∗t − ω˜t+1〉,
(27)
since F (θt, ω
∗
t ) ≥ F (θt, ω˜t+1) due to strong concavity and ω∗t = argmaxω∈Ω F (θt, ω). In addition,
for the last term of the above inequality, we further bound it as follows
〈∇ωF (θt, ωt)− dt, ω∗t − ω˜t+1〉
= 〈∇ωF (θt, ωt)− dt, ω∗t − ωt〉+ 〈∇ωF (θt, ωt)− dt, ωt − ω˜t+1〉
≤ 1
µ
‖∇ωF (θt, ωt)− dt‖2 + µ
4
‖ω∗t − ωt‖2 +
1
µ
‖∇ωF (θt, ωt)− dt‖2 + µ
4
‖ωt − ω˜t+1‖2
=
2
µ
‖∇ωF (θt, ωt)− dt‖2 + µ
4
‖ω∗t − ωt‖2 +
µ
4
‖ω˜t+1 − ωt‖2,
(28)
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where the inequality is by Young’s inequality 〈x, y〉 ≤ (λ/2)·‖x‖2+(2λ)−1‖y‖2 with setting λ = 2/µ.
Therefore, plugging (28) into (27), then multiplying both sides by 2ηνt, and rearranging the terms,
we obtain
2νt〈w˜t+1 − ωt, ωt − ω∗t 〉
≤ −νtηµ
2
‖ωt − ω∗t ‖2 −
2νt − νtηµ
2
‖ω˜t+1 − ωt‖2 + 4ηνt
µ
‖∇ωF (θt, ωt)− dt‖2,
(29)
which gives the upper bound of the second term on the right-hand side of (22).
Combining (22) and (29), we have
‖ωt+1 − ω∗t ‖2 ≤
2− νtηµ
2
‖ωt − ω∗t ‖2 −
2νt − νtηµ− 2ν2t
2
‖ω˜t+1 − ωt‖2 + 4ηνt
µ
‖∇ωF (θt, ωt)− dt‖2.
Thus, according to the condition of this lemma that νt ≤ 1/8 and η ≤ (4LF )−1 ≤ (4µ)−1 by the
fact LF ≥ µ > 0, we have
−2νt − νtηµ− 2ν
2
t
2
≤ −3νt
4
,
which eventually leads to
‖ωt+1 − ω∗t ‖2 ≤
(
1− νtηµ
2
)
‖ωt − ω∗t ‖2 −
3νt
4
‖ω˜t+1 − ωt‖2 + 4ηνt
µ
‖∇ωF (θt, ωt)− dt‖2,
which completes the proof.
Based on Lemma B.2, we obtain the following lemma.
Lemma B.3. Under Assumptions 4.2, 4.3 and 4.4, letting 0 < νt ≤ 1/8 and 0 < η ≤ (4LF )−1,
with the updating rules shown in Algorithm 1, we have
‖ωt+1 − ω∗(θt+1)‖2 ≤
(
1− µηνt
4
)
‖ωt − ω∗(θt)‖2 − 3νt
4
‖ω˜t+1 − ωt‖2
+
75ηνt
16µ
‖dt −∇ωF (θt, ωt)‖2 + 75L
2
ωνt
16µη
‖θ˜t+1 − θt‖2,
where ω∗(θt) = argmaxω∈Ω F (θt, ω) and ω
∗(θt+1) = argmaxω∈Ω F (θt+1, ω).
Proof. Denoting ω∗(θt) and ω
∗(θt+1) as ω
∗
t and ω
∗
t+1 for abbreviation, we start the proof by decom-
posing the term ‖ωt+1 − ω∗t+1‖2 as follows
‖ωt+1 − ω∗t+1‖2 = ‖ωt+1 − ω∗t + ω∗t − ω∗t+1‖2
≤
(
1 +
µηνt
4
)
‖ωt+1 − ω∗t ‖2 +
(
1 +
4
µηνt
)
‖ω∗t − ω∗t+1‖2
≤
(
1 +
µηνt
4
)
‖ωt+1 − ω∗t ‖2 +
(
1 +
4
µηνt
)
L2ω‖θt+1 − θt‖2,
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where the first inequality is by Young’s inequality ‖x + y‖2 ≤ (1 + λ)‖x‖2 + (1 + λ−1)‖y‖2 with
setting λ = µηνt/4, and the second inequality is due to the Lipschitz continuity property of ω
∗(θ)
as shown in Lemma A.2. In addition, plugging the updating rule θt+1 = θt + νt(θ˜t+1 − θt) into the
above inequality, we obtain
‖ωt+1 − ω∗t+1‖2 ≤
(
1 +
µηνt
4
)
‖ωt+1 − ω∗t ‖2 +
(
1 +
4
µηνt
)
L2ων
2
t ‖θ˜t+1 − θt‖2. (30)
Furthermore, according to Lemma B.2, we have
‖ωt+1 − ω∗t ‖2
≤
(
1− νtηµ
2
)
‖ωt − ω∗t ‖2 −
3νt
4
‖ω˜t+1 − ωt‖2 + 4ηνt
µ
‖∇ωF (θt, ωt)− dt‖2.
(31)
Therefore, plugging (31) into (30), we obtain the following inequality
‖ωt+1 − ω∗t+1‖2
≤
(
1 +
µηνt
4
)(
1− νtηµ
2
)
‖ωt − ω∗t ‖2 −
(
1 +
µηνt
4
)3νt
4
‖ω˜t+1 − ωt‖2
+
4ηνt
µ
(
1 +
µηνt
4
)
‖∇ωF (θt, ωt)− dt‖2 +
(
1 +
4
µηνt
)
L2ων
2
t ‖θ˜t+1 − θt‖2.
(32)
Now we simplify the coefficients in (32). According to the conditions 0 < η ≤ (4LF )−1, 0 < νt ≤ 1/8
and due to LF ≥ µ > 0, we have
η ≤ 1
4LF
≤ 1
4µ
, and ηνt ≤ 1
32µ
,
which yield
(
1 +
µηνt
4
)(
1− µηνt
2
)
= 1− µηνt
2
+
µηνt
4
− µ
2η2ν2t
4
≤ 1− µηνt
4
,
−
(
1 +
µηνt
4
)3νt
4
≤ −3νt
4
,
4ηνt
µ
(
1 +
µηνt
4
)
=
4ηνt
µ
+ η2ν2t <
75ηνt
16µ
,
and
(
1 +
4
µηνt
)
L2ων
2
t ≤
129
32
L2ων
2
t
µηνt
<
75L2ωνt
16µη
.
(33)
Combining (33) and (32), we eventually obtain
‖ωt+1 − ω∗t+1‖2 ≤
(
1− µηνt
4
)
‖ωt − ω∗t ‖2 −
3νt
4
‖ω˜t+1 − ωt‖2
+
75ηνt
16µ
‖dt −∇ωF (θt, ωt)‖2 + 75L
2
ωνt
16µη
‖θ˜t+1 − θt‖2,
which completes the proof.
Lemma B.4. Under Assumptions 4.2, 4.3, and 4.5, letting 0 < νt ≤ (8α)−1, with the updating
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rules shown in Algorithm 1, we have
E‖∇θF (θt+1, ωt+1)− pt+1‖2 ≤ (1− ανt)E‖∇θF (θt, ωt)− pt‖2
+
9νtL
2
F
8α
E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) + α2ν2t σ2,
(34)
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 ≤ (1− ανt)E‖∇ωF (θt, ωt)− dt‖2
+
9νtL
2
F
8α
E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) + α2ν2t σ2.
(35)
Proof. We first show the detailed proof for the inequality (34) in this lemma. Then, the proof of
the second inequality (35) is very similar to the proof of (34) , for which we only present a proof
sketch. We start our proof by decomposing the term ∇θF (θt+1, ωt+1)− pt+1 as follows
∇θF (θt+1, ωt+1)− pt+1
= ∇θF (θt+1, ωt+1)− (1− ανt)pt − ανt∇θf(θt+1, ωt+1; ξt+1)
= (1− ανt)[∇θF (θt+1, ωt+1)− pt] + ανt[∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)],
where we use the updating rule pt+1 = (1 − ανt)pt + ανt∇θf(θt+1, ωt+1; ξt+1) shown in Algorithm
1. Thus, we have
E‖∇θF (θt+1, ωt+1)− pt+1‖2
= (1− ανt)2E‖∇θF (θt+1, ωt+1)− pt‖2 + α2ν2t E‖∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)‖2
+ 2(1− ανt)ανtE〈∇θF (θt+1, ωt+1)− pt,∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)〉
= (1− ανt)2E‖∇θF (θt+1, ωt+1)− pt‖2 + α2ν2t E‖∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)‖2,
(36)
where the last equality is by chain rule of expectation, i.e.,
E〈∇θF (θt+1, ωt+1)− pt,∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)〉
= E{Eξt+1〈∇θF (θt+1, ωt+1)− pt,∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)〉} = 0,
since Eξt+1[∇θf(θt+1, ωt+1; ξt+1)] = ∇θF (θt+1, ωt+1).
Next, we bound the term (1− ανt)2E‖∇θF (θt+1, ωt+1)− pt‖2 in (36) in the following way
(1− ανt)2E‖∇θF (θt+1, ωt+1)− pt‖2
= (1− ανt)2E‖∇θF (θt+1, ωt+1)−∇θF (θt, ωt) +∇θF (θt, ωt)− pt‖2
≤ (1− ανt)2
(
1 +
1
ανt
)
E‖∇θF (θt+1, ωt+1)−∇θF (θt, ωt)‖2
+ (1− ανt)2(1 + ανt)E‖∇θF (θt, ωt)− pt‖2
≤ 9
8ανt
E‖∇θF (θt+1, ωt+1)−∇θF (θt, ωt)‖2 + (1− ανt)E‖∇θF (θt, ωt)− pt‖2,
(37)
28
where the first inequality is by Young’s inequality ‖x + y‖2 ≤ (1 + λ)‖x‖2 + (1 + λ−1)‖y‖2 with
setting λ = ανt, the second inequality is due to the condition 0 < νt ≤ (8α)−1 and then
(1− ανt)2
(
1 +
1
ανt
)
≤ 1 + 1
ανt
≤ 9
8ανt
,
and (1− ανt)2(1 + ανt) = 1− ανt − α2ν2t + α3ν3t ≤ 1− ανt.
By the Lipschitz continuity of ∇θF (θ, ω) in Assumption 4.3 and the updating rules that θt+1 =
θt + νt(θ˜t − θt) and ωt+1 = ωt + νt(ω˜t − ωt), we further have
9
8ανt
E‖∇θF (θt+1, ωt+1)−∇θF (θt, ωt)‖2 ≤ 9L
2
F
8ανt
(‖θt+1 − θt‖2 + ‖ωt+1 − ωt‖2)
≤ 9L
2
F νt
8α
(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2).
(38)
Therefore, combining (37) and (38), we obtain
(1− ανt)2E‖∇θF (θt+1, ωt+1)− pt‖2 ≤ 9νtL
2
F
8α
‖θ˜t+1 − θt‖2 + 9νtL
2
F
8α
‖ω˜t+1 − ωt‖2
+ (1− ανt)E‖∇θF (θt, ωt)− pt‖2.
(39)
On the other hand, due to the bounded variance assumption in Assumption 4.5, for the last term
in (36), we have
α2ν2t E‖∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)‖2 ≤ α2ν2t σ2. (40)
Thus, combining (36), (39) and (40), we get
E‖∇θF (θt+1, ωt+1)− pt+1‖2 ≤ (1− ανt)E‖∇θF (θt, ωt)− pt‖2
+
9νtL
2
F
8α
E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) + α2ν2t σ2.
Then, we apply the above analysis for proving (34) to similarly prove the second inequality (35) of
this lemma. We have the following decomposition
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 = (1− ανt)2E‖∇ωF (θt+1, ωt+1)− dt‖2
+ α2ν2t E‖∇ωF (θt+1, ωt+1)−∇ωf(θt+1, ωt+1; ξt+1)‖2,
(41)
We bound the first term on the right-hand side of (41) as
(1− ανt)2E‖∇ωF (θt+1, ωt+1)− dt‖2 ≤ 9νtL
2
F
8α
‖θ˜t+1 − θt‖2 + 9νtL
2
F
8α
‖ω˜t+1 − ωt‖2
+ (1− ανt)E‖∇ωF (θt, ωt)− dt‖2,
(42)
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with the condition 0 < νt ≤ (8α)−1. Then, we bound the last term of (41) as
α2ν2t E‖∇ωF (θt+1, ωt+1)−∇ωf(θt+1, ωt+1; ξt+1)‖2 ≤ α2ν2t σ2. (43)
Thus, combining (41), (42) and (43), we get
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 ≤ (1− ανt)E‖∇ωF (θt, ωt)− dt‖2
+
9νtL
2
F
8α
E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) + α2ν2t σ2.
The proof is completed.
B.1 Proof of Theorem 4.8
Proof. We assume that the step size is of the form νt = a/(t+ b)
1/2 where a = 1/16. We interpret
the parameter settings in Theorem 4.8 as follows:
η ≤ µ
4L2F
≤ 1
4LF
, and νt ≤ a
b1/2
≤ min
{ 1
27
,
µ
16γL2F
}
,
with LF ≥ µ > 0. Thus, with the parameter settings as above, we can apply Lemmas B.1, B.3, and
B.4 in the following proof of Algorithm 1. Then, we proceed to the main proof.
By Lemma B.1, with taking expectation, we have
E[J(θt+1)− J(θt)] ≤ −3νt
4γ
E‖θ˜t+1 − θt‖2 + 2L2F γνtE‖ωt − ω∗(θt)‖2
+ 4νtγE‖∇θF (θt, ωt)− pt‖2.
(44)
In this inequality, the left-hand side will be a telescoping sum if we take a summation from t = 0
to T − 1, and moving the first term on the right-hand side to the left can result in a upper bound
for E‖θ˜t+1 − θt‖2. To guarantee its convergence, we still need to understand the upper bounds of
the remaining terms in (44), namely, E‖ωt − ω∗(θt)‖2 and E‖pt −∇θF (θt, ωt)‖2.
Then, we establish an inequality whose right-hand side indicates a contraction of the term
E‖ωt+1 − ω∗(θt+1)‖2 plus some noise terms as well as a deduction of the term E‖ω˜t+1 − ωt‖2 such
that this term can be eliminated in the end. According to Lemma B.3, taking expectation on both
sides, the inequality is in the form of
E‖ωt+1 − ω∗(θt+1)‖2 ≤
(
1− µηνt
4
)
E‖ωt − ω∗(θt)‖2 − 3νt
4
E‖ω˜t+1 − ωt‖2
+
75ηνt
16µ
E‖dt −∇F (θt, ωt)‖2 + 75L
2
ωνt
16µη
E‖θ˜t+1 − θt‖2.
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Multiplying both sides of the above inequality by 10L2F γ/(µη), we obtain
10L2F γ
µη
E‖ωt+1 − ω∗(θt+1)‖2 ≤ 10L
2
F γ
µη
(
1− µηνt
4
)
E‖ωt − ω∗(θt)‖2 − 15L
2
F γνt
2µη
E‖ω˜t+1 − ωt‖2
+
375L2F γνt
8µ2
E‖dt −∇F (θt, ωt)‖2 + 375L
2
FL
2
ωγνt
8µ2η2
E‖θ˜t+1 − θt‖2.
Then, by rearranging the terms, we have
10L2F γ
µη
(
E‖ωt+1 − ω∗(θt+1)‖2 − E‖ωt − ω∗(θt)‖2
)
≤ −5L
2
Fγνt
2
E‖ωt − ω∗(θt)‖2 − 15L
2
F γνt
2µη
E‖ω˜t+1 − ωt‖2
+
375L2F γνt
8µ2
E‖dt −∇F (θt, ωt)‖2 + 375L
2
FL
2
ωγνt
8µ2η2
E‖θ˜t+1 − θt‖2.
(45)
We define
Pt := J(θt)− J∗ + 10L
2
F γ
µη
‖ωt − ω∗(θt)‖2, ∀t ≥ 0,
where J∗ > −∞ denotes the minimal value such that J(θ) ≥ J∗,∀θ ∈ Θ according to Assumption
(4.1). Then, summing up both sides of the two inequalities (44) and (45), we have
E[Pt+1 − Pt] ≤ −
(3νt
4γ
− 375L
2
FL
2
ωγνt
8µ2η2
)
E‖θ˜t+1 − θt‖2 − 15L
2
F γνt
2µη
E‖ω˜t+1 − ωt‖2
+
375L2F γνt
8µ2
E‖dt −∇ωF (θt, ωt)‖2 + 4νtγE‖pt −∇θF (θt, ωt)‖2 − L
2
F γνt
2
E‖ωt − ω∗(θt)‖2.
According to the conditions that η ≥ 9L2F γ/µ2 such that η2 ≥ 81L4F γ2/µ4 and by Lemma A.2 that
Lω = LF /µ, then we have
−
(3νt
4γ
− 225νtL
2
FL
2
ω
32µ2η
)
≤ − νt
8γ
,
which leads to
E[Pt+1 − Pt] ≤ − νt
8γ
E‖θ˜t+1 − θt‖2 − 15L
2
F γνt
2µη
E‖ω˜t+1 − ωt‖2 − L
2
F γνt
2
E‖ωt − ω∗(θt)‖2
+
375L2F γνt
8µ2
E‖dt −∇ωF (θt, ωt)‖2 + 4νtγE‖pt −∇θF (θt, ωt)‖2.
(46)
The inequality (46) shows that we can bound the terms E‖θ˜t+1 − θt‖2 and E‖ωt − ω∗(θt)‖2 by
moving them from the right-hand side to the left, while the term E[Pt+1−Pt] becomes a telescoping
sum if we taking summation from t = 0 to T − 1. In view of the terms E‖dt −∇ωF (θt, ωt)‖2 and
E‖pt−∇θF (θt, ωt)‖2 on the right-hand side of (46), we expect to find contraction for the two terms
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such that the convergence can be guaranteed. By the result of Lemma B.4, and setting
α = 3,
we can have the contraction of the two terms plus some noise terms, which are
E‖∇θF (θt+1, ωt+1)− pt+1‖2 ≤ (1− 3νt)E‖∇θF (θt, ωt)− pt‖2
+
3νtL
2
F
8
E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) + 9ν2t σ2,
(47)
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 ≤ (1− 3νt)E‖∇ωF (θt, ωt)− dt‖2
+
3νtL
2
F
8
E(‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2) + 9ν2t σ2.
(48)
Multiplying both sides of (47) and (48) by 2γ/(µη) and combining them with (46), by defining the
Lyapunov function as
Qt :=Pt +
2γ
µη
‖∇θF (θt, ωt)− pt‖2 + 2γ
µη
‖∇ωF (θt, ωt)− dt‖2, ∀t ≥ 0,
we have
E[Qt+1 −Qt]
≤ −
( νt
8γ
− 3γνtL
2
F
2µη
)
E‖θ˜t+1 − θt‖2 − L
2
F γνt
2
E‖ωt − ω∗(θt)‖2 − 6L
2
F γνt
µη
E‖ω˜t+1 − ωt‖2 + 36σ
2ν2t γ
µη
−
(12νtγ
µη
− 4νtγ
)
E‖∇θF (θt, ωt)− pt‖2 −
(12νtγ
µη
− 375L
2
F γνt
8µ2
)
E‖∇ωF (θt, ωt)− dt‖2,
where the coefficient of the term E‖ω˜t+1−ωt‖2 is by direct computation. According to the conditions
of this theorem that η ≤ µ/(4L2F ) and η ≥ 9L2F γ/µ2 with LF ≥ µ > 0, we can simplify the
coefficients of the last inequality by
−
( νt
8γ
− 3γνtL
2
F
2µη
)
≤ − νt
16γ
, −
(12νtγ
µη
− 4γνt
)
≤ −4νtγ
µη
, and −
(12νtγ
µη
− 375L
2
F γνt
8µ2
)
< 0.
Then, we have
E[Qt+1 −Qt] ≤ − νt
16γ
E‖θ˜t+1 − θt‖2 − γνtL
2
F
2
E‖ωt − ω∗(θt)‖2
+
36σ2ν2t γ
µη
− 4νtγ
µη
E‖∇θF (θt, ωt)− pt‖2,
(49)
where we drop the term E‖ω˜t+1 − ωt‖2 due to its negative coefficient. Note that J(θt)− J∗ ≥ 0 as
shown above. Therefore, we have Qt ≥ 0 for all t ≥ 0.
Now we are ready to prove the convergence of Algorithm 1 with the inequality (49). Taking
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summation on both sides of (49) over t = 0, . . . , T − 1 and rearranging the terms lead to
T−1∑
t=0
νtγ
16
(
1
γ2
E‖θ˜t+1 − θt‖2 + 64
µη
E‖pt −∇θF (θt, ωt)‖2 + 8L2FE‖ωt − ω∗(θt)‖2
)
≤ 36σ
2γ
∑T−1
t=0 ν
2
t
µη
+ E[Q0 −QT ] ≤ 36σ
2γ
∑T−1
t=0 ν
2
t
µη
+Q0,
where we use the fact that QT ≥ 0. Letting {νt}t≥0 be a non-increasing sequence, we know νt ≥ νT
for any 0 ≤ t ≤ T . Since we have 1/(µη) ≥ 1 due to the conditions for the values of η and γ, we
obtain
νTγ
16
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + E‖pt −∇θF (θt, ωt)‖2 + L2FE‖ωt − ω∗(θt)‖2
)
≤
T−1∑
t=0
νtγ
16
(
1
γ2
E‖θ˜t+1 − θt‖2 + 64
µη
E‖pt −∇θF (θt, ωt)‖2 + 8L2FE‖ωt − ω∗(θt)‖2
)
≤ 36σ
2γ
∑T−1
t=0 ν
2
t
µη
+Q0.
Multiplying both sides by 16/(TνT γ) yields
1
T
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + E‖pt −∇θF (θt, ωt)‖2 + L2FE‖ωt − ω∗(θt)‖2
)
≤ 36× 16σ
2
µηTνT
T−1∑
t=0
ν2t +
16Q0
γνTT
.
(50)
According to the setting of the step size that νt = a/(t+b)
1/2 with a = 1/16 and b ≥ max{(γL2F /µ)2, 3},
we can bound the two terms on the right-hand side of (50) in the following way
16Q0
γνTT
+
36× 16σ2
µηTνT
T−1∑
t=0
ν2t ≤
256Q0(T + b)
1/2
γT
+
36σ2
µηT
∫ T
0
1
t+ b
dt
≤ 256Q0(T + b)
1/2
γT
+
36σ2
µηT
(T + b)1/2 log(T + b)
≤
(256Q0
γ
+
36σ2
µη
)( 1√
T
+
√
b
T
)
log(T + b),
(51)
where the last inequality is due to
√
x+ y ≤ √x+√y for x, y ≥ 0.
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Finally, we combine (50) and (51) and obtain
1
T
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + E‖pt −∇θF (θt, ωt)‖2 + L2FE‖ωt − ω∗(θt)‖2
)
≤ C1 log(T + b)√
T
+
C2 log(T + b)
T
,
where C1 = 256Q0/γ + 36σ
2/(µη) and C2 = C1
√
b.
Moreover, by Jensen’s inequality, there is
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ LF‖ωt − ω∗(θt)‖
)
≤
[
3
T
T−1∑
t=0
E
(
1
γ2
‖θ˜t+1 − θt‖2 + ‖pt −∇θF (θt, ωt)‖2 + L2F‖ωt − ω∗(θt)‖2
)]1/2
.
Thus, we eventually obtain
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ LF‖ωt − ω∗(θt)‖
)
≤ C1 log(T + b)
T 1/4
+
C2 log(T + b)√
T
= O˜
(
1
T 1/4
)
,
where C1 = [768Q0/γ + 108σ
2/(µη)]1/2 and C2 = C1b
1/4. This completes the proof.
B.2 Proof of Theorem 4.9
Proof. Our analysis in Section B.1 is for non-increasing step size νt satisfying the conditions in
Theorem 4.8 which are the same as in this theorem. Thus, the proof before (50) can be adapted
here for a fixed step size. Thus, we start our proof directly from (50) in Section B.1 with replacing
νt by the fixed step size ν, which can be rewritten as
1
T
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + E‖pt −∇θF (θt, ωt)‖2 + L2FE‖ωt − ω∗(θt)‖2
)
≤ 36× 16σ
2
µη
ν +
16Q0
γνT
.
(52)
According to the setting of the step size that ν = 1/[16(T + b)1/2], we can bound the right-hand
side as follows
36× 16σ2
µη
ν +
16Q0
γνT
≤ 36σ
2
µη(T + b)1/2
+
256Q0(T + b)
1/2
γT
≤ 256Q0
γT 1/2
+
36σ2
µη(T + b)1/2
+
256Q0b
1/2
γT
,
(53)
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where the last inequality is due to
√
x+ y ≤ √x+√y for x, y ≥ 0. This inequality shows that
1
T
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + E‖pt −∇θF (θt, ωt)‖2 + L2FE‖ωt − ω∗(θt)‖2
)
≤ 256Q0
γT 1/2
+
36σ2
µη(T + b)1/2
+
256Q0b
1/2
γT
.
Furthermore, by Jensen’s inequality, we have
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ LF‖ωt − ω∗(θt)‖
)
≤
[
3
T
T−1∑
t=0
E
(
1
γ2
‖θ˜t+1 − θt‖2 + ‖pt −∇θF (θt, ωt)‖2 + L2F‖ωt − ω∗(θt)‖2
)]1/2
.
Thus, we eventually obtain
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ LF‖ωt − ω∗(θt)‖
)
≤ O
(
1
T 1/4
)
,
which leads to Tε ≥ O(ε−4) sample complexity to achieve an ε error. This completes the proof.
C Proofs for Algorithm 2
First, we provide three lemmas without proofs, i.e., Lemma C.1, Lemma C.2, and Lemma C.3,
which are modified a little from Lemmas B.1, B.2, and B.3 respectively. Specifically, the first three
lemmas are only associated with the updating rules of θt+1 and ωt+1 which are the same in both
Algorithm 1 and 2. The difference lies in the Lipschitz gradient assumptions that are used in the
lemmas, where we replace Assumption 4.3 with Assumption 5.1. The proofs of the following three
lemmas follows exactly the proofs of Lemmas B.1, B.2, and B.3.
After the first three lemmas, we then establish Lemma C.4 with a detailed proof, which is
related to the gradient approximation with variance reduction.
Lemma C.1. Under Assumptions 4.2, 4.5, and 5.1, letting 0 < γνt ≤ µ/(16L2f ) and νt ≤ 1, with
the updating rules shown in Algorithm 2, we have
J(θt+1)− J(θt) ≤ −3νt
4γ
‖θ˜t+1 − θt‖2 + 2L2fγνt‖ωt − ω(θt)∗‖2 + 4γνt‖∇θF (θt, ωt)− pt‖2,
where J(θ) = maxω∈Ω F (θ, ω) and ω
∗(θ) := argmaxω∈Ω F (θ, ω).
Proof. The proof of this lemma follows the proof of Lemma B.1.
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Lemma C.2. Under Assumptions 4.2, 4.4 and 5.1, letting 0 < νt ≤ 1/8 and 0 < η ≤ (4Lf )−1,
with the updating rules shown in Algorithm 2, we have
‖ωt+1 − ω∗(θt)‖2 ≤
(
1− νtηµ
2
)
‖ωt − ω∗(θt)‖2 − 3νt
4
‖ω˜t+1 − ωt‖2 + 4ηνt
µ
‖∇ωF (θt, ωt)− dt‖2,
where ω∗(θt) = argmaxω∈Ω F (θt, ω).
Proof. The proof of this lemma follows the proof of Lemma B.2.
Lemma C.3. Under Assumptions 4.2, 4.4 and 5.1, letting 0 < νt ≤ 1/8 and 0 < η ≤ (4Lf )−1,
with the updating rules shown in Algorithm 2, we have
‖ωt+1 − ω∗(θt+1)‖2 ≤
(
1− µηνt
4
)
‖ωt − ω∗(θt)‖2 − 3νt
4
‖ω˜t+1 − ωt‖2
+
75ηνt
16µ
‖dt −∇ωF (θt, ωt)‖2 + 75L
2
ωνt
16µη
‖θ˜t+1 − θt‖2,
where ω∗(θt) = argmaxω∈Ω F (θt, ω) and ω
∗(θt+1) = argmaxω∈Ω F (θt+1, ω).
Proof. The proof of this lemma follows the proof of Lemma B.3.
Lemma C.4. Under Assumptions 4.2, 4.5, and 5.1, letting 0 < νt ≤ α−1/2, with the updating rules
shown in Algorithm 2, the following inequalities hold
E‖∇θF (θt+1, ωt+1)− pt+1‖2 ≤ (1− αν2t )E‖∇θF (θt, ωt)− pt‖2 + 2α2ν4t σ2
+ 2L2fν
2
t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2],
(54)
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 ≤ (1− αν2t )E‖∇ωF (θt, ωt)− dt‖2 + 2α2ν4t σ2
+ 2L2fν
2
t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
(55)
Proof. In this proof, we first show the proof for the inequality (54) in detail. Then, we apply a
similar analysis for the second inequality (55), for which we only present a proof sketch.
We start the proof by decomposing the term ∇θF (θt+1, ωt+1) − pt+1 on the left-hand side of
(54) as follows:
∇θF (θt+1, ωt+1)− pt+1
= ∇θF (θt+1, ωt+1)− (1− αν2t )(pt −∇θf(θt, ωt; ξt+1))−∇θf(θt+1, ωt+1; ξt+1)
= αν2t [∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)] + (1− αν2t )[∇θF (θt, ωt)− pt]
+ (1− αν2t ){[∇θF (θt+1, ωt+1)−∇θF (θt, ωt)]− [∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)]},
where we apply the updating rule for pt+1 in Algorithm 2, which is
pt+1 = (1− αν2t )(pt −∇θf(θt, ωt; ξt+1)) +∇θf(θt+1, ωt+1; ξt+1).
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Therefore, the expectation of its norm can be decomposed as
E‖∇θF (θt+1, ωt+1)− pt+1‖2
= (1− αν2t )2E‖∇θF (θt, ωt)− pt‖2 + E
∥∥αν2t [∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)] · · ·︸ ︷︷ ︸
1©···
+(1− αν2t ){[∇θF (θt+1, ωt+1)−∇θF (θt, ωt)]− [∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)]}
∥∥2︸ ︷︷ ︸
··· 1©
+ 2E
〈
(1− αν2t )[∇θF (θt, ωt)− pt], αν2t [∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)] · · ·︸ ︷︷ ︸
2©···
+(1− αν2t ){[∇θF (θt+1, ωt+1)−∇θF (θt, ωt)]− [∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)]}
〉︸ ︷︷ ︸
··· 2©
,
(56)
Next, we bound the terms 1© and 2© respectively. We first consider to bound the term 2©. According
to the chain rule of expectation, term 2© can be equivalently written as 2© = E[Eξt+1〈 3©, 4©〉], where
we replace the long terms in the inner product with 3© and 4© for abbreviation. Thus, due to
Eξt+1∇θf(θt+1, ωt+1; ξt+1) = ∇θF (θt+1, ωt+1),
as well as
Eξt+1[∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)] = ∇θF (θt+1, ωt+1)−∇θF (θt, ωt),
we have
2© = E[Eξt+1〈 3©, 4©〉] = E[〈 3©, 0〉] = 0. (57)
Then, we bound the term 1© in (56). By the inequality ‖x+y‖2 ≤ 2‖x‖2+2‖y‖2, we can decompose
the term 1© as
1© ≤ 2α2ν4t E‖∇θF (θt+1, ωt+1)−∇θf(θt+1, ωt+1; ξt+1)‖2
+ 2(1 − αν2t )2E‖∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)‖2
≤ 2α2ν4t σ2 + 2(1− αν2t )2E‖∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)‖2,
where the second inequality is due to the bounded variance assumption in Assumption 4.5. Addi-
tionally, we bound the term E‖∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)‖ above as
E‖∇θf(θt+1, ωt+1; ξt+1)−∇θf(θt, ωt; ξt+1)‖
≤ L2fE[‖θt+1 − θt‖2 + ‖ωt+1 − ωt‖2]
≤ L2fν2t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2],
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where the first inequality is by the Lipschitz continuity of the stochastic gradient in Assumption
5.1 and the second inequality is by the updating rules θt+1 = θt + νt(θ˜t+1 − θt) and ωt+1 =
ωt + νt(ω˜t+1 − ωt) in Algorithm 2. Thus, we can bound 1© by
1© ≤ 2α2ν4t σ2 + 2(1 − αν2t )2L2fν2t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2]. (58)
Now combining the inequalities (56), (57) and (58) and due to (1− αν2t ) ≤ 1, then we obtain
E‖∇θF (θt+1, ωt+1)− pt+1‖2 ≤ (1− αν2t )E‖∇θF (θt, ωt)− pt‖2 + 2α2ν4t σ2
+ 2L2fν
2
t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2],
which completes the proof of the first inequality (54) in this lemma.
We apply a similar analysis as above to prove the second inequality (35) in this lemma. We
also have a similar decomposition
∇ωF (θt+1, ωt+1)− dt+1
= ∇ωF (θt+1, ωt+1)− (1− αν2t )(dt −∇ωf(θt, ωt; ξt+1))−∇ωf(θt+1, ωt+1; ξt+1)
= αν2t [∇ωF (θt+1, ωt+1)−∇ωf(θt+1, ωt+1; ξt+1)] + (1− αν2t )[∇ωF (θt, ωt)− dt]
+ (1− αν2t ){[∇ωF (θt+1, ωt+1)−∇ωF (θt, ωt)]− [∇ωf(θt+1, ωt+1; ξt+1)−∇ωf(θt, ωt; ξt+1)]},
where we apply the updating rule for dt+1 in Algorithm 2, which is
dt+1 = (1− αν2t )(dt −∇ωf(θt, ωt; ξt+1)) +∇ωf(θt+1, ωt+1; ξt+1).
Therefore, the expectation of its norm can be decomposed as
E‖∇ωF (θt+1, ωt+1)− dt+1‖2
= (1− αν2t )2E‖∇ωF (θt, ωt)− dt‖2 + E
∥∥αν2t [∇ωF (θt+1, ωt+1)−∇ωf(θt+1, ωt+1; ξt+1)]
+ (1− αν2t ){[∇ωF (θt+1, ωt+1)−∇ωF (θt, ωt)]− [∇ωf(θt+1, ωt+1; ξt+1)−∇ωf(θt, ωt; ξt+1)]}
∥∥2
+ 2E
〈
(1− αν2t )[∇ωF (θt, ωt)− dt], αν2t [∇ωF (θt+1, ωt+1)−∇ωf(θt+1, ωt+1; ξt+1)]
+ (1− αν2t ){[∇ωF (θt+1, ωt+1)−∇ωF (θt, ωt)]− [∇ωf(θt+1, ωt+1; ξt+1)−∇ωf(θt, ωt; ξt+1)]}
〉
.
By proving the similarly bounds as (57) and (58) and applying them to the above inequality, we
eventually have
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 ≤ (1− αν2t )E‖∇ωF (θt, ωt)− dt‖2 + 2α2ν4t σ2
+ 2L2fν
2
t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
This completes the proof.
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C.1 Proof of Theorem 5.2
Proof. We assume that the step size is of the form νt = a/(t + b)
1/3 where a = 1/3. We interpret
the parameter settings in Theorem 5.2 as follows:
η ≤ µ
6L2f
<
1
4Lf
, and νt ≤ a
b1/3
≤ min
{ 1
19
,
µ
18γL2f
}
, (59)
with Lf ≥ µ > 0. Thus, we can apply Lemmas C.1, C.3, and C.4 in the following proof of Algorithm
2. Then, we proceed to the main proof.
By Lemma C.1, taking expectation on both sides, we have
EJ(θt+1)− EJ(θt) ≤ −3νt
4γ
E‖θ˜t+1 − θt‖2 + 2L2fγνtE‖ωt − ω∗(θt)‖2
+ 4νtγE‖∇θF (θt, ωt)− pt‖2,
(60)
where we can have the upper bound of E‖θ˜t+1− θt‖2 by moving it to the left-hand side. The above
inequality indicates that we need to further establish upper bounds of the terms E‖ωt − ω∗(θt)‖2
and E‖pt −∇θF (θt, ωt)‖2.
According to Lemma C.3, we have the following inequality providing upper bounds for the term
E‖ωt+1 − ω∗(θt+1)‖2, which is
E‖ωt+1 − ω∗(θt+1)‖2 ≤
(
1− µηνt
4
)
E‖ωt − ω∗(θt)‖2 − 3νt
4
E‖ω˜t+1 − ωt‖2
+
75ηνt
16µ
E‖dt −∇F (θt, ωt)‖2 + 75L
2
ωνt
16µη
E‖θ˜t+1 − θt‖2.
which shows a contraction of E‖ωt+1 − ω∗(θt+1)‖2 plus some noise terms as well as a deduction of
the term E‖ω˜t+1 − ωt‖2 such that this term appearing in any later inequalities can be eliminated
in the end.
We further apply similar derivation for (45) in the proof of Theorem 4.8 to the above inequality.
Multiplying both sides of the above inequality by 10L2fγ/(µη) and rearranging terms, we obtain
10L2fγ
µη
(
E‖ωt+1 − ω∗(θt+1)‖2 − E‖ωt − ω∗(θt)‖2
)
≤ −5L
2
fγνt
2
E‖ωt − ω∗(θt)‖2 −
15L2fνtγ
2µη
E‖ω˜t+1 − ωt‖2
+
375L2fνtγ
8µ2
E‖dt −∇F (θt, ωt)‖2 +
375L2fL
2
ωνtγ
8µ2η2
E‖θ˜t+1 − θt‖2.
(61)
Moreover, we define
Rt := J(θt)− J∗ +
10L2fγ
µη
‖ωt − ω∗(θt)‖2, ∀t ≥ 0,
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such that Rt ≥ 0 with J∗ > −∞ being the minimal value of J(θ). Then, summing both sides of
the two inequalities (60) and (61), we have
E[Rt+1 −Rt]
≤ −
(3νt
4γ
− 375νtL
2
fL
2
ωγ
8µ2η2
)
E‖θ˜t+1 − θt‖2 −
15L2fνtγ
2µη
E‖ω˜t+1 − ωt‖2 −
L2fγνt
2
E‖ωt − ω∗(θt)‖2
+
375νtL
2
fγ
8µ2
E‖dt −∇ωF (θt, ωt)‖2 + 4νtγE‖pt −∇θF (θt, ωt)‖2.
According to the conditions that η ≥ 9L2fγ/µ2 and Lω = Lf/µ by Lemma A.2, we have
−
(3νt
4γ
− 375νtL
2
fL
2
ω
8ν2η
)
≤ − νt
8γ
,
such that
E[Rt+1 −Rt] ≤ − νt
8γ
E‖θ˜t+1 − θt‖2 −
15L2fνtγ
2µη
E‖ω˜t+1 − ωt‖2 −
L2fγνt
2
E‖ωt − ω∗(θt)‖2
+
375L2fνtγ
8µ2
E‖dt −∇ωF (θt, ωt)‖2 + 4γνtE‖pt −∇θF (θt, ωt)‖2.
(62)
The inequality (62) shows that we need to further bound E‖dt−∇ωF (θt, ωt)‖2 and E‖pt−∇θF (θt, ωt)‖2
on the right-hand side. By the result of Lemma C.4, we can have contraction of the two terms plus
some noise terms, which are
E‖∇θF (θt+1, ωt+1)− pt+1‖2 ≤ (1− αν2t )E‖∇θF (θt, ωt)− pt‖2 + 2α2ν4t σ2
+ 2L2fν
2
t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2],
(63)
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 ≤ (1− αν2t )E‖∇ωF (θt, ωt)− dt‖2 + 2α2ν4t σ2
+ 2L2fν
2
t E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
(64)
Multiplying both sides of (63) by ν−1t and also subtracting ν
−1
t−1E‖∇θF (θt, ωt) − pt‖2 from both
sides, we have
1
νt
E‖∇θF (θt+1, ωt+1)− pt+1‖2 − 1
νt−1
E‖∇θF (θt, ωt)− pt‖2
≤
(1
ν t
− ανt − 1
νt−1
)
E‖∇θF (θt, ωt)− pt‖2 + 2α2ν3t σ2 + 2L2fνtE[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
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Here we need to simplify the coefficient ν−1t − ν−1t−1 shown as below
1
νt
− 1
νt−1
=
1
a
(b+ t)1/3 − 1
a
(b+ t− 1)1/3
≤ 1
3a(t+ b− 1)2/3 =
22/3
3a[2(t + b− 1)]2/3
≤2
2/3
3a3
a2
(b+ t)2/3
=
22/3
3a3
ν2t ,
(65)
where the first inequality is due to (x + y)1/3 − x1/3 ≤ yx−2/3/3 and the second inequality is by
the condition b ≥ 1 when we let t ≥ 1. In addition, if we set ν−1 = ν0, namely, t = 0, the above
inequality will also hold.
Thus, by setting α = 6, we let
1
νt
− 1
νt−1
− ανt ≤ −6νt + 2
2/3ν2t
3a3
≤ −21
4
νt,
which requires
νt ≤ 18a
3
211/3
, and 6ν2t ≤ 1,
that can be guaranteed by the conditions
a =
1
3
, and νt ≤ 1
19
,
as shown in (59). Hence, we have
1
νt
E‖∇θF (θt+1, ωt+1)− pt+1‖2 − 1
νt−1
E‖∇θF (θt, ωt)− pt‖2
≤ −21
4
νtE‖∇θF (θt, ωt)− pt‖2 + 72ν3t σ2 + 2νtL2fE[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
(66)
In a similar way, by (64), we also have
1
νt
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 − 1
νt−1
E‖∇ωF (θt, ωt)− dt‖2
≤ −21
4
νtE‖∇ωF (θt, ωt)− dt‖2 + 72ν3t σ2 + 2νtL2fE[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
(67)
Multiplying both sides of (66) and (67) by 2γ/(µη), we have the following two inequalities
2γ
µηνt
E‖∇θF (θt+1, ωt+1)− pt+1‖2 − 2γ
µηνt−1
E‖∇θF (θt, ωt)− pt‖2
≤ −21γνt
2µη
E‖∇θF (θt, ωt)− pt‖2 + 144ν
3
t σ
2γ
µη
+
4νtL
2
fγ
µη
E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2],
(68)
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2γ
µηνt
E‖∇ωF (θt+1, ωt+1)− dt+1‖2 − 2γ
µηνt−1
E‖∇ωF (θt, ωt)− dt‖2
≤ −21γνt
2µη
E‖∇ωF (θt, ωt)− dt‖2 + 144ν
3
t σ
2γ
µη
+
4νtL
2
fγ
µη
E[‖θ˜t+1 − θt‖2 + ‖ω˜t+1 − ωt‖2].
(69)
Then, we define the Lyapunov function as
St := Rt +
2γ
µηνt−1
‖∇ωF (θt, ωt)− dt‖2 + 2γ
µηνt−1
‖∇θF (θt, ωt)− pt‖2, ∀t ≥ 0,
where we have St ≥ 0 since Rt ≥ 0. Summing up (62), (68), and (69), we have the following
inequality
E[St+1 − St]
≤ −
( νt
8γ
− L
2
fνtγ
µη
)
E‖θ˜t+1 − θt‖2 −
γνtL
2
f
2
E‖ωt − ω∗(θt)‖2 + 36× 8ν
3
t σ
2γ
µη
−
(21γνt
2µη
− 375νtL
2
fγ
8µ2
)
E‖dt −∇ωF (θt, ωt)‖2 −
(21γνt
2µη
− 4γνt
)
E‖pt −∇θF (θt, ωt)‖2.
where the term E‖ω˜t+1 − ωt‖2 has been dropped due to its negative coefficient. We simplify the
coefficients according to the following inequalities
−
( νt
8γ
− 8L
2
fνtγ
µη
)
≤ − νt
16γ
, −
(21γνt
2µη
− 375νtL
2
fγ
8µ2
)
≤ 0, and −
(21γνt
2µη
− 4γνt
)
≤ −γνt
µη
,
which are guaranteed by the conditions of this theorem that η ≤ µ/(6L2f ) and η ≥ 9γL2f/µ2 with
Lf ≥ µ > 0. Therefore, we have
E[St+1 − St] ≤ − νt
16γ
E‖θ˜t+1 − θt‖2 −
γνtL
2
f
2
E‖ωt − ω∗(θt)‖2
− γνt
µη
E‖pt −∇θF (θt, ωt)‖2 + 36× 8ν
3
t σ
2γ
µη
.
(70)
We are in position to prove the convergence of Algorithm 2 with the inequality (70). Taking
summation on both sides of (70) from t = 0 to T − 1 and rearranging the terms lead to
T−1∑
t=0
νtγ
16
(
1
γ2
E‖θ˜t+1 − θt‖2 + 16
ηνt
E‖∇θF (θt, ωt)− pt‖2 + 8L2fE‖ωt − ω∗(θt)‖2
)
≤ 288σ
2γ
∑T−1
t=0 ν
3
t
µη
+ E[S0 − ST ] ≤ 288σ
2γ
∑T−1
t=0 ν
3
t
µη
+ S0,
where we use the fact that ST ≥ 0 in the last inequality. Letting {νt}t≥0 be a non-increasing
sequence, we know νt ≥ νT for any 0 ≤ t ≤ T . Since we have (ηνt)−1 ≥ 1 by the settings of η, γ
42
and νt shown above, we obtain
νTγ
16
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + E‖pt −∇θF (θt, ωt)‖2 + L2FE‖ωt − ω∗(θt)‖2
)
≤
T−1∑
t=0
νtγ
16
(
1
γ2
E‖θ˜t+1 − θt‖2 + 16
ηνt
E‖∇θF (θt, ωt)− pt‖2 + 8L2fE‖ωt − ω∗(θt)‖2
)
≤ 288σ
2γ
∑T−1
t=0 ν
3
t
µη
+ S0.
Multiplying both sides by 16/(TνT γ) yields
1
T
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + 16
ηνt
E‖∇θF (θt, ωt)− pt‖2 + 8L2fE‖ωt − ω∗(θt)‖2
)
≤ 288 × 16σ
2
µηTνT
T−1∑
t=0
ν3t +
16S0
γνTT
.
(71)
According to the setting of the step size that νt = a/(t+b)
1/3 with a = 1/3 and b ≥ max{(8γL2f/µ)3, 256},
we can bound the two terms on the right-hand side of (71) in the following way
16S0
γνTT
+
288 × 16σ2
µηTνT
T−1∑
t=0
ν3t ≤
50S0(T + b)
1/3
γT
+
512σ2
µηT
∫ T
0
1
t+ b
dt
≤ 50S0(T + b)
1/3
γT
+
512σ2
µηT
(T + b)1/3 log(T + b)
≤
(50S0
γ
+
512σ2
µη
)( 1
T 2/3
+
b1/3
T
)
log(T + b),
(72)
where the last inequality is due to (x+ y)1/3 ≤ x1/3 + y1/3 for x, y ≥ 0.
Finally, we combine (71) and (72) and obtain
1
T
T−1∑
t=0
[ 1
γ2
E‖∇θF (θt, ωt)− pt‖2 + E‖θ˜t+1 − θt‖2 + L2FE‖ωt − ω∗(θt)‖2
]
≤ C1 log(T + b)
T 2/3
+
C2 log(T + b)
T
,
where C1 = 50S0/γ + 512σ
2/(µη) and C2 = C1b
1/3. Moreover, by Jensen’s inequality, there is
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ Lf‖ωt − ω∗(θt)‖
)
≤
[
3
T
T−1∑
t=0
E
(
1
γ2
‖θ˜t+1 − θt‖2 + ‖pt −∇θF (θt, ωt)‖2 + L2f‖ωt − ω∗(θt)‖2
)]1/2
.
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Thus, we eventually obtain
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ Lf‖ωt − ω∗(θt)‖
)
≤ C1 log(T + b)
T 1/3
+
C2 log(T + b)√
T
= O˜
(
1
T 1/3
)
,
where C1 = [150S0/γ + 1536σ
2/(µη)]1/2 and C2 = C1b
1/6. This completes the proof.
C.2 Proof of Theorem 5.3
Proof. The analysis in Section C.1 is for non-increasing step size νt satisfying the conditions in
Theorem 5.2 which are the same as in this theorem. Then, the proof before (71) can be adapted
here for a fixed step size. The barrier may be that the analysis from (65) to (67) is for the decaying
step size setting. In this proof, we modify this part by letting νt = ν,∀t ≥ 0, and
1
νt
− 1
νt−1
− ανt = 1
ν
− 1
ν
− αν = −6ν < −21
4
ν,
where we set α = 6. This shows that we can still use the proof in Section C.1. Thus, we start our
proof from (72) with replacing νt by the fixed step size ν, which can be rewritten as
1
T
T−1∑
t=0
(
1
γ2
E‖θ˜t+1 − θt‖2 + 16
ηνt
E‖∇θF (θt, ωt)− pt‖2 + 8L2fE‖ωt − ω∗(θt)‖2
)
≤ 288 × 16σ
2
µη
ν2 +
16S0
γνT
.
(73)
Furthermore, we bound the right-hand side of the above inequality as
288× 16σ2
µη
ν2 +
16S0
γνT
≤ 512σ
2
µη(T + b)2/3
+
50S0(T + b)
1/3
γT
≤ 50S0
γT 2/3
+
512σ2
µη(T + b)2/3
+
50S0b
1/3
γT
,
(74)
where we use the setting of the step size ν = 1/[3(T + b)1/3], and the last inequality is due to
(x+ y)1/3 ≤ x1/3 + y1/3 for x, y ≥ 0. Then, we obtain
1
T
T−1∑
t=0
[ 1
γ2
E‖∇θF (θt, ωt)− pt‖2 + E‖θ˜t+1 − θt‖2 + L2FE‖ωt − ω∗(θt)‖2
]
≤ 50S0
γT 2/3
+
512σ2
µη(T + b)2/3
+
50S0b
1/3
γT
.
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Due to Jensen’s inequality, we have
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ Lf‖ωt − ω∗(θt)‖
)
≤
[
3
T
T−1∑
t=0
E
(
1
γ2
‖θ˜t+1 − θt‖2 + ‖pt −∇θF (θt, ωt)‖2 + L2f‖ωt − ω∗(θt)‖2
)]1/2
.
Thus, we eventually obtain
1
T
T−1∑
t=0
E
(
1
γ
‖θ˜t+1 − θt‖+ ‖pt −∇θF (θt, ωt)‖+ Lf‖ωt − ω∗(θt)‖
)
≤ O
(
1
T 1/3
)
,
which leads to Tε ≥ O(ε−3) sample complexity to achieve an ε error. This completes the proof.
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