Recent progress in the study of structured matrices shows advantages of unifying the treatment of various classes of such matrices. We recall some fundamental techniques for such a unification and then specify it in full details for Newton's iteration, which rapidly improves an initial approximation to the inverse matrix by performing two matrix multiplications per recursive step. The iteration is particularly suitable for n × n structured matrices, represented with O(n) entries of their short generators rather than with their own n 2 entries. Based on such a representation, matrix operations are performed much more rapidly and use much less memory space. A major problem is to control the length of the generators, which tends to grow quite rapidly in the iterative process. Two known methods solve this problem for Toeplitzlike and Cauchy-like matrices. We extend both methods to a more general class of structured matrices and estimate the convergence rate as well as the computational complexity. Some novel techniques are introduced in this study, in particular for the estimation of the norms of the inverse displacement operators.
Introduction

Four basic classes of structured matrices and their four basic properties
In Table 1 , we display four basic classes of structured matrices, which themselves are highly important in numerous applications to sciences, engineering, and communication and also have been naturally extended in terms of the associated operators to cover several other popular and important classes of structured matrices.
The matrices of the four classes of Table 1 : (1) are represented with a few parameters (from m to m + n for an m × n matrix), (2) can be multiplied by vectors much faster than general matrices, (3) are closely related to some operations with polynomials, and (4) can be naturally associated with some linear operators of shift and scaling.
We refer the reader to [4, 32] on property (3), will specify properties (1) and (2) in Table 2 , will extend them to more general classes of structured matrices in Section 1.4, and will comment below on property (4) . The latter property as well as properties (1) and (2) characterizes the more general class of structured matrices.
The displacement rank approach and our main subject
The modern study of structured matrices was largely motivated by the seminal paper [18] and, in particular, by the basic concept of the displacement rank introduced there. The idea was to measure the Toeplitz-like (or Hankel-like) structure of a matrix M by the rank of its displacement, that is, of the image matrix of some linear shift operators applied to the matrix M.
The rank of the displacement (called the displacement rank) of M is at most 2 for Toeplitz (and Hankel) matrices, and an m × n matrix M is said to be of Toeplitz (or Hankel) type or, alternatively, to be Toeplitz-like (or Hankel-like) if the rank r of its displacement is small (say, bounded by a small constant independent of m and n). In this case, the matrix can be represented by (m + n)r entries of its short displacement generators rather than by its own mn entries. This enables more efficient storage of such matrices in computer memory as well as much faster computations with them [22] .
Toeplitz-like and Hankel-like matrices are omnipresent in scientific and engineering computations, but there are other popular matrix structures too.
Several important classes of structured matrices can be defined and treated similarly in a unified way based on their association with other linear operators, in particular the scaling operators of multiplication by diagonal matrices and the operators that combine scaling and shifts. There are conceptual and computational benefits of
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3 Table 2 Parameters and flops counts for matrix representation and its multiplication by a vector unified treatment of various classes of structured matrices, where the operators are unspecified and viewed as symbolic and where the computations with matrices are performed with their displacements, that is, with the images of the operators applied to the matrices (see [4, 24, 26, 31, 32] ). This will be our approach in the present paper. The approach can be applied to various algorithms for various computational problems [26, 32] . Presently, however, we will narrow our goal to the detail study of Newton's iteration for the computation of the inverse of a structured input matrix and will analyze the resulting algorithms.
Strong numerical stability of Newton's iteration is well-known (see, e.g., [38] ); furthermore, the iteration becomes particularly effective where the input matrix is structured. In this case, the main basic operation of matrix multiplication is simplified dramatically and the entire computation uses much smaller memory and computer time than for general matrices provided that the matrix structure is preserved throughout the computation. The preservation of matrix structure, however, is a nontrival problem, which will be our main subject. 
Our results
We present Newton's iteration for the computation of the inverses or generalized inverses of various structured input matrices. Each iteration step is reduced to two multiplications of structured matrices. We elaborate two methods that preserve matrix structure throughout the computation, based either on truncation of the smallest singular values of the displacement or on the substitution of approximate inverses for the inverse matrix into its displacement expression. With each of the techniques, every iteration step is performed by using nearly linear time and nearly optimal memory space, in line with the estimates of Table 2 . We also prove superlinear convergence with each of these techniques. The algorithms and their analysis are presented in terms of operations with symbolic displacement operators and symbolic displacements of the matrices involved, which makes the presentation unified for various matrix structures. The study of the convergence rate requires estimates for the norms of the inverse displacement operators. We obtain such estimates by using three distinct techniques of some independent interest.
Related work
Newton's iteration for matrix inversion was proposed by Schultz in 1933 and was well studied (see [38] and bibliography therein). The Toeplitz-like case was studied in [2, 4, [27] [28] [29] [30] 33] and the Cauchy-like case in [40] . The unified approach was treated so far only in the two proceedings papers [36] (confined to the variant with the truncation of the singular values for both the iteration itself and the estimate of the inverse operator norms) and [37] . In Section 17, we will comment on the further ongoing research on our subjects.
Organization of our paper
We organize the rest of our paper as follows. In the following three sections, we state some basic definitions and assumptions and recall some auxiliary results for the unified study of structured matrices represented by their associated operators and displacements. In Section 5, we recall the definitions and basic facts for the matrix and operator norms. In Section 6, we brielfly recall Newton's iteration for general matrices and outline its modification where the input matrix is structured. The modification involves a subroutine for the compression of generators of the computed approximate inverses. We propose two variants of such a subroutine in Sections 7 and 9 (as Subalgorithms 7.1 and 9.1). In Sections 8 and 10, we analyze the resulting variants of our Newton-structured iteration and estimate its computational complexity and convergence rate. Our study in Sections 7-10 is elaborated for the displacement operator of Sylvester type. In Section 11, we extend the algorithms to the case of the operators of Stein type. In Sections 12-15, we estimate the norm ν − of the inverse displacement operators, required in our estimates for the output errors and the convergence rate of our algorithms. In Section 16, we breifly compare the unification approach with the transformation approach, which reduces to each other the inversion of structured matrix of various classes. In Section 17, we briefly comment on the extension of our algorithms to the cases where the displacement operator is singular and/or where no initial approximation to the inverse is available as well as to some other important computations with structured matrices.
Displacement operators and compressed displacement representation of structured matrices
The four classes of matrices of Table 1 are naturally associated with various linear displacement operators L of Sylvester type (also called Lyapunov type when they are applied over the functional spaces),
and/or Stein type,
Here A and B are fixed n × n matrices and are said to be operator matrices; the image matrices L(M) are said to be the displacements of M. The operators of the two types are closely related to each other. 
is the reflection matrix, and t n = (t n i ) for a vector t = (t i ). Z f = Z + f e 0 e T n−1 denotes the unit f-circulant matrices (for a fixed scalar f).
We immediately observe that 
, a class of structured matrices M is associated such that the rank ρ of the displacements ∇ A,B (M) and/or A,B (M) of the application of this operator to a matrix M is small relatively to the matrix size. Or equivalently,
4)
G and H are n × ρ matrices, ρ is minimal for the three given matrices M, A and B and is small relatively to the matrix size. We will call the matrix pair (G, H ) by both generator for the displacement L(M) and L-generator for the matrix M, and we will call the rank of L(M) by the L-rank of M (for the operators L of Eqs. (2.1) and (2.2)) (see [4, 18, 31, 32] ). We will also say displacement rank and displacement generator, where L is unspecified or is known by default. Table 3 represents some examples of operator matrices associated naturally with the matrices M of Table 1 and with the ones having similar structure. The matrices whose L-rank is small for the operator L of the respective lines of [13, 23] .) The above definitions cover several important classes of structured matrices such as Sylvester (resultant), Frobenius, Loewner, and Pick matrices [4, 24] . Furthermore, the block submatrices, the products and the inverses of structured matrices inherit their structure [4, 18, 26, 31, 32] , that is, have small L-rank for appropriate operators L too. There are also some natural extensions of the above matrix classes, such as polynomial Vandermonde-like matrices [21] , Toeplitz + Hankel-like matrices [3, 4, 16] In this paper, we will deal with nonsingular displacement operators L that are readily and (bi)linearly invertible, that is, we have simple expressions of matrices M via the generator matrices G and H and the operator matrices A and B, which are linear in the displacement L(M) and bilinear in the entries of the generator matrices G and H. Here are some examples from [32, 39] , where such expressions are presented also for several other operators (see [1, 4, 9, 10, 16, 18] on some earlier works and see [32, 39] on the extensions to singular operators). Theorem 2.2. Let G and H be a pair of n × α matrices, 
where
where where
(c) For operators L of Cauchy type, we have
Remark 2.1. The above expressions can be immediately extended to some other operators L based on the equations Table 2 to more general classes of structured matrices. 
Theorem 2.2 enables immediate extension of the computational cost bounds of
; v α,n (L) = O(αn log 2 n) for L = ∇ A,B , L = A,B , where A = D(s), B = D(t), or A = D(s), B ∈ {Z f , Z T f }, or A ∈ {Z f , Z T f }, B = D(s) for
any pair of vectors s and t and any scalar f.
The displacement rank approach can be represented by the following flowchart:
COMPRESS, OPERATE, RECOVER
To take advantage of the matrix structure, we will COMPRESS the structured input matrices M via their short L-generators based on Theorem 2.2 or its generalization, then OPERATE with L-generators rather than with the matrices themselves, and finally RECOVER the output from the computed short L-generators.
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Basic matrix operation performed with displacements
The following three theorems express the operator and generator matrices for the linear combinations, products and inverses of matrices. They are well known [18, 31] and can be easily verified.
Theorem 3.1. For any linear operator L, any pair of m × n matrices M and N, and any pair of scalars a and b, we have L(aM + bN) = aL(M) + bL(N).
Theorem 3.2. For any 5-tuple (A, B, C, M, N) of matrices of compatible sizes we have
∇ A,C (MN) = ∇ A,B (M)N + M∇ B,C (N), A,C (MN) = A,B (M)N + AM∇ B,C (N).
Furthermore,
A,C (MN) = A,B (M)N + AMB B −1 ,C (N) if B
is a nonsingular matrix, whereas
A,C (MN) = A,B (M)N − AM B,C −1 (N)C if C is a nonsingular matrix.
Theorem 3.3. Let a pair of n × α matrices G and H form a A,B -generator of length α for a nonsingular matrix M. Write
M −1 G = −U and H T M −1 = W T . Then ∇ B,A (M −1 ) = UW T . Furthermore, B,A (M −1 ) = BM −1 A,B (M)B −1 M −1
if B is a nonsingular matrix, whereas
Theorem 3.2 motivates the following definition [32] . 
Our next assumption is motivated by Theorems 2.3 and 3.4. 
We will call such operators strongly regular.
Orthogonal displacement representation of structured matrices
For a fixed pair of operator L and matrix M, we may choose the orthogonal (SVDbased) L-generator matrices to achieve better numerical stability [2, 27, 29, 33] ). That is, we first compute the SVD of the displacement W = L(M),
where U and V are m × ρ and ρ × n matrices, respectively, and σ 2 1 , . . . , σ 2 ρ denote the singular values of the matrix W, and then we write
Remark 4.1 (see [29] ). The SVD computation is quite inexpensive in this case, involving O(nα 2 + α(log log(1/δ) log α) flops for an n × n matrix M given with its L-generators of length α and for δ denoting the output approximation error bound for the SVD; we will ignore the latter term assuming realistically that (log log(1/δ)) log α = O(nα). The computation of the SVD of the displacement L(M) given with its longer L-generator of length α enables us to achieve maximal compression of a matrix M, that is, to obtain its shortest L-generator. An alternative algorithm of Proposition A.6 of [28] for the same compression task uses O(nα 2 ) flops and involves no SVDs. Thus, we will usually assume that our structured matrices are given with their shortest L-generators.
Matrix and operator norms
We will need some further definitions in addition to the ones of Section 1.
Definition 5.1. M denotes any fixed operator norm of a matrix M. M l is the l-norm, l = 1, 2, ∞ (see [4, 7] ).
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Theorem 5.1 (see [4, 7] ). M 2 = σ 2 1 (M) for every matrix M, and
Definition 5.2. We define the norms of a nonsingular linear operator L and its inverse L −1 :
where l = 1, 2, ∞ and the supremum is over all matrices M having positive L-rank of at most ρ. We also define the condition number of the operator L:
The Newton-structured iteration
Let us assume that a crude initial approximation to ∇ A,B (M −1 ) is available, supplied, say by the preconditioned conjugate gradient method, which converges to the output rather slowly, with linear rate [5] , or by a direct solution algorithm performed with rounding. The approximations can be rapidly refined by means of Newton's iteration for matrix inversion:
Matrix equation (5.1) implies that
That is, we have quadratic convergence if I − MX 0 < 1. This is a special case of the residual correction process [17, p. 86 ]. The iteration is numerically stable even where M is a singular matrix (in this case the iteration converges to the MoorePenrose generalized inverse M + ) and can be accelerated based on various policies of scaling X i+1 for all i and choosing an initial approximation X 0 [38] . We will only study unscaled Newton's iteration (see our comments on scaling in Section 17). Furthermore, to make our analysis more transparent, we will work with iteration (6.1) though practically it is slightly simpler to perform the computations with the matrices −X i and −X i+1 and to rely on the equations [33] . Each step (6.1) is essentially two matrix multiplications, which use O(α 2 n log d n) flops, d 2, for structured matrices of Theorems 2.3 and 3.4. In particular, for structured matrices, M and X 0 , having short ∇ A,B -and ∇ B,A -generators, respectively, the 12 
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iteration can be performed efficiently by operating with short ∇-generators of the matrices M, X i , and MX i (or X i M). This, however, requires some special techniques for controlling the length of the ∇ B,A -generators of X i , which tends to be tripled at every iterative step. Similar comments apply where A,B -and B,A -generators are used. Two methods proposed in [27, 30, 33, 40] counter such a mishap in the case of Toeplitz-like and Cauchy-like matrices. Our main goal in the present paper is to extend them to various other classes of structured matrices in a unified way and to analyze the resulting algorithms.
Here is the basic observation of [27, 30, 33, 40] . By assumption, rank(∇ B,A (M −1 )) = ρ. Therefore, the matrices X i , which approximate M −1 closely for larger i, have a nearby matrix M −1 of ∇ B,A -rank ρ. Thus, our strategy is to replace X i in (6.1) by a nearby matrix Y i having ∇ B,A -rank at most ρ and then to restart the iteration with
Let us next formally describe this approach for Sylvester type operators. (On the extension to Stein type operators, see Section 11.)
Algorithm 6.1 (The Newton-structured matrix iteration for the Sylvester type operators).
Input. A positive integer ρ, a pair of n × n matrices A and B, an n × n nonsingular matrix M having ∇ A,B -rank ρ and defined by its ∇ A,B -generator (G, H ) of length ρ, a matrix Y 0 (an initial approximation to the matrix M −1 ) given with its ∇ B,Agenerator of length at most ρ, a bound on the number N of Newton's iteration steps, and a subroutine R for the transition from a ∇ B,A -generator of length at most 3ρ for an n × n matrix approximating M −1 to an ∇ A,B -generator of length at most ρ for a nearby matrix.
Output.
A ∇ B,A -generator of length at most ρ for a matrix Y l+1 approximating M −1 .
Computations. Recursively compute ∇ B,A -generators of length at most 3ρ for the matrices
and ∇ B,A -generators of length at most ρ for the matrices Y i+1 defined by a transformation from X i+1 by means of the subroutine R.
Theorem 6.1 (see [40] or [32] To complete the description of the Newton-structured iteration, it remains to specify the subroutine R, which controls the length of the computed L-generators. We will do this in two ways, to be specified in Sections 7 and 9. To specify and to analyze formally the transition from the matrices X i to Y i , we will use some further definitions and simple preliminary results.
Hereafter, we will write β = β i = rank(∇ B,A (X i )). (β 3ρ for all i, by Theorem 6.1.) Let us also write
2)
Now, we are ready to describe variant I of subroutine R for Algorithm 6.1. Correctness of Subalgorithm 7.1 is implied by the following result, which shows that bound (7.4) holds under our assumptions on the input of Algorithm 6.1 and Subalgorithm 7.1. 6) for e i of (7.1).
Proof. Eq. (7.5) follows immediately from Theorem 5.1. To prove bound (7.6), recall that
Therefore,
Proof. Apply the well-known estimate of [7, p. 428] and deduce that 
On the right-hand side of the inequality
substitute Eq. (7.1) for l = 2, that is, e 2,i = X i − M −1 2 , substitute the above bound on X i − Y i 2 and the one of Lemma 7.2, and obtain that
Newton-structured iteration I: convergence rate and computational complexity estimates
Combining Algorithm 6.1 with Subalgorithm 7.1 applied as a subroutine R defines Newton-structured iteration I. Next, we will estimate its convergence rate and computational complexity. Estimating the computational cost, we will rely on Definition 5.2 and the bound O(nρ 2 ) of Remark 4.1 on the cost of computing the SVD. This immediately implies:
. . , X i , Y i by performing O((v ρ,n (∇ B,A ) + v ρ,n (∇ A,B ) + ρn)iρ) flops, which is
Let us next estimate the convergence rate of the iteration. We have
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Consequently, we have
2 . Therefore,
Let us rewrite the latter bound as follows:
Relations (8.1) imply that
The following theorem summarizes our analysis. 
Theorem 8.2. Let the matrices X 0 and M be given with their ∇ B,A -and ∇ A,Bgenerators of length β 0 and ρ, respectively. Furthermore, let
µr 0 θ < 1, µ = (1 + ( A 2 + B 2 )ν − )κ(M),(8.
Newton-structured iteration II: compression by means of substitution
Let us describe an SVD-free method for the compression of approximate inverses. 
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17 
Output. A ∇ B,A -generator (U i+1 , W i+1 ) of length at most ρ for a matrix Y i+1 such thatê
forê i+1 of (7.2), e i of (7.1),
Computations. Compute and output the matrix products
Under Assumption 3.1 about strong regularity of the operator ∇ B,A , the matrix pair (U i+1 , W i+1 ) is a ∇ B,A -generator of length at most ρ for a matrix Y i+1 , which is a unique solution to the following equation (see (9.1)):
The computation of the n × ρ matrices U i+1 , W i+1 of (9.1) is reduced to multiplication of the matrix X i+1 by the n × (2ρ) 
matrix (−G, H ). This requires O((v ρ,n (∇ B,A ) + v ρ,n (∇ A,B )ρ)) flops, which is O(ρ 2 n log
d n) flops under Assumption 3.1. To prove correctness of the subalgorithm, that is, to prove bound (9.2), we need some auxiliary results. Recall the matrix equations −U = M −1 G and W T = H T M −1 of Theorem 3.3 and deduce that
Now, write E j = UW T − U j W T j and obtain the following matrix equation:
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Lemma 9.1. For the matrices U j , W T j , and E j defined above and for e j = X j − M −1 of (7.1), we have
Proof. The lemma follows from the above expression for E j . 
Proof. Recall thatê
. At this point, apply Lemma 9.1 for j = i + 1 and obtain thatê i+1 C i+1 e i+1 .
Newton-structured iteration II: its convergence rate and computational complexity estimates
Combining Algorithm 6.1 with Subalgorithm 9.1 (applied as subroutine R) defines Newton-structured iteration II. Our next goal is to estimate its convergence rate and its computational complexity. 
Proof. By (6.1), we have
Finally, substitute the bound of Theorem 9.1.
Let us restate this lemma in a more constructive way, that is, let us replace the values e 0 , M −1 , and C i by more readily available values. Write
for r 0 = I − MY 0 of (7.3) and assume realistically that
for e i of (7.1) and for all i. 
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Proof. We have
and ( Assume that the matrices M and A are nonsingular and write A,B (M) = GH T . Then we have the following expression for the inverse:
In both cases, the length of the A,B -generator G, H for M equals the length of the respective B,A -generator for M −1 .
Likewise, for the product YMY we deduce the following expression without any nonsingularity assumptions: The resulting changes of our algorithms will be further specified in the following two subsections. On some more elaborate techniques that enable extension of our algorithms to some operators A,B where both matrices A and B are singular, see, e.g., Theorem 11.2 of Chapter 2 in [4] .
Specific changes for Subalgorithm 7.1
We change the requirements to the output of Subalgorithm 7.1 and its computation as follows:
New output. A B,A -generator of a length at most ρ for a matrix Y i satisfying the bound
for e 2,i of (7.1) and ν − of Definition 5.2. The latter change is motivated by the following argument extending the proof of Lemma 7.1:
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Assumption (8.2) for i = 0, which ensures rapid convergence of Algorithm 6.1, turns into the following one in the Stein type case:
Specific changes for Subalgorithm 9.1
We change Subalgorithm 9.1 as follows: 
New output. A B,A -generator of a length at most ρ for matrix Y i+1 satisfying the boundê
for e i of (7.1),ê i of (7.2), 4) and ν − of Definition 5.2.
New computations. Recall Theorem 3.3, compute and output the matrices
A. The latter changes are motivated by the following argument extending Lemma 9.1. Express the matrix
as follows:
Therefore, 
Norm estimates via truncation of singular values
To complete our analysis presented in the previous sections, we must estimate the norms ν − of the inverse displacement operators ∇ −1
A,B that we associate with the input matrices of our Newton-structured iteration (see Definition 5.2). In this and the following three sections, we will apply three approaches to the solution of this problem (see yet alternative techniques in [39] ).
In this section, we will estimate the norms ν − for the operators associated with the four basic classes of structured matrices, that is, Toeplitz-like, Hankel-like, Vandermonde-like, and Cauchy-like matrices. The estimates will depend on the choice of the basic bilinear representation of such matrices). Technically, we will follow the line of the Appendix of [27] . In particular we will rely on the truncation of singular values of the displacement L(M) and will use the two following simple auxiliary facts. 
Fact 12.2. For an orthogonal L-generator (G, H ) of a matrix (see (4.1)-(4.3)), we have
Now we are ready to estimate the norms ν − . We write 1 = (1) 
for l = 1, 2, ∞, 1 ρ n. For l = 2, all these upper bounds are decreased by the factor of √ n.
Proof. The bounds of Theorem 12.1 are obtained based on the bilinear representation for each matrix M of -rank (respectively, ∇-rank) at most ρ such that (M) = GH T (respectively, ∇(M) = GH T ) for the matrices G and H of (2.5), where α = ρ. 
Norm estimates where operators matrices are f-potent
In this section, we will estimate the norm ν − for the operators associated with Toeplitz-like, Hankel-like, Vandermonde-like, and Chebyshev-Vandermonde-like matrices where at least one of the operator matrices C (C = A or C = B) is f-potent, that is, C n = f I. This is the case for C = Z f and C = Z T f . We will explicitly estimate ν − for the Stein type operators L, but we may extend the estimate immediately to the case of the operators (2.1) of Sylvester type provided that at least one of the operator matrices A and B is nonsingular. Indeed, recall Theorem 2.1 and observe that the matrix equation ∇ A,B ). We will start with auxiliary results (of independent interest), first of which will enable us to invert the operator L = A,B (bi)linearly where some annihilation polynomials for the matrices A and B are avaliable. This approach was used in [8, 16, 42] in order to express Toeplitz-like matrices via their displacements. 
, sum these matrix equations for i = 0, 1, . . . , k − 1, and cancel the identical terms that appear on both sides of the resulting equation.
For k = p, we obtain the following corollary. 
Likewise, if B k = f I, then we have
Next, we will specialize Corollary 13.2 to some specific classes of structured matrices. We will use the following notation: s and t denote a pair of vectors of dimension n filled with 2n distinct coordinates s i and t j , none of the t j being zero (as in 
where l = 1, 2, ∞,
where l = 1, 2, ∞, , and therefore, we have
The proof of (13.6) is similar to the proof of (13.5). Finally, let us prove (13.7). 
Remark 13.1. The operators are associated with Toeplitz-like and Hankel-like matrices for of (13.4), Vandermonde-like matrices for of (13.5) and (13.6), and Chebyshev-Vandermonde-like matrices [21] for of (13.7).
Eigenvalue technique for the estimation of operator norms
In the following section, we will estimate the norm ν − in the cases of the operators associated with the Cauchy-like and Toeplitz + Hankel-like matrices. Corollary 13.2 is not sufficient in these cases, but we will rely on the following result: 
and, consequently,
Proof. Let λ be any eigenvalue of the matrix A. We have
and, consequently, and obtain that
Add (14.4) to (14.6 ) and obtain that
Substitute λ = λ 3 into Eq. (14.3). Pre-multiply the resulting equation by the first term on the left-hand side of (14.7) and post-multiply it by the second term, then add (14.7) to the resulting equation. Repeat this process recursively and in n steps obtain the following equation:
This implies (14.1) since A λ 1 · · · A λ n = 0.
Specific norm bounds based on the eigenvalue techniques
Let us apply Theorem 14.1 to the operators D(s),D(t) associated with Cauchy-like matrices and Y 00 ,Y 11 associated with Toeplitz + Hankel-like matrices [6, 21] , where Y 00 = Z + Z T , Y 11 = Y 00 + e 0 e T 0 + e n−1 e T n−1 . We have the following auxiliary results, which in particular show the diagonalization of the matrices Y 00 , Y 11 [20] .
denote the (normalized) matrices of the Discrete Sine Transform I and the Discrete Cosine Transform II, respectively, where We will also use the following simple estimates: 
The unification and transformation approaches
As an alternative to the unification of the study of Newton's iteration for various matrix structures, one may transform the problem to the Toeplitz-like or Cauchy-like cases to extend the cited successful algorithms of [27, 30, 33, 40] to other classes of structured matrices. This is a special case of the general idea of extending successful algorithms from one class to other classes of structured matrices. The idea was proposed in [26] together with the sample transformations in all directions among Toeplitz-like, Hankel-like, Vandermonde-like, and Cauchy-like matrices. The approach turns out to be quite powerful. Some of the current best practical algorithms for solving Toeplitz and Toeplitz-like linear systems of equations reduce them to Cauchy-like linear systems. Furthermore, structured matrix transformations of this kind have been used for handling matrix singularities, for computational improvements of polynomial interpolation and multipoint evaluation as well as algebraic decoding, and in the computational complexity analysis of structured matrix operations (cf. [6, 15, 35, 41] , [25, Section 6] and [31, 32] ). The unification and transformation approaches may effectively complement each other.
As a rule, the unification approach enables a deeper insight into the subject and its more comprehensive treatment. In some cases, transformations are costly (in terms of extra flops and numerical stability problems involved), and the unification approach can be more effective. In other cases, transformations are inexpensive (e.g. yielding faster convergence (in particular with using scaling). Would application of such more general methods improve our algorithms? 5. Newton's iteration is a well-known tool for the solution of matrix equation, in particular for the computation of the polar decomposition, the square roots and the sign function for general matrices [11, 12, 14, 19] . Could the known methods be improved where the input matrix is structured? Our methods would be immediately extended whenever the output matrices have short displacement generators.
