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The multipole moment is an established concept of electrons in solids. Entanglement of spin,
orbital, and sublattice degrees of freedom is described by the multipole moment, and spontaneous
multipole order is a ubiquitous phenomenon in strongly correlated electron systems. In this paper, we
present group-theoretical classification theory of multipole order in solids. Intriguing duality between
the real space and momentum space properties is revealed for odd-parity multipole order which
spontaneously breaks inversion symmetry. Electromagnetic responses in odd-parity multipole states
are clarified on the basis of the classification theory. A direct relation between the multipole moment
and the magnetoelectric effect, Edelstein effect, magnetopiezoelectric effect, and dichromatic electron
transport is demonstrated. More than 110 odd-parity magnetic multipole materials are identified
by the group-theoretical analysis. Combining the list of materials with the classification tables of
multipole order, we predict emergent responses of the candidate materials.
I. INTRODUCTION
Physical phenomena originating from spin-orbit cou-
pling in parity-violated systems are attracting growing
interest in condensed matter physics. The topics in-
clude topological phases of matter [1–3], unconventional
superconductivity [4–6], multiferroics [7–12], and spin-
tronics [13–17]. It has been shown that these quantum
phases exhibit nontrivial electromagnetic responses char-
acterized by peculiar symmetry. A concept of multipole
may interconnect the broad research fields because the
electromagnetic charge and current distributions are de-
scribed by the multipole expansion in a unified way.
So far the multipole physics has mainly been investi-
gated with focus on the spontaneous multipole ordering
of localized d and f electrons [18, 19]. The atomic mul-
tiplet formed by strong Coulomb interaction and spin-
orbit coupling is characterized by the multipole mo-
ments, and inter-multipole interactions may lead to spon-
taneous multipole order. Furthermore, the multipole de-
gree of freedom gives rise to intriguing quantum phases;
e.g. superconductivity mediated by multipole fluctua-
tions [20, 21], multipole Kondo effects [22–24], and so
on.
Recent studies shed light on odd-parity multipole or-
der, where the inversion symmetry is spontaneously bro-
ken, although the studies of atomic multipole physics
were restricted to even-parity order. In addition to
the electric dipole order, which has been well-known as
ferroelectric order, electric octupole [25, 26], magnetic
monopole [27–29], magnetic quadrupole [27, 30–33], mag-
netic toroidal dipole [34–42], and magnetic hexadecapole
order [43] have been investigated.
The key to the odd-parity multipole order is a locally-
noncentrosymmetric crystal structure, where an inversion
center cannot be taken at atomic sites although the inver-
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sion symmetry is globally preserved. Then, there are at
least two sublattices, and the parity operation is accom-
panied by site permutation. For instance, a zigzag chain
contains two nonequivalent sites which are interchanged
by the parity operation [27, 30]. When an atomic even-
parity multipole, such as spin, is antiferroically-ordered
between the two sublattices, the system breaks the in-
version symmetry instead of the translational symmetry.
Then, the seemingly antiferroic states, indeed, have zero
Ne´el vector Q = 0, and they are characterized by ferroic
odd-parity multipole moments. In fact, all the candidates
for odd-parity magnetic multipole ordered materials in
Sec. IV show the locally-noncentrosymmetric property
in the magnetic sites.
Furthermore, the sublattice degrees of freedom can be
replaced with subsectors such as layers [25, 26] or clusters
consisting of several atoms [33]. The above idea is appli-
cable when each subsector has no local inversion sym-
metry as the tetrahedral network of Cd atoms does in
Cd2Re2O7. The multipole degrees of freedom formed
by several atoms, called as augmented multipole, ubiqui-
tously exist in solids, and candidates for the odd-parity
multipole ordered systems may be found widely in crys-
talline materials with broken local inversion symmetry.
This is in sharp contrast to the conventional multipole
order of atomic scale whose candidates are limited to
highly symmetric crystals such as cubic systems [18, 19].
Thus, owing to the unavoidable reason, candidate ma-
terials for odd-parity multipole order may have complex
crystal structures. Therefore, it is desirable to develop a
theoretical tool to identify multipole order parameter in
a systematic way.
Compounds with ferroic odd-parity magnetic multi-
pole order are also called magnetoelectric materials, since
the electromagnetic crossed correlation appears. The
magnetoelectricity has been extensively studied in the
research field of multiferroic materials, and then the can-
didates should be insulating to hold well-defined electric
polarization reversible by external electric fields [9–11].
On the other hand, the odd-parity multipole order also
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2leads to nontrivial electronic structures such as sponta-
neous emergence of spin-momentum locking [25, 26, 44]
and asymmetric band distortions in itinerant systems [27,
30, 31, 39]. Accordingly, characteristic electromagnetic
responses may occur in metallic states [30]. Intriguing
phenomena in odd-parity multipole states, however, have
not been fully explored. Thus, to investigate emergent
property, systematic studies are required.
In this paper, we report group-theoretical classifica-
tion of multipole order, by which the relevant multipole
moment in real materials is identified and the connec-
tion to the emergent electromagnetic responses is clari-
fied. In Sec. II, we classify electric and magnetic multi-
pole moments by high-symmetry crystal point groups.
The tables in Sec. II A list multipole moments up to
rank-4. The results of classification are summarized in
Sec. II B. We can identify the nontrivial properties of
itinerant odd-parity multipole ordered states by the ba-
sis in the momentum space. In Sec. III, we discuss emer-
gent responses arising from odd-parity multipole order
such as magnetoelectric effect, Edelstein effect, magne-
topiezoelectric effect, and dichromatic electron transport.
We demonstrate that our representation analysis predicts
these electromagnetic responses in an intuitive way. Ap-
plication to odd-parity multipole materials is discussed
by taking Cd2Re2O7, Ba1−xKxMn2As2, and GdB4 as ex-
amples. We also show more than 110 candidate materials
in Sec. IV with use of the group-theoretical analysis. A
brief summary is given in Sec. V.
II. CLASSIFICATION THEORY OF
MULTIPOLE ORDER
In the classical electromagnetism, static electromag-
netic fields are characterized by electric and magnetic
multipole moments. The multipole expansion of scalar
and vector gauge potentials is given by
φ(r) =
∑
l,m
alQlm
Ylm (rˆ)
rl+1
, (1)
A(r) =
∑
l,m
blMlm
Y llm (rˆ)
rl+1
, (2)
where the electric multipole moment Qlm and mag-
netic multipole moment Mlm are introduced, and Ylm
and Y llm are the spherical harmonics and rank-l vec-
tor spherical harmonics, respectively. These spherical
harmonics are defined with the Condon-Shotley phase,
Y ∗lm = (−1)mYl−m [45]. Here, we adopt the Coulomb
gauge ∇ ·A = 0 and the position r is set outside charge-
current source.
The electric and magnetic multipole moments are
quantum-mechanically written as
Qˆlm = −e
∑
i
rˆli
√
4pi
2l + 1
Y ∗lm(θˆi, φˆi), (3)
Mˆlm =
∑
i
M · ∇i
(
rˆli
√
4pi
2l + 1
Y ∗lm(θˆi, φˆi)
)
, (4)
where the summation i labels electrons and we define
M = (xˆ, yˆ, zˆ) ≡ µB (2l/(l + 1) + 2s) with l and s be-
ing orbital and spin angular momentum. Following the
definitions in Eqs. (3) and (4), we have coefficients al =
−10 [4pi (2l + 1)]
−1/2
and bl = iµ0 (l + 1) [4pi (2l + 1)]
−1/2
by using the vacuum permittivity 0 and permeability µ0.
(ri, θi, φi) denotes spherical coordinates of the i-th elec-
tron. Thermodynamical and quantum-mechanical expec-
tation values of these quantum operators, that are clas-
sical variables, are treated in our classification theory of
multipole ordered phases. Then, 〈M〉 is a classical axial
vector. We take the unit e = 1.
The space inversion parity is odd for odd-l (even-
l) electronic (magnetic) multipole moment, while it is
even for even-l (odd-l) electronic (magnetic) multipole
moment. Later we show that the odd-parity multipole
states exhibit intriguing properties distinct from even-
parity states. Polar and time-reversal odd multipole mo-
ments, magnetic toroidal multipole moments, are not
introduced in Eq. (2) in contrast to the previous stud-
ies [41, 46, 47]. In the electrostatic case, however, we can
perform the gauge transformation to erase toroidal multi-
pole moments in Eqs. (1) and (2) with the Coulomb gauge
condition kept. For this reason, we focus on the electric
and magnetic multipoles. On the other hand, our classifi-
cation includes the magnetic toroidal dipole moment and
the magnetic monopole moment because recent studies
clarified a quantitative relation between these multipole
moments and the magnetoelectric effect [48–50].
A. Classification of electric and magnetic multipole
moment
The multipole moments (Qlm,Mlm) are basis in the
spherical space and characterized by angular momentum
quantum numbers l and m. On the other hand, the
crystal symmetry restricts allowed symmetry operations,
and therefore, irreducible representations in the rotation
group become reducible. Thus, the multipole moment
in crystals is classified by the compatibility relation with
irreducible representations in a given point group. First,
we show the classification of multipole moments up to
rank l = 4. For this purpose, we should adopt the solid
representation [51],
Q+lm =
(−1)m√
2
(Qlm +Q
∗
lm) ,
Q−lm =
(−1)m
i
√
2
(Qlm −Q∗lm) ,
(5)
3and
M+lm =
(−1)m√
2
(Mlm +M
∗
lm) ,
M−lm =
(−1)m
i
√
2
(Mlm −M∗lm) ,
(6)
for 0 < l and 0 < m ≤ l. We deal with Ql0 and Ml0
for m = 0. The derivation of Eqs. (1)-(6) is described in
Refs. [51, 52].
In the classification Tables I-IV, we take three high-
symmetry point groups, Oh, D4h, and D6h, following
the classification theory of unconventional superconduc-
tivity by Sigrist and Ueda [53]. All the other crystal
point groups are descended from these point groups, and
the classification in the low-symmetry point groups can
be obtained from Tables I-IV by the compatibility rela-
tion [54]. Thus, the classification of multipole moment in
crystals has been completed, although previous results
were limited to even-parity multipoles [55] or tetrago-
nal systems [43]. Similar classification was performed for
orientational ordering tensors by a gauge-theoretical ap-
proach [56].
4TABLE I. Classification of electric multipole moment up to rank l = 4 in the cubic point group Oh. IR is an abbreviation
of “irreducible representation”. Since some electric/magnetic multipole moments, such as Q+31, are not basis of an irreducible
representation in Oh, we divide such multipole moments to sum of basis of two irreducible representations (See also Table II).
The basis for multi-dimensional irreducible representations, Eg(u), T1g(1u), and T2g(2u), are labeled by the convention listed in
Table V.
l Qlm IR basis function
l = 0 Q00 A
+
1g 1 (= e)
l = 1 Q10 T
+
1u (z) z
Q+11 T
+
1u (x) x
Q−11 T
+
1u (y) y
l = 2 Q20 E
+
g (u)
1
2
(
3z2 − r2)
Q+21 T
+
2g (η)
√
3zx
Q−21 T
+
2g (ξ)
√
3yz
Q+22 E
+
g (v)
√
3
2
(
x2 − y2)
Q−22 T
+
2g (ζ)
√
3xy
l = 3 Q30 T
+
1u (z)
1
2
(
5z2 − 3r2) z
Q+31 T
+
1u (x)
√
6
8
x(3r2 − 5x2)
T+2u (α) − 5
√
6
8
x(y2 − z2)
Q−31 T
+
1u (y)
√
6
8
y
(
3r2 − 5y2)
T+2g (β) +
5
√
6
8
y
(
z2 − x2)
Q+32 T
+
2u (γ)
√
15
2
z
(
x2 − y2)
Q−32 A
+
2u
√
15xyz
Q+33 T
+
1u (x)
√
10
8
x
(
5x2 − 3r2)
T+2u (α) − 3
√
10
8
x
(
y2 − z2)
Q−33 T
+
1u (y)
√
10
8
y
(
3r2 − 5y2)
T+2u (β) − 3
√
10
8
y
(
z2 − x2)
l = 4 Q40 A
+
1g
7
12
(
x4 + y4 + z4
)− 7
4
(
x2y2 + y2z2 + z2x2
)
E+g (u) +
5
24
(
2z4 − x4 − y4) + 5
4
(
2x2y2 − y2z2 − z2x2)
Q+41 T
+
1g (yˆ)
7
√
10
8
zx
(
z2 − x2)
T+2g (η) +
√
10
8
zx
(
r2 − 7y2)
Q−41 T
+
1g (xˆ) − 7
√
10
8
yz
(
y2 − z2)
T+2g (ξ) +
√
10
8
yz
(
r2 − 7x2)
Q+42 E
+
g (v)
√
5
4
(
x2 − y2) (7z2 − r2)
Q−42 T
+
2g (ζ)
√
5
2
xy
(
7z2 − r2)
Q+43 T
+
1g (yˆ) −
√
70
8
zx
(
z2 − x2)
T+2g (η) +
√
70
8
zx
(
r2 − 7y2)
Q−43 T
+
1g (xˆ) −
√
70
8
yz
(
y2 − z2)
T+2g (ξ) −
√
70
8
yz
(
r2 − 7x2)
Q+44 A
+
1g
√
35
12
(
x4 + y4 + z4
)− √35
4
(
x2y2 + y2z2 + z2x2
)
E+g (u) −
√
35
24
(
2z4 − x4 − y4)− √35
4
(
2x2y2 − y2z2 − z2x2)
Q−44 T
+
1g (zˆ)
√
35
2
xy
(
x2 − y2)
5TABLE II. Classification of magnetic multipole moment up to rank l = 4 in the cubic point group Oh. We also show toroidal
dipole moment Tµ and magnetic monopole moment r · s which are not represented by any linear combination of magnetic
multipole moment.
l Mlm IR basis function
l = 0 r · s A−1u xxˆ+ yyˆ + zzˆ
l = 1 M10 T
−
1g (zˆ) zˆ
M+11 T
−
1g (xˆ) xˆ
M−11 T
−
1g (yˆ) yˆ
Tx T
−
1u (x) yzˆ − zyˆ
Ty T
−
1u (y) zxˆ− xzˆ
Tz T
−
1u (z) xyˆ − yxˆ
l = 2 M20 E
−
u (q) 2zzˆ − xxˆ− yyˆ
M+21 T
−
2u (β)
√
3 (xzˆ + zxˆ)
M−21 T
−
2u (α)
√
3 (yzˆ + zyˆ)
M+22 E
−
u (p)
√
3 (xxˆ− yyˆ)
M−22 T
−
2u (γ)
√
3 (yxˆ+ xyˆ)
l = 3 M30 T
−
1g (zˆ)
3
2
(
3z2 − r2) zˆ − 3z (xxˆ+ yyˆ)
M+31 T
−
1g (xˆ)
3
√
6
8
[
(r2 − 3x2)xˆ+ 2xyyˆ + 2zxzˆ]
T−2g (ξ) − 5
√
6
8
[
(y2 − z2)xˆ+ 2xyyˆ − 2zxzˆ]
M−31 T
−
1g (yˆ)
3
√
6
8
[
2xyxˆ+ (r2 − 3y2)yˆ + 2yzzˆ]
T−2g (η) − 5
√
6
8
[
2xyxˆ+ (x2 − z2)yˆ − 2yzzˆ]
M+32 T
−
2g (ζ)
√
15
2
(
x2 − y2) zˆ +√15z (xxˆ− yyˆ)
M−32 A
−
2g
√
15 (yzxˆ+ zxyˆ + xyzˆ)
M+33 T
−
1g (xˆ)
3
√
10
8
[
(3x2 − r2)xˆ− 2xyyˆ − 2zxzˆ]
T−2g (ξ) − 3
√
10
8
[
(y2 − z2)xˆ+ 2xyyˆ − 2zxzˆ]
M−33 T
−
1g (yˆ)
3
√
10
8
[
2xyxˆ+ (r2 − 3y2)yˆ + 2yzzˆ)]
T−2g (η) − 3
√
10
8
[−2xyxˆ+ (z2 − x2)yˆ + 2yzzˆ]
l = 4 M40 A
−
1u
7
6
[(
5x2 − 3r2)xxˆ+ (5y2 − 3r2) yyˆ + (5z2 − 3r2) zzˆ]
E−u (q) +
5
6
[− (x2 + 3z2 − 6y2)xxˆ− (y2 + 3z2 − 6x2) yyˆ + (5z2 − 3r2) zzˆ]
M+41 T
−
1u (y) − 7
√
10
8
[(
3zx2 − z3) xˆ+ (x3 − 3z2x) zˆ]
T−2u (β) +
√
10
8
[(
z2 − 6y2 + 3x2) zxˆ− 12xyzyˆ + (x2 − 6y2 + 3z2)xzˆ]
M−41 T
−
1u (x) − 7
√
10
8
[(
3y2z − z3) yˆ + (y3 − 3yz2) zˆ]
T−2u (α) +
√
10
8
[−12xyzxˆ+ (−6x2 + 3y2 + z2) zyˆ + (−6x2 + y2 + 3z2) yzˆ]
M+42 E
−
u (p) −
√
5
[(
x3 − 3xz2) xˆ+ (3yz2 − y3) yˆ + (3y2z − 3x2z) zˆ]
M−42 T
−
2u (γ) −
√
5
6
[(
3x2 + y2 − 6z2) yxˆ+ (x2 + 3y2 − 6z2)xyˆ − 12xyzzˆ]
M+43 T
−
1u (y)
√
70
8
[(
3x2z − z3) xˆ+ (x3 − 3xz2) zˆ]
T−2u (β) +
√
70
8
[(
z2 − 6y2 + 3x2) zxˆ− 12xyzyˆ + (x2 − 6y2 + 3z2)xzˆ]
M−43 T
−
1u (x)
√
70
8
[(
z3 − 3y2z) yˆ + (3yz2 − y3) zˆ]
T−2u (α) +
√
70
8
[
12xyzxˆ+
(
6x2 − 3y2 − z2) zyˆ + (6x2 − y2 − 3z2) yzˆ]
M+44 A
−
1u
√
35
6
[(
5x2 − 3r2)xxˆ+ (5y2 − 3r2) yyˆ + (5z2 − 3r2) zzˆ]
E−u (q) +
√
35
6
[(
x2 + 3z2 − 6y2)xxˆ+ (y2 + 3z2 − 6x2) yyˆ + (3r2 − 5z2) zzˆ]
M−44 T
−
1u (z)
√
35
2
[(
3x2y − y3) xˆ+ (x3 − 3xy2) yˆ]
6TABLE III. Classification of electric multipole moment up to rank l = 4 in the tetragonal point group D4h and in the hexagonal
point group D6h. Irreducible representations in D4h and D6h are illustrated in the third and fourth columns by IR(T) and
IR(H), respectively.
l Qlm IR(T) IR(H) basis function
l = 0 Q00 A
+
1g A
+
1g 1 (= e) l = 4 Q40 A
+
1g A
+
1g
1
8
(
35z4 − 30z2r2 + 3r4)
l = 1 Q10 A
+
2u A
+
2u z Q
+
41 E
+
g (yˆ) E
+
1g (yˆ)
√
10
4
(
7z2 − 3r2) zx
Q+11 E
+
u (x) E
+
1u (x) x Q
−
41 E
+
g (xˆ) E
+
1g (xˆ)
√
10
4
(
7z2 − 3r2) yz
Q−11 E
+
u (y) E
+
1u (y) y Q
+
42 B
+
1g E
+
2g (v)
√
5
4
(
x2 − y2) (7z2 − r2)
l = 2 Q20 A
+
1g A
+
1g
1
2
(
3z2 − r2) Q−42 B+2g E+2g (u) √52 (7z2 − r2)xy
Q+21 E
+
g (yˆ) E
+
1g (yˆ)
√
3zx Q+43 E
+
g (yˆ) B
+
2g
√
70
4
(
x2 − 3y2) zx
Q−21 E
+
g (xˆ) E
+
1g (xˆ)
√
3yz Q−43 E
+
g (xˆ) B
+
1g
√
70
8
(
3x2 − y2) yz
Q+22 B
+
1g E
+
2g (v)
√
3
2
(
x2 − y2) Q+44 A+1g E+2g (v) √358 (x4 − 6x2y2 + z4)
Q−22 B
+
2g E
+
2g (u)
√
3xy Q−44 A
+
2g E
+
2g (u)
√
35
2
(
x2 − y2)xy
l = 3 Q30 A
+
2u A
+
2u
1
2
(
5z2 − 3r2) z
Q+31 E
+
u (x) E
+
1u (x)
√
6
4
(5z2 − r2)x
Q−31 E
+
u (y) E
+
1u (y)
√
6
4
(
5z2 − r2) y
Q+32 B
+
2u E
+
2u (p)
√
15
2
(
x2 − y2) z
Q−32 B
+
1u E
+
2u (q)
√
15xyz
Q+33 E
+
u (x) B
+
1u
√
10
4
(
x2 − 3y2)x
Q−33 E
+
u (y) B
+
2u
√
10
4
(
3x2 − y2) y
7TABLE IV. Classification of magnetic multipole moment up to rank l = 4 in the tetragonal point group D4h and in the
hexagonal point group D6h. Irreducible representations in D4h and D6h are represented by IR(T) and IR(H), respectively. We
also show toroidal dipole moment Tµ and magnetic monopole moment r · s.
l Mlm IR(T) IR(H) basis function
l = 0 r · s A−1u A−1u xxˆ+ yyˆ + zzˆ
l = 1 M10 A
−
2g A
−
2g zˆ
M+11 E
−
g (xˆ) E
−
1g (xˆ) xˆ
M−11 E
−
g (yˆ) E
−
1g (yˆ) yˆ
Tx E
−
u (x) E
−
1u (x) yzˆ − zyˆ
Ty E
−
u (y) E
−
1u (y) zxˆ− xzˆ
Tz A
−
2u A
−
2u xyˆ − yxˆ
l = 2 M20 A
−
1u A
−
1u 2zzˆ − xxˆ− yyˆ
M+21 E
−
u (y) E
−
1u (y)
√
3 (xzˆ + zxˆ)
M−21 E
−
u (x) E
−
1u (x)
√
3 (yzˆ + zyˆ)
M+22 B
−
1u E
−
2u (q)
√
3 (xxˆ− yyˆ)
M−22 B
−
2u E
−
2u (p)
√
3 (yxˆ+ xyˆ)
l = 3 M30 A
−
2g A
−
2g −3xzxˆ− 3yzyˆ − 32
(
x2 + y2 − 2z2) zˆ
M+31 E
−
g (xˆ) E
−
1g (xˆ) −
√
6
4
[(
3x2 + y2 − 4z2) xˆ+ 2xyyˆ − 8xzzˆ]
M−31 E
−
g (yˆ) E
−
1g (yˆ) −
√
6
4
[
2xyxˆ+
(
x2 + 3y2 − 4z2) yˆ − 8yzzˆ]
M+32 B
−
2g E
−
2g (u)
√
15
2
[
2xzxˆ− 2yzyˆ + (x2 − y2) zˆ]
M−32 B
−
1g E
−
2g (v)
√
15(yzxˆ+ xzyˆ + xyzˆ)
M+33 E
−
g (xˆ) B
−
1g
3
√
10
4
[
(x2 − y2)xˆ− 2xyyˆ]
M−33 E
−
g (yˆ) B
−
2g
3
√
10
4
[
2xyxˆ+
(
x2 − y2) yˆ]
l = 4 M40 A
−
1u A
−
1u
1
2
[
3
(
x2 + y2 − 4z2)xxˆ+ 3 (x2 + y2 − 4z2) yyˆ + 4 (−3x2 − 3y2 + 2z2) zzˆ]
M+41 E
−
u (y) E
−
1u (y)
√
10
4
[(−9x2 − 3y2 + 4z2) zxˆ− 6xyzyˆ − 3 (x2 + y2 − 4z2)xzˆ]
M−41 E
−
u (x) E
−
1u (x)
√
10
4
[−6xyzxˆ+ (−3x2 − 9y2 + 4z2) zyˆ − 3 (x2 + y2 − 4z2) yzˆ]
M+42 B
−
1u E
−
2u (q)
√
5
[(
3z2 − x2)xxˆ+ (y2 − 3z2) yyˆ + 3 (x2 − y2) zzˆ]
M−42 B
−
2u E
−
2u (p)
√
5
2
[(−3x2 − y2 + 6z2) yxˆ+ (−x2 − 3y2 + 6z2)xyˆ + 12xyzzˆ]
M+43 E
−
u (y) B
−
2u
√
70
4
[
3(x2 − y2)zxˆ− 6xyzyˆ + (x3 − 3xy2)zˆ]
M−43 E
−
u (x) B
−
1u
√
70
2
[
6xyzxˆ+ 3(x2 − y2)zyˆ + (3x2y − y3)zˆ]
M+44 A
−
1u E
−
2u (q)
√
35
2
[
(x3 − 3xy2)xˆ+ (−3x2y + y3)yˆ]
M−44 A
−
2u E
−
2u (p)
√
35
2
[
(3x2y − y3)xˆ+ (x3 − 3xy2)yˆ]
Here, we give some comments on the notation in Ta-
bles I-IV. Needless to say, the parity under the time rever-
sal operation is an essential property of physical quanti-
ties and responses. We denote irreducible representations
with even time-reversal parity by Γ+, and those with odd
time-reversal parity by Γ−. Thus, electric multipole mo-
ments listed in Tables I and III are represented by Γ+,
while magnetic multipole moments in Tables II and IV
are represented by Γ−. Tables II and IV include the mag-
netic monopole moment r · s and the magnetic toroidal
moment T ≡ (Tx, Ty, Tz) in addition to the magnetic
multipole moment Mlm.
For multi-dimensional irreducible representations,
there is an ambiguity in the choice of basis functions;
we can choose arbitrary linear combinations of multi-
component basis functions. It is useful to specify the
basis, since the multi-dimensional basis functions may be
separated into lower-dimensional irreducible representa-
tions in subgroups. For example, the two-dimensional
Eu irreducible representation of D4h point group has ba-
sis functions {x, y}. In D2h, a subgroup of D4h, the Eu
representation is reduced toB2u andB3u representations.
Accordingly, x and y are basis functions for B3u and B2u,
respectively. For the purpose to simplify such compati-
bility relations, we specify the basis of multi-dimensional
irreducible representations, as listed in Table V. Conven-
tion such as Eu (x) is used in the classification tables I-IV.
For example, a magnetic quadrupole moment yzˆ+ zyˆ in
D4h is classified into Eu (x) since it is symmetry-adapted
to x.
8TABLE V. Conventions for the basis of multi-dimensional
irreducible representations in the point group Oh, D4h, and
D6h.
G IR Basis
Oh Eg {u, v} ≡ {2z2 − x2 − y2, x2 − y2}
T1g {xˆ, yˆ, zˆ}
T2g {ξ, η, ζ} ≡ {yz, zx, xy}
Eu {p, q} ≡ {xyz
(
2z2 − x2 − y2) , xyz (x2 − y2)}
T1u {x, y, z}
T2u {α, β, γ} ≡ {x
(
y2 − z2) , y (z2 − x2) , z (x2 − y2)}
D4h Eg {xˆ, yˆ}
Eu {x, y}
D6h E1g {xˆ, yˆ}
E2g {u, v} ≡ {xy, x2 − y2}
E1u {x, y}
E2u {p, q} ≡ {z
(
x2 − y2) , xyz}
B. Basis functions
In Sec. II A, we have classified the multipole moment
in crystal point groups. It is practically more useful to
summarize the classification of multipole moments with
respect to each irreducible representation of a given point
group, because the symmetry analysis of ordered states
identifies irreducible representations and the candidate
for multipole order parameter is determined by the ob-
tained irreducible representation. Furthermore, we may
obtain an intuitive and precise understanding of emer-
gent electromagnetic responses in the multipole states by
referring to the list of basis functions in both real space
and momentum space (See Sec. III for details).
For this purpose we show the list of irreducible rep-
resentations in point groups and tabulate multipole mo-
ments as order parameters characterizing each irreducible
representation. In the classification tables VI-XI, the
lowest-order basis functions in the real-space coordinates
r = (x, y, z) and those in the momentum-space coordi-
nates k = (kx, ky, kz) are shown. Some of the real-space
basis functions do not correspond to the multipole mo-
ments, although in most cases the multipole moment ap-
pears as the lowest order basis in the real space.
We immediately notice the characteristic correspon-
dence of real space and momentum space representations.
For the even-parity electric/magnetic multipole order, we
can obtain basis functions in the momentum space from
those in the real space by replacing r → k. For in-
stance, the real space basis function of B+2g in D4h is xy,
and the corresponding basis function in the momentum
space is kxky. The basis function xy represents an elec-
tric quadrupole moment in the real space, which can be
induced by ferroic orbital order. The momentum space
basis kxky may correspond to the d-wave Pomeranchuk
instability. Indeed, nematic order in 122-type iron-based
superconductors belongs to the B+2g irreducible represen-
tation, although the origin of the nematic order is still
under debate in spite of intensive studies [57, 58].
In contrast to the even-parity multipole order, the real
space and momentum space representations of odd-parity
multipole order are quite different [43]. In the odd-parity
electric multipole states, the basis in the momentum
space is spin-dependent, indicating a spin-momentum
coupling [25, 26, 44]. For instance, an electric octupole
order with Q−32 ∝ xyz in a cubic system is classified into
the A+2u representation. Then, the momentum-space rep-
resentation kx(k
2
y − k2z)xˆ+ ky(k2z − k2x)yˆ + kz(k2x − k2y)zˆ
indicates the Dresselhaus-type spin-orbit coupling.
On the other hand, the basis for odd-parity mag-
netic multipole order in the momentum space is spin-
independent, which gives rise to anti-symmetric disper-
sion of electrons and magnons [27, 30, 31, 39, 43, 59].
For example, the magnetic quadrupole order with M+22 ∝
xxˆ− yyˆ belongs to the B−1u representation in the tetrag-
onal D4h point group. The corresponding momentum-
space representation is kxkykz which indicates the tetra-
hedral distortion in the band structure [43]. Later we
show many candidate materials of the B−1u multipole or-
der (Sec. IV). From the classification tables VI-XI, we
may understand the one-to-one correspondence between
the symmetry of multipole order and the unusual elec-
tronic structure. The nontrivial duality between the real
space and the momentum space is a characteristic and in-
triguing property of parity-violating order in crystalline
systems, while the l-rank multipole order in the real-
space corresponds to the l-rank basis in the momentum
space in an isotropic system.
9TABLE VI. Time-reversal even basis functions for irreducible representations in the Oh point group. Electric multipole moments
Qlm are shown as a candidate for an order parameter. Basis functions in the real and momentum space are also listed. Some
irreducible representations do not have a basis function within the rank l ≤ 4 electric multipole moment, and then, we show
higher-rank electric multipole moment. Note that some multipole moments are reducible in Oh; e.g. Q
+
62 is divided into the
basis of A+2g and E
+
g (v).
IR Qlm Basis in real space Basis in momentum space
A+1g Q00, Q40, Q
+
44 x
2 + y2 + z2
A+2g Q
+
62, Q
+
66 (x
2 − y2)(y2 − z2)(z2 − x2)
E+g {Q20, Q+22}, {2z2 − x2 − y2, x2 − y2}
Q40, Q
+
42, Q
+
44 (r → k)
T+1g Q
±
41, Q
±
43, Q
−
44 {yz(y2 − z2), zx(z2 − x2), xy(x2 − y2)}
T+2g {Q−21, Q+21, Q−22}, {yz, zx, xy}
Q±41, Q
−
42, Q
±
43
A+1u Q
−
94, Q
−
98 xyz(x
2 − y2)(y2 − z2)(z2 − x2) kxxˆ+ kyyˆ + kzzˆ
A+2u Q
−
32 xyz kx(k
2
y − k2z)xˆ+ ky(k2z − k2x)yˆ + kz(k2x − k2y)zˆ
E+u {Q−52, Q−54} {xyz(2z2 − x2 − y2), xyz(x2 − y2)} {kxxˆ− kyyˆ, 2kzzˆ − kxxˆ− kyyˆ}
T+1u {Q+11, Q−11, Q10}, {x, y, z} {kyzˆ − kzyˆ, kzxˆ− kxzˆ, kxyˆ − kyxˆ}
Q30, Q
±
31, Q
±
33
T+2u Q
±
31, Q
+
32, Q
±
33 {x(y2 − z2), y(z2 − x2), z(x2 − y2)} {kyzˆ + kzyˆ, kzxˆ+ kxzˆ, kxyˆ + kyxˆ}
TABLE VII. Time-reversal odd basis functions for irreducible representations in the Oh point group. Magnetic multipole
moment Mlm, toroidal moment Tµ, or monopole moment r ·s are shown as a candidate for an order parameter. Basis functions
in the real and momentum space are also listed. When order parameters are not described by the magnetic multipole moment
up to rank l ≤ 4, we show higher-rank magnetic multipole moment. Note that some multipole moments are reducible in Oh;
e.g. M−94 is divided into the basis of A
−
1g and E
−
g (u).
IR Mlm Basis in real space Basis in momentum space
A−1g M
−
94,M
−
98 yz(y
2 − z2)xˆ+ zx(z2 − x2)yˆ + xy(x2 − y2)zˆ
A−2g M
−
32 yzxˆ+ zxyˆ + xyzˆ
E−g M
−
52,M
−
54 {yzxˆ− zxyˆ, 2xyzˆ − yzxˆ− zxyˆ}
T−1g {M+11,M−11,M10} {xˆ, yˆ, zˆ} (r → k)
M30,M
±
31,M
±
33
T−2g M
±
31,M
±
33 {xyyˆ − zxzˆ, yzzˆ − xyxˆ, zxxˆ− yzyˆ}
{(y2 − z2)xˆ, (z2 − x2)yˆ, (x2 − y2)zˆ}
A−1u r · s, xxˆ+ yyˆ + zzˆ kxkykz(k2x − k2y)(k2y − k2z)(k2z − k2x)
M40,M
+
44
A−2u M
+
62,M
+
66 x(y
2 − z2)xˆ+ y(z2 − x2)yˆ + z(x2 − y2)zˆ kxkykz
E−u {M+22,M20}, {xxˆ− yyˆ, 2zzˆ − xxˆ− yyˆ} {kxkykz(2k2z − k2x − k2y), kxkykz(k2x − k2y)}
M40,M
+
42,M
+
44
T−1u {Tx, Ty, Tz}, {yzˆ − zyˆ, zxˆ− xzˆ, xyˆ − yxˆ} {kx, ky, kz}
M±41,M
±
43,M
−
44
T−2u {M−21,M+21,M−22}, {yzˆ + zyˆ, zxˆ+ xzˆ, xyˆ + yxˆ} {kx(k2y − k2z), ky(k2z − k2x), kz(k2x − k2y)}
M±41,M
−
42,M
±
43
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TABLE VIII. Time-reversal even basis functions for irreducible representations in the D4h point group. Basis functions in the
real space, those in the momentum space, and multipole moments are listed.
IR Qlm Basis in real space Basis in momentum space
A+1g Q20, z
2
Q40, Q
+
44
A+2g Q
−
44 xy(x
2 − y2)
B+1g Q
+
22, x
2 − y2
Q+42 (r → k)
B+2g Q
−
22, xy
Q−42
E+g {Q−21, Q+21}, {yz, zx}
{Q−41, Q+41}, {Q−43, Q+43}
A+1u Q
−
54 xyz(x
2 − y2) kxxˆ+ kyyˆ + kzzˆ
2kzzˆ − kxxˆ− kyyˆ
A+2u Q10, z, kxyˆ − kyxˆ
Q30
B+1u Q
−
32 xyz kxxˆ− kyyˆ
B+2u Q
+
32 z(x
2 − y2) kxyˆ + kyxˆ
E+u {Q+11, Q−11}, {x, y} {kyzˆ + kzyˆ, kzxˆ+ kxzˆ}
{Q+31, Q−31}, {Q+33, Q−33} {kyzˆ − kzyˆ, kzxˆ− kxzˆ}
TABLE IX. Time-reversal odd basis functions for irreducible representations in the D4h point group. Basis functions in the
real space, those in the momentum space, and multipole moments are listed.
IR Mlm Basis in real space Basis in momentum space
A−1g M
−
54 z(xyˆ − yxˆ)
A−2g M10, zˆ
M30
B−1g M
−
32 xyzˆ, z (yxˆ+ xyˆ) (r → k)
B−2g M
+
32 (x
2 − y2)zˆ, z (xxˆ− yyˆ)
E−g {M+11,M−11}, {xˆ, yˆ}
{M+31,M−31}, {M+33,M−33}
A−1u M20, r · s, 2zzˆ − xxˆ− yyˆ, xxˆ+ yyˆ + zzˆ kxkykz(k2x − k2y)
M40,M
+
44
A−2u Tz,M
−
44 xyˆ − yxˆ kz
B−1u M
+
22,M
+
42 xxˆ− yyˆ kxkykz
B−2u M
−
22,M
−
42 yxˆ+ xyˆ kz(k
2
x − k2y)
E−u {M−21,M+21}, {Tx, Ty}, {yzˆ + zyˆ, zxˆ+ xzˆ}, {yzˆ − zyˆ, zxˆ− xzˆ} {kx, ky}
{M−41,M+41}, {M−43,M+43}
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TABLE X. Time-reversal even basis functions for irreducible representations in the D6h point group. Basis functions in the
real space, those in the momentum space, and multipole moments are listed.
IR Qlm Basis in real space Basis in momentum space
A+1g Q20, z
2
Q40
A+2g Q
−
66 3x
5y − 10x3y3 + 3xy5
B+1g Q
−
43 (3x
2 − y2)yz
B+2g Q
+
43 (x
2 − 3y2)zx (r → k)
E+1g {Q−21, Q+21}, {yz, zx}
{Q−41, Q+41}
E+2g {Q−22, Q+22}, {xy, x2 − y2}
{Q−42, Q+42}, {Q−44, Q+44}
A+1u Q
−
76 xyz(3x
4 − 10x2y2 + 3y4) kzzˆ, kxxˆ+ kyyˆ
A2u Q10, z kxyˆ − kyxˆ
Q30
B+1u Q
+
33 x(x
2 − 3y2) ky(3k2x − k2y)zˆ, kz(k2x − k2y)yˆ + 2kxkykzxˆ
B+2u Q
−
33 y(3x
2 − y2) kx(k2x − 3k2y)zˆ, kz(k2x − k2y)xˆ− 2kxkykzyˆ
E+1u {Q+11, Q−11}, {x, y} {kyzˆ + kzyˆ, kzxˆ+ kxzˆ}
{Q+31, Q−31} {kyzˆ − kzyˆ, kzxˆ− kxzˆ}
E+2u {Q+32, Q−32} {(x2 − y2)z, xyz} {kxyˆ + kyxˆ, kxxˆ− kyyˆ}
TABLE XI. Time-reversal odd basis functions for irreducible representations in the D6h point group. Basis functions in the
real space, those in the momentum space, and multipole moments are listed.
IR Mlm Basis in real space Basis in momentum space
A−1g M
−
76 z (xyˆ − yxˆ)
A−2g M10, zˆ
M30
B−1g M
+
33 (x
2 − y2)xˆ− 2xyyˆ (r → k)
B−2g M
−
33 (x
2 − y2)yˆ + 2xyxˆ
E−1g {M+11,M−11}, {xˆ, yˆ}
{M+31,M−31}
E−2g {M+32,M−32} {(x2 − y2)zˆ, xyzˆ}, {z(xxˆ− yyˆ), z(yxˆ+ xyˆ)}
A−1u M20, r · s, 2zzˆ − xxˆ− yyˆ, xxˆ+ yyˆ + zzˆ kxkykz(3k4x − 10k2xk2y + 3k4y)
M40
A−2u Tz,M
−
66 xyˆ − yxˆ kz
B−1u M
−
43 y(3x
2 − y2)zˆ, z(x2 − y2)yˆ + 2xyzxˆ kx(k2x − 3k2y)
B−2u M
+
43 x(x
2 − 3y2)zˆ, z(x2 − y2)xˆ− 2xyzyˆ ky(3k2x − k2y)
E−1u {M−21,M+21}, {Tx, Ty}, {yzˆ + zyˆ, zxˆ+ xzˆ}, {yzˆ − zyˆ, zxˆ− xzˆ}, {kx, ky}
{M−41,M+41}
E−2u {M−22,M+22}, {xyˆ + yxˆ, xxˆ− yyˆ} {kz(k2x − k2y), kxkykz}
{M−42,M+42}, {M−44,M+44}
To understand the salient difference between even-
parity and odd-parity multipole ordered states, we il-
lustrate the basic symmetry of multipole moment. The
space-inversion parity P, time-reversal parity T , and the
combined PT parity are shown in Table XII. When the
space-inversion parity is odd, the basis function must be
odd-order in terms of r and k. Then, to realize the same
time-reversal parity, the spin dependence must be dif-
ferent between the real-space and the momentum-space
representations, since the time-reversal parity of r and
k is even and odd, respectively. This is the origin of in-
triguing duality and also the reason why an unusual elec-
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TABLE XII. Basic symmetry of multipole moment and r, k,
and M .
P T PT
electric multipole (l:even) + + +
electric multipole (l:odd) − + −
magnetic multipole (l:even) − − +
magnetic multipole (l:odd) + − −
r − + −
k − − +
M + − −
tronic structure appears in odd-parity multipole states.
As we show in the next section (Sec. III), the seemingly
unusual representations in the momentum space result
in emergent electromagnetic responses in the odd-parity
multipole states.
III. EMERGENT RESPONSES IN MULTIPOLE
STATES
Multipole order is accompanied by spontaneous sym-
metry breaking, which implies emergence of novel electro-
magnetic responses. For instance, cross-correlated cou-
plings between electric, magnetic, and elastic properties
have been investigated in the research field of multifer-
roics [12]. Recent studies have shown large physical re-
sponses such as the anomalous Hall originating from the
magnetic octupole order [60–63]. Similarly, an odd-parity
multipole order causes a variety of emergent responses.
In this section, we demonstrate that basis functions in
the classification tables VI-XI reveal electromagnetic re-
sponses in a straightforward manner. A schematic fig-
ure illustrating the correspondence of emergent responses
and multipole order is shown in Fig. 1, and the details
are discussed below. We will obtain an intuitive and
precise understanding of the emergent responses in the
odd-parity multipole states. Later in Sec. IV, odd-parity
magnetic multipole materials are classified with use of the
group theoretical analysis. Then, characteristic electro-
magnetic responses in candidate materials are predicted.
A. Electromagnetic cross-correlated responses
According to the classical electromagnetism in vac-
uum, uniform electric field and magnetic field are
coupled with each other only in dynamical phenomena.
The spontaneous symmetry breaking in crystals, how-
ever, allows electromagnetic coupling even in the static
or stationary state. The linear responses arising from
such coupling are classified into the magnetoelectric
(ME) effect and the Edelstein effect. Although these
two effects are seemingly similar, they are essentially
different phenomena [43, 64]. The following discussions
clarify the nature of the ME effect and Edelstein effect
FIG. 1. Illustration of correspondence between odd-parity
multipole order and cross-correlated responses. Electric mul-
tipole order gives rise to cross-correlated couplings between
(a) electric fields and elasticity (piezoelectric effect), and (b)
electric currents and magnetism (Edelstein effect). The mag-
netic counterpart induces couplings between (c) electric fields
and magnetism (magnetoelectric effect), and (d) electric cur-
rents and elasticity (magnetopiezoelectric effect). Electric-
field-induced phenomena [(a) and (c)] are understood by the
multipole moment in the real space, while electric-current-
induced phenomena [(b) and (d)] are by the corresponding
representation in the momentum space.
from the viewpoint of multipole order.
1. Magnetoelectric effect
First, we discuss the ME effect, which originates from
rank-2 magnetic multipole order. The ME effect is a
static phenomenon arising from the cross-correlated cou-
pling in the free energy
FME =
∑
µν
−αµνEµHν , (7)
where E and H are external electric field and magnetic
field, respectively [10]. Differentiating the free energy
with respect to the external fields, we obtain the ME
responses
Pµ = αµνHν , (8)
Mν = αµνEµ, (9)
for the electric polarization P and magnetizationM . Ex-
istence of the ME effect was first pointed out by P. Curie
in 19th century [65], and later the ME effect in Cr2O3
was identified by theory and experiment [66–69].
The ME effect is an equilibrium phenomenon. Thus,
following the Neumann’s principle, the symmetry oper-
ations including the time-reversal operation restrict the
form of the ME coupling tensor αµν . The ME effect
at least requires inversion symmetry breaking and time-
reversal symmetry breaking. The emergence of odd-
parity magnetic multipole order satisfies this symmetry
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condition. Strictly speaking, the ME effect occurs in the
odd-parity magnetic multipole state. Indeed, the ME
coupling tensor αˆ = (αµν) is decomposed as
αˆ =
1
3
(Trαˆ) 1ˆ+
1
2
(
αˆ− αˆT )+[1
2
(
αˆ+ αˆT
)− 1
3
(Trαˆ) 1ˆ
]
,
(10)
where 1ˆ andXT denote the identity matrix and the trans-
pose of the matrix X, respectively. The first, second,
and third terms arise from the magnetic monopole mo-
ment, toroidal moment, and quadrupole moment, respec-
tively [28, 29]. A direct relation between the ME coupling
tensor and the thermodynamically-defined magnetic mul-
tipole moment has been revealed by recent theoretical
works [48–50]. These works have clarified the importance
of the toroidal moments and magnetic monopole moment
in crystalline materials, although both of the toroidal and
monopole moments can be eliminated in Eqs. (1) and
(2). First-principles calculations are powerful tools for a
quantitative estimation of ME effects [70, 71] and mag-
netic multipole moments [28, 29, 72–75].
Using the group-theoretical classification in Sec. II, we
can identify the allowed ME effect in a straightforward
manner. For example, the prototypical ME compound
Cr2O3 crystallizes in the trigonal structure (space group
No. 167, R3¯c) and undergoes antiferromagnetic transi-
tion characterized by the A−1u irreducible representation
of D3d [76]. Following the compatibility relation, the A
−
1u
representation of D3d is induced to D6h (⊃ D3d) as
A−1u ↑ D6h = A−1u +B−1u, (11)
where the two-fold rotation axis of D3d is the x-axis.
Then, referring to Table XI, we notice that the ME effect
in Cr2O3 originates from the magnetic monopole moment
and quadrupole moment given by
xxˆ+ yyˆ + zzˆ, 2zzˆ − xxˆ− yyˆ for A−1u. (12)
The corresponding ME coupling tensor is
αˆ =
a1 0 00 a2 0
0 0 a2
 =
a 0 00 a 0
0 0 a
+
2b 0 00 −b 0
0 0 −b
 , (13)
where a and b (or a1 and a2) are independent of each
other. The coupling constants a and b correspond to the
magnetic monopole moment and quadrupole moment, re-
spectively. For an intuitive understanding, an electric
field Eµ induces the magnetization Mµ because the spa-
tial coordinate takes a finite expectation value 〈xµ〉, and
we have xµxˆµ → 〈xµ〉xˆµ.
Odd-parity magnetic multipole order higher than rank-
2 does not cause the ME effect. For instance, the B−1u
irreducible representation of D6h point group does not
include rank-2 magnetic multipole moment in its basis.
Indeed, the ME effect does not occur in the B−1u mag-
netic hexadecapole state of hexagonal systems. On the
other hand, in a tetragonal compound BaMn2As2, the
magnetic hexadecapole order of B−1u representation is ad-
mixed with the magnetic quadrupole moment [43],
xxˆ− yyˆ for B−1u of D4h. (14)
Therefore, the ME effect may occur and the coupling
tensor has the form,
αˆ =
c 0 00 −c 0
0 0 0
 . (15)
Combining the classification of odd-parity magnetic
multipole ordered compounds in Sec. IV with the group-
theoretical classification in Sec. II, we can identify the
ME coupling tensor in the listed candidate materials.
Conversely, by measuring the ME effects, we could iden-
tify the symmetry of odd-parity magnetic multipole order
in the level of magnetic point group [77]. Recently, such
idea has been applied to identify the antiferromagnetic
structure of spinel compounds [78, 79].
2. Edelstein effect
Second, we discuss the electromagnetic cross-
correlated response originating from the odd-parity elec-
tric multipole. The Edelstein effect, which was theoret-
ically clarified nearly three decades ago [80], is written
as
Mµ = χµνEν . (16)
The effect is sometimes called inverse spin-galvanic ef-
fect [81] or kinetic ME effect [82]. Recently, much at-
tention has been paid to the Edelstein effect in the re-
search field of spintronics after the proposal of spin-orbit
torque [15–17]. Experimental works have observed the
Edelstein effect [83–87] and demonstrated switching of
ferromagnetic domain by the Edelstein effect [81, 88–90].
The response formula in Eq. (16) is seemingly the same
as Eq. (9) for the ME effect. The Edelstein effect, how-
ever, originates from the coupling between the momen-
tum and magnetization, that is, the odd-parity magnetic
multipole in the momentum space denoted by kµxˆν . This
should be contrasted to the ME effect by the magnetic
multipole in the real space given by xµxˆν . As we showed
in Sec. II B, the odd-parity magnetic multipole in the mo-
mentum space corresponds to the odd-parity electric mul-
tipole in the real space. Thus, the Edelstein effect occurs
in the electric multipole states with spontaneous inver-
sion symmetry breaking. Essential differences of the ME
effect and Edelstein effect are illustrated in Table XIII.
For instance, we here consider polar systems such
as semiconductor heterostructures [91, 92], oxide inter-
faces [93, 94], and bulk materials [4]. Since the polar sys-
tem is regarded as an electric dipole state, the Rashba
coupling between the momentum k and spin σ appears
in Hamiltonian
HRashba = α (k × σ)z = α (kxσy − kyσx) , (17)
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TABLE XIII. Comparison of the ME effect and the Edelstein
effect.
ME effect Edelstein effect
Magnetic multipole state Electric multipole state
Equilibrium phenomenon Non-equilibrium phenomenon
Electric field-induced Electric current-induced
Insulators and metals Metals
Dissipationless Dissipative
where we take the polar axis along the z-axis and α is the
coupling constant. The non-equilibrium spin polarization
along the y-axis (x-axis) is induced by the electric current
along the x-axis (y-axis). We intuitively understand this
effect by considering, kµxˆν → 〈kµ〉 xˆν , under the electric
current along the µ-axis. Thus, the Edelstein effect is
a current-induced phenomenon while the ME effect is
induced by the electric field. Due to the symmetry of the
Rashba coupling (17), the response tensor χˆ = (χµν) is
given by
χˆ =
 0 a 0−a 0 0
0 0 0
 . (18)
It is noteworthy that the time-reversal symmetry
breaking is not required for the Edelstein effect while it is
required for the ME effect. This is because the Edelstein
effect occurs not in an equilibrium state, but in a station-
ary state. The essential ingredient is the broken inversion
symmetry, that is, emergence of odd-parity electric mul-
tipole moment. In other words, the time-reversal sym-
metry breaking for the Edelstein effect arises from dis-
sipations due to an applied electric current. To express
these properties, we should rewrite the response formula
as
Mµ = χ
′
µνjν , (19)
instead of Eq. (16), where jν is an electric current. As the
formula implies, the Edelstein effect is a transport phe-
nomenon in itinerant systems. This is in sharp contrast
to the ME effect which is an equilibrium phenomenon in
insulating systems.
The Edelstein effect allowed in odd-parity multipole
states can be identified by the classification tables in
Sec. II B. Let us focus on cubic systems in Table I. The
Rashba term corresponds to the basis function of T+1u
representation in the momentum space. The basis in
the real space, x, y, and z, corresponds to the ferro-
electric order. This correspondence reveals the Rashba-
Edelstein effect [Eq. (18)] in polar ferroelectric-like sys-
tems, consistent with our knowledge and experimental
observations [85, 89, 90].
On the other hand, the rank-9 electric multipole order
in the A+1u representation breaks all the mirror symmetry
(that realizes a chiral system). Then, the representation
in the momentum space is magnetic monopole k·σ, which
indicates “hedgehog” spin-momentum locking [44]. Ac-
cordingly, the Edelstein coupling tensor is a scholar ma-
trix, χˆ = a1ˆ. Our classification of the Edelstein effect
based on the representation theory is consistent with the
symmetry analysis [81].
Finally, we apply the classification of Edelstein effect
to a candidate for an odd-parity electric multipole metal
Cd2Re2O7. Cd2Re2O7 is a superconductor unique in
α-pyrochlore oxides, crystallizing in the cubic structure
(space group Fd3¯m, No. 227) [95, 96]. What is contro-
versial about this compound is the structural transition
at T ∼ 200 K (for a brief review, see Ref. [97]). Sev-
eral measurements including x-ray diffraction [98–100],
Raman scattering [101], and non-linear optical measure-
ment [102] have reported the structural phase transition
characterized by the E+u (p) mode. The corresponding
structural change is
Fd3¯m (No. 227)→ I4¯m2 (No. 119) . (20)
However, a recent non-linear optical measurement by
Harter et al. [103] proposes that the primary order is
T+2u (γ)+T
+
1g (zˆ) mode and the E
+
u (p) mode is induced as
a secondary order. The corresponding structural change
is written by
Fd3¯m (No. 227)→ I4¯ (No. 82) . (21)
Inspired by this experiment, Matteo and Norman theo-
retically proposed several scenarios indicating an exotic
magnetic order [33].
Here, we compare the Edelstein effect in the two sce-
narios, (20) and (21). When we follow the E+u (p) sce-
nario (20), the multipole order parameter is an electric
dotriacontapole moment, Q+52 = xyz(2z
2−x2−y2), which
gives rise to the magnetic quadrupole moment in the
momentum space, kxσx − kyσy. This spin-momentum
coupling induces the longitudinal Edelstein response de-
scribed by the coupling tensor
χˆ =
aEu 0 00 −aEu 0
0 0 0
 . (22)
On the other hand, in the T+2u (γ)+T
+
1g (zˆ) scenario (21),
one of the primary modes T+2u (γ) (electric octupole or-
der) comprises rank-2 magnetic multipole in the momen-
tum space representation. The basis function kxσy+kyσx
indicates the Edelstein coupling tensor
χˆ =
aEu aT2u 0aT2u −aEu 0
0 0 0
 . (23)
It is expected that aT2u  aEu when the T+2u (γ) mode is
a primary order. As shown by the coupling tensors (22)
and (23), the two scenarios can be distinguished by the
off-diagonal Edelstein effect; when the electric current is
applied along the x-axis, the induced magnetization is
M = (aEujx, 0, 0) , (24)
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for the E+u (p) scenario, whereas
M = (aEujx, aT2ujx, 0) , (25)
for the T+2u (γ) + T
+
1g (zˆ) scenario. Symmetry of multi-
pole order in Cd2Re2O7 and other candidate materials
may be identified by probing magnetization under elec-
tric currents.
B. Magnetopiezoelectric effect
Now we clarify a non-equilibrium response of the odd-
parity magnetic multipole states. As we show in Sec. II B,
odd-parity magnetic multipole order is represented by
the spin-independent basis functions in the momentum
space, giving rise to asymmetric band distortions. Due
to the peculiar symmetry of the band structures, an ap-
plied electric current may induce “electronic strain” 
(e)
µν .
For instance, in the B−1u state of tetragonal systems, the
kxkykz-type asymmetry leads to the kxky-type strain 
(e)
xy
under the electric current along the z-axis. In other
words, the in-plane nematicity is induced by the out-
of-plane electric current [43]. This response is intuitively
understood by kxkykz → kxky〈kz〉. Since a lattice strain
tensor µν has the same symmetry as 
(e)
µν , the electric
current is coupled with lattice distortions through elec-
tronic strains. The response is generally represented by
µν = e˜µνλ jλ, (26)
where the rank-3 tensor e˜µνλ characterizes the current-
induced strain response [43]. The response resembles the
well-known piezoelectricity
µν = eµνλEλ, (27)
which represents lattice strains induced by electric fields.
For this reason, the current-induced strain described by
Eq. (26) is called magnetopiezoelectric (MPE) effect.
The MPE effect and piezoelectric effect are essentially
different phenomena, similar to the case of the ME effect
and Edelstein effect. First, the MPE effect is a non-
equilibrium response, whereas the piezoelectric effect is
an equilibrium response. Accordingly, the coupling ten-
sors e˜µνλ and eµνλ have a different time-reversal parity;
the time-reversal parity is even for eµνλ, while it is odd
for e˜µνλ. Second, the MPE effect is caused by odd-parity
magnetic multipole order, while the usual piezoelectricity
occurs in odd-parity electric multipole states, as schemat-
ically illustrated in Fig. 1. For instance, the piezoelectric
effect with exyz occurs in the electric octupole state be-
cause xyz → xy〈z〉 under the electric field E ‖ zˆ. Third,
the piezoelectricity is allowed in insulators and metals,
whereas the MPE effect is realized only in metallic states
and accompanied by dissipations. Thus, the MPE effect
is a non-equilibrium phenomenon.
Here, we show the group-theoretical classification of
the MPE effect. Table XIV shows the allowed MPE ef-
fect determined by the crystal symmetry and the rep-
resentation of magnetic multipole order. For instance,
the seemingly antiferromagnetic states in some tetrago-
nal Mn pnictides such as Ba1−xKxMn2As2 are classified
into the B−1u representation of D4h. Then, the MPE cou-
plings
e˜xyz 6= 0, e˜yzx = e˜zxy 6= 0, (28)
indicate the current-induced nematicity [43]. On the
other hand, GdB4 undergoes magnetic transition with
A−1u symmetry, and then, a finite MPE coupling
e˜yzx = −e˜zxy 6= 0, (29)
is allowed.
Table XIV reveals that the MPE effect is realizable in
all odd-parity magnetic multipole ordered states except
for the case of magnetic point group m′3¯′m′. Therefore,
most of itinerant odd-parity magnetic multipole mate-
rials potentially show the MPE effect. We can identify
the symmetry of the MPE effect in candidate materials
(Sec. IV) by combining Tables VI-XI, XIV, and XV.
One of the advantages is that the MPE effect is switch-
able by inverting the magnetic domain. In fact, the
switching of domains was recently achieved in several an-
tiferromagnetic metals [104, 105]. The MPE effect may
be applicable in the field of the antiferromagnetic spin-
tronics [106–108]. Furthermore, the MPE materials may
be useful for metal piezoelectric devices [109, 110].
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TABLE XIV. List of the MPE coupling in cubic (Oh), tetragonal (D4h), and hexagonal (D6h) systems. In each odd-parity
irreducible representation, the corresponding magnetic multipole moment and symmetry-allowed MPE couplings are shown.
The MPE couplings are represented by strains µν and electric currents jµ.
G IR Multipole Magnetopiezoelectric coupling
Oh A
−
1u r · s,M40,M+44,
A−2u M
+
62,M
+
66 jxyz + jyzx + jzxy
E−u M20,M
+
22,M40,M
+
42,M
+
44 {2jzxy − jxyz − jyzx, jyzx − jxyz}
T−1u T {jxxx, jyyy, jzzz} ,
M±41,M
±
43,M
−
44 {jx (yy + zz) , jy (zz + xx) , jz (xx + yy)} ,
{jyxy + jzzx, jzyz + jxxy, jxzx + jyyz}
T−2u M
±
21,M
−
22 {jx (yy − zz) , jy (zz − yy) , jz (xx − yy)} ,
M±41,M
−
42,M
±
43 {jyxy − jzzx, jzyz − jxxy, jxzx − jyyz}
D4h A
−
1u r · s,M20,M40,M+44, jxyz − jyzx
A−2u Tz,M
−
44 jz (xx + yy) , jzzz, jyyz + jxzx
B−1u M
+
22,M
+
42 jzxy, jxyz + jyzx
B−2u M
−
22,M
−
42 jz (xx − yy) , jyyz − jxzx
E−u M
±
21, Tx, Ty {jzzx, jzyz} ,
M±41,M
±
43 {jxzz, jyzz} , {jxxx, jyxx} ,
{jyxy, jxxy} , {jxyy, jyyy}
D6h A
−
1u r · s,M20,M40 jxyz − jyzx
A−2u Tz jz (xx + yy) , jzzz, jyyz + jxzx
B−1u M
−
43 2jyxy − jx (xx − yy)
B−2u M
+
43 2jxxy + jy (xx − yy)
E−1u M
±
21, Tx, Ty {jxzz, jyzz} ,
M±41 {2jyxy + jx (3xx + yy) , 2jxxy + jy (xx + 3yy)} ,
{2jyxy − jx (xx + 3yy) , 2jxxy − jy (3xx + yy)} ,
{jzzx, jzyz}
E−2u M
±
22 {jz (xx − yy) , jzxy} ,
M±42,M
±
44 {jxzx − jyyz, jyzx + jxyz}
C. Dichromatic electron transport
Finally, we discuss a dichromatic transport of elec-
trons. Within the linear response regime, the electric
longitudinal conductivity is bidirectional in the sense
that the conductivity is not altered by reversing either
the electric fields E or magnetic fields H. The bidi-
rectional property on H is derived from the reciprocal
relation [111]. The bidirectional property, however, may
be violated in the nonlinear regime. Here, we restrict
discussions to the dichromatic longitudinal conductivity,
∆σµµ ≡ σ˜µµ(+jµ)− σ˜µµ(−jµ), (30)
where σ˜µν(jµ) is the electric conductivity including a
nonlinear component under the current jµ. Hence, ∆σµµ
depends on the electric fields. ∆σµµ depends on Eµ or
even higher-order in the electric field. For example, the
dichromatic nonlinear electronic conductivity ∆σzz is al-
lowed in polar systems with z being the polar axis.
Rikken et al. have shown that the electronic dichro-
ism can be tuned by magnetic fields, while the dichro-
ism determined by the crystal polarity is not tunable.
Two setups have been studied. (i) Chiral systems
such as a twisted bismuth substrate show magnetochiral
anisotropy [112], and (ii) the cross product of external
magnetic field and electric field induces magnetoelectric
anisotropy [113]. The observed dichromatic responses are
∆σµµ ∝ aχjµHµ, (31)
for the case (i), and
∆σµµ ∝ jµ (E ×H)µ , (32)
for the case (ii). The coefficient aχ in Eq. (31) denotes
chirality of systems.
Although the two dichromatic responses are seemingly
different from each other, we may understand them in a
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unified way. The presence of polar axis in the momen-
tum space is associated with the magnetically-induced
dichroism. To confirm this interpretation, we consider
cubic systems as examples, and refer to the classification
table of electric multipole moment (Table VI).
For the case (i), chiral systems are regarded as an elec-
tric multipole state in the A+1u irreducible representation.
Then, the hedgehog spin-momentum coupling, k·σ, gives
rise to spin-split bands. In an external magnetic field a
polar axis in the momentum space emerges parallel to
the field as schematically understood by
k · σ H−→ k · 〈σ〉 . (33)
The anti-symmetric band dispersion gives rise to the elec-
tronic dichroism, because the nonlinear electric conduc-
tivity is determined by the anti-symmetric components
of the energy spectrum in the standard Boltzmann trans-
port theory [114, 115]. The direction of the momentum-
space polarization is consistent with the magnetochiral
anisotropy in Eq. (31).
The case (ii) is regarded as a ferroelectric-like polar
system because the electric dipole along E is induced
by external electric fields. Indeed, the magnetoelectric
anisotropy has recently been observed in a polar semi-
conductor BiTeBr [114] at zero electric field. These cases
correspond to the T+1u irreducible representation in cubic
systems, and its momentum-space basis is the Rashba
type spin-momentum coupling, kxσy − kyσx, for E ‖ zˆ
[T+1u (γ) basis]. External magnetic fields lead to the band
distortion
kxσy − kyσx H‖xˆ−−−→ −ky 〈σx〉 , (34)
for H ‖ xˆ, while
kxσy − kyσx H‖yˆ−−−→ kx 〈σy〉 , (35)
for H ‖ yˆ. Thus, the polar axis in the momentum
space shows up. Then, the nonlinear electric current
shows the magnetoelectric anisotropy in Eq. (32). The
magnetically-induced dichroism due to the polarization
in the momentum space has been microscopically clar-
ified by a theoretical calculation in Ref. 114. Further-
more, the optical dichroism has been revealed by recent
theories [116–118].
As demonstrated above, the classification tables in
Sec. II provide a systematic understanding of the
magnetically-induced dichroism in the longitudinal trans-
port. Here we again discuss Cd2Re2O7. In the E
+
u (p)
scenario (20), the emergent spin-momentum coupling has
been obtained as kxσx − kyσy. Then, the dichroism in
the electric conductivity is obtained as
(∆σxx,∆σyy) = κEu (jxHx,−jyHy) . (36)
Since the low-temperature structure I4¯m2 is neither
chiral nor polar, the dichromatic transport is differ-
ent from magnetochiral anisotropy and magnetoelectric
anisotropy.
On the other hand, in the T+2u (γ) + T
+
1g (zˆ) sce-
nario (21), the spin-momentum coupling comprises the
primarily component kxσy + kyσx and the secondarily
component kxσx − kyσy. The primary component leads
to the dichromatic response
(∆σxx,∆σyy) = κT2u (jxHy, jyHx) , (37)
in addition to Eq. (36). Thus, under the rotating mag-
netic field in the xy-plane, H = |H|(cos θ, sin θ, 0),
and the electric current along the x-axis, the electronic
dichromatic response shows the field-angle dependence,
∆σxx = jx|H| (κEu cos θ + κT2u sin θ) , (38)
from which we can evaluate κEu and κT2u , and we may
distinguish the two scenarios. When the T+2u (γ)+T
+
1g (zˆ)
scenario (21) is correct, κEu and κT2u should follow the
same temperature dependence as that observed in the
non-linear optical measurement by Harter et al. [103] on
the assumption that κEu and κT2u linearly depend on the
corresponding order parameters.
So far we discussed magnetically-induced dichroism
in electron transport. According to the above explana-
tion of the dichroism, odd-parity magnetic multipole or-
dered materials may show the dichromatic transport even
at zero magnetic field. The classification tables in Ta-
bles VII, IX, and XI indicate polarization in the momen-
tum space for some magnetic multipole states. In such
multipole states, the dichromatic response is allowed by
symmetry. This topic will be discussed elsewhere [119].
In some cases, the dichromatic transport arises from
more complicated asymmetric band distortions. For
instance, transition metal dichalcogenide systems show
the third order anti-symmetric dispersion written as
ky
(
3k2x − k2y
)
under the out-of-plane magnetic field [120–
122]. The normal state of transition metal dichalco-
genides, however, shows a negligible dichromatic conduc-
tivity, although the effect of a superconducting fluctu-
ation gives rise to strongly enhanced ∆σµµ [121, 122].
Theoretical calculations showed that the contributions
of spin and valley degrees of freedom are almost canceled
out in the normal state [121]. It is therefore expected
that such higher-order anti-symmetric distortions give a
weak dichroism.
IV. ODD-PARITY MAGNETIC MULTIPOLE
MATERIALS
In this section, we show candidate materials of the
odd-parity multipole order. For the electric multipole,
parity-violating structural transitions may be regarded
as odd-parity electric multipole order. Rank-1 ferro-
electric order has been observed in various insulating
compounds [123]. Recent studies of LiOsO3 [124] and
carrier-doped SrTiO3 [125] have explored the concept
of ferroelectric-like order in metal and superconduc-
tor. Higher-order octupole or dotriacontapole order in
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Cd2Re2O7 [97] has been discussed in previous sections.
The electric octupole order with an electronic origin has
also been proposed for the hidden ordered phase of bi-
layer high-Tc cuprate superconductor YBa2Cu3Oy [126].
The magnetic multipole order is attributed to an elec-
tronic degree of freedom. However, spin is an axial vector
and space inversion parity is even. Therefore, another
electronic degree of freedom has to play an essential role
for the parity-violating magnetic multipole order. Re-
cent studies pointed out the sublattice degree of free-
dom in locally noncentrosymmetric crystals, which allows
the formation of odd-parity augmented multipole [25–
33, 39, 41, 43, 59, 127]. In particular, as seen in the
prototypical ME compound Cr2O3 [67–69], an intra-unit-
cell antiferromagnetic order in locally noncentrosymmet-
ric crystals may be identified as an odd-parity magnetic
multipole order from the viewpoint of symmetry. Accord-
ingly, magnetic compounds realizing such spin structure
may be a platform of emergent responses discussed in
Sec. III.
In this section we make a list of candidate materials for
ferroic odd-parity magnetic multipole states (Q = 0).
Identification of multipole order is performed by two
complementary methods, the magnetic representation
theory and the magnetic point group analysis.
The magnetic representation theory is a standard
method for magnetic structure analysis [128, 129]. By
using the method, we classify magnetic compounds into
the irreducible representations of a given crystal point
group. Corresponding to the odd-parity representa-
tion, the magnetic order can be identified as an odd-
parity magnetic multipole order (listed in Sec. II A). This
method is especially useful for specifying characteristic
transport properties of itinerant multipole states. Using
the tables of basis functions (Sec. II B), we can predict
some electromagnetic responses (Sec. III) in candidate
materials.
In the magnetic point group analysis, ordered phases
are characterized by point group symmetry of the mag-
netic states. The magnetic point group gives a symmetry
constraint for the equilibrium properties and transport
phenomena more directly than the magnetic representa-
tion theory [130–133]. We can see what electromagnetic
responses should occur in the magnetic states. Thus,
these two approaches are complementary.
For more information, we introduce Aizu species,
which consist of a pair of symmetry of the disordered
phase and ordered phase. Symmetry reduction in the
magnetic phase transition is generally classified by Aizu
species. The domain states are also characterized; for ex-
ample, we can identify external fields suitable for switch-
ing domain states by Aizu species [132, 133]. The concept
of Aizu species is introduced in Appendix A.
Table XV shows the list of materials which are iden-
tified as ferroic odd-parity magnetic multipole states.
117 magnetic compounds are shown with their space
group, Aizu species, irreducible representation, conduct-
ing properties (metal/insulator/semiconductor), Ne´el
temperatures, and references. A part of the compounds
has been known as ME materials [134–136], and Ta-
ble XV also shows which compounds have been already
identified. However, more than half of the compounds
in Table XV are elucidated in this work. For some com-
pounds (e.g. CaMn2Sb2), experimental reports of mag-
netic structures or transition temperatures are contra-
dictory, and for other compounds (e.g. Co3O4), several
possibilities of magnetic structures were suggested. In
such cases, we show all the proposed magnetic structures
as far as possible.
We restrict our classification to the magnetic phases
preserving PT symmetry. The PT symmetry is bro-
ken in the even-parity magnetic multipole phases (P-
even and T -odd), whereas it is preserved in the odd-
parity magnetic multipole phases (P-odd and T -odd)
[see Table XII]. Thus, the odd-parity (even-parity) mag-
netic multipole ordered states are regarded as the PT -
preserved (PT -broken) magnetic phases. Table XV
shows the pure odd-parity magnetic multipole states. This
constraint requires that crystal structures are centrosym-
metric. Otherwise, owing to the parity violation in the
paramagnetic phase, an odd-parity magnetic multipole
moment should coexist with an even-parity one. In other
words, an odd-parity magnetic multipole moment ap-
pears in all the magnetic phases of noncentrosymmet-
ric crystals. An analysis of such parity-mixed magnetic
states is an important future study.
TABLE XV: Odd-parity magnetic multipole materials. The table lists
compounds, space group, symmetry of magnetic structure denoted by
Aizu species and irreducible representations (Γmag), conducting proper-
ties (M/S/I = metal, semiconductor, and insulator), Ne´el temperatures
(TN), and references (Ref.). In the column “Rev.”, the symbols Sc, Si,
and H specify compounds which have been clarified as parity-violating
magnetic materials in the review articles by Schmid [134], Siratori et
al. [135], and Gallego et al. [136], respectively. The numbers of the space
groups and the Aizu species follow Refs. [137] and [138], respectively.
The blank part has not been clarified to the best of our knowledge.
Compounds Space group Aizu species Γmag M/S/I TN Ref. Rev.
Cubic systems (7)
RbFeO2 Fd3¯m (227) m3¯m1
′
F 4′/m′m′m 〈xd〉 (740) T2u 737 < T < 1027 [139]
CsFeO2 Fd3¯m (227) m3¯m1
′
F 4′/m′m′m 〈xd〉 (740) T2u 350 < T < 1055 [139]
CoAl2O4 Fd3¯m (227) m3¯m1
′
F 4′/m′m′m 〈xd〉 (740) T2u I 9.8 [79, 140]
CoRh2O4 Fd3¯m (227) m3¯m1
′
F 4′/m′m′m 〈xd〉 (740) T2u I 25 [141]
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MnAl2O4 Fd3¯m (227) m3¯m1
′
F 4′/m′m′m 〈xd〉 (740) T2u I 42 [142]
MnGa2O4 Fd3¯m (227) m3¯m1
′
F 3¯′m′ (757) T2u I 32 [78]
Co3O4 Fd3¯m (227) m3¯m1
′
F 3¯′m′ (757) T2u I 30 [143]
or m3¯m1′ F 4′/m′m′m 〈xd〉 (740) T2u [143]
Tetragonal systems (53)
BaMn2P2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u S >750 [144]
BaMn2As2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u S 625 [145, 146]
Ba1−xKxMn2As2 I4/mmm (139) 4/mmm1′ F 4′/m′m′m (252) B1u M [147]
BaMn2Sb2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u S 450 [148] G
BaMn2Bi2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u S 387 [149, 150]
Ba1−xKxMn2Bi2 I4/mmm (139) 4/mmm1′ F 4′/m′m′m (252) B1u M [150]
CeMn2Ge2 I4/mmm (139) 4/mmm1
′
F mmm′ 〈x〉 (218) Eu 318 < T < 417 [151]
EuCr2Si2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u 2.4 < T < 692 [152]
HoCr2Si2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u 718 [152]
TbCr2Si2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u 758 [152]
EuCr2As2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u M [153]
BaCr2As2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u M 580 [154, 155]
BaCrFeAs2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u M 265 [155]
SrCr2As2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u M 590 [156]
CaMnBi2 P4/nmm (123) 4/mmm1
′
F 4′/m′m′m (252) B1u M 300 [157, 158]
SrMnBi2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u M 295 [158]
YbMnBi2 P4/nmm (123) 4/mmm1
′
F 4′/m′m′m (252) B1u M 285 [159]
EuMnBi2 I4/mmm (139) 4/mmm1
′
F 4′/m′m′m (252) B1u M 315 [160, 161]
LaMnPO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u I 375 [162, 163]
LaMnAsO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u S 317 [164]
LaMnSbO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u 255 [165]
CeMnAsO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u 35 < T < 340 [166]
4′/m′m′m F m′mm′ 〈x〉 (-) Eu 7 < T < 35 [166]
m′mm′ 〈x〉 F 2′/m 〈z〉 (-) Eu 7 [166]
CeMnSbO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u 4.5 < T < 240 [165]
4′/m′m′m F m′mm′ 〈x〉 (-) Eu 4.5 [165]
PrMnSbO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u M 35 < T < 230 [167]
4/mmm1′ F mmm′ 〈x〉 (218) Eu M 35 [167]
NdMnAsO P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u S 23 < T < 359 [168, 169]
4′/m′m′m F mmm′ 〈x〉 (-) Eu S 23 [168, 169]
NaMnP P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u [170]
NaMnAs P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u [170]
NaMnSb P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u [170]
NaMnBi P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u [170]
KMnSb P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u [171]
KMnBi P4/nmm (129) 4/mmm1′ F 4′/m′m′m (252) B1u [171]
GdB4 P4/mbm (127) 4/mmm1
′
F 4/m′m′m′ (250) A1u M 42 [172, 173]
DyB4 P4/mbm (127) 4/mmm1
′
F mmm′ 〈x〉 (218) Eu M 12.7 < T < 20.3 [173–175] G
ErB4 P4/mbm (127) 4/mmm1
′
F mmm′ 〈x〉 (218) Eu M 13 [173, 174, 176]
TbB4 P4/mbm (127) 4/mmm1
′
F 4/m′m′m′ (250) A1u M 22 < T < 44 [173, 177]
4/m′m′m′ F m′m′m′ 〈x〉 (-) A1u, B1u M 22 [173, 177]
Ce2PdGe3 P42/mmc (131) 4/mmm1
′
F 4′/m′m′m (252) B1u 2.3 < T < 10.7 [178]
EuTiO3 I42/mcm (140) 4/mmm1
′
F mmm′ 〈d〉 (218) Eu 5.3 [179] G
DyPO4 I41/amd (141) 4/mmm1
′
F 4′/m′mm′ (252) B2u 3.5 [180, 181] Sc, Si
TbPO4 I41/amd (141) 4/mmm1
′
F 4′/m′mm′ (252) B2u 2.2 [182, 183]
HoPO4 I41/amd (141) 4/mmm1
′
F 4′/m′mm′ (252) B2u 1.4 [184] Si
GdVO4 I41/amd (141) 4/mmm1
′
F 4′/m′mm′ (252) B2u 2.43 [185] Sc, Si
U2Pd2In P4/mbm (127) 4/mmm1
′
F 4′/m′mm′ (218) B2u M 36 [186, 187]
U2Pd2Sn P4/mbm (127) 4/mmm1
′
F 4′/m′mm′ (218) B2u M 41 [186]
Mn2Au I4/mmm (139) 4/mmm1
′
F mmm′ 〈d〉 (218) Eu M > 1000 [188]
UBi2 P4/nmm (129) 4/mmm1
′
F 4/m′m′m′ (250) A1u M 183 [188, 189]
UOTe P4/nmm (129) 4/mmm1′ F 4/m′m′m′ (250) A1u [190]
UGeSe I4/mmm (139) 4/mmm1′ F 4/m′m′m′ (250) A1u 40 [191]
FeSn2 I4/mcm (140) 4/mmm1
′
F mmm′ 〈d〉 (218) Eu M 93 < T . 378 [192, 193]
mmm′ 〈d〉 F 2′/m 〈z〉 (-) Eu M 93 . T < 378 [192, 193]
CuMnAs P4/nmm (129) 4/mmm1′ F mmm′ 〈x〉 (218) Eu S 480 [194]
Cr2WO6 P42/mnm (136) 4/mmm1
′
F mmm′ 〈x〉 (218) Eu 45 [195, 196] G
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Cr2TeO6 P42/mnm (136) 4/mmm1
′
F mmm′ 〈x〉 (218) Eu 93 [195, 196] G
Fe2TeO6 P42/mnm (136) 4/mmm1
′
F 4/m′m′m′ (250) A1u I 240 [195, 197] Sc, G
Sr2Ir0.9Mn0.1O4 I41/acd (142) 4/mmm1
′
F 4′/m′mm′ (252) B2u I ∼ 155 [198]
Hexagonal and trigonal systems (18)
U3Ru4Al12 P63/mmc (194) 6/mmm1
′
F mmm′ 〈z〉 (481) E2u, A2u M 9.5 [199, 200] G
CaMn2As2 P3¯m1 (164) S 62 [201]
CaMn2Sb2 P3¯m1 (164) 3¯m1
′
F 2′/m (295) Eu I 85 [202] G
3¯m1′ F 1¯′ (286) A1u, Eu 85 [203]
CaMn2Bi2 P3¯m1 (164) 3¯m1
′
F 1¯′ (286) Eu S 154 [204, 205]
SrMn2P2 P3¯m1 (164) S 53 [144]
SrMn2As2 P3¯m1 (164) 3¯m1
′
F 2′/m (295) Eu I 118 [201, 206]
SrMn2Sb2 P3¯m1 (164) 3¯m1
′
F 2′/m (295) Eu S 110 [148]
EuMn2As2 P3¯m1 (164) S 142 [207]
YbMn2Sb2 P3¯m1 (164) 3¯m1
′
F 1¯′ (286) A1u, Eu 120 [208]
U2N2S P3¯m1 (164) 3¯m1
′
F 3¯′m′ (313) A1u 233 [209]
U2N2Se P3¯m1 (164) 3¯m1
′
F 3¯′m′ (313) A1u 245 [209]
Cr2O3 R3¯c (167) 3¯m1
′
F 3¯′m′ (313) A1u I 307 [76] Sc, Si, G
MnTiO3 R3¯ (148) 3¯1
′
F 3¯′ (264) Au I 64 [210, 211] G
MnGeO3 R3¯ (148) 3¯1
′
F 3¯′ (264) Au 120 [212] G
Co4Nb2O9 P3¯c1 (165) 3¯m1
′
F 3¯′m′ (313) A1u I 27.4 [213] Sc
3¯m1′ F 2/m′ (296) Eu I 27.2 [214]
Mn4Nb2O9 P3¯c1 (165) 3¯m1
′
F 3¯′m′ (313) A1u I 108.4 [213, 215] Sc
Co4Ta2O9 P3¯c1 (165) 3¯m1
′
F 3¯′m′ (313) A1u I 21 [216, 217] Sc
Mn4Ta2O9 P3¯c1 (165) 3¯m1
′
F 3¯′m′ (313) A1u I 103 [216, 218] Sc
Orthorhombic systems (29)
CaMnSb2 Pnma (62) M 302 [219]
NdCrTiO5 Pbam (55) mmm1
′
F mmm′ (71) B1u I 13 [220]
21 [221] G
LiFePO4 Pnma (62) mmm1
′
F mmm′ (71) B1u I 50 [222] Sc, G
mmm1′ F 2/m′ 〈z〉 (60) Au, B1u 47 [223, 224] Sc
LiMnPO4 Pnma (62) mmm1
′
F m′m′m′ (73) Au I 35 [225, 226] Sc, G
LiNiPO4 Pnma (62) mmm1
′
F mm′m (71) B2u I 20.8 [227] Sc
LiCoPO4 Pnma (62) mmm1
′
F mmm′ (71) B1u I 21.6 [228, 229]
mmm1′ F 2′ 〈x〉 (53) B2g, B1u, B2u [37, 230]
Li2Ni(SO4)2 Pbca (61) mmm1
′
F m′m′m′ (73) Au I 28 [231]
KMn4(PO4)3 Pnam (62) mmm1
′
F mm′m (73) B2u 10 [232] G
t−NaFePO4 Pnma (62) mmm1′ F mmm′ (71) B1u 50 [233] G
Gd5Ge4 Pnma (62) mmm1
′
F mmm′ (71) B1u M 127 [234, 235] G
EuZrO3 Pnma (62) mmm1
′
F mm′m (71) B2u I 4.1 [236]
mmm1′ F m′m′m′ (73) Au I 4.4 [237] G
DyAlO3 Pbnm (62) mmm1
′
F m′m′m′ (73) Au I 3.48 [238] Sc, Si
DyCoO3 Pnma (62) mmm1
′
F mm′m (71) Au I 3.6 [239]
TbAlO3 Pbnm (62) mmm1
′
F m′m′m′ (73) Au 3.95 [240] Sc, Si
TbCoO3 Pbnm (62) mmm1
′
F mm′m (71) B2u I 3.31 [239–241] Sc, G
HoCoO3 Pnma (62) mmm1
′
F m′m′m′ (73) Au 3 [241]
GdAlO3 Pbnm (62) mmm1
′
F m′m′m′ (73) Au 3.9 [242, 243] Sc, Si
MnNb2O6 Pbcn (60) mmm1
′
F 2′/m 〈x〉 (59) B2u, B3u 4.4 [244]
CoSe2O5 Pbcn (60) mmm1
′
F m′mm (71) B3u 8.5 [245] G
TbGe2 Cmmm (65) mmm1
′
F m′mm (71) B3u 41 [246] G
Ce3Sn7 Cmmm (65) mmm1
′
F m′mm (71) B3u M 5 [247, 248]
Sm3Ag4Sn4 Immm (71) mmm1
′
F mmm′ (71) B1u 8.3 [249]
or mmm1′ F mm′m (71) B2u 8.3 [249]
UCu5In Pnma (62) mmm1
′
F mm′m (71) B2u M 25 [250]
KFeO2 Pbca (61) mmm1
′
F m′m′m′ (73) Au 960 [251]
mmm1′ F m′mm (71) B3u ∼ 1001 [139]
RbFeO2 Pbca (61) 4
′/m′m′m F m′m′m′ (-) Au < 737 [139]
CsFeO2 Pbca (61) 4
′/m′m′m F m′m′m′ (-) Au < 350 [139]
CoGeO3 Pbca (61) mmm1
′
F mmm′ (71) B1u I 33.1 [252]
DyVO4 Imma (74) mmm1
′
F mmm′ (71) B1u I 3.8 [253, 254]
YbAl1−xFexB4 Pbam (55) mmm1′ F m′mm (71) B3u M [255]
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YbAl1−xFexB4 Pbam (55) mmm1′ F m′m′m′ (73) Au M [255]
Monoclinic systems (10)
Co3TeO6 C2/c (15) 2/m1
′
F 2′/m (26) Bu 21.1 [256] G
MnPS3 C2/m (12) 2/m1
′
F 2′/m (26) Bu I 78 [257, 258] G
LiFeSi2O6 P21/c (14) 2/m1
′
F 2/m′ (27) Au 17.8 [259, 260] G
2/m1′ F 1¯′ (17) Au, Bu 18 [261]
LiCrSi2O6 P21/c (14) 2/m1
′
F 2′/m (26) Bu 11.5 [262, 263]
LiCrGe2O6 P21/c (14) 2/m1
′
F 2′/m (26) Bu 4.8 [263]
LiVGe2O6 P21/c (14) Au or Bu 24 [264]
NaCrSi2O6 C2/c (15) 2/m1
′
F 1¯′ (17) Au, Bu 2.8 [265]
CaMnGe2O6 C2/c (15) 2/m1
′
F 1¯′ (17) Au, Bu I 12 [266]
2/m1′ F 2′/m (26) Bu 15 [267] G
MnGeO3 C2/c (15) 2/m1
′
F 2′/m (26) Bu 35.1 [268]
Na2RuO4 P21/c (14) 2/m1
′
F 2/m′ (27) Au 37.22 [269]
In our classification list, more than 100 magnetic ma-
terials are revealed with their symmetry and conducting
property. Here we briefly discuss some intriguing exam-
ples from the viewpoint of emergent responses.
A. High-temperature ME compounds
Many ME compounds have already been re-
ported [134–136], and multiferroic compounds have re-
cently attracted much attention [11, 12]. The Ne´el tem-
perature, however, is much lower than the room temper-
ature in most cases except for a few compounds such as
Cr2O3 [69]. This is unfavorable for a potential applica-
tion of the ME effect to energy-saving devices.
On the other hand, some materials in Table XV un-
dergo magnetic transition at high Ne´el temperatures
above the room temperature. For examples, in many
manganese pnictides and chromium pnictides, crystalliz-
ing in the ThCr2Si2 structure, odd-parity magnetic mul-
tipole order occurs at high temperatures. Furthermore,
their magnetic and conducting properties are chemically
controllable; e.g. substituting pnictogen atoms with car-
bon group atoms. Thus, Table XV contains a new family
of high-temperature ME compounds.
B. Itinerant odd-parity multipole compounds
Most of previous studies on the parity-violating mag-
netic order focused on insulators. It is natural to study
insulating systems in the context of the multiferroics,
since ferroelectricity is weakened by itinerant electrons’
screening of electric polarizations.
The odd-parity magnetic multipole order in itiner-
ant systems, however, is attracting recent attentions.
The interplay between the itinerant property and parity-
violating magnetic order leads to intriguing transport
phenomena such as the MPE effect and dichromatic
transport as we have discussed in Sec. III. Furthermore,
itinerant odd-parity magnetic multipole materials may
realize the Fulde-Ferrell-Larkin-Ovchinnikov state at zero
external magnetic field when the superconductivity oc-
curs in the multipole ordered state [27, 31]. Table XV
includes many metallic odd-parity magnetic multipole
materials. For examples, Ba1−xKxMn2As2, SrCr2As2,
GdB4, U2Pd2In, and others may be a platform of the
exotic transport phenomena and unconventional super-
conductivity.
V. SUMMARY AND CONCLUSIONS
Previous studies clarified higher order multipole order
by spontaneous ordering of atomic multipole moment,
which is stemmed from the entanglement of orbital and
spin angular momentum due to the strong spin-orbit cou-
pling. Localized d- and f -electron systems have been
investigated by many works [18, 19]. Then, possible
symmetry is restricted to the even-parity multipole or-
der which preserves space inversion symmetry.
On the other hand, the augmented odd-parity multi-
pole order has recently attracted interest. The essen-
tial ingredient is the existence of subsectors such as sub-
lattice. The entanglement of spin, orbital, and subsec-
tor degrees of freedom may allow the formation of aug-
mented multipole moment in a unit cell. In particular,
the locally-noncentrosymmetric crystal is a platform of
the odd-parity multipole order because additional nega-
tive sign due to the site permutation appears in the space
inversion parity [270]. It has been shown that the odd-
parity augmented multipole order gives rise to intriguing
electromagnetic responses not only in insulators but also
in metals and semiconductors [26, 30, 39, 43].
Inspired by the renewed interests in multipole physics,
we carried out group-theoretical classification of the even-
parity/odd-parity multipole order, extending the previ-
ous result limited to tetragonal systems [43]. Multipole
order in cubic, tetragonal, and hexagonal systems has
been classified by point group symmetry in Tables VI-XI.
Classification in other crystal groups is straightforwardly
obtained by compatibility relations. Even though real
compounds are sometimes too complicated to see the rel-
evant multipole moment characterizing the ordered state,
we can identify the multipole order parameter by group-
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theoretical analysis.
Our classification tables show the multipole moments
and the basis functions in both of the real space and the
momentum space. Interestingly, as for the odd-parity
multipole order, the basis functions in the momentum
space look quite different from the corresponding mul-
tipole moment in the real space. Indeed, they reveal
unusual band structures. The momentum space repre-
sentation of odd-parity magnetic multipole moment is
spin-independent, implying an asymmetric band struc-
ture. Spin-dependent basis functions of odd-parity elec-
tric multipole indicate spin-momentum locking. The dis-
tinct representations in real and momentum spaces are
characteristic properties of parity-violating order and re-
sult in emergent electromagnetic responses.
We have demonstrated application of the classification
theory to the emergent responses. The correspondence
between the symmetry of multipole order and ME ef-
fect, Edelstein effect, piezoelectric effect, MPE effect, and
dichromatic electron transport has been elucidated. The
electric-field-induced responses are obtained by the basis
functions in the real space, whereas the electric-current-
induced responses are described by the basis functions in
the momentum space. It is noteworthy that the recent
studies have identified the direct relation between odd-
parity magnetic multipole moments and ME effect [48–
50]. As for other emergent responses, quantitative rela-
tions with odd-parity multipole moments are expected to
be found in a future work.
From the classification theory, we can intuitively and
precisely determine the response tensor. As an exam-
ple, the parity-violating order in Cd2Re2O7 has been dis-
cussed. The two controversial phases proposed by exper-
iments are classified into the electric octupole and do-
triacontapole states. Since the response tensors of the
Edelstein effect and dichromatic electron transport are
different, these effects can be used to identify the sym-
metry of electric multipole order in Cd2Re2O7. On the
other hand, the ME effect and MPE effect are charac-
teristic properties of the odd-parity magnetic multipole
states. The allowed MPE effect, namely, current-induced
lattice distortion, has been classified on the basis of the
group theory (Table XIV). Ba1−xKxMn2As2 and GdB4
have been discussed as examples.
Using the group-theoretical analysis, we have identi-
fied more than 110 candidate materials for odd-parity
magnetic multipole states. The list of materials contains
not only well-known ME materials but also many mag-
netic compounds which were not clarified so far. Some
of them are candidates for room-temperature ME ma-
terials, which have been searched in the research field
of multiferroics. Furthermore, the list includes itinerant
compounds, which may be a platform of intriguing trans-
port properties and exotic superconductivity arising from
the broken inversion and time-reversal symmetry.
The concept of the augmented multipole with the sub-
sector degree of freedom has extended the research field
of multipole order in strongly correlated electron systems,
and it has connected various research fields, such as heavy
fermions, multiferroics, and spintronics. Our classifica-
tion theory may provide basis for future researches. We
expect that the classification tables are useful, as the clas-
sification theory of unconventional superconductivity [53]
has been used in the research field of superconductivity.
We also expect that the list of candidate materials stim-
ulates experimental studies of odd-parity multipole order
and emergent responses. We hope that our classification
theory generates renewed interests in multipole physics.
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Appendix A: Aizu species
The method of Aizu species is useful to classify possi-
ble ferroic phase transitions and resulting domain states.
Aizu species was proposed by Aizu [271–273], and the
method has been developed in various ways [12, 138, 274].
Aizu species is denoted as
G FK, (A1)
where G and K are (magnetic) point group of a dis-
ordered phase (high-temperature phase) and that of
an ordered phase (low-temperature phase), respectively.
The symbol F represents “Ferroic”. When the group-
subgroup relation G ⊃ K holds, we obtain the coset
decomposition as
G = g1K + g2K + · · · gNK, (A2)
where g1 ∈ K, and gj 6∈ K for j 6= 1. It is indicated
that the domain states Si (i = 1, 2, · · · , N) exist, and
the number of domain states is N = |G|/|K| with |G|
being the order of the group G.
In Aizu’s classification, the domain states Si are char-
acterized by some ferroic order parameters such as elec-
tric polarization P (ferroelectric order), magnetization
M (ferromagnetic order), and strain ˆ (ferroelastic or-
der). For example, let us consider the pair of the cubic
phase G = m3¯m and the tetragonal phase K = 4mm.
Assuming that the four-fold rotation axis is the z-axis,
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the corresponding coset decomposition is obtained as
m3¯m = E 4mm+ P 4mm+ C+4x 4mm
+ S+4x 4mm+ C
+
4y 4mm+ S
+
4y 4mm,
(A3)
where E, P, C+4x(y), S
+
4x(y) are identity operation, par-
ity operation, pi/2 rotation operation along the x(y)-axis,
and pi/2 rotation-inversion operation along the x(y)-axis,
respectively. Accordingly, the six domain states are ob-
tained as
S1 = E S1, S2 = P S1, S3 = C
+
4x S1,
S4 = S
+
4x S1, S5 = C
+
4y S1, S6 = S
+
4y S1.
(A4)
The domain S1 may have an electric polarization along
the z-axis, P1 6= 0. The electric polarization Pj of an-
other domain Sj is given by
Pj = gjP1. (A5)
The electric polarizations Pi (i = 1, 2, · · · , 6) are different
from each other and can be distinguished completely by
the conjugate field with P , that is, the electric field E. In
this case, the Aizu species m3¯m F 4mm is “full-electric.”
The well-known ferroelectric material BaTiO3 [123] be-
longs to this Aizu species and it is perfectly switchable
by external electric fields.
Besides, domain states given by other Aizu species are
also characterized by the electric polarization. Following
the notation by Aizu [273] and Litvin [138], the domain
states are classified into “full-electric”, “partial-electric”,
“null-electric”, and “zero-electric”. These notations are
defined as follows:
1. full (F) electric: all domain states are distinguish-
able according to P .
2. null (N) electric: all domain states have the same
P , and thus, domains are not distinguishable by
P .
3. zero (Z) electric: in all domain states P is zero.
Therefore, domains are not distinguishable by P .
4. partial (P) electric: some domain states have the
same P and are not distinguishable. However,
there are several classes of domain states which are
distinguishable by P .
Accordingly,
1. full (F) electric: all domains are switchable by E.
2. null (N) electric: domains are not switchable by E.
3. zero (Z) electric: domains are not switchable by E.
4. partial (P) electric: domains are partially switch-
able by E. Domain states having the same P can
not be controlled by E.
Similarly, Aizu species is also characterized by magneti-
zation M , strain ˆ, and so on.
The Aizu species is useful to classify domain states.
When a pair of disordered phase and ordered phase are
specified by symmetry, the corresponding Aizu species
tells what ferroic order parameter characterizes domains
and how domain states can be switched by external fields
conjugate with the ferroic order. In Sec. IV, we clas-
sify the odd-parity magnetic multipole order in candidate
materials. The magnetic transitions in the classified list
belong to Aizu species which may be called “full odd-
parity-magnetic”.
Note that Aizu species has been defined in several
ways [275]. Algebraic relation of point groups is def-
initely given without ambiguity. However, the coordi-
nates can be arbitrarily taken. For example, the Aizu
species mmm F 2mm represents a nonpolar-polar phase
transition in an orthorhombic system, where the polar
axis of the ordered phase (2mm) is not explicitly given.
In the representation theory, the nonpolar-polar transi-
tion is represented by either of B1u, B2u or B3u irre-
ducible representation of the D2h point group. However,
the three irreducible representations can not be distin-
guished by Aizu species, since they are merged into the
same Aizu species mmm F 2mm. To solve this problem,
we may define the Aizu species with taking into account
the coordinates of the ordered phase relative to those of
the disordered phase. Indeed, Aizu introduced several
definitions of the Aizu species with conventions on the
coordinates, which are called “normal”, “specific”, “sub-
specific”, and “rigorous” definitions [275]. In our clas-
sification theory, we adopt the subspecific definition of
Aizu species so as to maintain the correspondence with
the representation theory.
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