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Abstract
Experimental and Computational Investigations of Organic
and Hybrid Solar Cells
Nancy D. Eisenmenger
Organic and hybrid solar cells are complex, nanostructured devices, for which
an in-depth understanding is required to improve and optimize. Both types of solar
cells take advantage of the strong optical absorption of organic chromophores to
collect sunlight and have reached maximum efficiencies of around 12% as of the
end of 2014. They both also rely on nanostructures and interfaces to balance
energy and charge transport. Despite these underlying similarities, organic solar
cells and dye sensitized solar cells present different challenges to optimization.
We have applied experimental and computational techniques to help explore and
understand factors that affect their efficiencies and describe and predict strategies
for improving them. We made a comparative study of two isostructural donor
molecules and studied the exciton and charge transport in a non-fullerene acceptor
molecule in bulk heterojunction organic solar cells. We then wrote a kinetic Monte
Carlo simulation to study energy transfer in donor-acceptor systems and applied
it to study trapping kinetics in different morphologies, energy relay dyes in dye
sensitized solar cells, and energy cascades in bilayer organic solar cells. Based on
these simulations, we offer design suggestions for both types of solar cells.
viii
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Chapter 1
Introduction
1.1 Organic Photovoltaics
Organic solar cells were created by Tang nearly 30 years, and the efficiency
has made remarkable improvements from 1%1 to almost 12%2 since then. These
solar cells are composed of two phases made up of a donor material and an accep-
tor material. Each phase can be either a small molecule/oligomer or a polymer.
Materials selection is governed by the interplay of many criteria, including spec-
tral coverage (material bandgap), relative HOMO and LUMO energy level offsets,
electron and hole mobility, solubility, and high purity (low trap concentrations).3,4
In addition, once these criteria are met, the morphology of the resulting film is
extremely important. Devices with bulk heterojunction morphologies, where the
donor and acceptor materials are intimately mixed with phase separate on a small
scale, show high performance, but it is often difficult of obtain the desired mor-
1
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phology. This difficulty is a crippling problem for most organic solar cells: their
success relies on finding a processing procedure that results in a kinetically trapped
morphology that has the appropriate phase separation and domain sizes. Optimiz-
ing processing techniques is time consuming and requires varying donor/acceptor
ratios, spincoating and bladecoating parameters, solvents and co-solvents, and
controlled drying and thermal annealing.5,6
Much is already known about designing a successful morphology. The main
design criteria are summarized here:7
1. Exciton Diffusion. The domains must be about the same size as the
exciton diffusion length, LD. If the domains are too large, then excitons
generated within the interior will relax to the ground state before they reach
an interface. LD is material dependent, as it is a function of the exciton
lifetime and diffusion constant, LD = (Dτ)
1/2, but is generally ∼10 nm.
2. Exciton Dissociation. The domain interfaces must have substantial sur-
face area in order to facilitate exciton dissociation. Excitons in organics can
only overcome their binding energy with the help of the electric field from
the donor-acceptor energy level offset so charge generation can only occur at
the interfaces. Increasing the probability of exciton dissociation necessitates
large interfacial area.
2
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3. Charge Transport. The domains must be interconnected and have direct
pathways to the electrodes for efficient charge transport. The more tortuous
the pathways, the more time the charges will have to be trapped and recom-
bine before they are collected. Islands of donor or acceptor not connected
to the electrode or cul-de-sacs in the direction of the applied electric field
will lead to greater recombination.
Criteria (1) and (2) are best met by a well mixed bulk-heterojunction-type system,
but criterion (3) is best met by a bilayer structure. To have an efficient device, a
structure must be found that satisfies and balances all three requirements. Using
design strategies to overcome one or more of these limitations could help improve
organic solar cell efficiencies. For instance using an energy transfer cascade struc-
ture can facilitate the movement of excitons, allowing for the use of a bilayer-type
structure which is good for charge transport.
1.2 Dye Sensitized Solar Cells
Dye sensitized solar cells were first made in 1991 by O’Reagan and Graetzel
with a remarkable efficiency of 7%.8 Since then they have increased to 12% in
efficiency.2,9 These solar cells are composed of a sensitizing dye, which absorbs
sunlight, a nanoporous titania film to which the sensitizing dye molecules are
3
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adsorbed, and an electrolyte - usually a redox couple in liquid solution that fills
the nanopores. The sensitizing dye molecules are usually large transition metal
complexes or conjugated molecules that absorb broadly across the solar spectrum.
They are functionalized with solubilizing groups which allow them to be applied
to the titania in solution and some type of acid group which allows them to
attach strongly to the titania. The nanoporous titania is a semiconductor which
transports electrons from the dyes to the cathode while the electrolyte regenerates
the dye molecules that have already injected electrons into the titania. The titania
needs to be nanoporous (particles are about 20 nm in diameter) so there is a high
surface area where dyes can be attached.
There are currently several limitations in the field of dye sensitized solar cells.
First, the liquid electrolyte makes device stability and encapsulation difficult.
Solid-state hole transporting materials are available and can be used instead, but
lead to lower efficiencies, mostly due to incomplete filling of the nanopores.10
Another limitation is the absorption of the dye, which needs to absorb strongly
from the ultra-violet to the near infrared; unfortunately there is a tradeoff between
the oscillator strength of a chromophore and the width of absorption. Dyes with
low extinction coefficients mean solar cells must be thicker, which can cause issues
with transport. An alternative to using broadly absorbing dyes is to use multiple
dyes with complementary absorption. Co-sensitizing is indeed an effective design,
4
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leading to some of the most efficient DSCs.10 However, further progress with this
technique is limited due to the surface area of the nanoporous titania - multiple
dyes must compete for a surface on which to adsorb. One way to overcome this
problem is to dissolve the second, complementary dye in solution rather than
adsorb it to the titania. Then the issue becomes injecting an electron from the
second dye which is no longer in close proximity to the titania interface. This
can be done by transporting the excited state from the dye in solution to the
sensitizing dye via Fo¨rster energy transfer. This energy relay dye strategy has
been pursued experimentally, but has not yet led to highly efficient DSCs.11–16
1.3 Kinetic Monte Carlo Simulations and En-
ergy Transfer
Kinetic Monte Carlo (KMC) simulations can be used to simulate the time-
dependent behavior of a system, provided the rates are known for all possible
events. The probability of an event occurring in the simulation is proportional to
its rate. This type of simulation proves to be quite useful for studying Fo¨rster
energy transfer because the energy transfer rate can be calculated from the Fo¨rster
transfer radius and the distance between the molecules. Thus KMC simulations
are useful for studying exciton diffusion within one material which occurs by
5
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energy homotransfer as well as exciton movement via Fo¨rster transfer from one
material to another. As mentioned above, energy transfer is relevant to energy
relay dyes in dye sensitized solar cell and to energy transfer cascades in organic
photovoltaics. We take advantage of a KMC simulation framework to study both
types of solar cells.
1.4 Overview
Chapter 2 discusses a suite of experiments exploring isostructural donor
molecules. We investigated why one of the molecules performs well in organic
solar cells and a nearly identical molecule does not. We found that although the
changing a single atom from carbon to silicon in the structure of the molecule
does not significantly affect electronic and optical properties, it does affect ther-
mal properties of the molecules and thus their morphology in the film and how
they behave upon annealing. Appendix A contains supporting information for
this chapter.
Chapter 3 discusses the non-fullerene acceptor molecule, DTI, and photolumi-
nescence studies that that support a mechanism that explains why DTI performs
poorly in annealed bulk heterojunction organic solar cells.
6
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Chapter 4 reports the results from kinetic Monte Carlo simulations of energy
transfer in different donor acceptor geometries and classifies the trapping kinetics
based on morphological parameters. We found that the trapping appears to be
controlled by the surface area to volume ratio of the donor domains.
Chapter 5 discusses energy relay dye strategies for dye sensitized solar cells.
We used our kinetic Monte Carlo simulations to show that energy relay dyes
with strong energy self-transfer can increase the exciton transfer efficiency to the
sensitizing dye. We proposed guidelines for a universal energy relay dye.
Chapter 6 discusses strategies for bilayer organic solar cells using energy cas-
cade designs. We evaluated several types of energy cascades and device architec-
tures and made suggestions for designing bilayer solar cells with energy cascades.
Appendix B contains supporting information for this chapter.
7
Chapter 2
Effect of Bridging Atom Identity
on the Morphological Behavior of
Solution-Processed Small
Molecule Bulk Heterojunction
Photovoltaics
2.1 Introduction
Organic photovoltaics (OPVs) are alternative materials systems to amorphous
silicon, CdTe, and CIGS for thin film solar cells.17 The highest power conversion
efficiencies (PCEs) of lab-scale (area ∼< 0.2 cm2) OPVs have been typically ob-
tained with solution-processed polymer:fullerene-based bulk heterojunction (BHJ)
devices,18,19 which have PCEs up to 9.2%.20 Advances in the performance of BHJ
solar cells with solution-processable small molecules21–31 have led to PCEs up to
7.2%.32 Photovoltaics with small molecule based active layers possess several po-
8
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tential advantages over polymer systems. Compared to polymers, small molecules
do not suffer from the effects of polydispersity, tend to have less batch-to-batch
variation, and are easily functionalized and purified via standard techniques.33
Several classes of donor small molecules have been successfully utilized
in BHJ solar cells, including squaraine dyes,34–36 diketopyrrolopyrrole based
molecules,25,37 and oligothiophenes.27,38–40 Due to their ability to crystallize, the
morphological characteristics that lead to high PCE may differ from polymers.
Here we report here on the characterization of the morphology and optoelectronic
characteristics of two low-band gap solution-processable small molecule donors
and their use in BHJs with [6,6]-phenyl C71-butyric acid methyl ester (PC71BM).
It is well-known that device performance of both polymeric and small molecule
BHJs depends critically on the complex three-dimensional morphology of the ac-
tive layer.5,41–44 Polymer based BHJs comprise a multiphase blend of pure donor
and acceptor and an impure amorphous region.43,45 Small molecules are likely
to crystallize into pure domains, but mixed amorphous domains may also be
present. Studies have shown that both vapor and solution-based deposition of
small molecules can lead to efficient multilayer or BHJ devices,21,22,26,44,46–51 sug-
gesting the importance of the final film microstructure, rather than fabrication
techniques, on device performance.52 Because the mobility of charge carriers de-
pends on molecular ordering, and hence degree of crystallinity,53 small molecules
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may have the advantage of higher charge carrier mobilities. Despite recent efforts
to characterize the morphology in small molecule BHJs25,28 knowledge regarding
these systems is still lacking.
Here, we investigate two isostructural small molecules, 5,5’-bis7-(4-(5-
hexylthiophen-2-yl)thiophen-2-yl)-[1,2,5]-thiadiazolo[3,4-c]pyridine-3,3’-di-2-
ethylhexylsilylene-2,2’-bithiophene, (d -DTS(PTTh2)2) and its carbon-bridged
analog (d -CDT(PTTh2)2), compounds that are based on an electron accep-
tor/donor/acceptor core with end-capping donor units (Figure 2.1).54 Changing
the identity of the bridging atom from silicon to carbon results in significantly
different morphological behavior and PCE. Note that d -CDT(PTTh2)2
55 is an
isomer of d -DTS(PTTh2)2, which is currently one of the highest-performing
donors in BHJs.23 The effect of bridging atom identity, specifically the difference
between carbon and silicon, is already known in polymer based systems. For
example, the low bandgap polymer, poly[4,4-bis(2-ethylhexyl)-cyclopenta-(2,1-
b;3,4-b’)dithiophene]-2,6-diyl-alt-(2,1,3-benzothiadiazole)-4,7-diyl (PCPDTBT),
performs well in as-cast BHJs with PC71BM.
56 Its silole-containing analog,
poly[4,40-bis(2-ethylhexyl)dithieno (3,2-b;20,30-d)silole]-2,6-diyl-alt-(2,1,3-
benzothidiazole)-4,7-diyl (PSBTBT), performs comparably in as-cast devices,
but unlike PCPDTBT its performance can be increased substantially with
thermal annealing.57
10
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Figure 2.1: The molecular structures of (a) d -CDT(PTTh2)2 and (b) d -DTS-
(PTTh2)2. They differ by only one atom. One-electron ground state wave func-
tions and calculated orbital energy eigenvalues, E, for the (c) d -CDT(PTTh2)2
and (d) d -DTS(PTTh2)2, showing the HOMO, LUMO, and LUMO+2.
11
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To date, the effect of bridging atom identity in small molecule BHJs has not
been thoroughly explored. We employ several techniques, including grazing inci-
dence wide-angle X-ray scattering (GIWAXS), transmission electron microscopy
(TEM), UV-visible spectroscopy, optical microscopy, and in situ current-voltage
measurements to elucidate the morphological evolution in d -DTS(PTTh2)2:-
PC71BM and d -CDT(PTTh2)2:PC71BM BHJs and shed light onto reasons for
the difference in photovoltaic performance.
2.2 Experimental
d -DTS(PTTh2)2 was synthesized as previously reported,
55 and d -CDT-
(PTTh2)2 was prepared analogously. Devices were fabricated with the glass/ITO
(140 nm)/MoOx (10 nm)/small molecule:PC71BM (3:2 by mass)/Al (90 nm) ar-
chitecture with a spin-coated active layer and thermally evaporated MoOx and
Al layers. Samples for spectroscopy and X-ray diffraction were identical sans
the Al cathode. Blend samples for all measurements contained the same ra-
tio by mass as the films for devices. See the Supporting Information for a de-
tailed description of the synthesis, device fabrication, and measurement tech-
niques used. Calculations for geometry optimization and orbitals were done with
12
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Gaussian 03at the RB3LYP//6-31G(d) level of theory. Orbital were plotted in
Avogadro.MarvinSketch was used for drawing structures.
2.3 Results and Discussion
2.3.1 Electrical, Optical, and Thermal Properties.
Despite their similar structures, devices made without solvent additives with d -
DTS(PTTh2)2 have PCEs up to 3.4%, while d -CDT(PTTh2)2 devices did not at-
tain PCE over 1% vide infra. In order to understand the difference in photovoltaic
performance between d -DTS(PTTh2)2 and d -CDT(PTTh2)2 based devices, it is
important to first compare the optical, thermal, and electronic properties of the
two compounds. We find that while their electronic properties are similar, their
thermal behavior differs substantially.
Electronic Structure.
The energies of the highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO) of d -DTS(PTTh2)2 and d -CDT(PTTh2)2,
which were determined by the onsets of the oxidation and reduction peaks in cyclic
voltammetry experiments (Supporting Information Figure S1), match closely (Ta-
ble 2.1).23 The similarity of the electronic energy levels suggest that there are no
13
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large differences in electronic structure between the two molecules in solution and
the maximum attainable open-circuit voltages (V OC ) in solar cells should be
similar. In related compounds, substitution of silicon for carbon in the bridge-
head of the cyclopentadithiophene (CPDT) group in polymers, e.g. PCPDTBT
and PSBTBT, also has little effect on the electronic levels.58,59 Based on DFT
calculations, HOMOs for both compounds are well delocalized across the molec-
ular backbone, but the electron density of the LUMOs are moderately localized
on the acceptor units (Figure 2.1).
14
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UV-Visible Absorption.
The UV-visible optical absorption spectra of d -DTS(PTTh2)2 and d -CDT-
(PTTh2)2 are qualitatively similar and exhibit two main features (Supporting
Information Figure S2) in chloroform solution. The lowest energy band, seen as a
broad, featureless peak from about 500 to 750 nm, is present for both compounds.
For d -DTS(PTTh2)2, the peak wavelength, λmax, of this lowest energy feature
occurs at 620 nm, or 2.0 eV and for d -CDT(PTTh2)2the peak is shifted lower in
energy to λmax = 645 nm, or about 1.9 eV. The lower intensity, higher energy
peak occurs at 390 nm (3.19 eV) for both molecules.
Calculated absorption spectra for d -DTS(PTTh2)2 and d -CDT(PTTh2)2,
based on time-dependent density functional theory (TDDFT),60 show that the
absorption spectra are characterized by one dominant, low-energy transition
with large oscillator strength and a higher-energy transition with lower oscilla-
tor strength. The first ten excited states for each molecule are described in the
Supporting Information Tables S1 and S2. For both molecules, the lower energy
peak can be attributed to a singlet excited-state (S 0 → S 1 ) HOMO → LUMO
transition from a highly delocalized HOMO to a LUMO with increased contribu-
tion from the electron accepting moieties of the molecule (transition dipole along
the long axis of the molecule). For d -CDT(PTTh2)2, the second, higher-energy
band is a transition from the HOMO → LUMO+2 (excited state 7). For d -DTS-
16
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(PTTh2)2, the second band is also mainly from the HOMO → LUMO+2 transi-
tion, with a small contribution from the HOMO-2 → LUMO transition (excited
state 6). The transitions in both compounds correspond to an orbital localized
on the central acceptor/donor/acceptor core of the molecule (transition dipole is
also along the long axis of the molecule).
Aggregation into solid-state thin films causes pronounced changes in the ex-
perimental absorption spectra (Supporting Information Figure S3) of both com-
pounds and suggests differences in molecular packing. The absorption edges (Ta-
ble 2.1) of the UV-vis spectra for d -DTS(PTTh2)2 and d -CDT(PTTh2)2 red shift
by about 0.10 and 0.13 eV, respectively. The red-shift can be partially attributed
to an effective increase in conjugation length due to increased planarity.61 In the
solid-state the low energy band comprises a series of peaks with an energetic split-
ting of about 0.16 eV, typical of coupling of the electronic excitation with C-C
vibronic stretching modes.59 The lowest energy feature in this band is frequently
attributed to pi−pi intermolecular interactions of adjacent molecules that occur in
the solid-state.58,61 For both compounds, these peaks can be fit to a Huang-Rhys
progression if the lowest energy peak is excluded (Figure 2.2).
The parameter, S, for the fit is larger (1.87 vs 1.47) for d -CDT(PTTh2)2, sug-
gesting greater geometric change upon absorbance relative to d -DTS(PTTh2)2.
The lowest energy peak is likely due to a different population of molecules in the
17
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a) b)
c) d)
Figure 2.2: UV-vis absorbance of d -DTS(PTTh2)2 (a) and d -CDT(PTTh2)2 (c)
films (in blue) fit with a Huang-Rhys progression (in black and red). The Huang-
Rhys intensities are shown for d -DTS(PTTh2)2 (b) and d -CDT(PTTh2)2 (d), with
Huang-Rhys parameter S = 1.47 and 1.87, respectively, suggesting that d -CDT-
(PTTh2)2 undergoes a larger geometric change with absorption. The red dots
show the experimental data and the black crosses show the fit to the Huang-Rhys
equation. In each case, the intensity of the lowest energy Gaussian does not fit the
progression. The spacing between the Gaussian peaks that obey the Huang-Rhys
progression in the ft is 0.16 eV for both d -DTS(PTTh2)2 and d -CDT(PTTh2)2.
crystal. In the solid-state, the lowest-energy peak in the main absorption band
is centered at 715 nm (1.73 eV) for d -DTS(PTTh2)2 and 747 nm (1.66 eV) for
d -CDT(PTTh2)2, and it is more pronounced in d -DTS(PTTh2)2. This observa-
tion suggests the two compounds have a different molecular packing geometry.
As seen for derivatives of sexithiophene,61 if the transition dipoles are parallel
(molecules aligned), then the transition between the ground state and lower crys-
18
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talline excited state is forbidden, leading to the observed single, dominant peak,
or suppressed low-energy features. It is possible this type of transition dipole
coupling is occurring more in d -CDT(PTTh2)2compared to d -DTS(PTTh2)2, but
without single crystal structures it is difficult to assign the origin unambiguously.
The absorption maximum of the high energy feature (for d -DTS(PTTh2)2) does
not shift noticeably between solution and thin film.55
The UV-vis spectra of the BHJ active layers show a reduction in overall inten-
sity compared to pristine films. In addition, in both d -DTS(PTTh2)2:PC71BM and
d -CDT(PTTh2)2:PC71BMblends, the lowest energy peak becomes weaker relative
to other features, suggesting that PC71BMdisrupts molecular ordering. Despite
the better performance of d -DTS(PTTh2)2 based devices (vida infra), the absorp-
tion of the d -CDT(PTTh2)2 active layer extends farther into the near-infrared
(NIR), which, based on integrating the absorbance against the solar spectrum
(assuming the same thicknesses and 100% IQE), could result in photocurrent up
to 20% greater than d -DTS(PTTh2)2.
Differential Scanning Calorimetry.
The substitution of a silicon bridging-atom has a much stronger impact on the
thermal properties than on the electronic structure. The thermal transitions of
d -DTS(PTTh2)2 and d -CDT(PTTh2)2 in the bulk were characterized with dif-
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ferential scanning calorimetry (DSC) and are shown in Figure 2.3. The melting
and crystallization temperatures increase for d -DTS(PTTh2)2 relative to d -CDT-
(PTTh2)2. The main melting endotherm occurs at ∼ 220◦C for d -DTS(PTTh2)2
but only ∼ 145◦C for d -CDT(PTTh2)2. The melting temperatures of organic crys-
tals62 are determined by factors including molecular symmetry, electric dipoles, in-
teraction energies, and entropy.63–65 Considering the similar molecular structures
of the two compounds, it is possible that the higher melting temperature is evi-
dence of stronger intermolecular interactions between d -DTS(PTTh2)2 molecules
compared to d -CDT(PTTh2)2 molecules. The bridgehead bonds at silicon in d -
DTS(PTTh2)2 are longer than those at the carbon bridgehead in d -CDT(PTTh2)2
which may reduce steric interactions between adjacent molecules allowing closer
approach as has been noted for similar model compounds,58 but without known
crystal structures, this cause cannot be confirmed experimentally. The Huang-
Rhys fitting and diffraction data (vide infra) suggest different molecular packing
in the compounds’ crystal structures which makes direct comparison of intermolec-
ular interactions problematic and contributes to the large difference we see in the
melting point. In addition, d -DTS(PTTh2)2 has a second, smaller endothermic
peak that occurs at around 110◦C, which does not appear in d -CDT(PTTh2)2 sam-
ples. Upon cooling, d -DTS(PTTh2)2 exhibits a major crystallization exotherm at
∼ 185◦ C and a more subtle exothermic peak at around 90◦C. The smaller en-
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dothermic and exothermic peaks at 110 and 90◦C, respectively, are likely due to
a solid-solid phase transition between different polymorphs or melting and crys-
tallization of the ethylhexyl side chains.65 In contrast, when d -CDT(PTTh2)2 is
heated, a large exothermic peak occurs at around 90◦C just before the melting
endothermic peak at 145◦C, possibly a result of cold crystallization of amorphous
molecules before melting. On cooling, no major crystallization peak is seen, un-
like in d -DTS(PTTh2)2. In addition, the subtle baseline shift that occurs around
50◦C is indicative of a glass transition.
Figure 2.3: DSC traces of d -DTS(PTTh2)2 (purple) and d -CDT(PTTh2)2 (dot-
ted green). The heating and cooling rate was 2◦ C/min.
In addition to the DSC data for the neat compounds, the thermal behavior
of the blends with PC71BM can aid in developing and understanding process-
ing conditions for solar cells. When d -DTS(PTTh2)2is blended with PC71BM,
21
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the melting temperature is reduced to 195◦C, the crystallization temperature to
145◦C, and the smaller, more subtle melting and crystallization peaks are no
longer present. The d -CDT(PTTh2)2:PC71BM blend exhibits the same features
as the pure material, but the melting temperature decreases to 135◦ and the cold
crystallization peak occurs at 115◦C. The DSC traces of the blends are shown in
Supporting Information Figure S6.
2.3.2 Morphology of Donors and BHJs.
Grazing Incidence Wide-Angle X-ray Scattering (GIWAXS).
GIWAXS is a powerful technique to characterize molecular order in thin films
of semiconducting polymers66–70 and small molecules.71,72 Here, we use GIWAXS
to determine differences in ordering and orientation in as-cast and annealed films
of the small molecules and their blends with PC71BM. A previous GIWAXS study
of films of d -DTS(PTTh2)2 and their BHJs with PC71BM cast onto a silicon wafer
coated with a polymeric hole injection layer (Plextronics Plexcore OC AQ-1300)
showed increasing crystallinity with thermal annealing for both neat films and
BHJs but relatively little crystalline order in as-cast BHJs.55 For comparison,
we examined films on glass/ITO/MoOx substrates processed under different ther-
mal conditions, similar to those used to obtain the highest PCEs in the OPVs
22
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found here, and we focus on blend films with PC71BM that are relevant to device
architecture.
Pristine d-DTS(PTTh2)2 and d-CDT(PTTh2)2 Films. Two-
dimensional GIWAXS patterns of as-cast and annealed d -DTS(PTTh2)2 and d -
CDT(PTTh2)2 films are provided in the Supporting Information Figure S8. GI-
WAXS data on as-cast and annealed d -DTS(PTTh2)2 films reveal d-spacings of
the major in-plane and out-of-plane peaks similar to those previously reported
by Welch et al.55 The most intense reflection for d -CDT(PTTh2)2 reveals a d-
spacing of 16.0 A˚, less than the 19.1 A˚for d -DTS(PTTh2)2. Annealing of pristine
films tends to increase crystallite correlation length of the ordered domains. These
effects are detailed in the Supporting Information.
d-DTS(PTTh2)2:PC71BM. The scattering from the as-cast d -DTS-
(PTTh2)2:PC71BM blend film (Figure 2.4a) shows similar characteristics to the
neat film. Prominent textured features are found at qz = 0.34 A˚
−1(18.6 A˚) and at
qxy = 1.80 A˚
−1 (3.5 A˚) along with a diffuse ring from aggregated PC71BMat 1.34
A˚−1. Because the bulk single crystal structure of d -DTS(PTTh2)2 is not known,
the assignment of these features is based on a qualitative assessment of molecular
models. The reflection at qz = 0.34 A˚
−1 was previously attributed to stacking
along the 2-ethylhexyl side chains.55 Considering the conformation shown in Fig-
ure 2.1, half of the length along the conjugated core is relatively similar to the
23
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”height” of the molecule along the 2-ethylhexyl extent, so it is difficult to directly
assign this reflection to a molecular direction. The full assignment of a unit cell is
beyond the scope of this paper; therefore, we will use the convention of the pre-
vious publication55 and refer to the peak at qz = 0.34 A˚
−1 as the(100) reflection,
and the qxy = 1.8A˚
−1 as the (010) reflection. Peaks directly along qz are in the
inaccessible region of the Ewald sphere in grazing incidence geometry,70,73 and it
is of interest to note that the in-plane portion of the (100) peak has a d-spacing
of about 20.4 A˚. This could be a result of the presence of different polymorphs or
varying amounts of shrinkage in the out-of-plane vs in-plane directions.
The scattering data reveal the orientation and quality of ordering in the crys-
talline domains. A sector plot of the as-cast d -DTS(PTTh2)2:PC71BM film (Sup-
porting Information Figure S9) shows that both the (100) and the (010) reflections
have a broad angular distribution but with a dominant texture such that the a*
axis is aligned nearly along qz, where the polar angle is defined to be 0
◦. Assuming
the notation described above, this texture would be consistent with an edge-on
orientation of the conjugated core relative to the substrate, which is common for
many molecular organic semiconductors.45,55,74 The crystallite correlation length
is about 25 nm (Supporting Information Table S3) estimated with the Scherrer
equation and the full-width-at-half-maximum (fwhm) of the scattering peaks.75
It is important to note that Scherrer analysis assumes that only crystallite size
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Figure 2.4: Two-dimensional GIWAXS plots of (a) d -DTS(PTTh2)2:PC71BM
film as-cast, (b) d -DTS(PTTh2)2:PC71BM film annealed at 80
◦C, (c) d -CDT-
(PTTh2)2:PC71BM film as-cast, and (d) d -CDT(PTTh2)2:PC71BM film annealed
at 80◦C. All samples are on glass/ITO/MoOx substrates.
affects peak breadth. If this were true, then higher order peaks of the same fam-
ily, e.g. (h00), would have the same fwhm. However, paracrystalline disorder and
lattice-parameter fluctuations can significantly contribute to, and even dominate,
peak broadening.76 Because the crystal structure of these materials is not known,
and some of the scattering patterns do not show enough reflections we have not
performed this type of analysis. Nevertheless, preliminary examination of pris-
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tine d -DTS(PTTh2)2 films suggests that disorder likely contributes to the peak
breadth in these systems (Supporting Information Figure S7).
Annealing of d -DTS(PTTh2)2:PC71BMblend films at 80
◦C (Figure 2.4b)
slightly increased the d-spacings for the (100) and (010) reflections. However,
the crystallite correlation lengths did not change significantly with annealing (see
Table S3 in the Supporting Information). The respective angular distributions of
the (100) and (010) peaks still show that the crystals adopt an edge-on orienta-
tion; however, there is less amorphous scattering present and mixed order peaks
are more defined, suggesting greater ordering.
d-CDT(PTTh2)2:PC71BM Films. Despite its chemical similarity to d -
DTS(PTTh2)2, d -CDT(PTTh2)2 has significantly different crystalline ordering
in thin films. For as-cast d -CDT(PTTh2)2:PC71BM BHJs (Figure 2.4c), the
GIWAXS reveals only diffuse, amorphous type rings, making it difficult to de-
termine the molecular spacings. Relative to both as-cast neat d -CDT(PTTh2)2
(Supporting Information Figure S8) and d -DTS(PTTh2)2:PC71BM films, these
films lose their preferred orientation and the higher order reflection peaks dis-
appear. The presence of PC71BM reduces the degree of order much more in
d -CDT(PTTh2)2:PC71BM films compared to d -DTS(PTTh2)2:PC71BM films.
The annealed d -CDT(PTTh2)2:PC71BM (Figure 2.4d) blend film shows well
resolved scattering peaks that were also present in the annealed pristine d -CDT-
26
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(PTTh2)2 films (Supporting Information Figure S8). The d-spacing determined
from the out-of-plane portion of the (100) reflection is 16.1 A˚, noticeably less
than d -DTS(PTTh2)2:PC71BM films. This distance supports the assignment of
the (100) as stacking along the short axis of the molecule because the bridgehead
carbon atom has shorter bond lengths than the silicon bridgehead atom. Almost
no angular distribution of the peaks is observed, suggesting that the crystallites
probed by the GIWAXS experiment are highly textured (oriented in the same
way). Unlike in the as-cast films of d -CDT(PTTh2)2, the addition of PC71BM
noticeably increases the degree of preferential orientation of the crystallites in
the annealed films. A corresponding increase in preferential orientation was not
seen for the addition of PC71BM in annealed d -DTS(PTTh2)2 films. Why this
occurs for d -CDT(PTTh2)2 and not for d -DTS(PTTh2)2 is unknown. However,
it may provide more insight into the reason for the reduced device performance
of d -CDT(PTTh2)2. We expect that excessively large crystallites contribute to
the poor performance of d -CDT(PTTh2)2 based devices. The crystallite correla-
tion length in the [010] direction reached the resolution limit for Scherrer analysis
(∼190 nm),77 suggesting very large crystals. In fact, the appearance of a high
population of large (in-plane) crystallites in annealed d -CDT(PTTh2)2:PC71BM
films is clearly visible in polarized optical microscopy (Supporting Information
Figure S11) and also in selected-area electron diffraction where large crystals are
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much more prevalent in annealed d -CDT(PTTh2)2:PC71BM films compared to
annealed d -DTS(PTTh2)2:PC71BM films. The positions of the reflections match
those of the pristine film, and no crystallization of PC71BM is observed (Support-
ing Information Table S4).
Selected-Area Electron Diffraction.
Electron diffraction measures the in-plane scattering distribution over areas of
micrometers and is a useful complement to GIWAXS. Typical electron diffraction
patterns of d -DTS(PTTh2)2 and d -CDT(PTTh2)2 using a 2 µm beam diameter
are shown in the Supporting Information Figure S12. The as-cast d -DTS(PTTh2)2
BHJ shows a narrow, continuous ring corresponding to the 1.80 A˚−1 peak of the
donor along with a broad ring corresponding to the fullerene is observed. The
isotropic, continuous ring implies a large degree of scattering either from small
discrete crystals or a liquid crystalline-like structure. Annealing the film at 80◦C
narrows the ring at 1.80 A˚−1. A number of new, discrete spots begin to emerge
suggesting the crystals are either rare and/or large in size; however, we do not
observe any crystallization of the fullerene. Several new spots appear at q values
slightly less than that of the 1.80 A˚−1 ring, a few others within the broad fullerene
ring, and some at q values larger than 1.80 A˚−1. The d -CDT(PTTh2)2 BHJ film
shows a high degree of crystallinity in both the as-cast and annealed films. The
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selected area electron diffraction appears as a set of discrete spots with a number of
closely spaced q values suggesting the presence of polymorphs in the film. Relating
this to the broad peaks observed in the GIWAXS data, the superposition of the
narrow peaks likely blur together; alternatively, the scattering from the large
crystallites in-plane may effectively be missed due to the small fraction of the
crystals with the correct in-plane orientation that obey the Bragg condition. The
SAED of d -CDT(PTTh2)2 BHJ samples annealed at 80
◦C shows similar patterns,
again suggesting a high degree of order in agreement with the optical microscopy
and GIWAXS results. The SAED results again illustrate the sensitivity of the
morphology upon processing and chemical changes.
HR-TEM and STEM.
The morphology of the silicon- and carbon-bridged BHJ materials was further
characterized using HR-TEM and STEM. As shown in previous studies,23,54 HR-
TEM allows for the direct imaging and mapping of the regions giving rise to
the peaks observed in other scattering experiments. Selected regions of as-cast
and annealed d -DTS(PTTh2)2 BHJ films appear in Figure 2.5. Additional image
processing was performed to highlight regions showing lattice planes with q ≈
0.31 A˚−1 (2.0 nm), i.e. regions with crystalline d -DTS(PTTh2)2. In the as-cast
samples, the size of the donor crystallites appears to be small. Annealing at 80◦ C
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increases the size of the crystallites; some have dimensions in excess of 50 nm. The
large structural changes observed on annealing at 80◦C highlight the complexity
of small molecule solar cells and their sensitivity to processing conditions.
Figure 2.5: HRTEM image of the a) as-cast and b) annealed d -DTS-
(PTTh2)2:PC71BM BHJ. Lattice planes showing lattice planes with d∼2 nm are
highlighted in magenta. The as-cast film shows small randomly oriented crystals.
Upon thermal annealing the size of the crystals increases dramatically. Scale bars
are 50 nm.
The structure of the as-cast d -CDT(PTTh2)2 BHJ film shows a high degree
of crystallinity with clearly resolvable crystallites and large length scales on the
order of micrometers (Supporting Information). Unlike the crystals in the d -DTS-
(PTTh2)2 BHJ, analysis of the data shows a number of close d-spacings in the
range of 1 to 3.6 nm. HR-TEM and STEM measurements show that the carbon-
and silicon- bridged small molecules display large differences in their nanostructure
in the thin- film devices. Overall, films with the carbon-bridged molecule are more
ordered and have larger crystals.
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2.3.3 Characteristics of Solar Cells.
In Situ Current-Voltage Measurements.
Due to the significant morphological changes that occurred during thermal
annealing for the neat and BHJ films for the two compounds, it is difficult to
decide a priori what processing conditions might lead to the best power conver-
sion efficiency in solar cells. We have employed an in situ current-voltage (J-V)
annealing setup that tracks the current-voltage characteristics in the dark and
under illumination with time and temperature changes,43 the results from which
allow us to correlate morphological development during annealing with device
performance. Two types of in situ J-V annealing measurements were done: a
temperature ramp study in which J-V measurements were taken while the device
temperature (hot plate) was increased from room temperature at a constant rate
(200◦C/h or 3.3◦C/min), and an isothermal time study where devices were held
at approximately the temperature which gave the highest JSC for an extended
period of time to monitor their stability.
For all of the in situ J-V studies, device characteristics were obtained by
illumination from a 620 nm red LED array. We measured the UV-visible ab-
sorption in situ as the films were heated and generally observed that the over-
all intensity of the absorption maxima (500-800 nm) increased with annealing
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(Supporting Information Figures S4 and S5). d -DTS(PTTh2)2:PC71BM and d -
CDT(PTTh2)2:PC71BM, however, showed very little change around 620 nm at
the relevant annealing temperatures, suggesting that significant changes in JSC
are not due to large changes in the absorbance. Note that when temperature is
increasing, the VOC decreases as predicted by the conventional circuit model of a
solar cell (a diode in parallel with a current generator).43
The d -DTS(PTTh2)2:PC71BM devices subjected to the temperature ramp
study undergo an increase in current with temperature from room temperature
to 50◦C, possibly due to thermal activation of the current as seen in Figure 2.6a.
Continued heating results in a sharp increase in JSC and a distinct peak at 90
◦C,
well below the blend melting temperature of 193◦C. While this peak is partially
due to the thermally activated transport, our physical characterization shows that
changes in morphology of the active layer must also significantly contribute to JSC .
As temperature increases beyond the peak at 90◦ C, the JSC decreases rapidly. At
these higher temperatures, the drop off in JSC is dominated by further changes
in the blend microstructure as d -DTS(PTTh2)2 crystallites grow to a size that
is expected to be much too large for efficient charge extraction. GIWAXS and
polarized optical microscopy images of d -DTS(PTTh2)2:PC71BM films annealed
at 145◦C show evidence for preferential orientation of large crystallites, which
should negatively affect device performance. A similar peak in JSC has been ob-
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served during in situ J-V measurements of P3HT:PCBM; however, the JSC does
not begin to decrease until a much higher temperature (150◦C) when large scale
PCBM crystallites form.43 In P3HT:PCBM, the JSC does not decrease rapidly
and remains at an elevated value for an extended temperature range suggests that,
unlike the small molecule system, the improved morphology that is attained during
heating is more stable and does not quickly evolve to an undesired microstruc-
ture. Previously, d -DTS(PTTh2)2 devices were annealed at 110
◦C (100◦C) for 2
min (10 min) to obtain the best PCE.55,78 This annealing procedure is likely one
of many that would lead to a reasonable morphology and thus a good efficiency.
However, based on the rapid decline in current during the temperature ramp at
temperatures above 90◦C, we expect that the devices are unstable at annealing
times beyond 2 min at this temperature.
It is of interest to understand the changes in photocurrent as a function of tem-
perature. The observed peak in JSC is likely a result of the interplay between two
major factors: irreversible changes due to morphological evolution upon heating
and improved charge generation and extraction with increasing temperature. In-
terestingly, while the small molecule OPVs in this study show thermally activated
current, in situ thermal annealing studies of P3HT:PCBM did not show noticeable
thermally activated behavior up to the maximum temperatures studied (200◦C).43
To probe the contribution from thermally activated transport, a d -DTS(PTTh2)2
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a) b)
c) d)
Figure 2.6: In situ annealing: temperature ramp and isothermal studies for d -
DTS(PTTh2)2 (a and b) and d -CDT(PTTh2)2 (c and d) OPVs with JSC shown
with gray circles and VOC shown with black squares. The temperature was ramped
at ∼ 2.5◦C/min for (a) and (c). For (b) the temperature was held constant at
∼ 80◦C and for (d) the temperature was held constant at ∼ 97◦C.
device was subjected to a constant temperature anneal, slowly cooled to room
temperature, heated back to the same temperature, and so on. It is found that
the JSC steadily decreases during the cooling step. When the temperature is set
to increase again, the JSC tracks the temperature increase, but this second peak
in JSC occurs at a lower value than during the first heating cycle, and the peak
value continues to drop with successive heating cycles. The repeated peaks in JSC
suggest that thermally activated transport plays a noticeable role but overall is
outweighed by irreversible cycle-by-cycle morphological development that reduces
performance with extended annealing. In the isothermal (80◦C) annealing test
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the results of which are shown in Figure 2.6b, the JSC initially increases, peaks
in 10 min, and then degrades steadily. Because the temperature is constant in
these experiments, thermally activated transport is not expected to play a ma-
jor role in the current change after the first few minutes. The slow decrease in
JSC once again suggests that extended annealing allows deleterious changes in the
morphology.
The change in photocurrent with temperature provides information about the
recombination mechanism in these devices. One expects reversible thermally acti-
vated transport in organic semiconductors from thermally activated detrapping as
long as no substantial changes in structure occur.79 Temperature-dependent tran-
sient photocurrent measurements80 on annealed d -DTS(PTTh2)2 devices (Fig-
ure 2.7) show that the amount of charge extracted increases with temperature,
while the exponential time constant remains relatively unchanged, suggesting that
thermally activated detrapping cannot account for the entirety of the thermally
activated current. Instead, the increased concentration of charge indicates an im-
provement in generation as a function of temperature suggesting either a reduc-
tion in geminate recombination or thermally activated exciton diffusion.81 This
proposition is consistent with the lack of thermally activated photocurrent in
P3HT:PCBM which does not exhibit significant geminate recombination or issues
with exciton diffusion in efficient devices.
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a)
b)
Figure 2.7: Integrated charge and time constant, τ , from transient photocurrent
measurements for an annealed d -DTS(PTTh2)2 based device at 27
◦C (dark and
medium blue triangles), heated to 40◦C (yellow squares), 53◦C (orange diamonds),
68◦C (red sideways diamonds), and then cooled to 28◦C (green sideways triangles).
The d -CDT(PTTh2)2:PC71BM devices behave very differently from the d -
DTS(PTTh2)2 based devices during the temperature ramp study as shown in
Figure 2.6c. From room temperature to 50◦C, the current in the d -CDT-
(PTTh2)2:PC71BM devices increases in a manner similar to that in the d -DTS-
(PTTh2)2 ones, which again is likely due to thermally activated current. Rather
than peaking sharply, the current continues to increase slowly and reaches a sub-
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tle peak around 86◦C after which it starts to drop off. However, the current
density increases again at higher temperatures (110◦C - 147◦C) until the film
melts and shorts the device. During the isothermal (97◦C) annealing study, d -
CDT(PTTh2)2:PC71BM devices exhibit a JSC that initially decreases but then
increases to peak slightly above the initial value after which it steadily decreases
with extended annealing time as shown in Figure 2.6d. The increases in JSC
observed in the d -CDT(PTTh2)2 based devices during annealing are much lower
(75% increase vs 350% in the temperature ramp and 25% increase vs 300% in
the constant temperature study) than for d -DTS(PTTh2)2 devices. The smaller
increases in JSC during the temperature ramp and the decrease in JSC during the
constant temperature study suggest that charge generation and extraction is sig-
nificantly less efficient at all temperatures than in the silicon-bridged compound.
The poor performance of these devices is consistent with the morphological data
from GIWAXS and TEM experiments which show that d -CDT(PTTh2)2 crystal-
lizes readily with annealing and forms large crystals up to micrometers in size,
which are much too large to form an optimal BHJ morphology.
In situ current-voltage measurements provide additional insight into the pro-
cesses that influence device characteristics during annealing and support the pic-
ture that irreversible morphological development can result in efficient morpholo-
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gies that are difficult to maintain in small molecule BHJs at elevated temperatures,
especially in d -CDT(PTTh2)2:PC71BM devices.
Current-Voltage Characteristics.
As observed in other systems, the devices made with the silicon based analog
have a higher PCE than the carbon-based compounds processed without addi-
tives and using conditions from the in situ thermal annealing experiments. The
J-V curves are shown in Figure 2.8 along with EQE spectra in Figure 2.9a and
9b for annealed and as-cast devices with the device characteristics summarized in
Table 2.2. The as-cast d -DTS(PTTh2)2:PC71BM device starts out with poor effi-
ciencies of 0.7% and improves with annealing (80◦ C for 5 min) to 3.4%, mostly due
to large improvements in JSC and fill factor. On the other hand, as-cast d -CDT-
(PTTh2)2:PC71BM starts out with a poor efficiency of 0.2% and only gets worse
with annealing, due to losses in the JSC and VOC . We attribute the poor efficiency
for d -CDT(PTTh2)2:PC71BM to the larger domain sizes of d -CDT(PTTh2)2 ob-
served in GIWAXS and TEM even in the as-cast state. The performance of the
devices is very sensitive to processing conditions, as can be seen from the J-V data
measured in situ during heating, resulting in variation in PCE from substrate to
substrate. The performance among solar cells on the same substrate is consis-
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tent; however, and the values reported in Table 2.2 are the average of all working
devices on the best performing film of each type and annealing condition.
a)
b)
Figure 2.8: J-V characteristics for (a) d -DTS(PTTh2)2:PC71BM and (b) d -CDT-
(PTTh2)2:PC71BM OPVs. The light (filled) and dark (open) current are shown for
as-cast (gray circles) devices and devices annealed pre (black squares) and post top
contact evaporation (dark gray triangles). The d -DTS(PTTh2)2 OPVs improve
with annealing, while the d -CDT(PTTh2)2 OPVs actually lose performance with
annealing (80◦C for 5 min).
39
co
n
d
it
io
n
J
S
C
(m
A
/c
m
2
)
V
O
C
(V
)
F
F
P
C
E
(%
)
d
-C
D
T
(P
T
T
h
2
) 2
as
-c
as
t
1.
0
(0
.1
)
0.
66
(0
.0
1)
0.
26
(0
.0
1)
0.
2
(0
.1
)
an
n
ea
le
d
0.
6
(0
.1
)
0.
50
(0
.3
)
0.
28
(0
.1
)
0.
09
(0
.0
2)
d
-D
T
S
(P
T
T
h
2
) 2
as
-c
as
t
3.
6
(0
.2
)
0.
67
(0
.1
)
0.
29
(0
.1
)
0.
7
(0
.1
)
an
n
ea
le
d
(p
re
co
n
ta
ct
)
9.
9
(0
.4
)
0.
70
(0
.0
1)
0.
47
(0
.0
1)
3.
3
(0
.1
)
an
n
ea
le
d
(p
os
tc
on
ta
ct
)
8.
9
(0
.2
)
0.
70
(0
.0
2)
0.
43
(0
.0
2)
2.
7
(0
.2
)
a
T
h
e
va
lu
es
re
p
or
te
d
ar
e
av
er
ag
es
(s
ta
n
d
ar
d
d
ev
ia
ti
on
s)
of
al
l
w
or
k
in
g
d
ev
ic
e
p
ix
el
s
on
th
e
b
es
t
p
er
fo
rm
in
g
fi
lm
.
T
a
b
le
2
.2
:
O
P
V
D
ev
ic
e
C
h
ar
ac
te
ri
st
ic
s
fo
r
A
s-
C
as
t
an
d
A
n
n
ea
le
d
d
-C
D
T
(P
T
T
h
2
) 2
:P
C
7
1
B
M
an
d
d
-D
T
S
-
(P
T
T
h
2
) 2
:P
C
7
1
B
M
B
le
n
d
sa
.
40
Chapter 2. Effect of Bridging Atom Identity on the Morphological Behavior of
Solution-Processed Small Molecule Bulk Heterojunction Photovoltaics
Charge Transfer States in External Quantum Efficiency Measurements.
To further understand how the changes in ordering upon annealing influence
the optoelectronic characteristics, we examined the low-energy tail of the EQE.
The tail provides information about sub-bandgap states in the blend.82,83 For
example, charge transfer excitations (CTEs) have been suggested to be important
intermediates in generation and recombination processes. The EQE data for both
BHJs show a tail extending to ∼1.1 eV for d -DTS(PTTh2)2 and ∼1.2 eV for d -
CDT(PTTh2)2, which are values close to the offsets of the HOMO and LUMO of
the separated donor and acceptor. We were not able to extend the lower range
of the EQE data further due to the limitations of our measurement system. We
fit the tail with a combination of two Gaussians, one for the main absorption due
to the donor and one for a relatively sharp subgap feature, and an exponential
that describes the energetic disorder of CTE (Figure 2.9c and 9d).82 The feature
centered at ∼1.48 eV is likely a donor transition due to its proximity to the
absorption edge.
Our morphological characterization suggests the presence of polymorphic pack-
ing motifs, and this peak is likely due to an alternate arrangement of the donor
units than in the main absorption feature of the donor. Interestingly, the fits for
the tails were identical for as-cast and annealed devices suggesting that the tail
is not strongly impacted by increases in crystalline ordering. The tail assigned
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to CTE states is much narrower than the tail found in the P3HT:PCBM system
studied by Presselt et al.82 A comparison of the band tails of the small molecules
to P3HT:PCBM and PCDTBT:PC71BM devices are shown in Figure 2.10. Both
small molecule blends have sharper tails than the P3HT blends and the d -CDT-
(PTTh2)2 blend has a sharper tail than the related polymer PCDTBT.
83 The
steeper slope for the exponential tail suggests that the energetic distribution of
CT states is less broad than in polymer BHJs; a possible origin is the relative
purity of the domains compared to polymers where molecular mixing of fullerenes
in the polymer have been observed in many systems.43–45,65,84 Whether it could
prove to be a key advantage for small molecule OPVs leading to higher open
circuit voltages is still unknown.
2.4 Conclusion
We have performed a systematic study of the optoelectronic characteristics of
two promising small molecule donors for solution processed small molecule OPVs
that differ by only the bridgehead atom (carbon for d -CDT(PTTh2)2 and sili-
con for d -DTS(PTTh2)2). The largest difference between the compounds is their
thermal behavior with higher thermal transition temperatures observed for the
silicon compound. Both compounds have crystalline phases and thermal anneal-
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ing at temperatures below the melt increases the size of the crystalline domains.
Despite the simple change of bridgehead atom, the observed scattering patterns
suggest differing crystal structures in d -CDT(PTTh2)2 and d -DTS(PTTh2)2.
The larger crystalline domains for d -CDT(PTTh2)2 lead to lower perfor-
mance in BHJ OPVs. BHJs with both d -CDT(PTTh2)2 and d -DTS(PTTh2)2had
sharper tails in the EQE spectra than polymer:fullerene BHJs. This feature sug-
gests that the crystallinity due to small molecules has the potential to improve
the VOC in OPVs due to a reduction in electronic tail states. The results here
show that to gain these benefits, improvements in control of the domain sizes of
crystallization are essential.
No attempt was made here to use processing additives that have successfully in-
creased the power conversion efficiency of similar small molecule BHJ OPVs.23,24,85
It is known that using 0.25% 1,8-diiodooctane as an additive boosts the efficiency
of d -DTS(PTTh2)2 to 5.6%.
85 In these cases, the domain sizes are kept small
during the casting process. The results here suggest that such structures in as-
cast films should be examined to determine if cold crystallization can limit the
morphological stability at operational temperatures in practical solar cells.
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a) b)
c) d)
Figure 2.9: The EQE (as fractions) of (a) d -DTS(PTTh2)2:PC71BM and (b)
d -CDT(PTTh2)2:PC71BM OPVs with as-cast (black) and annealed (gray dashed)
lines. EQE of the low energy tail of annealed d -DTS(PTTh2)2:PC71BM (c) and
d -CDT(PTTh2)2:PC71BM (d) OPV devices plotted on a log scale vs energy. The
red circles show the experimental data, and the black dashed line shows the fit
with two Gaussians and an exponential. The broader Gaussians centered at higher
energy (blue dotted line) are from the small molecule absorption (Ec = 1.73 eV,
σ = 0.23 for d -DTS(PTTh2)2 and Ec = 1.66 eV, σ = 0.24 for d -CDT(PTTh2)2.
The Gaussians at lower energy (blue dashed line) are both centered at 1.48 eV.
The exponentials (blue long-dashed line) have slopes of 14.1 for d -DTS(PTTh2)2
and 19.2 for d -CDT(PTTh2)2.
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Figure 2.10: The low energy tail of the relative spectral response
for d -DTS(PTTh2)2:PC71BM (dark green), d -CDT(PTTh2)2:PC71BM (light
green), P3HT:PCBM (yellow, orange (Presselt)82 and brown (Street)83), and
PCDTBT:PC71BM (blue (Street)
83). The slopes of the exponential tails are 10.1,
10.1, 10.7, 17.8, 25.5, and 17.8 eV−1, respectively.
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Studies of a Non-Fullerene
Acceptor: DTI
3.1 Introduction to DTI
Fullerene derivatives are the most common acceptors used in organic solar cells
because they tend to accept electrons efficiently from nearly all donor materials;
however, they have poor absorption in the visible range of the solar spectrum.86
Therefore it is desirable to design non-fullerene acceptor molecules that retain the
good electron-accepting properties but also have a strong absorption in the visible
so that they can more effectively contribute to the photocurrent of the solar cell.
DTI, a decacyclene triimide derivative is one such non-fullerene small molecule
acceptor.87 It has been found that DTI performs better in as-cast than in annealed
solar cells and morphological studies suggest that DTI forms pi-stacked columns
that run in the plane of the film.88 We performed photoluminescence quenching
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studies to elucidate the difference in performance of as-cast and annealed solar
cells made with DTI.
3.2 Photoluminescence Quenching
We used fluorescence quenching studies to better understand the behavior
of excitons and the formation of charges in the DTI blend films. By selectively
exciting at wavelengths where absorption is dominated by DTI (430 nm) or P3HT
(570 nm), we can detect changes in the charge transfer behavior of the donor and
acceptor in the film. For the as-cast film, the fluorescence is quenched 60% for
the P3HT and 76% for the DTI. When the film is annealed, the DTI quenching
increases to 90%, while the P3HT quenching decreases slightly to 53% (Figure 3.1).
Figure 3.1: Fluorescence emission from as-cast and annealed P3HT:DTI blends
excited at (a) 430 nm (in the DTI absorbance) and at (b) 570 nm (in the P3HT
absorbance).
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The small decrease in P3HT quenching (increase in PL intensity) suggests that
charge transfer from P3HT to DTI decreases in efficiency with annealing. This
is consistent with larger P3HT domains forming upon annealing,88 which would
decrease the efficiency with which excitons reach the domain interfaces; therefore,
decreasing charge formation and fluorescence quenching. The increase in DTI
quenching (decrease in PL intensity) suggests that charge transfer from DTI to
P3HT becomes more efficient with annealing. This result is not consistent with
the increase in DTI crystallite size observed;88 however the increased order in the
DTI columns could lead to a higher exciton diffusion length along the columns,
allowing excitons to reach interfaces and form charges more efficiently than in
the more disordered case. Exciton diffusion lengths of up to 60 nm have been
demonstrated for ordered columnar liquid crystals.89
With only a small loss in charge formation from P3HT excitons and a sizable
increase in charge formation from DTI excitons, one would expect the solar cells to
improve with annealing. Instead, the efficiency decreases rapidly,88 suggesting that
the morphological changes caused by annealing lead to poorer charge extraction.
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3.3 Conclusion
While DTI is a promising non-fullerene, small-molecule acceptor, it does not
out-perform PCBM in solar cells, especially after the films are annealed. Based on
the knowledge of the morphology of the DTI in films and our photoluminescence
studies, we conclude that the DTI columns lying in the plane of the film are
efficient at transporting excitons and charges along the length of the column (in
the plane of the film), but not between columns (across the film) as is necessary for
good transport in organic solar cells. As the film is annealed, the columns grow
and become more ordered thus increasing charge formation from DTI excitons
due to good exciton transport, but decreasing electron collection because of the
inability of the DTI columns to transport electrons across the film.
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A Kinetic Monte-Carlo Study of
Energy Transfer and Trapping in
Systems with Restricted
Geometries
4.1 Introduction
Fo¨rster energy transfer is an important physical process where an excited state
(exciton) is transferred from a donor molecule to an acceptor molecule via a dipole
interaction. The donor molecule has higher energy electronic transitions than the
acceptor; thus its excited state has sufficient energy to excite the acceptor. One
of the oldest and most common uses of Fo¨rster resonant energy transfer (FRET)
is in biological applications for imaging and characterizing distances.90 The time-
dependent fluorescence intensity, I(t), of the donor and trap yield information
about the proximity, spatial orientation, and geometry of the donors and traps.
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By monitoring I(t) of molecules tagged with chromophores, the distance between
the donors and traps can be deduced. Such an approach has been widely used to
study protein folding and conformation and interactions between biomolecules.90
In other contexts, FRET on 2D and surfaces has proved to be useful for studying
membranes and interfaces.91–93 FRET has also been useful for characterizing
interfaces of polymer nano-domains, such as those formed by block-copolymers,
micelles, and polymer nanoparticles.94–96
Despite its ubiquity, energy transfer of excited states is not well understood in
complex geometries containing inhomogeneous distributions of donors and traps.
Analytical solutions exist for homogeneous systems97,98 and special cases of con-
fined systems,99–103 and almost always only consider either the high trap limit case
or situations using only donor-trap transfer, in conjunction with high symmetry
geometries95 like planar,104 spherical,105 or cylindrical106 symmetries. However in
systems with concentrated donor domains with non-negligible donor self-transfer,
the self-transfer becomes a relevant mechanism in exciton movement. Accounting
for the donor self-transfer increases the complexity of the energy transfer processes
and makes analytical solutions prohibitively difficult.
In this work we are interested by issues and morphologies relevant for nanos-
tructured solar cells such as organic photovoltaics (OPVs) and dye sensitized solar
cells (DSSCs). OPVs and DSSCs are emerging as a promising technology for in-
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expensive solar applications.17 OPV devices, which use a donor and acceptor
organic semiconductor material to convert photons to electricity, are generally en-
gineered to have nanostructured bulk heterojunction (BHJ) morphologies.107,108
Controlling the morphology is crucial to the performance of the OPV because it
must be optimized for the transport of both excitons (bound excited states) and
charges, which have conflicting criteria. By their nature as organic chromophores,
OPV donors and acceptors also have the potential for FRET to occur between
them,109–112 thus FRET is a mechanism for exciton transport within and between
domains of such materials. Moreover, understanding Fo¨rster energy transfer in
OPVs has recently gained interest, because FRET offers a way to enhance the
OPV performance.112–117 DSSCs also use organic chromophores to absorb sun-
light and have a nanostructured morphology based on a nano-porous titania (or
other wide gap semiconductor) film. New designs for DSSCs incorporate energy
relay dyes,10,12–16,118–123 which are energy donors that serve to enhance the absorp-
tion across the solar spectrum. The relay dyes energy transfer to the sensitizing
dyes which are adsorbed to nanostructured titania. Thus, just as for the OPVs,
energy transfer is important in exciton transfer among relay dyes124 and from
relay dyes to sensitizing dyes.
In this work, we wish to understand FRET in morphologies relevant to OPV,
especially those generated by block copolymers of donors and acceptors. We
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are specifically interested in situations for which donors and acceptors are phase
separated in bicontinuous, nanostructured domains. However, increasing the com-
plexity of the system makes analytical solutions prohibitively difficult. Therefore
in this work we use a kinetic Monte-Carlo simulation approach to study energy
transfer in model geometries. Given the complexity of the systems, finding simple
measures to classify these morphologies based on the behavior of exciton trapping
within them would simplify our understanding of energy transfer as a mechanism
in realistic OPV morphologies. Hence, we analyze our results in terms of simple
morphological measures to probe the quantitative utility of such characteristics.
The article is arranged as follows: first we validate our simulation for ho-
mogeneous donor-acceptor mixtures using known results from Fo¨rster’s original
solution as well as several other analytical solutions. We demonstrate that our
simulation exactly reproduces the result from Fo¨rster’s solution, and provides
good agreement with approximate analytical solutions proposed in the literature.
Subsequently, we simulate energy transfer in standard block-copolymer morpholo-
gies such as lamellae, cylinders, spheres, and gyroids (Figure 4.1a-d). We consider
a range of domain sizes and two different concentrations of chromophores. We also
look at the effect of diffuse interfaces on the energy transfer behavior by examin-
ing the effect of hyperbolic tangent interfaces on the exciton trapping behavior in
lamellae. Additionally we simulate energy transfer in a microemulsion morphol-
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Figure 4.1: Morphologies used in the simulations showing the volume occupied
by donor (or trap) chromophores for (a) lamellae, (b) BCC spheres, (c) hexago-
nally packed cylinders, (d) gyroid, (e) microemulsion, and (f) 3D-checkerboard.
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ogy calculated for a polymer blend of A and B homopolymer and an AB diblock
(Figure 4.1e). By fitting all data sets and characterizing their length scales, we
are able to collapse the fitting parameters onto a single curve when considered
with respect to the ratio of surface area to donor domain volume.
4.2 Kinetic Monte-Carlo Simulation Methodol-
ogy
We used a a rejection free Kinetic Monte-Carlo (KMC) algorithm as described
by Chatterjee and Vlachos125 to simulate resonant energy transfer. The simula-
tion comprises two exciton transfer processes: (1) transfer of an exciton from a
donor chromophore to another donor chromophore and (2) transfer from a donor
chromophore to a trap chromophore. In addition, (3) the exciton is assumed
to decay through a first order process. In an OPV, Process 1 (donor-to-donor
transfer) would correspond to energy transfer within one material and would lead
to transport of the exciton among donor chromophores (exciton diffusion) and
Process 2 (donor-to-trap transfer) would correspond to energy transfer from a
chromophore with a wider energy gap to a chromophore with a smaller energy
gap. In a polymer, each chromophore could be composed of a 6 to 20 monomer
section. In a DSSC, Process 1 would correspond to energy transfer amongst relay
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dyes and Process 2 would correspond to energy transfer from the energy relay dye
to the sensitizing dye.
The above three processes give the possible simulation events:
1. D∗i +Dj → Di +D∗j with Fo¨rster transfer radius RDD0 ;
2. D∗i + Tj → Di + T ∗j with Fo¨rster transfer radius RDT0 ;
3. D∗i → Di with donor exciton lifetime, τD
where D∗i is the position of the current exciton on a donor, Dj or Tj are donors
or traps at position j, and D∗j or T
∗
j are the donors or traps after the exciton has
transferred to them. We do not include events for exciton transfer between traps
or from traps to donors. The probability of each process occurring is proportional
to its rate. Each resonant energy transfer process has the rate,
rate =
1
τD
(
R0
rij
)6
(4.1)
where R0 is the Fo¨rster transfer radius and τD is the lifetime of the exciton. The
characteristic distance for energy transfer is the Fo¨rster transfer radius, R0, which
depends on the dipole alignment of the molecules and the spectral overlap of the
donor’s emission and the trap’s absorption spectra. Each process has its own
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Fo¨rster transfer radius, denoted by the superscripts (RDD0 and R
DT
0 ) for transfer
from donors to donors and to traps.
Using the rates described above, results were generated as follows. Each simu-
lation was run for one exciton at a time and continued until the specified time was
reached or until the exciton was trapped. For each simulation, a new, randomly
generated distribution of donors and traps was created according to the speci-
fied morphology and the donor on which the exciton begins was also randomly
selected. We averaged the results of 104 to 106 simulations to collect statistics
regarding exciton motion and the survival probability. In the results presented
below, exciton decay was neglected in the simulations to simplify data analysis.
However, to account for exciton decay in the GD(t), one would simply multiply by
the decaying exponential function exp(−t/τD), which describes how excitons on
donors decay on the time scale of the exciton lifetime τD in the absence of energy
transfer.98
In the simulations, all distances are normalized by RDD0 and all times are
normalized by τD, the donor exciton lifetime. Concentrations within the to-
tal volume are given in terms of the the dimensionless donor concentration,
CD = (4pi(R
DD
0 )
3/3)ρD, and the dimensionless trap concentration, CT =
(4pi(RDT0 )
3/3)ρT , where ρD and ρT are the donor and trap number densities, re-
spectively. The mean square displacement (MSD) and GD(t), the probability
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that the exciton is still on a donor at time t, are calculated for each data set (The
experimentally observed fluorescence intensity of donors, I(t), is proportional to
GD(t)). Additional details of the simulation are given in Section 4.7, Simulation
Notes.
Our simulation model makes several simplifying assumptions that may not
necessarily apply to certain experimental systems. Firstly, due to the Fo¨rster rate
expression that we use, our model is applicable when dipoles can rotate rapidly on
the timescale of hopping (such as in solution media). In the solid state, the dipoles
are fixed and one should in principle account for rates that depend on the rela-
tive orientations of the dipoles. For randomly oriented, fixed dipoles the Fo¨rster
transfer radius would be adjusted by a factor of (0.8452)1/3 due to changes in the
orientational factor126 compared to the rapidly rotating dipoles. However, for a
given Fo¨rster radius the rate equation remains the same. On the other hand, if
the dipoles have a preferential orientation as is often the case for molecular solids,
then movement of the excited states would become anisotropic. Either way, exper-
imentally one does not generally have control over dipole orientations in donors
and traps, so simulating randomly oriented dipoles gives the most informative
results. In addition, due to the point dipole approximation underlying its deriva-
tion, our rate expressions are most accurate for chromophores with spacings larger
than the size of the molecules. This requires spacings larger than ∼ 4.0 nm for
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reasonably large chromophores. Thus, the rate expression becomes less accurate
for characterizing transfer in systems with small intermolecular spacings, e.g. in a
molecular crystal. In such cases the Fo¨rster transfer could be enhanced for nearest
neighbor molecules depending on the intermolecular distance and orientation of
dipoles.127 Furthermore, even with properly calculated small-distance-dependent
rates, Fo¨rster transfer does not capture the entirety of the physics for length scales
smaller than ∼ 0.5 nm because of additional quantum effects that become relevant
at short length scales.128 For example an alternative mechanism for energy transfer
is Dexter transfer, which occurs through coupling between overlapping molecular
orbitals rather than through-space dipole interactions.128,129 In our model, the
chromophores are treated as rapidly-rotating, point-dipoles, and Dexter transfer
is not treated in the simulation. The average spacing between chromophores in
our simulations is greater than 1.0 nm for CD . 10 and RDD0 &1.5 nm. Thus for
all cases explored in this study Dexter transfer is not a relevant mechanism.
4.3 Comparison with Analytical Models
In this section, we present results which demonstrate that our simulation ap-
proach successfully reproduces the analytical solutions proposed for systems with
uniformly distributed donors and traps.
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The simplest case to study is energy transfer in the high trap limit. In this
configuration, a single donor, on which the exciton starts, is placed in a sea of
uniformly, but randomly placed traps. The analytical solution for this situation
was provided by Fo¨rster:130,131
GD(t) =

exp
(
−CT
[
pit
τD
] 1
2
)
without exciton decay
exp
(
−CT
[
pit
τD
] 1
2
)
exp
(
−t
τD
)
with exciton decay
(4.2)
where τD is the exciton lifetime of a donor, and CT is the normalized trap concen-
tration. The trap concentration is given by CT = 4/3pi(R
DT
0 )
3ρT , where R
DT
0 is
the Fo¨rster radius for donor to trap exciton transfer and ρT is the number density
of traps. In our simulations, we produced such a limit by creating a homogeneous
distribution of traps surrounding a single donor on which the exciton begins. In
Figure 4.2 we display our simulation results which are seen to match the analytical
results, both for the cases with and without exciton decay.
Approximate analytical solutions for FRET were expanded in work by
Gochanour, Andersen, and Fayer (GAF)97 and Loring, Andersen, and Fayer
(LAF),98 for the more general cases of uniformly distributed donors and traps
at arbitrary concentrations. GAF and LAF used a self-consistent diagrammatic
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Figure 4.2: (a) The function GD(t) in the high trap limit. The dashed black
lines show the analytical solution.131 The solid colored lines show the results
from the KMC simulation. Data are plotted for three different concentrations,
CT = 1 (yellow), CT = 2 (blue), CT = 5 (red) for cases of Fo¨rster transfer with
(light lines) and without (dark lines) exciton decay. (b) The simulation results for
GD(t) (red) in the high trap limit compared with the LAF approximate 2-body
(black dash-dotted) and 3-body (black solid) results along with the exact solution
(black dashed lines).
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approach to the many-body transport problem in order to obtain numerical ap-
proximations for GD(t) and the mean-squared displacement of an excitation.
As another test case, we simulated several homogeneous donor-trap systems
studied in the work of LAF.98 A comparison of their results with our simulations
for the high trap limit corresponding to the analytical Fo¨rster result is shown in
Figure 4.2b. While there are discrepancies between the approximate analytical
solutions of LAF and the exact one of Fo¨rster the data from our KMC simulation
are nearly indistinguishable from the exact analytical solution. These differences
between KMC simulations and LAF results in comparison to the analytical solu-
tion should be kept in mind with regard to other comparisons presented below.
We examined the effect of varying the concentrations of donors and traps,
where we find that our work reproduces GD(t) and shows similar behavior to
the MSD from the LAF results. The LAF work examines two sets of donor-trap
concentrations corresponding to CD = 1.5, CT = 0.5 and CD = 0.5, CT = 1.5
(Figure 4.3a and c). In both cases, RDD0 = R
DT
0 . The KMC simulations are seen
to reproduce the essential features of the LAF mean square displacement but do
not asymptote to the same long-time values as the LAF results do. The mean
square displacements from the KMC simulations are seen to exhibit a dependence
on the simulation cell size, but it converges for large enough systems. However,
the KMC simulation matches the LAF results very closely for GD(t) (Figure 4.3a),
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even for small cell sizes. The simulation cell size dependence is exaggerated in the
mean square displacements because the rare but large jumps disproportionately
affect the mean square displacement. In contrast, the donor survival probability,
GD(t), does not depend on the distance jumped, but depends primarily on the
proximity of traps, and hence exhibits much weaker cell size dependence.
Figure 4.3: The (a) mean square displacement and (c) GD(t) of excitons in
homogeneously distributed donor-trap systems. Results for CD = 1.5, CT =
0.5 are shown in blue and results for CD = 0.5, CT = 1.5 are shown in red.
The (b) mean square displacement and (d) GD(t) of excitons in homogeneously
distributed donor-trap systems in the low trap/trap concentration regime. Data
for two concentrations are shown: CD = 2, CT = 0.2 (green) and CD = 2,
CT = 0.05 (yellow). The markers show the results from the KMC simulation for
different simulation cell sizes from 10 (triangles), 10 (squares), 20 (circles) and
40R0 (diamonds). The solid black lines show the solution from the LAF work and
the dashed grey lines show the Huber results.98
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Simulations at low trap concentrations (Figure 4.3b and d) corresponding to
CD = 2, CT = 0.2 and CD = 2, CT = 0.05 are seen to closely reproduce results
from LAF. The LAF 3-body solution and the Huber solution which comes from a
less sophisticated approximation are compared with our results. The GD(t) from
the simulation matches well with the 3-body solution, whereas the Huber solution
is seen to underestimate the results. The mean square displacement is also shown
in Figure 4.3d, although the LAF paper does not provide corresponding results for
comparison. Increasing the trap concentration causes a faster decay in GD(t) and
a slower increase in mean square displacement that plateaus to a smaller value.
The cell size dependence is most noticeable in the system with the lowest trap
concentration.
Overall, the simulation reproduces results from Fo¨rster, LAF, and also GAF
(see Supporting Information) with high accuracy. The simulation cell size de-
pendence has a significant affect on MSD, but very little affect on GD(t). Given
the simulation’s success at reproducing these results, we applied it to understand
exciton trapping in ensembles with separate donor and trap domains.
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4.4 KMC Simulations of Restricted Morpholo-
gies with Interfaces
Studying resonant energy transfer in scientifically relevant systems requires
moving beyond homogeneous donor-trap ensembles. However, finding analytical
solutions for energy transfer in inhomogeneous systems with both donor-to-trap
and donor-to-donor transfer becomes intractable. In this context, the KMC sim-
ulation approach gives us a unique opportunity to examine energy transfer in
heterogeneously distributed donor-trap systems. Here we present energy trans-
fer in morphologies relevant to block copolymers where the donors and traps are
separated into distinct domains.
Unless otherwise specified, results are shown and discussed for simulations
with CD = CT = 1, R
DT
0 = R
DD
0 , and cell sizes of 10R
DD
0 . The simulations had a
time step size of no larger than 0.01 τ , ran for at least 3τ , and at least 104 runs
were averaged. Given these parameters and a reasonable value of RDD0 =2 to 5
nm, the simulation cell corresponds to a sample of material 20 to 50 nm on a side
with the number density of chromophores (donors and traps) ranging from 0.06
to 0.004 chromophores/nm3, respectively.
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4.4.1 Lamellar Morphology and the Effect Broadened In-
terfaces
Lamellae offer a simple model with flat, sharp interfaces and a single length
scale to study how dividing donors and traps into domains affects the trapping
kinetics. The length-scale of the lamellae (their width) affects the exciton move-
ment and trapping. The width of the lamellae within the box are varied from
one pair of D-T lamellae per simulation cell up to 10 pairs of lamellae per cell,
with widths of d = 5RDD0 down to d = 0.5R
DD
0 , respectively. These simulations
were run for two different concentrations, CD = CT = 1 and CD = CT = 10. The
morphologies were generated by placing randomly, uniformly distributed donors
and traps in alternating regions of defined width, d, in the simulation cells.
The GD(t) and the MSD in the direction normal to the lamellae (MSD⊥)
are shown in Figure 4.4 for both concentrations. As the lamellar width decreases,
GD(t) decays more quickly and the MSD⊥ is smaller, which indicates that excitons
are trapped more quickly and closer to their starting position. When the concen-
tration is increased from CD = CT = 1 to 10, G
D(t) decays much more quickly
(note different time scales) meaning that the overall trapping rate increases with
increases concentration. The MSD⊥ is also seen to increase rapidly, but plateaus at
a smaller square distance than for the lower concentration case. For example, for
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lamellae of 0.5RDD0 , the higher concentration MSD⊥ has plateaued at 0.24(R
DD
0 )
2
at a time of << τD, but for the lower concentration, MSD⊥ plateaus around
0.77(RDD0 )
2 well after 3τD. The smaller MSD⊥ in the high concentration lamel-
lae is a result of increased trapping near the interface due to the increased trap
concentration and the high slope prior to trapping (at short times) is consistent
with faster transport within the donor domains resulting from the concentration-
dependent transport behavior discussed by GAF.97
Figure 4.4: The function GD(t) and mean square displacement normal to the
lamellae of the excitons for each lamellar width for CD = CT = 1 on the left and
CD = CT = 10 on the right. Note different time scales.
An alternative approach to characterize the exciton trapping is to consider
the position of the excitons after one exciton lifetime, τD. The free and trapped
exciton distributions at τD for lamellae of several widths with CD = CT = 1
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are shown in Figure 4.5. The excitons are preferentially trapped at the interface
with the trap lamellae. The trapping follows an exponential function decaying
away from the interface into the trap domain. The free excitons remaining in
the donor region have a hill-shaped profile, which is highest at the center of each
donor lamella and decreases toward the edges with negative concavity. As the
lamellar width decreases, more excitons are seen to reach to the trap domain
within τD and as a consequence fewer free excitons remain in the donor domain,
in agreement with the behavior of GD(t). For comparison, an exciton distribution
for the higher concentration case (CD = CT = 10) is shown in Figure 4.5b. The
shape of the trapped exciton distribution is very similar, but is 50 times higher.
The free excitons distribution is nonexistent at t = τ because GD(t) has decayed
nearly to zero, meaning that essentially all excitons have been trapped.
While lamellae with sharp interfaces give insight into how donor and trap
domain sizes affect energy transfer, they are not necessarily a realistic model for
an experimental materials system with a donor-trap interface. Realistic donor-
trap lamellae formed by block-copolymers will have slightly mixed, broadened
interface well approximated by a hyperbolic tangent (tanh) function. The donor
and trap regions considered in our simulations ranged from pure domains with
perfectly sharp step function interfaces to finite interfaces with varying widths,
L, to uniformly mixed systems (Figure 4.6a). The donor distribution is given
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Figure 4.5: The exciton distributions for systems with different lamellar widths
at one exciton lifetime. The blue lines show the trapped excitons and the red
lines show the free excitons for a) CD = CT = 1 and d = 5.0R
DD
0 , b) the high
concentration case with CD = CT = 10 and d = 5.0R
DD
0 , and the cases with
narrower lamellae c) CD = CT = 1 and d = 1.25R
DD
0 and d) CD = CT = 1 and d
= 0.5RDD0 . The the distributions correspond selected widths from the data shown
in Figure 4.4 at t = τ . Trap and donor domains are highlighted in grey and white,
respectively. For the high concentration case in b), the height is scaled down by
a factor of 50 to fit on the same vertical scale.
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by, PD(x) = 1/2(1 + tanh(x/L)), where L controls the width of the interface,
whereas the trap distributions, PT (x), are given by 1−PD(x). We randomly placed
donors and traps based on the probability PD(x) and PT (x)(see Section 4.7). The
simulations were run analogously as with the low-concentration lamellae.
Broadening the interface of the lamellae is seen to increased trapping, espe-
cially within the donor domain where traps are introduced by the broadening.
The the GD(t) and the MSD in the direction perpendicular to the interface are
shown in Figure 4.6b and c. As expected, GD(t) decays more quickly as the in-
terface broadens. The MSD⊥ decreases as the interface broadens, meaning that
the exciton is not able to travel as far perpendicular to the interface before it
is trapped. The data for the sharp interface (purple line labeled Step) in figure
Figure 4.6b and c corresponds to the previously described sharp interface for the
low concentration system with d = 5RDD0 (purple line) in Figure 4.5a and c. In-
troducing even a slight mixing at the interface (L=0.25) is enough to produce a
noticeable difference although a much more diffuse interface (L=1.25) was neces-
sary to have as strong an effect on GD(t) and MSD as halving the domain width
did in Figure 4.5. Although the GDt for the two have look similar, the half-width
LAM actually decays faster initially, but then the GDt lines cross and the trap
domains.
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Figure 4.6: The (a) Tanh distributions of the donor density profile, ranging
from a step function to a uniformly mixed system. The majority trap region is
shown in grey and the majority donor region in white. The (b) function GD(t)
and (c) normal component of the mean square displacement of the excitons in
each interfacial system of varying L, where L controls the distribution of donors
PD(x) = 1/2(1 + tanh(x/L)).
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The broadened tanh interface also affects the shape of the exciton distributions
at τD (Figure 4.7). In the system with a sharp interface, the majority of excitons
are trapped directly on the trap-side of the interface, with a rapidly decaying
exponential profile away from the interface. As the interface broadens, so does
the trapped exciton peak at the interface, which begins to extend into the donor
domain due to the increased number of traps in that region, and also to a lesser
extent, further into the trap domain due to the increased number of donors in
that region. The free excitons become concentrated at the center of the donor
phase with a hill-shaped profile that flattens as the interface broadens. Fewer free
excitons remain for systems with broader interfaces because the traps penetrate
farther into the donor domain.
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Figure 4.7: The distributions of trapped (top) and free (bottom) excitons at one
exciton lifetime. The line colors correspond to the data shown in Figure 4.6. The
grey and white regions show where the trap and donor domains exist, respectively,
in the system with the sharp interface.
4.4.2 Body Centered Cubic Spheres and Hexagonally
Packed Cylinders
Body centered cubic (BCC) spheres and hexagonally packed (HEX) cylinders
are additional high-symmetry geometries that are experimentally accessible with
block copolymers and easily studied with our simulation. In our simulations,
all BCC and HEX morphologies were assumed to posses sharp interfaces. We ex-
plored situations in which the donors were surrounded by traps and vice versa. The
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morphologies were generated by placing randomly, uniformly distributed donors
and traps according to the defined radii on a BCC or HEX lattice.
We simulated BCC sphere morphologies with two concentrations of traps and
donors corresponding to CT = CD = 1 and CT = CD = 10, respectively. Unit
cell sizes were adjusted such that volume fractions of donors and traps were equal,
φD = φT . Donor were placed inside spheres with traps in the inter-sphere domains
(black lines) and vice versa (red lines). Thus donor and trap domain sizes both
increase with increasing sphere radius. The dependence GD(t) and MSD on the
sphere size shows similar behavior for the two concentrations. As the sphere size
increases, the GD(t) decays more slowly and MSD reaches higher values before
plateauing. Comparing identical BBC spheres with donors inside vs. outside,
we see observe nearly identical GD(t) and MSD for small spheres rsphere < R
DD
0
but these features diverge as the sphere size increases beyond the Fo¨rster transfer
radius. For the larger spheres, GD(t) decays more slowly and the MSD is larger
when donors are inside rather than outside the spheres. This size dependence sug-
gests that domain shape is more important for trapping in large domains than in
small domains. As observed in our results for lamellar morphologies, the concen-
tration of donors (and traps) greatly affects the time scale of the exciton trapping
(Figure 4.8a and b). Moreover, the mean square displacement increases more
74
Chapter 4. A Kinetic Monte-Carlo Study of Energy Transfer and Trapping in
Systems with Restricted Geometries
rapidly for higher concentrations, but plateaus to a lower value (Figure 4.8c and
c), whereas the GD(t) decays much more rapidly for the higher concentration.
Figure 4.8: Simulation results for low concentration (C = 1) a) GD(t) and c)
MSD and high concentration (C = 10) b) GD(t) and d) MSD for BCC spheres
with equal donor and trap volumes for spheres with donors inside (black, solid
line) and with donors outside (red, dashed line). The arrows show the direction
of increasing sphere radius (decreasing SA/Vdonor). The sphere radii are 0.2, 0.6,
1.0, 1.5, and 2.0RDD0 . Note different time scales.
For the next series of simulations, we discuss the HEX morphology. Because
the we find that the cylinders show the same concentration based trends as spheres,
we omit discussion on concentration dependence for the HEX phase and instead
focus on how changing features sizes and volume fractions affect trapping kinetics.
We varied the cylinder radius, rcyl and spacing between cylinder centers, s, to
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explore the importance of these dimensions. All morphologies were generated
such that the number density of donors and traps within each domain was kept
constant. We simulated three cases: (1) cylinders where both the size and spacings
were varied, but in such a manner such that the volume fraction of donors and
traps were maintained equal (φD = φT ) as for the BCC spheres, (2) cylinders of
constant size but with their center to center spacings varied, (3) cylinders with
constant center to center spacing but with their sizes varied. For the second two
cases φD and φT vary with the varied parameter s or rcyl.
For Case 1, cylinders were simulated such that φD = φT and CD = CT = 1
(Figure 4.9a and b) but with rcyl and s simultaneously varied, analogous to the
BCC spheres. For small cylinders (rcyl . 0.5RDD0 ), GD(t) and MSD are not seen to
change noticeably as a function of cylinder size; the lines for rcyl = 0.1 and 0.5R
DD
0
fall on top of one another for GD(t) and MSD. Just as with the BCC phase, when
comparing identical HEX cylinders with donors inside vs. outside, we see observe
nearly identical GD(t) and MSD for small cylinders (rcyl < R
DD
0 ) but again these
features diverge as the cylinder size increases. As before the larger cylinders with
donors inside have larger MSD and more slowly decaying GD(t) than cylinders
with donors in the inter-cylinder domains.
In an effort to analyze these results further and elucidate the differences in
the HEX phase with very small features, we determined the locations of trapped
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excitons relative to the Voronoi cells of the HEX lattice. Towards this objective,
Voronoi cells were constructed by defining cell edges that are equidistant between
two cylinder centers. The first Voronoi cells is defined by the nearest-neighbor
cylinders and the second Voronoi cell is defined by the second-nearest-neighbor
cylinders. The fraction of excitons trapped within the first and second Voronoi
cells, φV oronoi, increases with increasing cylinder radius and increasing unit cell
size (Figure 4.9c). Even for the small cylinders where the GD(t) and MSD were
nearly identical, φV oronoi is clearly distinguishable. For larger cylinders, where
GD(t) decays more slowly and the plateau value of MSD increases with increasing
cylinder radius, φV oronoi approaches 1 for the first Voronoi cell. At a given cylinder
radius, φV oronoi is smaller for cylinders with traps inside because the excitons have
a pathway through the continuous donors domain to escape the Voronoi cell. In
contrast, for cylinders with donors inside, escaping the Voronoi cell would require
the exciton to make a single large jump beyond the edge of the donor domain in
order to either reach another cylindrical donor domain or reach a trap outside of
the Voronoi cell.
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Figure 4.9: a) GD(t) and b) MSD for cylinders with donors inside (black solid)
and traps inside (red dashed) of radius r = 0.1, 0.5, 1.0, 1.5, 2.0, 2.5, and 3RDD0
where φD = φT . The arrows show the direction of increasing cylinder size. c)
Fraction of trapped excitons within the first (empty) and second (solid) Voronoi
cells of the HEX cylinders for cylinders with donors inside of cylinders (black
circles) and traps inside of cylinders (red triangles).
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In Figures 4.10 and 4.11, we display the free an trapped exciton distributions
at t = τ to demonstrate the manner in which the cylinder size affects trapping
positions (Figures 4.10 and 4.11). Untrapped and trapped excitons appear to
be distributed uniformly in the donor and trap domains for cylinders that are
small relative to RDD0 . As the cylinder size increases, it becomes more difficult
for an exciton in a larger donor domain to reach the trap domains and hence
the overall density of trapped excitons decreases and correspondingly the density
of untrapped excitons increases. For cylinders large relative to RDD0 , trapped
excitons cluster near interfaces and leave a depleted region of untrapped excitons
next to the interface. The enhanced concentration of trapped excitons and the
depleted region of untrapped excitons near interfaces was also seen for the lamellar
exciton distributions discussed above (Figure 4.5).
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Figure 4.10: Exciton distributions at time t = τD for HEX cylinders with radii
of a) 0.1, b) 1, c) 2, and d) 3RDD0 where φD = φT . The cylinders are filled inside
with donors (red) and have traps (blue) in the surrounding space. The color scale
bars show the relative number density of excitons (arbitrary units).
Figure 4.11: Exciton distributions at time t = τD for HEX cylinders with radii
of a) 0.1, b) 1, c) 2, and d) 3RDD0 where φD = φT . The cylinders are filled inside
with traps (blue) and have donors (red) in the surrounding space. The color scale
bars show the relative number density of excitons (arbitrary units).
80
Chapter 4. A Kinetic Monte-Carlo Study of Energy Transfer and Trapping in
Systems with Restricted Geometries
Interestingly, the short time-scale behavior of the MSD is different for cylinders
(and BCC spheres) compared to that of for lamellae (Figure 4.12). The MSD(t)
increases monotonically with lamellae width for all times on the time scale of
the simulation. Whereas for the cylindrical morphologies, MSD(t) is smaller for
larger cylinders for small times (t . τ) and crosses over to larger values for larger
cylinders at large t. While the data shown in Figure 4.12a are for cylinders with
donors inside, the behavior is representative of the trends seen for cylinders with
traps inside, and also for BCC sphere geometries of both types.
Figure 4.12: MSD of a) cylinders (donors inside) and b) lamellae of increasing
domain size (black to grey). Cylinders range from rcyl = 0.1 to 3R
DD
0 and lamellae
range from d =0.5 to 5RDD0 . The arrows show the direction of increasing domain
size. The MSD exhibits different behavior on short time scales for cylinders and
lamellae.
Within the HEX phase, we also wish to understand how exciton trapping
changes if we relax the requirement of equal volume fractions. For Case 2, we
set the cylinder radius to rcyl = R
DD
0 for cylinders containing donors. As can
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be seen in Figure 4.13, increasing s from 2 to 4RDD0 causes GD(t) to decay more
quickly and MSD to decrease. However increasing s further to 6 and 8RDD0 did
not appreciably change GD(t) and the mean square displacement. Such results
can be understood by noting that small spacings result in a trap-limited regime in
which the narrow trap domains surrounding the cylinders serves as a bottleneck to
harvesting excitons (e.g. when s = 2RDD0 , the cylinders are touching). Increasing
the spacing beyond s > 4RDD0 does not lead to an increased trapping rate, since
the trap domain surrounding each cylinder is larger than the extent of the region
where excitons are trapped and the transfer among donors between cylinders
becomes negligible. The transfer rate has an inverse one sixth dependence on
distance so trapping events over distances longer than a few RDD0 are rare. The
mean square displacement of excitons in the plane normal to the cylinders for
cylinders with s > 4RDD0 is also seen to be constant and plateaus to 1.89(R
DD
0 )
2.
Therefore the root mean squared displacement is 1.4RDD0 which corresponds to
a value larger than rcyl, but less than the edge-to-edge distance of the cylinders.
When the cylinders are touching, the root MSD is ( > 2.3RDD0 ), which is larger
than twice rcyl and is consistent with the transfer of excitons between the cylinders
before being trapped.
For Case 3, the cylinder sizes are varied while holding the center-to-center
spacing constant (s = 1.67RDD0 ) and we observe that the trapping behaviors de-
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Figure 4.13: Simulation results for HEX cylinders with constant radius (r =
RDD0 ) and but varying spacings, s. The spacings between cylinders varied from s
= 2 to 8R0. a) GD(t) and the b) mean square displacement in the plane of the
cylinders.
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pends not only one cylinder size by also on whether the donors or traps are inside
the cylinders (Figure 4.14). For cylinders with donors inside, increasing rcyl from
0.3 to 1.67RDD0 causes MSD to increase and G
D(t) to decay more slowly. In con-
trast, when the traps are inside the cylinders, increasing rcyl from 0.3 to 1.67R
DD
0
causes MSD to decrease and GD(t) to decay more rapidly. These competing effects
of increasing rcyl on MSD and G
D(t) can be rationalized as a consequence of the
changes to the donor domain volumes. Excitons starting in smaller donor domains
are more easily trapped due to increasing proximity of traps. When donors are
placed inside cylinders, the donor domains increase in size with increasing rcyl,
whereas when the donors are place outside cylinders, the donor domains decrease
in size with increasing rcyl.
Thus we can conclude thatGD(t) and MSD behave similarly for HEX cylinders,
BCC spheres and lamellae as long as volume fractions of donors and traps are
kept equal. However, changing cylinder size or spacing in a way that changes the
volume fractions alters the the trapping kinetics of the excitons.
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Figure 4.14: Simulation results for HEX cylinders with constant spacing (s =
1.67RDD0 ) and radius, rcyl = 0.3, 0.5, 1.0, 1.5, and 1.67R0. GD(t) (MSD) for
cylinders with a(c) donors inside and b(d) traps inside. The arrows show the
direction of increasing cylinder radius.
4.4.3 Fo¨rster Transfer in Bicontinuous Phases - Gyroid
and Microemulsion
Bicontinuous morphologies are particularly interesting in materials science be-
cause of their potential utility for facilitating simultaneous transport of two dif-
ferent species through the bicontinuous domains.
In our work, as input morphologies for the simulations we use a gyroid phase
morphology of an AB diblock copolymer and the bicontinuous phases calculated
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for an AB + A + B ternary blend of diblock copolymer and homopolymers. Donor
and trap regions were distributed according to the density fields to create equal
volume fractions of donors and traps with sharp interfaces. To minimize finite size
effects, the calculated unit cells (Figure 4.1d and e) were scaled from 1 to 50RDD0
to change domain sizes and tiled so that the simulation cell was > 10RDD0 .
Figure 4.15 shows the results for GD(t) and MSD for bicontinuous morpholo-
gies. Similar to the other morphologies discussed, increasing the domain sizes
slows the trapping (GD(t)) and increases MSD.
Figure 4.15: GD(t) and MSD for Gyroid (a, c) and a Microemulsion (b,d) for
different sizes of unit cells, scaled from 1RDD0 to 50R
DD
0 (dark to light, 1, 5, 10,
17.5, 25, 50RDD0 ) in order to change the domain sizes.
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4.5 Morphological Dependence of Trapping Ki-
netics
Since there are no prior exact analytical solutions for the inhomogeneous dis-
tributions of donors and traps studied here, it is of interest to identify the features
of the morphology which control the trapping behavior. For this objective, sim-
ulations of all morphologies (Lam, BCC, HEX, Gyroid, Microemulsion, and 2D
and 3D checkerboards) were performed at two concentrations: CD = CT = 1
and CD = CT = 10 and the initial trapping rate was determined from fitting an
exponential function to the first part (initial t < 0.08τ) of the GD(t) curve for
each simulation condition. To supplement the particular morphologies studied,
2D and 3D checkerboard structures were also simulated (3D checkerboard shown
in Figure 4.1f). The dependence of the trapping rate was correlated to the domain
volumes, surface areas, average distance to trap region, and surface area to volume
ratios of the different morphologies to identify the main governing parameters.
Overall, the exciton trapping behavior (initial trapping rate) is best
parametrized by the surface area to donor volume ratio (SA/Vdonor) of the mor-
phology.The initial trapping rate data from simulations, where φD = φT , collapses
well onto a single curve when plotted against SA/Vdonor, as shown in Figure 4.16.
The data shows two regimes: (1) a linear regime (slope on the plot of ∼ 1) where
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the trapping rate increases with increasing SA/V ; and (2) a flat regime where the
rate plateaus above a certain SA/V. The transition happens at a slightly larger
SA/Vdonor for the higher concentration (∼ 6.2) than for the lower concentration
data (∼ 3.7).
Figure 4.16: The initial trapping rate plotted vs. the ratio of surface area
to donor domain volume for a variety of morphologies for two concentrations,
CD = CT = 1 (lower data set) and CD = CT = 10 (upper data set). The dashed
horizontal lines represent the trapping rate in a homogeneously mixed donor-trap
system with the corresponding concentrations. The other dashed lines, meant to
guide the eye, have a slope of 1.
In order to better characterize the trapping behavior and relate it to SA/Vdonor,
GD(t) for all morphologies was also fit with a stretched exponential function
GD(t) = exp[−(At)β]. (4.3)
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The A parameter describes the rate of the trapping and the beta parameter is
generally related to the dimension of the confined energy transfer system.99,100
The parameters A and β were extracted from fitting GD(t) and plotted against
surface area to volume ratio (Figure 4.17a and b). Again, we observe a collapse of
A and β parameters as a function of SA/Vdonor. The A parameter shows similar
behavior to the trapping rate, with a slope of ∼ 1.5 for low SA/Vdonor. Both A
and β plateau above a SA/Vdonor of ∼ 6 for the higher concentration and ∼ 3.5
for the lower concentration data.
Figure 4.17: The (a) A and (b) β fitting parameters plotted vs. the ratio of
surface area to donor domain volume for a variety of morphologies for two con-
centrations, CD = CT = 1 (lower data set) and CD = CT = 10 (upper data set).
The dashed horizontal lines represent the value of the A parameter β parameter in
a homogeneously mixed donor-trap system with the corresponding concentrations.
The other dashed lines, meant to guide the eye, have a slope of 1.5.
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To understand the behaviors seen in our results, below we provide some simple
arguments for how the trapping rate scales with SA/V in (1) the linear regime
(SA/Vdonor . 1 with slope of ∼1) and (2) the flat regime (SA/Vdonor & 1).
4.5.1 Regime 1: Reaction Controlled Trapping
In the linear regime (SA/Vdonor . 1), the slope of the trapping rate (Fig-
ure 4.16a) is consistent with a reaction controlled process where diffusion of ex-
citons is fast and the trapping rate is controlled by the rate, rtrap, of excitons
hopping across the interface between a uniformly distributed donor region and a
spherical trap region of radius, R. In such a situation, the rate of the reaction is
proportional to the probability that an exciton is in the interfacial region around
the trap region, PI .
rrxn ∝ PIrtrap. (4.4)
The probability, PI is given by
Vinterface
Vdonor
, where Vinterface is the volume of the
interfacial region (volume within distance RDT0 of trap domain) and Vdonor is the
total volume of the donor domain. As a consequence, PI scales as
PI ∼ R
DT
0 4piR
2
Vdonor
∼ R
DT
0 SA
Vdonor
. (4.5)
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Substituting PI from Eq. 4.5 into Eq. 4.4, we find that
rrxn ∝ SA
Vdonor
rtrap (4.6)
meaning that the overall trapping rate is directly proportional to the ratio of
surface area to donor domain volume, SA/Vdonor. These arguments rationalize
the slope of 1 on the log-log plot in Figure 4.16a.
4.5.2 Regime 2: The Uniformly-Mixed System
In the flat regime of the trapping (SA/V & 1), the constant trapping rate is
consistent with that of the uniformly, randomly mixed system. As the domain
sizes become small relative to the Fo¨rster transfer radii, the system approaches the
homogeneously mixed limit and the trapping rate asymptotes to a value consistent
with the GAF systems.
The magnitude of the plateau is however dependent on volume faction. When
φD = φT , the rate plateaus at the same trapping rate as for the randomly, uni-
formly distributed donor/trap case (CD = CT = 1 or CD = CT = 10), corre-
sponding with donor domains that are on the order of or smaller than the Fo¨rster
radius. When the volume fractions are not equal, the value of the trapping rate
varies, as one would expect in a uniformly mixed system where CD 6= CT .
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4.6 Conclusion
We have used KMC simulations to examine energy transfer in several inhomo-
geneous donor-trap systems that are inaccessible by a direct analytical approach.
Using the simulations, we studied time-dependent Fo¨rster transport and trapping
among donors and traps organized into lamellae, 2D and 3D checkerboard struc-
tures, body-centered cubic spheres, hexagonally packed cylinders, gyroid mor-
phologies, and microemulsions. Based on our simulations, we determine that the
most relevant geometrical parameter controlling these systems is the SA to Vdonor
ratio. Such a parameter is seen to correlate with the initial trapping rate and
stretched exponential fitting parameters to trapping.
4.7 Simulation Notes
Simulation cells between 4 and 100RDD0 were used with periodic boundary
conditions and the minimum image convention. The number of wraps around the
simulation cells was recorded for calculating the total mean square displacement.
A binary search was implemented to select each event (2) for fast searching,
and binary trees were created only as needed for each step to conserve time and
memory.
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Inverse Transform Sampling: Inverse transform sampling is a method for
generating random numbers from an arbitrary distribution, f(x), using its in-
verse cumulative distribution function, F−1(x). For broadened interface studies,
inverse transform sampling, with an inverse cumulative distribution function of
F−1(x) = 1/2ln(exp(2x) − 1), was used to distribute donors and traps to a cre-
ate a concentration gradient at the interface according to a hyperbolic tangent
function.
Surface Area and Volume: The surface areas and domain volumes for
lamellae, spheres, cylinders, and checkerboard structures were calculated based
on geometry. The surface areas for gyroids and microemulsions were calculated
using built-in MATLAB functions.First the isosurface was approximated, and then
its surface area was determined. The domain volumes were simply approximated
by counting the fraction of voxels that contained donors or traps, and scaling by
the total volume.
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Simulations of Dye Sensitized
Solar Cells: Improving Energy
Relay Dyes for Dye Sensitized
Solar Cells by Increasing Donor
Homotransfer
5.1 Introduction
Dye sensitized solar cells (DSCs) have reached high efficiencies (> 10%)2 for
single-dye, single-junction cells. However, the maximum attainable efficiency for
a single-junction dye cell with a loss in potential due to an I−/I−3 electrolyte is
estimated to be only 13.8% (or 20.3% for a cell with an electrolyte with a very op-
timized potential1).132 In order to improve efficiency beyond the predicted limits,
additional strategies are being explored, such as increasing the range of absorption
1Assuming an optical bandgap of 1.41 eV with full absorption at all energies below the
bandgap and a very small loss in potential of only 0.4 eV with high fill factor and IPCE.132
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across the solar spectrum by using multiple absorbing materials. Using two dyes
instead of one has several advantages over attempting to cover the solar spectrum
with a single dye. Firstly, it is more difficult to identify a single dye with a very
broad absorption as opposed to two dyes with moderately broad, complementary
absorptions. Secondly, there is a trade-off between a broadened absorption spec-
trum and the oscillator strength and thus the absorption of a molecule at a given
wavelength. By using two molecules instead of one, each with a less broad absorp-
tion, ease of selection and a high oscillator strength can be maintained resulting in
stronger absorption. One option for incorporating two dyes is to construct tandem
solar cells, in which multiple junctions are connected in series in order to absorb
different regions of the solar spectrum.133,134 Each junction functions as a regular
DSC by employing a strongly light-absorbing sensitizing dye, which is adsorbed to
mesoporous titania, to collect photons from the solar spectrum. The excited state
of the dye molecule injects an electron into the titania, leaving behind a hole on the
dye. An electrolyte or hole transporting material then regenerates the dye. Two
alternatives to such tandem cells, which take advantage of a wider portion of the
solar spectrum, but maintain ease of fabrication involve either adding a second,
co-sensitizing dye adsorbed to the semiconductor, or adding separate energy relay
dyes (ERDs) to the electrolyte solution.10 The co-sensitizing strategy has led to
a record DSC performance of 12.3%,9 but is limited by the absorption coefficients
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of the dyes and the available surface area to which they can adsorb. The relay dye
strategy, which we discuss in this work, allows for better absorption of light due
to the ability to dissolve more dye in the electrolyte solution, but introduces the
additional requirement that the relay dye can Fo¨rster energy transfer efficiently
to the sensitizing dye.
Currently, the use of energy relay dyes is emerging as a popular approach to
improve performance in dye sensitized solar cells,10,12–16,118–123 reaching efficiencies
up to 4.5%.12 Energy relay dyes, which are generally dissolved in the electrolyte
rather than absorbed to the nano-porous semiconductor, absorb light in a region
of the solar spectrum not utilized by the main sensitizing dye, generate an excited
state, and then energy transfer to the main sensitizing dye where the exciton
generates usable charges. The exciton transport processes compete with exciton
decay and exciton quenching by other species in the electrolyte. Exciton decay
typically occurs with a characteristic exciton lifetime, τ0, which is on the order of
nanoseconds for successful relay dyes.11 Dynamic exciton quenching, which can
be significant, depends on the interaction of species in the electrolyte with the
relay dye.
Fo¨rster resonant energy transfer has been analyzed for DSCs by Hoke and
McGehee, who calculated exciton transfer efficiencies (ETEs) from donor relay
dyes to acceptor sensitizing dyes in spherical and cylindrical nanopores.135 They
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found that reaching high exciton transfer efficiencies required either (1) relay
dyes with large Fo¨rster transfer radii to the sensitizing dye, and possessing short
exciton lifetimes so that quenching by other species in the electrolyte would not
interfere with the FRET processes or (2) relay dyes that were not quenched by
the electrolyte and had very long exciton lifetimes so that mass diffusion of the
dye in solution could aid in exciton transport. They found that for (1), they could
characterize the ETE with a single parameter, RC/(2RP ), where RP denotes the
the pore radius and RC is a length given by
RC =
(
CAR
6
0
1 + τ0
∑
j kqj [Qj]
)1/4
(5.1)
where CA is the surface acceptor concentration, τ0 is the lifetime of the excited
state, kqj is a bimolecular quenching coefficient, and [Qj] is the concentration of
the quencher j.135 We use this length scale in our discussion later.
The large Fo¨rster radius required for a high ETE is a rather restrictive re-
quirement for relay dye selection, making it difficult to find good relay-sensitizing
dye pairs. However, it may be anticipated that using dyes with significant donor
homotransfer would be key to further improve exciton transfer efficiencies from
the relay dye to the sensitizing dye. Although Hoke et. al. accounted for energy
transfer, exciton lifetime, quenching, and diffusion, they assumed that donor ho-
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motransfer amongst the relay dye was a negligible process,135 which is expected
to be reasonable for a small donor homotransfer radius, RDD0 . In this work, we
use Kinetic Monte-Carlo (KMC) simulations to explore how donor homotransfer
influences ETE in cylindrical pores as a function of Fo¨rster transfer radii, relay
dye concentration, exciton quenching, and pore size. Based on our results, we
suggest strategies for improving the design of ERDs for DSCs.
5.2 Simulation Methods
In this work we use Kinetic Monte-Carlo simulations, which along with ordi-
nary Monte-Carlo simulations have proven useful in understanding and modeling
excitation and charge transport in organic materials,136–145 to explore donor homo-
transfer among energy relay dyes. The simulation accommodates four processes:
energy homotransfer between donors (relay dyes), energy transfer from a donor
(relay dye) to an acceptor (sensitizing dye), exciton decay, and dynamic quench-
ing of the exciton (photoluminescence quenching). All rates in the simulation are
normalized by the exciton lifetime, τ0. The rates of the resonant energy transfer
processes are given by
kF =
1
τ0
(
R0
rij
)6
, or normalized by τ0, k
∗
F =
(
R0
rij
)6
. (5.2)
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where rij is the distance between dye molecules, τ0 is the exciton lifetime, R0
is the Fo¨rster transfer radius.130,131 The Fo¨rster transfer radii, RDD0 and R
DA
0 ,
are denoted with superscripts for donor homotransfer and donor-to-acceptor het-
erotransfer, respectively. The simulation neglects diffusion of the dye molecules,
and as such, is most applicable in cases where the energy transfer happens on a
much shorter time scale than the diffusion of the dye molecules. For example,
the simulations apply to DSCs containing relay dyes with short lifetimes relative
to the timescale of diffusion or to solid state dye sensitized solar cells (ss-DSCs)
where the relay dye is dispersed in a solid rather than a liquid. Diffusion improves
exciton transfer to the sensitizing dye135 so if diffusion did occur on a relevant
time scale, neglecting it in the simulations underestimates the efficiency, thereby
giving a conservative result.2 The total rate of collisional quenching is given by
kQ = τ0
∑
j
kqj[Qj] (5.3)
where kqj is the rate of quenching by species j and [Qj] is the concentration of the
quenching species.146 For example
∑
j kqj[Qj] for a I
−/I−3 electrolyte in a typical
DSC is 5× 109 s−1 and for a typical τ0 of 1 nanosecond, kQ would be 5.135 Static
quenching, which is especially important for high concentration dyes,16 is not
2Assuming a diffusion constant of 0.6 nm2/s,135 a dye molecule would on average only diffuse
∼ 2 nm during the ∼ 1 ns lifetime of the dye, and is therefore negligible on the time and length
scales considered.
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treated in these simulations, except that it is inherently present in the fluorescence
quantum yield of the dye, which is accounted for in the Fo¨rster transfer radius.
Dye aggregates resulting in static quenching may act as trap sites for excitons
in a donor homotransfer transport scheme and therefore care should be taken to
avoid selecting dyes with a propensity to aggregate or otherwise statically quench
when fabricating a DSC with an ERD. Design strategies are discussed ex infra.
In solid state systems there may be preferred migration to particular sites due to
the migration of excitons in a distribution of molecular sites with different dipolar
environments. Our simulation does not treat the possibility of exciton diffusion
to preferred sites and treats the sites as essentially having a narrow energetic
distribution.147
The exciton transfer efficiency (ETE) is given by the fraction of excitons reach-
ing a sensitizing dye before they decay or are quenched. There are two ways for
the exciton to reach the sensitizing dye; it can either energy transfer directly to the
sensitizing dye or it can transfer from relay dye molecule to relay dye molecule un-
til it reaches a sensitizing dye molecule, (a schematic of the processes are shown
in Figure 5.1). We especially wish to understand the importance of the latter
process in exciton collection.
In order to mimic titania nanopores with realistic parameters, simulations were
carried out in a cylindrical pore geometry with a cylinder radius of 15 nm and
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Figure 5.1: A schematic of a cylindrical pore in a dye sensitized solar cell with
the sensitizing dye (blue) absorbed to the cylinder’s surface and a relay dye (red)
in the electrolyte solution filling the pore volume. An exciton generated on the
relay dye can either energy transfer directly to the sensitizing dye (solid line) or
transfer between relay dye molecules until it reaches a sensitizing dye molecule
(dashed line).
a concentration of 0.5 sensitizing (acceptor) dye molecules/nm2 adsorbed to the
cylinder surface. Two relay (donor) dye concentrations of 0.006 and 0.06 relay
dye molecules/nm3 (10 and 100 mM) in the cylindrical pore were simulated with
Fo¨rster transfer radii, RDD0 and R
DA
0 , varied from 0 to 10 nm. Exciton transfer
efficiency was determined for each set of parameters. Hoke et. al. found that
energy transfer in nano-cylinders and nano-spheres showed similar trends, albeit
with slightly different numerical results; therefore, we only simulate nano-cylinders
in this work.
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Exciton transfer efficiency for different parameters was determined using a
Kinetic Monte Carlo (KMC) simulation. We simulated four possible events (1)
exciton transfer from a donor to an acceptor, (2) exciton transfer from a donor
to another donor, (3) exciton decay, and (4) dynamic exciton quenching. The
rates for events (1) and (2) were calculated from Equation 5.2, the rate for (3)
is based on the exciton lifetime, τ0, and the rate for (4) was calculated from
Equation 5.3. The simulation parameters were the Fo¨rster radius for donor ho-
motransfer, RDD0 , the Fo¨rster transfer radius for transfer from donor to acceptor,
RDA0 , donor concentration, CD, acceptor concentration, CA (held constant at 0.5
chromophores/nm2), total quenching rate, kQ, and pore radius (RP ). The sim-
ulation used periodic boundary conditions with a minimum image convention in
the direction of the axis of the cylinder. Donor dye molecules were randomly dis-
tributed in the pore volume and acceptor dye molecules were randomly distributed
on the pore surface.
5.3 Results and Discussion
First we discuss the results for the case without donor homotransfer. Figure 5.2
(inset) shows the simulated ETE for such a case compared with the analytical
solution135 for the corresponding unitless parameter, RC/(2RP ), for simulations
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with and without exciton quenching (kQ = 5 and kQ = 0, respectively). The
simulations match well with the analytical solution (∆ETE < 0.04) and indicate
the applicability of our simulation methodology.
Figure 5.2: The exciton transfer efficiency with donor homotransfer for increas-
ing RDD0 (R
DD
0 = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10 nm) and all other parameters
held constant (CD = 0.006 relay dye molecules/nm
3, no quenching). The inset
shows exciton transfer efficiency with no donor homotransfer from simulations
with quenching (kQ = 5) (grey circles) and without quenching (yellow squares)
plotted with the analytical solution135 (dashed black line) for the corresponding
parameters. The horizontal solid black line indicates 90% ETE.
Overall, including donor homotransfer in the simulation is seen to improve the
ETE. The effect of increasing RDD0 (CD = 0.006 molecules/nm
3, no quenching)
from 0 to 10 nm is shown in Figure 5.2. For small increases in RDD0 (from 0 to
3 nm), the ETE remains essentially the same (the increase in ETE is less than
0.04). As RDD0 increases beyond 3 nm the ETE is seen to improve, exceeding 0.9
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at RC/2RP as small as 0.05 (with no quenching this corresponds to R
DA
0 ∼ 2 nm).
With the donor homotransfer included in the simulation, RC/2RP is no longer the
only characteristic length scale so from here on we report data as a function of
RDA0 and R
DD
0 in units of nanometers.
The ETE enhancement due to donor homotransfer is seen to display a strong
dependence on CD. Contour plots of ETE for CD = 0.006 molecules/nm
3 (0.06
molecules/nm3) are shown in Figure 5.3a(b). The most improvement to ETE
(such that ∆ETE > 0.1) is seen for systems with low to moderate donor-acceptor
transfer (RDA0 ≈ 2.7 to 4.4 nm (0.5 to 4.1 nm)) and moderate to high donor
homotransfer (RDD0 > 3.7 nm (2.1 nm)). For R
DD
0 = 5 nm, a high ETE of
0.9 can be achieved with RDA0 as low as 4.3 nm (1.5 nm). Systems with larger
RDA0 showed less improvement with added donor homotransfer due to the already
high ETE. Figure 5.3d(e) show the change in ETE (∆ETE) caused by the donor
homotransfer. The ETE is seen to improve more rapidly with increasing RDD0 for
the higher CD. This observation is consistent with an increased rate of diffusion of
excitons through the relay dye matrix which has been shown for increasing CD.
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For the cylindrical nano-pore of radius 15 nm, the assumption of negligible
contribution from donor homotransfer is valid when RDD0 . 3 nm for CD =0.006
molecules/nm3 (RDD0 .2 nm for CD =0.06 molecules/nm3). For larger RDD0 ,
enhancement to the exciton transfer efficiency is fairly significant. Given an RDA0
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Figure 5.3: A contour plot of (a) the exciton transfer efficiency interpolated
from the data in Figure 5.2, showing how ETE changes with varying RDD0 and
RDA0 in a cylindrical pore of fixed radius, 15 nm, (b) a contour plot of the ETE
for identical conditions when CD is increased by 10×, and (c) a contour plot of
the ETE for the higher CD with quenching added (kQ = 5). Plots (d-f) show the
difference in ETE (corresponding to plots (a-c)) between cylinders with no donor
homotransfer, and donor homotransfer with the specified RDD0 . The dashed black
lines show where RDD0 = the average spacing between relay dye molecules.
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of 3.1 nm with no donor homotransfer, ETE = 0.6. An RDD0 of 6.7 nm is required
to enhance the ETE by 50% (ETE = 0.9) at the lower concentration, and an
RDD0 of 3.6 nm is required at the higher concentration. When R
DD
0 is small,
adding donor-donor transfer has little effect on the ETE. However, when RDD0
exceeds the average spacing between relay dye molecules, the ETE us seen to
increase significantly. The inflection point of the contour line at ETE= 0.9 is at
RDD0 = 6.8 nm (3.2 nm), corresponding almost exactly to the average distance
between relay dye molecules at 6.8 nm (3.1 nm). The blue region of the contour
plots (ETE> 0.9 in Figure 5.3) can be thought of as the region of parameter-
space where an ERD would be highly efficient. Then it can easily be seen that
increasing CD increases the set of dyes that can be used in a DSC. In order to
select an efficient ERD-sensitizing dye pair, the dyes simply need to be selected so
that RDD0 and R
DA
0 are at least as large as the values corresponding to any given
point on the 90% contour line.
We have shown that without quenching species present, donor homotransfer
amongst relay dyes greatly improves the ETE, especially for higher concentrations
of relay dyes. However quenching of excitons on the relay dye by other species
present in the electrolyte has been shown to greatly reduce the ETE.135 To adjust
for such processes, we introduced quenching into the KMC simulation to determine
its effect on the improvements to ETE from donor homotransfer. Figures 5.3c and f
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show how the ETE is affected by quenching (kQ = 5) for the higher concentration
of donors. The overall ETE is greatly reduced and the inflection point in the
contour lines is seen to occur at a higher value of RDD0 (5.4 nm for the ETE = 0.9
contour line), but the ETE is still improved fairly significantly by the inclusion of
donor homotransfer in the simulation (more so than in the simulations with the
lower concentration of donors and no quenching). This result suggests that donor
homotransfer can be an important mechanism, even in systems with relatively
high quenching of the relay dye.
In order to further explore how the exciton quenching influences the improve-
ments to ETE seen with donor homotransfer, we simulated the ETE for three
different possibilities with different pore size and rates of donor-to-acceptor trans-
fer, corresponding to (1) RP = 30 nm, R
DA
0 = 5 nm, (2) RP = 15 nm, R
DA
0 = 5
nm, and (3) RP = 15 nm, R
DA
0 = 2.5 nm, with all other parameters held constant
(at both donor concentrations with RDD0 = 4 nm and also without donor homo-
transfer) as a function of quenching (Figure 5.4). Again, donor homotransfer is
seen to enhance ETE, even when quenching occurs, although as the quenching
rate increases the effectiveness of the donor homotransfer at a given set of param-
eters decreases (∆ETE decreases with increasing kQ) due to increased competition
between exciton diffusion and quenching.
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The cylindrical pore of radius 15 nm with RDA0 = 5 nm starts with a high
ETE of 0.91 (Figure 5.4b). Since the ETE is already nearly unity, including
donor homotransfer with RDD0 = 4 nm can only increase ETE to 0.96 (∆ETE =
0.05). However, as quenching is increased, the ETE drops, giving an opportunity
for donor homotransfer to enhance it (∆ETE is on the order of 0.1). Increasing
the cylinder size from 15 to 30 nm (Figure 5.4a) greatly reduces the initial ETE,
and consequently allows enhancement from the donor homotransfer, achieving an
ETE of 0.84 without quenching (max ∆ETE = 0.21). The ∆ETE remains large
until quenching is very high. Similarly, keeping the cylinder size at 15 nm, but
decreasing the RDA0 = 2.5 (Figure 5.4c) also greatly reduces the initial ETE, and
allows for an improved ETE of 0.9, with an impressive ∆ETE of 0.42 caused by
donor homotransfer.
5.4 Strategies for Improving Relay Dyes
Typical RDA0 for donor-acceptor chromophore pairs range from about 2 to 9
nm.93,146 A pair of dyes with RDA0 > 7 nm is expected to give an ETE over
0.9, even with high quenching rates. However, a pair of dyes that cover the solar
spectrum, where one dye is optimized as a sensitizing dye, and the other is soluble
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Figure 5.4: Plots of ETE as a function of quenching for cylinders with (a)
RP = 30nm, R
DA
0 = 5nm, (b) RP = 15nm, R
DA
0 = 5nm, (c) RP = 15nm,
RDA0 = 2.5nm for relay dyes with no donor transfer (black squares), donor transfer
with RDD0 = 4nm and CD = 0.006 molecules/nm
3 (green diamonds), and donor
transfer with RDD0 = 4nm and CD = 0.06 molecules/nm
3 (blue circles). The
difference between the ETE with and without donor transfer is shown as ∆ETE
with grey triangles. Fits to the data (black, blue, and green curves) are shown in
all plots along with horizontal lines indicating the value of ETE with no quenching
(dotted black, blue and green curves).
in the electrolyte may not have quite such a high RDA0 . Below, we discuss how
selecting dyes with lower RDA0 could still lead to efficient ETE.
The value of R0 is related to the overlap between emission and absorbance
spectra. If the donor emission strongly overlaps its own absorption (small Stokes
shift), then it may not fully overlap the acceptor absorption. Similarly, if the
Stokes shift is large enough for the donor emission to strongly overlap the acceptor
absorption, it will not overlap its own absorption. An outstanding question is what
values of RDA0 and R
DD
0 can we expect for a pair of dyes that reasonably cover
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the solar spectrum and where the donor emission partially overlaps both its own
and the acceptor’s absorption?
The Fo¨rster transfer radius is calculated from
RDA0 =
(
8.79× 1017κ2n−4ΦD
[∫ (
fD(ν)A(ν)
ν4
)
dν
])1/6
(5.4)
giving RDA0 in nm when wavenumbers, ν, are given in cm
−1.148 The orientation
factor, κ, describes the alignment of the molecular dipoles and is given by cosφDA−
3cosφDc˙osφA and κ
2 = 2/3 for dynamically averaged orientations of D and A.3
φDA is the angle between the transition dipoles of the molecules, and φD and
φA are the angles between the vector from D to A and the transition dipoles
of D and A respectively. The portion of Equation 5.4 in square brackets is the
overlap integral, where fD(ν) is the area-normalized donor fluorescence and A(ν)
is the molar extinction coefficient of the acceptor. n is index of refraction of
the surrounding material (typically ∼ 1.5 in a DSC electrolyte11), and ΦD is the
fluorescence quantum yield.
3The dynamically averaged case for κ2 only applies to dipoles rotating rapidly on the time
scale of the energy transfer. Dynamic orientation is assumed in our simulation (e.g. for an ERD
dissolved in a liquid electrolyte). However, in the isotropically oriented static case, it has been
predicted126 and experimentally verified149 that a correction factor of 0.8452 must be applied to
the time scale of the decay of Gs(t), the probability that the exciton is on the initially excited
donor. The decay is always slower in the static case,126 meaning that it takes longer for an
excitation to leave a donor, which suggests that our simulation overestimates the transfer rate
and therefore the ETE for fully static donors (e.g. for ss-DSCs).
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Most ERDs used in experiments so far have RDA0 = 5 − 8 nm and RDD0 <
4 nm (Table 5.1), which means the donor-donor transfer does not contribute
significantly to the ETE and even with quenching (τ0
∑
j kqj[Qj] = 5) ETE is
> 0.8. However DSCs with smaller RDA0 or larger pore size would have much
lower ETE and would require larger RDD0 to boost the ETE. The small values of
RDD0 are largely due to the lack of overlap and also partly due to comparatively low
absorption of the relay dye, although theoretically DCM, BL302, and PTCDI have
large enough RDD0 for improvements to ETE to be seen at high concentration with
little to no quenching. Selecting dyes with larger RDD0 would require (1) smaller
Stokes shift and/or (2) larger extinction coefficients.
How much would the Stokes shift and extinction coefficient need to change
to make a significant difference in ETE (e.g. for designing and synthesizing new
ERDs) and would the increase in RDD0 due to the reduced Stokes shift outweigh
the concomitant decrease in RDA0 ? Using the absorption from PTCDI and shifting
its emission spectrum to simulate different Stokes shifts, we find that RDD0 can be
increased from 3.8 (actual Stokes shift of 50 nm (1.7 eV)) up to 5.6 nm (Stokes
shift of 0 nm (0 eV)). With RDD0 = 5.6 nm, an ETE of 0.9 can be achieved with
RDA0 as low as 1.3 nm without quenching or 3.0 nm with kQ = 5. At R
DD
0 = 3.8
nm, an ETE of 0.9 would require values of RDA0 twice as large (2.8 nm for no-
quenching and 6.0 nm for quenching). Even at the lower concentration of donors
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with no quenching, RDA0 only needs to be 4.8 or 4.1 nm for R
DD
0 of 5.6 and 3.8
nm, respectively. Selecting donors with small Stokes shifts decreases the need for
a large RDA0 . Additionally, increasing the extinction coefficient by a factor of 
′
would increase RDD0 by a factor of (
′)1/6. For example a threefold increase in
extinction coefficient would give a 20% increase in R0 (increasing the extinction
coefficient also increases the overall absorption of light in the DSC). Picking a
dye with a smaller Stokes shift (25 nm or 0.08 eV) and a larger extinction coef-
ficient (150000 M−1cm−1, closer to the extinction coefficients of good sensitizing
dyes) could easily yield a RDD0 ∼6 nm,4 which could easily be used to achieve a
high ETE, even with a donor-acceptor pair with relatively poor energy transfer.
In fact, several classes of dyes with high RDD0 exist including rhodamines, BOD-
IPYs, phthalocyanines, and squaryliniums, which have RDD0 ranging from 5 up
to 7 nm.150,151 In our calculation, decreasing the Stokes shift of PTCDI to 0 nm
reduces the overlap between the emission of PTCDI and the absorption of the
commonly paired sensitizing dye, TT1, (see Table 5.1) which would reduce RDA0
but only by less than 1 nm because of the one sixth dependence of Fo¨rster transfer
radius on the overlap integral in Equation 5.4. From this small change, we can
see that decreasing the Stokes shift of the ERD will only have a small effect on
RDA0 in most cases. Selecting an ERD-sensitizing dye pair with close, complemen-
4Based on calculations for PTCDI with reduced Stokes shift and three times larger extinction
coefficient.
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tary absorption spectra is ideal both for covering the entire solar spectrum and
achieving good RDA0 , so the reduced Stokes shift should not cause problems in
a well designed DSC and the improved ETE from enhanced donor homotransfer
would more than compensate for any small reduction in RDA0 . In fact having an
ERD with a small stokes shift and high rate of homotransfer may actually make
it easier to find a suitable ERD-sensitizing dye pair because less spectral overlap
is needed since high ETE can be achieved with a much smaller RDA0 .
Most DSCs with ERDs in the literature have relatively low ERD concentra-
tions (Table 5.1) on the order of the lower concentration we simulated (10 mM),
largely due to solubility issues. Our results suggests that improving relay dye
solubility and thus relay dye concentration in the electrolyte is a route not only
to improving the fraction of light absorbed, but also to greatly improving the
ETE due to enhancements from donor homotransfer. Experimental attempts to
improve dye solubility (up to 180 mM) actually led to lower ETE (dropping from
0.9 for a related donor-acceptor system12 down to 0.7 for the high-solubility dye),
which was attributed to static quenching due to the formation of non-emissive
complexes.16 Minimizing static quenching is particularly important in systems
designed for high donor homotransfer because static quenching sites can act as
traps for excitons, which could negatively affect ETE. The concept of shielding
fluorophores from quenching species using steric hindrance is well known in fluo-
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rescence spectroscopy146 and fluorescent molecules can be engineered to prevent
quenching from aggregation using steric hindrance from bulky side groups (which
are also useful for solubilizing conjugated molecules) which have been shown to im-
prove fluorescence yield of BODIPYs in solid state films.152 Another technique to
prevent quenching by ions is using electrostatic forces from a charged fluorophore
to repel the quencher5 (e.g. using a fluorescent anion could reduce quenching by
the I−/I−3 redox couple).
153 Using a charged dye may also help reduce dye aggre-
gation due to electrostatic repulsion and thus reduce static quenching. The results
of our simulation suggest that if the static quenching issue for high solubility dyes
can be overcome, the increased concentrations of ERD in the electrolyte could
boost the ETE.
Recently a great effort has been made to explore new electrolytes for DSCs,154
and some of these may have the potential to decrease quenching of ERDs. Quench-
ing from a typical I−/I−3 redox couple has been reported as kqj[Qj] = 5× 109 s−1
and for the solid-state electron transporting material, spiro-MeOTAD, it is about
2.6× 107 s−1, based on quenching ratio and PL lifetime reported by Yum et. al.13
Assuming quenching rates due to electrolytes do not change significantly for dif-
ferent relay dyes, based on these numbers, quenching could be 200 times lower
5The quenching constant for quenching of riboflavin phosphate by iodide was reduced by
30% relative to the neutrally charged phosphate when the phosphate had a negative charge (at
pH 5 and pH 8, respectively).
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in ss-DSCs than quenching in DSCs with typical liquid electrolytes (like those
used in most studies of relay dyes so far). Additionally, Cheon et. al. found that
using a quasi-solid state electrolyte reduced the quenching of the relay dye rela-
tive to a liquid electrolyte.122 In addition to reduced quenching, using relay dyes
in ss-DSCs could lead to another interesting advantages over liquid electrolytes.
For example, the hole transporting material spiro-MeOTAD commonly used in
ss-DSCs absorbs in the UV and has peak PL emission at 424 nm.155 Theoretically
spiro-MeOTAD could act as a secondary energy relay material and Fo¨rster energy
transfer to any of the donors in Table 5.1 which can then transfer to the acceptors
and enhance the EQE in the UV region of the spectrum. Spiro-TBT, a derivative
of spiro-MeOTAD that absorbs in the visible has already been used as a light
absorbing material in DSCs.120
Now that we have established what is required to achieve a high ETE, the ques-
tion becomes how much could a relay dye with high ETE improve the efficiency of
a DSC? In order to surpass current state-of-the-art single-dye DSCs, which have
remarkable panchromatic sensitizers (∆λ ∼ 600 nm and PCE > 10%),156 the sen-
sitizing dye will need to absorb in the red and NIR portion of the solar spectrum,
with the energy relay dye filling in the UV and the rest of the visible spectrum.
Several NIR sensitizing dyes have recently been developed,157 some of which have
absorption onset past 850 nm.158–160 For example the sensitizing dye NK-637 has
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very strong absorbance between 600 and 900 nm (max = 146000 M
−1cm−1).158
However, the NIR dyes tend to suffer from high losses in potential and thus poor
open circuit voltage (Voc < 0.5 V) which leads to low efficiencies.
In order to estimate the efficiency of a DSC with relay dye-sensitizing-dye pair,
we used a simple model similar to one used by Snaith132 to estimate theoretical
maximum attainable efficiency of a DSC, with the simplifying assumption that
the dye will absorb photons at all wavelengths below the absorption onset. For
comparison, we repeat the calculation with the main difference being our use of
instantaneous rather than gradual absorption onsets. To make results comparable,
we used the same fill factor (FF = 0.73) and incident photon conversion efficiency
(IPCE = 0.9), and selected a low loss in potential of 0.5 eV. The theoretical
efficiency for a single sensitizing dye that absorbs at all wavelengths below the
absorption onset is shown in Figure 5.5a. Based on this result for a broadly
absorbing single dye, the maximum efficiency of 20.9% occurs at an absorption
onset of∼900 nm (the efficiency is slightly higher than that predicted by Snaith
because of the sharp absorption onset used in our model, but the wavelength is
consistent with that result).
Using this model, we predicted the efficiency of a DSC with both a relay dye
and a sensitizing dye. Based on the maximum at 900 nm, we chose to model a
sensitizing dye with an onset at 900 nm (an absorption onset at 900 with a loss
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Figure 5.5: (a) The theoretical efficiency for a dye cell with a single sensitizing
dye with FF = 0.73, and loss of 0.5 eV (black line). The blue markers show the
efficiency at an absorption onset of 500, 600, and 900 nm. The AM 1.5 spectrum
is shown for reference (grey line). The filled portions of the AM 1.5 spectrum
show the photons absorbed by the donor (light red) and acceptor (light blue) in
a relay dye system with donor absorption width of 200 nm. (b) The theoretical
efficiency for a dye cell with the same assumptions, but with an acceptor absorbing
between 600 and 900 nm, and a donor with absorption onset at 600 nm and varying
absorption width for ETE ranging from 0 to 0.9 in increments of 0.1 (red lines).
The blue dashed lines show the efficiencies of the cells with a single sensitizing
dye at the absorption onsets marked in (a).
in potential of 0.5 eV would correspond to a Voc= 0.88). While using sensitizing
dyes that absorb further into the IR could lead to higher efficiencies, this would
only be the case with losses in potential of less than 0.5 eV. The key to building
a competitive DSC with ERDs will be finding an optimized NIR sensitizing dye
with low losses. To model the DSC with a relay dye, we assume the sensitizing
dye (acceptor) absorbs photons between 600 and 900 nm with IPCE = 0.9 and
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IQE = 0.95. The energy relay dye (donor) has an absorption onset at 600 nm
and varying absorption width, over which it is assumed to absorb all photons.
Our results are plotted for ETE between 0 and 0.9 (Figure 5.5b). The acceptor
alone would have an efficiency of 12.8%. When energy transfer from the relay
dyes adds to the photocurrent, the efficiency increases up to a maximum 20.5%
(nearly the same as predicted for a single dye with IPCE = 0.9 absorbing over
the entire range). The efficiencies of the single-dye cells with absorption onsets
at 500, 600, and 900 are shown for comparison and it interesting to note that
the single-dye cell with absorption onset at 600 nm outperforms the relay dye
DSC for some ETEs and donor absorption widths. However, for cells with high
ETE and reasonable absorption, the cell with the relay dye is superior. For donor
absorption with a width of 100 nm, there is a 30% improvement to efficiency at
ETE = 0.9. If the width is increased to 200 nm, the improvement is 54%, and at
a width of 300 nm the efficiency is improved by 60%.
5.5 Conclusion
One of the most pressing issues for excitonic solar cells is wide spectral cov-
erage, for which efficient energy relay dyes are needed. We have used a KMC
simulation to demonstrate that selecting a highly soluble relay dye with large
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homotransfer in addition to reasonably good donor-to-acceptor transfer could en-
hance ETE beyond what was previously predicted.135 Donor homotransfer was
seen to improve ETE in all cases, especially when the donor concentration was
increased. Quenching of the exciton by the electrolyte decreases the effectiveness
of the donor homotransfer, but improvements are still seen over the case with no
donor homotransfer. Donor homotransfer is also important for improving ETE
when the nanopores increase in size.
Based on our simulations, we suggest that finding ways to increase RDD0 of the
relay dye (decreasing the Stokes shift and/or increasing the extinction coefficient)
and increasing the solubility and thus the concentration of relay dye in the elec-
trolyte will lead to improved ETE. Given an increased concentration, having a
moderate RDD0 (> 3) will compensate for a lower R
DA
0 (increased concentration is
also desirable for increasing absorption). This effect allows for greater flexibility
in choosing a donor-acceptor pair to use as a relay and sensitizing dye and should
expand the library of relay dyes that can be used in DSCs, making it easier to find
a pair of dyes that will lead to a high efficiency solar cell. In fact if a relay dye
could be designed to have high solubility and a very large RDD0 in addition to a
high extinction coefficient and absorbance across with UV and visible, it could act
as a universal ERD and be paired with any sensitizing dye with complementary
absorption that has RDA0 greater than ∼ 2 nm.
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We also used a simple model to predict the theoretical efficiency of a DSC
with a sensitizing dye absorbing in the red and NIR between 600 and 900 nm
and a energy relay dye absorbing visible and ultra-violet wavelengths for different
values of ETE. The model predicts that an ERD with perfectly complementary
absorption to a well-performing NIR sensitizing dye could be used to nearly double
the baseline efficiency of a DSC containing the sensitizing dye alone. With our
simulation results expanding the selection principles for relay dyes to include dye
pairs with smaller RDA0 , the energy relay dye approach may be more tractable
than the single-dye approach for extending DSC absorption into the near IR and
reaching record breaking efficiencies.
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Chapter 6
Energy Transfer Directly to
Bilayer Interfaces to Improve
Exciton Collection in Organic
Photovoltaics
6.1 Introduction
Organic photovoltaics (OPVs), which use organic molecules as donors and ac-
ceptors in place of inorganic p-n junctions, have increased in efficiency rapidly,
reaching over 10%.2 Achieving higher efficiency goals requires new design strate-
gies; consequently, work on ternary blends and cascade structures has developed
in recent years.161
Ternary blend organic solar cells use a third material which allows for improved
absorption of the solar spectrum and for implementation of strategies to promote
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exciton and charge collection. However, to optimally design such complex solar
cells we need to better understand which parameters are key for good performance.
Challenges in Exciton Harvesting in OPVs. Achieving efficient OPVs
remains challenging, in part because of the interplay between requirements for
collection of excitons and charges. Unlike inorganic solar materials, organic semi-
conductors have low dielectric constants, causing the excitons to be tightly bound
in the bulk material (Frenkel rather than Wannier-Mott excitons). The bound
excitons must move through the electron donor or acceptor phase and reach an
interface where the energy offset between the donor and acceptor gives a driving
force for separating into charges. Since organic semiconductors tend to have small
exciton diffusion lengths (on the order of ten nanometers), small domain sizes are
preferable for efficient exciton collection. On the other hand, large continuous
domains are better for charge collection, because charges must migrate from the
interfaces to the electrodes. Often bulk heterojunction (BHJ) morphologies, which
have nanostructured domains, are employed to achieve both design requirements.
In comparison to BHJs, bilayer organic solar cells have the donor and acceptor
vapor deposited in sequential layers. The vapor deposition has several advantages
including better control over morphology and purer donor and acceptor domains.
Bilayers are optimal for charge collection because they provide direct charge trans-
port pathways from the interface to the electrodes. However, they are suboptimal
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for exciton collection because the excitons formed in the bulk of the donor and
acceptor layers cannot reach the interface due to relatively small exciton diffu-
sion lengths. One way to address problems with exciton collection is to engineer
films with longer exciton diffusion lengths, for example by controlling molecular
orientation, using triplet excitons which have a longer lifetime, or engineering
molecular spacings.162–164 Another option is to overcome relatively low exciton
diffusion lengths by using energy transfer to move excitons from one material to
another.112,165
Exciton Collection via Ternary Blends and Cascade Structures. The
simplest way to use energy transfer to enhance exciton collection is to have en-
ergy transfer directly from the electron donor to the electron acceptor (or vice
versa). This energy transfer scheme was investigated experimentally110,111,166 and
analyzed theoretically.109,167 Scully et al. for example, modeled exciton diffusion
and energy transfer using a one dimensional diffusion equation that was modi-
fied to account for exciton decay and energy transfer. It was shown that energy
transfer could lead to long range collection (over more than 25 nm) of excitons
in the donor material. It has even been shown that exciton diffusion lengths are
often overestimated due to the confounding influence of energy transfer from the
donor to the acceptor.168,169 However, this energy transfer scheme is limited be-
cause it only enhances exciton collection in one of the materials. In order to take
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further advantage of energy transfer, additional device architecture engineering is
necessary.
Ternary blend solar cells use a third organic semiconductor in addition to the
electron donor (hole transporting material) and acceptor (electron transporting
material) in order to broaden the absorption across the solar spectrum. The third
material must have compatible energy levels with the electron donor and acceptor
and is generally selected so that the ionization energies (IEs) and electron affini-
ties (EAs) of the materials form an energy cascade for transport of the charges.
The energy cascade helps separate charges and is additionally beneficial to reduce
geminate charge recombination by spatially separating charges.170 Many exam-
ples of ternary blends in bulk heterojunction solar cells show modest improvement
to power conversion efficiency (PCE),171–179 although there are also cases where
apparently suitable materials with well aligned energy levels do not always im-
prove PCE.178,180,181 The relative positions of the three materials in the blend
morphology is important for the energy cascade to function and is not easily con-
trolled in bulk heterojunctions. It is however, more controlled in evaporated solar
cells.114,182–184
In addition to using energy cascades to improve charge separation and reduce
recombination, they can also be engineered to improve exciton collection. If in
addition to having a cascade of IEs and EAs, the materials also have a cascade
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of bandgaps, then they can benefit from an energy transfer cascade as well. Just
as cascading IEs and EAs facilitate movement of the charges to the electrodes,
cascading bandgaps, when properly arranged, can facilitate movement of excitons
to interfaces. Roughly speaking, excitons will energy transfer to the material with
to lowest bandgap, so a third low-bandgap component can be used not only to
enhance absorption across the solar spectrum, but also to control the destination
of excitons that are generated in other layers.
There are several ways to arrange an energy transfer cascade, but the main
idea is that excitons that are generated in a larger optical gap material can be
transferred to another material with a smaller optical gap via Fo¨rster energy
transfer, and so on. One example is to have an energy cascade interfacial layer
where the low-bandgap material is placed between the higher bandgap electron
donor and acceptor; thus, excitons energy transfer to the middle layer, facilitating
their movement toward the donor and acceptor interfaces. The electron donor
(D) and the electron acceptor (A) are now energy donors and the interfacial cas-
cade layer (C) can be an energy acceptor. When excitons can be quickly energy
transferred directly to the interface rather than slowly diffusing there, they can
generate charges with much higher efficiency, leading to a higher overall PCE.
Several experimental papers have achieved improvements to evaporated bilayer
solar cells using energy cascade architectures with interfacial layers.113–117,185–187
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A variation on this basic architecture is to use a multi-donor or multi-acceptor
cascade. The layers simultaneously have graded absorption spectra and funnel ex-
citons from the largest to the smallest optical gap donor (or acceptor). Depending
on the energy offsets, the exciton could be separated into charges at some or all of
the interfaces. Several examples of successful 3-donor energy cascades have been
published.113,115,117 Creating cascaded devices demands versatile, ambipolar ma-
terials with a range of band- and optical gaps. Donors with a wide variety of energy
levels and bandgaps are available, but the development of tunable, non-fullerene
acceptors is needed because the commonly used fullerene-derivative acceptors are
somewhat limited.
Understanding and Modeling Excitons in Multi-component OPVs.
In order to characterize the effectiveness of the energy transfer in ternary blends
one needs a figure of merit, which is commonly chosen as the exciton collection
efficiency (ECE). The ECE is part of the external quantum efficiency (EQE) of
a solar cell, which describes its overall efficiency at different wavelengths. The
EQE is a product of the efficiencies of absorption, exciton collection, and charge
collection. Therefore the solar cell must both absorb light efficiently and have a
high exciton collection efficiency in order to have a high overall efficiency. This
introduces a competing requirement for film thickness. The film needs to be thick
in order to absorb light, but it needs to be thin enough that excitons can be
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collected efficiently. The thicker the bilayer, the more light it will absorb thereby
increasing the efficiency of exciton generation. In order to absorb 80% of the light
at the absorption maximum, assuming a very high molar extinction coefficient
of 350000 cm−1, the film would need to be ∼ 46 nm thick and to absorb 90%
of the light, it would need to be ∼ 66 nm thick (using the Beer-Lambert law
and neglecting thin film optical effects that add oscillations in the fraction of
light adsorbed as a function of film thickness due to interference188). For smaller
extinction coefficients, the films would need to be even thicker. Such films with
high absorption are thick enough that exciton collection would occur with a very
low efficiency in a standard bilayer solar cell given typical exciton diffusion lengths
of ∼10 nm. Even very high exciton diffusion lengths (100 nm) would be too small
to achieve good performance with the thickest layers. Typical layers are generally
between 5 and 100 nm thick in order to balance efficiencies of light absorption
and exciton collection.
Simple bilayer structures can be modeled using diffusion-reaction equations
that include terms for exciton generation, decay, and energy transfer.109 However,
more complex systems with rough interfaces or mixed interfaces become difficult to
model with differential equations. Therefore we use kinetic Monte-Carlo (KMC)
simulations to examine the effect of energy transfer in ternary energy cascade
architectures relevant to organic solar cells. In this work, we use KMC simulations
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to examine energy transfer strategies for improving exciton collection. Improving
exciton collection allows for increased thickness of donor and acceptor layers and
thus an increase in PCE due to increased optical absorption and high exciton
yield. We identify several cascade architectures that take advantage of Fo¨rster
energy transfer that can increase exciton yield to nearly 100%, even for optically
thick films.
6.2 Simulation Methods
KMC simulations were carried out treating chromophores as points on a cu-
bic lattice with a lattice constant of 1 nm giving a chromophore density of 1
chromophore/nm3,189 which is a typical value for small molecule chromophores in
an organic film. For example PCBM, a common acceptor molecule, has a density
of 1.5 g/cm3 which corresponds to a chromophore density of 0.99 molecules/nm3.
Non-fullerene small molecules tend be more dense and conjugated polymer chro-
mophores tend to be less dense. Energy transfer, x∗ + y → x+ y∗, was simulated
for single excitons using the rate
kij =
1
τ
(
Rxy0
rij
)6
(6.1)
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where τ is the exciton lifetime, Rxy0 is the Fo¨rster transfer radius from a chro-
mophore of type x to one of type y, and rij is the distance between chromophores
i and j. Periodic boundary conditions were used in the plane of the film. Dexter
transfer was not treated in our simulations.
The Fo¨rster transfer rates are treated as orientationally averaged and the tran-
sition dipole orientation is not treated in this work. Therefore the orientation
factor, κ2 is assumed to be 2/3 which is the value of κ2 for dynamically averaged
dipoles. More correctly, one should use κ2 = (0.8452)2(2/3) for statically averaged
dipoles;126 however in this work we use κ2 = 2/3 for consistency because it is the
value most often used when calculating R0 and only introduces a ∼5% error in
the Fo¨rster transfer rate which involves a κ1/3 term. Assuming preferentially ori-
ented dipoles (which would result from molecular orientation in non-amorphous
films) would introduce anisotropic exciton diffusion rates and is not considered
here. The effect of dipole alignment on energy transfer to the interface is briefly
discussed in the section on charge transfer states as energy acceptors.
The self-transfer Fo¨rster radii, RDD0 , R
AA
0 , and R
CC
0 , were set at 1.5 nm
1 so
that the exciton diffusion length for each material is 5.6 nm,2 a typical value
for an exciton diffusion length in an organic semiconductor film (LD from 5 to 10
1All exciton lifetimes were assumed to be equal to reduce the number of simulation parame-
ters.
2The exciton diffusion coefficient for energy transfer in a cubic lattice is given by
0.409C4/3R0τ
−1 where the concentration, C is given by 4/3piR30ρ.
97 The exciton exciton diffu-
sion length calculated from our simulations matches well with LD calculated from this definition.
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nm).190 It has in fact been suggested that many reported exciton diffusion lengths
are overestimated because they are enhanced by energy transfer.191 In order to
be consistent with the organic semiconductor literature, we use the definition of
exciton diffusion length LD =
√
Dτ , so the constant factors of
√
2 and
√
6 are
included in the one and three dimensional solutions as necessary, respectively. The
Fo¨rster transfer radii between dissimilar materials were varied between 1.5 and
10 nm, depending on the energy-cascade device architectures being simulated. In
the simulations, excitons are generated in the film with a uniform distribution3.
The exciton is considered to be collected when it reaches an interface. Charge
collection is not simulated, instead we focus only on the contribution from exciton
migration.
6.3 Results and Discussion
We examine how energy transfer can be used for an electron donor (D), accep-
tor (A) and energy cascade material (C) to improve exciton collection in device
structures relevant to bilayer organic solar cells. The C chromophore is always
assumed to have the narrowest gap with the longest wavelength absorption and
3A uniform distribution is used rather than a more complex absorption profile because the
absorption profile depends on the position of the layer in the device and whether optical spacer
layers are used. Exciton collection efficiency will be lower than predicted if the absorption profile
is higher in regions far from the interface and higher if the absorption profile is higher in regions
near the interface.
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therefore always acts as an energy acceptor. In this work we examine two energy
cascade schemes: Scheme A: D → C and A → C and Scheme B: D → A → C4
(Figure 6.1a). Using these schemes, we simulate a variety of bilayer/interface
architectures (Figure 6.1b) including: case 1: a bilayer with a monolayer of C
at the flat (or rough) interface and energy transfer Scheme A, case 2: a bilayer
with a multilayer of C at the flat interface and energy transfer Scheme A and
case 3: a bilayer with a monolayer of C at the flat interface and energy transfer
scheme B. We determine how a larger exciton diffusion length affects the role of
energy transfer in exciton collection and discuss insights the simulations give us
into the experimental literature. Additionally, we discuss the possibility that a
charge transfer state could behave as an energy acceptor for a built-in cascade
interfacial layer.
6.3.1 Energy Transfer in a Bilayer Morphology
Bilayer morphologies are often used in evaporated and solution processed192,193
solar cells. While the bilayer structure is favorable for charge collection, it is not
ideal for exciton diffusion to an interface when layers are thick. Here we explore
4Equivalent to A→ D → C. The electron donor(acceptor) can act as either an energy donor
or acceptor. The material’s status as an electron donor or acceptor depends on its relative IE
and EA. The material’s status as an energy donor or acceptor depends on its bandgap and
absorption and emission wavelengths.
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Figure 6.1: (a) Energy levels for energy transfer cascades for scheme A: direct
transfer from D and A to the cascade interface C and scheme B: transfer from D →
A → C. (b) Different DAC ternary blend energy cascade device architectures
simulated in this work.
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how energy transfer strategies can be used to improve exciton collection in bilayer
structures.
6.3.2 Analytical Approximations
Using analytical expressions for exciton diffusion and energy transfer, we are
able to offer some analytical approximations for ECE as a function of layer thick-
ness for case 1 (see Appendix B for derivations). Exciton collection can occur via
two mechanisms: exciton diffusion which we approximate based on a solution to
the diffusion equation and energy transfer of the exciton to energy acceptors (C)
at the interface, which we approximate using the known rate for energy transfer
to a plane.109
The analytical approximations yield three interesting results: (1) For the ex-
perimentally reasonable values of R0 and LD, exciton diffusion outperforms energy
transfer at low film thicknesses (dD . 5 nm); however, the ECE for exciton diffu-
sion drops off more rapidly with increasing film thickness than for energy transfer
so for certain values of R0 and LD, there is a crossover where energy transfer leads
to higher ECE for thicker films (Figure 6.2a). (2) Based on these two analytical
solutions, we can define a lower bound on the ECE when exciton diffusion and
energy transfer are both included (Figure 6.2b). The KMC simulated ECE is
better than the lower bound because the exciton diffusion reinforces the energy
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transfer by moving excitons within easy energy transfer range of the interface and
the energy transfer provides a driving force for the capture of excitons generated
near the interface before they can diffuse away. (3) For all thicknesses, the energy
transfer to an infinite slab is significantly more effective than energy transfer to a
plane (monolayer) for comparable R0 (Figure 6.2c). The higher rate for transfer
to a slab motivates the use of the C-multilayer in case 2 and the D → A → C
energy transfer in case 3.
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Figure 6.2: Predictions of our analytical approximations for exciton collection
efficiency for (a) exciton diffusion alone (red, dashed) and energy transfer alone
(blue, solid) with the arrow showing increasing LD (5.6, 8.8, 13.6, 18.8, 21.4,
25.8, and 50 nm) for exciton diffusion and increasing R0 (2, 3, 5, 7.5, 10 nm)
for energy transfer. (b) The lower bound (black, dotted) and simulated (yellow,
dash-dotted) ECE for a bilayer film with both exciton capture mechanisms active
with R0 = 7.5 nm (blue, solid, energy transfer only) and LD = 5.6 nm (red,
dashed, exciton diffusion only). (c) ECE for energy transfer from a point to a
plane (blue, solid) and to an infinite slab (green, dashed) for the same R0, with
the arrow showing increasing R0 (2, 3, 5, 7.5, 10 nm)
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6.3.3 Case 1: Energy Transfer to a C-Monolayer
We first simulate the simplest energy cascade scheme, which involves D and
A acting as energy donors to C, an energy acceptor (Figure 6.1a, Scheme A).
Excitons from D do not transfer to A (or vice versa) because the spectral overlap
between D and A is assumed to be negligible. The following energy transfer
processes are allowed:
1. D∗ +D → D +D∗ with RDD0
2. D∗ + C → D + C∗ with RDC0
3. A∗ + A→ A+ A∗ with RAA0
4. A∗ + C → A+ C∗ with RAC0
We simulate this scenario with a monolayer of C between bilayers of D and A with
varying bilayer thickness (dD = dA from 7 to 75 nm) and Fo¨rster transfer radii
(R
DC(AC)
0 from 1.5 to 10 nm) and determine the exciton collection efficiency. It is
assumed that charges can be generated at either the A/C or D/C interface.
Overall as the film thickness increases ECE decreases (Figure 6.3a). However
increasing R
DC(AC)
0 for energy transfer to the cascade interfacial layer significantly
increases the ECE. For the thinnest bilayer (7 nm), the ECE is increased by nearly
70% when R
DC(AC)
0 = 5 nm and for the thickest bilayer (75 nm), the increase in
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ECE is over 160%. For intermediate film thicknesses, including energy transfer
(R
DC(AC)
0 = 10 nm) greatly increases ECE from 0.2 to 0.93 and from 0.08 to 0.6
for the 25 nm and 50 nm films, respectively. Unfortunately for the thicker layers,
which may be needed to absorb all of the incident sunlight, unrealistically large
values of R
DC(AC)
0 would be necessary to reach higher ECE. For the 75 nm film,
the overall ECE still remains low, only reaching 0.4 at R
DC(AC)
0 = 10 nm. Having
a monolayer of C at the interface leads to large increases in ECE, but additional
strategies are needed to reach very high ECE for the thickest films (> 50 nm),
which are needed to achieve high EQE.
For thicker films without an energy cascade or those with low R
DC(AC)
0 , the
tradeoff between increasing absorption and lower ECE is not enough to improve
the overall number of excitons collected. However, in films where the ECE gets
a boost from the energy transfer cascade, increasing film thickness does lead to
an overall increase in the relative number of excitons collected (Figure 6.3b) (as-
suming a uniform distribution of the excitons in the film, with exciton generation
proportional to total absorption calculated by the Beer-Lambert law for an ex-
tinction coefficient of 350000 cm−1)5. For RDC(AC)0 = 7.5 nm, a 25 nm film will
lead to two times more excitons being collected than for a 7 nm film, (2.5 times
more at R
DC(AC)
0 = 10 nm). The 50 nm film has overall worse ECE than the 25
5As before, thin film effects are neglected.
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nm film, but approaches the same value at high R
DC(AC)
0 . Assuming high charge
mobilities so the increased thickness does not affect charge collection, the energy
transfer cascade would allow for thicker solar cells with improved PCE.
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Figure 6.3: (a) The exciton collection efficiency (ECE) for films (D or A) of
increasing thickness from 7 to 75 nm with a monolayer energy cascade material
(C) at the interface. The arrow indicates increasing film thickness. (b) The
product of ECE and fraction of light absorbed for each film thickness.
Even for the films with the best exciton harvesting, the upper bound on the
EQE for bilayers with perfectly flat interfaces (assuming good charge separation
and collection) appears to be around 15% (Figure 6.3b). One way to address the
low ECE for thick layers is to increase interfacial area by roughening the bilayer
interface. We simulate this condition using an egg-crate Asin(2pix/L)sin(2piy/L)
interface (Figure 6.1c). We vary the period and amplitude of the sin functions
to generate a representative set of rough interfaces for 50 and 75 nm thick films.
The period was varied so that the features were 15, 30, 60, or 120 nm in the plane
of the film. The amplitude was varied from 5 nm up to the film thickness (50 or
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75 nm). ECE is seen to increase with increasing amplitude and decreasing period
(Figure 6.4a). Amplitudes approaching the thickness of the film were required to
reach high ECE. In the 50 (75) nm film, increasing the film roughness without
introducing the energy transfer cascade layer increased ECE from 0.13 to 0.38
(0.06 to 0.31). Adding the energy cascade significantly increased ECE, even for
small R
DC(AC)
0 . However a R
DC(AC)
0 of at least 3.5 nm (4 nm) was needed to reach
an ECE of 0.9 for the 50 nm (75 nm) film. Even for features with high amplitude
(A = film thickness), increasing L decreases the ECE (Figure 6.4b). For a 50
nm (75 nm) thick film, an ECE of 0.9 can be reached for L up to 60 nm, with
R
DC(AC)
0 = 8 nm (R
DC(AC)
0 = 8.5). Smaller R
DC(AC)
0 are sufficient for smaller L.
Overall, the films with small L, large A, and large R
DC(AC)
0 had the best ECE.
This morphology is similar to a columnar/chessboard-type structure with tall,
narrow columns often suggested as an optimal design for OPVs.138,194,195
Having a bilayer with a roughened interface is clearly beneficial for the perfor-
mance of OPVs and this result corresponds well with experimental results.26,196
However, for very thick films it is nearly impossible to achieve > 90% ECE with
a roughened interface alone (no energy transfer). Including an energy transfer
cascade will however, lead to the improved, > 90% ECE necessary for good solar
cell performance, even with moderate Fo¨rster transfer radii.
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Figure 6.4: The exciton collection efficiency (ECE) for 50 (red) and 75 (black)
nm thick films for an interface with increased roughness, but still only a monolayer
of the interfacial energy cascade layer. (a) L = 15 nm and A varied from 0 to the
film thickness. The arrow shows the direction of increasing A (0, 5, 10, 20, 30, and
50 nm in red and 0, 5, 10, 30, 50, 60, and 75 nm in black). (b) A = film thickness,
L varied from 15 to 120 nm. The arrow shows the direction of increasing L (15,
30, 60, and 120 nm).
To summarize case 1: For relatively thin films ≤ 25 nm, a monolayer of cas-
cade interfacial layer should be sufficient to boost the ECE to greater than 0.9.
Roughening the interface with the monolayer of C can provide an additional boost,
allowing for a high ECE, even for thick films up to 75 nm as long as the amplitude
of the roughness is on the order of the film thickness and the period of in-plane
modulation is short, i.e. 30 nm or less.
6.3.4 Case 2: Energy Transfer to a C-Multilayer
Increasing the interface roughness (i.e. a nanostructured morphology) is one
way to improve exciton collection efficiency. Another option is to increase the
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energy cascade interfacial layer from a monolayer to a multilayer (Figure 6.1b,
case 2). The analytical rate of energy transfer from a point to a plane is given by
(see Appendix B)
kpoint-to-planef = τ
−1piR
6
0CA
2
1
x4
(6.2)
where x is the distance of the D or A exciton to the C-plane and CA is the two-
dimensional energy acceptor concentration, whereas the rate for transfer from a
point to a slab of thickness L is given by
kpoint-to-slabf = τ
−1piR
6
0C
′
A
6
(
1
x3
− 1
(x+ L)3
)
(6.3)
where in this case x denotes the distance of the exciton to the nearest face of the C
slab and C ′A is the three-dimensional concentration. Since the rate goes from being
proportional to x−4 to proportional to ∼ x−3 (at large L), we would expect more
efficient energy transfer for a thicker interfacial layer. We simulated multilayers to
explore how increasing the thickness of the interfacial C-layer affects the energy
transfer of excitons to the interface (Figure 6.5). We find that as the interfacial
layer thickness increases, the fraction of excitons reaching C increases rapidly. For
a 50 nm thick donor layer with only a monolayer of C (RDC0 = 7.5 nm), 45% of
the excitons will be captured. Increasing the monolayer to a C bilayer leads to
50% of excitons being captured and having a 10 molecule thick C layer increases
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the proportion of excitons reaching C to nearly 60%. The effect is strongest for
larger RDC0 .
Optimizing C-layer Thickness. However, having a broad interfacial layer
may lead to a reduction in charge separation because the exciton is no longer
immediately at a D-C or A-C interface. If the exciton must migrate to one side or
the other of the C-layer then not all of the excitons reaching C will actually form
charges before decaying. For the 50 nm bilayer with RDC0 = 7.5 nm, 99% of exci-
tons reaching the interfacial C bilayer are collected. For a 5 molecule thick layer
of C the number of excitons reaching C that are collected drops to 97% and for a
10 molecule thick layer it drops to 86%. Even though more excitons are reaching
the C-block for thicker C layers fewer of them will actually be collected at the
interface. This interplay between efficient energy transfer to C and inefficient mi-
gration to the C-interface leads to a sweet-spot in C-layer thickness. The optimal
thickness of C depends on dD and R
DC
0 . The ECE for films with C-multilayers
(dD = 25 and 50 nm) is shown in figure Figure 6.5a. In the simulations for 25
and 50 nm thick films, the C-layer thickness had almost no effect until RDC0 was
greater than about 3 nm. Above RDC0 = 3 nm, the optimal C-layer thickness
ranged between 2 and 6 layers, but only made a difference of about ±0.1 in the
overall ECE (Figure 6.5c).
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Figure 6.5: (a) and (b) The exciton collection efficiency for multilayers of C
ranging from 1 to 10 layers (nm) for bilayers with film thickness 25 and 50 nm.
In (a) excitons can be collected on both sides of C and in (b), they can only be
collected at the far side. The markers are from simulations of 1, 2, 5, 7, and
10 layers and the lines are best fits (dark to light). (c) The exciton collection
efficiency versus number of C-layers for large values of RDC0 for 25 and 50 nm
thick bilayer films. (d) The fraction of excitons collected at the near interface for
different thicknesses of C-layers and values of RDC0 for the 50 nm thick film.
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Consequences of a Thick C-layer. When excitons are transferred to the C
block, they must reach either the near or far side of the C block to be collected. In
Figure 6.5d, we quantify the fraction of excitons collected at the near side of the
C layer for dD = 50 nm. The probability of being collected on either side of the
C-block is equal for a monolayer of C, but as the C layer increases in thickness, the
likelihood of excitons being collected on the near side of the interface increases.
Additionally, the exciton is more likely to be collected on the near side of
the interface for systems with small values of RDC0 . This is because for large
values of RDC0 excitons are able to transfer farther into the C-block than for
small values. We can see this from a plot of the distribution of positions of
excitons after first arrival in the C region (Figure 6.6). The simulation results
show that the excitons are positioned according to a distribution that is best fit
by a double exponential function with the majority of excitons located within a
few nanometers of the interface. As R0 increases, excitons are transferred farther
into the energy acceptor, allowing some of them to migrate to the far interface.
In some energy cascade schemes, there may not be enough driving force to
separate excitons at both sides of the C-layer. In this case the excitons may
need to diffuse across the C-layer before they can be collected. We simulated
this situation (Figure 6.5b) and find that indeed, ECE is significantly reduced for
thick C-layers when excitons cannot be collected at the near interface. In fact
144
Chapter 6. Energy Transfer Directly to Bilayer Interfaces to Improve Exciton
Collection in Organic Photovoltaics
Ex
ci
to
n 
D
is
tri
bu
tio
n
20151050
Distance from Interface (nm)
R0 (nm)
 10
 7.5
 5
 2.5
Figure 6.6: The distributions of the positions in the energy acceptor material
(dA = 75 nm) that excitons reach immediately after transfer from an energy donor
(dD = 75 nm) with a flat interface.
having a C layer with more than 2 monolayers is detrimental to exciton collection
when the excitons must reach the far interface. The exciton collection at the far
interface is even less than one would expect for uniformly distributed excitons
because the excitons are actually preferentially distributed at the near interface
(as in Figure 6.6).
To summarize case 2: Despite the increase in the energy transfer rate, using
a C-multilayer offers only moderate overall enhancement to ECE; thus energy
acceptor multilayers are not an effective way to enhance ECE. Additionally, when
optimizing the interfacial layer thickness, one to five layers of material should be
sufficient, and it is likely better to err on the side of thinner layers. However,
a thick C-layer may be desirable to allow for the absorption of more light in a
complementary region of the solar spectrum. In order to overcome the limitation
of using a thick C-layer, the C material would need to have a larger exciton
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diffusion length (increased from 5.6 up to at least 20 nm) so that excitons could
more readily reach the interface or the interface would need to be roughened to
increase interfacial area as discussed in the previous section.
6.3.5 Case 3: Energy Transfer to the acceptor and the
monolayer
Finding a donor and acceptor that both transfer efficiently to the interfacial
cascade material and also maintain other requirements necessary to function well
in an organic solar cell (e.g. complementary absorption and IE/EA cascades)
may be challenging. An energy transfer scheme that would be easier to attain
experimentally may be D → A → C (Figure 6.1b) which would include the
following processes:
1. D∗ +D → D +D∗ with RDD0
2. D∗ + A→ D + A∗ with RDA0
3. A∗ + A→ A+ A∗ with RAA0
4. A∗ + C → A+ C∗ with RAC0 .
Excitons from D do not transfer to C because the optical gap of C is too low in
energy for the emission from D to overlap the absorption of C.
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Therefore, in this case D is an energy donor to A, and A is an energy donor
to C. We would expect that the exciton collection efficiency for the A layer would
be the same as predicted for the flat monolayer in case 1 but the efficiencies for D
should change. We simulate this energy cascade for LD = 5.6 nm and R
DA
0 = R
AC
0
from 1.5 to 10 nm (Figure 6.7a). At low R
DA(AC)
0 , the ECE is essentially identical
to direct transfer to C, but as R
DA(AC)
0 increases, the ECE actually surpasses the
ECE for direct transfer to a monolayer of C. Because the A region is thicker than
one monolayer and therefore there are more chromophores to which the exciton
can transfer, the overall rate of exciton transfer from D to A is larger than for D
to a monolayer of C, especially for large RDA0 (much like in case 2). Once excitons
hop to A, they are still near the interface (Figure 6.6) and RAC0 is large so they
transfer to the C interface with high probability before decaying (unlike in case
2).
Due to better exciton yield with the D → A→ C scheme, a 50 nm film, which
would have had ECE = 0.6 with a C monolayer (RDC0 = 10 nm), would now have
ECE = 0.8 (RDA0 = R
AC
0 = 10 nm). Thus at large values of R0, the D → A→ C
scheme show a 33% improvement over the monolayer case or a 900% improvement
over the case without an energy transfer cascade (ECE = 0.08).
Effectiveness of the Interfacial C Layer. In order to elucidate the relative
importance of the D → A and A → C transfer, we simulated a similar case
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where the enhanced energy transfer only occurred from D to A and not A to C
(RAC0 = 1.5 nm). Figure 6.7b shows that even by itself, the D → A transfer
improves ECE relative to exciton diffusion alone. However, even though most
of the excitons in A will be localized near the interface in a double exponential
distribution (as demonstrated in the previous section, Figure 6.6), an efficient
A → C energy transfer process is also necessary to get the very large values of
ECE needed for efficient solar cells.
Enhanced Collection in Thicker Films. Figure 6.7c and d show the prob-
ability that an exciton will be collected at various starting positions in a 75 nm
thick film with energy transfer for case 1 and case 3. In both cases, excitons near
the interface are harvested with high efficiency, but the energy transfer scheme
in case 3 is able to harvest excitons farther from the interface. As expected, the
probability of exciton collection at a given position is higher with energy transfer
included than for exciton diffusion only. This understanding of ECE as a function
of position could be used along with optical modeling of a solar cell stack to op-
timize layer thicknesses. Because the energy transfer cascade schemes extend the
region in which excitons can be efficiently harvested, energy transfer should make
the solar cells more robust to thin film optical effects that localize the electric field
maximum within the film causing sensitivity to layer thickness.
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Figure 6.7: (a) The exciton collection efficiency (ECE) for the D → A → C
cascade (dashed lines, open markers) compared with ECE for the corresponding
results for D → C or A→ C (solid lines, filled markers). (b) The ECE for dD =
7 and 50 nm and dA = 50 nm with a D → A→ C cascade a slow rate of A→ C
transfer (RAC0 =1.5 nm) (red, long-dashed) compared with the results in (a). The
probability an exciton reaches the interface and is collected, given its starting
position in the film for (c) case 1 and (d) case 3.
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To summarize case 3: Surprisingly, the D → A→ C cascade (Scheme B) with
a monolayer of C at the interface leads to better ECE than Scheme A with with a
monolayer of C at the interface for comparable Fo¨rster transfer radii. This energy
cascade scheme is also in general more experimentally viable for three materials
with complementary absorption and is also relevant to charge transfer (CT) states,
which are located at electron donor-acceptor interfaces and have the potential to
behave as energy acceptor monolayers.
6.3.6 Exciton Diffusion Length
In the previous sections, we simulated moderate exciton diffusion lengths (LD
= 5.6 nm). In order to confirm that energy transfer is still effective for materials
with higher LD, we simulated ECE for a representative selection of conditions
described previously for LD up to 26 nm (see Figure S1). We conclude that
even for systems with higher LD, introducing the energy transfer cascades and
roughened interfaces still leads to significantly improved ECE. Thus these remain
viable strategies for improving exciton yield, even when exciton diffusion lengths
are large.
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6.3.7 Applications to Experimental Literature
Recently an 8.4% efficient organic solar cell using an energy transfer cascade
without fullerene was published by Cnops et al.116 They used a donor, α−6T , and
two acceptors, SubPc and SubNc, in a trilayer structure: α−6T (60 nm)/SubNc(12
nm)/SubPc(18 nm). The SubPc and SubNc have the same EA levels and the IEs
are only offset by 0.2 eV so the authors assume that there is not enough driving
force to separate excitons at the SubPc/SubNc interface This is analogous to our
case 2 with a thick C-layer (12 nm SubNc) between the energy donor (electron
acceptor) and energy acceptor (electron donor) where the excitons reaching C from
energy transfer can only be collected at the far side of the C-layer. This means
that excitons generated in SubPc must reach the SubNc/α − 6T interface before
they can generate charges. However, the IQE shows that both SubPc and SubNc
have high efficiency of exciton collection. They propose a mechanism that the
SubPc material energy-transfers to the SubNc with a measured Fo¨rster transfer
radius of R0 = 7.5 nm; then all excitons are separated at the SubNc/α − 6T
interface.
Using our simulations, we test this proposed mechanism given their experi-
mental data (thickness, R0, etc).
116 We find that for a flat interface the exciton
should transfer from SubPc to SubNc with 99% efficiency. However, assuming
an exciton diffusion length of 5.6 nm for the SubNc (corresponding to R0 = 1.5
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nm), the efficiency of excitons reaching the SubNc/α− 6T interface is only 27%.
In order for the ECE to be high enough to account for the high IQE, the exci-
ton diffusion length in SubNc must be greater than 18.4 nm (corresponding to a
high self-R0 = 4.5 nm). Alternatively the roughness of the interface may explain
how the excitons are collected with such high efficiency. The RMS roughness of
the SubNc/α − 6T films is 15.9 nm by AFM,6 greater than the thickness of the
SubNc film. Despite the high roughness which would lead some SubPc contacting
α − 6T , the authors assume that the SubPc/α − 6T interfacial area is too small
for many excitons to be collected directly from SubPc, which is likely true. Our
simulations suggest that the roughness instead enhances collection of excitons via
the SubPc → SubNc energy transfer pathway indirectly by reducing the distance
excitons must diffuse once they have been energy transferred to SubNc. In a case
like this where the interfacial layer is also used for light harvesting in the 700 to
900 nm region of the solar spectrum, a greater than monolayer thick SubNc layer
is necessary and therefore roughness at the interface is crucial for achieving high
ECE and thus good solar cell performance.
6In addition to AFM, interfacial roughness in this type of solar cell could be measured by
X-ray and neutron refelctometry.197
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6.3.8 CT States as Energy Acceptors
In cases 1 and 3, we showed that a monolayer of an energy cascade interfacial
layer greatly improved exciton yield. Charge transfer (CT) states form between
adjacent donor and acceptor chromophores, thus forming an effective interfacial
monolayer (assuming fairly sharp interfaces between relatively pure domains).
Here we propose that donor-acceptor CT states could act as an energy cascade
interfacial monolayers (C) for Fo¨rster energy transfer and we consider their appli-
cability as energy acceptors for common donor materials. We estimate the value
of RD−CT0 for several donor-acceptor systems and discuss how big R
D−CT
0 could
be. We show that energy transfer to CT states could indeed be large enough to
have an effect on ECE. We then investigate the effect of dipole alignment at the
interface and discuss strategies for maximizing the value of RD−CT0 .
An optimal energy transfer cascade material would spontaneously form a lo-
calized layer at domain interfaces and have cascading energy levels that align well
with the electron donor and acceptor IEs and EAs as not to limit VOC but to allow
for both energy and charge transport. The CT state can meet all of these criteria.
By definition, the CT state occurs at the donor-acceptor interface, the energy
levels are set by the donor IE and acceptor EA so they are correctly aligned, and
the CT energy is related to the VOC .
198,199 Additionally, it has been shown that
charges can be generated from direct excitation of the CT state.200,201
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However, intermolecular CT states have low oscillator strength (at least an
order of magnitude lower than reasonably good organic chromophores, e.g. 0.3
vs. 0.024 for BP and BP-PCBNB CT states)The lower oscillator strength will
cause a lower extinction coefficient, a(ν), for the CT state, which will affect the
magnitude of R0. The Fo¨rster transfer radius (in nm) can be calculated from
RDA0 =
(
8.79× 1017κ2n−4ΦD
[∫ (
fD(ν)A(ν)
ν4
)
dν
])1/6
(6.4)
where κ is the orientational factor, n is the index of refraction, ΦD is the donor
fluorescence quantum yield, fD(ν) is the normalized fluorescence of the energy
donor, A(ν) is the absorbance of the energy acceptor scaled by the extinction
coefficient, and ν is the wavenumber in cm.148
The magnitude of RDA0 depends on the overlap of the donor fluorescence and
acceptor absorbance; however there is only a one sixth dependence on A(ν) so if
the CT oscillator strength is 10−1 lower than for a representative organic semicon-
ductor absorption, then there would only be a ∼ 20% decrease in R0 due to the
lower extinction coefficient. Additionally, the CT state peak could be well-located
for good fluorescence overlap for the lower bandgap material in the solar cell, due
to CT state optical gap necessarily being smaller than the optical gaps of the elec-
tron donor and acceptor. The lower energy of the CT state is also advantageous
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because the ν4 term in the integrand gives a boost to R0. Based on these factors,
we estimate R0 could be up to 3.5 nm for a Donor/CT pair with a high quantum
yield donor, a CT state with relatively high oscillator strength (f ∼ 0.03), and
good overlap between the emission of the donor and the absorption of the CT
state.
Calculating RD−CT0 For Model Materials. Here we calculate R
D−CT
0 for
several representative materials and explain how we estimate an upper bound
of ∼ 3.5 nm. The CT state for P3HT-PCBM is centered at 1.4 eV199,202 and we
assume an absorption coefficient of 2500 L mol−1 cm−17. Based on the absorbance
and PL data,199,202,203 we calculate that RP3HT−CT0 will be 1.1 nm, a fairly small
value of R0, which typically ranges from 1 to 10 nm for donor-acceptor pairs. (See
Appendix B for the calculation.) Therefore RP3HT−CT0 is too small to enhance
the ECE via Fo¨rster transfer relative to exciton diffusion. However, there are two
reasons that this value is particularly low; first the P3HT PL emission (peak at
1.75 eV) does not overlap well with the CT state absorption (peak at 1.4 eV), and
second P3HT is not an optimal donor because it has a rather low quantum yield
(only about 2%204).
7The actual absorption coefficient has not been measured for this CT state so we use the
absorption coefficient for a similar donor-acceptor CT state from BP/PCBNBto obtain an order
of magnitude estimate
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A CT state better positioned relative to the fluorescence peak and a donor
with better quantum yield would lead to a higher RD−CT0 . For the polymer donor
APFO3, which has a higher PLQY of ∼ 30%, and the acceptor PCBM, the CT
sate is centered at 1.9 eV and the fluorescence peak is nearby at 1.8 eV. This
leads to a calculated value of RAPFO3−CT0 = 1.9 nm, which is large enough to
generate small improvements to ECE in some cases. For thin, 13 nm films with flat
interfaces, it should lead to a 23% (25%) improvement for D → C (D → A→ C)
cascade relative to diffusion only, leading to ECE = 0.41 (0.45). For films with
rough interfaces the effect is even greater, with ECE increasing by 57% (68%) for
75 (50) nm films with A = dD and L = 15 nm, leading to ECE = 0.50 (0.61).
Although these values of ECE are still fairly poor considering that they set an
upper limit on EQE, they do illustrate that the contribution of energy transfer
to the CT state would be non-negligible in some cases. Particularly in some bulk
heterojunction solar cells where the nano-structured domains are much smaller,
small Fo¨rster transfer radii to the CT states at the interface between relatively
pure domains could lead to much higher ECE than would be expected based solely
on the exciton diffusion length.
To achieve higher ECE for energy transfer to a CT state, one would need a
larger R0. Given an energy donor with a higher quantum yield, one may be able to
engineer a higherR0 by selecting an appropriate molecule with which to pair it, e.g.
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a non-fullerene acceptor, so the CT state energy is well-positioned.For instance
a pair of materials with good overlap between fluorescence and CT absorbance
with a PLQY of 90% and a 10 times larger CT absorption coefficient would give
R0 = 3.4 nm (See Appendix B, Figure S3for estimates of R0 for different PLQY
and ). While this is still a relatively small value of R0, it is large enough for
significant improvement to ECE in thin films with energy cascades or for thicker
films when they are nanostructured. In a thin film (dD = 13 nm) with a flat
interface, R0 = 3.4 nm doubles the efficiency for D → C and D → A → C
cascades relative to diffusion only, leading to ECE = 0.67 and 0.72 respectively.
For thicker, nanostructured films with a D → C cascade the effect is even greater,
with ECE improving by 160% (145%) up to 0.85 (0.90) for 75 (50) nm films with
A = dD and L = 15 nm. These values of ECE are high enough to achieve a
solar cell with high EQE. When RD−CT0 is large enough, the monolayer of CT
states inherently at the electron donor-acceptor interface should act as highly
efficient energy acceptors, helping to facilitate movement of the excitons directly
into the CT states. Additionally, the relative dipole alignment of the CT states
and the donors in the film could enhance the overall rate of energy transfer to the
interface by up to four times for parallel dipole alignment (e.g. some conjugated
molecules oriented edge-on to the interface) and even poorly aligned dipoles (e.g.
conjugated molecules oriented face-on to the interface) would have overall rates
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of transfer to the interfacial plane comparable the simulations (see Appendix B
for calculations).
Based on the results of our simulations and calculations of RD−CT0 , having a
CT state that acts as a built in energy transfer cascade layer could significantly
improve OPVs without the need to engineer a third molecule as an interfacial layer.
Additionally the concept of CT states acting as energy acceptors has implications
for understanding and explaining differences in performance of bulk heterojunction
solar cells. To design a CT state with good energy transfer properties one would
want: a donor with good quantum yield, a CT state with good oscillator strength,
a Stokes shift suitable for the CT state energy, and ideally for the donor material
to align edge-on with the DA interface such that the donor transition dipole is
aligned pointing approximately in the direction perpendicular to the plane of the
interface.
6.4 Conclusion
In conclusion, we have used KMC simulations to explore the use of energy
transfer cascades to improve exciton collection in bilayer organic solar cells. For a
monolayer of energy acceptor at the interface of the electron donor and acceptor,
we find that high exciton collection efficiency can be achieved for moderately thick
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bilayers (50 nm layers) when materials with high Fo¨rster transfer radii are em-
ployed. We also find that roughening the bilayer interface significantly improves
exciton collection efficiency. This nanostructured morphology reduces the overall
distance an exciton must travel to the interface leading to a small improvement to
ECE without energy transfer, and a large improvement when energy transfer is in-
cluded in the simulation. Additionally, the overall bilayer structure is maintained,
which should be favorable for efficient charge transport.
Interestingly, we find that the D → A→ C energy cascade results in higher ex-
citon collection efficiency than the D → C energy cascade. Although it may seem
that energy transfer directly to C would be more efficient than energy transfer
across C to A and then back to C, the significantly larger number of A chro-
mophores than C chromophores actually makes the latter process more efficient,
especially for larger values of R0. However, increasing the thickness of the interfa-
cial layer did not prove to be an effective exciton collection strategy relative to a
monolayer because the increased exciton transfer to C did not offset the necessity
for excitons to diffuse from the interior of the C-layer to an interface.
We also examined the efficacy of the donor-acceptor charge transfer state as an
interfacial layer energy acceptor. In most cases, RD−CT0 will be too small to con-
tribute significantly to exciton collection (e.g. for P3HT-PCBM where RP3HT−CT0
is only 1.1 nm), but in materials with a larger RD−CT0 (e.g. for APFO3-PCBM
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where RAPFO3−CT0 is 1.9 nm) we estimate that for an optimized CT state, R
D−CT
0
could reasonably be as large as 3.4 nm. The CT state could therefore lead to small
improvements in bilayer cells and significant improvements in nanostructured bi-
layers and bulk-heterojunctions.
Using one of the energy transfer cascades described here would theoretically
allow for both good absorption and exciton collection, overcoming one of the
greatest limitations in organic bilayer solar cells. By adding an energy cascade
interfacial layer, a 7 nm donor or acceptor layer could be increased to 75 nm
leading to better overall absorption without reducing exciton collection efficiency.
Assuming the materials have good electron and hole mobility, increasing thickness
should have a negligible effect on charge collection efficiency, resulting in thick
solar cells with good EQE and PCE. This strategy may overcome the need for a
nanostructured bulk heterojunction, simplifying the processing and optimization
of organic solar cells.
Based on our simulations, the optimal design for a bilayer solar cell requires an
energy transfer interfacial monolayer, a rough interface (RMS roughness approx.
equal to film thickness) and aD → A→ C energy cascade, with RDA0 and RAC0 > 5
nm. Alternatively, if the interfacial layer is to be thick to absorb efficiently at
complementary wavelengths, the optimal design requires a D → C and A → C
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energy cascade with rough interfaces and/or a large LD for C so that excitons are
not trapped in the C-layer.
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Conclusions
In conclusion, we have studied several aspects of organic and hybrid solar cells.
We were able to achieve a deeper understanding of structural and morphological
properties of donor (DTS and CDT) and acceptor (DTI) molecules that contribute
to good solar cell performance. Both studies are excellent examples of why gaining
good control over the final device morphology is essential for improving organic
solar cell performance to economically viable levels.
First we performed a systematic study of d -CDT(PTTh2)2 and d -DTS-
(PTTh2)2, two donor molecules that differ by only the bridgehead atom (car-
bon and silicon, respectively). We found that the largest difference between the
compounds: their thermal behavior, largely explains the difference in their per-
formance in solar cells. Both compounds have crystalline phases which grow with
thermal annealing at temperatures below the melt. The crystalline domains grow
larger for d -CDT(PTTh2)2 leading to domains that are too large for good perfor-
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mance in BHJ OPVs. The results here have implications for device lifetime, as
cold crystallization can limit the morphological stability at operational tempera-
tures in practical solar cells.
Second we studied the non-fullerene acceptor, DTI and discovered why it does
not perform well in annealed organic solar cells. Using photoluminescence quench-
ing studies, we discovered that excitons formed in the DTI phase readily form
charges, especially in annealed films. However electron transport in the DTI
phase is highly anisotropic and the electron mobility across the film is very low,
decreasing with annealing. The results suggest that DTI could be an even more
successful acceptor if it could be engineered to preferentially orient face-on rather
than edge-on to the substrate.
We were also able to apply a kinetic Monte Carlo simulation of Fo¨rster energy
transfer to study both organic photovoltaics and dye sensitized solar cells. We
were able to gain insights into how energy transfer can best be used to improve
these solar cells and propose suggestions for improved chromophores and device
architectures.
First, we used KMC simulations to examine energy transfer in several inhomo-
geneous donor-trap systems that are inaccessible by a direct analytical approach
and studied time-dependent Fo¨rster transport and trapping in them. We deter-
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mined that the SA to Vdonor ratio was the parameter that best correlated with
the initial trapping rate and stretched exponential fitting parameters to trapping.
Second, we used the KMC simulation to demonstrate how donor homotransfer
can enhance exciton collection efficiency in dyes sensitized solar cells with energy
relay dyes. We suggested that one could design a universal energy relay dye by
selecting a highly soluble relay dye with large homotransfer and low quenching
rates which would improved exciton transfer efficiency. This realization should
make it easier to select relay/sensitizing dye pairs because the dyes can be chosen
somewhat independently of one another (only considering the complementary ab-
sorption) allowing for an expanded parameter space of dyes that will lead to high
efficiency solar cells.
Third, we have used KMC simulations to explore the use of energy transfer
cascades to improve exciton collection in bilayer organic solar cells. We find that a
monolayer of energy acceptor at the interface can lead to improvements in exciton
collection, especially if the interface has nanostructured roughness. Interestingly,
we find that the D → A → C energy cascade results in higher exciton collection
efficiency than the D → C energy cascade and that having a thicker layer of C is
only marginally useful. We also examined the efficacy of the donor-acceptor charge
transfer state as an interfacial layer energy acceptor and found that in optimal
situations, it could lead to small improvements in bilayer cells and significant
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improvements in nanostructured bilayers and bulk-heterojunctions. Using one of
the energy transfer cascades would theoretically allow for both good absorption
and exciton collection, overcoming one of the greatest limitations in organic bilayer
solar cells. Energy cascades may also help overcome the need for a nanostructured
bulk heterojunction, simplifying the processing and optimization of organic solar
cells.
Designing organic solar cells with good exciton and charge transport is cru-
cial for good performance as shown for DTS, CDT, and DTI and good exciton
collection is essential in dye sensitized cells with energy relay dyes. This work
computationally demonstrates several strategies to improve exciton transport and
collection so that some materials design limitations for these devices can be lifted.
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A.1 Synthesis of d-DTS(PTTh2)2 and d-CDT-
(PTTh2)2
Synthesis and characterization of d -DTS(PTTh2)2 has previously been
reported,55 while d -CDT(PTTh2)2 was prepared in an identical fashion and is de-
scribed below. Analytical measurements were performed as previously reported.55
In a N2 filled glove box a 20 mL microwave tube was charged with 4,4-bis(2-
ethylhexyl)-2,6-bis(trimethylstannyl)-4H-cyclopenta[2,1-b:3,4-b’]dithiophene
((CDTEH-SnMe3)2, 520 mg, 0.71 mmol), 7-bromo-4-(5-(5-hexylthiophen-2-
yl)thiophen-2-yl)-[1,2,5]thiadiazolo[3,4-c]pyridine (HexTh2PTBr, 640 mg, 1.4
mmol), Pd(PPh3)4 (0.025 g, 0.02 mmol), toluene (15 mL), and sealed with a
teflon cap. The reaction mixture was heated to 120◦C for 3 minutes, 140◦C for
3 minutes, and 175◦C for 120 minutes, using a Biotage microwave reactor. Upon
cooling, the residue was passed through a short silica plug eluting with CHCl3
(5% Et3N) (500 mL). All volatiles were removed in vacuo to give the crude
product as a purple solid. The material was then loaded onto silica and purified
by flash chromatography using a hexanes/CHCl3 (5% Et3N) gradient. After
fraction collection and solvent removal a purple solid was obtained. Purification
by silica column chromatography was carried out twice. The solid was slurried
in MeOH (300 mL), sonicated for 10 minutes, and filtered. The solid was washed
with copious amounts of MeOH-Hexanes (50:50), MeOH, Acetone and then
dried under vacuum for 24 hours. The product was collected as purple solid.
Recovered yield: 710 mg (85%). 1H NMR: (CDCl3): δ 8.83 (s, 2H, PT-CH),
8.58 (d, 3JH−H = 5 Hz, 2H, Th-CH), 8.10 (t, 2H, SDT-CH), 7.25 (d, 3JH−H =
182
Appendix A. Supporting Information for Chapter 2
5 Hz, 2H Th-CH), 7.19 (d, 3JH−H = 5 Hz, 2H Th-CH), 6.76 (m, 2H, Th-CH),
2.84 (m, 4H Th-CH2), 2.08 (m, 4H, CH2), 1.72 (tt, 3JH-H = 6 Hz, 4H, CH2),
1.42 (m, 4H, CH), 1.35 (m, 8H, CH2), 1.05-1.00 (br m, 14H, CH2), 0.92 (m, 6H,
CH2), 0.84 (m, 4H, CH2), 0.66 (m, 12H, CH3). Elemental analysis: calculated
for C63H72N6S8: C, 64.68; H, 6.20; N, 7.18. Found: C, 64.5; H, 6.30; N, 7.48
%. Td: (5% mass loss at 398
◦C under N2). LSMS (FD): m/z, calculated for
C63H72N6S8 (M
+): 1168; found: 1168 (M+), 584 (M2+).
A.2 Sample Preparation
Indium tin oxide (ITO) coated glass substrates (ITO layer 140 nm thick) were
obtained from Thin Film Devices (Anaheim, CA). All substrates were cleaned in
an ultrasonic bath of acetone followed by 2-propanol for 20 min each and dried
with a stream of nitrogen. Molybdenum oxide (MoO3) (obtained from Sigma
Aldrich) was thermally evaporated onto the cleaned glass/ITO substrates at a
rate of about 0.3 /s to a final thickness of 10 nm. Further experimentation to
determine the stoichiometry of the MoOx film was not performed, but other work
suggests that it is MoO3.
205
Samples used in the in situ UV-Vis, polarized optical microscopy, and GI-
WAXS studies were prepared by spin casting (2500 rpm, 45 s) 12 mg/mL solutions
of d -DTS(PTTh2)2 or d -CDT(PTTh2)2 dissolved in chloroform (Sigma-Aldrich,
St. Louis, MO) directly onto the glass/ITO/MoOx substrates. For the blend
films, PC71BM, obtained from Nano-C (Westwood, MA), was added to the d -DTS-
(PTTh2)2 or d -CDT(PTTh2)2 solutions to create a final small molecule:PC71BM
ratio of 3:2 by mass, and the resulting solution was spin coated onto the substrates
using the same conditions. All solutions were stirred at 50◦C overnight before spin
coating to allow for complete dissolution. Solution preparation and spin coating
were done in a glove box in a N2 environment.
Photovoltaic devices were prepared by spin coating d -DTS(PTTh2)2:PC71BM
or d -CDT(PTTh2)2:PC71BM solutions onto glass/ITO/MoOx substrates as pre-
viously described. Directly after spin coating, 90 nm thick aluminum contacts
were thermally evaporated on top of the active layer.
A.3 Differential scanning calorimetry
DSC measurements were carried out on a TA Instruments DSC 2920 differen-
tial scanning calorimeter. About 4 mg of material was used in Tzero aluminum
pans. Each sample was first equilibrated at 25◦C then heated at 10◦C min−1 to
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300◦C (for d -DTS(PTTh2)2based samples) or 200◦C (for d -CDT(PTTh2)2based
samples) to erase any thermal history. Each sample was then cooled at a rate of
2◦C min−1 to 0◦C, and heated again at 2◦C min−1 to 200◦C or 300◦C, accordingly.
The first heating run is not shown in the figures.
A.4 UV-Visible absorption measurements
Solution UV-visible spectroscopy was conducted using either a Beckman Coul-
ter DU 800 series or a Perkin Elmer Lambda 750 spectrophotometer at room tem-
perature. Solutions were prepared in chloroform in an N2 atmosphere in Teflon
capped 1 mm quartz cuvettes. In situ UV-Vis measurements were performed in
ambient with an Ocean Optics DH-2000 UV-VIS-NIR Lightsource and an Ocean
Optics HR 2000+ High Resolution Detector. Samples were prepared by spin coat-
ing solutions of d -DTS(PTTh2)2, d -CDT(PTTh2)2, d -DTS(PTTh2)2:PC71BM,
or d -CDT(PTTh2)2:PC71BM onto glass/ITO/MoOx substrates as described pre-
viously. An Instec heating stage connected to a temperature control unit was
mounted between optical fibers connected to the light source and detector. The
heating stage is equipped with an opening that allows light to pass through the
sample and the stage. The entire setup was enclosed with black cardboard to
block ambient light. In this way, the temperature of the samples can be con-
trolled by the hot stage as the absorption spectra are simultaneously collected. A
bare glass/ITO/MoOx substrate was used as a reference, and spectra were taken
with a halogen source at an ∼85 ms integration time and data collected with
SpectraSuite software.
A.5 In-situ UV-visible absorption studies of thin
films
To gain a better understanding of the changes upon thermal annealing in
the two compounds, we have measured the UV-visible absorption in-situ as the
films were heated. Thin films of d -DTS(PTTh2)2 and d -CDT(PTTh2)2 and their
blends with PC71BM were spin coated onto glass/ITO/MoOx substrates to mimic
device architecture, sans the aluminum cathode. As temperature was sequen-
tially increased, it was generally observed that the overall intensity of the ab-
sorption maxima (500-800 nm) increased. This is most noticeable for the d -DTS-
(PTTh2)2:PC71BM films compared to d -CDT(PTTh2)2:PC71BM. Interestingly, it
is during slow cooling that the intensity of the lower energy interaction peak (∼750
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nm) increases most significantly, and the overall intensity does not decrease during
this cooling process.
A.6 Polarized Optical Microscopy
Optical microscope images were taken on an Olympus BH-2 microscope. The
samples were illuminated from below. A polarizer was placed directly above the
light source and another in between the lens and the eyepiece. A cross-polarized
setup was used, i.e. the lower polarizer was rotated to be orthogonal to the top
polarizer, resulting in a dark background image. Bright spots seen in the sample
are a result of rotation of polarized light by crystallites.
A.7 Grazing Incidence Wide Angle X-ray Scat-
tering
GIWAXS experiments were performed at the Stanford Synchrotron Radiation
Laboratory (SSRL) on beamline 11-3. An area detector, MAR 2300 image plate,
was used for 2D collection. The energy of the incident X-ray beam was 12.7 keV,
and the angle of incidence was 0.14◦ with a 40 cm sample to detector distance,
above the critical angle of the organic film but below the critical angle of the
substrate. Samples were kept under a helium atmosphere to reduce X-ray damage
and background scattering; exposure times of 15 s to 30 s were used. Peak analysis
was done in the WxDiff software.72
A peak fitting analysis of the GIWAXS data was done with the Scherrer equa-
tion to determine crystallite size. However, since diffraction peak width decreases
with increasing crystallite size, the Scherrer equation can only be applied for crys-
tallites up to a certain size because it can become difficult to differentiate between
peak broadening due to crystallite size and broadening from other factors.206 It
is important to consider these resolution-limiting factors and apply them to the
grazing-incidence geometry.77 As noted in the paper, some of the d -CDT(PTTh2)2
crystallites were too large for the Scherrer analysis to give reasonable results.
A.8 Transmission Electron Microscopy
Selected Area Electron Diffraction was performed on an FEI T20 operating at
200 kV. High-Resolution Transmission Electron Microscopy (HR-TEM) and Scan-
ning Transmission Electron Microscopy (STEM) were performed on an FEI Titan
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operating at 300 kV. HR-TEM images were taken under approximately parallel
illumination and while using a low-dose imaging procedure involving electronic
shifting of the beam to minimize damage. The defocus was nominally set to max-
imize the instrumental transfer function over wavelengths extending from 1.5 nm
to 4 nm. We note, particularly for the highly crystalline samples, the practical
dosage is limited not by fading of the diffraction patterns but by damage induced
drift of the sample during exposure that reduces the observed signal. The overlays
were created using the algorithm detailed in Takacs et. al..85 The threshold for
detection of the lattice planes was set to greater than 7 sigma above the shot
noise background of the camera. The STEM images were taken using a 2.3 mrad
convergence angle. While this effectively reduces the spot size to ∼0.5 nm, it
allows for the collection angle to be reduced allowing visualization of the 2.0 nm
lattice planes. The sensitivity is likely less than HR-TEM but sample drift during
acquisition is no longer an issue, making imaging conditions easily reproducible.
We are unaware of any reports where this low of a convergence angle has been
used to image similar lattice features in other conjugated materials.
An interesting region of the as-cast d -CDT(PTTh2)2BHJ and the Fourier
transform of the same region are shown in Figure A.14a and Figure A.14b, respec-
tively. The Fourier transform shows broad peaks highlighted in the orange/red
bands (1.75/2.0 nm) along with a comparatively narrow peak within the green
band (2.7 nm). Additional analysis was performed to spatially resolve the lo-
cal packing behavior and to create the orange/red overlay and green overlay in
Figure A.14c and Figure A.14d, respectively. In the case of the orange/red over-
lay, the spatial structure seems to be highly variable within the crystal showing
changes in the direction of the lattice planes along with what may be changes in
the packing structure even within the crystal. The green overlay appears to lie
in a single direction and overlap much of the red region suggesting these may be
part of the same structure.
A.9 In situ current-voltage measurements dur-
ing thermal annealing
The BHJ solar cells were annealed on a hotplate as dark and light J-V curves
were continuously measured. The devices were illuminated with an array of 14
red (620 nm) 1 W LumiLEDs mounted above a digitally controlled hotplate in
a N2 glove box. The intensity was set to give approximately the short circuit
current measured under one sun of simulated AM 1.5 light. However, due to
variations of the light intensity between experiments, all in situ annealing plots
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show the current normalized by the current of the as cast sample under the LED
illumination. Devices were placed on glass slides attached to a metal plate, and
electrically connected by clamping with a dip-clip. A thermocouple was attached
to the glass slide next to the device that allowed for continuous monitoring of
device temperature. The hot plate was covered with a large glass petri dish to
prevent temperature fluctuations due to air currents in the glove box. Two types
of in-situ J-V measurements were made: temperature ramp studies, and constant
temperature studies. For temperature ramp studies, devices were first mounted,
connected, and placed on the hotplate at room temperature (ITO side face up),
and then the hotplate was set to ramp at 200◦C/hr while J-V curves and tempera-
ture were continuously monitored using a Keithley 2400 SMU and a thermocouple.
For constant temperature experiments, the metal base and glass slide were pre-
heated on the hotplate to the desired temperature prior to connecting the device.
The metal base was temporarily removed from the hotplate as the device was
clipped into place, which results in slight cooling of the glass slide, but the de-
sired temperature was reached again in about 3 mins after being replaced onto
the hotplate. J-V curves and temperature were monitored as for the temperature
ramp studies.
A.10 Orbital and Excited State Calculations
Calculations for geometry optimization and orbitals were done with Gaussian
03 at the RB3LYP level of theory with a 6-31G(d) basis set. Orbitals were plotted
in Avogadro. The first 10 excited states were then determined with a single point
TDDFT calculation (Table A.1 and A.2). The excitations in the calculation were
shifted ∼0.35 eV lower in energy than what was found experimentally, which is
often the case in TDDFT calculations where the delocalization of the conjugated
system is over-estimated.207–209
A.11 Transient Photocurrent (TPC) Measure-
ment
TPC measurements83 were performed on a d -DTS(PTTh2)2:PC71BM OPV
device after annealing. The device was held at a given bias and pulsed with light
from an array of 14 red (620 nm) 1 W LumiLEDs. The measurement was done for
the short circuit condition to -1.0 V in increments of 0.1V. The current transients
were collected for the device at 27◦C, then heated to 40◦C, 53◦C, and 68◦C, and
then cooled again to 28◦C. The current transients were integrated to determine
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the amount of extracted charge and fit with an exponential function to determine
the time constant.
A.12 Grazing Incidence Wide-Angle X-Ray
Scattering
Values for the d-spacings and crystallite correlation lengths for both as-cast
and annealed pristine and BHJ films are enumerated in Table A.3 and Table A.4.
As noted in the main text of the manuscript, Scherrer analysis can be some-
what inaccurate in determining correlation lengths since paracrystalline disorder
and lattice-parameter fluctuations can contribute significantly to peak breadth.76
Contributions from disorder can be determined by analyzing the peak breadth
and peak shape as a function of diffraction order for a family of peaks, e.g. (h00).
One way to do this is to fit peaks with a pseudo-Voigt profile, a linear combination
of a Lorentzian and a Gaussian, both with the same full-width-at-half-maximum
(FWHM),
I(q) = I0 + A
[
η
2
pi
∆q
(4(q − qc)2 + ∆q2) + (1− η)
√
4ln(2)√
pi∆q
exp
[
−4ln(2)
∆q2
(q − qc)2
]]
(A.1)
where I0 is the intensity offset, A the amplitude, qc the center position of the
peak, ∆q the FWHM, and η the mixing parameter. If the FWHM increases with
diffraction order, then disorder is contributing to the peak width. The value of η
can be used to estimate the contribution from paracrystallinity. If η is close to
unity, then the peak is Lorentzian and paracrystalline disorder dominates. If η is
close to zero, the peak is Gaussian and lattice-parameter fluctuations dominate.
Since the crystal structure of the molecules studied here is not known, it is difficult
to index the reflections and isolate a family of peaks. Also, the higher order peaks
that do show up in some of the 2D scattering images have relatively low intensity,
making analysis difficult. However, a rough estimate is done for pristine d -DTS-
(PTTh2)2 films where the reflections along qz are likely to be of the same family,
(h00). Figure A.7 shows that the FWHM for both as-cast and annealed d -DTS-
(PTTh2)2 films increased with peak order, suggesting a disorder component. The
η term generally lies between zero and one, indicating contributions from both
paracrystallinity and lattice-parameter fluctuations, although the as-cast film may
have a stronger paracrystalline contribution. The error in the data at high q makes
drawing further conclusions difficult, but this preliminary analysis suggests that
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disorder likely contributes to peak breadth in the materials of interest here, and
this should be considered when referring to results from the Scherrer equation.
Pristine d-DTS(PTTh2)2 films
The scattering from as-cast films of d -DTS(PTTh2)2 shows similar diffraction
peaks to those observed previously (Figure A.7).55 There are prominent features
at q = 0.33 A˚−1 (nearly out-of-plane) and at q = 1.80 A˚−1 (in plane) and a broad,
isotropic diffuse ring present at q ≈ 1.6 A˚−1 attributed to amorphous scattering.
Weaker peaks near the qz axis and off-axis are also observed and are likely higher
order diffraction peaks. As indicated in the main body of the manuscript, we use
the convention of the previous publication and refer to the peak at q = 0.33 A˚−1
as the (100) reflection, and the q = 1.8 A˚−1 reflection as the (010).1 Based on the
in-plane portion of the (100) peak, the alkyl stacking has a d-spacing of about
20.2 A˚, and the pi − pi stacking in the [010] direction has a d -spacing of 3.5 A˚.
Sector plots of the scattering intensity show a broad angular distribution, but
with a dominant texture such that the a* axis is approximately aligned along
qz, consistent with an edge-on orientation of the conjugated core relative to the
substrate. Using peaks along qxy, we determine a correlation length of at least
26.1 nm for the [100] population oriented along qxy and a correlation length of
32.1 nm for the [010] direction.
Annealing neat d -DTS(PTTh2)2 films at 80
◦C leads to noticeable morphologi-
cal changes. Looking first at pristine d -DTS(PTTh2)2, the diffuse amorphous ring
that was present in the as-cast film vanishes upon annealing. Also, higher order
reflections, which are more pronounced and have narrower peak widths, are visi-
ble, suggesting improved quality and greater size of the crystallites. No significant
changes in crystallographic texture were observed. The (100) spacing remained
essentially the same (d = 20.7 A˚), as did the (010).
Sector plots (Figure A.9 and Figure Figure A.10) reveal that the (100) and
(010) reflections of d -DTS(PTTh2)2:PC71BM both show a broader angular distri-
bution relative to pristine films, suggesting that PC71BM disrupts the preferential
orientation of the crystallites in as-cast films. For as-cast samples, addition of
PC71BM results in a slight decrease in the d -spacing of the (100) peak for crystal-
lites with [100] perpendicular to the substrate, but a slight increase for crystallites
with the [100] axis parallel to the substrate. Addition of PC71BM leads to a de-
crease in crystallite size for both as-cast and annealed d -DTS(PTTh2)2 films.
Pristine d-CDT(PTTh2)2 films
In as-cast d -CDT(PTTh2)2 film (Figure A.8), there is a peak at q = 0.39
A˚−1 near the out of plane direction, corresponding to a d -spacing of 16.0 A˚for
crystallites with [100] perpendicular to the substrate, noticeably less than the
spacing of the [100] of d -DTS(PTTh2)2, and the (010) peak occurs at q = 1.75
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 d-CDT(PTTh2)2
 d-DTS(PTTh2)2
Figure A.1: Cyclic voltammetry plots of d -DTS(PTTh2)2 (solid purple) and
d -CDT(PTTh2)2 (dotted green) obtained in CH2Cl2 solution.
A˚−1 (d-spacing of 3.6 A˚). Higher order peaks are visible suggesting a higher degree
of structural order as well. The correlation length of the as cast d -CDT(PTTh2)2
film for the (100) direction is ∼15-25 nm. For the as cast pristine film, the (100)
peak has high intensity out of plane. In the annealed pristine d -CDT(PTTh2)2
films, many higher order reflections are visible, and central spots of high intensity
within them suggest an overall improvement in crystallinity and crystal correlation
length. The sector plot (Figure A.9 and Figure A.10) shows significant angular
broadening of most of the reflections, indicating that there is still a distribution
of crystallite orientations. The d -spacing from the (100) and (010) reflections
remained similar, but the crystallite correlation length increased to roughly 30-40
nm in the [100] direction. The in-plane crystallite correlation length in the [010]
direction increased dramatically to about 100 nm, and this is near the maximum
size limit where Scherrer analysis applies.
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 d-DTS(PTTh2)2
 d-CDT(PTTh2)2
Figure A.2: UV-visible absorption spectra of d -DTS(PTTh2)2 and d -CDT-
(PTTh2)2 in chloroform solution.
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a)
b)
Figure A.3: The UV-Visible absorption spectrum a) vs. wavelength (nm) and b)
vs. energy (eV) for as cast films of d -DTS(PTTh2)2 (black solid) d -CDT(PTTh2)2
(grey solid) and the blends with PC71BM (black and grey dashed, respectively).
Films were on glass/ITO/MoOx with the substrate subtracted as a reference.
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a) b)
Figure A.4: UV-Visible absorbance spectra measured during (a) heating and (b)
cooling of a d -CDT(PTTh2)2:PC71BM film on a glass/ITO/MoOx substrate.
a) b)
Figure A.5: UV-visible absorbance spectra obtained during (a) heating and (b)
cooling of a d -DTS(PTTh2)2:PC71BM film on a glass/ITO/MoOx substrate.
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 d-DTS(PTTh2)2:PC71BM
 d-CDT(PTTh2)2:PC71BM
Figure A.6: DSC traces of d -DTS(PTTh2)2:PC71BM and d -CDT-
(PTTh2)2:PC71BM. The heating and cooling rate was 2
◦C/min
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∆
 d-DTS(PTTh2)2 annealed
 d-DTS(PTTh2)2 as cast
η
a) b)
Figure A.7: Peak parameters for isolated peaks along qz for pristine d -DTS-
(PTTh2)2. a) Peak width, δq, as a function of peak order and b) pseudo-Voigt
mixing parameter, η, as a function of peak order.
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a) b)
c) d)
Figure A.8: Two-dimensional GIWAXS plots of a (a) d -DTS(PTTh2)2 film
as cast, (b) d -DTS(PTTh2)2 film annealed at 80
◦C, (c) d -CDT(PTTh2)2 film
as cast and (d) d -CDT(PTTh2)2 film annealed at 80
◦C. All samples are on
glass/ITO/MoOx substrates.
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a) b)
c) d)
Figure A.9: GIWAXS sector plots of BHJ films of (a) d -DTS(PTTh2)2:PC71BM,
(b) d -DTS(PTTh2)2:PC71BM annealed at 80
◦C, (c) d -CDT(PTTh2)2:PC71BM,
and (d) d -CDT(PTTh2)2:PC71BM annealed at 80
◦C. All films were on
glass/ITO/MoOx substrates.
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a) b)
c) d)
Figure A.10: GIWAXS sector plots of pristine films of (a) d -DTS(PTTh2)2,
(b) d -DTS(PTTh2)2 annealed at 80
◦C, (c) d -CDT(PTTh2)2, and (d) d -CDT-
(PTTh2)2 annealed at 80
◦C. All films were on glass/ITO/MoOx substrates.
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Figure A.11: Polarized optical microscope images of (a) an as cast d -DTS-
(PTTh2)2:PC71BM film, (b) d -DTS(PTTh2)2:PC71BM annealed at 80
◦C for
10 min, (c) an as cast d -CDT(PTTh2)2:PC71BM film, and (d) a d -CDT-
(PTTh2)2:PC71BM film annealed at 80
◦C for 10 min. All films were cast on
glass/ITO/MoOx substrates. The scale bar is 10 µm
Figure A.12: Selected area electron diffraction (SAED) patterns of as cast and
annealed blends of d -DTS(PTTh2)2:PC71BM and d -CDT(PTTh2)2:PC71BM.
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Figure A.13: STEM images of the a) as-cast and b) annealed d -DTS-
(PTTh2)2:PC71BM. A higher magnification view of the annealed film is shown
in c). In this configuration, we are sensitive to both diffraction contrast and
mass-thickness variations. The large structural changes from thermal annealing
suggest surface roughening and the presence of voids and large crystals within the
film. As shown in c), we are still able to observe lattice planes of q∼0.31 A˚−1
from some of the larger crystals. The white (black) scale bar is 250 nm (90 nm).
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Figure A.14: HRTEM image of the as-cast d -CDT(PTTh2)2:PC71BM BHJ
film. The films appear to be highly ordered set of close lattice spacings and
suggests the presence of a number of polymorphic structures. The raw image of
an interesting region is shown in a). The Fourier transform of the same region is
shown in b) along with colored, transparent rings centered around at q = 0.235,
0.305, and 0.360 A˚−1 in green, red, and orange, respectively. Using these colors,
lines are drawn perpendicular to the lattice planes in b) and c) giving a spatial
map of the regions giving rise to the peaks observed in the Fourier transform.
Figure A.15: (a) GIWAXS and (b) polarized optical microscope images of d -
DTS(PTTh2)2:PC71BM films annealed at 145
◦C.
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B.1 Larger Exciton Diffusion Lengths and the
Effectiveness of The Energy Cascade
In the previous sections, we simulated moderate exciton diffusion lengths (LD
= 5.6 nm). In order to confirm that energy transfer is still effective for materials
with higher LD, we simulated ECE for a representative selection of conditions
described previously for LD up to 26 nm (see Figure B.1). We conclude that
even for systems with higher LD, introducing the energy transfer cascades and
roughened interfaces still leads to significantly improved ECE. Thus these remain
viable strategies for improving exciton yield, even when exciton diffusion lengths
are large.
A series of contour plots (Figure B.1) show the parameters for which very high
ECE (> 0.9, blue regions on the plots) and moderately high ECE (> 0.7, green
regions on the plots) can be achieved. Contour lines with high slopes indicate
that diffusion has little effect on the ECE and is mostly due to other effects,
while contour lines with low slopes indicate that improvement to ECE is strongly
dependent on increasing LD.
Without energy transfer present (Figure B.1a), the ECE for a flat interface
increases with increasing LD, but remains low overall for films thicker than ∼12
nm. When energy transfer is added for films with a flat interface and RDC0 =
7.5 nm (Figure B.1b), the ECE is improved for all exciton diffusion lengths and
thicknesses, with high ECE attainable for films up to ∼ 22 nm. However, the
improvement due to increasing LD is less pronounced (contour lines have a higher,
nearly vertical slope) in the case with energy transfer included than the case with
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only exciton diffusion. For the D → A → C cascade with RDA0 = RAC0 = 7.5
nm (Figure B.1c), the ECE further increases, with high ECE possible for film
thicknesses up to ∼ 30 nm. With this scheme, the improvement due to increasing
LD, still remains small, with high-slope contour lines.
Without energy transfer present (Figure B.1d), the ECE for rough interfaces
(A=dD and L = 60 nm) increases even more with LD than for the flat interface
(the contour lines have a lower slope that approaches horizontal for thicker films)
and also has overall higher ECE. Roughening the interface to A=dD and L = 60
nm is particularly effective for all film thicknesses and exciton diffusion lengths
(Figure B.1e & f, which have RDC0 = 5 nm and R
DC
0 = 7.5 nm, respectively).
The energy transfer in the rough film and the increasing exciton diffusion lengths
co-function to achieve very high ECE, even for 75 nm films. An LD of 24.5 nm
is required for 75 nm film to reach ECE = 0.9 when RDC0 = 5 nm and an LD of
only 13.9 nm is required when RDC0 = 7.5 nm. In fact ECE remains above 0.85
for all LD and thicknesses simulated when R
DC
0 = 7.5 nm. Thus we conclude that
energy transfer remains a viable strategy even when exciton diffusion lengths are
large.
For films thicker than 25 nm, increasing the LD up to 26.5 nm along with
using an energy transfer cascade schemes is not sufficient to achieve ECE > 0.9,
although it does lead to significant improvement to the ECE. On the other hand,
increasing roughness alone is also insufficient to achieve ECE > 0.9; the two
strategies are needed together. Thus roughing the interface along with exciton
diffusion and energy transfer would allow the solar cell to achieve large ECE.
B.2 Approximations for Exciton Collection Ef-
ficiency
B.2.1 ECE for Diffusion Only
When excitons move only by diffusion (energy self-transfer) within the donor
material and do not energy transfer to the interface, we can estimate the ECE for
a film of thickness L by solving the diffusion equation for the number of excitons
collected after one exciton lifetime for a given starting position, then averaging
over all exciton starting positions assuming a uniform distribution.
The diffusion equation for this situation is given by
∂f(x, t)
∂t
= D
∂2f(x, t)
∂x2
(B.1)
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Figure B.1: Contour plots showing the exciton collection efficiency for varying
exciton diffusion lengths and film thicknesses for a) flat interfaces with no energy
transfer, b) flat interfaces with energy transfer to the interface with RDC0 = 7.5
nm, c) flat interfaces with a D → A→ C energy cascade with RDA0 = RAC0 = 7.5,
d), rough interfaces with no energy transfer e) rough interfaces with RDC0 = 5 nm
and A=50nm L=60nm, and f) and a rough interface with RDC0 increased to 7.5.
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with boundary conditions
∂f(0, t)
∂x
= 0 (B.2)
f(L, t) = 0 (B.3)
for the edge of the film and the interface, respectively. For an exciton starting a
position l in a film of thickness L, the initial position is a Dirac delta function
centered at l
f(x, 0) = δ(x− l). (B.4)
This partial differential equation can be solved by separation of variables using
the boundary conditions, where the position-dependent part is given by X(x) =
Cn cos(
√
λnx) and the time-dependent part is given by T (t) = Bn exp(−Dλnt)
where
√
λn =
pi(2n+1)
2L
for n = 0, 1, 2, .... Then the general solution is∑
n
An cos(
√
λnx) exp(−Dλnt). (B.5)
The particular solution is found using the power series solution in Eq. B.5 and
comparing Fourier coefficients with the Dirac delta function.
f(x, 0) = δ(x− l) =
∑
n
An cos(
√
λnx) (B.6)∫ L
0
δ(x− l)cos(
√
λmx) =
∫ L
0
∑
n
An cos(
√
λnx)cos(
√
λmx)dx (B.7)
Since the cosine basis functions are orthogonal,∫ L
0
∑
n
An cos(
√
λnx)cos(
√
λmx)dx =
{
AnL
2
if m = n
0 if m 6= n (B.8)
so the coefficient for the sum in Eq. B.5 is
An =
2
L
cos(
√
λnl). (B.9)
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Integrating from 0 to L over x gives the fraction of excitons remaining and
then we can integrate over l to find the average over starting position.∫ L
0
∫ L
0
f(x, t)dxdl =
∑
n
8
pi2(2n+ 1)2
exp
(−Dt
L2
pi2(2n+ 1)2
4
)
(B.10)
The average ECE as a function of film thickness, L, and exciton diffusion length,
LD =
√
Dt, is
ECE = 1−
∑
n
8
pi2(2n+ 1)2
exp
(−L2D
L2
pi2(2n+ 1)2
4
)
(B.11)
which can easily be approximated numerically because it converges rapidly due
to the exponential.
B.2.2 ECE for Energy-Transfer Only
If we treat only the energy transfer and assume no exciton diffusion, then we
can estimate the ECE using the analytical solution of energy transfer from a point
to a slab.
The Fo¨rster transfer rate for point-to-point transfer is given by
kF = τ
−1
(
R0
r
)6
(B.12)
and for transfer from a point-donor to an infinite slab of acceptors is given by
k′F =
(
piCAR
6
0
6τx3
)
(B.13)
(see next section) where CA is the concentration of acceptors in the slab and x
is the distance of the donor to the near face of the slab. The exciton collection
efficiency for an exciton is given by
ECE =
kF
τ−1 + kF
. (B.14)
The average exciton transfer efficiency for a slice of donors of width, w, is given
by
ECE(w) =
∫
ECEdx∫
dx
=
1
w
∫ w
0
kF
τ−1 + kF
dx (B.15)
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so substituting Eq. B.13 into Eq. B.15 gives
ECE(w) =
1
w
∫ w
0
A3x−3
1 + A3x−3
dx (B.16)
where A =
(
piCAR
6
0
6
)(1/3)
. Thus the ECE as a function of donor layer thickness
based only on energy transfer from a point to an infinite slab is:
ECE(w) =
A
6w
(
2
√
3 tan−1
(
1√
3
)
− 2
√
3 tan−1
(
A− 2w√
3A
)
+ ln(A2 − 2Aw + w2)− ln(A2 − Aw + w2)) . (B.17)
Similarly for a point to a plane using the rate expression given in the next
section, ECE will be
ECE(w) =
B
4
√
2w
(
2 tan−1
(
1 +
√
2w
B
)
− 2 tan−1
(
1−
√
2w
B
)
+ ln(w2 +
√
2Bw +B2)− ln(w2 −
√
2Bw +B2)
) (B.18)
where B =
(
piCAR
6
0
2
)(1/4)
and CA is the two-dimensional concentration of acceptors
on the plane.
B.3 Rates of Energy Transfer in Different Ge-
ometries
B.3.1 Rate of energy transfer from a point to a plane and
a slab
The rate for transfer from a point to a point is given by
kpoint-to-point = τ
−1
(
R0
r
)6
(B.19)
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Integrating over a plane, the rate becomes
kpoint-to-plane =
∫ 2pi
0
∫ ∞
0
kpoint-to-pointRdRdθ
= CAR
6
0τ
−1
∫ 2pi
0
∫ ∞
0
(
1
(R2 + x2)3
)
RdRdθ
kpoint-to-plane =
piCAR
6
0
2x4
τ−1 (B.20)
where CA is the two-dimensional concentration of acceptors. For a point to a
slab of thickness L the rate is calculated by
kpoint-to-slab =
∫ L
0
kpoint-to-planedz
=
piC ′AR
6
0
2
τ−1
∫ L
0
(
1
(x+ z)4
)
dz
=
piC ′AR
6
0
6
τ−1
(
1
x3
− 1
(x+ L3)
)
and for an infinite slab, L→∞ and the rate becomes
kpoint-to-slab =
piC ′AR
6
0
6x3
τ−1 (B.21)
where C ′A is now the three-dimensional concentration of acceptors.
B.3.2 Rate of energy transfer from a point to a plane with
dipole alignment
For the case with dipole alignment, we no longer assume κ2 = 2/3. In order
to keep comparable R0, we redefine
k′point-to-point =
3
2
κ2τ−1
(
R0
r
)6
(B.22)
and κ is given by µD · µA − 3(µD ·RDA)(µA ·RDA) where µD is the unit vector
in the direction of the donor dipole, µA is the unit vector in the direction of
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the acceptor dipole, and RDA is the unit vector pointing from the donor to the
acceptor.
The formula for dot products in 3 dimensions is given by
v1 · v2 = sinφ1 sinφ2 cos(θ1 − θ2) + cosφ1 cosφ2 (B.23)
where φ is the angle of the vector off of the z-axis and θ is the angle off of the
x-axis.
For the case where the donor and acceptor dipoles are aligned along the normal
vector from the point to the plane. Then φA = φD = 0, θA = θD = 0, φR is given
by tan−1(x/R), and θR = θ. Then κ becomes 1− 3 cos2(φR) = x−2Rx+R .
Then substituting for κ and integrating over the plane gives
kpoint-to-plane‖ =
∫ 2pi
0
∫ ∞
0
kpoint-to-point‖RdRdθ
= 3/2R60τ
−1
∫ 2pi
0
∫ ∞
0
( (
x−2R
x+R
)2
(R2 + x2)3
)
RdRdθ
=
15pi(3pi − 8)CAR60
32x4
τ−1
= 2.098
CAR
6
0
x4
τ−1
For the case where the acceptor dipoles are aligned along the normal vector
from the point to the plane, but the donor dipoles are aligned parallel to the plane.
Then φA = 0, θA = 0, φD = pi/2, θD = 0, φR is given by tan
−1(x/R), and θR = θ.
Then κ becomes −3 cosφR sinφR cos θR = −3 xR 1(x/R)2+1 cos θR
Then substituting for κ and integrating over the plane gives
kpoint-to-plane⊥ =
∫ 2pi
0
∫ ∞
0
kpoint-to-point⊥RdRdθ
= 6R60τ
−1
∫ 2pi
0
∫ ∞
0

(
x
R
1
(x/R)2+1
cos θR
)2
(R2 + x2)3
RdRdθ
=
9CAR
6
0
16x4
τ−1
= 0.5625
CAR
6
0
x4
τ−1
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B.4 Fo¨rster Energy Transfer Radius for Transfer
to CT-States
The Fo¨rster transfer radius for transfer from a donor polymer to the donor-
PCBM charge transfer state, RD−CT0 , was calculated using absorption and emis-
sion data obtained from the literature.199,202,203 The absorption for the CT states
was taken from the literature Marcus theory fits (Eq. B.24) to photothermal de-
flection spectroscopy and EQE data199 and is shown along with the PL emission
data for APFO3,210 MDMO-PVV,211,212 and P3HT202 data in Figure B.2.
σ(E) =
f
E
√
4piEλkT
exp
(−(ECT + Eλ − E)2
4EλkT
)
(B.24)
The extinction coefficient of these charge transfer states is unknown, but the ex-
tinction coefficient of the BP-PCBNB CT state, a small molecule donor - fullerene
derivative acceptor pair, has been measured as ∼2500 L mol−1 cm−1. Therefore we
use this value to approximate the extinction coefficient for the polymer-PCBM CT
states. Because of the one sixth dependence on extinction coefficient in Eq. B.24,
an order of magnitude estimate for its value should be sufficient for a reasonable
estimate of RD−CT0 . The PL quantum yields are ∼30% for APFO3213 and 2%
for P3HT.204 The orientation factor was set to κ2 = 2/3 and the refractive index
to n = 1.5. The calculated Fo¨rster transfer radii are RAPFO3−CT0 = 1.9 nm and
RP3HT−CT0 = 1.1 nm. The Fo¨rster transfer radius is largest for APFO3-PCBM
CT state because the APFO3 fluorescence has the best overlap with the CT state
absorbance. For P3HT (and MDMO-PPV), the CT state absorbance is actually
at lower energy than the peak fluorescence, leading to a smaller spectral overlap
and thus a smaller integrand in Eq. B.24. Pairing these polymers with an accep-
tor with a higher LUMO would likely increase the CT state energy because it is
related to the HOMOdonor and LUMOacceptor offset and therefore improve R
D−CT
0 .
RD−CT0 can also be improved by increasing the donor fluorescence quantum yield,
φD, or the CT state molar extinction coefficient (Figure B.3).
B.4.1 Effects of Dipole Alignment on Energy Transfer to
CT States
In addition to the oscillator strength, quantum yield, and spectral overlap, one
would need to consider the dipole alignment of the CT states relative to the dipoles
of the donors in the film because the equation for the Fo¨rster radius depends on
the orientational factor, κ2, which is given by [µD ·µA− 3(µD ·RDA)(µA ·RDA)]2
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Figure B.2: The CT absorption199 (solid) and PL emission (dashed) spectra of
APFO3210 (red), MDMO-PVV212 (blue), and P3HT202 (black) compiled from the
literature; used for calculating the Fo¨rster transfer radius from P3HT. The charge
transfer state spectra are from Eq. B.24 using that parameters given by Vandewal
et al.199
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Figure B.3: The values of RD−CT0 based on APFO3 as a function of fluorescence
quantum yield for different molar extinction coefficients. The red circle show the
actual value for APFO3/PCBM (1.9 nm).
where µD is the unit vector in the direction of the donor dipole, µA is the unit
vector in the direction of the acceptor dipole, and RDA is the unit vector pointing
from the donor to the acceptor.130,214 One would expect the CT state dipole to
point in the direction normal to the interface (across the interface from the donor
to the acceptor, Figure B.4b). The orientation of the donor dipole is dictated by
the alignment of the donor relative to the interface, which can be either face-on
or edge-on. For conjugated donor molecules oriented face-on to the interface, the
donor dipole should be parallel to the plane of the interface (either along the
short or long axis of the molecule, but pointing in the plane of conjugation) or
for donor molecules oriented edge-on to the interface the donor dipole could be
pointing either parallel or perpendicular to the plane of the interface. If the donor
dipole is perpendicular to the interface, it will point in the same direction as the
CT dipole and also along the direction from the donor to the CT state, so the
value of κ2 should be large. If it points in the plane of the interface, it will be
perpendicular to the CT state dipole and the direction from the donor to the CT
state so the value of κ2 will be smaller.
For a simple estimate of how much of an effect the different dipole alignments
will have on energy transfer to CT states, we calculated the rate of energy transfer
for a point to a plane with the donor dipole aligned parallel and perpendicular to
the plane of the interface (Figure B.4b). For the perpendicular dipoles, the rate
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is
kpoint-to-plane⊥ = 0.563
R60CA
x4
τ−1 (B.25)
and for the parallel dipoles it is
kpoint-to-plane‖ = 2.098
R60CA
x4
τ−1 (B.26)
(see above for calculations). Both of these rates are higher than the rate for ran-
domly rotating dipoles shown in Eq. B.20, which has an identical form to Eqs. B.25
and B.26, but has a coefficient of 1/2. This means that even for donor dipoles that
are badly aligned for energy transfer to the nearest CT state (dipoles are perpen-
dicular which means κ2 will be zero for nearest-neighbors), the energy transfer rate
averaged over the entire plane should still be higher than our simulation results
predict due to our rapidly rotating dipole approximation.
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Figure B.4: a) The overlap between the donor emission and CT state absorption.
The better the overlap, the larger R0 will be. b) The possible dipole alignment
of the donors and CT states. CT dipoles point from the donor to the acceptor
(approximately in the direction normal to the plane). The donor dipole direction
will depend on the molecular orientation, but the extremes are either aligned
parallel or perpendicular to the CT dipole.
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