Many neurons throughout the rat limbic system discharge in relation to the animal's directional heading with respect to its environment. These so-called head direction (HD) cells exhibit characteristics of persistent neural activity. This article summarizes where HD cells are found, their major properties, and some of the important experiments that have been conducted to elucidate how this signal is generated. The number of HD and angular head velocity cells was estimated for several brain areas involved in the generation of the HD signal, including the postsubiculum, anterior dorsal thalamus, lateral mammillary nuclei and dorsal tegmental nucleus. The HD cell signal has many features in common with what is known about how neural integration is accomplished in the oculomotor system. The nature of the HD cell signal makes it an attractive candidate for using neural network models to elucidate the signal's underlying mechanisms. The conditions that any network model must satisfy in order to accurately represent how the nervous system generates this signal are highlighted and areas where key information is missing are discussed.
Introduction
Many neurons throughout the classical 'Papez circuit' discharge as a function of an animal's directional heading in the horizontal (or yaw) plane. These neurons are referred to as head direction (HD) cells (Taube et al., 1990a) . Each neuron is tuned to a different firing direction and all directional headings are equally represented within a population of these cells. HD cells are quiescent when the animal's head is not pointing in the cells' preferred direction of firing, and then increase their rates of firing linearly as the animal moves its head into the proper orientation. Cell firing is largely unaffected by pitch or roll of the animal's head within ∼90° of the horizontal plane. As long as the animal's head is in a given cell's directional range, cell firing will continue whether the animal is moving or still and is independent of the animal's on-going behavior. There is little adaptation of cell firing when the animal is holding its head in the cell's preferred firing direction (Taube and Muller, 1998) .
Fundamental Properties
Each HD cell can be characterized by a number of parameters based on its tuning curve, which is plotted on a firing rate versus head direction graph (Fig. 1A-C) . The range of directional headings over which activity is elevated above baseline (background) levels is referred to as the directional firing range. Tuning curves generally have directional firing ranges of 90°, but they can vary from 60° up to 150°. Tuning curves are generally triangular or Gaussian in shape. The peak of the tuning curve is referred to as the peak firing rate of the cell and the animal's HD at the peak is the preferred firing direction of the cell. Peak firing rates vary across different HD cells and range from ∼5 spikes/s to >120 spikes/s. The determinants of a cell's peak firing rate, and the role served by having cells with different characteristic peak firing rates are not known.
The preferred firing direction of a HD cell is controlled by a number of different cues. These cues can come from external or allothetic sources (e.g. visual, auditory, somatic) or internal or idiothetic sources (e.g. vestibular, proprioceptive, motor efference copy). For example, rotation of a salient visual landmark will lead to a corresponding shift in the preferred firing direction of HD cells, indicating that they can be controlled by landmarks (Taube et al., 1990b; Taube, 1995) . However, removing the visual cues or turning off the lights does not lead to a change in cell activity although the preferred firing direction may drift after some time (Taube et al., 1990b; Goodridge et al., 1998) . Thus, the preferred firing direction of HD cells can be maintained purely via idiothetic information as the animal moves in its environment. Furthermore, firing at the peak rate may continue indefinitely even when the rat remains motionless, with very little adaptation. This combination of characteristicsthat HD cells are clearly responsive to external cues and dynamic self-motion information, yet at the same time may continue to fire in the absence of visual or auditory stimulation, motor signals, or vestibular modulation -identifies HD cells as exemplars of persistent neural activity. This article will explore how the persistent activity observed in HD cell firing is generated from known sensory inputs and will raise key issues that remain to be elucidated. For other reviews of HD cell activity see Taube (1998) , Sharp et al. (2001a) and Brown et al. (2003) . The extent to which HD cell activity is important in spatial and navigational tasks was recently reviewed by Muir and Taube (2002a) .
Brain Areas that Contain HD Cells
HD cells were originally discovered in the rat dorsal presubiculum (often referred to as postsubiculum) (Fig. 1A) (Ranck, 1984; Taube et al., 1990a) , but have been identified in other brain areas of the classical 'Papez circuit'. These areas include the anterior dorsal thalamic nucleus (ADN) (Fig. 1B) , lateral mammillary nuclei (LMN) (Fig. 1C ) and retrosplenial cortex (both granular and agranular regions) (Chen et al., 1994; Taube, 1995; Stackman and Taube, 1998; Cho and Sharp, 2001) . HD cells have also been identified in significant numbers in the lateral dorsal thalamus and dorsal striatum (Mizumori and Williams, 1993; Wiener, 1993) . Other areas where they have been reported in smaller numbers include the medial prestriate cortex, medial precentral frontal cortex, CA1 hippocampus, and the dorsal tegmental nucleus (DTN) (Chen et al., 1994; Guazzelli et al., 2000; Leutgeb et al., 2000; Sharp et al., 2001b) . HD cells have been primarily studied in rats, but have also been identified in the ADN of mice and chinchillas (Khabbaz et al., 2000; Muir and Taube, 2002b) , and in the presubiculum of monkeys (Robertson et al., 1999) . The latter study with monkeys showed that HD cell activity was not dependent on eye movements or where the monkey was directing its gaze. Of the quantitative analyses that have been conducted on HD cells across different brain areas, the tuning curves are remarkably similar, although there are some differences. For example, LMN HD cells tend to have broader directional firing ranges and ADN HD cells tend to have higher peak firing rates. In addition, many LMN cells are modulated by turn direction, that is, they exhibit higher peak firing rates for head turns that pass through the preferred direction in one direction of turn as opposed to the opposite turn direction (Stackman and Taube, 1998) .
The percentage of cells that are classified as HD cells varies among different areas. No brain area contains solely HD cells. They are most abundant in the ADN where about 60% of the cells exhibit directional firing (Taube, 1995) . The percentage of HD cells in other brain areas are estimated to be as follows: postsubiculum, 25% (Taube et al., 1990a) ; LMN, 25% (Stackman and Taube, 1998) ; retrosplenial cortex, 10% (Cho and Sharp, 2001) ; lateral dorsal thalamus, 30% (Mizumori and Williams, 1993) ; striatum, 6% . Because the ADN contains such a high percentage of HD cells, it might be interesting to consider how many total HD cells are present within this nucleus. Since each population of ADN HD cells potentially constitutes a complete representation of 360° of space, knowing the absolute number of cells in this population may set useful constraints for modeling how directionally selective networks arise and behave. We therefore estimated the number of cells in the rat ADN by estimating the neuronal density in one coronal brain section stained with thionin at -1.35 mm posterior to bregma. Neurons occupied ∼51.6% of tissue space. We then estimated the total volume of ADN based on the cross-sectional area through seven equally spaced 30 µm sections and calculated the total number of cells based on the average neuronal density. With a total volume of 145.81 (10 6 ) µm 3 and an average cell volume of 3900 µm 3 we estimate that the total number of neurons in the ADN is ∼19 307. If 60% of the cells in this nucleus are classified as HD cells, then there are ∼11 584 total HD cells in the ADN on one side of the brain. While this number should be viewed as a rough estimate, it nonetheless provides a starting point for constructing realistic network models concerned with HD cell discharge. Mulders et al. (1997) estimated the number of cells in layers II/III of the rat presubiculum to be 334 000 and estimated the number of cells in layers V/VI of combined presubiculum + parasubiculum to be 218 000. Using these values, we estimate the total number of cells in the postsubiculum (the dorsal portion of presubiculum) to be ∼227 000 and if 25% of these cells are classified as HD cells, then there are ∼56 750 HD cells in the postsubiculum. Note that firing rate increases linearly as a function of angular speed for both clockwise (CW) and counter-clockwise (CCW) head turns. (E) Asymmetric angular head velocity cell. Note that except for very slow angular head velocities (<12°/s) firing rate is proportional to head turning speed for both CW and CCW directions, but that firing rate increases for faster head turns in only one direction (CCW) and decreases for faster head turns in the opposite direction (CW). Nonetheless, the gain in firing rate is similar for both turn directions. (F) Asymmetric angular head velocity cell. Note that the firing rate is proportional to head turning speed in only one direction (CW) and is not influenced by head turning speed in the opposite direction (CCW). This cell thus has unequal gains in firing rate. CW and CCW directions for (D) and (F) are as noted in (E).
Temporal HD Cell Properties
Interestingly, temporal analyses of HD cells in the ADN, LMN, and retrosplenial cortex reveal that firing parameters for cells in these areas are optimized just before the head reaches the cell's preferred firing direction: peak firing rates are higher and directional firing ranges are narrower. Thus, the cell's activity appears to be anticipating where the head will be in the future. For example, for a cell with a preferred firing direction at 45°, cell firing is highest at directions <45° for CCW head turns and >45°f or CW head turns. The amount of anticipation is greatest for LMN HD cells (75 ms, Stackman and Taube, 1998; 40 ms, Blair and Sharp, 1998) and ∼25 ms for HD cells in the ADN and retrosplenial cortex (Blair and Sharp, 1995; Taube and Muller, 1998; Cho and Sharp, 2001 ). In general, HD cells in the postsubiculum neither lag nor anticipate the cell's preferred firing direction. This type of analysis has not been conducted for HD cells in the remaining brain areas where HD cells have been reported. Another analysis that has been conducted for HD cell firing concerns their relationship to angular and linear head velocity. HD cells in the postsubiculum, ADN and LMN discharge at slightly higher rates when the animal moves faster linearly. Similarly, HD cell firing rates in the ADN and LMN, but not in the postsubiculum, are a little higher for faster rotational head turns through the cell's preferred firing direction, although angular head velocity only accounts for ∼1% of the firing rate variance (Taube et al., 1990a; Taube, 1995; Stackman and Taube, 1998; Taube and Muller, 1998) .
Generation of the HD Cell Signal
Most work that has investigated how HD cell activity is generated has focused on brain areas within the Papez circuit. Figure  2 shows a mid-sagittal view of a rat brain indicating major areas where HD cells have been identified and the major connections between these areas. Many of these areas are interconnected, which complicates understanding how the signal is generated. However, lesion studies have begun to unravel how the directional signal is processed. Importantly, permanent lesions of the vestibular labyrinth abolish HD cell activity in the ADN (Stackman and Taube, 1997) . Similarly, intratympanic injections of tetrodotoxin into the middle ear inactivate the vestibular hair cells for ∼48 h and abolish directional activity in postsubiculum HD cells (Stackman et al., 2002) . With both types of lesions, the background activity of HD cells increases compared to pre-lesion controls. In addition, non-HD cells in the ADN are observed to burst periodically. This bursty activity is not observed in intact animals and HD cells in lesioned animals do not become bursty following the lesions. We will return to this point below as it has important implications for models that use attractor networks to simulate HD cell activity. The absence of directional firing is all the more surprising when considering two points: (i) the presence of familiar landmark cues, normal motor/proprioceptive cues, and optic flow are insufficient to generate directional activity, even though HD cells are known to be responsive to these cues (Taube et al., 1990b; Blair and Sharp, 1996; Stackman et al., 2003) and (ii) tonic firing returns to secondary vestibular neurons in the vestibular nuclei, reaching 50% of normal rates within 24 h, and recovering to prelesion rates by one week following the labyrinthectomies (Ris and Godaux, 1998) . Although it is not clear what mechanisms contribute to the return of the resting discharge rate in vestibular neurons, these observations clearly indicate that the generation of the directional activity is not due to the tonic firing of vestibular neurons.
If an intact vestibular system is essential for establishment of HD firing then lesions of structures in between the vestibular nuclei and postsubiculum should interfere with directional activity in rostrally-projected areas. This notion follows from the observation that, in general, there appears to be a hierarchical processing of information as it flows from the vestibular nuclei to the postsubiculum, making synaptic connections in the nucleus prepositus (nPH) → DTN → LMN → ADN → postsubiculum (see Fig. 2 ) (Sripanidkulchai and Wyss, 1986; Liu et al., 1984; Shibata, 1987 Shibata, , 1992 Shibata, , 1993a Allen and Hopkins, 1989; Hayakawa and Zyo, 1990; Wyss, 1990, 1995; Wyss and van Groen, 1992) . There are also additional pathways that add to the complexity of the circuit. As shown in Figure 2 , there is a pathway from ADN → retrosplenial cortex → postsubiculum (Sripanidkulchai and Wyss, 1987; Shibata, 1993b Shibata, , 1994 , and a return pathway from the postsubiculum to LMN (Shibata, 1989; van Groen and Wyss, 1990) . Not shown in Figure  2 is a pathway from the DTN → interpeduncular nucleus (both directly and indirectly via the habenular nuclei) → DTN (Contestabile and Flumerfelt, 1981; Groenewegen and van Dijk, 1984; Liu et al., 1984; Groenewegen et al., 1986) . Although these other pathways can still be considered a part of the overarching hierarchical scheme, the circuit becomes considerably more complex when considering the presence of reciprocal connections between many of these structures (e.g. DTN and LMN; ADN and postsubiculum; retrosplenial cortex and post- Mulders et al. (1997) 2 Taube et al. (1990b) 3 Sharp (1996) subiculum), as well as descending connections from the postsubiculum to LMN. Importantly, the pathway from DTN → LMN is inhibitory and uses GABA as a neurotransmitter (Gonzalo-Ruiz et al., 1993; Wirtshafter and Stratford, 1993) . Commissural projections further complicate the connectivity as crossing fibers connect both the postsubiculum and the DTN to their respective contralateral counterparts, and the LMN sends a significant projection to the contralateral ADN, in addition to its ipsilateral projection. Finally, there is a distinct segregation of connectivity among the subdivisions of the DTN, with the ventral division, or pars centralis, bearing a prominent reciprocal connection with the LMN, and the dorsal division, or pars pericentralis, containing a parallel reciprocity with the interpeduncular nucleus (Hayakawa and Zyo, 1990) . Visual information concerning landmarks is believed to originate in secondary visual areas (Oc2M, Oc2L) and projects to the HD cell network either directly to postsubiculum, or indirectly through the retrosplenial cortex (Vogt and Miller, 1983) . The directional signal is thought to be conveyed to the hippocampus via postsubicular projections to the superficial layers of entorhinal cortex (Shipley, 1975; van Groen and Wyss, 1990) . Taken together, what first appears as a simple circuit is actually a highly complex circuit with many reciprocal connections and side pathways. This situation makes it difficult to decipher how the HD cell signal is processed and what physiological role each brain area serves. To date, all lesion studies are consistent with this hierarchical processing scheme. Lesions of the ADN abolish directional tuning in the postsubiculum, but not the reverse (Goodridge and Taube, 1997) . Bilateral, but not unilateral, lesions of the LMN abolishes HD cell activity in the ADN (Tullman and Taube, 1998; Blair and Sharp, 1999) . The primary projections to the LMN originate in the DTN and lesions of this structure abolish directional firing in the ADN (Bassett and Taube, 2001b) . Lesions in other brain areas that either contain HD cells, or have intimate connections with ADN, do not abolish the directional signal. Thus, lesions of the hippocampus, lateral dorsal thalamus, or retrosplenial cortex do not disrupt the directional-specific firing of cells in ADN (Golob and Taube, 1997; Golob et al., 1998; Bassett and Taube, 1999) . Preliminary studies also indicate that lesions of the posterior parietal cortex do not abolish HD cell activity in ADN (Calton and Taube, 2001) . Together with the results from the labyrinthectomies, these lesion studies clearly indicate that subcortical sites are critical for the generation of HD cell activity in limbic system areas.
What types of signals are important for generating HD cell activity? For the most part, HD cells appear confined to rostral areas within the brain including diencephalic and telencephalic structures. But the generation of the directional signal stems from areas within the brainstem that contain cells that are sensitive to the animal's angular head velocity -most notably the DTN and nPH. Except for a few cells that were sensitive to directional heading, the most common neural correlate for DTN cells was angular head velocity, with ∼75% of the cells sensitive to this parameter (Bassett and Taube, 2001a; Sharp et al., 2001b) . Bassett and Taube (2001a) observed two different types of angular head velocity cells. One type increased its firing rate proportionately to the speed to which the animal turned its head in either direction -clockwise or counter-clockwise (Fig. 1D ). These cells were referred to as symmetric angular head velocity cells and accounted for almost 50% of the total cells in the DTN. The firing rate of the second type was positively correlated to the speed at which the animal turned its head, but only in one turn direction. Turning in the opposite direction led either to no change (Fig. 1F) or a decrease in the cell's activity (Fig. 1E ). These cells were referred to as asymmetric angular head velocity cells and composed ∼25% of the DTN population. Most, but not all, asymmetric cells were localized to the hemisphere opposite the preferred turning direction. The firing of about half of the angular head velocity cells, both symmetric and asymmetric, was also modulated by the animal's linear velocity, although no cell's firing rate correlation to linear velocity exceeded its correlation to angular head velocity.
Vestibular nucleus neurons are often classified by their pattern of firing when the head is stationary (Goldberg and Fernández, 1971) . Regular firing neurons discharge in a regular, periodic pattern with a fixed interspike interval. In contrast, irregular firing neurons discharge more variably with no definitive peak in the interspike interval histogram. Both symmetric and asymmetric angular head velocity neurons in the DTN were found to contain irregular discharge patterns.
Angular head velocity neurons are also found in the LMN where they constitute ∼43.7% of the cells (Stackman and Taube, 1998; Bassett and Taube, 2001a) . Both symmetric and asymmetric cells are found within the LMN (termed 'fast' angular head velocity cells and compose 52.5% of the angular head velocity cells), in addition to a third type of angular head velocity cell, where firing rate is negatively correlated with the speed of head turn for both turn directions. These latter cells are referred to as 'slow' angular head velocity cells and were not observed in the DTN. These slow angular head velocity cells accounted for 47.5% of the angular head velocity cells within LMN. In general, the properties of fast LMN angular head velocity cells are similar to those in the DTN, although the correlation to angular head velocity is not as tight in the LMN compared to the DTN. Furthermore, the slope of the relationship between firing rate and angular head velocity is steeper for DTN than LMN cells. Finally, the firing of ∼10% of the cells in the postsubiculum was correlated to angular head velocity -all the cells were classified as the asymmetric type (Sharp, 1996) .
Cell count analyses for LMN and DTN similar to those used above for ADN resulted in a total of 4256 and 1832 cells for each area, respectively. These values indicate that LMN contains ∼1064 HD cells, 979 fast angular head velocity cells, and 881 slow angular head velocity cells. The DTN contains ∼916 symmetric and 458 asymmetric angular head velocity cells. The number of HD cells estimated for LMN compared to ADN -on the order of 1000 versus 10 000 -raises an interesting question: if the directional signal is already generated at the level of the LMN, then what function is served by having a tenfold increase in the number of cells encoding directional heading at the next rostral brain site?
Active versus Passive Motion
Recent studies in the vestibular field show the importance of observing cell firing when an animal is actively moving as opposed to passively turned. Vestibular nucleus neurons discharge in relation to angular head velocity for brief rotations when the animal is passively turned back-and-forth in a sinusoidal manner. Yet, when the animal initiates similar movements voluntarily, neuronal responses are severely attenuated (McCrea et al., 1999; Roy and Cullen, 2001 ). The response of HD cells to similar passive rotations is more complex. If the animal is restrained tightly by wrapping it in a towel, direction-specific cell firing usually ceases (Taube, 1995) . However, if the animal is restrained loosely by holding it in the experimenter's cupped hands, then directional cell firing persists but at a reduced rate (Taube et al., 1990b) . Zugaro et al. (2001) reported similar results for animals that were passively rotated on a turntable. If firing of second order vestibular neurons is attenuated during active motion then these vestibular signals would be 'turned off' when the animal is in the freely-moving condition, and one might expect less influence from these neurons than other types of inputs, such as motor or visual cues, during active motion. On the other hand, a paradox arises from the finding that vestibular input is essential for establishing the directional signal.
How these seemingly disparate findings are to be resolved is presently unclear. It is possible that the angular head velocity signals in DTN represent motor and/or proprioceptive information rather than processed vestibular signals. The importance of motor/proprioceptive cues to HD cell discharge has to date been underestimated. Its importance is supported by recent findings showing that vestibular inputs were insufficient to maintain a HD cell's preferred firing direction when the animal was passively transported to a novel environment in the darkactive locomotion between the familiar and novel environments did not lead to this shift in the cell's preferred direction (Stackman et al., 2003) . Passive transportation to the novel environment would have activated the vestibular system without normal motor inputs. Other findings supporting a role for motor cues are the anticipatory properties of HD cells discussed above. These properties are more easily accounted for by motor/proprioceptive cues rather than vestibular or other sensory cues. In addition, it is clearly evident that the angular head velocity signals in the DTN have been highly processed because all angular velocity signals in the vestibular nucleus are of the asymmetric type (respond to head turns with increased firing in one direction and decreased firing in the opposite direction) whereas a significant portion of the neurons in the DTN show symmetric characteristics (respond with increased firing in both turn directions). In sum, motor and/or proprioceptive inputs are important contributors to the HD cell signal.
For these reasons it would be interesting to know how angular head velocity signals in the DTN or LMN respond to passive rotations. Would their firing remain robust as in the second order vestibular neurons or would their firing be attenuated similar to HD cells? The one study that addressed this issue examined passive rotations for 12 angular head velocity cells in the DTN and obtained mixed results (Sharp et al., 2001b) . Most cells became quiescent or lost their angular head velocity correlate during the passive rotations while only a few cells maintained their angular velocity correlates. These results emphasize the importance of motor cues for many of the DTN cells and provide further support for the notion that motor cues play an integral role in HD cell firing.
Modeling the HD Signal Using Attractor Networks
How angular head velocity signals in the DTN and LMN are processed and transformed into a signal yielding directional heading is one of the central issues in this field. Whether the persistent activity of HD cells arises from intrinsic cellular mechanisms or from network properties that emerge out of a population of these cells is not known. However, because the HD cell signal is so robust, with signal-to-noise ratios frequently over 100:1, it is an ideal signal to model using computational neural networks. Several models have been proposed and although it is beyond the scope of the present review to discuss all of them, each one shares one central feature in common: they all use attractor network dynamics to generate the directional signal (Skaggs et al., 1995; Redish et al., 1996; Sharp et al., 1996; Zhang, 1996; Goodridge and Touretzky, 2000; Xie et al., 2002) . This network contains a one-dimensional, continuous ring of HD cells that are interconnected with both excitatory and inhibitory connections. Each HD cell in the ring is tuned to a different directional heading. Cells with overlapping directional firing ranges are linked with excitatory connections, whereas cells with preferred firing directions far apart inhibit one another. This type of network architecture will force neural activity within the network to converge into a 'hill' of excitation that corresponds to one head direction. This hill can then be moved around to different directional headings depending on external influences, such as inputs from vestibular, motor or visual landmark cues.
This type of network architecture is particularly suitable for modeling the HD signal because attractor networks are generally stable and do not require external inputs to maintain their stable state. Instead, the external inputs function to move the hill to a new stable state when the animal turns its head. Attractor networks are also capable of performing a mathematical integration in time. Again, this is an attractive characteristic because starting from a known directional heading, a mathematical integration in time of angular head velocity yields angular head displacement. Perhaps a neural integrator, similar to the one involved in the vestibulo-ocular reflex (VOR), is present in the DTN → LMN pathway and is responsible for generating the HD cell signal. According to this view, the synaptic connections between different HD cells would maintain a stable state when the head is fixed. When the head moves, an angular head velocity signal from either vestibular or motor inputs would be integrated in time by the attractor network and move the activity hill to a new stable state. The amount the hill moves corresponds to the amount the head is displaced which is the integral of the angular head velocity signal. The activity of the hill is sustained (i.e. no adaptation of firing) either through the tonic firing of excitatory afferents in the recurrent network or by the internal membrane properties of the cells. In either case, once the new hill of activity is initiated it is maintained indefinitely until the next perturbation. Attractor network dynamics can also account for the slightly higher firing rates seen for faster head turns in LMN and ADN HD cells (Goodridge and Touretzky, 2000) .
While attractor networks are appealing models for generating the HD cell signal they must be able to fulfill several experimental conditions in addition to satisfying the basic firing properties described above:
1. Removing external inputs will cease direction-specific firing in HD cells in 'downstream' brain areas. This condition follows from the finding that peripheral vestibular lesions abolish HD cell activity in the ADN and postsubiculum (Stackman and Taube, 1997; Stackman et al., 2002) . Thus, despite the fact that these vestibular effects are several synapses removed from the ADN, these vestibular lesions have a major impact on HD cell firing such that the activity hill is abolished. Presumably, the HD cell signal is also absent in LMN, although this has never been tested experimentally. Whether an angular head velocity signal is still present in DTN is also unknown. Most attractor networks that have been proposed for generating HD cell activity are designed in a way that removal of external inputs will not disrupt the activity hill. This condition follows from the fact that the hill is derived through local interconnections within a single brain area [or connections across two areas as is the case for the Redish et al. (1996) model] and external inputs are only used to modulate or update the signal by moving the activity hill around. Thus, removal of external inputs will leave the activity hill either (i) stationary, where a subset of the neuronal population will be tonically active; or (ii) unstable such that it will continuously drift. In the latter condition, we would expect HD cells to show periodic bursts of activity. These bursts would occur whenever the activity hill passed through the cell's preferred firing direction and the frequency of the bursts would depend on the rate of drift in the activity hill. Note that in both the stationary and drifting cases, though, the activity hill is sustained. Our findings following peripheral vestibular lesions showed that neither of these predictions was borne out. Of eleven recorded HD cells, none of the cells remained tonically 'on' (i.e. activity hill locked in place). With directional firing ranges of 90°, statistics suggest that we should have observed at least two cells with tonic activity. Moreover, none of the 11 cells showed bursting activity. Bursting activity was observed in the ADN, but it was only seen in cells that were subsequently recorded after the lesion, and the authors attributed the bursting activity to the population of non-HD cells in this area. Importantly, while it is possible to design attractor networks that are dependent on external inputs for generating the activity hill, to date, none of the models that have been proposed for HD cell activity satisfy this requirement. 2. Attractor networks are frequently characterized as having activity hills that move to new stable states by transitioning through intermediate states that are in between the initial and final states. In other words, if the hill of activity is at 60°a nd a head turn results in a new directional heading of 150°, then the hill of activity will briefly pass through all the directional headings in between 60 and 150°. The time spent in these intermediate states may be very short, but nonetheless, some activity may be observed in them. However, attractor networks can be designed such that these intermediate states are not mandatory and the activity hill appears to jump from one state to the next. In this scenario, the activity hill at the initial stable state begins to fade as a new hill forms at a different location on the ring attractor (Samsonovich and McNaughton, 1997; Redish, 1999) . This latter type of design is more pertinent for HD cells because sensory cue conflict experiments show that HD cells can change their preferred firing directions rapidly without any evidence that intermediate states were activated during the transition (Goodridge and Taube, 1995; Taube and Burton, 1995) . Indeed, Zugaro et al. (2003) recently showed that reorientation amongst HD cells can occur as rapidly as 80 ms after a familiar visual landmark appears in the scene. 3. As discussed above attractor networks usually rely on a set of recurrent excitatory connections within the network to sustain the activity hill in a stable state. They also rely on inhibitory connections to attenuate any activity for cells outside the current directional firing range. This architecture is paramount for the attractor network to function properly. However, the existence of these excitatory and inhibitory connections within the ADN or LMN is not readily apparent in the few anatomical studies that have been conducted on these areas. It is possible, however, that this pattern of connectivity exists, but it is spread over multiple brain areas -in particular, the LMN and DTN. These two areas are attractive candidates because the projection from DTN → LMN is inhibitory while the reciprocal connection is excitatory. Furthermore, larger sized neurons in LMN send projections to both ADN and DTN (Hayakaya and Zyo, 1989) , making it easy to imagine LMN HD cells passing directional signals on to their ADN targets while simultaneously inhibiting their out-of-direction neighbors by activating their inhibitory targets in the DTN. Some attractor network models for HD cell activity use two rings of cells (Redish et al., 1996; Xie et al., 2002) or do not rely on recurrent excitatory connections (Rubin et al., 2001 ). 4. Visual cues must be able to override control of the preferred direction because most experiments have shown that prominent visual landmarks can control the preferred direction, even when its spatial information conflicts with the on-going spatial information derived from motor and vestibular cues (Goodridge and Taube, 1995; Taube and Burton, 1995; Blair and Sharp, 1996; Zugaro et al., 2000) . The model proposed by Skaggs et al. (1995) theoretically showed how visual inputs could override the internal attractor dynamics, although this model was not formally tested. Subsequent models have usually not addressed this issue as they have been more concerned with addressing the internal dynamics of how the activity hill is generated and moved around following head turns (e.g. Redish et al., 1996; Sharp et al., 1996; Zhang, 1996) . 5. In designing a network model that simulates the neural processing between LMN and DTN, the network should contain both symmetric and asymmetric angular head velocity cells in DTN and fast and slow type angular head velocity cells in the LMN. This requirement follows from the relative abundance of these cell types in the two nuclei.
Key Information Needed
There are several areas where key information is needed that would aid understanding of how the HD cell signal is processed. Foremost among these areas is a better understanding of the internal circuitry for each of the brain areas where HD cells are present. Whereas researchers have a good understanding of how the areas containing HD cells are interconnected, little is known about the microcircuitry for these brain areas. Anatomical and electrophysiological techniques are available that could provide important new information. For example, the extent of recurrent excitation or inhibition among individual neurons within a brain region could be determined by using electrophysiological recordings in brain slices. Anatomical techniques could uncover whether the projections from nucleus prepositus → DTN are excitatory or inhibitory. In the future it would be nice to determine how HD cells within one brain area are interconnected with each other as well as to other nearby non-HD cells. Each of the brain areas where HD cells are present contains many neurons that are not characterized by direction-specific firing. What is the role of these neurons? Are they interconnected with the local HD cells? Are angular head velocity cells within the LMN interconnected with HD cells in this same area? Is the connection only one way or is it reciprocal? Moreover, are all three types of angular head velocity cells within LMN (fast symmetric, fast asymmetric, slow) connected with the HD cells? Which types of DTN angular head velocity cells (symmetric or asymmetric) project to LMN? Finally, what cell types project back to DTN -is it the HD cells or is it angular head velocity cells, and if the latter, which type of angular head velocity cells? It is known that the LMN cells that project to the ADN are the same cells that project back to the DTN (Hayakawa and Zyo, 1989) . As one can see, these are all important anatomical questions that must be addressed if researchers want to model the generation of the HD cell signal accurately.
An even more fundamental issue is whether the HD cells in postsubiculum, ADN, and LMN project directly to their principal target regions -namely the entorhinal cortex, postsubiculum and ADN, respectively. While it is assumed that HD cells are the projection cells in these brain areas, there is no direct evidence supporting this notion, and it is quite possible that non-HD cells in these areas are the projection neurons. Simultaneous recording of a HD cell while trying to stimulate it antidromically from a downstream projection area could provide information on this important issue. In addition, as mentioned above, peripheral vestibular lesions abolish the direction-specific activity of HD cells. How these lesions influence the angular head velocity cells in the DTN and LMN is not known. Addressing this issue would provide important information on how HD cell information is processed.
Comparison to the Oculomotor System
Finally, in formulating critical questions for future research on head direction cells, it may help to consider the analogy between the activity of HD cells and that of neurons in another system that has the benefit of many more years of empirical study and modeling. The oculomotor integrator, like the HD cell system, has been identified as an example of persistent neural activity, and has been modeled as a continuous attractor (e.g. Anastasio, 1998; Seung et al., 2000) . The two systems share a number of other relevant features, such as some overlapping neural circuitry (i.e. the nucleus prepositus), an interaction between visual and vestibular afference in the case of reflexive (non-saccadic) eye movements, and most importantly, some common computational ends.
Oculomotor integrator neurons have been observed in both mammals (Lopez-Barneo et al., 1982; McFarland and Fuchs, 1992) and fish (Pastor et al., 1994) ; they discharge linearly as a function of eye position, with higher firing rates reached at more eccentric positions in the orbit. Bursting inputs to the integrator neurons correspond to motor signals that drive movement of the eye, while sustained firing persisting at a constant rate corresponds to the integrated position signal (Robinson, 1989) . At this level, there is a clear parallel between the excitatory or inhibitory bursts that drive oculomotor integrator neurons to higher or lower persistent firing rates, and putative bursts of clockwise or counterclockwise vestibular modulation signaling angular head velocity that forces the activity hill around a HD cell ring attractor. This parallel makes clear several critical comparisons between the two systems.
In the oculomotor integrator, a single neuron may vary its firing rate linearly with eye position and will not fire at all below a threshold position. HD cells fire linearly as a function of angular displacement from the preferred firing direction and will cease firing beyond a threshold angle that corresponds with the directional firing range. As with the peak firing rate and the directional firing range of HD cells, the slope of firing rate to position and the positional threshold of oculomotor integrator neurons vary from one neuron to another. A property of oculo-motor integrator neurons that is useful for experimental purposes is that they are not perfect; there is a tendency to 'leak' in these imperfect integrators. An animal attempting to hold an eccentric eye position in the dark (thereby having no visual stimuli to direct gaze) will inevitably exhibit a slow drift of the eye back toward a neutral position in the orbit, often referred to as the zero point. This neutral position is determined by the alignment and elasticity of the eye muscles. The drift in eye position toward 'orbit-zero' correlates to a decline in the firing rate of the oculomotor integrator neurons according to a characteristic time constant. As the eye continues to drift, the oculomotor neurons reach quiescence below their positional thresholds.
HD cells, in contrast, do not have a clearly identifiable directional zero. If we are to continue the analogy between the two systems further, then an important question is whether the neural integrator in the HD system is perfect or imperfect. Clearly, the HD cell system does not have the same physical constraints as the oculomotor system, which requires mechanisms to overcome the elastic properties of the eye muscles and the viscous drag of the orbit. Since the HD cell network is not considered a motor system controlling head movement, there is no a priori reason for why the HD cell system could not contain a perfect integrator. On the other hand, if the integrator is imperfect, then how are we to conceptualize leak in the HD cell system? In the oculomotor system, leak corresponds both to a decline in firing rate, and movement of the eye toward zero, and the two are closely correlated because they are causally related. The firing rate of a HD cell and its preferred firing direction do not have such a clear relationship. In fact, if one were to record a declining firing rate from a single HD cell, it would be impossible to distinguish between movement of the activity hill away from the cell's preferred firing direction and decay of activity in the system overall, yet leak in the HD integrator could be conceptualized as taking either of these two forms.
When HD cells are recorded in the dark, the preferred firing directions often drift continuously over several min (Goodridge et al., 1998) . This drift in preferred firing direction is reminiscent of the drift of the eye in the dark from an eccentric to a central position , and suggests a failure of an integrator in the HD cell network. Thus, the eventual outcome of leak in the HD cell system might be an activity hill drifting freely with respect to the animal's actual directional heading. To test this hypothesis, we would want to record HD cells in the dark while the animal is immobile, pointing in the direction of a recorded cell's preferred firing direction. If the cell continues to fire indefinitely at its peak rate, then the integrator is perfect. If, over time, the peak firing rate of the cell declined, and the firing rate of a cell with a different preferred firing direction increased, then we could conclude that leak in the HD cell system results in drift of the directional signal (Fig. 3A) . But should such a drift be thought of as 'leak'? It could be, from the standpoint of the single HD cell being monitored. In this scenario, after a head turn, the cell loses its activation in the absence of visual or vestibular information. On the other hand, what makes it unlike an oculomotor integrator neuron is that the activation is preserved elsewhere in the network, so as the firing rate declines in one cell, it must increase in another by virtue of the network connectivity. The 'zero point', then, would correspond to a state of constant instability of the activity hill, driven simply by the aggregation of small asymmetries in the velocity input while the head is motionless, rather like an eye suddenly cut free from the ocular muscles and left to drift in the socket. Furthermore, drift of the activity hill would imply that the persistent activity observed in HD cells is attributable primarily to the internal connectivity of the HD network, rather than depending upon extrinsic excitation, since some signal would persist even with no afferent input.
Alternatively, if in the same scenario directional firing failed over time in one HD cell without a corresponding increase in firing elsewhere in the HD network, then leak would be evident as a decrease in the firing rate of the cell towards its baseline firing rate, without a shift of the activity peak, implying an overall loss of activity in the network (Fig. 3B) . This finding would show that persistent activity depends upon either intrinsic membrane properties of the HD cells, or excitatory input originating outside the system. Some models of oculomotor integration employ three mechanisms to account for the persistent neural activity: (i) saccadic bursts, originating outside the attractor network that drive the integrator signal from zero; (ii) a cellular time constant intrinsic to the integrator neurons; and (iii) the network connections that prolong the cellular time constant (Anastasio, 1998; Seung et al., 2000) . Unless we define a zero for HD cells that corresponds to the central position in the oculomotor integrator, from which a time constant of decay can be derived, the relative contribution of each mechanism is untestable using the methods employed for investigating the oculomotor integrator. Although firing rate adaptation has been examined over relatively short time periods (Taube and Muller, 1998) , the experiment described above for holding the head still over long periods remains to be done, and the previously described effects of restraint may make it difficult to execute. Unpublished observations, however, suggest a time constant for HD cells orders of magnitude longer than those for oculomotor integrator or vestibular neurons.
The results from vestibular lesion studies imply that the role of the vestibular system goes beyond moving the hill of activity around the network. It indicates that the vestibular system is particularly involved in driving the generation and persistence of the HD cell signal. If this situation is true, then a HD cell firing constantly in its preferred firing direction following a head turn may be seen as the integration of the velocity signal that corresponds to the head turn, just as the position-related firing of the oculomotor integrator neuron represents the integration of the velocity-related saccadic burst that moved the eye to its new position. It should be noted that when a rat is motionless and the head is at zero angular velocity, there is still a strong signal that could feed forward onto the HD cell network because of the tonic high firing rates in neurons within the vestibular nuclei. This condition is in contrast to the situation following labyrinthectomies when the activity hill in the attractor network has permanently broken down despite the eventual recovery of tonic firing rates within the vestibular nuclei (Stackman and Taube, 1997; Ris and Godaux, 1998) .
Oculomotor integrator neurons continue to fire while holding the eye in an eccentric position, but some authors have postulated another type of integrator that resets to zero at the completion of each saccade (Jurgens et al., 1981; Kustov and Robinson, 1995) . In these models, a velocity-to-displacement integration occurs, but the eye displacement signal resets to zero immediately after each saccade by a rapid leak, so that the next saccade can be coded in terms of displacement from the current position. If an updated directional signal following a head turn is the result of an integration of angular velocity over time, then the HD cell system may also be comparable to the resettable displacement integrator in models of saccadic eye movements. Thus, each stable head position becomes a relative zero point to which the next integrated displacement is added when the head turns. In the light, resetting may be caused or facilitated by visual feedback from the environment. In the dark, the successive addition of displacement values without visual feedback may be responsible for the accumulation of error and observed as the preferred firing direction drifting in the dark. This suggestion is intriguing because it implies that a memory of the previous head direction is briefly preserved in the network, and is compared to a representation of desired head direction, an idea that is notable in light of the anticipatory firing properties of HD cells in the LMN and ADN (Blair and Sharp, 1995; Taube and Muller, 1998) . As a measurable phenomenon, leak in this case would be altogether different than in our previous comparison and would not be evident in the firing activity of an isolated HD cell. In our postulated experiment described above, if the head were fixed in the dark after a single head turn, we would expect the HD integrator to reset to zero at the new direction and an external perturbation of the system would be required to elicit a drift of the activity hill back toward the original head direction. Such a finding would serve as indirect evidence of an incompletely reset displacement signal.
In addition to the oculomotor integrator and the resettable integrator of the saccade system, there is another example of a neural integrator that prolongs a velocity signal, in this case one for the angular velocity of head turns. Within the brainstem circuits that mediate vestibular, vestibulo-ocular, and optokinetic reflexes, vestibular signals outlast the afferent signals in the VIIIth nerve. The longer time constant for the decay rate of vestibular signals in secondary vestibular neurons and other brainstem areas, including the nucleus prepositus, is referred to as velocity storage. This process is thought to play an important role in improving the VOR at low frequency (long duration) head turns and also functions to realign the eye movement axes with the direction of the current gravito-inertial acceleration of the organism (Leigh and Zee, 1999) . There is also evidence that the vestibular signal subserving the subjective experience of angular velocity is affected by velocity storage (Okada et al., 1999) . Thus, one might wonder whether this mechanism makes a similar contribution to the HD cell signal, improving the accuracy of updated heading during low frequency head turns. Experimental manipulations of the velocity storage integrator may produce measurable effects on HD cell activity.
This article has summarized the major properties of HD cell activity. The strength of this signal and the ability to measure it accurately provide an ideal system for understanding how the nervous system processes raw sensory information and transforms it into a high level cognitive signal that encodes the animal's perception of its directional heading in allocentric space. The nature of the HD cell makes it an attractive candidate for using neural network models to elucidate the underlying mechanisms.
Notes

