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Introduction
To merge a vector of belief bases E = B 1 , · · · , B n means to build a new belief base ∆(E). In the literature, E is called a profile, and ∆(E) is sometimes called the fusion of E. Much efforts were spent on the characterisation of 'good' merging operations ∆ by means of rationality postulates [14] [15] [16] . Beyond such families of abstract belief merging operations satisfying the postulates, several concrete operations were also introduced and studied in the literature. Some are syntax-based and others are semantic. The former are also called 'formula-based', and the latter are called 'model-based' or 'distancebased'. An example of the former is the MCS operation [2] , where each element B i of E is viewed as a set of formulas that is not closed under logical consequence and where the construction of ∆(E) is based on the extraction of maximal consistent subsets of each B i of E. Such operations are syntax dependent: they do not guarantee that the merging of logically equivalent profiles leads to merged bases that are logically equivalent. 1 1 Two profiles E and E ′ are logically equivalent if for every B i in E there is a logically equivalent B ′ j in E ′ and the other way round, for every B ′ i in E ′ there is a logically equivalent B j in E.
The paper is organized as follows. In Section 2 we give the basic notation for propositional logic and recall the semantic definitions of the concrete merging operations ∆ Σ , ∆ Gmax , and ∆ max . In Section 3 we take a more syntactical stance: instead of viewing ∆ as an operation in the metalanguage, we introduce a recursive language with families of n-ary merging operators in the object language and reformulate the above concrete merging operations in that language. In Section 4 we recall DL-PA. In Section 5 we embed the three merging operations into DL-PA. Section 6 concludes.
Background
We recall some standard notations and conventions for propositional logic, in particular distances between its valuations, as well as the definitions of the three concrete Boolean merging operators we are interested in.
Propositional Logic
Boolean formulas are built by means of the standard connectives ¬, ∨, etc. from a countable set of propositional variables P = {p, q, . . .}. We will in particular use the exclusive disjunction ⊕. We denote them by letters such as A, B, C; in particular, we use B, B 1 , B 2 , etc. for Boolean belief bases, which we identify with Boolean formulas.
Contrasting with that, modal formulas-to be defined in the next section-will be denoted by ϕ, ψ, etc. For a given Boolean formula A, the set of variables occurring in A is noted P A . For example, P p∨¬q = {p, q}.
A valuation associates a truth value to each propositional variable. We identify valuations with subsets of P and use v, v 1 , v 2 , etc. to denote them. The set of all valuations is V = 2 P . Sometimes it will be convenient to view v as a function from Boolean formulas into the set of truth values {0, 1} and to write v(p) = 1 when p ∈ v and v(p) = 0 when p v.
Given a valuation v and a Boolean formula A, the truth value v(A) ∈ {0, 1} is determined in the usual way. When v(A) = 1 then we say that v is an A-valuation. For example, {p, q} is a ¬p∨¬r valuation. The set of all A-valuations is denoted ||A||. For example, ||p|| = {v ∈ V : p ∈ v} and ||p ∨ q|| = {v ∈ V : p ∈ v or q ∈ v} = ||p|| ∪ ||q||.
Distances
The Hamming distance between two valuations v 1 and v 2 is the cardinality of the symmetric difference between v 1 and v 2 :
The definition of Hamming distance can be extended to a distance between a valuation v and a set of valuations V ⊆ V as follows:
This leads to the definition of the Hamming distance between a valuation and a Boolean formula as d H (v, B) = d H (v, ||B||). For example:
Finally, the Hamming distance between a valuation v and a vector of Boolean belief bases B 1 , . . . , B n is defined to be the vector of the distances:
Various Merging Operations
A profile, typically noted E, is a vector of belief bases: E = B 1 , · · · , B n . The traditional definition of a belief merging operation is as a mapping ∆ associating to every profile E a new belief base ∆(E). Such operations have been defined in several different ways and that is why we indicate a particular definition σ by a superscript and write ∆ σ (E). Throughout the present paper we suppose that there is no preference between the belief bases of a profile: we assume that ∆ σ (ϕ 1 , · · · , ϕ n ) is equivalent to ∆ σ (ϕ k 1 , · · · , ϕ k n ), for every permutation ϕ k 1 , · · · , ϕ k n of ϕ 1 , · · · , ϕ n . The reader may therefore view the vector as a set. We stick to the vector notation for two reasons: first, it is common in the merging literature, and second, it better fits the object language operators to be introduced in the next section.
Perhaps the best starting point is the merging operation that is based on minimisation of the sum of the Hamming distances to each belief base B i of E, abbreviated ∆ Σ . It associates to every profile E the set of valuations such that the sum of the distances to the elements of E is minimal. Formally:
For example:
Beyond ∆ Σ we consider other concrete merging operations: the Gmax merging operation ∆ Gmax and the max merging operator ∆ max . Their definitions are based on other minimisations. We do not give them here; instead, they will be presented in the next section in terms of object language operators.
Merging can also be done under integrity constraints. This leads to more general operations ∆ σ ψ (E) where the formula ψ is an integrity constraint that the merged belief base should satisfy. The unconstrained ∆ σ (E) can then be identified with ∆ σ ⊤ (E). Then the ∆ Σ operation becomes:
For example, ∆ Σ ¬r (p, ¬p∨q) = ||p ∧ q ∧ ¬r|| and ∆ Σ p (p∧q, ¬p∧¬q) = ||p||. Observe that in the above definitions ∆ C (E) is a set of valuations. In contrast, the merging postulates to be given below are defined in terms of formulas: as already mentioned, papers on merging operations typically identify the set ∆ C (E) with the Boolean formula characterising it.
The Postulates for Merging with Integrity Constraints
We briefly recall the principles for merging operations that were introduced by Konieczny and Pino Pérez. We here present the version of [14] , in a slightly adapted version because there, belief bases are considered to be finite sets of formulas (which are however often identified with their conjunction).
Let ∆ be an mapping assigning to each belief profile E and integrity constraint C a belief base ∆ C (E). ∆ is a merging operation if and only if it satisfies the following postulates.
In the above postulates, 'satisfiable' means 'propositionally satisfiable' and 'valid' means 'propositionally valid'.
The operations ∆ Σ and ∆ Gmax satisfy all the postulates, while the max merging operator ∆ max does not. Nonetheless, many authors in the literature consider that the latter is an interesting merging operator.
A Modal Framework for Merging Operators
The ∆ σ are not logical connectives of the object language: they are part of the metalanguage. We highlight that by saying that they are operations. The merging operators to be introduced now are connectives of the object language, just as the Boolean operators ¬ and ∨ are. 2 For that reason we also write them differently as σ : for each semantics σ we have an object language operator σ . 3 It is an advantage of such a move that many things can then be proved in a formal, rigorous way inside a logical system, as opposed to lines of argument in natural language texts. Moreover, it also allows to take advantage of mathematical results such as complexity upper bounds and theorem proving methods for the logic.
If merging operators are in the object language, we have enough flexibility to nest merging operators and even talk about different semantics in the same formula, as illustrated by the well-formed formula σ 1 σ 2 (p,q) (p, p∨q). To motivate this, consider a company whose productivity is declining and whose shareholders desire to implement a motivation policy in order to change the workers' conditions. They then have to merge the desires of every worker, while preserving several kinds of integrity constraints: job security, working environment, salary costs, job satisfaction. These different criteria have to be merged in their turn.
Formulas involving one or more kinds of merging operators may be given as an input to a reasoner. Observe that when we define the length of the input for the reasoner then one occurrence of a merging operator counts for 1 and certainly not for the length of the disjunction describing the corresponding set of valuations (as would be the case in the metalinguistic presentation).
Language
Our logical language L is defined by the following grammar:
where p ranges over the set of propositional variables P and where σ ranges over the set of symbols {Σ, Gmax, max}. The informal reading of the formula σ ψ (E) is "the profile E has been merged (with merging semantics σ) under the constraint ψ".
Abusing language a bit, when the profile is E = ϕ 1 , . . . , ϕ n then instead of σ ψ (E) we write σ ψ (ϕ 1 , · · · , ϕ n ). The function P . associating to a formula the set of its propositional variables naturally extends to our language; in particular we have P σ ψ (ϕ 1 ,··· ,ϕ n ) = P ψ ∪ 1≤i≤n P ϕ i . In the rest of the present section we introduce the truth conditions for the three merging operators Σ , Gmax , and max . Clearly, when the profile E = B 1 , . . . , B n and the constraint C are Boolean then we expect the interpretation of the merging operator σ under semantics σ to coincide with the merging operation ∆ σ defined in Section 2.3. In formulas, we expect the equality ∆ σ C (E) = || σ C (E)|| to hold for Boolean C and E.
The Σ-Semantics
The interpretation of Σ is the set of valuations such that the sum of the distances to the elements of E is minimal. Formally:
The definition of the Hamming distance d H is as in Section 2.2. The function || · || is the interpretation we are currently defining by induction over the formulas of L . The integer d H (v, E) is the sum of the elements of the vector d H (v, E). For example, || Σ ⊤ (p∧q, ¬p∧¬q)|| = ||⊤|| = 2 P .
The Gmax-Semantics
The interpretation of Gmax is as follows:
is the list that is obtained from the vector d(v, ϕ 1 ), . . . , d(v, ϕ n ) by sorting it in descending order and where < lex is the lexicographical order between sequences of integers of the same length.
For example, || Gmax
otherwise.
The max-Semantics
The interpretation of max is as follows:
where max d H (v, E) is the maximum of all the distances d H (v, ϕ i ) between v and the elements ϕ i of E. For example, || max ⊤ (p∧q, ¬p∧¬q)|| = {v : v(p) v(q)} = ||p⊕q|| because for the valuations v such that v(p) v(q) we have that d H (v, p∧q, ¬p∧¬q ) equals 1, 1 (and therefore the maximum of that vector is 1), while for the v such that v(p) = v(q) the distance d H (v, p∧q, ¬p∧¬q ) is either 0, 2 or 2, 0 (and therefore the maximum is 2).
We recall that the max-semantics does not satisfy Konieczny and Pino Pérez's merging postulates. We also note that for the empty integrity constraint we have || Gmax ⊤ (E)|| ⊆ || max ⊤ (E)|| for every profile E.
DL-PA: Dynamic Logic of Propositional Assignments
In this section we define syntax and semantics of dynamic logic of propositional assignments DL-PA and state complexity results. The star-free fragment of DL-PA was introduced in [9] , where it was shown that it embeds Coalition Logic of Propositional Control [10] [11] [12] . The full logic with the Kleene star was further studied in [1] .
Language
The language of DL-PA is defined by the following grammar:
where p ranges over the set of propositional P. So the atomic programs of the language of DL-PA are of the form p←⊤ and p←⊥. The operators of sequential composition (";"), nondeterministic composition ("∪"), unbounded iteration ("(.) * ", the so-called Kleene star), and test ("(.)?") are familiar from Propositional Dynamic Logic PDL.
The length of a formula ϕ, denoted |ϕ|, is the number of symbols used to write down ϕ, without " ", " ", parentheses and commas. For example, |q∧r| = |¬(¬q∨¬r)| = 6 and | q←⊤ (q∧r)| = 2+6 = 8. The length of a program π, denoted |π|, is defined in the same way. For example, |p←⊥; p?| = 5.
We abbreviate the logical connectives ∧, →, ↔, and ⊕ in the usual way. Moreover, [π]ϕ abbreviates ¬ π ¬ϕ. Several program abbreviations are familiar from PDL. First, skip abbreviates ⊤? ("nothing happens"). Second, the loop "while A do π" can be expressed as the DL-PA program (A?; π) * ; ¬A?. Third, for n ≥ 0, the n-th iteration of π is defined inductively as: The former assigns to p the truth value of q, while the latter assigns to p the truth value of ¬q. The length of p←q is (2
That of p←¬q is 14, too.
The star-free fragment of DL-PA is the subset of the language made up of formulas without the Kleene star "(.) * ".
Semantics of DL-PA
DL-PA programs are interpreted by means of a (unique) relation between valuations. The atomic programs p←⊤ and p←⊥ update valuations in the obvious way, and complex programs are interpreted just as in PDL by mutual recursion. Table 1 gives the interpretation of the DL-PA connectives. 
Two formulas ϕ 1 and ϕ 2 are formula equivalent if ||ϕ 1 || = ||ϕ 2 ||. Two programs π 1 and π 2 are program equivalent if ||π 1 || = ||π 2 ||. In that case we write π 1 ≡ π 2 . For example, the program equivalence π; skip ≡ π holds. A formula ϕ is DL-PA valid if it is formula equivalent to ⊤, i.e., if ||ϕ|| = 2 P . It is DL-PA satisfiable if it is not formula equivalent to ⊥, i.e., if ||ϕ|| ∅. For example, the formulas p←⊤ ⊤ and p←⊤ ϕ ↔ ¬ p←⊤ ¬ϕ are DL-PA valid. Other examples of DL-PA validities are p←⊤ p and p←⊥ ¬p.
In DL-PA, all the program operators can be eliminated: for every formula ϕ there is a formula equivalent ϕ ′ such that no program operator occurs in ϕ ′ [1, Theorem 1]. For example, p←⊤ * r is equivalent to p ∨ p←⊤ r and p←⊤; q←⊤ r is equivalent to p←⊤ q←⊤ r. This contrasts with PDL, where this is not the case. Once all the program operators have been eliminated, modal operators only contain atomic programs. The latter are both serial and deterministic modal operators and therefore distribute over negation and disjunction. They can finally be eliminated when they face a propositional variable, according to the following equivalences:
All together, we have a complete set of reduction axioms: every formula reduces to a Boolean formula [1, Theorem 2] .
For example, for different propositional variables r and p, the formula p←q (p ∨ r) is successively equivalent to p←q p ∨ p←q r and to q ∨ r.
It is proved in [9] that both model and satisfiability checking are PSPACE complete for the star-free fragment of DL-PA.
Observe that if p does not occur in ϕ then both ϕ → p←⊤ ϕ and ϕ → p←⊥ ϕ are valid. This is due to the following semantical property that we will use later. Proposition 1. Suppose P ϕ ∩ P = ∅, i.e., none of the variables in P occurs in ϕ. Then v ∪ P ∈ ||ϕ|| iff v \ P ∈ ||ϕ||.
In the rest of the paper we write ||ϕ|| DL-PA in order to distinguish the interpretation of DL-PA formulas from the interpretation of the merging language. Table 2 collects some DL-PA expressions that are going to be convenient abbreviations. 4 The program vary(P) nondeterministically changes the truth value of some of the variables in P. Its length is linear in the cardinality of P. So the program vary(P A ); A? accesses all A-valuations that preserve the values of all those variables not occurring in A. Satisfiability of the Boolean formula A can be expressed in DL-PA by the formula vary(P A ); A? ⊤ or the equivalent vary(P A ) A. The program flip 1 (P) changes the truth value of exactly one of the variables in P. The programs flip ≤m (P) flip the truth value of at most m of the variables in P. The lengths of flip m (P) and flip ≤m (P) are quadratic in n. The formula H(ϕ, ≥d) is true in all those valuations whose Hamming distance to ϕ is d. Table 2 . Some useful DL-PA expressions, for P = {p 1 , . . . , p n }, where m ≤ n in flip m (P) and flip ≤m (P), and where d ≤ card(P ϕ ) in H(ϕ, d) vary(P) = (p 1 ←⊤ ∪ p 1 ←⊥); · · · ; (p n ←⊤ ∪ p n ←⊥)
Some Useful DL-PA Expressions
flip m (P) =        skip if m = 0 p 1 ←¬p 1 ∪· · ·∪p n ←¬p n ; flip m−1 (P) if m ≥ 1 flip ≤m (P) =        skip if m = 0 skip∪flip 1 (P) ; flip ≤m−1 (P) if m ≥ 1 H(ϕ, d) =        ϕ if m = 0 ¬ flip ≤d−1 (P ϕ ) ϕ ∧ flip d (P ϕ ) ϕ if m ≥ 1
Conclusion
We have defined a single language L in which all merging operators are in the object language: they are considered to be modal operators and can be nested. This differs with other approaches such as [18] and [5] . As far as we know, the only similar approach is [17] , where the merging operator (as well as the comma separating the elements of profiles) are considered to be in the object language.
We have then embedded this language into Dynamic Logic of Propositional Assignments, DL-PA. This has enabled us to give syntactic counterparts to the most popular semantically defined merging operations. Using the reduction principles of DL-PA we can therefore rewrite formulas to Boolean formulas. As our examples show, such formulas may be quite long; in particular, they typically contain a lot of disjunctions. They can however often be simplified by means of standard syntactical operations. This provides interesting syntactical representations of merged belief bases.
The logic DL-PA actually provides a sort of assembler language for merging operators. Its use avoids the design of specific tools implementing merging operators. Unfortunately, no efficient reasoning mechanisms for DL-PA exist up to now, and it would be interesting to have such tools. (It could also be based on Binary Decision Diagrams as in [5] .) As we have seen, if we want the embeddings to be polynomial then such tools should be able to handle 'big disjunctions' and 'big conjunctions'.
The star-free fragment of DL-PA into which we have mapped various merging operators has PSPACE complexity (both model checking and satisfiability). This induces a result for our merging language L , which is new because L authorizes arbitrary nesting of merging operators. It is possible that the translated formulas however have patterns that are less complex.
As to future work, a first perspective is to study the mathematical properties of merging operators in more detail. One example is the behaviour of iterated merging operators (which is a research project similar to that for iterated belief revision, see e.g. [3] .) Reasoning should be considerably facilitated by the help of a DL-PA reasoner. For instance, suppose we want to know whether the operator max ⊤ is associative. We may run the following experimental protocol: first, choose some Boolean formulas A, B, C and write down the formula max ⊤ (A, max ⊤ (B, C)) ↔ max ⊤ ( max ⊤ (A, B) , C); second, translate this formula into DL-PA; third, run a DL-PA reasoner. Note however that one cannot use the theorem proving procedure for DL-PA because it only works for formula instances and not for formula schemas. (This is related to the fact that the rule of uniform substitution does not preserve validity in DL-PA, which generally fails in dynamic logics).
Our embeddings are somewhat simpler than the embeddings of belief change operations into QBF as done in [4] since DL-PA is a logic of programs. The same argument applies to embeddings of merging problems into MSO. Our approach may also be useful to capture semantics of merging: one may think in particular of new semantics requiring loops, which can be directly captured in DL-PA by the Kleene-star operator, whereas the encoding as a QBF will most probably be trickier.
A second perspective is to focus on embeddings of other existing operations. We did not succeed yet in embedding other approaches to merging such as [13] and syntaxbased operations such as MCS of [2] . Note that in principle this might however be feasible: while the Hamming distance is a semantical notion, the function P ϕ is purely syntactic.
There exist also tentatives to define merging operations in first order logic [6] . In the long run, we may plan to extend DL-PA with first order constructions in order to capture those merging operations.
