Abstract. We consider the problem of rescaling the lengths of a finite frame thereby transforming it into a tight one. Such frames are called scalable and have received a lot of attention in recent years. In this note we investigate the question in terms of probabilistic frames and give conditions under which a (discrete) probabilistic frame is scalable.
Introduction
Finite frame theory is by now a very-well established research area owing in part to the fundamental role frames's inherent redundancy plays in many applications [1] . For example, frames provide an intuitive framework for describing and solving problems in coding theory, analog-to-digital quantization theory, sparse representation, and compressive sensing, and more generally they have proven useful in work on signal processing for telecommunications. We recall that Φ " tϕ i u N i"1 Ă R d is a frame if there exist frame bounds 0 ă A ď B ă 8 such that
Developed in a series of papers ( [2, 3, 4] ), probabilistic frames are one way to generalize finite frames. In the simplest example, each finite frame can be used to build a probabilistic frame. Taking Φ above, let tα i u N i"1 be a set of positive real numbers satisfying ř N i"1 α i " 1. Then the canonical α-weighted probabilistic frame for Φ is µ Φ,α given by dµ Φ,α pxq "
More generally, a probabilistic frame µ for R d is a probability measure on R d for which there exist constants 0 ă A ď B ă 8 such that for all
This amounts to a restriction on the covariance of the probability measure. Probabilistic frames are related to statistical shape analysis, as detailed in [3] , and they are linked to the classical problem of estimating the population covariance from a sample [4, 5] . In the probabilistic setting, other questions from frame theory can be explored, such as the scaling problem we consider in this paper.
The most natural space to explore probabilistic frames is the Wasserstein space of probability measures with finite second moment, a metric space with distance defined by the concept of optimal transport. A probability measure µ on R d is an element of P 2 pR d q, the space of probability measures with finite second moment, if it satisfies:
The support of a probability measure µ on R d is the set supppµq given by:
By [2, Theorem 5]
, a probability measure µ on R d is a probabilistic frame if and only if it has finite second moment, and the linear span of its support is R d . One can restate this in terms of the probabilistic frame operator, which, given a measure µ P P 2 pR d q, is the operator S µ which for all y P R d satisfies:
Clearly, S µ may be equated with its matrix representation ş R d xx J dµpxq, and then the requirement that the support of µ span R d is the same as requiring that this matrix be positive definite.
One of the most useful metrics on P 2 pR d q is the Wasserstein distance; it metrizes the weak convergence on the space. The Wasserstein distance between two probability measures µ and ν on R d is:
, .
-, where Γpµ, νq is the set of all joint probability measures γ on R dˆRd such that for all A, B Ă BpR d q, γpAˆR d q " µpAq and γpR dˆB q " νpBq. The search for the set of joint measures which induce the infimum is a variant of the Monge-Kantorovich problem. A joint distribution γ 0 which induces this infimum is called an optimal transport plan. In the quadratic case, when µ and ν do not assign positive measure to isolated points, then
-, where T is a deterministic transport map (or deterministic coupling): i.e., for all ν-integrable functions φ, ż
Equipped with the 2-Wasserstein distance, P 2 pR d q is a complete, separable metric space. Convergence in P 2 pR d q is the usual weak convergence of probability measures, combined with convergence of the second moments. Alternatively, one can view this convergence as simply enlarging the set of allowable test functions for convergence and write that a sequence of measures tµ n u Ă P p pR d q is said to converge weakly to µ P P p pR d q if for all continuous functions φ with
for some C ą 0 and some
Several structural statements can be made about probabilistic frames as a subset of P 2 pR d q. For brevity, let us denote the probabilistic frames for R d by PFpR d q, and let PFpA, B, R d q denote the set of probabilistic frames in PFpR d q with upper frame bound less than or equal to B and lower frame bound greater than or equal to A.
Proof. The nonemptiness is clear: consider the space of nondegenerate, zero-mean Gaussian measures on R d whose covariance matrices have maximum eigenvalue B and minimum eigenvalue A. For the convexity:
The upper bound is trivial. Finally, for the closedness, let tµ n u be a sequence in PFpA, B,
by definition of weak convergence in
Since for all n, the values of ş R d xx , y 0 y 2 dµ n pxq are bounded above and below by B and A, respectively, µ is an element of PFpA, B, R d q. Taking A " B, we also have the closedness of P F pA, A, R d q, the set of tight probabilistic frames with frame bound A.
The set of probabilistic frames itself is not closed, since one can construct a sequence of probabilistic frames whose lower frame bounds converge to zero: for example, a sequence of zero-mean, Gaussian measures with covariances 1 n I, n P N.
1.1.
Tightness and Scaling in the Probabilistic Setting. Tight frames are those for which the frame bounds are equal, which is equivalent to having a frame operator which is a multiple of the identity. A class of interesting frames are the scalable frames: unit-norm frames, the lengths of which can be rescaled to turn the frame into a tight frame, we refer to [6, 7, 8] for more details on scalable frames. Not all unit-norm frames are scalable, and the question of determining which are scalable can be approached by changing the weights on discrete probabilistic frames in order to obtain tight probabilistic frames. This is a different perspective on the scalable frames problem dictated by the constraints of the probabilistic point of view. While the usual approach would be equivalent to scaling the magnitudes of the vectors in the support of a probabilistic frame with equal weights, in this approach, scalability is achieved by changing the relative weights given to the delta masses supported on each of the vectors in the support of the discrete probabilistic frame, without changing the lengths of the vectors themselves. Our condition for probabilistic scalability depends on the probabilistic frame potential explained below. A similar condition could be used for scalability in the finite frame case; then, the constraint on our weights (that they are nonnegative and sum to unity) would translate to a requirement that the squares of the new lengths sum to a constant.
To identify tight probabilistic frames, we consider the probabilistic frame potential:
Definition 2. Given a probabilistic frame µ, the probabilistic frame potential for µ is given by
As a special case, we define the frame potential for a finite frame,
The frame potential is a well-studied object. In their celebrated paper on finite unit-norm tight frames (FUNTFs), Benedetto and Fickus establish that, among all unit-norm frames, FUNTFs are the minimizers of (2) [9] . Because FUNTFs (and tight frames in general) have a multitude of uses in pure mathematics, statistics, and coding theory, this consequently made the frame potential a very useful quantity. The frame potential and related potentials are also studied in the context of spherical t-designs. For probabilistic frames, there exists a similar result on the minimization of the probabilistic frame potential. A version of it was first proven in [4, Theorem 4.2] for frames supported on the unit sphere, which we prove here in slightly greater generality.
Lemma 3. Let µ be a measure in P 2 pR d q. The the following bound holds for the probabilistic frame potential: P F P pµq ě
Proof. Note that, writing m i,j pµq " ş R d x i x j dµpxq, we have:
And by Hölder,
2 from which the result follows.
Remark 4. Clearly, minimizers exist. In particular, if µ is a tight probabilistic frame, then equality holds in the above claim, since the frame operator is S µ " M 2 2 pµq d I and
Theorem 5. A probabilistic frame µ with M 2 pµq " 1 is tight if and only if it is a minimizer among tν P P 2 pR d q : M 2 pνq " 1u of the probabilistic frame potential.
Proof. The necessity is clear from Remark 4. For the sufficiency, we consider a measure µ in P 2 pR d q which minimizes the probabilistic frame potential among tν P P 2 pR d q : M 2 pνq " 1u. Given any ν P P 2 pR d q with M 2 pνq " 1, and λ P r0, 1s, let µ λ :" λµ`p1´λqν. That is, given a test function f pxq with at most quadratic growth,
Therefore, since it follows that P F P pµq ď P F P pµ λ q @λ P r0, 1s, we obtain:
here the second inequality comes from the fact that P F P pνq ě
and P F P pµq "
, and in the last equality, the values tλ k u
are the eigenvalues of the frame operator S µ , and the tv k u d k"1 are the corresponding orthonormal set of eigenvectors. It follows that
Let λ 1 denote the smallest eigenvalue of µ, and v 1 the corresponding eigenvector of S µ . Since ν was chosen arbitrarily in tν P P 2 pR d q :
M 2 pνq " 1u, it follows that for any ą 0, one can choose dν "
and as ÝÑ 0, we see that, in fact,
for any probabilistic frame η, with equality if and only if η is tight, it follows that our minimizer of the probabilistic frame potential, µ, is tight.
In order to solve the scaling problem in the probabilistic setting, we therefore seek weighting schemes that turn probabilistic frames supported on the unit sphere into minimizers of the probabilistic frame potential.
Consider a finite frame tϕ i u
In this case, the probabilistic frame potential functional is given by:
with equality if and only if µ A is tight. Defining the matrix Q :" rrxϕ i , ϕ j y 2 ss i,j , we see that
Q is positive semidefinite since it is the Hadamard product of the (positive semidefinite) Grammian matrix with itself. Thus, letting m " rankpQq, we can write
where λ 1 ě¨¨¨ě λ m ą 0 are the nonzero eigenvalues of Q, and tv i u If a leads to a minimizer of PFP, then a J Qa "
, the problem of finding ta 1 , . . . , a N u for which µ A minimizes PFP can be reduced to solving under the following constraints:
where the sums in (1) and (3) are divided up at the index corresponding to the rank of Q.
Constraints (1) and (3) make this a problem of finding the intersection of a hyperplane H and an ellipsoid E in R m , where the variable is the vector c " "
In particular, any intersection point y should lie between two parallel hyperplanes tangent to the ellipsoid. In particular, the coordinates of y should be bounded in magnitude by the magnitudes of the coordinates of the intersection points of the hyperplanes with the coordinate axes. That is, if z is the intersection of a tangent plane with the first coordinate axis, then |y 1 | ă |z 1 |. Given a point u on E, the equation of its tangent plane is
Thus, the i-th intercept of the tangent plane, obtained by setting
. Conversely, if we have the coordinates of the intercepts of a tangent plane, we can obtain the point of tangency via u i " , satisfying:
and the intercepts of the H 2 are (7)
The i-th intercept of H 1 is x i "´t s i , so that from (7) and (6), we see that we must require for each i P t1,¨¨¨, mu:
We have thus proven: We use this result to prove the following, where we denote by Q : the Moore-Penrose pseudoinverse of Q.
with a i ě 0, 
s, choose a probability vector a P R N (i.e., a i ě 0, P t1,¨¨¨, N u,
Lemma 6 with }a } 2 " r. We note that the assumption above on the entries of Moore-Penrose pseudoinverse of Q is equivalent to
where z :" r 1 N . . .
Then the probability vector a chosen above satisfies 
Conclusion
At first glance, it appears that the approach from the probabilistic context, by adding the constraint on the scaling that it be a probability vector, would make the scaling problem less tractable. However, it is this very added structure which enables the result above.
