Current research activities in the field of deinterlacing include the selection of suitable deinterlacing methods and the estimation of the exact value of a missing line. This paper proposes a spatio-temporal domain fuzzy rough sets rule for selecting a deinterlacing method that is suitable for regions with high motion or frequent scene changes. The proposed algorithm consists of two parts. The first part is fuzzy rule-based edge-direction detection with an edge preserving part that utilizes fuzzy theory to find the most accurate edge direction and interpolates the missing pixels. Using the introduced gradients in the interpolation, the vertical resolution in the deinterlaced image is subjectively concealed. The second part of the proposed algorithm is a rough sets-assisted optimization which selects the most suitable of five different deinterlacing methods and successively builds approximations of the deinterlaced sequence. Moreover, this approach employs a size reduction of the database system, keeping only the information essential for the process. The proposed algorithm is intended not only to be fast, but also to reduce deinterlacing artifacts.
Introduction
Interlaced scanning is used in conventional broadcasting to prevent large area flicker while maintaining good vertical resolution. Currently, there is an increasingly large amount of video processing equipment that needs to be transitioned from analog to digital. In addition, flat panel displays (FPDs) such as thin film transistors (TFTs), liquid crystal displays (LCDs), and plasma display panel (PDPs) have become more common than cathode-ray tube (CRTs) in the large display market. The FPD, while it has a higher panel resolution, cannot display the interlaced signal used for CRTs [25] . It follows, therefore, that the demand for progressive material will increase, causing a directly proportional increase in the demand for video processing products with high quality deinterlacing capability [2, 3] .
Deinterlacing converts each filed into a frame. The number of pictures per second remains constant, but the number of lines per picture doubles [14, 21, 41, 55] . However, a common interlaced TV signal in the vertical direction does not fulfill the demands of the Nyquist sampling theory, and the linear sampling rate conversion theory cannot be utilized either to obtain an effective interpolation. Several different visual artifacts result from the attempted interpolation decreasing the picture quality of the interlaced video sequence. For example, twitter artifacts occur with fine vertical details where pixels appear to twitter up and down. Flicker artifacts occur in regions of high vertical frequency detail, causing an annoying flicker. An unwanted staircase effect also occurs when diagonal edges move slowly in the vertical direction. To alleviate these issues, we decided to adopt fuzzy and rough sets theories into the deinterlacing algorithm.
In this paper, we focus on methods that do not include motion compensation. In general, when the motion vectors used are reliable and true to the scene content, the performance of the motion compensation deinterlacing methods outperforms motion adaptive methods [5, 7, 16] . However, methods without motion compensation are used more often because of the error propagation and computational complexity posed by the compensation, particularly in real-time applications. These methods can also be split into spatial, temporal, and spatio-temporal methods. In [8, 40, 47, 56] , an edge-sensitive interpolation method was studied. A direction-oriented interpolation algorithm, using an upper spatial direction vector and a lower spatial direction vector for obtaining a more accurate direction, was proposed in [63] . In [43] , a horizontal-edge pattern-based edge-dependent interpolation algorithm was proposed.
Fuzzy sets theory (FST) has gained popularity in the image processing community over the last few decades because fuzzy techniques offer a suitable structure for the development of new 0262-8856/$ -see front matter Ó 2008 Elsevier B.V. All rights reserved. doi:10.1016/j.imavis.2008.06.001 methods since they are knowledge-based and nonlinear. Image processing functionality has been achieved using fuzzy reasoning methods. Among the practical applications of the theory are filtering and edge detection [51] , interpolation [57] , handwritten character recognition [54] , vector quantization with fuzzy ranks for image reconstruction [48] , and morphology [6] . Recently, fuzzy reasoning has been used in different approaches to the deinterlacing process. For example, a line interpolation method using a spatial information edge-direction detector has been proposed for accurate edge direction [15] . In [28] , a line interpolation method using a spatio-temporal information edge-direction detector was proposed. In addition, a deinterlacing method based on the Takagi-Sugeno fuzzy model has been proposed; this method provides the most suitable deinterlacing method among the three candidates [29] . In [31] , a fuzzy rule-based edge-restoration algorithm was introduced. The VTMF algorithm uses not only spatial information but also temporal information to interpolate missing pixels [20] . In [9, 10] , an improved version of STELA, named EDT, was proposed.
Rough sets theory (RST) offers a formal and robust way of manipulating the roughness of the knowledge in information systems [45] . A method of reducing the attributes in a given information system has already been developed by attribute equivalence relations. It has been applied to several domains, such as knowledge discovery [64] , feature selection [42] , clustering [19] , image recognition and segmentation [39] , quality evaluation [61] , medical image segmentation [62] , and video deinterlacing [30] and has proven advantageous in real world applications, such as semiconductor manufacturing [34] , landmine classification [1] , fishery applications [53] , and a power system controller [58] .
A technique that is not currently employed in video deinterlacing is the fuzzy-rough sets hybrid scheme, which has been researched by many authors [4, [11] [12] [13] 17, 18, [22] [23] [24] 26, 27, [32] [33] [34] [35] [36] [37] [38] 44, 50, 52, 59, 60, 65] . A number of algorithms for image processing exist. Classification applications for the execution of the fuzzy rough sets system have began to appear [22, 48, 50, 54] . Some contributions have been made in computer science applications [11] [12] [13] 17, 18, 32, 35, 36, 60, 65] . However, attribute reduction has used only a rough sets system to date [23, 24, 26, 27] . In the last decade, various fuzzy rough sets system-based feature selections have been developed [4] .
In this paper, we adopt FST and RST into a deinterlacing method decision scheme, thereby optimizing this process and reducing computational time. The remainder of this paper is structured as follows: Section 2 covers the concepts of RST. In Section 3, the details of the fuzzy rule-based deinterlacing (FD) algorithm (based on fuzzy rules and an edge-direction detector) are provided. Moreover, a rough sets-assisted optimization strategy is described. The experimental results and the conclusions are presented in Sections 4 and 5.
Overview of the rough sets theory
Pawlak introduced the notion of RST as sets containing members between a lower and upper bound. From a mathematical point of view, rough sets are very simple to understand; they require only finite sets, equivalence relations, and cardinalities [45] . The indiscernibility relation is intended to express the fact that we are unable to discern some objects, as not all of the information is available to us. This means that, in general, we are unable to deal with single objects. Instead, we have to consider clusters of indiscernible objects as fundamental concepts of knowledge.
Suppose we are given two finite, non-empty sets U and A, where U is the universe of situations and A is a set attribute. With every attribute a where a 2 A we associate a set, V a , of its values, called the domain of a. The pair IS = (U, A) is called an information system.
For any subjects with attributes where B # A, the information set for any object x where x 2 U can be expressed by 
A minimal set of B of A such that IND(B) = IND(A) is called a reduct of IS. Suppose IS = (U,A) is an information system, B # A is a subset of attributes, and X # U is a subset of discourse. The indiscernibility relation will be used to define basic operations in RST defined as follows:
Now assign to every X # U two sets BðXÞ and B(X), called the B-lower and the B-upper approximation of X, respectively. Eq. (4) is the subset of all X such that X belongs to X in R and is the lower approximation of X. Eq. (5) is the subset of all X that could belong to X in R, meaning that X may or may not belong to X in R. The lower approximation is also called the positive region, denoted by POS B (X). The Bpositive, B-negative, and B-boundary regions of X, respectively, are defined as follows:
RST classifies attributes into three distinct categories according to the decision table: core attributes, reduct attributes, and superfluous attributes. Here, the minimum condition attribute set can be received, which is called the reduction. One decision table might have several different reductions at the same time; the intersection of those reductions is the core of the decision table. The attributes of the core are the important attributes that influence the attribute classification.
Proposed algorithm

Motivation and scope of this paper
In this paper, we propose a fuzzy approach to video deinterlacing. This approach classifies pixels into several categories that are differentiated according to the value of the fuzzy logic principles. In the literature, Russo et al. proposed the FIRE class (fuzzy inference ruled by else-action) which can be applied to image processing [49] . Pure fuzzy filters are mainly based on fuzzy if-then rules, where the desired filtering effect can be achieved using a suitable set of linguistic rules. Fig. 1 shows the flowchart of the proposed algorithm, which consists of four stages: fuzzification (H), suitable operation on membership values (N), defuzzification (W), and rough sets-assisted optimization (X).
x F ði; j; kÞ ¼ WðNðHðxði; j; kÞÞÞÞ;
where x B , x W , x E , x S , and x F represent the output pixels of the Bob, Weave, ELA, STELA, and FD methods, respectively, as shown in (10) . Here, we briefly express the output pixels of the FD method as x F . The output of the fuzzy rough sets hybrid deinterlacing (FRD) system, x FRD (i, j, k), for an input, x(i, j, k), is provided by Eq. (10) . The variable i refers to the column number, j to the line number, and k to the filed number.
Fuzzy rule-based deinterlacing (FD) system
Fuzzy gradients for region classification
The edge direction-based interpolation algorithms, such as ELA and its improved version STELA, are not effective when a misleading edge direction is used. Furthermore, they have insufficient edge-direction resolution, which results in degraded image quality. In contrast, the temporal domain methods, such as the Weave method, have the line-crawling effect in the areas with motion. This problem is improved by classifying peaks, monotonic slopes, and edges in the FD method, resulting in a pseudo full vertical resolution-like edge quality. In Fig. 2 , we illustrate the concept of the spatio-temporal window for edge direction-based deinterlacing. A 3D localized window was used to calculate directional correlations and to interpolate the current pixel. The characters u, d, r, l, p, n, and m represent up, down, right, left, previous, next, and middle, respectively. The fuzzy rule-based spatio-temporal domain edgedirection detector uses fuzzy gradient values to determine whether a certain missing pixel is located within a strong edge or not. Let us assume the pixel in the kth field and the (jÀ3)th row is assigned to q, the pixel in the kth field and the (jÀ1)th row is assigned to r, the pixel in the kth field and the (j + 1)th row is assigned to v, and the pixel in the kth field and the (j + 3)th row is assigned to w. For each pixel x(i, j, k) of the image (the pixel is not in the first field, the final field, or the border), a neighborhood window is used, as illustrated in Fig. 2 . Each neighbor with respect to (i, j, k) corresponds to one direction. Table 1 provides an overview of the gradient values involved in each direction (45°, 0°, and À45°) corresponding to a position with respect to a center position. The first row provides the temporal gradient for each direction, while the second, third, and fourth rows offer the spatial, upper, and lower gradients, respectively. The three parameters (G T 45 xði; j; kÞ, G T 0 xði; j; kÞ, and G T À45 xði; j; kÞ), represent the temporal gradient values, defined as differences in Table  1 . The spatial gradient values, the upper gradient values, and the lower gradient values are defined in the same manner. The pixel x F (i, j, k), which would be interpolated using the FD, is expressed by the pixel values q, r, v, and w, where q 2 {UL, UM, UR}, r 2 {ul, um, ur}, v 2 {dl, dm, dr}, and w 2 {DL, DM, DR}. Let us suppose G [33] . The S-type fuzzy function for BP can be described by the following formula:
Conventional deinterlacing algorithms
In this section, the details of four conventional deinterlacing methods (Bob, Weave, ELA, and STELA) and a proposed deinterlacing method (FD) are explained. The Bob method is an intra-field 
Where T, S, U, and L represent temporal, spatial, upper, and lower, respectively.
interpolation method which uses the current field to interpolate the missing field and to reconstruct one progressive frame at a time [21] . The current pixel x B (i, j, k) is then determined by
The Weave (a.k.a. inter-field deinterlacing) method is a simple deinterlacing method [55] . However, despite its simplicity, the video quality of inter-field interpolation is better than that of intra-field interpolation in stationary regions, but the inter-field interpolation does suffer from the line-crawling effect in areas of motion. The output pixel x W (i,j, k) is defined as shown in (14) .
x W ði; j; kÞ ¼ xði; j; kÞ if j mod 2 ¼ n mod 2 pm; otherwise: ð14Þ
The ELA method utilizes directional correlations among pixels to linearly interpolate a missing line [14] . A 3 Â 2 localized window is used to calculate directional correlations and to interpolate the current pixel. The output pixel of the ELA method, x E (i, j, k), can be defined as follows:
otherwise:
The STELA method is an expansion of the ELA method into the spatio-temporal domain [41] . The output pixel of the STELA method, x S (i, j, k), is calculated as shown in Eq. (16), where j is the minimum directional change.
x S ði; j; kÞ ¼ medianðj; um; dm; pm; nmÞ;
Proposed deinterlacing algorithm
The proposed FD method is designed to employ the luminance differences between adjacent pixels. Let us consider a one-dimensional case of deinterlacing. Figs. 4 and 5 show the effect of the position of the edge. Given the four consecutive pixels q, r, v, and w, conventional linear interpolation calculates the output value, x L , as x L = (r + v)/2, as shown in Fig. 4 (c) and (d) and Fig. 5 . However, if the missing pixel is an edge type signal, the ideal deinterlacer should interpolate for the pixel x F (which lies between r and v) a value similar to that of either r or v, as shown in Fig. 4(c) . This result shows that the conventional x L cannot preserve edges.
If the signal looks like the monotonic slope as shown in Fig. 4(d) , linear interpolation is ideal because, x F = (r + v)/2 is approximately correct. However, if the pixel is a peak type signal (Fig. 5) , a compensation parameter r should be added for x F , because the value x L 1 is calculated as (r + v)/2 % r % v. Now, consider the transition of luminance approximated as a third-order function of j. Pixel represents an existing pixel. The equation
is regarded as a third-order function of j. Suppose P(0) is the pixel to be interpolated and P(À3), P(À1), P(1), and P(3) correspond to four sample pixels of the original field, respectively. With q, r, v, and w already known, the four equations, P(À3) = c 1 À3c 2 + 9c 3 À27c 4 , P(À1) = c 1 Àc 2 + c 3 Àc 4 , P(1) = c 1 + c 2 + c 3 + c 4 , and P(3) = c 1 + 3c 2 
Therefore, r can be defined by The rugged edge artifact readily appears in deinterlacing frames because the motion adaptive interpolation filter tends to reduce the vertical resolution, causing aliasing problems. It follows that the challenge in implementing an effective motion and scene complexity adaptive algorithm is in managing the trade-off between performance and computational time. Another challenge is in avoiding resolution pumping as objects start or stop moving. The proposed motion and scene complexity adaptive deinterlacing techniques can vary the five deinterlacing methods which that fuzzy rule base.
To begin, we assume that pixels with small G T min are classified into the stationary region and the remaining pixels are classified into the motion region. Furthermore, we assume that the small G S min pixels are classified into the smooth region and that the remaining pixels are classified into the edge region. Based on this classification system, different deinterlacing algorithms are activated in order to obtain a cost effective deinterlacing system. The properties of each class are as follows.
The methods that lack temporal domain information typically yield acceptable video quality for stationary scenes in the stationary region. The spatial domain methods use half of the bandwidth to show full vertical resolution, and they work well for scenes that do not have vertical details. The main advantage of the spatial domain methods lies in the absence of the motion artifacts, but the maximum vertical resolution of the image is sacrificed. Moreover, these methods occasionally cause motion artifacts in fields that have motion in between them. Hence, an intelligent combination of several deinterlacing methods based on the motion between frames and scene complexity is required.
Stationary and smooth region
We assume that the pixels with small G T min (i.e., the membership value of G T min is SN or SP) and small G S min are classified within this area. We adopt the Bob and Weave methods in stationary and smooth region, since these methods perform only slightly worse than the FD method while being much less computationally intensive [3] .
Stationary and edge region
We assume that the pixels with small G T min and big G S min are classified within this area. This region contains inconsistent patterns. Therefore, an edge directional interpolation method is appropriate. We adopt the STELA method in the stationary and edge region [3, 41] . The ELA method was also considered as a candidate; however, in the stationary region, the STELA method does not cause motion artifacts, and gives better PSNR performance. Additionally, since the STELA method is derived from the Bob, Weave, and ELA method, STELA guarantees the PSNR performance of the other methods.
Motion and smooth region
We assume that the pixels with big G T min and small G S min are classified within this area. Since there are moving pictures in the motion and smooth region, a method without temporal information is appropriate. The Bob method is not considered in this region, since it results in a blurred image. Hence, we are left to consider using the ELA and FD methods. We assume that if the pixel has big j G U min j or big j G L min j, the FD method is a good choice, because the FD method is intended to preserve the edge effect. Otherwise, the ELA method is used.
Motion and edge region
We assume that the pixels with big G T min and big G S min are classified within this area. If the adopted sequences have a large amount of motion or a large number of scene changes, then the spatial domain methods become superior to temporal domain methods. As a result, the Weave method cannot be adopted in this area, as it shows motion artifacts because the correlation between sequential images is not high. If the Bob method is employed in this area, it shows artifacts resembling stairs at the edge region. The ELA and STELA methods are not good enough to find the correct edge direction to provide good results. Therefore, the FD method is selected in this area. The FD method is more computationally intensive, but it is worth implementing for better objective and subjective quality. The interpolation method obtained from the FD strategy is shown in Table 2 .
Rough sets-assisted optimization algorithm
In this section, we propose a rough sets-assisted optimization algorithm for reducing computational time. Table 3. This table is a decision table in which a, b, c, d , e, and f are condition attributes, and m is a decision attribute. The previous definitions can be used to generate a set of examples. The attribute m represents the method that is selected which is the decision maker's decision. As can be seen in Table 2 , there are eight ways to interpolate a missing pixel (x B , x W , x E , x S , and four x F interpolation strategies). We assume that 'x B or x W ' is assigned to m 1 (if j G T min > G S min j, then x B is chosen, otherwise, x W is chosen), x S is assigned to m 2 , x E is assigned to m 3 , x F = r is assigned to m 4 , x F = v is assigned to m 5 , x F = (r + v)/2 is assigned to m 6 , and x F = (r + v)/2 + r is assigned to m 7 . Table 3 is built using a, b, c, d, e, f, m, and U, which are shown in Table 2 .
In a reduced decision table, the same decisions can be made based on a smaller number of conditions. This simplification process eliminates checking for unnecessary conditions or, in some applications, performing expressive tests to arrive at a conclusion which could be achieved by simpler processes.
In order to simplify the decision table, reduction of the set of condition categories is necessary to define the decision categories.
For example, if we remove the attribute c from 
Thus, the attribute c cannot be dropped. In the same manner, we observe that all the attributesa, b, c, d, e, and f are indispensable.
In the next step, we attempt to reduce the superfluous values of the condition attributes in whole decision rules. To this end, we must first compute the core values of the condition attributes in every decision rule. In order to find the categories that are dispensable, we drop one category at a time, and then check whether the intersection of the remaining categories is still included in the deci- 
(rule 26 : Table 4 .
Having computed the core values of the condition attributes, we can proceed to compute the value reducts. As an example, let us compute the value reducts for the third decision rule of the deci- Table 2 are listed in Table 5 .
In order to find the minimal decision algorithm, all superfluous decision rules must be removed from the table. For example, from Table 5 , it is apparent that rule 7-14 and rule [15] [16] [17] [18] [19] [20] [21] [22] are identical. Hence, it is sufficient to have one representative rule from each group of identical rules. In a similar manner, all the superfluous decision rules can be removed, resulting in a minimal set of decision rules shown in Table 6 . Table 6 shows the final essential decision rules.
The final results, presented in Table 6 , can be rewritten as a minimal decision algorithm in normal form. Rewriting the algorithm in normal form, and combining all decision rules for one decision class provides the following decision algorithm. 
4. Analytic evaluation
Objective performance analysis
In this section, we compare the objective and subjective quality and computational CPU time for the different deinterlacing methods. The proposed methods were implemented on a Pentium IV processor (3.20 GHz). Experiments were conducted to evaluate the performance of the proposed FRD method. Along with the proposed algorithm, some existing deinterlacing algorithms were also tested for comparison. These methods included spatial domain methods (Bob [2] , ELA [14] , NEDI [43] , and DOI [63] ), a temporal domain method (Weave [55] ), and spatio-temporal domain methods (VTMF [21] , STELA [41] , EDT [9] , RSD [30] , and FER [31] . The above sequences were chosen because they represent different classes of motions and edges, and as a result they give a more complete evaluation of the proposed algorithm. Table 7 shows the test image characteristics.
After the deinterlacing process, the PSNR was chosen to provide an objective measure of the schemes' performance. Table 8 summarizes the average PSNR (dB) and computational CPU time (s) for each algorithm, and test sequence. The results show that the proposed FRD method performed better than all the other conventional methods in terms of PSNR except for the NEDI method in the ''Rush_hour" sequence. In detail, the proposed FRD method requires an average of only 91.16 % average computational CPU time than that of STELA method, and the FRD method has a 1.84 dB average PSNR gain (2.96 dB for progressive sequences and 0.45 dB for interlaced sequence).
Subjective performance discussion
In the performance evaluation step, the observers' requirements should play a key role, because objective measures are not always suitable judgments of the image quality. The difficulty in using objective measures is that they generally calculate the distance between the original image and the operated image. However, in practical cases, good original images with an absence of noise are not provided. Another reason using objective measures is difficult is that no direct and logical relationship exists between objective measures and subjective impressions of human observers. Therefore, subjective quality tests should be used to ensure the quality of the results.
For the subjective image quality evaluation, we chose the 31st (1920 Â 1080) ''Station2" and ''Shield" original images as shown in Fig. 6. Figs. 7 and 8 compare the visual performance of the proposed method with the other eight major conventional methods. The Bob (or VTMF) method was excluded from the comparison because it is common and provides almost the same PSNR results as the other spatial (or spatio-temporal) domain methods such as ELA, NEDI, and DOI (or STELA, EDT, RSD, and FER). In the motion and stationary region, the methods which are based on temporal domain information are superior to the methods with spatial domain information only [46] . On the other hand, if the sequences have a large amount of motion or a large number of scene changes, the spatial domain methods look superior to the temporal domain methods in both PSNR and computational CPU time. The adopted ''Station2" and ''Shields" sequences have more ''motion or edge region" than ''stationary or smooth region". Hence, the spatial domain methods are more effective than the temporal domain methods for the deinterlacing process.
The conventional methods and the proposed FRD method are compared below. NEDI is a spatial domain method, which does not use temporal information and shows no motion artifacts in the motion region. ELA also exhibits no motion artifacts and has relatively small computational requirements. DOI uses spatial information only and again generates no motion artifacts. However, there three spatial domain methods should have some issues because the input vertical resolution is halved before the image is interpolated, thus reducing the detail in the progressive image. ELA and NEDI do not seem to work properly with complex structures, and the edges are severely degraded and blurred. Because the edge detector may discover the incorrect edge direction, it causes artifacts and deteriorates visual quality. For example, there are artifacts in the railways, electric wires, tracks, and poles in Fig. 7(a) and (b) , and in the boundaries of shields in Fig. 8(a) and  (b) . DOI provides the best subjective performance among the spatial domain methods as shown in Figs. 7 and 8(c) . However, DOI requires an unexpectedly large of computational CPU time. In detail, DOI requires approximately 11.2 times more computational CPU time than the proposed FRD method, which makes the system less feasible. 2 Note that the conventional progressive CIF or QCIF sequences are insufficient to evaluate the effectiveness of the different deinterlacing methods because interlaced scanning is used for very specific picture formats such as 480i or 1080i.
Table 5
All reduction decision values Table 6 Minimized final sets for the deinterlacing system
The Weave method is one of the temporal domain methods, and as a result there is no degradation of stationary images as shown in Figs. 7 and 8(d) . The processing requirements for the Weave method are slightly less than that of the Bob method while providing a better PSNR result in the stationary region. However, the boundaries exhibit significant serrations, which is an unacceptable artifact in a broadcast or professional television environment. The STELA, EDT, RSD, and FER methods are spatio-temporal domain methods that can estimate the motion vector to be zero in the stationary region. This estimation allows for perfect reconstruction of the missing pixel and results in no degradation. However, the vertical detail of STELA and EDT is gradually reduced as the temporal frequencies increase. Some motion blur occurs because the vertical detail from the previous field is combined with the temporally shifted current field. The STELA method provides relatively good performance, eliminates the blurring effect of bilinear interpolation, and gives sharp, straight edges. However, due to misleading edge directions, interpolation errors often propagate in areas with high-frequency components. In Figs. 7 and 8(e), flickering artifacts were found to occur only where there is a motion and edge region. EDT evaluates the validity of the zero motion vectors, providing a performance similar to STELA with no degradation of the stationary region. However, edge flicker artifacts are shown in the motion region. Moreover, this method is quite sensitive to the threshold T (20 is given in [9] ). In particular, as the object moves, the degradation is perceived as flicker artifacts as shown in Figs In order to solve the problems above, we propose the FRD method. The processing requirement for the proposed FRD method is similar to that of the other spatio-temporal methods. Figs. 7 and 8(i) show the image resulting from the use of the proposed FRD method. The FRD method offers the best subjective quality of all the methods, as it enhances edge preservation and edge sharpness after deinterlacing. The superior performance of the FRD method can be explained by the fact that the FRD method preserved as much detail as possible in the motion region, while performing the temporal domain information based deinterlacing operations for the stationary region.
In these experimental results, the proposed FRD method demonstrates good objective and subjective qualities in various sequences. The proposed methods also require minimal computational CPU resources to achieve real-time processing. Moreover, our proposed FRD method performed well for the five progressive and four interlaced sequences, indicating that the incorporation of motion information for deinterlacing can help boost video quality.
The limitations, discussion, and future work
In this paper, we designed a fuzzy rule-based motion and scene complexity adaptive deinterlacing algorithm, and an associated rough sets-assisted optimization algorithm. We wanted to show how the soft computing techniques such as fuzzy sets theory or rough sets theory are useful when applied to video deinterlacing. However, we still find that the proposed FRD method does not always show the best PSNR results (observe that the PSNR result of NEDI is better than the proposed FRD method in the ''Rush_hour" sequence). Moreover, as shown in Table 8 , the proposed method requires more than 4.09 times the computational CPU time of the Bob method with a 0.067 dB PSNR gain. Nevertheless, the ideas behind the proposed methods can be used to develop a method that can reduce the computational CPU time to within that of the STELA algorithm. The proposed algorithm is specific not only for sequences with low motion or edge regions, but also for the sequences with moving pictures or complex regions. To determine the most suitable deinterlacing method among the five candidates, the classification criteria should be complemented with more technical background.
The main contribution of our work is that we combine techniques [30] and [31] into a single system, thereby improving the PSNR and subjective quality of the images. In the simulation results, we compared both methods with our proposed method. The technique [30] describes the selection rule for the best method among several conventional methods. Therefore, its performance can fluctuate according to the selected methods employed. In detail, the RSD method chooses an interpolation strategy from four candidates, i.e., Bob [2] , Weave [55] , STELA [41] , and FDOI [29] . However, the data prove that the complexity of FDOI might not be feasible compared with other conventional methods. This means that the result of RSD research is very limited for recent deinterlacing. Compare to RSD, our proposed method chooses an interpolation strategy from five candidates, and each interpolation method is much simpler than that of FDOI.
Our future research will concentrate on improving the classification criteria and incorporating more sophisticated methods for detecting motion, scene complexity, and edge orientation in order to achieve a better deinterlacing algorithm.
Conclusions
In this paper, we focused on a fuzzy rule-based deinterlacing algorithm and a rough sets-assisted optimization algorithm. There are two important contributions in this paper. First, we proposed an edge preserving algorithm which relies on the ability to provide pseudo-full vertical resolution-like edge quality by classifying peaks, monotonic slopes, and edges. Moreover, the fuzzy rulebased method selection approach chooses the most suitable of five deinterlacing methods and it successively builds approximations of the deinterlaced sequence. Second, the proposed rough sets-assisted optimization approach uses a smaller database, which keeps only the information essential to the process. This reduces the computational burden and provides the same PSNR results. Objective experimental results and subjective visual evaluations demonstrate the capability of the proposed motion and scene complexity adaptive mechanism and the feasibility of real-time applications. 
