A Monte Carlo optimization technique called "simulated annealing" is a descent algorithm modified by random ascent moves in order to escape local minima which are not global minima. The level of randomization is determined by a control parameter T, called temperature, which tends to zero according to a deterministic "cooling schedule"
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Suppose that a function V defined on some finite set S^ is to be minimized. We assume that for each state s in S_ that there is a set N(s), with N(s) c j^, which we call the set of neighbors of s. Typically the sets N(s) are small subsets of S^. In addition, we suppose that there is a transition probability matrix R over S_ such that R(s, 
and (7) Σ exp(-2/T k=l *
Σ exp(-3/T
Since s^ is reachable at height Vίs^+2 and since (6) is assumed, one might (correctly) guess that if the process starts at Sj then it will eventually reach s^ with probability one. By similar reasoning, one might then (incorrectly) guess that the process must eventually reach Sy However, by Theorem 1 and (7),
What happens is that if k is large so that T^ is small and if the process is in state s^ at time k, then it is much more likely that the process hits state Sj before it hits (if ever) state s^. We think of the cup consisting of state sâ lone as being "filled-in" (see Fig. 3 ), so that to get from s± to s 6 , the process has to climb up three levels. Roughly speaking, the small depression in V at S/ does not allow the process to always make it up three levels by going up two at a time and "resting" in between. This would not be true if condition SR was violated by, for example, setting the probability of jumping from s^ to st o zero.
A cornerstone of our proof of Theorem 1 given in Hajek (1985) is the lemma stated beow, which allows us to "fill-in" cups in a precise sense. Let Suppose that C is a cup, let F denote the set of states in the complement of C which can be reached in one jump from states in C, and let d denote the depth of C LEMMA (How cups runneth over): There exists an ε > 0, depending only on (j^,V,R) and C, so that for any time t > 0, any i Q in C, any j Q in F, and any T
