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Abstract
In this paper we establish lower bounds for the weakly convergent sequence coefficient WCS(X) of a
Banach space X, in terms of some well known moduli and coefficients. By mean of these bounds we identify
several properties, of geometrical nature, which imply normal structure. We show that these properties are
strictly more general than other previously known sufficient conditions for normal structure.
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1. Introduction and preliminaries
Let X be a real Banach space. For a nonempty bounded subset C of X, we will denote
diam(C) := sup{‖x − y‖: x, y ∈ C} and rad(C) := inf
x∈C sup
{‖x − y‖: y ∈ C}.
We say that X has normal structure [respectively weak normal structure] if every bounded
closed [respectively weakly compact] convex subset C of X with diam(C) > 0, verifies rad(C) <
diam(C). X is said to have uniform normal structure if there exists ρ ∈ (0,1) such that, for all
bounded closed convex subsets C of X with diam(C) > 0, the inequality rad(C) < ρ diam(C)
holds.
Weak normal structure and normal structure play an important role in metric fixed point theory
for nonexpansive mappings. Since it was proved that Banach spaces with weak normal structure
E-mail address: emmazn@unileon.es.
1 The author was partially supported by BFM2003-03893-C02-02.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.03.079
198 E.M. Mazcuñán-Navarro / J. Math. Anal. Appl. 337 (2008) 197–218have the weak fixed point property for nonexpansive mappings [14], many geometrical properties
of Banach spaces implying weak normal structure or normal structure have been studied.
The weakly convergent sequence coefficient of X, WCS(X), was defined in [2] as the supre-
mum of the set of all numbers M with the property that for each weakly convergent sequence
(xn), there is some y in the closed convex hull of the sequence such that
M lim sup
n→∞
‖xn − y‖ lim
n→∞ sup
{‖xi − xj‖: i, j  n}.
It is clear that 1  WCS(X)  2 and it is known that X has weak normal structure whenever
WCS(X) > 1 [2]. See [19] for further information about this coefficient.
In this paper we establish lower bounds for WCS(X) in terms of some well known moduli
and coefficients. By mean of these bounds we identify several geometrical properties implying
normal structure. And we show that these properties are strictly wider than other properties pre-
viously known to imply normal structure.
We proceed to describe the contents of each section of the paper more in detail.
All of our estimates of the coefficient WCS(X) are based upon two lemmas in Section 2,
which will be applied subsequently in the following sections.
A classical result regarding normal structure, given in [20], is
Theorem 1. (See [20].) If a Banach space X satisfies ρ′X(0) < 1/2, then X has normal structure.
Recall that
ρ′X(0) := lim
t→0+
ρX(t)
t
,
where ρX : [0,∞) → [0,∞) is the modulus of smoothness of X defined by
ρX(t) := sup
{‖x + ty‖ + ‖x − ty‖
2
− 1: x, y ∈ BX
}
.
In Section 3 we prove a result that generalizes, in an strict sense, the above theorem. It involves
the coefficient M(X) defined in [6]. We recall that, given a  0,
R(a,X) := sup
{
lim inf
n→∞ ‖x + xn‖
}
where the supremum is taken over all x ∈ X with ‖x‖ a and all weakly null sequences (xn) in
BX such that
D
[
(xn)
] := lim sup
n→∞
(
lim sup
m→∞
‖xn − xm‖
)
 1.
The coefficient M(X) is defined by
M(X) := sup
{
1 + a
R(a,X)
: a  0
}
and verifies 1M(X) 2.
Namely, we prove that X has normal structure whenever the condition
ρ′X(0) <
M(X)
2
(1)
holds.
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example showing that the converse is not true. Thus, the above result is a true generalization of
Theorem 1.
We also give a result that provides a quantitative idea on how more general than ρ′X(0) < 1/2,
condition (1) is: we prove that the condition
ρ′X(0) <
1
2
sup
t0
1 + t
1 + ρX(t) =
1
2
sup
t>0
(
1
1 + ρX(t) +
1
1 + ρX(1/t)
)
(2)
implies (1) and then normal structure. Indeed, we prove that (2) implies uniform normal structure,
generalizing the following improvement of Theorem 1, given in [16].
Theorem 2. (See [16].) If a Banach space X satisfies ρ′X(0) < 1/2, then X has uniform normal
structure.
In addition, we show that (1) also generalizes, in a strict sense, several known sufficient con-
ditions for normal structure in terms of the von Neumann–Jordan constant
CNJ(X) := sup
{‖x + y‖2 + ‖x − y‖2
2(‖x‖2 + ‖y‖2) : x, y ∈ X, not both zero
}
.
The following theorem can be found in [4] and [17].
Theorem 3. (See [4,17].) If a Banach space X verifies CNJ(X) < (1 +
√
3 )/2, then X has
uniform normal structure.
Another result in [4] involves, along with CNJ(X), the James constant
J (X) := sup{min{‖x + y‖,‖x − y‖}: x, y ∈ BX}.
Theorem 4. (See [4].) A Banach space X has uniform normal structure whenever CNJ(X) <
1 + 1/J (X)2.
We show that CNJ(X) < (1 +
√
3 )/2 implies CNJ(X) < 1 + 1/J (X)2 which, in its turn, im-
plies (1). And we give an example showing that the converse of the second implication is not
true. These considerations let us conclude that the result assuring normal structure for Banach
spaces satisfying (1) is strictly more applicable than Theorem 4 and then than Theorem 3.
A sufficient condition for normal structure based just upon the value of J (X) can be found
in [5].
Theorem 5. (See [5].) If X is a Banach space such that J (X) < (1+√5 )/2, then X has uniform
normal structure.
In Section 4, we prove that X has normal structure whenever it verifies
J (X) < 1 + 1
R(1,X)
. (3)
And we show that this result is strictly more applicable than Theorem 5 by showing that J (X) <
(1 + √5 )/2, implies (3), and not conversely.
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coefficient μ(X), defined in [11] as the infimum of the set of real numbers r > 0 such that
lim sup
n→∞
‖x + xn‖ r lim sup
n→∞
‖x − xn‖
for all x ∈ X and all weakly null sequences (xn) in X (the coefficient μ(X) ∈ [1,3] is the inverse
of the coefficient w(X) ∈ [1/3,1] defined in [18]). Namely, we prove that if the condition
ρ′X(0) <
1
μ(X)
(4)
holds, then X has normal structure.
We show that (4) is implied by CNJ(X) < 1 + 1/μ(X)2 and that the converse is not true. We
then conclude that the above result is a true generalization of the following result from [12]:
Theorem 6. (See [12].) If a Banach space X satisfies CNJ(X) < 1+1/μ(X)2, then X has normal
structure.
In Section 6 we give an estimate of the weakly convergent sequence coefficient, which let us
retrieve the following result, also from [12]:
Theorem 7. (See [12].) If X is a Banach space such that J (X) < 1+1/μ(X), then X has normal
structure.
In the last section we discuss some questions about the scope of our results.
2. Lemmas for the estimation of the coefficient WCS(X)
In this section we will state two lemmas which will be used, throughout the next sections, to
obtain lower bounds for the coefficient WCS(X) of a Banach space X, in terms of several moduli
and coefficients such as ρX , CNJ(X) and J (X).
Lemma 8. Let X be a Banach space. If (xn) is a weakly null sequence in SX such that d :=
limn,m→∞, n=m ‖xn − xm‖ exists, and (fn) is a bounded sequence in X∗, then, for any a  0,
there exists a subsequence of the natural numbers (ϕ(n)) such that
lim
n→∞‖xϕ(n+1) − xϕ(n)‖ = d,
lim
n→∞‖xϕ(n+1) + adxϕ(n)‖R(a,X)d,
lim
n→∞‖xϕ(n+1) + xϕ(n)‖ μ(X)d
and
lim
n→∞fϕ(n)(xϕ(n+1)) = limn→∞fϕ(n+1)(xϕ(n)) = 0.
Proof. Let us define Y := {∑ni=1 λixi : n ∈N, λi ∈R}. Since Y is a separable Banach space,
BY ∗ is σ(Y ∗, Y )-sequentially compact (see for example [21, Proposition 0.15]), and we can then
assume, passing through subsequences if necessary, the existence of f ∈ Y ∗ such that
lim fn(y) = f (y) for all y ∈ Y
n→∞
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lim
n→∞fn(xm) = f (xm) for all m 1. (5)
The sequence (xn) converges to 0 both in the topologies w = σ(X,X∗) and σ(Y,Y ∗) = w|Y , so
lim
n→∞fm(xn) = limn→∞f (xn) = 0 for all m 1. (6)
By the definition of d and (6), we can choose an index ψ(1) 1 such that for all n,mψ(1)∣∣‖xn − xm‖ − d∣∣< 1/2
and |f (xψ(1))| < 1/4.
Let us define, for each n  ψ(1), zn := xn/d. The sequence (zn) is weakly null and verifies
D[(zn)] = 1, so, by definition of R(a,X), we have
lim inf
n→∞ ‖zn + axψ(1)‖R(a,X)
or which is the same
lim inf
n→∞ ‖xn + adxψ(1)‖R(a,X)d. (7)
On the other hand, by definition of μ(X),
lim sup
n→∞
‖xn + xψ(1)‖ μ(X) lim sup
n→∞
‖xn − xψ(1)‖
 μ(X) sup
n,mψ(1)
‖xn − xm‖
< μ(X)(d + 1/2). (8)
Moreover, by (5) and (6),
lim
n→∞f (xn) = limn→∞fψ(1)(xn) = limn (fn − f )(xψ(1)) = 0. (9)
Taking into account the definition of d and (7)–(9), we can find an index ψ(2) > ψ(1) such
that the following inequalities hold:∣∣‖xn − xm‖ − d∣∣< 1/3 for all n,mψ(2),
‖xψ(2) + adxψ(1)‖ < R(a,X)(d + 1/2),
‖xψ(2) + xψ(1)‖ < μ(X)(d + 1/2),∣∣f (xψ(2))∣∣< 1/8,∣∣fψ(1)(xψ(2))∣∣< 1/4,∣∣(fψ(2) − f )(xψ(1))∣∣< 1/4.
Suppose defined ψ(1) < ψ(2) < · · · < ψ(k) (k  2) such that, for all j = 2, . . . , k,
(a) |‖xn − xm‖ − d| < 1/(j + 1) for all n,mψ(j),
(b) ‖xψ(j) + adxψ(j−1)‖ < R(a,X)(d + 1/j),
(c) ‖xψ(j) + xψ(j−1)‖ < μ(X)(d + 1/j),
(d) |f (xψ(j))| < 1/2j+1,
(e) |fψ(j−1)(xψ(j))| < 1/2j ,
(f) |(fψ(j) − f )(xψ(j−1))| < 1/2j .
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ψ(k) such that the following inequalities hold:∣∣‖xn − xm‖ − d∣∣< 1/(k + 2) for all n,mψ(k + 1),
‖xψ(k+1) + adxψ(k)‖ < R(a,X)
(
d + 1/(k + 1)),
‖xψ(k+1) + xψ(k)‖ < μ(X)
(
d + 1/(k + 1)),∣∣f (xψ(k+1))∣∣< 1/2k+2,∣∣fψ(k)(xψ(k+1))∣∣< 1/2k+1,∣∣(fψ(k+1) − f )(xψ(k))∣∣< 1/2k+1.
We conclude, by induction, that there exists a subsequence of the natural numbers (ψ(j)) such
that inequalities (a)–(f) hold for any j  2.
By (a), in particular, for all n 1,∣∣‖xψ(n+1) − xψ(n)‖ − d∣∣< 1/(n + 2)
so
lim
n→∞‖xψ(n+1) − xψ(n)‖ = d.
It is clear from (b), (c) and (e) that
lim sup
n→∞
‖xψ(n+1) + adxψ(n)‖R(a,X)d,
lim sup
n→∞
‖xψ(n+1) + xψ(n)‖ μ(X)d
and
lim
n→∞fψ(n)(xψ(n+1)) = 0.
Moreover, for any n 1,∣∣fψ(n+1)(xψ(n))∣∣  ∣∣(fψ(n+1) − f )(xψ(n))∣∣+ ∣∣f (xψ(n))∣∣
(d), (f)
< 1/2n+1 + 1/2n+1 = 1/2n,
so
lim
n→∞fψ(n+1)(xψ(n)) = 0.
Now, there exists (φ(n)), a subsequence of (ψ(n)), such that
lim
n→∞‖xφ(n+1) + adxφ(n)‖ = lim supn→∞ ‖xψ(n+1) + adxψ(n)‖
and then (ϕ(n)), a subsequence of (φ(n)), such that
lim
n→∞‖xϕ(n+1) + xϕ(n)‖ = lim supn→∞ ‖xφ(n+1) + xφ(n)‖.
The sequence (ϕ(n)) satisfies all the requirements in the statement of the lemma. 
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limn,m→∞, n=m ‖xn−xm‖ =: d exists, then there exist (un), (vn) and (wn), weakly null sequences
in SX , and (fn) and (gn), sequences in SX∗ , for which
lim
n→∞fn(−un) = limn→∞gn(un) =
1
d
,
lim
n→∞fn(vn)
a
R(a,X)
,
lim
n→∞gn(vn)
1
R(a,X)d
and
min
{
lim
n→∞fn(wn), limn→∞gn(wn)
}
 1
μ(X)d
.
Proof. Consider, for each n 1, hn ∈ SX∗ such that hn(xn) = ‖xn‖. By Lemma 8 there exists a
subsequence of the natural numbers (ϕ(n)) such that
lim
n→∞‖xϕ(n+1) − xϕ(n)‖ = d,
lim
n→∞‖xϕ(n+1) + adxϕ(n)‖R(a,X)d,
lim
n→∞‖xϕ(n+1) + xϕ(n)‖ μ(X)d
and
lim
n→∞hϕ(n)(xϕ(n+1)) = limn→∞hϕ(n+1)(xϕ(n)) = 0.
Let us define, for each n 1, fn := hϕ(n), gn := hϕ(n+1),
un := xϕ(n+1) − xϕ(n)‖xϕ(n+1) − xϕ(n)‖ ,
vn := xϕ(n+1) + adxϕ(n)‖xϕ(n+1) + adxϕ(n)‖
and
wn := xϕ(n+1) + xϕ(n)‖xϕ(n+1) + xϕ(n)‖ .
The sequences (fn), (gn), (un), (vn) and (wn) defined above verify the following:
lim
n→∞fn(−un) = limn→∞
(
1 − hϕ(n)(xϕ(n+1))
‖xϕ(n+1) − xϕ(n)‖
)
= 1
d
,
lim
n→∞gn(un) = limn→∞
(
1 − hϕ(n+1)(xϕ(n))
‖xϕ(n+1) − xϕ(n+1)‖
)
= 1
d
,
lim
n→∞fn(vn) = limn→∞
(
hϕ(n)(xϕ(n+1)) + ad
‖xϕ(n+1) + adxϕ(n)‖
)
 a
R(a,X)
,
lim
n→∞gn(vn) = limn→∞
(
1 + adhϕ(n+1)(xϕ(n))
‖xϕ(n+1) + adxϕ(n)‖
)
 1
R(a,X)d
,
lim
n→∞fn(wn) = limn→∞
(
hϕ(n)(xϕ(n+1)) + 1
‖x + x ‖
)
 1
μ(X)dϕ(n+1) ϕ(n+1)
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lim
n→∞gn(wn) = limn→∞
(
1 + hϕ(n+1)(xϕ(n))
‖xϕ(n+1) + xϕ(n)‖
)
 1
μ(X)d
. 
3. The coefficients R(a,X), the modulus ρX and normal structure
Let X be a Banach space. In this paper we will not deal with the original definition of WCS(X)
given in [2], but with the following equivalent expression, given in [1]:
WCS(X) = inf
{
lim
n,m→∞, n=m‖xn − xm‖
}
(10)
where the infimum is taken over all weakly null sequences (xn) in X such that limn→∞ ‖xn‖ = 1
and limn,m→∞,n=m ‖xn − xm‖ exists.
It is clear that the condition limn→∞ ‖xn‖ = 1 can be replaced with ‖xn‖ = 1 for all n 1.
The main aim of this section is to prove that if ρ′X(0) < M(X)/2, then X has normal structure.
The key result to achieve this goal is the following theorem, which establishes lower bounds
for the coefficient WCS(X) in terms of the modulus of smoothness ρX and the family of the
coefficients {R(a,X): a  0}.
Theorem 10. In any Banach space X, the following inequalities hold.
(i) WCS(X) sup
{
2 + t/R(a,X)
2(1 + ρX(t)) − ta/R(a,X) : t  0, a  0
}
.
(ii) WCS(X) sup
{
2 + tM(X)
2(1 + ρX(t)) : t  0
}
.
Proof. Let a  0 and t  0. Let (xn) be a weakly null sequence in SX such that
limn,m→∞, n=m ‖xn − xm‖ = d exists.
By Lemma 9, there exist (un) and (vn), weakly null sequences in SX , and (fn) and (gn),
sequences in SX∗ , for which
lim
n→∞fn(−un) = limn→∞gn(un) =
1
d
,
lim
n→∞fn(vn)
a
R(a,X)
and
lim
n→∞gn(vn)
1
R(a,X)d
.
For each n 1,
‖un + tvn‖ gn(un) + tgn(vn)
and
‖un − tvn‖ fn(−un) + tfn(vn),
so
lim inf
n→∞ ‖un + tvn‖
1
(
1 + t
)d R(a,X)
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lim inf
n→∞ ‖un − tvn‖
1
d
+ ta
R(a,X)
.
Since, by definition of ρX ,
2
(
1 + ρX(t)
)
 ‖un + tvn‖ + ‖un − tvn‖
for each n 1, we obtain
2
(
1 + ρX(t)
)
 1
d
(
2 + t
R(a,X)
)
+ ta
R(a,X)
or which is the same
d 2 + t/R(a,X)
2(1 + ρX(t)) − ta/R(a,X) . (11)
We have proved that the inequality (11) holds for arbitrary a  0 and t  0, and d =
limn,m→∞, n=m ‖xn − xm‖, where (xn) is a weakly null sequence in SX .
This fact, along with (10), leads to (i).
(ii) can be deduced from (i): By (i), for any a  0 and t  0,
2
(
1 + ρX(t)
)
 1
WCS(X)
(
2 + t
R(a,X)
)
+ ta
R(a,X)
 1
WCS(X)
(
2 + t (1 + a)
R(a,X)
)
so
WCS(X) 2 + t (1 + a)/R(a,X)
2(1 + ρX(t)) .
Therefore
WCS(X) sup
{
2 + t (1 + a)/R(a,X)
2(1 + ρX(t)) : a  0, t  0
}
= sup
{
2 + tM(X)
2(1 + ρX(t)) : t  0
}
. 
We need to recall some more concepts and results before going on. Let X be a Banach space.
The modulus of convexity of X is the function δX : [0,2] → [0,1] defined by
δX(ε) = inf
{
1 −
∥∥∥∥x + y2
∥∥∥∥: x, y ∈ BX, ‖x − y‖ ε
}
.
The characteristic of convexity of X is the number
ε0(X) = sup
{
ε: δX(ε) = 0
}
.
The function δX can be discontinuous at 2, but in spite of this
ε0(X) = 2
(
1 − lim
ε→2−
δX(ε)
) (
see [9]).
As a consequence of Lindenstrauss’ formulae [15],
ε0(X) = 2ρ′X∗(0) and ε0(X∗) = 2ρ′X(0). (12)
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have either ‖x −y‖ 2− δ or ‖x +y‖ 2− δ. It is easy to check that X is uniformly nonsquare
if and only if ε0(X) < 2. In [10] it was proved that uniformly nonsquare Banach spaces are
reflexive, indeed superreflexive. As a consequence of this result and (12), if ρ′X(0) < 1, then X
is reflexive.
Corollary 11. If X is a Banach space such that
ρ′X(0) <
M(X)
2
,
then X has normal structure.
Proof. Since M(X) 2, we have ρ′X(0) < 1, and therefore X is reflexive. As, in reflexive spaces,
normal structure equals weak normal structure, it is sufficient to prove that WCS(X) > 1.
By hypothesis there exists t0 > 0 such that
ρX(t0) < t0
M(X)
2
so, by (ii) in Theorem 10,
WCS(X) 2 + t0M(X)
2(1 + ρX(t0)) > 1. 
3.1. On the conditions ρ′X(0) < M(X)/2 and ρ′X(0) < 1/2
Since M(X) 1, the condition ρ′X(0) < 1/2 implies ρ′X(0) < M(X)/2. So that, Corollary 11
generalizes Theorem 1. The following example shows that the generalization is strict.
Consider the Bynum’s spaces 
2,1 and 
2,∞ defined as 
2,1 := (
2,‖ · ‖2,1) and 
2,∞ :=
(
2,‖ · ‖2,∞), where
‖x‖2,1 := ‖x+‖2 + ‖x−‖2 and ‖x‖2,∞ := max
{‖x+‖2,‖x−‖2},
with x+(i) = max{x(i),0}, for each i  1, and x− = x+ − x.
The spaces 
2,1 and 
2,∞ are dual to each other, but 
2,1 has normal structure while 
2,∞ does
not.
These spaces verify ρ′
2,1(0) = 1/2, ρ′
2,∞(0) = 1/
√
2 (see [9]), M(
2,1) = √5/2 (see [7]) and
M(
2,∞) =
√
2 (see [6]).
We then have
ρ′
2,1(0) =
1
2
<
√
5
8
= M(
2,1)
2
.
Therefore 
2,1 verifies the hypothesis in Corollary 11, but lies out of the scope of Theorem 1.
The sharpness of Corollary 11 derives from the sharpness of the result in [20], anyway, 
2,∞
also demonstrates it.
Our next aim is to find a condition between ρ′X(0) < 1/2 and ρ′X(0) < M(X)/2, but just
involving the modulus of smoothness ρX . It will give an idea on how more general than the
condition ρ′X(0) < 1/2, hypothesis in Corollary 11 is.
We need to recall the definition of the family of coefficients {RW(a,X): a  0} introduced
in [8]: For each a  0,
RW(a,X) := sup
{
min
{
lim inf‖xn + x‖, lim inf‖xn − x‖
}}
,
n→∞ n→∞
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in BX .
In [8, Theorem 3.3] it was proved that, if BX∗ is w∗-sequentially compact, then, for all a  0,
R(a,X) RW(a,X).
The hypothesis on the w∗-sequential compactness of BX∗ in the above result can be sup-
pressed via a slight modification in its original proof: if, in the proof of Theorem 3.3 of [8], we
define Y as in the proof of Lemma 8 for the corresponding sequence (xn), it can be checked that
the sequential compactness of BY ∗ with respect to the topology σ(Y ∗, Y ) is enough to complete
the proof.
Therefore, we can state the following theorem.
Theorem 12. In any Banach space X,
RW(a,X)R(a,X) for all a  0.
Let a > 0. By definition of ρX ,
1 + ρX(a) 12 sup
{∥∥x + a(1/a)y∥∥+ ∥∥x − a(1/a)y∥∥: x ∈ BX, ‖y‖ a}
 sup
{
min
{‖x + y‖,‖x − y‖}: x ∈ BX, ‖y‖ a}.
From the above inequality, it is clear that RW(a,X) 1+ρX(a) and, by Theorem 12, R(a,X)
1 + ρX(a).
On the other hand,
a
(
1 + ρX(1/a)
)= a
2
sup
{∥∥x + (1/a)y∥∥+ ∥∥x − (1/a)y∥∥: x, y ∈ BX}
= 1
2
sup
{‖ax + y‖ + ‖ax − y‖: x, y ∈ BX}
= 1 + ρX(a),
so
R(a,X) 1 + ρX(a) = a
(
1 + ρX(1/a)
)
. (13)
Therefore
M(X) sup
t>0
1 + t
1 + ρX(t) = supt>0
(
1
1 + ρX(t) +
1
1 + ρX(1/t)
)
. (14)
By the last inequality, if
ρ′X(0) <
1
2
sup
t>0
1 + t
1 + ρX(t) =
1
2
sup
t>0
(
1
1 + ρX(t) +
1
1 + ρX(1/t)
)
,
then ρ′X(0) < M(X)/2 and, by Corollary 11, X has normal structure. The following result im-
proves this conclusion.
Corollary 13. If X is a Banach space with
ρ′X(0) <
1
2
sup
t0
1 + t
1 + ρX(t) =
1
2
sup
t>0
(
1
1 + ρX(t) +
1
1 + ρX(1/t)
)
, (15)
then X has uniform normal structure.
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and, by (14),
ρ′
X˜
(0) <
M(X˜)
2
.
Therefore X˜ has normal structure, by Corollary 11, and consequently X has uniform normal
structure. 
In the following proposition we state lower bounds for WCS(X), in terms of ρX , from which
the previous corollary can be deduced.
Proposition 14. In any Banach space X, the following inequalities hold.
(i) WCS(X) sup
{
2 + t/(1 + ρX(s))
2(1 + ρX(t)) − ts/(1 + ρX(s)) : t  0, s > 0
}
= sup
{
2 + t/(1 + ρX(s))
2(1 + ρX(t)) − t/(1 + ρX(1/s)) : t  0, s > 0
}
.
(ii) WCS(X) sup
{
2 + t sup{(1 + s)/(1 + ρX(s)): s > 0}
2(1 + ρX(t)) : t  0
}
= sup
{
2 + t sup{1/(1 + ρX(s)) + 1/(1 + ρX(1/s)): s > 0}
2(1 + ρX(t)) : t  0
}
.
Proof. Both items are a direct consequence of Theorem 10, (13) and (14). 
Remark 15. Let X be a Banach space. In [16] the author proved the inequality
N(X) sup
{
1
1 + ρX(t) − t/2 : t ∈ [0,1/2]
}
, (16)
where N(X) is the normal structure coefficient of X defined by Bynum in [2] as
N(X) := inf
{
diam(C)
rad(C)
: C ⊂ X bounded, convex, with diam(C) > 0
}
.
In [2] it was proved that, if X is reflexive, then N(X)WCS(X).
By the first item of the previous proposition, we have in particular, for s = t ,
WCS(X) sup
{
2 + t/(1 + ρX(t))
2(1 + ρX(t)) − t2/(1 + ρX(t)) : t > 0
}
. (17)
If we denote
f (t) := 1
1 + ρX(t) − t/2 and g(t) :=
2 + t/(1 + ρX(t))
2(1 + ρX(t)) − t2/(1 + ρX(t)) ,
it can be checked that
g(t) − f (t) = t
2
(2(1 + ρX(t))2 − t2)(2(1 + ρX(t) − t)) > 0,
so (17) improves
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{
1
1 + ρX(t) − t/2 : t  0
}
, (18)
analogous to (16).
The last inequality can also be obtained in the following way: In [6], it was proved that
R(0,X) = 1/WCS(X), so, by the first item in Theorem 10, we have in particular
WCS(X) sup
{
2 + tWCS(X)
2(1 + ρX(t)) : t  0
}
,
which is equivalent to (18).
3.2. On the condition ρ′X(0) < M(X)/2 and the coefficient CNJ(X)
The aim of this subsection is to prove that Corollary 11 is also strictly more applicable than
both Theorems 3 and 4.
We will make use of the properties CNJ(X) = CNJ(X∗) and CNJ(X) J (X)2/2 (see [13]).
Proposition 16. In any Banach space X,
(i) CNJ(X) 1 + ε0(X)2/4.
(ii) CNJ(X) 1 + ρ′X(0)2.
Proof. (i) Let ε ∈ [0,2]. Consider x, y ∈ BX such that ‖x − y‖ ε. Then
CNJ(X)
‖x + y‖2 + ‖x − y‖2
2(‖x‖2 + ‖y‖2) 
‖x + y‖2 + ε2
4
or equivalently
1 −
∥∥∥∥x + y2
∥∥∥∥ 1 −
√
CNJ(X) −
(
ε
2
)2
.
By the definition of δX , we obtain that
δX(ε) 1 −
√
CNJ(X) −
(
ε
2
)2
or which is the same
CNJ(X)
(
ε
2
)2
+ (1 − δX(ε))2.
We conclude
CNJ(X) sup
{(
ε
2
)2
+ (1 − δX(ε))2: ε ∈ [0,2]
}
and in particular
CNJ(X) lim
ε→2−
((
ε
2
)2
+ (1 − δX(ε))2
)
= 1 + ε0(X)
2
4
.
(ii) By (i), CNJ(X) = CNJ(X∗) 1 + ε0(X∗)2/4 (12)= 1 + ρ′X(0)2. 
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(i) CNJ(X) < (1 +
√
3 )/2,
(ii) CNJ(X) < 1 + 1/J (X)2,
(iii) CNJ(X) < 1 + M(X)2/4,
(iv) ρ′X(0) < M(X)/2
satisfy the chain of implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Proof. [(i) ⇒ (ii)] Since the inequality 2x(x − 1) < 1 holds if and only if x ∈ ((1 − √3 )/2,
(1 + √3 )/2), we have 2CNJ(X)(CNJ(X) − 1) < 1.
On the other hand CNJ(X) J (X)2/2, so
J (X)2
(
CNJ(X) − 1
)
 2CNJ(X)
(
CNJ(X) − 1
)
< 1
and then CNJ(X) < 1 + 1/J (X)2.
[(ii) ⇒ (iii)] It is clear that J (X)  RW(1,X), so by Theorem 12, J (X)  R(1,X) and, in
particular, J (X) 2/M(X).
[(iii) ⇒ (iv)] This implication derives from the inequality CNJ(X) 1 + ρ′X(0)2 in Proposi-
tion 16. 
Corollary 18. If X is a Banach space with
CNJ(X) < 1 + M(X)
2
4
,
then X has normal structure.
Proof. It is a consequence of the previous proposition and Corollary 11. 
In view of Proposition 17, Theorem 3 derives from Theorem 4, and the hypothesis of Theo-
rem 4 is in its turn more restrictive than the hypothesis of Corollary 18, which is a byproduct of
Corollary 11.
In order to see that the scope of Theorems 3 and 4 is strictly more limited than the scope
of Corollary 18 (and then of Corollary 11), we have to see that the implication (iii) ⇒ (ii) in
Proposition 17 is not true: The consideration of the elements x := (1/2,−1/2,0, . . .) and y :=
(1/
√
2,1/
√
2,0, . . .) shows that J (
2,1) 3/2. Moreover, in [12], it was proved that CNJ(
2,1) =
CNJ(
2,∞) = 3/2. So
CNJ(
2,1) = 32 >
13
9
 1 + 1
J (
2,1)2
,
while
CNJ(
2,1) = 32 <
13
8
= 1 + M(
2,1)
2
4
.
On the other hand, the space 
2,∞ guarantees the sharpness of Corollary 18, since
CNJ(
2,∞) = 32 = 1 +
M(
2,∞)2
4
.
The second item in the next proposition is a deeper result than Corollary 18.
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(i) CNJ(X) 1WCS(X)2 + sup
{
1
2R(a,X)
(
a + 1
WCS(X)
)
: a  0
}2
.
(ii) WCS(X)2  1 + M(X)
2/4
CNJ(X)
.
Proof. (i) Let (xn) be a weakly null sequence in SX such that limn,m→∞, n=m ‖xn − xm‖ = d
exists. Let a  0. By Lemma 9, there exist (un) and (vn), weakly null sequences in SX , and (fn)
and (gn), sequences in SX∗ , for which
lim
n→∞fn(−un) = limn→∞gn(un) =
1
d
,
lim
n→∞fn(vn)
a
R(a,X)
and
lim
n→∞gn(vn)
1
R(a,X)d
.
For each n 1, ‖fn − gn‖ fn(−un) + gn(un) and ‖fn + gn‖ fn(vn) + gn(vn), so
lim inf
n→∞ ‖fn − gn‖
2
d
and
lim inf
n→∞ ‖fn + gn‖
1
R(a,X)
(
a + 1
d
)
.
Since, for each n 1,
CNJ(X) = CNJ(X∗) ‖fn + gn‖
2 + ‖fn − gn‖2
4
,
we obtain
CNJ(X)
1
d2
+ 1
4R(a,X)2
(
a + 1
d
)2
.
By (10), we conclude
CNJ(X)
1
WCS(X)2
+ 1
4R(a,X)2
(
a + 1
WCS(X)
)2
.
(ii) is a consequence of (i): For all a > 0
CNJ(X)
(i)
 1
WCS(X)2
+ 1
4R(a,X)2
(
a + 1
WCS(X)
)2
 1
WCS(X)2
(
1 + 1
4
(
1 + a
R(a,X)
)2)
.
Thus
WCS(X)2  1 + sup{(1 + a)/R(a,X): a  0}
2/4 = 1 + M(X)
2/4
. CNJ(X) CNJ(X)
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WCS(X)2  2CNJ(X) + 1
2CNJ(X)2
. (19)
We will finish this section by giving an improvement of the above inequality.
Our estimate is based on Proposition 19 and the following result.
Proposition 20. Let X be a Banach space. For any a  0,
CNJ(X)
R(a,X)2
1 + a2 .
Proof. Let a  0. For any weakly null sequence (xn) in BX and any x ∈ X with ‖x‖  a, we
have, by definition of CNJ(X),
CNJ(X)
‖xn + x‖2 + ‖xn − x‖2
2(‖xn‖2 + ‖x‖2) 
min{‖xn + x‖2,‖xn − x‖2}
1 + a2 .
Therefore
CNJ(X)
RW(a,X)2
1 + a2
and, by Theorem 12,
CNJ(X)
R(a,X)2
1 + a2 . 
Proposition 21. In any Banach space X,
WCS(X)2  4CNJ(X) + 1
4CNJ(X)2 − 1 .
Proof. Combining Propositions 19 and 20, we have
CNJ(X) sup
{
1
WCS(X)2
+ 1
4(1 + a2)CNJ(X)
(
a + 1
WCS(X)
)2
: a > 0
}
.
The function
f (a) = (a + 1/WCS(X))
2
1 + a2
attains its maximum for a = WCS(X) with f (WCS(X)) = 1 + 1/WCS(X)2, so we obtain
CNJ(X)
1
WCS(X)2
(
1 + 1
4CNJ(X)
)
+ 1
4CNJ(X)
or equivalently
WCS(X)2  4CNJ(X) + 1
4CNJ(X)2 − 1 . 
Remark 22. If CNJ(X) < (1 +
√
3 )/2, then
4CNJ(X) + 1
2 −
2CNJ(X) + 1
2 =
1 − 2CNJ(X)(CNJ(X) − 1)
2 2 > 0.4CNJ(X) − 1 2CNJ(X) 2CNJ(X) (4CNJ(X) − 1)
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√
3 )/2,
max
{
4CNJ(X) + 1
4CNJ(X)2 − 1 ,
2CNJ(X) + 1
2CNJ(X)2
}
 1.
Therefore the inequality in Proposition 21 improves (19), when both estimates are better than the
trivial one WCS(X) 1.
4. The coefficients J(X) and R(1,X) and normal structure
In this section we will obtain a result strictly more applicable than Theorem 5.
Theorem 23. In any Banach space X,
WCS(X) 1 + 1/R(1,X)
J (X)
.
Proof. Let (xn) be a weakly null sequence in SX such that limn,m→∞, n=m ‖xn −xm‖ = d exists.
Proceeding as in the proof of Theorem 10 (in the particular case a = t = 1) we get to the existence
of (un) and (vn), weakly null sequences in SX , for which
lim inf
n→∞ ‖un + vn‖
1
d
(
1 + 1
R(1,X)
)
and
lim inf
n→∞ ‖un − vn‖
1
d
+ 1
R(1,X)
 1
d
(
1 + 1
R(1,X)
)
.
Since, for each n 1,
J (X)min
{‖un + vn‖,‖un − vn‖},
we obtain
J (X) 1
d
(
1 + 1
R(1,X)
)
or which is the same
d 1 + 1/R(1,X)
J (X)
.
The conclusion follows from (10). 
It is clear that J (X) < 2 if and only if X is uniformly nonsquare. Therefore, if J (X) < 2, then
X is reflexive.
Corollary 24. If X is a Banach space such that
J (X) < 1 + 1
R(1,X)
,
then X has normal structure.
Proof. Since J (X) < 2, X is reflexive and it suffices to prove WCS(X) > 1, which is the case
by the previous theorem. 
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normal structure.
The following proposition shows that Corollary 24 applies whenever Theorem 5 does so.
Proposition 26. If X is a Banach space such that J (X) < (1 + √5 )/2, then J (X) < 1 +
1/R(1,X).
Proof. The inequality x < 1+1/x holds if and only if x ∈ (−∞, (1−√5 )/2]∪[0, (1+√5 )/2],
so J (X) < 1 + 1/J (X). On the other hand, J (X)  RW(1,X)  R(1,X), so J (X) < 1 +
1/R(1,X). 
Given β  1, consider in 
2 the equivalent norm | · |β given by
|x|β := max
{‖x‖2, β‖x‖∞}
and let Eβ := (
2, | · |β). The space Eβ has uniform normal structure if and only if β <
√
2 and
verifies J (Eβ) = min{2, β
√
2 } (see [13]) and R(1,Eβ) = max{β,
√
3 }/√2 (see [7]). Then, if
I := [(1 + √5 )/(2√2 ), (1 + √2/3 )/√2 ), for any β ∈ I we have
1 + √5
2

√
2β = J (Eβ) < 1 +
√
2
3
= 1 + 1
R(1,Eβ)
.
Therefore, Corollary 24 let us deduce the normal structure of Eβ with β ∈ I , while these spaces
lie out of the scope of Theorem 5.
5. The coefficient μ(X), the modulus ρX and normal structure
The aim of this section is to prove that Banach spaces X with ρ′X(0) < 1/μ(X) have normal
structure.
Theorem 27. In any Banach space X,
WCS(X) sup
{
1 + t/μ(X)
1 + ρX(t) : t  0
}
.
Proof. Let (xn) be a weakly null sequence in SX such that limn,m→∞, n=m ‖xn −xm‖ = d exists.
By Lemma 9, there exist (un) and (wn), weakly null sequences in SX , and (fn) and (gn),
sequences in SX∗ , for which
lim
n→∞fn(−un) = limn→∞gn(un) =
1
d
and
min
{
lim
n→∞fn(wn), limn→∞gn(wn)
}
 1
μ(X)d
.
Let t  0. For each n  1, ‖un + twn‖  gn(un) + tgn(wn) and ‖un − twn‖  fn(−un) +
tfn(wn), so
min
{
lim inf
n→∞ ‖un + twn‖, lim infn→∞ ‖un − twn‖
}
 1
(
1 + t
)
.d μ(X)
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2
(
1 + ρX(t)
)
 ‖un + twn‖ + ‖un − twn‖
we obtain
2
(
1 + ρX(t)
)
 2
d
(
1 + t
μ(X)
)
,
from where
d 1 + t/μ(X)
1 + ρX(t) . (20)
We have proved that (20) holds for d = limn,m→∞, n=m ‖xn − xm‖, with (xn) a weakly null
sequence in SX , so, by (10), we conclude
WCS(X) 1 + t/μ(X)
1 + ρX(t) . 
Corollary 28. If X is a Banach space such that
ρ′X(0) <
1
μ(X)
,
then X has normal structure.
Proof. Since μ(X) 1, we have ρ′X(0) < 1 and therefore X is reflexive. It is then sufficient to
prove that WCS(X) > 1.
By hypothesis there exists t0 > 0 such that ρX(t0) < t0/μ(X), so, by Theorem 27,
WCS(X) 1 + t0/μ(X)
1 + ρX(t0) > 1. 
5.1. On the conditions ρ′X(0) < 1/μ(X) and ρ′X(0) < 1/2
Let us now see that Corollary 28 applies for the Bynum’s space 
2,1 while Theorem 1 does
not: In [12] it was proved that μ(
2,1) = μ(
2,∞) =
√
2 so
ρ′
2,1(0) =
1
2
<
1√
2
= 1
μ(
2,1)
.
5.2. On the condition ρ′X(0) < 1/μ(X) and the coefficient CNJ(X)
We will next see that Corollary 28 is a strict generalization of Theorem 6.
Proposition 29. Let X be a Banach space. If CNJ(X) < 1 + 1/μ(X)2, then ρ′X(0) < 1/μ(X).
Proof. Derives from the inequality 1 + ρ′X(0)2  CNJ(X) in Proposition 16. 
The converse of the above proposition is not true, since
CNJ(
2,1) = 32 = 1 +
1
μ(
2,1)2
.
The following is a deeper result than Theorem 6.
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WCS(X)2  1 + 1/μ(X)
2
CNJ(X)
.
Proof. Let (xn) be a weakly null sequence in SX such that limn,m→∞, n=m ‖xn − xm‖ = d ex-
ists. By Lemma 9, there exist (un) and (wn) weakly null sequences in SX , and (fn) and (gn),
sequences in SX∗ , for which
lim
n→∞fn(−un) = limn→∞gn(un) =
1
d
and
min
{
lim
n→∞fn(wn), limn→∞gn(wn)
}
 1
μ(X)d
.
For each n 1, ‖fn − gn‖ fn(−un) + gn(un) and ‖fn + gn‖ fn(wn) + gn(wn), so
lim inf
n→∞ ‖fn − gn‖
2
d
and
lim inf
n→∞ ‖fn + gn‖
2
μ(X)d
.
Since, for any n 1,
CNJ(X) = CNJ(X∗) ‖fn + gn‖
2 + ‖fn − gn‖2
4
,
we obtain
CNJ(X)
1
d2
(
1 + 1
μ(X)2
)
or equivalently
d2  1 + 1/μ(X)
2
CNJ(X)
.
By (10),
WCS(X)2  1 + 1/μ(X)
2
CNJ(X)
. 
6. The coefficients J(X) and μ(X) and normal structure
The following theorem let us retrieve Theorem 7.
Theorem 31. In any Banach space X,
WCS(X) 1 + 1/μ(X)
J (X)
.
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Repeating the arguments in the proof of Theorem 27, for t = 1, we find two sequences (un) and
(wn) in BX , such that
min
{
lim inf
n→∞ ‖un + wn‖, lim infn→∞ ‖un − wn‖
}
 1
d
(
1 + 1
μ(X)
)
.
Since, by definition of J (X),
J (X)min
{‖un + vn‖,‖un − vn‖}
for each n 1, we obtain
J (X) 1
d
(
1 + 1
μ(X)
)
or which is the same
d 1 + 1/μ(X)
J (X)
.
The conclusion follows from (10). 
7. Duality
Throughout the previous sections we have shown that the condition
ρ′X(0) < max
{
M(X)/2,1/μ(X)
}
is strictly more general than the conditions
(1) ρ′X(0) < 1/2,
(2) CNJ(X) < (1 +
√
3 )/2,
(3) CNJ(X) < 1 + 1/μ(X)2.
In [17,20] and [12], it was noted that each of the conditions (1), (2) and (3) imply normal
structure for both X and its dual X∗. This fact provides an alternative way to prove that 
2,1
lies out of the scope of Theorems 2, 3 and 6, without any computation (since 
2,∞ = (
2,1)∗
lacks normal structure). On the other hand, since we have proved that 
2,1 verifies the hypothesis
in Corollaries 11, 18 and 28, we can assure that these results can not be extended to conclude
normal structure for X∗.
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