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Abstract
We consider the Blum{Shub{Smale model of computation over the reals. It was shown that the
Linear Programming Feasibility problem (LP;LPyes) (i.e., given A2Rmn; b2Rm, does there
exist an x2R+n s.t. A  x = b?) is reducible in polynomial time to (F2; F2zero;+) (i.e., given
a polynomial f with real coecients and degree at most 2, does there exist a nonnegative
real zero?). We show that (LP;LPyes) is polynomially equivalent to the more special decision
problem (F2+; F2+zero;+) (i.e., given a polynomial f2F2 with f(x)>0 for all x2Rn, does there
exist a nonnegative real zero?). ? 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the classical theory of complexity, problems have been studied over the set f0; 1g
or over the integers; the computation eort here depends on the bit size of the input
numbers. On the other hand, numerical analysis, computational geometry, optimiza-
tion theory and others use real numbers. In [1] Blum et al. developed a model for
computation over real numbers (the so-called BSS-model) together with a theory of
complexity. In this model especially all elements of R are considered to be of equal
size.
We consider decision problems of the form (A; B) where B is a subset of A: For
any given element a2A is to decide whether a2B or not. By PR and NPR we
denote the complexity classes consisting of all decision problems over R which are
recognizable deterministically and nondeterministically, respectively, in polynomial time.
(A1; B1)6R(A2; B2) here denotes the polynomial-time reducibility from (A1; B1) to
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(A2; B2). (A1; B1) and (A2; B2) are polynomially equivalent (for short: (A1; B1) =R
(A2; B2)) i (A1; B1)6R(A2; B2) and also (A2; B2)6R(A1; B1).
Blum et al. studied the decision problem (Fk; Fkzero), where
Fk = ff(x1; : : : ; xn) jf polynomial of n variables with real coecients and
degree(f)6kg;
Fkzero = ff2Fk jf has a real zerog
and k>1 integer. Meer [2] rst considered the decision problem (F2; F2zero;+) where
F2zero;+ = ff2F2 jf has a nonnegative real zerog
(that means, a real x0 = (x01 ; : : : ; x
0
n) exists s.t. f(x
0) = 0 and x0j>0 for all j).
Blum et al. [1] showed that the problem (F4; F4zero) is NPR-complete. They call this
problem 4-Feasibility problem, or shortly 4-FEAS. Triesch [3] proved that (Fk; Fkzero)
belongs to PR for k 2f1; 2; 3g. Meer [2] showed (LP;LPyes)6R(F2; F2zero;+); here the
Linear Programming Feasibility problem (LP;LPyes) is dened as
LP = fA2Rmn; b2Rm; m; n2Ng
and
LPyes = f(A; b)2LP j 9x2R+n with A x = bg:
Meer [2] also proved (3SAT; 3SATyes)6R(F2; F2zero;+): (3SAT ; 3SAT yes) is the special
Satisability problem with 3 literals per clause. As you know (3SAT ; 3SAT yes) is NP-
complete in the classical theory of complexity.
In the following, we give a characterisation for the complexity of the Linear Pro-
gramming Feasibility problem.
2. Properties of the set F2+
Consider now the more special sets of polynomials:
F2+ = ff2F2 jf(x1; : : : ; xn)>0 8xj 2Rg;
F2+zero = ff2F2+ jf has a real zerog
= F2+ \ F2zero
and
F2+zero;+ = ff2F2+ jf has a nonnegative real zerog
= F2+ \ F2zero;+:
If f(x1; : : : ; xn)2F2 then we can write f as
f(x1; : : : ; xn) 
nX
i=1
aix2i +
X
16i<j6n
aijxixj +
nX
i=1
bixi + c; (1)
where the coecients ai; aij; bi and c are real numbers.
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Lemma 1. If f2F2+; f 6= 0 and f has the form (1) then we get c>0 and ai > 0 for
all i.
Proof. The rst assertion follows from f(0; : : : ; 0) = c.
If a1< 0 then the function f(x1; 0; : : : ; 0)= a1x21 + b1x1 + c would be negative for x1
suciently large. If a1 = 0 then the function f(x1; 1; : : : ; 1) is a linear function, which
also takes negative values.
Lemma 1 means, in the function f2F2+ all variables x1; : : : ; xn also occur quadrat-
ically and the corresponding coecients are positive. Therefore we can write f2F2+
as follows:
f(x1; : : : ; xn)  c1x21 + p(x2; : : : ; xn)  x1 + q(x2; : : : ; xn); (2)
where p(x2; : : : ; xn) is a linear function, q(x2; : : : ; xn)2F2 and c1> 0.
Lemma 2. Let f(x1; : : : ; xn) c1x21 + p(x2; : : : ; xn)  x1 + q(x2; : : : ; xn)2F2+; then we
also have q2F2+ and (−D)2F2+.
Here D(x2; : : : ; xn)  (p(x2; : : : ; xn))2−4c1q(x2; : : : ; xn) is the discriminant belonging
to f. Now it is f(0; x2; : : : ; xn) = q(x2; : : : ; xn)>0 8xj 2R:
Supposing D(x02 ; : : : ; x
0
n)> 0 for a tuple (x
0
2 ; : : : ; x
0
n)2R; then f possesses two real
zeros x01; x
00
1 w.r.t. x
0
2 ; : : : ; x
0
n, thus f(x
0
1 ; x
0
2 ; : : : ; x
0
n)< 0 for x
0
1 = (x
0
1 + x
00
1 )=2. But this is
a contradiction.
Lemma 3. If f2F2+ then f is convex.
We will only prove the case n= 2:
Let f(x; y)  ax2 + 2bxy + cy2 + dx + ey + h2F2+, where a; b; c; d; e and h are
real numbers. Suppose the quadratic form g(x; y)  ax2 + 2bxy + cy2 is not positive
semi-denite, then it follows that ac − b2< 0. On the other hand, we get f(x; y) =
ax2 + (2by+ d)x+ (cy2 + ey+ h)  ax2 +p(y)  x+ q(y) and for the discriminant D
belonging to f; D=p2 − 4aq= 4(b2 − ac)y2 + 4(bd− ae)y+ (d2 − 4ah): Because of
ac − b2< 0; D would be positive for y suciently large, but this contradicts Lemma
2. Therefore, ac − b2>0 (and a> 0; c> 0) and this means, the quadratic form g is
positive semi-denite or the polynomial f is convex.
The converse is not valid. For instance, the polynomial f(x; y) = (x + y)2 − 4 is
convex, yet f 62F2+.
Theorem 1. Let f(x1; : : : ; xn)  c1x21 + p1(x2; : : : ; xn)  x1 + q1(x2; : : : ; xn)2F2+: Then
positive numbers c1; c2; : : : ; cn; a number d>0 and linear functions p1(x2; : : : ; xn);
p2(x3; : : : ; xn); : : : ; pn−1(xn); pn exist so that
f(x1; : : : ; xn) =
nX
i=1
ci
4i−1c1 : : : ci−1

xi +
pi
2ci
2
+ d: (3)
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Proof.
f(x1; : : : ; xn) = c1

x1 +
p1
2c1
2
− 1
4c1
(p21 − 4c1q1)
= c1

x1 +
p1
2c1
2
+
−D1
4c1
:
Because of Lemma 2 we have (−D1)2F2+, and let (−D1) be of the form c2x22
+ p2(x3; : : : ; xn)  x2 + q2(x3; : : : ; xn): This yields
f= c1

x1 +
p1
2c1
2
+
1
4c1
"
c2

x2 +
p2
2c2
2
+
−D2
4c2
#
= c1

x1 +
p1
2c1
2
+
c2
4c1

x2 +
p2
2c2
2
+
−D2
42c1c2
= c1

x1 +
p1
2c1
2
+
c2
4c1

x2 +
p2
2c2
2
+
1
42c1c2
"
c3

x3 +
p3
2c3
2
+
−D3
4c3
#
= c1

x1 +
p1
2c1
2
+
c2
4c1

x2 +
p2
2c2
2
+
c3
42c1c2

x3 +
p3
2c3
2
+
−D3
43c1c2c3
= : : :
=
nX
i=1
ci
4i−1c1c2 : : : ci−1

xi +
pi
2ci
2
+
−Dn
4nc1c2 : : : cn
;
and −Dn  −(p2n − 4cnqn) is a constant >0 because of Lemma 2.
Obviously, for f2F2+zero we get d= 0.
Theorem 2. All the decision problems (F2; F2zero); (F
2; F2+); (F2; F2+zero); (F
2+; F2+zero)
belong to PR.
Proof. (1) Triesch [3] showed that (F2; F2zero)2PR. Analogously we can prove that
(F2+; F2+zero)2PR.
(2) (F2; F2+)2PR: Let f(x1; : : : ; xn)2F2 be an arbitrary polynomial. Does f always
yield a value greater than or equal to zero for all xj 2R? We dene g(x1; : : : ; xn; ) =
f(x1; : : : ; xn) +  ( is a free parameter) and must decide whether g has a real zero
for an > 0 or not. The following procedure works similarly as the algorithm of Tri-
esch: W.l.o.g. assume that g(x1; : : : ; xn; ) = x21 + p1(x2; : : : ; xn)  x1 + q1(x2; : : : ; xn; ):
Then g has a real zero i D1(x2; : : : ; xn; ) = (p1(x2; : : : ; xn))2 − 4q1(x2; : : : ; xn; )>0
for a tuple (x02 ; : : : ; x
0
n) and an 
0> 0. Now consider D1(0; : : : ; 0; ): If an 0> 0 ex-
ists with D1(0; : : : ; 0; 0)>0; then stop with answer \yes"; otherwise inspect whether
D1(x2; : : : ; xn; ) has a real zero for an > 0, and so on.
(3) Since F2+zero =F
2+ \F2zero the assertion (F2; F2+zero)2PR follows from (1) and (2).
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3. Main theorem
For the Linear Programming Feasibility problem (LP;LPyes) we can now formulate
the following main theorem.
Main theorem. (LP;LPyes) =R (F2+; F2+zero;+):
This means, we can reduce the question whether a Linear Programming problem
possesses an admissible solution to the question whether the assigned polynomial has
a nonnegative zero and vice versa.
We prove the main theorem in three steps.
Step 1: (LP;LPyes)6R(F2+; F2+zero;+):
1. Let
nX
j=1
aijxj = bi for i = 1; : : : ; m (4)
and
xj>0 for j = 1; : : : ; n (5)
be any instance I 2LP:
We assign to I the polynomial fI :
fI (x1; : : : ; xn) 
mX
i=1
0
@ nX
j=1
aijxj − bi
1
A
2
: (6)
Obviously,
fI 2F2 and fI (x1; : : : ; xn)>0 8xj 2R;
hence fI 2F2+.
2. I 2LP has the admissible solution (x01 ; : : : ; x0n) i fI possesses the nonnegative real
zero (x01 ; : : : ; x
0
n): The proof is evident.
Step 2: (F2+; F2+zero;+)6R(F2+zero; F
2+
zero;+):
Let f be any instance from F2+: We assign to f the polynomial f0 2F2+zero.
f0(x1; : : : ; xn) =
8><
>:
f(x1; : : : ; xn) if f2F2+zero;
nX
i=1
(xi + 1)2 if f 62F2+zero:
The decision whether f2F2+zero or not requires polynomial eort since (F2+; F2+zero)2PR:
The polynomial
Pn
i=1(xi + 1)
2 has the (only) real zero (−1;−1; : : : ;−1):
Assertion. f2F2+zero;+ i f0 2F2+zero;+:
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1. Let f2F2+zero;+: This means, f has a nonnegative real zero, and therefore f2F2+zero:
From this it follows that f  f0and thus f0 2F2+zero;+:
2. Let f0 2F2+zero;+: Now f0 has a nonnegative real zero, therefore f0  f and thus
f2F2+zero;+:
Step 3: (F2+zero; F
2+
zero;+)6R(LP;LPyes):
Let f(x1; : : : ; xn) be any instance from F2+zero. According to Theorem 1 we can rep-
resent f in the form
f(x1; : : : ; xn) 
nX
i=1
ci
4i−1c1 : : : ci−1

xi +
pi
2ci
2
;
where c1; c2; : : : ; cn are positive numbers.
We assign to f the Linear Programming Feasibility problem If:
2c1x1 + p1(x2; : : : ; xn) = 0
2c2x2 + p2(x3; : : : ; xn) = 0
: : :
2cn−1xn−1 + pn−1(xn) = 0
2cnxn + pn = 0
and
x1>0; x2>0; : : : ; xn>0:
Assertion. f2F2+zero;+ i If 2LPyes:
1. Let f2F2+zero;+: f has a nonnegative zero (x01 ; : : : ; x0n), and therefore
x0i +
1
2ci
pi(x0i+1; : : : ; x
0
n) = 0 for i = 1; : : : ; n
and thus (x01 ; : : : ; x
0
n) satises If, or If 2LPyes:
2. Let If 2LPyes: An n-tuple (x01 ; : : : ; x0n) exists which satises the Linear Programming
Feasibility problem If. Obviously, f(x01 ; : : : ; x
0
n) = 0 for the nonnegative n-tuple
(x01 ; : : : ; x
0
n):
In the classical theory of complexity it is an open problem whether (LP;LPyes) with
real coecients belong to P or not. This question remains an open problem in the
BSS-model too. However, now we have found for the rst time a polynomially equiva-
lent problem. Now, we can reduce the question whether a Linear Programming problem
possesses an admissible solution to the question whether the assigned polynomial has
a nonnegative zero and vice versa.
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