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Supersymmetric Killing Structures
Frank Klinker
Abstract. In this text we combine the notions of supergeometry and supersym-
metry. We construct a special class of supermanifolds whose reduced manifolds
are (pseudo) Riemannian manifolds. These supermanifolds allow us to treat
vector fields on the one hand and spinor fields on the other hand as equivalent
geometric objects. This is the starting point of our definition of supersymmetric
Killing structures. The latter combines subspaces of vector fields and spinor
fields, provided they fulfill certain field equations. This naturally leads to a
superalgebra that extends the supersymmetry algebra to the case of non-flat
reduced space. We examine in detail the additional terms that enter into this
structure and we give a lot of examples.
2000 MSC: 17B66, 17B70, 53C27, 53C20, 58A50.
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Introduction
One of the key ingredients of this work is the concept of supersymmetry. This topic became
very famous in the 1970s in the context of the investigation of supergravity theories. In
the early 1980s supersymmetry was combined with string theory to gain superstring theory.
There is a vast amount of literature on these topics of which we will cordially refer the reader
to the standard books [38] and [19]. From the mathematical point of view the investigation
of supersymmetry is interesting because of at least two reasons. The first reason is that the
notion of super Lie algebra naturally enters and therefore leads to an extension of the classical
Lie theory. A classification of simple super Lie algebras is given in [35] and [36], for example.
From the very nature, supersymmetry is related to spin geometry. First constructions were
given by Wess and Zumino in [39] and the universality of this construction was proven by
Haag,  Lopuszan´ski, and Sohnius in [23]. The second reason is the occurrence of vector fields
and spinor fields in this context, in particular the fact that both are treated on the same level,
namely as infinitesimal transformations. If we consider a supersymmetric field theory on a
curved manifold, one part of the even transformations of the field configuration is formed by
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vector fields on the manifold. One part of the odd transformations is formed by spinor fields.
If we claim that these transformations are the generators of a certain superalgebra, we end
up with vector fields and spinor fields that obey certain differential equations, the so called
Killing equations. This discussion naturally leads to the question whether we can construct
superalgebras by considering certain vector fields and spinor fields that solve such Killing
equations. This is done by considering the subset of these Killing objects within the direct
sum of both spaces and imposing an algebra structure. The superalgebra structure is usually
achieved by defining the brackets between the certain objects in an appropriate but, more or
less, ad hoc way. In [21] and [16] the bracket between two vector fields is the usual bracket,
between two spinors it is defined to be the supersymmetry bracket and between a vector field
and a spinor it is the Lie derivative of the spinor. This ad hoc definition forces us to check
in each case whether or not the Jacobi Identity is fulfilled. This problem has been noticed
in [21] to give a negative answer to the question if the imaginary Killing spinors are the odd
part of a superalgebra in general.
There are several ways to take into account the concept of anticommutativity and put it in a
geometric setting. One way is the notion of superspace. By this we mean a free graded module
over a superalgebra rather than a vector space, i.e. the coefficients of the space are elements
in a superalgebra rather than a field. There are some attempts to formulate gravity theories
on such spaces (see [40] or [8]). Furthermore, flat superspace is the model space for the
construction of supermanifolds in the context of [14], [31] or [28] and their investigation in e.g.
[41] or [10]. A second main geometric way to introduce anticommuting elements is the concept
of graded manifold, see [27]. In contrast to the above construction – where the coefficients
of the model space are replaced – in the case of graded manifolds the sheaf of functions on a
manifold is replaced by a sheaf of commutative superalgebras. In fact, as proven in [32], the
concept of deWitt manifolds is equivalent to the concept of graded manifolds. In [33] we find
an axiomatic approach that covers the different kinds of supermanifolds. M. Batchelor showed
in [3] that graded manifolds can be characterized by a manifold and a vector bundle over this
manifold. Combining this with the description of vector fields on the graded manifold we see
that the latter are given by the vector fields on the base manifold and the sections in the
vector bundle. This is another way to bring vector fields and spinors together. To treat them
in this way has the advantage that we get a priori a graded Lie algebra structure on the direct
sum of vector fields and spinors by the bracket of vector fields on the graded manifold. This
structure is used in [2] to define infinitesimal automorphisms on a supermanifold that leads
to the proposition that the twistor spinors on a Riemannian manifold are exactly the odd
Killing fields on an associated supermanifold. One difference between the result presented in
our text to the result in [2] is that in our construction the bracket of two odd Killing fields
does not always vanish, which means that we generate a nonvanishing motion on the base
space.
We present an ansatz for a geometric structure on a graded manifold leading to a superalgebra
that recovers in lowest order the classical supersymmetry algebra. In the flat case we recover
the latter exactly. Moreover, the supersymmetric Killing structure admits an ideal, the center,
whose dependence on the Killing fields is of purely algebraic nature. In general, this center
turns out to be infinite. Nevertheless it is finite in the case of special base manifolds. Although
the center is infinite in the general case, we show that it admits a uniform shape. Roughly
speaking, it consists of two types of elements.
2
Preprint Supersymmetric Killing Structures
1 Special graded manifolds
1.1 Graded manifolds
A graded manifold is a locally ringed space Mˆ = (M,A) consisting of a D dimensional
manifold M and a sheaf A = A0 ⊕ A1 of commutative superalgebras with the following
properties:
• The reduced spaceMred, which is the locally ringed space with sheaf C := A/(A1+(A1)2),
is isomorphic to an ordinary manifold.
• Mˆ is locally decomposable, i.e. for all x ∈ M there exists a neighborhood U of x such
that (U,A|U ) is isomorphic to (Mred,ΛCUE) where E is a rank-r locally free sheaf over U
of CU modules.
A morphism between two locally ringed spaces is a pair of maps (f, f∗) : (M,A)→ (M ′,A′)
with a map f : M → M ′ and a local morphism f∗ : A′ → f∗A of sheaves. The morphism is
an isomorphism if f is a diffeomorphism and f∗ an isomorphism. The pair (D, r) is called the
dimension of the graded manifold Mˆ and we identify the sheaf C with the sheaf of functions
on M .
Example 1. Let E → M be a vector bundle. Denote the sheaf of sections of the exterior
bundle by ΓΛE. Then (M,ΓΛE) is a graded manifold of dimension (dimM, rankE)
This example is universal due to the following remarkable theorem.
Theorem 2 (M. Batchelor [3]). Every graded manifold over a manifold M is isomorphic to
(M,ΓΛE) for some vector bundle E →M .
The sections in A are called functions on the graded manifold. If we choose local coordinates
(xi)1≤i≤D of M and a local frame (θα)1≤α≤r of E we write the functions in the usual way
f(xi, θα) =
∑
a∈Zr2
fa(xi)θ
a1
1 · · · θarr . (1.1)
We call (xi, θα) a local coordinate system of Mˆ .
On the graded manifold Mˆ we consider the sheaf of derivations, i.e.
X(Mˆ) =
X : ΓΛE → ΓΛE
∣∣∣∣∣∣
X is R-linear and
X(fg) = X(f)g + (−)XffX(g)
for homogeneous X, f, g
 . (1.2)
There exist canonical inclusions  : X(M) → X(Mˆ) and  : ΓE∗ → X(Mˆ) which lead to the
isomorphism
X(Mˆ) ∼= ΓΛE ⊗ X(M)⊕ ΓΛE ⊗ ΓE∗ (1.3)
see [27]. In (1.3) we denote the first and the second summand by Xv and Xs respectively and
call the elements v-like and s-like. The two summands we get by the splitting of X(Mˆ) with
respect to the natural Z2-grading are denoted by X0 and X1. A local frame of Mˆ will be a
local frame of X(M)⊕ ΓE∗, i.e. {ei, θα} where the two parts span the two summands.
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1.2 Special graded manifolds
We consider a (pseudo) Riemannian spin manifold M of dimension D = s+ t and signature
σ = t − s with spinor bundle S. The spinor bundle is an associated vector bundle1 S =
PSpin(s,t) ×ρ S where the typical fibre S is a spinor representation of Spin(s, t) ⊂ Cℓs,t. This
can be a real or a complex space, see Appendix 1. We sometimes add the label C or R if
we want to stress the kind of fibre. PSpin denotes the spin structure of M . This is a Spin-
principal bundle overM with a double cover λˆ of the SO-principal bundle PSO such that the
diagram on the right commutes.
PSpin × Spin
λˆ×λ

R //
PSO × SO R //❴❴❴❴❴❴
PSpin
λˆ

✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
❄
❄❄
❄❄
PSO
??⑧⑧⑧⑧⑧⑧
M
The typical fibre comes with a spin-invariant
bilinear form C which may give rise to super-
symmetry, depending on the dimension and
the signature of M , see Appendix 2. The bi-
linear form on the standard fibre extends to a
bilinear form on the bundle. The Levi-Civita
connection ∇ on M induces on S (and on
ΛS) a connection, also denoted by ∇, that
respects the Clifford multiplication
∇(Xφ) = (∇X)φ+X∇φ. (1.4)
and the charge conjugation C
∇C(φ, ψ) = C(∇φ, ψ) + C(φ,∇ψ). (1.5)
The above considerations and the constructions from the last subsection lead to the next
definition which provides us with the basic notion of manifold we need in our following
constructions.
Definition 3. A special graded manifold (SGM) is a graded manifold Mˆ = (M,A)
together with a map C where
• M is a (pseudo) Riemannian spin manifold,
• the sections in the sheaf A are sections in the exterior bundle of a spinor bundle S, and
• C is the charge conjugation on S and gives rise to supersymmetry.
We call the SGM real or complex if the structure sheaf A comes from a real or complex
spinor bundle, respectively.
If we consider real SGM the form of the typical fibre and the bilinear form C depends on
whether the representation of the Spin group is real, complex or quaternionic. The next
remark follows immediately from theorems 58 and 61.
Remark 4. The base manifold of a real special graded manifold has dimension and signature
given in Theorem 61, and the base of a complex special graded manifold is of dimension D ≤ 4
mod 8, see Theorem 58.
1 We denote the bundles and the standard fibres by the same symbol.
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The charge conjugation yields the isomorphism
X(Mˆ) ≃ ΓΛS ⊗ X(M)⊕ ΓΛS ⊗ ΓS. (1.6)
In our ansatz we use an inclusion that has been proposed by [2]. It is given by
 : X(M)⊕ ΓS →֒ X(Mˆ) ,
 : X 7→ ∇X ,
 : φ 7→ φ⌋ ,
(1.7)
where ∇ is the Levi-Civita connection on M and the interior multiplication is defined via the
charge conjugation, i.e.
(1) φ⌋f0 = 0 for f0 ∈ C∞(M) ⊂ ΓΛS.
(2) φ⌋ψ = C(φ, ψ) for ψ ∈ ΓS ⊂ ΓΛS.
(3) φ⌋ (ω ∧ τ) = (φ⌋ω) ∧ τ + (−)kω ∧ (φ⌋τ) for ω ∈ ΓΛkS ⊂ ΓΛS, τ ∈ ΓΛS.
Proposition 5. For X,Y ∈ X(M) and φ, ψ ∈ ΓS the brackets are given by[
(X), (Y )
]
= ∇X ◦ ∇Y −∇Y ◦ ∇X = RΛS(X,Y ) + ([X,Y ]0) (1.8)[
(X), (φ)
]
= ∇X ◦ φ⌋ − φ⌋ ◦ ∇X = (∇Xφ) (1.9)[
(φ), (ψ)
]
= φ⌋ ◦ ψ⌋+ ψ⌋ ◦ φ⌋ = 0 (1.10)
where R is the curvature of ∇ acting on the bundle added as a subscript, and [., .]0 denotes
the usual commutator of vector fields on M .1 Furthermore we have the graded Jacobi identity
(−)XZ [[X,Y ], Z]] + (−)ZY [[Z,X ], Y ]] + (−)XY [[Y, Z], X ]] = 0 (1.11)
for all X,Y, Z ∈ X(Mˆ).
Proof. The third bracket is a property of the interior derivation. The first bracket is the
definition of the curvature, and the second bracket is a consequence of C being invariant
under the Levi-Civita connection.
The identity for the cyclic sum is valid for every vector field. But it should be mentioned that
in our case the identity does not only follow from the same identity for the bracket [., .]0 on
M , but that we also need the following two facts:
• [RΛS(X,Y ), φ] = RS(X,Y )φ.
• The 2nd Bianchi identity for the curvature R, i.e. ∇[iRjk]+Rn[iT njk] = 0 where T denotes
the torsion of ∇.
1We will drop the  in our notation if there is no danger of confusion.
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The ΓΛS-linear extension of this inclusion leads to the following splitting of vector fields and
action on functions:
(f ⊗X + g ⊗ θ) (h) = f ∧∇Xh+ g ∧ θ⌋h (1.12)
for f, g, h ∈ ΓΛS, X ∈ X(M) and θ ∈ ΓS.
We describe the sheaf of functions A of the real special graded manifold in terms of the
complex spinors, see Appendix 1.2. The product structure on the real functions agrees with
the one on the complex functions in the case of real and complex representations, but differs
in the case of quaternionic representation.
• The real case.
We have S ⊂ S
C
and the product in ΓΛS is given by the restriction of the wedge product
in ΓΛS
C
. The evaluation ΓS × ΓS → C∞M is given by the bilinear form C.
A local basis {ϕα}1≤α≤r of SC gives rise to a local real basis of S if we consider the set1{
1
2 (ϕα + τ(ϕα)),
1
2i (ϕβ − τ(ϕβ))
}
1≤α,β≤r.
• The complex case.
The story is the same as in the real case. An additional feature of the complex case is
the fact that we have the chiral structure not compatible with the the real spin structure
but reversed by the conjugation.
For a complex basis {ϕ+α }1≤α≤ r2 of S
+
C
our preferred choice of local basis of S is{
(ϕ+α , ϕ
−
α ), (iϕ
+
β ,−iϕ−β )
}
1≤α,β≤ r2
with ϕ−α := τ(ϕ
+
α ) ∈ S−
C
.
• The quaternionic case.
We have S ⊂ S
C
⊕S
C
with charge conjugation given by Remark 59, i.e. C(H,Ξ) = Re(η¯ξ)
or = Im(η¯ξ), respectively.
Let {ϕα}1≤α≤r be a local complex basis of SC. A real basis of S is then given by
{Φα = (ϕα, ϕCα ),Φβ+r = (iϕβ ,−iϕCβ )}1≤α,β≤r. We will also use the more common
notation {φα = (ϕα, 0), φα¯ = (0, ϕCα )} which is related to the additional R-symmetry.
The relation between these notations is
φα =
1
2
(Φα − iΦα+r) and φα¯ = 1
2
(Φα + iΦα+r) (1.13)
i.e. Ψ = aαΦα + b
αΦα+r = z
αφα + z¯
αφα¯ with z
α = aα + ibα.
1.3 Natural bilinear forms on special graded manifolds
The two key ingredients for the vector fields on Mˆ are given by the vector fields on M and
the sections in S. They both come with bilinear maps given by the metric g and the charge
conjugation C. These two maps give rise to a bilinear form on the SGM.
A bilinear form on the graded manifold (M,A) is a map
b : X(Mˆ)× X(Mˆ)→ A (1.14)
1In fact only one half of these 2r vectors are linearly independent.
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with
• b is additive in both entries
• b is linear with respect to the multiplication by even elements in both arguments and
with respect to odd elements in the first argument. In the second argument the latter
comes with a sign.
We call a bilinear form homogeneous if for all odd functions f ∈ A1 we have
b(X, fY ) = (−)b+Xf b(X,Y ) (1.15)
with a fixed sign (−)b. This provides the space of bilinear forms with a natural grading and
turns it into a A module. b is called even or odd if this sign is + or −, respectively.
A homogeneous bilinear form is called
• basic if for all X,Y ∈ X(M)⊕ ΓS we have πb(X,Y ) = b(X,Y )
• supersymmetric if
b(X,Y ) = (−)b(X+Y )+XY b(Y,X) (1.16)
and skew supersymmetric if
b(X,Y ) = −(−)b(X+Y )+XY b(Y,X) (1.17)
for all X,Y ∈ X.
The metric and the charge conjugation give rise to an even basic bilinear form h on Mˆ , called
the metric, by considering the direct sum g⊕C and its bilinear extension in the above sense,
i.e. we define
h(X, Y ) = g(X,Y ), h(η, ξ) = C(η, ξ), h(X, ξ) = 0 (1.18)
Remark 6. h is a supersymmetric bilinear form if the charge conjugation C on the spinor
bundle is skew-symmetric. If C is symmetric h is neither supersymmetric nor skew supersym-
metric. If we denote by D the dimension of the base manifold M and by r the rank of the
spinor bundle, the algebra that preserves this bilinear forms is
• the orthosymplectic algebra osp(D, r) ⊂ glD|r with even part osp(D, r)0 ≃ so(D)× sp( r2 )
in the first case, and
• the purely even sub algebra so(D)× so(r) of glD|r in the second case (see [35]).
Definition 7. The Lie derivative LXb of a bilinear form b in direction X ∈ X is defined by
LXb(Y, Z) := (−)XY
(
X(b(Y, Z))− b([X,Y ], Z)− (−)X(b+Y )b(Y, [X,Z])) . (1.19)
Remark 8. The Lie derivative LXb of b in direction X is itself a bilinear form and its grading
is given by |LXb| = |b|+ |X |.
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2 Fields on special graded manifolds
2.1 Fields and spinors
Some fields1 on the special graded manifold Mˆ arise naturally by considering sections in the
spinor bundle S or in the tensor product S⊗ TM . More precisely, we consider s-like fields of
the form ϕ ∈ ΓS ⊂ Xs ∩X1 and v-like fields of the form Φ ∈ ΓS ⊗X(M) ⊂ Xv ∩X1. Therein
the parallel spinors as well as the inclusion of ΓS into ΓS ⊗ X(M), see (2.1), turn out to be
of particular interest for our construction.
ΓS
ı
yyrrr
rr
rr
rr
rr
ΓS
∇ // ΓS ⊗ X(M) ≃ // ΓS ⊕ ΓS 3
2
π1
99rrrrrrrrrrr
π2
%%❑
❑❑
❑❑
❑❑
❑❑
❑
ΓS 3
2
(2.1)
Introducing the orthonormal frame {ei} and their images {γi} in the Clifford algebra the
projections and the inclusion are respectively given by
π1(Φ) = γ
iΦ(ei) ,
ı(ϕ) = − 1
D
γkϕ⊗ ek ,
and
π2(Φ) = Φ− ı ◦ π1(Φ) = Φ + 1
D
γjγkΦ(ek)⊗ ej ,
in particular ı(ϕ)(ej) = − 1Dγjϕ, π1(ϕk⊗ek) = γkϕk, and π2(φk⊗ek)(ej) = D−1D φj+ 1Dγjkφk.
2.2 Fields and endomorphisms
One summand in the even part of X(Mˆ) which is of special interest is
End(ΓS) ≃ ΓS ⊗ ΓS∗ C≃ ΓS ⊗ ΓS ⊂ X(Mˆ). (2.2)
In local coordinates {θα} of S the endomorphism Φ is expressed as Φφ = Φαβφβθα and we get
Φ = ΦαβC
βγθα ⊗ θγ . (2.3)
The fields in End(ΓS) act on functions via Φ(f) = 0 for f ∈ C∞(M) ⊂ ΓΛS, Φ(ϑ) = Φϑ for
ϑ ∈ ΓS ⊂ ΓΛS, and on elements in ΓΛkS for k ≥ 2 via the natural extension as derivations.
The various brackets that will be frequently used are given in the next proposition.
1 From now on we call the vector fields on the supermanifold Mˆ = (M,A) fields. We do this to distinguish
them from vector fields on the base manifold M .
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Proposition 9. Let Φ ∈ Γ(End(S)). If we consider Φ as an even field it has the following
properties [
Φ, φ
]
= −ΦTCφ [Φ, X] = −∇XΦ[
Φ1,Φ2
]
= Φ1Φ2 − Φ2Φ1
(2.4)
for φ ∈ ΓS ⊂ X(Mˆ) and X ∈ X(M) ⊂ X(Mˆ).
The right hand side of the last bracket is given by the composition of endomorphisms and
TC denotes the transpose with respect to C, i.e. C(ΦTCψ, ϕ) = C(ψ,Φϕ) and is locally given
by (ΦTC )βα = CαγΦ
γ
σC
σβ .
The next definition is dedicated to another natural assignment.
Definition 10. Let B(k) : Γ(⊗kT ∗M)⊗ EndΓS ⊗ Γ(⊗kS)→ X(Mˆ) be given by
B(k)(A; ξ1, . . . , ξk) = γ
i1ξ1 ∧ . . . ∧ γikξk ?Ai1···ik . (2.5)
with ξα ∈ ΓS and A ∈ Γ(⊗kT ∗M)⊗ End(ΓS). For a function g ∈ ΓΛS this is
B(k)(A; ξ1, . . . , ξk)(g) = γ
i1ξ1 ∧ . . . ∧ γikξk ∧ Ai1···ik(g).
The operation ? is always used when we want to emphasize the fact that the field, that a
function is multiplied with, is not of order zero (in that case we used ⊗) but a field of higher
order.
The map B(k) is even with respect to the Z2 grading on the SGM in the sense that we have
|B(k)(A; ξ1, . . . , ξk)| = |B(k)|+ |A|+ |ξ1|+ · · ·+ |ξk|
= |ξ1|+ · · ·+ |ξk|
(2.6)
for all A and ξi like above. B
(k) is one of the maps that will play in important roˆle in Section
5.
A special class of fields from endomorphisms is given by the endomorphisms which are skew-
symmetric with respect to C. In this case the bracket with odd zero-order fields and the action
on functions of order one coincide. The elements of the form 14Aijγ
ij are of this special type
because of the spin-invariance of C. For example, the curvature of the Levi-Civita connection
is of this kind.
In the next step we associate a field in X(Mˆ) to an endomorphism of the tangent bundle of
M — more precisely, to an element of EndX(M).
Therefore let A ∈ End(X(M)) which has the local form Akj = Akigij with respect to an
orthonormal frame. Consider the assignment
A 7→ 1
4
Aijγ
iγj (2.7)
Let us denote by Aa the endomorphism we get by skew-symmetrizing A with respect to the
Riemannian metric on M . In local coordinates we will write Aija = A
[ij] = 12 (A
ij −Aji) with
9
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Aij = gikAk
j . This skew-symmetric endomorphism Aa is mapped in End(ΓS). The image is
called Aa =
1
4A[ij]γ
ij too. Aa is skew-symmetric with respect to C.
We see that (2.7) can be written as
1
4
Aijγ
iγj =
1
8
(
Aijγ
iγj +Aijγ
iγj
)
=
1
8
(
Aij −Aji
)
γiγj − 1
4
Aijg
ij
=
1
4
A[ij]γ
ij − 1
4
Aijg
ij = Aa − 1
4
tr(A) . (2.8)
In this section we restricted ourself to some natural constructions of fields that involve endo-
morphisms. One can, of course, think of other and more complicated assignments. We will
come back to this later.
2.3 Even Killing fields of special graded manifolds
We define even fields on the special graded manifold from vector fields on the base manifold.
This is done by extending the inclusion . A natural definition leads to the conclusion that
the even Killing fields of the SGM are given by the Kiling vector fields on the base manifold.
Furthermore we add some comments on conformal vector fields.
Consider the fields given by
X(M) ∋ X 7→ G(X) = X +Φ(X) ∈ X0 (2.9)
where Φ(X) ∈ ΓS ⊗ ΓS ⊂ Xs ∩X0 for all X .
Proposition 11. For the vector field G(X) = X +Φ(X) we have[
G(X),G(Y )
]
= G([X,Y ]0) +R(X,Y ) +∇Φ(X,Y ) + Φ ∧Φ(X,Y ) (2.10)
with
∇Φ(X,Y ) := ∇X(Φ(Y ))−∇Y (Φ(X))− Φ([X,Y ]0)
and
Φ ∧ Φ(X,Y ) := Φ(X)Φ(Y )− Φ(Y )Φ(X).
Remark 12. For Φ being a 1-form on M with values in EndS the abbreviations given in the
proposition are just the usual formulas for bundle-valued forms and its exterior covariant
derivative.
Proof. We use Proposition 5 to calculate[
G(X),G(Y )
]
= [X,Y ] +
[
X,Φ(Y )
]
+
[
Φ(X), Y
]
+
[
Φ(X),Φ(Y )
]
= R(X,Y ) + [X,Y ]0 +∇X(Φ(Y ))−∇Y (Φ(X)) + Φ ∧ Φ(X,Y )
= [X,Y ]0 +Φ([X,Y ]0) +R(X,Y ) +∇Φ(X,Y ) + Φ ∧ Φ(X,Y )
= G([X,Y ]0) +R(X,Y ) +∇Φ(X,Y ) + Φ ∧ Φ(X,Y )
10
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Definition 13. An even field W ∈ X(Mˆ) is called an even Killing field of the SGM if
it satisfies
LWh = 0. (2.11)
We recall the definition of the Lie-derivative L of the metric h:
(−)WY (LWh)(Y, Z) =W (h(Y, Z))− h([W,Y ], Z)− (−)WY h(Y, [W,Z])
for all W,Y, Z ∈ X.
Theorem 14. Let X be a vector field on the base manifold M and
eα(X) = X − (∇X)a + α tr(∇X) (2.12)
where (∇X)a is the image of the skew symmetrized endomorphism ∇X of X(M) and tr denotes
its trace, see Construction (2.8). Then eα(X) is an even Killing field on the SGM Mˆ if and
only if X is a Killing vector field on M .
Furthermore, for two even Killing fields we have[
eα(X), eα(Y )
]
= eα([X,Y ]0).
Remark 15. Consider an orthonormal frame {ei} of M and a frame {θκ} of S. This gives
rise to a frame {(ei), (θκ)} of the SGM Mˆ , see (1.7). Furthermore, consider the connection
coefficients ∇iej = ωijkek . With respect to this local structure and if we recall (2.3) the field
eα(ei) is written as
eα(ei) = (ei)− 14ωjik(γjk)λµCµκθλ ⊗ (θκ) + αωjijCλκθλ ⊗ (θκ) .
For the proof of theorem 14 we need some facts on (conformal) Killing vector fields summarized
in the next lemma.
Lemma 16. (1) For all vector fields X,Y the following identity holds.
R(X,Y ) = ∇X(∇Y )−∇Y (∇X)−∇[X,Y ]0 − [∇X,∇Y ] (2.13)
(2) The endomorphism ∇X is skew symmetric, i.e. (∇X)a = ∇X, if and only if X is a
Killing vector field.
(3) For a Killing vector field X and for all vector field Y we have
∇Y (∇X) = −R(X,Y ). (2.14)
Furthermore for two Killing vector fields X,Y we have
[∇X,∇Y ] = −∇[X,Y ]0 +R(X,Y ). (2.15)
(4) For two conformal fields we have
tr(∇[X,Y ]0) = X(tr(∇Y ))− Y (tr(∇X)). (2.16)
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Remark 17. The first equality in (16) holds if and only if X is an infinitesimal affine trans-
formations, and the second if both, X and Y , are. That means that the natural lifts of the
vector fields to the frame bundle preserve the connection form. In particular each Killing
vector field is an infinitesimal affine transformation for the Levi-Civita connection.
Proof. [Lemma 16.] (2) is just the definition of a Killing vector field and the calculations for
(1) and (3) can for example be found in [26].
To prove (4) we recall the definition of conformal vector fields. A vector field is a conformal
vector field if L0Xg = fX · g for a function fX that is given by a multiple of the divergence
of the vector field X , fX =
2
D
divX = 2
D
tr(∇X). Now the statement is the change of the
conformal factor under the bracket f[X,Y ]0 = XfY − Y fX .
Lemma 18. For eα(X), eα(Y ) as above we have[
eα(X), eα(Y )
]
= eα([X,Y ]0)− Ξ(X,Y ) + αΘ(X,Y ). (2.17)
With
Ξ(X,Y ) =
1
4
((∇X)s(∇Y )s − (∇Y )s(∇X)s)ij γij (2.18)
Θ(X,Y ) = X(tr(∇Y ))− Y (tr(∇X))− tr(∇[X,Y ]0) (2.19)
Ξ vanishes if one of the entries is a conformal vector field and Θ if both entries are conformal
vector fields.
Proof. We insert Φ(X) = −(∇X)a+α tr(∇X) in Proposition 11 and make use of the following
facts:
• ∇Y commutes with A 7→ At where the transposition t is taken with respect to g.
• [Aa, Ba]+[As, Bs] = [A,B]a, i.e. 14 [A−At, B−Bt]+ 14 [A+At, B+Bt] = 12 ([A,B]−[A,B]t).
• Part 1. of the previous lemma together with R(X,Y )a = R(X,Y ).
The vanishing of Ξ for a conformal vector field is obvious, because in this case L0Xg is a
multiple of the identity. The statement on Θ is part 4. of the previous lemma.
Proof. [Theorem 14] For the calculation of the Lie derivative we restrict ourself to entries in
X(M)⊕ ΓS, because of the ΓΛS-linearity.
(Le(X)h)(A,B) = (LXh)(A,B)− (L(∇X)ah)(A,B) + (Lαtr(∇X)h)(A,B)
= X(h(A,B))− h([X,A], B)− h(A, [X,B])
− (∇X)a(h(A,B))︸ ︷︷ ︸
=0
+h([(∇X)a, A], B) + h(A, [(∇X)a, B])
+ α tr(∇X)(h(A,B))︸ ︷︷ ︸
=0
+h([α tr(∇X), A], B) + h(A, [α tr(∇X), B])
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For two v-like entries A,B this reads as
(Le(X)h)(A,B) = X(g(A,B))− g([X,A]0, B)− g(A, [X,B]0)−
=0
h(R(X,A), B)︸ ︷︷ ︸
− h(A,R(X,B))︸ ︷︷ ︸
=0
+ h([(∇X)a, A], B)︸ ︷︷ ︸
=0
+ h(A, [(∇X)a, B])︸ ︷︷ ︸
=0
+ h([α4 tr(∇X), A], B)︸ ︷︷ ︸
=0
+ h(A, [α4 tr(∇X), B])︸ ︷︷ ︸
=0
= (L0Xg)(A,B).
For two s-like entries we get
(Le(X)h)(A,B) =
=0
XC(A,B)− C(∇XA,B)− C(A,∇XB)︸ ︷︷ ︸
+
=0
C((∇X)aA,B) + C(A, (∇X)aB)︸ ︷︷ ︸−2α tr(∇X) · C(A,B)
= −2α tr(∇X) · C(A,B) .
Last but not least one v-like entry A and one s-like entry B give
(Le(X)h)(A,B) = X(
=0
h(A,B)︸ ︷︷ ︸)− =0h([X,A]0, B)︸ ︷︷ ︸−h(R(X,A), B)− =0h(A,∇XB)︸ ︷︷ ︸
− h(∇A((∇X)a), B) + h(A, (∇X)aB)︸ ︷︷ ︸
=0
−αA(tr(∇X)) · h(1, B)
+ h(A, [α tr(∇X), B])︸ ︷︷ ︸
=0
= −h(R(X,A) +∇A((∇X)a), B)− αA(tr(∇X))B,
where we used h(Φ, φ) = Φφ ∈ ΛΓS for fields Φ ∈ ΓS ⊗ ΓS and φ ∈ ΓS.
For A = Av +As, B = Bv +Bs ∈ X(M)⊕ ΓS the last three terms together are
(Le(X)h)(A,B) = (L0Xg)(Av, Bv)− 2α tr(∇X) · C(As, Bs)
− α · h(Av(tr(∇X))1, Bs − α · h(As, Bv(tr(∇X))1)
− h(As, R(X,Bv) + (∇Bv (∇X))a)− h(R(X,Av) + (∇Av∇X))a, Bs) .
Here the first summand vanishes if and only if X is a Killing vector field. But then, because
of part 16. of Lemma 16, the last two summands are identical zero, too. The same is true for
the remaining parts, because ∇X is trace free, see (16) of Lemma 16.
Furthermore, for Killing vector fields X,Y we have
[eα(X), eα(Y )] = eα([X,Y ]0) (2.20)
because of Lemma 18.
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In addition to part (16) of Lemma 16 we state the next lemma.
Lemma 19. (1) For all vector fields on M we have
(∇V L0Y g) = 2(∇V (∇Y ))s (2.21)
and
g(R(Y, Z)V,W ) = (∇V L0Y g)(W,Z)− (∇WL0Y g)(V, Z) + g(∇W (∇Y )(Z), V )
− g(∇V (∇Y )(Z),W )
(2.22)
(2) For a conformal vector field Y with divergence function f and for all vector fields Z we
have
R(Y, Z) =
1
2
df ∧ Z −∇Z(∇Y )a (2.23)
where we write df ∧ Z (V,W ) = V (f)g(Z,W )−W (f)g(Z, V ).
Proof. We have
(∇V L0Y g)(W,Z) = V
(
(L0Y g)(W,Z)
)− (L0Y g)(∇VW,Z)− (L0Y g)(W,∇V Z)
= V (g(∇WY, Z) + g(W,∇ZY ))− g(∇∇VWY, Z)− g(∇VW,∇ZY )
− g(∇WY,∇V Z)− g(W,∇∇V ZY )
= g
(∇V∇WY −∇∇VWY, Z)+ g(W,∇V∇ZY −∇∇V ZY )
= g
(∇V (∇Y )(W ), Z)+ g(W,∇V (∇Y )(Z))
= g(2(∇V (∇Y )s(W ), Z
)
which is the first part of (1). Together with AT = 2As −A this yields
(∇V L0Y g)(W,Z)− (∇WL0Y g)(V, Z) + g(∇W (∇Y )(Z), V )− g(∇V (∇Y )(Z),W )
= g(∇V (∇Y )(W ), Z)− g(∇W (∇Y )(V ), Z)
= g(R(V,W )Y, Z)
= g(R(Y, Z)V,W ) .
(2) Let Y be conformal, i.e. L0Y g = f · g, which because of ∇g = 0 implies ∇V L0Y g = V (f) · g.
This, together with (1) and a frequent use of the 1st Bianchi identity for R, yields
g(R(Y, Z)V,W )
= V (f) · g(W,Z)−W (f) · g(V, Z) + g(∇W (∇Y )(Z), V )− g(∇V (∇Y )(Z),W )
= df ∧ Z (V,W ) + g(∇Z(∇Y )(W ), V )− g(∇Z(∇Y )(V ),W ) + g(R(W,Z)Y, V )
− g(R(V, Z)Y,W )
= df ∧ Z (V,W )− 2g(∇Z(∇Y )a(V ),W )− g(R(Y, Z)V,W )
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Corollary 20. Let eα(X) like before with α = ∓ 12D . Furthermore let X be a conformal vector
field on the base manifold M and f = 2
D
tr(∇X) its divergence function. Then we get for the
Lie derivative of the bilinear form h(Le(X)h)(V,W ) = f · g(V,W )(Le(X)h)(φ, ψ) =
{
1
2f · C(φ, ψ)
− 12f · C(φ, ψ)
(2.24)
(Le(X)h)(V, φ) =
{
−(df · V T ) · φ
(V · dfT ) · φ
where the action of (df · V T ) on the spinors is according to (2.7).
Proof. Let X , α and f as stated. From the proof of Theorem 14 we know(Le(X)h)(V,W ) = (L0Xg)(V,W ) = f · g(V,W )(Le(X)h)(φ, ψ) = −2α tr(∇X) · C(φ, ψ) = ±1
2
f · C(φ, ψ)
We recall tr(df · V T ) = V (f) and
1
2
df ∧ V = 1
8
(
(df · V T )ij − (df · V T )ji
)
γij = (df · V T )a = −(V · dfT )a.
Using part (2) of Lemma 19 this yields(Le(X)h)(V, φ) = − h(R(X,V ) + (∇V (∇X))a + αV (tr(∇X))1, φ)
= − h(1
2
df ∧ V + Dα
2
V (f)1, φ)
=
{
−h((df · V T )a − 14 V (f)1, φ)
h((V · dfT )a − 14 V (f)1, φ)
}
=
{
−(df · V T ) · φ
(V · dfT ) · φ
3 Supersymmetric Killing structures
3.1 Definition of the SSKS
We saw that if we take S to be the (real or complex) spinor bundle over the (pseudo) Riemann-
ian spin manifold M the vector fields and the spinor fields are on equal footing as (complexi-
fied) vector fields on the special graded manifold Mˆ = (M,A), denoted by X(Mˆ). We recall
the natural inclusions X(M) ⊂ X(Mˆ)0 and ΓS ⊂ X(Mˆ)1.
Inspired by the construction of the supersymmetry generators in the flat case we consider
maps
X(M) ∋ X 7→ e(X) ∈ X(Mˆ)0
ΓS ∋ η 7→ o(η) ∈ X(Mˆ)1 (3.1)
and define
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Definition 21. A supersymmetric Killing structure (SSKS) onM is a tupel (K,Z, e, o),
where K = K0 ⊕K1 is a sub-superspace of X(M)⊕ ΓS, Z ⊂ X(Mˆ) and e, o are given by (3.1)
such that for all X,Y ∈ K0 and η, ξ ∈ K1 we have
[e(X), e(Y )] = e([X,Y ])
[e(X), o(η)] ∈ o(K1)
[o(η), o(ξ)] ∈ e(K0) + Z
[o(η),Z] ⊂ Z, [e(X),Z] ⊂ Z, [Z,Z] ⊂ Z
(3.2)
i.e. e(K0) ⊕ Z⊕ o(K1) is a sub super Lie algebra of X(Mˆ). The ideal Z which occurs in this
construction is called center and depends multilineary on K1. The fields in e(K0) and o(K1)
are called even and odd Killing fields of the SSKS, respectively.
The central part Z of the supersymmetric Killing structure seems at first glance to be very
arbitrary. The first thing, which is obvious, is that it is not central in the usual sense, but in
the sense that it is stable under the action of K, i.e. it is a K-module. Nevertheless, we call
this part the center of the SSKS. The elements in Z shall only depend on the odd part of K
and, of course, on geometrical data of the base manifold, in particular on its curvature. The
dependence on the elements in K1 is multilinearly, i.e. an element Z ∈ Z can be written as
Z = Z(ϕ1 ⊗ · · · ⊗ ϕm). (3.3)
We call the supersymmetric Killing structure finite if Z is finite as a module. We will see
that finiteness is a very restrictive property. Nevertheless, this will be the case we will focus
on first.
3.2 Odd and even fields
Motivated by the splitting of S ⊗ TM from (2.1) and by using the inclusion of the vector
fields onM into X(Mˆ) we construct even and odd vector fields on the special graded manifold.
These will give rise to the odd and even Killing fields of the SSKS on Mˆ . In the flat case the
ansatz reduces to the usual realization of the SUSY algebra by vector fields on flat superspace.
The even fields are given by the assignment
X(M) ∋ X 7→ e0(X) = e(X) ∈ X0(Mˆ) . (3.4)
see (2.12). The Killing vector fields on the base manifold will turn out to play an important
role for the construction of the Killing fields of the SSKS as they did for the construction of
the even Killing fields of the SGM.
Turning to the odd fields we consider the vector fields o±(φ) ∈ X1 which are given by
o±(φ) = φ± ı(φ) ∈ Xs ⊕ Xv (3.5)
with φ ∈ ΓS. ı(φ) ∈ ΓS ⊗ X(M) is given by ı(φ)(Y ) = Y φ for all Y ∈ X(M). This is the
inclusion ΓS →֒ ΓS ⊗ X(M) from (2.1) up to the factor −D−1.
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Remark 22. Consider an orthonormal frame {ei} ofM and a frame {θκ} of S. If we write the
image γi ∈ End(ΓS) of ei in this frame, the local form of o±(θκ) with respect to the frame
{(ei), (θκ)} is given by
o±(θκ) = (θκ)± (γk)λκθλ ⊗ (ek) .
Although we restrict ourself later to the positive sign in the above construction, we calculate
the result here for both signs. In the flat case the two signs are related to whether we define
the odd generator via right or left multiplication on superspace (see [38]). In particular in
flat space the two generators commute for different sign, because left and right multiplication
commute. This fact is reflected in Theorem 25 and (3.10) therein.
For the sake of completeness we state the result the Lie derivative of the metric h with respect
to the field o(φ).
Proposition 23. The Lie derivative of the metric h with respect to the odd field o+(φ) is
given by
(Lo+(φ)h)(X,Y ) = X∇Y φ+ Y∇Xφ
(Lo+(φ)h)(η, ξ) = 0
(Lo+(φ)h)(X, ξ) = γkφ ∧R(X, ek)ξ − C(ξ,Xφ) + C(∇Xφ, ξ).
If we in particular consider the spinor φ to be parallel, we are left with
(Lo+(φ)h)(X,Y ) = (Lo+(φ)h)(η, ξ) = 0
(Lo+(φ)h)(X, ξ) = γkφ ∧R(X, ek)ξ − C(ξ,Xφ).
(3.6)
Proof. Recalling (1.19) and Proposition 5 gives the result by calculations similar to those we
will perform next.
3.3 Odd-odd and even-odd commutators
Lemma 24. Let Y ∈ X(M), φ, ψ ∈ ΓS. Then we have the following commutation relations:[
Y, ı(φ)
]
= ı(∇Y φ) + γkφ?R(Y, ek)− γkφ⊗∇kY[
φ, ı(ψ)
]
= 12
{
ψ, φ
}
+ γkψ ⊗∇kφ (3.7)[
ı(φ), ı(ψ)
]
= B(2)(R;φ, ψ) + γkφ? ı(∇kψ) + γkψ ? ı(∇kφ)
Proof. The proof needs the following observation. Let η be an arbitrary spinor and ωkl the
local (skew-symmetric) connection form with respect to the orthonormal frame {ei}.
γkη ⊗∇ek = ωlkγkη ⊗ el = −(−ωlkγk)η ⊗ el = −(∇γk)η ⊗ ek. (3.8)
This is the same as to say that the projection π1 in diagram (2.1) is parallel. We make
frequent use of Proposition 5 to get[
φ, ı(ψ)
]
=
[
φ, γkψ ⊗ ek
]
= C(φ, γkψ)ek − γkψ ⊗
[
φ, ek
]
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= 12
{
φ, ψ
}
+ γkψ ⊗∇kφ.
In the same way we calculate[
Y, ı(ψ)
]
=
[
Y, γkψ ⊗ ek
]
= ∇Y (γkψ)⊗ ek + γkψ ⊗
[
Y, ek
]
= γk∇Y ψ ⊗ ek + (∇Y γk)ψ ⊗ ek + γkψ ⊗
[
Y, ek
]
0
+ γkψ ?R(Y, ek)
= ı(∇Y ψ) + (∇Y γk)ψ ⊗ ek + γkψ ⊗∇Y ek − γkψ ⊗∇kY + γkψ ?R(Y, ek)
= ı(∇Y ψ)− γkψ ⊗∇kY + γkψ ?R(Y, ek).
These two brackets together with Definition 10 give the third one[
ı(φ), ı(ψ)
]
=
[
γkφ⊗ ek, γlψ ⊗ el
]
= γkφ ∧ ∇k(γlψ)⊗ el + γlψ ?
[
el, γ
kφ⊗ ek
]
= γkφ ∧ ∇k(γlψ)⊗ el + γlψ ? ı(∇lφ)− γlψ ∧ γkφ⊗∇ekel + γlψ ∧ γkφ?Rlk
= γkφ ∧ γl∇kψ ⊗ el + γlψ ? ı(∇lφ) +B(2)(R;φ, ψ)
= B(2)(R;φ, ψ) + γkφ? ı(∇kψ) + γlψ ? ı(∇lφ).
Theorem 25. For the fields o±(φ) we have[
o±(φ), o±(ψ)
]
= ± {φ, ψ} +B(2)(R;φ, ψ)± γkφ? o±(∇kψ)± γkψ ? o±(∇kφ) (3.9)
and [
o+(φ), o−(ψ)
]
= −B(2)(R;φ, ψ)− γkψ ? o+(∇kφ) + γkφ? o−(∇kψ) (3.10)
Proof. By Lemma 24 we get with [φ, ψ] = 0[
o±(φ), o±ε(ψ)
]
=
[
φ± ı(φ), ψ ± εı(ψ)]
= ± ε[φ, ı(ψ)] ± [ı(φ), ψ] + ε[ı(φ), ı(ψ)]
= ± 1+ε2 {φ, ψ}+ εB(2)(R;φ, ψ)± γkφ?
(∇kψ ± εı(∇kψ))
± εγkψ ? (∇kφ± ı(∇kφ))
= ± 1+ε2 {φ, ψ}+ εB(2)(R;φ, ψ)± γkφ? o±ε(∇kψ)± εγkψ ? o±(∇kφ),
which for ε ∈ {±1} proves the proposition.
If we restrict ourself to parallel spinors certain terms in (3.9) and (3.10) vanish and we get
Corollary 26. Let φ and ψ be parallel spinors on the manifold M , then the commutators in
Theorem 25 reduce to [
o±(φ), o±(ψ)
]
= ±{φ, ψ}+B(2)(R;φ, ψ)[
o+(φ), o−(ψ)
]
= −B(2)(R;φ, ψ) (3.11)
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The next step is to combine the even Killing fields and the odd fields defined above. First we
calculate the commutator for arbritrary vector fields and spinors before we restrict ourself to
Killing vector fields and parallel spinors.
Lemma 27. For all X+φ ∈ X(M)⊕ΓS we have with e(X) = X−(∇X)a and o±(φ) = φ±ı(φ)[
e(X), o±(φ)
]
= o±(e(X)φ) ± γkφ? (R(X, ek) +∇k(∇X)a)
∓ ((∇X)s(ek))φ⊗ ek (3.12)
Proof. With Proposition 9 and Lemma 24 we have[
e(X), o±(φ)
]
=
[
X − (∇X)a, φ± ı(φ)
]
=
[
e(X), φ
] ± [X, ı(φ)]∓ [(∇X)a, ı(φ)]
= e(X)φ± ı(∇Xφ) ± γkφ?R(X, ek)∓ γkφ⊗∇kX ∓ (∇X)aγkφ⊗ ek
∓ γkφ? [(∇X)a, ek]
= e(X)φ ± ı(∇Xφ) ∓ γk(∇X)aφ⊗ ek ± γkφ? (R(X, ek)∇k(∇X)a)
∓ (γkφ⊗∇kX + [(∇X)a, γk]φ⊗ ek)
= e(X)φ ± ı(e(X)φ) ± γkφ? (R(X, ek) +∇k(∇X)a)
∓ (γkφ⊗∇kX + [(∇X)a, γk]φ⊗ ek) .
We recall [A, v] = Av for all A ∈ so(V ) and v ∈ V considered as subsets of Cℓ(V ). So the
last term can be rewritten as
γkφ⊗∇kX +
[
(∇X)aγk
]
φ⊗ ek = γkφ⊗∇kX + gkn
(
(∇X)a(en)
)
φ⊗ ek
= gijg(∇kX, ei)γkφ⊗ ej + 12
(
gkjg(∇jX, ei)γiφ⊗ ek
− gkjg(ej ,∇iX)γiφ⊗ ek
)
= 12g
kjg(∇iX, ej)γiφ⊗ ek + 12gkjg(∇jX, ei)γiφ⊗ ek
= 12g
kj
(
g(∇iX, ej) + g(∇jX, ei)
)
γiφ⊗ ek
= gkj
(
(∇X)s(ej)
)
φ⊗ ek
which proves the statement.
Theorem 28. Let K0 be the set of Killing vector fields and K1 be the set of parallel spinors
on M . For X ∈ K0 and ϕ ∈ K1 we have[
e(X), o±(φ)
]
= o±(e(X)φ) (3.13)
and the result is in o±(K1).
Proof. The vanishing of the second and third summand in (3.12) follows from Lemma 16,
because X ∈ K0.
For the second part we have to show ∇Y (e(X)φ) = 0 for all vector fields Y and φ ∈ K1. The
proof needs the following fact which is a supplement to Lemma 16 and the key ingredient for
the proof of Lemma 16 part 16.
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Lemma 29. For all Killing vector fields X, vector fields Y and spinors ψ we have[∇X −∇X,∇Y ]ψ = ∇[X,Y ]0ψ . (3.14)
For a vector field Y we get
∇Y (e(X)φ) = −∇Y (
=0︷ ︸︸ ︷
∇Xφ−∇Xφ) =
=0︷ ︸︸ ︷
∇[X,Y ]0φ−(∇X −∇X)(
=0︷ ︸︸ ︷
∇Y φ) = 0. (3.15)
This shows that the commutator is an element in K1.
3.4 Further commutator identities
In this section we calculate commutators which connect spinors and vector fields with the
third order field B(2)(R; . , . ).
Proposition 30. The following relations hold for a Killing vector field X and parallel spinors
ϕ, ψ, η. [
e(X),B(2)(R;ϕ, ψ)
]
= B(2)(R; e(X)ϕ, ψ)) +B(2)(R; e(X)ψ, ϕ)) (3.16)[
o(ϕ),B(2)(R; η, ξ)
]
= B(3)(∇R;ϕ, η, ξ)−Rmjklγjϕ ∧ γkη ∧ γlξ ⊗∇m (3.17)
Lemma 31. For spinors ϕ, ξ and η we have the following commutators.[
ϕ,B(2)(R; η, ξ)
]
= γlη ?R({ϕ, ξ}, el) + γlξ ?R({ϕ, η}, el)
− γkη ∧ γlξ ⊗Rklϕ
(3.18)[
ı(ϕ),B(2)(R; η, ξ)
]
= B(3)(∇R;ϕ, η, ξ)−Rmjklγjϕ ∧ γkη ∧ γlξ ⊗∇m
+
(
γjϕ ∧ γk∇jη ∧ γlξ + γjϕ ∧ γkη ∧ γl∇jξ
)
?Rkl
− γmRklϕ ∧ γkη ∧ γlξ ⊗∇m
(3.19)
Proof. For ϕ, η, ξ ∈ ΓS we have[
ϕ,B(2)(R; η, ξ)
]
=
[
ϕ, γkη ∧ γlξ ?Rkl
]
= {ϕ, η}kγlξ ?Rkl − {ϕ, ξ}lγkη ?Rkl − γkη ∧ γlξ ⊗Rklϕ
= γmξ ?R({ϕ, η}, em) + γmη ?R({ϕ, ξ}, em)− γkη ∧ γlξ ⊗Rklϕ
and [
ı(ϕ),B(2)(R; η, ξ)
]
=
[
γmϕ⊗∇m, γkη ∧ γlξ ?Rkl
]
= γmϕ ∧ γkη ∧ γlξ ? (∇mR)kl + γmϕ ∧ γk∇mη ∧ γlξ ?Rkl
+ γmϕ ∧ γkη ∧ γl∇mξ ?Rkl − γkη ∧ γlξ ∧Rkl(γmϕ)⊗∇m
= γmϕ ∧ γkη ∧ γlξ ? (∇mR)kl + γmϕ ∧ γk∇mη ∧ γlξ ?Rkl
+ γmϕ ∧ γkη ∧ γl∇mξ ?Rkl − γkη ∧ γlξ ∧ γmRklϕ⊗∇m
− γkη ∧ γlξ ∧Rmnklγnϕ⊗∇m
which is the result if we recall Definition 10.
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Proof. [Proposition 30] We emphasize the following identity which is a consequence of (2.14)
and valid for a Killing vector field X and vector fields Y, Z.[∇X,R(Y, Z)] = (∇XR)(Y, Z) +R(∇YX,Z) +R(Y,∇ZX). (3.20)
The covariance of the expression B(2)(R;ϕ, ψ) yields[∇Z ,B(2)(R;ϕ, ψ)] = B(2)(∇ZR;ϕ, ψ) +B(2)(R;∇Zϕ, ψ) +B(2)(R;ϕ,∇Zψ)
These formulas yield[
e(X) ,B(2)(R;ϕ, ψ)
]
=
[∇X ,B(2)(R;ϕ, ψ)]− (∇X)γkϕ ∧ γlψ ?Rkl
− γkϕ ∧ (∇X)γlψ ?Rkl − γkϕ ∧ γlψ ? [∇X,Rkl]
= B(2)(∇XR;ϕ, ψ) +B(2)(R;∇Xϕ, ψ) +B(2)(R;ϕ,∇Xψ)
− [∇X, γk]ϕ ∧ γlψ ?Rkl − γk(∇X)ϕ ∧ γlψ ?Rkl
− γkϕ ∧ [∇X, γl]ψ ?Rkl − γkϕ ∧ γl(∇X)ψ ?Rkl
− γkϕ ∧ γlψ ? ((∇XR)kl +R(∇kX, el) +R(ek,∇lX))
= B(2)(R; e(X)ϕ, ψ) +B(2)(R;ϕ, e(X)ψ)
because [∇X, γl]ψ ?Rkl = (∇lX)mγmψ ?Rkl = −γmψ ?R(ek,∇mX).
If we restrict ourself to parallel spinors ϕ, ξ and η the identities (3.18) and (3.19) yield (3.17),
if we recall (2.14) and notice Rklϕ = 0 which makes (3.18) vanish.
As a consequence of the Bianchi identities∇[jRkl] = Rm[jkl] = 0 we get the following corollary.
Corollary 32. For a parallel spinor ϕ the commutator
[
o(ϕ),B(2)(R;ϕ, ϕ)
]
vanishes.
Next we turn to the commutators between two third order terms. An easy calculation which
makes use of R(X,Y )φ = 0 for a parallel spinor yields
Proposition 33. For parallel spinors ϕ, ψ, ξ, η we have[
B(2)(R;ϕ, ψ),B(2)(R; ξ, η)
]
= B(4)(R˜;ϕ, ψ, ξ, η) (3.21)
with
R˜(X,Y, U, V ) = [R(X,Y ), R(U, V )]−R(R(X,Y )U, V )−R(U,R(X,Y )V )
+R(R(U, V )X,Y ) +R(X,R(U, V )Y )
(3.22)
or R˜klmn =
[
Rkl, Rmn
] − 2Rklp[mRn]p + 2Rmnp[kRl]p.
Remark 34. The symmetries of R˜ do not force expression (3.21) to vanish - neither in general
nor in the case of two or three equal entries. The case of four equal entries is obvious not
only by representation theoretic considerations but it is clear from the skew symmetry of the
bracket.
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3.5 A first example
In the above calculations of the commutators we always emphasized the case when the entries
are parallel spinors. This is due to the fact that in Theorem 25 we have terms which depend
on the covariant derivatives of the spinorial entries. But going back to the Definition 21 we
see that these terms are not allowed to enter into the center Z. So it is natural to consider
the following subsets of X(M) and ΓS.
K0 = {Killing vector fields on M} K1 = {Parallel spinors on M} (3.23)
When we are going to dicuss supersymmetric Killing structures on (pseudo) Riemannian
manifolds of this particular kind we are mainly left at the investigation of higher order fields
contained in the center Z.. Nevertheless we also have to make sure that the manifolds with
which we deal admit these certain kind of vector fields and in particular the special kind of
spinors to get non-trivial algebras.
For example, the set K0 is empty when we consider a compact simply connected Riemannian
manifold with nonempty K1. This is due to the fact that the presence of a parallel spinor forces
the manifold to be Ricci-flat which can be seen by contracting the necessary condition Rklϕ =
0 for the parallel spinor by γk and using the Bianchi identity (see [5]). That K0 is empty in
this case follows from the integral formula (see [26])
∫
M
Ric(X,X)+ tr(∇X)2− (tr∇X)2 = 0
with Ric = 0. This formula forces the non trivial vector field X to be parallel which splits
one factor S1. This is the contradiction to the simply connectness. So we see that simply
connected Riemannian examples with nontrivial K0 and K1 will always be non compact.
Our definition of the supersymmetric Killing structure and the definition of the Killing fields
are strongly motivated by the flat case so that this turns out to be our first example:
We consider the flat space RD with metric of signature σ such that supersymmetry is possible,
see Theorems 58 and 61. In flat space the curvature vanishes and so do all third order
terms which arise by calculating the commutator of two odd fields. The parallel spinors
in the flat case are the constant spinors and the Killing vector fields are represented by
infinitesimal rotations and infinitesimal translations. In this first example we recover the
classical supersymmetry algebra from (2.1).
4 SSKS on manifolds of special holonomy
4.1 Ka¨hler manifolds
The manifolds we will investigate in this section are manifolds with Holonomy SU(n). By this
we mean simply connected irreducible manifolds of dimension D whose restricted holonomy
group is SU(n) ⊂ GLDR. We recall that a Riemannian manifold which admits a parallel
spinor is Ricci flat. Furthermore its holonomy group is one of the list in the next proposition
which is due to [22] and [37].
Proposition 35. Let M be a complete, simply connected, irreducible, non flat Riemannian
manifold. If M admits a parallel spinor, then its dimension D, its holonomy G, and the num-
ber N of linearly independent complex spinors is given by either (D = 2n,G = SU(n), N = 2),
(D = 4m,G = Sp(m), N = m+ 1), (D = 8, Spin(7), N = 1) or (D = 7, G = G2, N = 1).
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From [20] or [29] the fact, that a manifold has holonomy SU(n) if there exists exactly two
parallel spinors, can reformulated as follows: M has holonomy SU(n) if there exists a parallel
pure spinor and a spinor η is called pure if the kernel of the map
TM ⊗C ∋ v 7→ ρ(v)η = 0 (4.1)
has maximal complex dimension n. We choose a local ON-basis {ei} of TM and the associated
complex basis {ek := 12 (ek − iek+n), ek¯ := 12 (ek + iek+n)} in such a way that the γ-matrices1
obey
γ ı¯η = 0. (4.2)
Due to the symmetries of the charge conjugation we have (γ ı¯η)C ∼ γiηC up to a sign so that
(4.2) is equivalent to
γiηC = 0. (4.3)
So we always have pairs of pure spinors related by the charge conjugation, and because the
charge conjugation is parallel, either both are parallel or none. We draw attention to the fact
that in the case D = 0 mod 4 the two are of the same chirality whereas in the case D = 2
mod 4 they are of opposite chirality.
We recall the standard embedding su(n) ⊂ so(2n) by
su(n) ∋ R˜i¯ ≃
(
R1 R2
−R2 R1
)
= Rij ∈ so(2n) (4.4)
with R˜ = R1 + iR2, i.e. Ri¯ = Rij + iRi,j+n = R¯ı¯j
Remark 36. We recall some identities used for calculations in complex coordinates.
The Bianchi identities Rm[ijk] = 0 and ∇[iRjk] = 0 are written as
Rm[ij]n¯ = R
m¯
[ı¯¯]n = 0 and ∇[iRj]m¯ = ∇[ı¯R¯]m = 0. (4.5)
Useful γ-matrix identities are[
γi¯, γn
]
= −2g¯nγi , [γi¯, γn¯] = 2gin¯γ ¯ ,[
γop¯, γi¯
]
= 2g¯oγip¯ − 2gip¯γo¯. (4.6)
Lemma 37. 1. For all (complex) spinors η, ξ we have
B(2)(R; η, ξ) = 2
(
γiη ∧ γ ¯ξ ?Ri¯ + γ ı¯η ∧ γjξ ?Rı¯j
)
. (4.7)
2. A pure spinor η satisfies B(2)(R; η, η) = 0.
Proof. With the definition of the complex γ-matrices we have
γiη ∧ γ ¯ξ ?Ri¯ = 1
4
(γi + iγi+n)η ∧ (γj − iγj+n)ξ ? (Rij + iRi,j+n)
=
1
4
γiη ∧ γjξ ?Rij + i
4
(
γiη ∧ γjξ ?Ri,j+n + γi+nη ∧ γj+nξ ?Ri,j+n
+ γi+nη ∧ γjξ ?Rij − γiη ∧ γj+nξ ?Rij
)
1For the γ-matrices associated to the hermitian basis we have {γ ı¯, γj} = −2gı¯j , {γ ı¯, γ ¯} = {γi, γj} = 0
and (γ ¯)† = −γi
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and
γ ı¯η ∧ γjξ ?Rı¯j = 1
4
γiη ∧ γjξ ?Rij − i
4
(
γiη ∧ γjξ ?Ri,j+n
+ γi+nη ∧ γj+nξ ?Ri,j+n + γi+nη ∧ γjξ ?Rij − γiη ∧ γj+nξ ?Rij
)
which proves the first part. The second part is a consequence of (4.2) and (4.3).
Real SSKS in the SU(n) case
We turn to the investigation of real supersymmetric Killing structures and distinguish three
cases
1. The real case: D ≡ 0 mod 8
We are in the case where the charge conjugation is chirality preserving. All γ-matrices are
chosen to be symmetric (resp. skew-symmetric). So we have
γ ı¯η = γiηC = 0
for the pure spinors η and ηC = Cη∗. Let η1, η2 be the two parallel real spinors on M of the
same chirality given by
η1 =
1
2
(η + ηC) and η2 =
1
2i
(η − ηC). (4.8)
In fact, the pure spinor can not be real, i.e. η 6= ηC , otherwise its kernel would be the whole
space. With this notation the third order terms in the commutator of the generators of
K1 = span
R
{η1, η2} are given by
B(2)(R; η1, η1) =
1
4
B(2)(R; η, η) +
1
4
B(2)(R; ηC , ηC) +
1
2
B(2)(R; η, ηC)
B(2)(R; η2, η2) = −1
4
B(2)(R; η, η)− 1
4
B(2)(R; ηC , ηC) +
1
2
B(2)(R; η, ηC)
B(2)(R; η1, η2) =
1
4i
B(2)(R; η, η)− 1
4i
B(2)(R; ηC , ηC)
(4.9)
which with part (2) of Lemma 37 leads to
B(2)(R; η1, η2) = 0
B(2)(R; η1, η1) = B
(2)(R; η2, η2) =
1
2
B(2)(R; η, ηC).
(4.10)
2. The complex case: D = 2 mod 8
The pure parallel spinor in S+ is denoted by η+ = (ξ, 0) and we know that its charge
conjugated is given by η− = τ(η+) ∈ S−. The definition of the real spinor bundle as
S = {(ξ, τ(ξ)) | ξ ∈ S+} ⊂ S+ ⊕ S− gives two real parallel spinors
η1 =
1
2
(η+ + η−) and η2 =
1
2i
(η+ − η−), (4.11)
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because τ(iη+) = −iτ(η+) = −iη−. The same calculation as above shows that for these
spinors we have
B(2)(R; η1, η2) = 0
B(2)(R; η1, η1) = B
(2)(R; η2, η2) =
1
2
B(2)(R; η+, η−).
(4.12)
3. The quaternionic case: D = 4 mod 8
The construction in this case differs from the one in the two cases before. We recall that the
real spinor bundle is given by
S = {Φ = (ϕ1, ϕ2)|τ(Φ) = Φ⇔ ϕIC = ΩIJϕJ}.
The pure (complex) spinor is denoted by η and its (linear independent) charge conjugated by
ηC like above. We define a real basis by
Φ1 =
1
2
(
η
ηC
)
, Φ2 =
1
2
(
ηC
−η
)
, Φ3 =
1
2
(
iη
−iηC
)
, Φ4 =
1
2
(
iηC
iη
)
. (4.13)
Furthermore we define the following elements which turn out to be well adapted to our
problem, see (1.13):
η1 =
1
2
(Φ1 − iΦ3) = 1
2
(
η
0
)
, η1¯ =
1
2
(Φ1 + iΦ3) =
1
2
(
0
ηC
)
,
η2 =
1
2
(Φ2 − iΦ4) = 1
2
(
ηC
0
)
, η2¯ =
1
2
(Φ2 + iΦ4) =
1
2
(
0
−η
)
.
(4.14)
They do not form a real basis, but obey τ(ηα) = ηα¯.
Lemma 38. The evaluation of B(2)(R; . , . ) on pairs of elements in {η1, η1¯, η2, η2¯} is given
by:
B(2)(R; η1, η1) = B
(2)(R; η1¯, η1¯) = B
(2)(R; η2, η2)
= B(2)(R; η2¯, η2¯) = B
(2)(R; η1, η2¯) = B
(2)(R; η1¯, η2) = 0
B(2)(R; η1, η1¯) =
1
2
(
γkη
0
)
∧
(
0
γ l¯ηC
)
?Rkl¯
B(2)(R; η2, η2¯) = −
1
2
(
0
γkη
)
∧
(
γ l¯ηC
0
)
?Rkl¯
B(2)(R; η1, η2) =
1
2
(
γkη
0
)
∧
(
γ l¯ηC
0
)
?Rkl¯
B(2)(R; η1¯, η2¯) = −
1
2
(
0
γkη
)
∧
(
0
γ l¯ηC
)
?Rkl¯
(4.15)
Proof. We will not prove all of the statements, but for example
B(2)(R; η1, η1) =
(
γkη
0
)
∧
=0︷ ︸︸ ︷(
γ l¯η
0
)
?Rkl¯ = 0 ,
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B(2)(R; η1, η2¯) =
1
2
(
γkη
0
)
∧
=0︷ ︸︸ ︷(
0
−γ l¯η
)
?Rkl¯ +
1
2
=0︷ ︸︸ ︷(
γk¯η
0
)
∧
(
0
−γlη
)
?Rk¯l = 0 ,
and one non vanishing bracket
B(2)(R; η1, η1¯) =
1
2
(
γkη
0
)
∧
(
0
γ l¯ηC
)
?Rkl¯ +
1
2
=0︷ ︸︸ ︷(
γ l¯η
0
)
∧
=0︷ ︸︸ ︷(
0
γkηC
)
?Rl¯k
=
1
2
(
γkη
0
)
∧
(
0
γ l¯ηC
)
?Rkl¯ .
The previous lemma yields
B(2)(R; Φ,Ψ) = (az¯ + a¯z)B(2)(R; η1, η1¯) + (b¯w + bw¯)B
(2)(R; η2, η2¯)
+ (aw + bz)B(2)(R; η1, η2) + (a¯w¯ + b¯z¯)B
(2)(R; η1¯, η2¯)
(4.16)
for two real parallel spinors Φ = aη1 + a¯η1¯ + bη2 + b¯η2¯ and Ψ = zη1 + z¯η1¯ + wη2 + w¯η2¯. For
the sake of completeness we add the result for the real basis.
Remark 39.
B(2)(R; Φ1,Φ1) = B
(2)(R; Φ3,Φ3) = B
(2)(R; η1, η1¯)
B(2)(R; Φ2,Φ2) = B
(2)(R; Φ4,Φ4) = B
(2)(R; η2, η2¯)
B(2)(R; Φ1,Φ3) = B
(2)(R; Φ2,Φ4) = 0
B(2)(R; Φ1,Φ2) = −B(2)(R; Φ3,Φ4) = B(2)(R; η1, η2) +B(2)(R; η1¯, η2¯)
B(2)(R; Φ1,Φ4) = B
(2)(R; Φ3,Φ2) = i
(
B(2)(R; η1, η2)−B(2)(R; η1¯, η2¯)
)
Definition 40. Let M be a simply connected, Ricci flat, non flat Ka¨hler manifold with real
spinor bundle S. Its two (complex) parallel pure spinors are given by η and ηC . The third
order even fields which appear in the construction above will be denoted by
Z := B(2)(R; η, ηC) (4.17)
in the real and complex case, and by
Z1 := B(2)(R; η1, η1¯)
Z2 := B(2)(R; η2, η2¯)
Z3 := B(2)(R; η1, η2) +B(2)(R; η1¯, η2¯)
Z4 := i(B(2)(R; η1, η2)−B(2)(R; η1¯, η2¯))
(4.18)
in the quaternionic case. Furthermore in both cases we define Z to be the respective linear
span, i.e.
Z := RZ or Z := span
R
{Z1, . . . ,Z4} (4.19)
26
Preprint Supersymmetric Killing Structures
and in the quaternionic case the two subspaces of Z given by
Z1 := RZ1, Z2 := RZ2 (4.20)
Theorem 41. (1) Let M be a simply connected, Ricci flat, non flat Ka¨hler manifold of real
(dimM = 0 mod 8) or complex (dimM = 2 mod 8) type, S be the real spinor bundle and
Mˆ be the associated special graded manifold. Denote its parallel pure (complex) spinors by η
and ηC . Furthermore let
K0 = {Killing vector fields} ⊂ X(M)
K1 = {parallel spinors} ⊂ ΓS
and consider the maps
X(M)
e−→ X(Mˆ)0 and ΓS o−→ X(Mˆ)1 .
The set Z is defined in Definition 40. Then
e(K0)⊕ Z⊕ o(K1) (4.21)
is a finite supersymmetric Killing structure on Mˆ with the following brackets
[e(K0), e(K0)] ⊂ e(K0) [o(K1), o(K1)] ⊂ e(K0)⊕ Z
[e(K0),Z] ⊂ Z [e(K0), o(K1)] ⊂ o(K1)
[o(K1),Z] = [Z,Z] = 0
(2) Let M be as in part 1, but of quaternionic type (dimM = 4 mod 8). Define K1,k ⊂ ΓS
by
K1,1 = span
R
{Φ1,Φ3}
K1,2 = span
R
{Φ2,Φ4}
and consider Z1 and Z2 from Definition 40. Then
e(K0)⊕ Zk ⊕ o(K1,k) (4.22)
is a finite supersymmetric Killing structure on Mˆ for k = 1, 2 and the brackets are the same
as in the previous case with the obvious replacements.
Proof. We consider first the real respective complex case and note that we only have to show
the commutator relations with one entry being Z = B(2)(R; η, ηC). For a Killing vector field
X we get from (3.16)
[e(X),Z] = B(2)(R; e(X)η, ηC) +B(2)(R; η, e(X)ηC) .
We know that the fields e(X)η and e(X)ηC are parallel for a Killing vector field X which is
enough for the proof. But we have more informations: we area able to write the resulting
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spinors as a linear combination of η and ηC . In fact, for a Killing vector field X we have the
properties
e(X)η = zη , e(X)ηC = z¯ηC (4.23)
for z ∈ C because γk¯e(X)η = [∇X, γk¯]η = (∇iX)¯[γi¯, γk¯]η = 2gik¯(∇iX)¯γ ¯η = 0. This
yields the explicit form
[e(X),Z] = B(2)(R; e(X)η, ηC) +B(2)(R; η, e(X)ηC)
= (z + z¯)B(2)(R; η, ηC)
(4.24)
The next step is the bracket with an element in o(K0). Because of the linearity, we can restrict
to the images of η1 and η2.
Recalling (4.12) and Corollary 32 yields[
o(η1),Z
]
=
[
o(η1),B
(2)(R; η1, η1)
]
= 0. (4.25)
The argument is the same for η2.
For the proof of the quaternionic case as stated we have nothing to change but the notation.
Complex SSKS in the SU(n) case
In the case of complex special graded manifolds we do not have to take care about the doubling
of the spinor bundle in dimension four modulo eight so that we end up at
Theorem 42. Let M be a simply connected, Ricci flat, non flat Ka¨hler manifold of dimension
0, 2, or 4 mod 8, S be the complex spinor bundle and Mˆ be the associated complex special
graded manifold. Denote its parallel pure spinors by η and ηC . Furthermore let
K0 = {complexified Killing vector fields} ⊂ XC(M)
K1 = {parallel spinors} ⊂ ΓS
and consider the maps
X(M)
e−→ X(Mˆ)0 and ΓS o−→ X(Mˆ)1
The center is defined by Z = C · Z with (4.17). Then
e(K0)⊕ Z⊕ o(K1) (4.26)
is a finite supersymmetric Killing structure on Mˆ , with the same brackets as in Theorem 41
part 1.
Proof. The poof is the same as for Theorem 41.
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Ka¨hler 4-folds
Taking into account the classification of [37] we prove the following theorem.
Theorem 43. Let M be a simply connected four dimensional Riemannian manifold with
complex spinor bundle S. Furthermore let K0 be the space of (complexified) Killing vector
fields on M , K1 = {ϕ ∈ ΓS; ∇ϕ = 0} and e, o like before. We have to distinguish three cases
• dimK1 = 0 and (K, e, o) is an even supersymmetric Killing structure (there are no odd
generators).
• dimK1 > 0 and K1 ⊂ ΓS+ [or ΓS−]. In this case M is a Ricci flat, non flat, half
conformally flat Ka¨hler manifold and (K, e, o) gives rise to a supersymmetric Killing
structure of odd dimension two where the central part of the complex SSKS from Theorem
42 vanishes whereas the central parts of the two real SSKS from Theorem 41.2 do not.
In the second case the central parts coincide.
• dimK1 > 0 and K1 ∩ ΓS± 6= ∅. Then M is flat and K1 = S.
Proof. The first statement is clear. Suppose that M has one parallel spinor of negative
chirality, say. The curvature of a four dimensional Riemannian manifold decomposes in the
Weyl curvature and the (in our case vanishing) Ricci- and scalar curvature part. From the
fact that the Ricci curvature and the scalar curvature vanish we are left with the following
relation between the Weyl curvature W of a Riemannian manifold and a parallel spinor φ:
Wklφ = 0.
An algebraic computation shows that a parallel spinor φ ∈ ΓS± leads to W± = 0, see [5,
Thm 1.13].
The assumption that M is non-flat implies that all parallel spinors on M are of the same
chirality, e.g. of negative chirality, so that the curvature is anti self dual. Since the curvature
restricted to the bundle S− is zero, and M is simply connected we get that S− is trivial.
Furthermore we know from the classification of manifolds with parallel spinors that in the
non-flat case the existence of a parallel spinor yields dimK1 = 2. This is the first part of the
second statement.
ForM admitting one parallel spinor of each chirality, the above yieldsW = 0. So the manifold
is flat which is the third statement.
We turn back to the second statement and assume the manifold to be anti self dual, i.e. the
curvature obeys
Rkl = R
−
kl =
1
2
(Rkl − 1
2
εklijR
ij) .
We show that the center vanishes by using an explicit realization of the gamma matrices with
respect to which the parallel spinors are given by e2 and e4, see Appendix 3.
B(2)(R;φ, ψ) = γkφ ∧ γlψRkl
=
(
γ1φ ∧ γ2ψ − γ2φ ∧ γ1ψ − γ3φ ∧ γ4ψ + γ4φ ∧ γ3ψ)R12
+
(
γ1φ ∧ γ3ψ − γ3φ ∧ γ1ψ + γ2φ ∧ γ4ψ − γ4φ ∧ γ2ψ)R13
+
(
γ1φ ∧ γ4ψ − γ4φ ∧ γ1ψ − γ2φ ∧ γ3ψ + γ3φ ∧ γ2ψ)R14,
(4.27)
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which reduces for ψ = φ to
B(2)(R;φ, ψ) = γkφ ∧ γlψRkl
= 2
(
γ1φ ∧ γ2φ− γ3φ ∧ γ4φ)R12 + 2 (γ1φ ∧ γ3φ+ γ2φ ∧ γ4φ)R13
+ 2
(
γ1φ ∧ γ4φ− γ2φ ∧ γ3φ)R14. (4.28)
This expression vanishes for all combinations of parallel spinors. This is easily computed in
our choice of gamma matrices.
The anti-chiral constant spinors e2 and e4 give a basis for SC. This choice of basis also fulfills
eC2 = −e4, eC4 = e2 (4.29)
and e2 is pure
1. Consequently the terms with equal entries vanish by Lemma 37 and we are
left with the mixed term.
For the real SSKS we choose the basis like in (4.13). Then the term with different entries
vanishes because of Corollary 39. In this case we are left with the two terms with entries
(e2, 0), (0,−e4) and (e4, 0), (0, e2) for the two SSKS given by K1,k respective.
First we consider the complex SSKS and calculate B(2)(R; e2, e4).(
γ1e2 ∧ γ2e4 − γ2e2 ∧ γ1e4 − γ3e2 ∧ γ4e4 + γ4e2 ∧ γ3e4
)
R12
+
(
γ1e2 ∧ γ3e4 − γ3e2 ∧ γ1e4 + γ2e2 ∧ γ4e4 − γ4e2 ∧ γ2e4
)
R13
+
(
γ1e2 ∧ γ4e4 − γ4e2 ∧ γ1e4 − γ2e2 ∧ γ3e4 + γ3e2 ∧ γ2e4
)
R14
=
(− e1 ∧ (−e1)− e3 ∧ (−e3)− ie1 ∧ ie1 + ie3 ∧ (−ie3))R12
+
(− e1 ∧ (−ie3)− ie1 ∧ (−e3) + e3 ∧ ie1 − ie3 ∧ (−e1))R13
+
(− e1 ∧ ie1 − ie3 ∧ (−e3)− e3 ∧ (−ie3) + ie1 ∧ (−e1))R14 (4.30)
= 0 (4.31)
Next we look at the real SSKS and the only two third order terms we have to calculate are
B(2)(R; (e2, 0), (0,−e4)) and B(2)(R; (e4, 0), (0, e2)). The first one is(
γ1
(
e2
0
) ∧ γ2( 0−e4)− γ2(e20 ) ∧ γ1( 0−e4)− γ3(e20 ) ∧ γ4( 0−e4)
+ γ4
(
e2
0
) ∧ γ3( 0−e4))R12 + (γ1(e20 ) ∧ γ3( 0−e4)− γ3(e20 ) ∧ γ1( 0−e4)
+ γ2
(
e2
0
) ∧ γ4(e40 )− γ4(e20 ) ∧ γ2( 0−e4))R13 + (γ1(e20 ) ∧ γ4( 0−e4)
− γ4(e20 ) ∧ γ1( 0−e4)− γ2(e20 ) ∧ γ3( 0−e4)+ γ3(e20 ) ∧ γ2( 0−e4))R14
=
(
− (e10 ) ∧ ( 0e1)− (e30 ) ∧ ( 0e3)+ (ie10 ) ∧ ( 0ie1)+ (ie30 ) ∧ ( 0ie3))R12
+
(
− (e10 ) ∧ ( 0ie3)− (ie10 ) ∧ ( 0e3)− (e30 ) ∧ ( 0ie1)− (ie30 ) ∧ ( 0e1))R13
+
((
e1
0
) ∧ ( 0
ie1
)− (ie30 ) ∧ ( 0e3)− (e30 ) ∧ ( 0ie3)+ (ie10 ) ∧ ( 0e1))R14
1 In our explicit description the kernel is given by γ1 − iγ3 and γ2 + iγ4
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=− 2
(((
e1
0
) ∧ ( 0
e1
)
+
(
e3
0
) ∧ ( 0
e3
))
R12 − i
((
e1
0
) ∧ ( 0
e3
)
+
(
e3
0
) ∧ ( 0
e1
))
R13
+ i
((
e1
0
) ∧ ( 0
e1
)− (e30 ) ∧ ( 0e3))R14)
and a similar calculation shows that the second term gives the same value.
Remark 44. The last proposition reflects a special property of dimension four. In this
dimension we are able to choose the ON-basis of the base manifold in such a way that
γk¯η = γkηC = 0. But moreover we are able to choose γiη = ǫi¯γ
¯ηC which induces the
symmetry between the centers of the real supersymmetric Killing structures.
4.2 Spin(7) and G2 manifolds
Recalling once more the classification result by Wang, an eight dimensional Riemannian
manifold of holonomy Spin(7) has exactly one parallel spinor. This yields that the SSKS for
Spin(7) manifolds has an one dimensional center if we define K, e and o as before.
Although a seven dimensional Riemannian manifold of holonomy G2 has exactly one parallel
spinor as well, we can not state such a result because of Remark 4. Nevertheless, we will turn
back to G2 when we discuss Brinkmann spaces next.
4.3 Brinkmann spaces with finite SSKS
PP-waves
We will start this section on Brinkmann spaces by investigating pp-waves. They form a special
class of Brinkmann spaces. The importance of pp-waves in physics, and there in particular
in the analysis of supergravity models, grew very fast in the last two years. This is due to
the fact that these manifolds have a large number of Killing spinors. This is the reason why
they yield so much profit: they preserve much of the supersymmetries of the gravity model
(see e.g. [7], [6], [11], [30], or [18]).
To fix notation we assume the manifold to be of dimension D = n+2. A Brinkmann space is
a Lorentzian manifold with a light like parallel vector field. This forces the holonomy to be
contained in so(n)⋉Rn, because the holonomy representation has to possess a singlet which
excludes the types I and III in the classification of [4] (the part of the holonomy denoted by
A has to vanish).
In contrast to the Riemannian case the existence of the parallel light-like vector field does not
lead to a decomposition of the space, although the holonomy is reduced (see for example the
discussion in [9] and references therein).
The pp-waves are those Brinkmann spaces with parallel spinors and nontrivial abelian holon-
omy group. The existence of a parallel spinor reduces the holonomy to a subalgebra g⋉Rn,
where g ⊂ spin(n) annihilates at least one spinor. In [17] it is shown that in low dimensions
(D ≤ 5) every Brinkmann space which admits a parallel spinor is a pp-wave, i.e g = 0. In [12]
several pseudo Riemannian metrics in dimension up to eleven are constructed. Of particular
interest therein is the eleven dimensional Brinkmann space which admits exactly one parallel
null spinor. The space in this case has holonomy (spin(7)⋉R8)×R.
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A D-dimensional pp-wave is locally given by a metric of the form
g = 2dx−dx+ +
n∑
i,k=1
hik(x
−)xkdxidx− +H(x−, xi)(dx−)2 +
n∑
i=1
(dxi)2 (4.32)
With respect to the local basis e+ = dx+ + 12Hdx
− + 12
∑n
i=1 hidx
i, e− = dx−, ek = dxk the
metric is written g = 2e−e+ +
∑n
i=1 e
iei and the nonzero connection coefficients are
ω−j =
1
2
(∂jH − ∂−hj)dx− − 1
2
∂[ihj]dx
i , ωij = −1
2
∂[ihj]dx
−. (4.33)
The surviving curvature and Ricci terms are
R−i =
(1
4
n∑
j=1
∂[ihj]∂[jhk] − 1
2
∂−∂{ihk} +
1
2
∂i∂kH
)
dxk ∧ dx− (4.34)
Ric−− =
1
2
∆H − 1
2
∂−div h+
1
4
tr
[
(gradh)2
]− 1
4
tr
[
(gradh)T (gradh)
]
(4.35)
with gradh =
(
∂jhk
)
jk
. The holonomy is explicitly given by span{γkγ−}1≤k≤n. The kernel
of the holonomy algebra as a subalgebra of spin(1, D−1) acting on the spinors is of dimension
d = 2[
D
2 ]−1 such that a pp-wave has exactly this amount of parallel spinors. This is seen as
follows. First we note that the kernel of the holonomy is equal to the kernel of γ−. Then we
have (γ−)2 = (γ+)2 = 0, i.e. the minimal polyomial of the two matrices is x2 which forces the
kernels to be of dimension at least d. Furthermore we have 12 (γ
++γ−)2 = 12 (γ
+γ−+γ−γ+) =
−1 which gives dimension zero for the intersection of the kernels, so that their dimension is
at most d.
For the special class of metrics with h = 0 the Killing vector fields of this metric are given by
X+ = ∂+ , X− = ∂−
Y = f(x−)∂k + g(x−)xk∂+ , Zkl = xk∂l − xl∂k
with ∇X+ = 0, (∇X−)AB = δk[AδB]−∂kH and (∇Y )AB = 2δ−[AδB]kf ′ if f ′ = −g, f∂kH =
2xkf
′′ and (∇Zkl)AB = 2δk[AδB]l if xk∂lH − xl∂kH = 0.
A further specialization toH =
∑n
i=1Aijx
ixj with Aij = −δijλ2i yields the celebrated solution
Yk = sin(λkx
−)∂k − λkxk cos(λkx−)∂+,
Yk∗ = cos(λkx
−)∂k + λkxk sin(λkx−)∂+
with non vanishing commutators
[Yk, Yl∗ ] = 2δklλkX+, [X−, Yk] = λkYk∗ , [X−, Yk∗ ] = −λkYk .
The rotational Killing vector fields are related to those rotations leaving the matrix Aij
invariant. This invariance is only possible nontrivially in the diagonal case and if some of
the λi coincide. For A = diag
(
λ11n1 , . . . , λr1nr
)
the full rotation algebra breaks down to
so(n1)⊕ · · · ⊕ so(nr).
A consequence of the above discussion is the next proposition
32
Preprint Supersymmetric Killing Structures
Proposition 45. For two parallel spinors η and ξ on the pp-wave M the commutator
[o(η), o(ξ)] is at most of order 2.
Proof. We have to show that B(2)(R; η, ξ) vanishes. Therefore, we write this term in the
above coordinates and get
B(2)(R; η, ξ) = γAη ∧ γBξ ?RAB = γkη ∧ γ−ξ︸︷︷︸
=0
?Rk− + γ−η︸︷︷︸
=0
∧γkξ ?R−k = 0 . (4.36)
This gives the following statement for the supersymmetric Killing structure.
Corollary 46. The supersymmetric Killing structure on a pp-wave M is given by
e(K0)⊕ o(K1) (4.37)
where K0 is the space of complexified Killing vector fields and K1 the space of parallel spinors
on M .
Remark 47. Although pp-waves have a large number of odd Killing fields, Corollary 46 shows
that the SSKS in this case is the same as in the flat case, i.e. the usual supersymmetry algebra.
General Brinkmann spaces
If we turn back to more general Brinkmann spaces which admit a parallel spinor we are
lead to holonomy g ⋉ Rn ⊂ spin(n) × Rn ⊂ spin(1, n + 1). The number of spinors which
are mapped to zero by this algebra is half the number of the spinors mapped to zero by
g ⊂ spin(1, n + 1). Obviously, we have ker(g ⋉Rn) = ker(g) ∩ ker(Rn) and we show by an
explicit discription of the γ-matrices that only one half of the kernel of g ⊂ span{γij} is
preserved by Rn = span{γiγ−}.
Consider the so(n) γ-matrices σk with {σk, σl} = −2gkl for 1 ≤ k ≤ n, from which we
construct the so(1, D − 1) γ-matrices γA for 0 ≤ A ≤ n+ 1 = D − 1.
γj =
( −iσj
iσj 0
)
for 1 ≤ j ≤ n, γn+1 =
(
i1
i1
)
γ0 =

(
−iσˆ
iσˆ
)
, σˆ = (−)n4 σ1 · · ·σn for n even(
−1
1
)
for n odd
(4.38)
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Furthermore we define the light cone matrices
γ+ =
1√
2
(γn+1 + γ0) =

i√
2
(
1− σˆ
1+ σˆ
)
for n even
1√
2
(
−1 i1
i1 1
)
for n odd
γ− =
1√
2
(γn+1 − γ0) =

i√
2
(
1+ σˆ
1− σˆ
)
for n even
1√
2
(
1 i1
i1 −1
)
for n odd
(4.39)
and in particular we have
γij =
(
σij
σij
)
γj− =

1√
2
(
σj(1− σˆ)
−σj(1+ σˆ)
)
for n even
1√
2
(
σj iσj
iσj σj
)
for n odd
(4.40)
The D-spinors are constructed from the n-spinors by
SD = Sn ⊗ S2 = Sn ⊕ Sn n even= (S+n ⊕ S−n )⊕ (S+n ⊕ S−n ), (4.41)
(see e.g. [24]). With this decomposition and recalling that 1± σˆ is two times the projection
on S±n ⊂ Sn we get the following kernels for γ±:
kerγ− =
(
S+n ⊕ {0}
)⊕ ({0} ⊕ S−n )
kerγ+ =
({0} ⊕ S−n )⊕ (S+n ⊕ {0}) for n even
and
kerγ− = {(φ,−iφ) ∈ Sn ⊕ Sn}
kerγ+ = {(φ, iφ) ∈ Sn ⊕ Sn} for n odd
This explicit discription of the kernel of γ− shows that only one half of the kernel of g ⊂
spin(1, n+1) is annihilated. Because of (4.41) the latter is two times the kernel of g ⊂ spin(n)
and the null space of the holonomy algebra is isomorphic to one of them.
Recalling the supersymmetric Killing structure for manifolds with holonomy SU(n) or Spin(7)
from Sections 4.1 and 4.2 and for pp waves from Corollary 46 we get the following result for
more general Brinkmann spaces.
Theorem 48. For all D-dimensional Brinkmann spaces with holonomy from the list in Table
1 the finite supersymmetric Killing structure is given by
K0 ⊕ Z⊕K1.
The central part is determined by the part Rg of the curvature coming from g ⊂ spin(n) ⊂
spin(1, D − 1) to
B(2)(Rg; η, ξ).
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Table 1: Brinkmann spaces with finite SSKS
D hol Type
2m+ 1 su(m)⋉Rn II
10 spin(7)⋉R8 II
9 g2 ⋉R
7 II
n+ 2 Rn II
11 (spin(7)⋉R8)×R IV
10 (g2 ⋉R
7)×R IV
5 The central part of the SSKS
Up to now the supersymmetric Killing structures we discussed were finite — in particular
they were spanned by one element. As we saw in Section 3.4 we can not expect finiteness
in general. Therefore, we will come back to the investigation of the central part Z of the
supersymmetric Killing structure in this section and we will show that although the center
is not finite it has a uniform shape. More precisely, it turns out that there are at most two
types of elements occurring in the central part. These two types of elements depend, just
as demanded, multilinearly on the spinorial entries and, furthermore, they depend on the
curvature. We stress that there is no need to distinguish between real and complex SSKS
with respect to the general structure of the center. Therefore we will not explicitly mention
if the vector fields on the reduced manifold have to be taken complexified.
Recalling the results of Section 3.4 will help us to describe the central part Z of the su-
persymmetric Killing structure in general. In the section mentioned above we calculated
the commutators between even and odd Killing fields and a third order term as well as the
commutator between two third order terms. The results were[
e(X),B(2)(R;ϕ, ψ)
]
= B(2)(R; e(X)ϕ, ψ)) +B(2)(R; e(X)ψ, ϕ)) (3.16)[
o(ϕ),B(2)(R; η, ξ)
]
= B(3)(∇R;ϕ, η, ξ) +Rkljm γkη ∧ γlξ ∧ γjϕ⊗∇m (3.17)[
B(2)(R;ϕ, ψ),B(2)(R; ξ, η)
]
= B(4)(R˜;ϕ, ψ, ξ, η) (3.21)
with R˜ defined by
R˜(X,Y, U, V ) = [R(X,Y ), R(U, V )]−R(R(X,Y )U, V )−R(U,R(X,Y )V )
+R(R(U, V )X,Y ) +R(X,R(U, V )Y ). (3.22)
and denoted by R •R, see Definition 50 below.
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At this stage we see that at least two different types of elements occur in the center Z. One
is of the form
B(k)(A; ξ1, . . . , ξk) = γ
i1ξ1 ∧ . . . ∧ γikξk ? Ai1···ik ∈ Λk+1ΓS ⊗ ΓS ⊂ X(Mˆ)kmod 2 (5.1)
where A is section in ⊗kTM ⊗End(TM) which, when evaluated on k vectors, takes it values
in the holonomy algebra of M , see Definition 10.
The second type of element, we will be confronted with, is of the form
D(k+1)(A; ξ1, . . . , ξk+1) = Ai1···ik+1
jγi1ξ1 ∧ . . . ∧ γik+1ξk+1 ⊗∇j
∈ Λk+1S ⊗ X(M) ⊂ X(Mˆ)k+1mod 2 (5.2)
where A is of the same form as before.
Remark 49. The second summand in (3.17) is of this type: D(3)(R;ϕ, η, ξ)
We summarize the result for general supersymmetric Killing structures in the next proposition.
In its formulation we need various operations on and between endomorphism valued tensors.
We will use intuitive notations that we list below.
Definition 50.
(a) (∇A)i0i1···ik = (∇i0A)i1···ik
(b) (A⌋1R)mi1···ik = Ai1···iknRnm
(c) (A •B)i1···ikj1···jl =
[
Ai1···ik , Bj1···jl
]− l∑
β=1
Ai1···ikjβ
mBj1···m···jl +
k∑
α=1
Bj1···jliα
mAi1···m···ik
(d) (A⌋1B⌋2R)i1···ikj1···jl = Ai1···ikmBj1···jlnRmn
(e) (∇AB)i1···ikj1···jl = Ai1···ikm∇mBj1···jl
(f) (A ◦B)i1···ikj1···jlm =
k∑
α=1
Bj1···jliα
nAi1···n···ik
m
Theorem 51. Let Mˆ be a special graded manifold over the (pseudo) Riemannian manifold
M . Consider the maps e : X(M) → X(Mˆ)0 and o : ΓS → X(Mˆ) from (2.12) and (3.5) and
their restrictions to K0 = {Killing vector fields on M} and K1 = {Parallel spinors on M}
respective. These data give rise to a supersymmetric Killing structure with central part Z
which can be described uniformly by two types of elements.
The first one, denoted by B, is s-like and of the form (5.1). The second one, denoted by
D, is v-like and of the form (5.2). The dependence of B and D on the spinorial entries is
multilinear. The further entry is an endomorphisms which is recursively given by the curvature
endomorphism via the operations given in Definition 50.
Beside the usual brackets the remainig ones are
(1)
[
e(X),B(k)(A; ξ1, . . . , ξk)
]
=
k∑
α=1
B(k)(A; ξ1, . . . , e(X)ξα, . . . , ξk)
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(2)
[
e(X),D(k)(A; ξ1, . . . , ξk)
]
=
k∑
α=1
D(k)(A; ξ1, . . . , e(X)ξα, . . . , ξk)
]
(3)
[
o(ϕ),B(k)(A; ξ1, . . . , ξk)
]
= B(k+1)(∇A;ϕ, ξ1, . . . , ξk) + (−)kD(k+1)(A; ξ1, . . . , ξk, ϕ)
(4)
[
o(ϕ),D(k)(A; ξ1, . . . , ξk)
]
= D(k+1)(∇A;ϕ, ξ1, . . . , ξk) + (−)kB(k+1)(A⌋1R; ξ1, . . . , ξk, ϕ)
(5)
[
B(k)(A; ξ1, . . . , ξk),B
(l)(B; η1, . . . , ηl)
]
= B(k+l)(A •B; ξ1, . . . , ξk, η1, . . . , ηl)
(6)
[
D(k)(A; ξ1, . . . , ξk),D
(l)(B; η1, . . . , ηl)
]
= B(k+l)(A⌋1B⌋2R; ξ1, . . . , ξk, η1, . . . , ηl)
+D(k+l)(∇AB −∇BA; ξ1, . . . , ξk, η1, . . . , ηl)
(7)
[
D(k)(A; ξ1, . . . , ξk),B
(l)(B; η1, . . . , ηl)
]
= B(k+l)(∇AB; ξ1, . . . , ξk, η1, . . . , ηl)
+D(k+l)(A ◦B; ξ1, . . . , ξk, η1, . . . , ηl)
We will denote this symbolically by
(1) [e,B] = B, (2) [e,D] = D,
(3) [o,B] = B+D, (4) [o,D] = B+D,
(5) [B,B] = B, (6) [D,D] = B+D, (7) [B,D] = B+D.
From the property that all involved endomorphisms are build up via the curvature endomor-
phism we immediately get the following remark. It is intensively used in the proof of Theorem
51.
Remark 52. The endomorphisms which occur as entries in the elements of the center take
their values in the holonomy subbundle of EndTM .
Another property which is almost immediate is the next special example.
Corollary 53. Let Mˆ be a special graded manifold whose reduction M is a Riemannian
symmetric space. Then the brackets reduce to
(3)
[
o,B
]
= D, (4)
[
o,D
]
= B,
(5)
[
B,B
]
= B, (6)
[
D,D
]
= B, (7)
[
B,D
]
= D .
From these relations we read that the central part admits a further Z2-grading, beside the
one provided by X(Mˆ). It is given by the two different types of elements and not compatible
with the standard Z2-grading.
Proof. [Theorem 51] The proof of (3.16) made use of the fact that the curvature endomor-
phism is invariant under infinitesimal isometries of the base manifold M . Similar calculations
show part 1. and 2. of Theorem 51 by using the following lemma.
Lemma 54. Let A ∈ Γ(⊗kTM ⊗ EndTM) and B ∈ Γ(⊗lTM ⊗EndTM) be invariant under
infinitesimal isometries of the (pseudo) Riemannian manifold M . Then the endomorphisms
from the list in Definition 50 are also invariant under infinitesimal automorphisms.
Proof. We only have to prove the statement for (a), (b), and for the first summand in (c),
because it turns out that the property holds for each summand in (c) separately. Therefore,
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let X be a Killing vector field on the base manifold M . Then we get
(LX∇A)(Y ) = (LX∇Y A− (∇A)([X,Y ])) =
= [LX ,∇Y ]A+∇Y LXA︸ ︷︷ ︸
=0
−∇[X,Y ]A (3.14)= 0
The result for (b) and the bracket in (c) is an easy consequence of the Leibniz rule and
A⌋1B(X1, . . . , Xk, Y1, . . . , Yl) = B(A(X1, . . . , Xk)Y1, Y2, . . . , Yl).
The remaining calculations (3) to (7) in theorem 51 are extended versions of the calculations
for (3.17) and (3.21) given in Section 3.4. A key property is given in Remark 52. This gives
zero for the action of the endomorphisms on the parallel spinors. We will perform these
calculations at two examples, namely part (6) and (7)[
D(k)(A; ξ1, . . . , ξk),D
(l)(B; η1, . . . , ηl)
]
=
[
A(i)
nγ(i)ξ ⊗∇n, B(j)mγ(j)η ⊗∇m
]
= γ(i)ξ ∧ γ(j)η ⊗A(i)n∇nB(j)m∇m + γ(i)ξ ∧ γ(j)η ⊗A(i)nB(ej1 , . . . , ejl ,∇nem)∇m
+ γ(i)ξ ∧ γ(j)η ?A(i)nB(j)m(Rnm +∇[en,em])− (−)k+lγ(j)η ∧ γ(i)ξ ⊗B(j)m∇mA(i)n∇n
− (−)k+lγ(j)η ∧ γ(i)ξ ⊗B(j)nA(ei1 , . . . , eik ,∇men)∇n
= γ(i)ξ ∧ γ(j)η ?A(i)nB(j)mRnm +
(
A(i)
n∇nB(j)m −B(j)n∇nA(i)m
)
γ(i)ξ ∧ γ(j)η ⊗∇m
= B(k+l)(A⌋1B⌋2R; ξ1, . . . , ξk, η1, . . . , ηl) +D(k+l)(∇AB −∇BA; ξ1, . . . , ξk, η1, . . . , ηl)
and [
D(k)(A; ξ1, . . . , ξk),B
(l)(B; η1, . . . , ηl)
]
=
[
A(j)
mγ(j)ξ ⊗∇m, γ(i)η ⊗B(i)
]
=
∑
α
γ(j)ξ ∧ γi1η1 ∧ · · · ∧ (∇mγiα)ηα ∧ · · · ∧ γilηl ? A(j)mB(i)
+ γ(j)ξ ∧ γ(i)η ?A(j)m[∇m, B(i)]
− (−)k+l∑βγ(i)η ∧ γj1ξ1 ∧ · · · ∧ [B(i), γjβ ]ξβ ∧ · · · ∧ γjkξk ⊗A(j)m∇m
= γ(j)ξ ∧ γ(i)η ?A(j)m(∇mB)(i)
− (−)k+l∑βγ(i)η ∧ γj1ξ1 ∧ · · · ∧B(i)jβnγnξβ ∧ · · · ∧ γjkξk ⊗A(j)m∇m
= B(k+l)(∇AB; ξ1, . . . , ξk, η1, . . . , ηl)
+ (−)k+lγ(i)η ∧ γj1ξ1 ∧ · · · ∧ γjkξk ⊗
∑
βB(i)jβ
nAj1···n···jk
m∇m
= B(k+l)(∇AB; ξ1, . . . , ξk, η1, . . . , ηl) + (−)k+lγ(i)η ∧ γ(j)ξ ⊗ (A ◦B)(j)(i)m∇m
= B(k+l)(∇AB; ξ1, . . . , ξk, η1, . . . , ηl) +D(k+l)(A ◦B; ξ1, . . . , ξk, η1 . . . , ηl)
We used the short abbreviation γ(i)ξ := γi1ξ1 ∧ · · · ∧ γikξk as well as the notation (i) =
(i1, . . . , ik) for multi indices.
Proof. [Corollary 53] For symmetric spaces we have ∇R = 0. Therefore the statement is a
consequence of the evolution of the involved endomorphism, see Theorem 51.
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6 Further remarks
• Products of pseudo Riemannian manifolds. Given a product of two Riemannian manifolds
M = K×L and assume one factor to be non flat. The space of parallel spinors K1(M) is
given by the tensor product of the two spaces of parallel spinors of the respective factors
K1(K)⊗K1(L). This product structure of K1 yields that even if the two summands have
finite supersymmetric Killing structures this is not valid for the product, apart from one
very special case. This is the case where one factor is even dimensional with finite SSKS
and the second factor is one dimensional. Even in this very special case the restriction
to products where at least one factor is even dimensional was necessary. This is due to
the fact that otherwise the doubling of the spinor bundle would lead to a doubling of the
amount of odd Killing fields. This would from the very beginning destroy the finiteness
of the SSKS. The latter is similar to the discussion of the real SSKS on Ka¨hler manifolds
of quaternionic type.
• Introducing Twistor spinors. The relation between twistor spinors and conformal vector
fields with respect to the morphism S ⊗ S → X(Mˆ) might suggests the extension of the
supersymmetric Killing structures to these objects. This needs another ansatz of the
SSKS because for our ansatz a closing of the algebra is only guaranteed if we restrict
ourself to Killing vector fields. The restriction of the even fields again would force us to
restrict the set of odd fields to those twistor spinors which close into Killing vector fields.
This, indeed, is a very strong restriction as the example of the flat space tells us. There
the space of twistor spinors is of dimension 22[
D
2 ], i.e. maximal, but the reduction would
lead us to the subset of constant spinors so that we are left with the algebra discussed
above.
The problem to define superalgebras from twistor spinors was also recognized by [21].
In that article it is shown that the set of imaginary Killing spinors does not lead to a
superalgebra in general.
• Non vanishing field strength. The next step is to introduce fields on the manifoldM which
will enter in the Killing equation (motivated by gravity thories with nonvanishing field
strengths). For the natural extension of our ansatz the introduction of a nonvanishing
right hand side of the Killing equation leads to certain conditions on the involved fields.
These properties arise, because we have to make sure the closure of the Killing structure.
These conditions are, however, not uncommon and are assumend to be related to the
field equations of the involved fields.
1 Spin geometry
1.1 Clifford representations and transformations
On V = RD consider the metric g = (−1, . . . [t times] . . . ,−1, 1, . . . [s times] . . . , 1) with sig-
nature σ = t− s. The Clifford algebra associated to this metric is denoted by Cℓs,t and we
recall the defining relation
vw + wv = −2g(v, w). (1.1)
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In this context Euclidean signature is given by (t = 0, s = D) and Lorentzian signature by
(t = 1, s = D − 1).
A Clifford representation is an irreducible representation of Cℓs,t. They are character-
ized by the signature σ mod 8 and are listed in Table 2. In addition we list the irreducible
representations of the complexification of the Clifford algebras given by CℓcD = Cℓs,t ⊗C =
CℓD,0 ⊗C which do only depend on the dimension D.
Table 2: The Clifford representations
σ 0 2 4 6
Cℓs,t gl
2[
D
2
]R gl2[
D
2
]R gl2[
D
2
]−1H gl2[
D
2
]−1H
σ 1 3 5 7
Cℓs,t gl
2[
D
2
]R⊕ gl2[D2 ]R gl2[D2 ]C gl2[D2 ]−1H⊕ gl2[D2 ]−1H gl2[D2 ]C
D even odd
CℓcD gl2[
D
2
]C gl2[
D
2
]C⊕ gl2[D2 ]C
These algebras are considered as acting on S
C
= C2
[D
2
]
and the elements are called complex
spinors. A Spin representation is an irreducible representation of Spin(s, t) ⊂ Cℓ+s,t. These
representations only depend on the absolute value of the signature |σ|, because Cℓ+s,t ≃ Cℓ+t,s..
For D odd the representation of the Clifford algebra is irreducible under Spin(s, t). For D
even the representation splits into two irreducible representations S
C
= S+
C
⊕ S−
C
of half the
dimension. The elements are called chiral or Weyl spinors and the projections are given
by
p± = 12
(
1± ζγD+1
)
, (1.2)
with ζ = 1 if σ ≡ 0mod4 and ζ = i if σ ≡ 2mod 4. We look at the different cases:
• |σ| = 0. The projections p± are real such that the real representation of dimension 2[D2 ]
splits into two real representations of dimension 2[
D
2 ]−1.
• |σ| = 1, i.e. σ = 1, 7. We see that σ = 1 gives a real representation of dimension 2[D2 ].
• |σ| = 2, i.e. σ = 2, 6. σ = 2 has a real representation of dimension 2[D2 ] and σ = 6 has a
quaternionic representation. The projections are neither real nor quaternionic such that
the representation on the splitting is complex. We get two complex representations of
real dimension 2[
D
2 ].
• |σ| = 3, i.e. σ = 3, 5. σ = 3 gives a quaternionic representation of real dimension 2[D2 ]+1.
• |σ| = 4. The projections are quaternionic such that we get a splitting of the quaternionic
representation in two quaternionic representations of real dimension 2[
D
2 ].
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For the construction of real spinors we need some transformations which connect various
equivalent Clifford representations. If we start with the representation given by the matrices
{γµ}, they are given by
C†±γµC± = ±(−)t+1γTµ (1.3)
B†γµB = −(−)tγ†µ (1.4)
A†±γµA± = ±γ∗µ. (1.5)
The transformations A,B and the charge conjugation C have following properties1 where
the signs ǫ± are from Table 3 and the missing of one indicates the non-existence of the
transformation.
C†±C± = A
†
±A± = B
†B = 1 , A±A∗± = ǫ±1 ,
CT± = (±)t(−)
1
2 t(t−1)ǫ±C± , AT± = ǫ±A±
B = γ1 · · · γt = (−) 12 t(t−1)B† , B†γµB = BγµB† ,
C± = A±B∗ .
(1.6)
Properties (1.6) don’t depend on the signature but only on the dimension of the space, see
Lemma 55 and 56. The charge conjugation is block diagonal, i.e. a map S±
C
⊗ S±
C
→ C, for
D = 0, 4 and off-blockdiagonal, i.e. S±
C
⊗ S∓
C
→ C, for D = 2, 6.
Table 3: The signs
σ 0 1 2 3 4 5 6 7
ǫ+ + + + / − − − /
ǫ− + / − − − / + +
A and B give rise to the Dirac conjugate and the charge conjugate of a spinor η ∈ S
C
.
They are given by
η¯ = η†B and ηC = A±η∗, (1.7)
respectively. They are connected via
ηC = C±η¯T . (1.8)
We remarked that the symmetry of the charge conjugation does not depent on the signature.
This is also true for the higher spin-invariant morphisms S⊗S → ΛkV ⊗C which are explicitly
constructed as follows. Take the generators of the Clifford representation and consider the
maps
γµ1...µk : S
C
→ ΛkV ⊗ S
C
with γµ1...µk = γ[µ1γµ2 · · · γµk]. (1.9)
Combined with the charge conjugation this gives trise to the morphism S
C
⊗S
C
→ ΛkV ⊗C.
1The proofs of the various statements on the transformations in this subsection are an extension of the
proof for the Lorentzian case, see [34]. We start with A± and B and the sign ǫ follows from counting the
antisymmetric matrices in {C†γµ1···µk}0≤k≤D .
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Lemma 55. The symmetry ∆k of the morphism (1.9) is given by
∆0± = (±)t(−)
1
2 t(t−1)ǫ±
∆k± = (±)k(−)
1
2k(k+2t+1)∆0±
(1.10)
with
∆k± = −∆k−2± . (1.11)
Because of the periodicity we only have to consider k = 0 and k = 1. If we in addition use
(−) 12 (2m)(2m−1) = (−)m we get the result which is given in Table 4.
Lemma 56. ∆k± for k = 0, 1 is given by
1
D = 0 1 2 3 4 5 6 7
∆0± = + ∆
0
+ = + ∆
0
± = ± ∆
0
− = − ∆
0
± = − ∆
0
+ = − ∆
0
± = ∓ ∆
0
− = +
∆1± = ± ∆
1
+ = + ∆
1
± = + ∆
1
− = + ∆
1
± = ∓ ∆
1
+ = − ∆
1
± = − ∆
1
− = −
1.2 Real spinors
So far we have constructed morphisms A,B,C : S
C
⊗S
C
→ C based on the complex spinors.
To get real supersymmetry, we need real spinors.
We have to distinguish the three cases of real, quaternionic and complex representations. For
their description we need the notion of (anti-)conjugation.
Remark 57. A conjugation (resp. anti-conjugation) on a complex space V is a map τ : V → V
with τ2 = 1 (resp. τ2 = −1) which is anti-linear, i.e. τ(az) = a¯τ(z) for all a ∈ C, z ∈ V .
In our examples of the spinor spaces the charge conjugation yields the conjugation (ǫ± = 1)
or anti-conjugation (ǫ± = −1).
• The Real Case: σ = 1, 0, 7
The fact that we have a real representation of the spinors is reflected in the existence of
a conjugation τ on S
C
which commutes with the action of Spin. In this case the real
part of S
C
with respect to τ is the space:
S = {z ∈ S
C
| z = τ(z)} = Re(S
C
) ⊂ S
C
. (1.12)
Moreover in the case σ = 0 the real structure is compatible with the chiral structure, i.e.
S = S+ ⊕ S−.
• The Complex Case: σ = 2, 6
1Here as well as in Table 4, 5 and 6 we use a slightly modified definition of the charge conjugation. This
modification is given by C± goes to C± for t odd, and to C∓ for t even.
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Table 4: The symmetry properties of the spin-invariant morphisms which are given by S
C
⊗
S
C
→ ΛkV ⊗C for D odd, and by S±
C
⊗ S±
C
→ Λ2m+1V ⊗C (resp. S±
C
⊗ S∓
C
→ Λ2mV ⊗C)
in the chiral (c) or S±
C
⊗ S∓
C
→ Λ2m+1V ⊗C (resp. S±
C
⊗ S±
C
→ Λ2mV ⊗C) in the non chiral
(nc) case for D even.
D k = 2m k = 0 k = 2m+ 1 k = 1
∆2m ∆2m+1 via
0 (−)m + ±(−)m ± C± nc
1 (−)m + (−)m + C+
2 ±(−)m ± (−)m + C± c
3 −(−)m − (−)m + C−
4 −(−)m − ∓(−)m ∓ C± nc
5 −(−)m − −(−)m − C+
6 ∓(−)m ∓ −(−)m − C± c
7 (−)m + −(−)m − C−
In signature σ = 2 we have a real representation. Because the representation only
depends on the absolute value of the signature, in both cases a conjugation τ exists
which commutes with the action of Spin. This real structure does not respect the chiral
splitting of S
C
. In fact, we have τ(S±
C
) = S∓
C
. The space of real spinors is given by
S =
{
z ∈ S
C
| τ(z) = z} = {( z
τ(z)
)∣∣ z ∈ S+
C
}
⊂ span
C
{Qα, Qα˙} = SC
(1.13)
The action of U(1) on S
C
= S+
C
⊕ S−
C
given by
a(φ+, φ−) = (aφ+, a¯φ−) for a ∈ U(1) (1.14)
commutes with the conjugation τ and so yields an additional symmatry called R-
symmetry.
• The Quaternionic Case: σ = 3, 4, 5
Take a quaternionic representation S
C
and consider it as complex as indicated. There
exists an anti-conjugation τ0 : SC → SC which commutes with the action of Spin.
On C2 we consider the anti-conjugation given by τ1 = conj ◦Ω with Ω =
(
0 1
−1 0
)
.
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We define the space S˜
C
= S
C
⊕ S
C
≃ S
C
⊗C2 with conjugation τ = τ0 ⊗ τ1 : S˜C → S˜C.
The real spinor space is1
S =
{
z ∈ S˜
C
∣∣∣ τ(z) = z} = { (z1, z2) ∈ S˜
C
∣∣∣ (−τ0(z2), τ0(z1)) = (z1, z2)} . (1.15)
Moreover in the case σ = 4 the quaternionic structure is compatible with the chiral
structure, i.e. S = S+ ⊕ S−
2 Supersymmetry
In the introduction we drew a connection between supersymmetry and spinors which obey a
Killing equation and in particular we stressed the importance of parallel spinors. But we did
this without explaining supersymmetry itself. In the first part of this section we will shortly
recall the flat super Poincare´ algebra, before we turn to the construction of supersymmetry
via spinors and extend this to curved manifolds. The results summed up in theorems 58 and
61 are similar to the results in [15] with a slight modification in the case of signatures 2 and
6 which have to be discussed seperately.
The famous result by Coleman and Mandula in [13] states – roughly – that in a physical
theory the symmetry algebra is at most a direct sum of the Poincare algebra so(3, 1)⋉R3,1
and an algebra of internal symmetries. This means that the generators of the latter do not
have any spin indices but only multiplet indices. One requirement in this theorem is that
the generators form an algebra with respect to the bracket. If we weaken this condition and
allow the generators to form a superalgebra this direct sum behaviour is not longer true. It
was shown in [39] that it is possible to construct a superalgebra with nontrivial mixing of
internal and spinorial generators and proven in [23] that the construction is the only one. The
generators of this enlarged super Poincare´ algebra p are:
• the even generators :
– Poincare´ algebra: Eij , Pk for 1 ≤ i, j, k ≤ 4.
– Internal symmetry su(N) ⊕ u(1)M : Xa = (Xa)AB and xAB = −xBA = xABo bo for
1 ≤ A,B ≤ N , 1 ≤ a ≤ N2 − 1, 1 ≤ o ≤M .
• the odd generators: QAα for 1 ≤ α ≤ 4, 1 ≤ A ≤ N .
The odd generators behave as Majorana spinors under Lorentz transformations and the ad-
ditional, nontrivial brackets are given by
[Eij , QAα ] = (γ
ij)βαQ
A
β , [Pk, Q
A
α ] = 0
[QAα , Q
B
β ] = 2γ
k
αβδ
ABPk + ǫαβx
AB , [Xa, QAα ] = (X
a)ABQ
B
α .
(2.1)
In this list γkαβ is the product of the charge conjugation matrix and the image of the standard
basis under the spin representation ρ.
1In fact, S is a representation space for Spin⊗ SU(2), because the R-symmetry group SU∗(2) ≃ SU(2)
commutes with the action of τ1. The R-symmetry group can be a smaller group contained in SU(2), namely
SO∗(2) ≃ U(1).
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Of course, this can easily be enlarged to arbritrary dimensions D and signatures. We “only”
have to make sure that the odd-odd commutator is indeed an anticommutator. This is to say
the matrix γkαβ is symmetric. Later in this appendix we will see when this construction is
possible and that this symmetry requirement can be weakened. Furthermore to form a real
algebra the odd generators should be in a real representation.
2.1 Complex supersymmetry
Supersymmetry needs symmetric morphisms S⊗S → V which will yield the supersymmetry
brackets. In the case of complex supersymmetry the existence or non existence follows from
whether or not the morphism for k = 1 is symmetric, see Table 4. The result is given in Table
5 and yields
Theorem 58. Complex supersymmetry is possible in dimension D = 0, 1, 2, 3, 4 mod 8.
2.2 Real supersymmetry
In the case of real supersymmetry we are able to construct supersymmetry although the charge
conjugation itself has not the “right” symmetry property. This is due to the appearance of
the additional R-symmetry group, in particular in the quaternionic case.
With regard to real supersymmetry we have to insist on two conditions
• The bracket has to be real.
• The symmetry of the bracket (which is not in all cases a priori given by the one of the
charge conjugation).
Proposition 59. If we restrict ourself to the real spinors, the morphisms S ⊗ S → C and
S ⊗ S → V ⊗C take their values in R and V , respectively (or, accidentally, in iR and iV ),
if they are defined as follows in the different cases.
• In the real and complex case the morphisms are given by the restriction of C to S ⊂ S
C
.
The explicit form is given by η ⊗ ξ 7→ ηTC†γµξ. We get
C(η, ξ) = ξ¯η
C(η, γµξ) = ξ¯γµη.
(2.2)
• In the quaternionic case1 we take the morphism to be of the form
Φ ⊗ Ψ CΩ7→ 12ΩIJφTI C†γµψJ if ∆1 = −1, or Φ ⊗ Ψ
Cδ7→ 12δIJφTI C†γµψJ if ∆1 = +1.
For ∆1 = −1 this yields
CΩ(H,Ξ) =
1
2
(ξ¯η + ξCηC)
CΩ(H, γ
µΞ) =
±1
2
(−)t+1(η¯γµξ + ηCγµξC), (2.3)
1We denote elements in S in the quaternionic case by capital Greek letters, and the entries in the pair by
the corresponding small Greek letters, e.g. H = (η, τ(η)),Φ = (φ, τ(φ))
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and for ∆1 = +1
Cδ(H,Ξ) = −1
2
(ξCη + ξ¯ηC)
Cδ(H, γ
µΞ) =
±1
2
(−)t+1(ηCγµξ + η¯γµξC). (2.4)
Remark 60. (1) We recall the symmetry of the morphism S ⊗ S → Λk
∆1± = −ǫ±(±)t+1(−)
1
2 t(t+1). (2.5)
Consider for example the quaternionic (ǫ± = −) and symmetric (∆1 = +) case. (2.5)
is equivalent to (±)t+1 = (−) 12 t(t+1) which has no solution for Lorentzian space-times
(t = 1).
(2) We have the following relations between spinors and their charge conjugated
ξ¯η = (±)t(ξCηC)† (2.6)
ξ¯γµη = (±)t+1(ξCγµηC)† (2.7)
(3) We mentioned in the last remark the accidental occurrence of different reality properties
of the two morphisms when restricted to real spinors. This in fact no accident, but due
to
τ(γµϕ) = A±(γµϕ)∗ = ±γµA±ϕ∗ = ±γµϕ
for ϕ = τϕ. The sign reflects whether we choose C+ or C− to define the charge
conjugation. Whenever we have to choose C− we consequently have to replace the
usual morphism V ⊗ S
C
∋ X ⊗ ϕ 7→ Xϕ ∈ S
C
induced by Clifford multiplication by
V ⊗ S ∋ X ⊗ ϕ 7→ iXϕ ∈ S to make sure that we have the same reality property in
both morphisms.
The construction of the bracket together with (2.5) provides us the tool to decide when real
supersymmetry is possible. The complete result is given in Table 6.
Theorem 61. Real supersymmetry is possible in dimension D = 1, 2, 3 mod 8
(independent of the signature) and furthermore in dimension and signature
(D mod 8, σ mod 8) = (0, 0), (0, 2), (0, 4), (4, 0), (4, 4), (4, 6), (5, 3), (5, 5), (6, 4),
(7, 3) and (7, 5).
Remark 62. The pairs in the list in Theorem 61 can be seen as minimal supersymmetries ob-
tained by charge conjugation, i.e. those which arise by considering the charge conjugation and
the nature of the spinor representation (real, complex or quaternionic). If we allow extended
supersymmetries (N ≥ 2) also in the non-quaternionic cases, or if we consider constructions
of bilinears by taking into account further spin invariant automorphisms resulting from the
algebraic nature of the spinors, we are able to fill some of the gaps in the list above (see [1]).
In Tables 5 and 6 we list in which dimension and signature our construction via the charge
conjugation leads to supersymmetry. We use the following abbreviations:
• Y(αβ) means Y = Y T , Y[αβ] means Y = −Y T
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• Yes, No denotes whether we have supersymmetry or not.
• Chiral, non chiral denotes the type of the morphism S ⊗ S → V .
• r,c or q denote the reality type of the spin representation (real, complex or quaternionic).
• M, MW, W or D denote the type of the spinors (Majorana, Majorana-Weyl, Weyl or
Dirac).
In Table 6 we shaded the diagonals for Lorentzian signature (D = 2 − σ) and Euclidean
signature which is (D = −σ). We see that in all Lorentzian cases supersymmetry is present,
whereas in Euclidean signature there is no supersymmetry in D = 5 and 6.
Table 5: Complex supersymmetry from charge conjugation
D = 0 C+ Yes, non chiral D = 4 C− Yes, non chiral
D = 1 C+ Yes D = 5 No
D = 2 C± Yes, chiral D = 6 No
D = 3 C− Yes D = 7 No
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Table 6: Real supersymmetry from charge conjugation
σ = 0 σ = 1 σ = 2 σ = 3 σ = 4 σ = 5 σ = 6 σ = 7
D = 0 ǫ+ = 1 ǫ+ = 1 ǫ− = −1 ǫ− = 1
(C
†
+
γµ)(αβ) (C
†
+
γµ)(αβ) (C
†
−
γµ)[αβ] (C
†
−
γµ)[αβ]
Yes Yes Yes, R = SU(2) No CT± = C±
ǫ− = 1 ǫ− = −1 ǫ+ = −1 ǫ+ = −1 non chiral
(C
†
−γ
µ)[αβ] (C
†
−γ
µ)[αβ] (C
†
+
γµ)(αβ) (C
†
+
γµ)(αβ)
No No Yes, R = U(1) No
D = 1 ǫ+ = 1 ǫ+ = −1 ǫ+ = −1 ǫ+ = 1
(C
†
+
γµ)(αβ) (C
†
+
γµ)(αβ) (C
†
+
γµ)(αβ) (C
†
+
γµ)(αβ) C
T
+ = C+
Yes Yes, R = U(1) Yes, R = U(1) Yes
D = 2 ǫ+ = 1 ǫ− = 1 ǫ− = −1 ǫ+ = 1
(C
†
+
γµ)(αβ) (C
†
−γ
µ)(αβ) (C
†
−γ
µ)(αβ) (C
†
+
γµ)(αβ)
Yes Yes Yes, R = U(1) Yes CT± = ±C±
ǫ− = 1 ǫ+ = −1 ǫ+ = −1 ǫ− = −1 chiral
(C
†
−
γµ)(αβ) (C
†
+
γµ)(αβ) (C
†
+
γµ)(αβ) (C
†
−
γµ)(αβ)
Yes No Yes, R = U(1) No
D = 3 ǫ− = 1 ǫ− = −1 ǫ− = −1 ǫ− = 1
(C
†
−γ
µ)(αβ) (C
†
−γ
µ)(αβ) (C
†
−γ
µ)(αβ) (C
†
−γ
µ)(αβ) C
T
− = −C−
Yes Yes, R = U(1) Yes, R = U(1) Yes
D = 4 ǫ− = 1 ǫ+ = 1 ǫ+ = −1 ǫ− = 1
(C
†
−γ
µ)(αβ) (C
†
+
γµ)[αβ] (C
†
+
γµ)[αβ] (C
†
−γ
µ)(αβ)
Yes No Yes, R = SU(2) Yes CT± = −C±
ǫ+ = 1 ǫ− = −1 ǫ− = −1 ǫ+ = −1 non chiral
(C
†
+
γµ)[αβ] (C
†
−γ
µ)(αβ) (C
†
−γ
µ)(αβ) (C
†
+
γµ)[αβ]
No No Yes, R = U(1) No
D = 5 ǫ+ = 1 ǫ+ = −1 ǫ+ = −1 ǫ+ = 1
(C
†
+
γµ)[αβ] (C
†
+
γµ)[αβ] (C
†
+
γµ)[αβ] (C
†
+
γµ)[αβ] C
T
+ = −C+
No Yes, R = SU(2) Yes, R = SU(2) No
D = 6 ǫ+ = 1 ǫ− = 1 ǫ+ = −1 ǫ+ = 1
(C
†
+
γµ)[αβ] (C
†
−
γµ)[αβ] (C
†
+
γµ)[αβ] (C
†
+
γµ)[αβ]
No No Yes, R = SU(2) No CT± = ∓C±
ǫ− = 1 ǫ+ = −1 ǫ− = −1 ǫ− = −1 chiral
(C
†
−γ
µ)[αβ] (C
†
+
γµ)[αβ] (C
†
−γ
µ)[αβ] (C
†
−γ
µ)[αβ]
No No Yes, R = SU(2) No
D = 7 ǫ− = 1 ǫ− = −1 ǫ− = −1 ǫ− = 1
(C
†
−γ
µ)[αβ] (C
†
−γ
µ)[αβ] (C
†
−γ
µ)[αβ] (C
†
−γ
µ)[αβ] C
T
− = C−
No Yes, R = SU(2) Yes, R = SU(2) No
r, MW r, M c, M o. W q, W q, W q, D c, M o. W r, M
4
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3 Conventions in dimension four
We consider the four dimensional Euclidean space. In this case we have a quaternionic spin
representation (ǫ± = −1) which is compatible with the chiral structure. Our convention for
describing the quaternions H is
C
2 ∋(a1 + ia3, a2 + ia4)
≃←→ (a1 + Ja3) + I(a2 + Ja4) = a1 + a2I + a3J + a4K ∈ H .
(3.1)
With
C
2n ∋ (z1, . . . , zn, zn+1, . . . , z2n) ≃←→ (z1 + Izn+1, . . . , zn + Iz2n) ∈ Hn
the multiplication with I, J,K are given by the following complex 2n× 2n matrices
I =
( −1
1
)
, J =
(
i1
−i1
)
, K =
(
i1
i1
)
. (3.2)
The spinors are given by
S
C
= C4 = S+
C
⊕ S−
C
= H⊕H (3.3)
with S+
C
= span
C
{e1, e3}, S−
C
= span
C
{e2, e4} by the above conventions.
The γ-matrices in chiral representation are given by
γ1 =
( −1
1
)
=
 −11
−1
1
 , γ2 = ( II
)
=
 −1−1
1
1
 ,
γ3 =
(
J
J
)
=
 ii
−i
−i
 , γ4 = ( KK
)
=
 ii
i
i
 .
(3.4)
By using the modified convention from footnote 1 the charge conjugation is given by
C± =


1
∓1
−1
±1

 . (3.5)
We modify the so-generators using the self duality oparation Λ2 → Λ2 with Fij 7→ 12εijklF kl.
The results γ˜ij =
1
2
(
γij − 12εijklγkl
)
are obviously anti-self dual, i.e. γ˜ij = − 12εijklγ˜kl
γ˜12 =
(−I 0
0 0
)
=

0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0
 γ˜13 = (−J 00 0
)
=

−i 0 0 0
0 0 0 0
0 0 i 0
0 0 0 0

γ˜14 =
(−K 0
0 0
)
=

0 0 −i 0
0 0 0 0
−i 0 0 0
0 0 0 0
 (3.6)
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