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Abstract
A recent interest in resting state functional magnetic resonance imaging (rsfMRI) lies in subdi-
viding the human brain into anatomically and functionally distinct regions of interest. For example,
brain parcellation is often a necessary step for defining the network nodes used in connectivity stud-
ies. While inference has traditionally been performed on group-level data, there is a growing interest
in parcellating single subject data. However, this is difficult due to the inherent low signal-to-noise
ratio of rsfMRI data, combined with typically short scan lengths. A large number of brain parcel-
lation approaches employ clustering, which begins with a measure of similarity or distance between
voxels. The goal of this work is to improve the reproducibility of single-subject parcellation using
shrinkage-based estimators of such measures, allowing the noisy subject-specific estimator to “borrow
strength” in a principled manner from a larger population of subjects. We present several empirical
Bayes shrinkage estimators and outline methods for shrinkage when multiple scans are not available
for each subject. We perform shrinkage on raw inter-voxel correlation estimates and use both raw
and shrinkage estimates to produce parcellations by performing clustering on the voxels. While we
employ a standard spectral clustering approach, our proposed method is agnostic to the choice of
clustering method and can be used as a pre-processing step for any clustering algorithm. Using two
datasets – a simulated dataset where the true parcellation is known and is subject-specific and a
test-retest dataset consisting of two 7-minute resting-state fMRI scans from 20 subjects – we show
that parcellations produced from shrinkage correlation estimates have higher reliability and validity
than those produced from raw correlation estimates. Application to test-retest data shows that using
shrinkage estimators increases the reproducibility of subject-specific parcellations of the motor cortex
by up to 30%.
2
1 Introduction
There has been a long-standing interest in subdividing the human brain into anatomically and function-
ally distinct regions. Previously these subdivisions, or parcellations, were based primarily on mapping
anatomical features from post-mortem brains (Zilles and Amunts 2010). More recently, the use of resting-
state functional magnetic resonance imaging (rsfMRI) has provided the means for performing parcellation
on living subjects using functional information (Bellec et al. 2010; Craddock et al. 2011; Yeo et al. 2011).
There are several potential reasons for the increased interest in functional parcellation of the brain.
First, it provides an atlas that can be used to more accurately compare inter-subject fMRI time series
by incorporating functional and anatomical features into inter-subject registration approaches (Thirion
et al. 2006). Second, it allows for dimension reduction in fMRI analysis by grouping together functionally
similar voxels, which not only reduces computational burdens, but also alleviates the problem of multiple
comparisons and overly conservative family-wise error rate (FWER) corrections (Lindquist and Mejia
2014). Third, the identification of functionally homogeneous regions of interest (ROIs) is necessary for
defining meaningful brain network nodes (Sporns et al. 2005).
Many methods have been used to functionally parcellate the brain. These include, among others, fuzzy C-
means (Baumgartner et al. 1997), independent components analysis (McKeown et al. 1998; Damoiseaux
et al. 2006; De Luca et al. 2006), expectation maximization (Ryali et al. 2012), hierarchical clustering
(Cordes et al. 2002; Salvador et al. 2002; Blumensath et al. 2013), spectral clustering (Craddock et al.
2011; Nebel et al. 2014), and K-means clustering (Kim et al. 2010). The goal of clustering is to group
together items that are similar to each other and separate items that are dissimilar from each other.
As such, all clustering methods for brain parcellation employ a measure of distance or similarity that is
used to classify voxels into coherent clusters. There are many such metrics available, including euclidian
distance, correlation, and eta-squared (Cohen et al. 2008; Nebel et al. 2014), and the choice of metric
will have a direct effect on the result of clustering. Moreover, these metrics are subject to error whenever
the underlying data are measured with noise, and the degree of noise may have a strong effect on clus-
tering results. While the noise levels of rsfMRI data may be sufficiently low when the data from many
subjects is combined or averaged to form a group-level parcellation, the noise in a single subject’s data
is substantially higher. The primary approaches to overcome this limitation have been collecting greater
amounts of rsfMRI data on a single subject (30-60 minutes rather than the standard 5-10 minutes) (Co-
hen et al. 2008; Blumensath et al. 2013; Wig et al. 2013) and utilizing constrained clustering algorithms
(Craddock et al. 2011; Basu et al. 2002; Blumensath et al. 2013). For example, Blumensath et al. (2013)
proposed a subject-level clustering method in which a set of stable seeds is grown into an initial parcel-
lation that is further clustered using a hierarchical approach that enforces spatial contiguity. However,
in this paper and others, reliability is assessed on a single subject with a large amount of scan time. In
contrast, most rsfMRI data are collected on much shorter intervals, making validation and replication of
such approaches hard for practical purposes. Thus, the generalizability of such methods to more than
one subject and their reliability on scans of shorter length are still open questions. Moreover, accurate
assessment of reliability and validity of constrained clustering methods is difficult as the ground truth is
unknown, and constraints artificially inflate reliability metrics by reducing the degrees of freedom of the
problem (Blumensath et al. 2013).
Our proposal is to directly improve the reliability of distance metrics by using shrinkage estimators.
Advantages of this approach are that the amount of scan time required to produce reliable subject-
level parcellations is greatly reduced; resulting data can be used with standard, efficiently implemented
clustering algorithms; and clustering results are a product of only the data itself, and not of external
constraints.
The goal of this work is to investigate whether shrinkage-based methods can improve the reproducibility
of subject-level parcellations generated using rsfMRI data. Shrinkage methods allow noisy subject-
level estimators to “borrow strength” in a principled manner from a larger population of subjects.
In the statistics literature, shrinkage estimators (James and Stein 1961; Efron and Morris 1975) have
been shown to improve the mean squared error (MSE) of many traditional estimators by shrinking the
estimators towards some fixed constant value, such as the population mean. Shrinkage is implicit in
1
Bayesian inference, penalized likelihood inference and multi-level models (Lindquist and Gelman 2009)
and is directly related to the empirical Bayes estimators commonly used in neuroimaging (Friston et al.
2002; Friston and Penny 2003; Su et al. 2009). Recently, Shou et al. (2014) applied shrinkage in the
context of rsfMRI seed-based connectivity analysis and showed a nearly 30% average improvement in
intra-subject reliability of correlation estimates, with improvement of over 50% in several subjects.
This paper extends the work of Shou et al. (2014) and offers a number of methodological contributions.
First, we develop shrinkage estimators for the full voxel-by-voxel distance matrix, which is required for
clustering. Second, we propose methods for constructing shrinkage estimators in the practical case where
only a single scan is available for some or all subjects. Third, we explore the utility of shrinkage estimators
where the degree of shrinkage performed is subject-dependent to account for differences in intra-subject
variability. Finally, we perform clustering on shrinkage estimates and demonstrate improved test-retest
reliability of the resulting subject-level parcellations.
To illustrate the feasibility of our proposed approach, we focus on one simple unsupervised learning tech-
nique, namely normalized spectral clustering. We generate simulated data, where the true parcellation
is known and is allowed to vary across subjects. In addition, we apply the method to real test-retest
resting-state fMRI data from 20 subjects and show that we can increase the reliability of single-subject
parcellations of the motor cortex by up to 30%.
2 Methods
In this section, we discuss shrinkage methods and illustrate how they can be used for single-subject
parcellation. We begin by detailing our shrinkage model and methods for estimating the relevant pa-
rameters. We perform shrinkage on measures of functional connectivity and obtain parcellations from
these measures using two sets of data, which are described below. The first is a simulation, for which
the ground truth parcellation is known. The second is a test-retest dataset of resting-state fMRI scans,
for which we use part of each subject’s data as a proxy for the unknown ground truth parcellation.
2.1 Shrinkage Methods
2.1.1 Shrinkage Model
The quantity of interest for each subject i, i = 1, . . . , I, is the true V ×V functional connectivity matrix
Ci, where V is the number of voxels in a pre-defined region of interest (ROI) of the brain, which we wish
to parcellate. Our goal is to use information from the other I − 1 subjects to provide stable estimates
of the subject-specific value Ci; the idea is to find compromise estimators between the unbiased but
highly variable raw subject-specific connectivity estimators and the biased, but much smoother, mean
connectivity estimators.
More precisely, let v and v′ be two distinct voxels in a particular ROI, let Xi(v, v′) be the true quantity
of interest for subject i (e.g. pairwise correlation), and let Wij(v, v
′) be the observed value of Xi(v, v′)
obtained from session j. The classical measurement error model (Carroll et al. 2006) is
Wij(v, v
′) = Xi(v, v′) + Uij(v, v′),
where Uij(v, v
′) is subject-level measurement error for subject i during session j at voxel-pair (v, v′).
We assume that Xi(v, v
′) and Uij(v, v′) are independent for all i and j. We further assume that the
Xi(v, v
′), i = 1, . . . , I, are independently drawn from a population distribution with between-subject
variance σ2X(v, v
′), i.e.
Xi(v, v
′) ∼ N {µX(v, v′), σ2X(v, v′)} .
Finally, we assume that for each subject i, the Uij(v, v
′) are independently and identically distributed
for all j and
Uij(v, v
′) ∼ N {0, σ2U,i(v, v′)} .
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Returning our attention to the quantity of interest, the shrinkage estimator of Xi(v, v
′) using session j
is given by
W˜ij(v, v
′) = λi(v, v′) ∗ W¯j(v, v′) + {1− λi(v, v′)} ∗Wij(v, v′),
where W¯j(v, v
′) = 1I
∑I
i=1Wij(v, v
′), and the shrinkage parameter λi(v, v′) represents the relationship
between within-subject variance σ2U,i(v, v
′) and between-subject variance σ2X(v, v
′):
λi(v, v
′) =
σ2U,i(v, v
′)
σ2X(v, v
′) + σ2U,i(v, v′)
.
Here λi(v, v
′) ranges between 0 and 1 and represents the relative weight given to the group mean W¯j(v, v′)
compared to the raw subject-level estimateWij(v, v
′). As the within-subject variance σ2U,i(v, v
′) increases,
the subject-level information is less reliable, the shrinkage parameter increases, and the shrinkage estimate
is more weighted towards the group mean. As between-subject variance σ2X(v, v
′) increases, the group
mean becomes less representative of the true subject-level values, so shrinkage is less beneficial, λi(v, v
′)
decreases, and the shrinkage estimate is more weighted towards the subject-level observation. λi(v, v
′)
is estimated directly from the data and is designed to achieve the optimal balance between the raw
subject-level estimate and the group mean.
We employ the Fisher-transformed correlation coefficient as our measure of functional connectivity, which
fulfills the model assumptions of Normality and independence ofXi(v, v
′) and Uij(v, v′) (Shou et al. 2014).
Given a correlation estimate r, the Fisher-transformed estimate z(r) is given by the transformation r →
1
2 log
(
1+r
1−r
)
, and is approximately Normally distributed with variance (T − 3)−1, where T is the number
of time points in the scan. By contrast, the sampling variance of an untransformed correlation coefficient
decreases as the true correlation increases, which violates the signal-noise independence assumption.
After shrinkage is performed, we then apply the inverse transformation z → exp(2z)−1exp(2z)+1 to obtain an
estimate of correlation for the purposes of parcellation. However, for completeness we also evaluate the
benefits of applying shrinkage directly to the untransformed correlation estimates.
Note that the within-subject variance σ2U,i(v, v
′) is allowed to vary across subjects i. This allowance
stems from the observation that within-subject variance comes from multiple sources, including sampling
variability and session-to-session variability. Sampling variability reflects the error of an estimate (e.g.
correlation estimate) around the value it is estimating and is directly related to the number of time
points used to compute the estimate. For example, as described above, a Fisher-transformed correlation
estimate has asymptotic sampling variance 1T−3 . It follows that as the number of time points increases to
infinity, this source of variability will decrease to zero. While sampling variability may be roughly equal
across subjects with equal scan lengths, session-to-session variability may vary across subjects. This
type of variability reflects differences in a subject’s true functional connectivity across multiple scanning
sessions due to variations in brain behavior. Moreover, session-to-session variability may dominate
sampling variability. In our sample, for example, we find that within-subject variance of the Fisher-
transformed correlation matrices tends to be around five times larger than the theoretical sampling
variance. We therefore allow σ2U,i(v, v
′) to differ across subjects. However, as there are drawbacks
to estimating σ2U,i(v, v
′) completely separately for each subject, we propose several other methods of
estimating within-subject (“noise”) variance. In total, we propose four methods, which are discussed in
detail below.
2.1.2 Variance Component Estimation
Henceforth, we will use the terms within-subject and noise variance interchangeably, and we will use the
terms between-subject and signal variance interchangeably.
Noise Variance Estimation
To estimate the noise variance, it is ideal to have access to multiple scanning sessions for each subject
(“test-retest data”). However, in many cases only a single scan is available for each subject. For
these situations, we propose two approaches. First, create a pseudo-test-retest dataset by dividing each
3
subject’s single scan into two sub-scans, each containing half of the original time points. Second, estimate
a global measure of within-subject variance for all voxel-pairs and subjects using an external test-retest
dataset, a subset of subjects for which multiple sessions are available, or through psuedo-test-retest data
combined with extrapolation. This will be discussed in more detail below.
We now describe four noise variance estimators, which we denote common (C), individual (I), scaled (S),
and global (G). The common estimator assumes that σ2U,i(v, v
′) ≡ σ2U (v, v′) is the same across all subjects,
while allowing variation across voxel-pairs. The individual and scaled estimators allow σ2U,i(v, v
′) to vary
across subjects and voxel-pairs. The individual estimator estimates σ2U,i(v, v
′) separately for each subject,
while the scaled estimator starts with the common noise variance estimator and adjusts it by a subject-
specific factor to produce a different noise variance estimate for each subject. The global estimator
assumes that σ2U,i(v, v
′) = σ2U is the same across all subjects and voxel-pairs. This estimator is primarily
intended for the case when limited or no test-retest data is available for the dataset of interest. All four
noise variance estimators can be computed using true test-retest data or pseudo-test-retest data created
from a single scan.
Common Noise Variance
Letting Di(v, v
′) = Wi2(v, v′)−Wi1(v, v′), the common noise variance can be estimated as (Carroll et al.
2006, Shou et al. 2014)
σˆ
2(C)
U,i (v, v
′) ≡ σˆ2(C)U (v, v′) :=
1
2
V ari {Di(v, v′)} = 1
2(I − 1)
I∑
i=1
{
Di(v, v
′)− D¯(v, v′)}2 ,
where D¯(v, v′) = 1I
∑I
i=1Di(v, v
′). To see this, note that
V ari {Di(v, v′)} = V ari {Wi2(v, v′)−Wi1(v, v′)}
= 2V ari {Uij(v, v′)} ,
so V ari {Uij(v, v′)} = 12V ari {Di(v, v′)}.
Individual Noise Variance
Given two estimates Wij(v, v
′), j = 1, 2, of the term Xi(v, v′), the individual noise variance can be
estimated as follows:
σˆ
2(I)
U,i (v, v
′) :=
1
J − 1
J∑
j=1
{
Uij(v, v
′)− U¯i(v, v′)
}2
=
{
Ui1(v, v
′)− U¯i(v, v′)
}2
+
{
Ui2(v, v
′)− U¯i(v, v′)
}2
=
1
2
{Ui2(v, v′)− Ui1(v, v′)}2
=
1
2
{[
Wi2(v, v
′)−Xi(v, v′)
]− [Wi1(v, v′)−Xi(v, v′)]}2
=
1
2
{Wi2(v, v′)−Wi1(v, v′)}2
Scaled Noise Variance
Given the common noise variance estimate σˆ
2(C)
U (v, v
′), we use a subject-specific scaling factor γi to
obtain the scaled noise variance estimate
σˆ
2(S)
U,i (v, v
′) = γi × σˆ2(C)U (v, v′).
The scaling factor γi is equal to the test-retest MSE of subject i relative to the average test-retest MSE
over all subjects:
γi = D¯2i/
¯
D2,
where D¯2i =
2
V (V−1)
∑
v>v′ D
2
i (v, v
′) and D¯ = 1I
∑I
i=1 D¯
2
i. To see that this provides a reasonable
estimate of an individual subject’s noise variance, notice that
σˆ
2(I)
U,i (v, v
′) =
1
2
D2i (v, v
′)
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and
σˆ
2(C)
U (v, v
′) ≈ 1
I
I∑
i=1
σˆ
2(I)
U,i (v, v
′) =
1
2I
I∑
i=1
D2i (v, v
′) =
1
2
D¯2(v, v′).
The approximate equality above follows from the fact that the two terms have the same expected value
(Appendix). Therefore,
σˆ
2(I)
U,i (v, v
′)
σˆ
2(C)
U (v, v
′)
≈ D
2
i (v, v
′)
D¯2(v, v′)
,
so across all voxel-pairs (v, v′), the ratio of the the individual noise variance to the common noise variance
is approximately equal to γi. The benefit of the scaled noise variance, compared with the individual noise
variance, is that it is based upon a more stable estimate of the noise variance, σˆ
2(C)
U (v, v
′) and requires
the estimation of much fewer terms.
Global Noise Variance
We estimate the global noise variance as the mean value of the common noise variance over all V (V −1)/2
unique voxel-pairs:
σˆ
2(G)
U,i (v, v
′) ≡ σˆ2(G)U :=
2
V (V − 1)
∑
v>v′
σˆ
2(C)
U (v, v
′).
If pseudo-test-retest data is used to compute σˆ
2(G)
U , the noise variance will be overestimated due to
shorter scan length and should be adjusted. Let σ2U (t) be the expected global noise variance for a scan
of length t, and let σˆ2U (t) be an estimate of σ
2
U (t). When we use pseudo-test-retest data by splitting a
scan of length T , we obtain an estimate of σ2U (
T
2 ). To obtain an estimate of σ
2
U (T ), let
θ(T ) =
σ2U (T )
σ2U (
T
2 )
.
Then σ2U (T ) can be estimated as
σˆ2U (T ) = θˆ(T )× σˆ2U (T2 ). (1)
The adjustment factor θ(T ) can be estimated if multiple scans are available for a subset of subjects.
However, we also provide an estimate of θ(t) as follows. Using the test-retest fMRI dataset described
below, for t = {1, 1.5, 2, 2.5, 3, 3.5, 4, 5, 6, 7} minutes, we resample scans of length t within each scanning
session and estimate σ2U (t) for each resampled dataset. We then compute the average over all resampled
datasets to obtain σˆ2U (t). We compute θˆ(t) = σˆ
2
U (t)/σˆ
2
U (
t
2 ) for t = {2, 3, 4, 5, 6, 7}. This gives a curve
estimating the relationship between T and θ(T ) for T = {2, 3, 4, 5, 6, 7}. To extrapolate to other scan
lengths, we fit a regression curve relating log scan length to θ(t):
θ(t) = β0 + β1 × log(t). (2)
Using our coefficient estimates of β0 and β1, one can estimate the appropriate scaling factor θ(T ) for
scans of length T by simply plugging in their values into equation 2. One can then use this scaling factor
to adjust the global noise variance estimate obtained from pseudo-test-retest data using equation 1 and
hence obtain an appropriate noise variance estimate.
Signal Variance Estimation
The between-subject or signal variance σ2X(v, v
′) is equal to the difference between the total variance and
noise variance. While noise variance may vary across subjects, signal variance is a population parameter.
Therefore, even if we choose to estimate the noise variance individually, we use the common or global
noise variance estimator to obtain an estimate of the signal variance.
The total variance σ2W (v, v
′) at voxel-pair (v, v′) is estimated as (Carroll et al. 2006)
σˆ2W (v, v
′) :=
1
J
J∑
j=1
σˆ2Wj (v, v
′) =
1
J(I − 1)
J∑
j=1
I∑
i=1
{
Wij(v, v
′)− W¯j(v, v′)
}2
.
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We can then simply estimate the signal variance as
σˆ2X(v, v
′) = σˆ2W (v, v
′)− σˆ2U (v, v′),
Shrinkage Parameter Estimation
We obtain four estimators for the shrinkage parameter λi(v, v
′) corresponding to the four noise variance
estimators:
λ
(M)
i (v, v
′) =
σ
2(M)
U,i (v, v
′)
σ2X(v, v
′) + σ2(M)U,i (v, v′)
,
where M ∈ {I, S, C,G}.
2.2 Subject-level Parcellations
Shrinkage estimates of correlation were obtained by applying the inverse-Fisher transformation to the
shrinkage estimate of the Fisher-transformed correlation. That is, we first Fisher-transform the raw
estimate, perform shrinkage, then apply the inverse Fisher transformation. We then generated subject-
level parcellations by performing spectral clustering as described by Ng et al. (2001), using the raw
and shrinkage correlation estimates as a metric of similarity. We chose to look for five clusters based on
previously published findings (using the same test-retest resting state data set) that this was the optimal
number of functional partitions for the precentral gyrus in terms of test-retest reliability (Nebel et al.
2014).
2.3 Performance of shrinkage methods
2.3.1 Reliability of functional connectivity measures
We define reliability of a functional connectivity measure (e.g. correlation) as the MSE between the
estimated measure Cˆi and the truth Ci. We assess the performance of a shrinkage estimate as the
percent decrease in MSE of the shrinkage estimate relative to the MSE of the raw estimate.
2.3.2 Reliability of parcellations
We define reliability of a parcellation estimate as the Dice similarity coefficient compared with the true
parcellation. Let Aˆi be the adjacency matrix obtained from clustering, where Aˆi(v, v
′) = 1 if v and v′ are
assigned to the same parcel for subject i and 0 otherwise. Let Ai be the adjacency matrix corresponding
to the true parcellation of subject i. Dice’s coefficient of similarity between the estimated and true
parcellations is defined as
S(Ai, Aˆi) =
2|Ai ∩ Aˆi|
|Ai|+ |Aˆi|
.
We assess the performance of a parcellation obtained from a shrinkage estimate of functional connectivity
as the percent increase in Dice coefficient relative to the parcellation obtained from the corresponding
raw estimate.
For the simulation described below, the true connectivity matrix and parcellation are known quantities,
so we can compute exactly the MSE and Dice coefficient of the raw and shrinkage estimates. For our
fMRI dataset, however, the true connectivity matrix and parcellation are unknown. We get around this
by reserving part of each subject’s data as a proxy for the truth, which we call the test set. We compute
raw and shrinkage estimates for the remaining data and compare both estimates to the raw estimate
from the test set.
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Figure 1: Simulated signal image consisting of four 25-voxel clusters for the group and two subjects.
2.4 Data
2.4.1 Simulated Data
We simulated a 10-by-10 voxel parcellation consisting of four clusters, each cluster corresponding to one
quadrant of the image at the group level (Figure 1a). Each subject-level parcellation was generated by
randomly permuting cluster labels along the borders of clusters 1 and 3 and clusters 2 and 4 (Figure 1b).
The true correlation matrices within each cluster were assumed to follow an exchangeable structure,
meaning that each pair of voxels within cluster k of subject i at session j has the same pairwise correlation
ρijk. We further assumed that each subject i has a fixed within-cluster correlation value ρijk ≡ ρi across
all sessions j and clusters k. Let ρ represent the population average within-cluster correlation and z(ρ)
represent the Fisher-transformation of ρ. Random variation among subjects i = 1, . . . , I was introduced
by adding Gaussian noise to z(ρ), then applying the inverse Fisher-transformation, z−1(·):
ρi = z
−1(z(ρ) + ui), ui ∼ N(0, σ2X)
As negative within-cluster correlations do not make sense under an exchangeable correlation struc-
ture, any negative correlations generated through this process were resampled until all ρi were positive.
Between-cluster correlations were assumed to equal zero. The true correlation matrix C∗i for each subject
i was therefore constructed as a block diagonal matrix with the four diagonal blocks corresponding to
the within-cluster correlation matrices for subject i, and the off-diagonal blocks set to zero.
For each subject i = 1, . . . , I and session j = 1, 2, a time series of length T was generated for each
voxel in the cluster. Each time point was drawn from a multivariate Normal distribution with mean
zero and covariance matrix Σi ≡ Ci. As correlations are agnostic to within-voxel variance and temporal
correlation, these were not considered. The observed voxel time series were combined to form a 3D image
(2D x time) for each subject i and session j. Observed correlation matrices Cˆij were computed from the
3D images.
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Parameter Values Default Value
number of subjects (I) (10, 20, 30, 100) 20
length of time series (T ) (100, 200, 300, 1000) 200
population average within-cluster correlation (ρ) (0.01, 0.05, 0.1) 0.05
between-subject variance (σ2X) (0.01, 0.02, 0.03, 0.04, 0.05) 0.02
Table 1: Simulation parameters varied (one at a time) and the values they are varied over. The default
value is the value at which each parameter is fixed while the other parameters are varied.
We varied the following simulation parameters: number of subjects (I), length of time series (T ), popula-
tion average within-cluster correlation (ρ), and between-subject or signal variance (σ2X). The parameter
values tested are given in Table 1. Parameter values were changed one at a time, while all other pa-
rameters were fixed at a default value. The default value of each parameter is also shown in Table
1.
We simulated 1000 datasets for each of the 13 unique designs defined by the parameter values in Table 1.
For each dataset, we computed the observed correlation matrix Cˆi1 from each subject’s first session. We
performed shrinkage on these matrices using each noise variance estimation method M ∈ {I, S, C,G},
described in Section 2.1.2. For each method M , we computed the noise variance assuming that two
sessions j = 1, 2 were available for each subject and again assuming that only one session j = 1 was
available for each subject. Let C˜M,`i be the shrinkage estimate obtained by shrinking estimate Cˆi1 using
noise variance estimation method M and assuming availability of ` = 1, 2 scans for each subject. We
performed clustering as described in Section 2.2 on the raw correlation matrices Cˆi1, i = 1, . . . , I and
each shrinkage correlation matrix C˜M,`i , M ∈ {I, S, C,G}, ` = 1, 2 and i = 1, . . . , I.
Analysis S1: Performance of shrinkage estimates and parcellations
Using the default design specified in Table 1, we computed the degree of shrinkage, performance of
the raw and shrinkage correlation matrices, and performance of parcellations obtained using shrinkage
estimates, as described in Section 2.3. The degree of shrinkage is defined as the average value of λi(v, v
′)
over all voxel-pairs.
Analysis S2: Sensitivity to simulation parameters
For each alternative design specified in Table 1, we computed the degree of shrinkage and performance of
correlation estimates and parcellations to understand how each parameter affects the degree of shrinkage
towards the group mean and the impact of the shrinkage procedure on the reliability of similarity metrics
and parcellations.
2.4.2 Real fMRI Data
We use data from the publicly available Multi-Modal MRI Reproducibility Resource (http://www.
nitrc.org/projects/multimodal). Image acquisition parameters are described in detail elsewhere
(Landman et al. 2011). In short, a high resolution T1-weighted MPRAGE and two 7-minute resting
state scans were acquired from 21 healthy adult volunteers. Both resting state scans were acquired on
the same day, and in between the two scans the subject exited the scanner.
The anatomical scan was registered to the first functional volume and normalized to Montreal Neuological
Institute (MNI) space using SPM8’s unified segmentation/normalization procedure. Resting state data
were adjusted for slice time acquisition, and rigid body realignment estimates were calculated with respect
to the first functional volume to account for participant motion. The non-linear spatial transformation
estimated during the unified segmentation/normalization was then applied to the functional data along
with the estimated rigid body realignment parameters and resulted in 2-mm isotropic voxels. Each
resting state scan was then temporally detrended on a voxelwise basis. An aCompCor strategy was used
to estimate spatially coherent noise components, as this method has been shown to effectively attenuate
physiological noise (Behzadi et al. 2007) as well as motion artifacts (Muschelli et al. 2014). The aCompCor
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(a) Data setup for methods using test-retest data (b) Data setup for methods using single-scan data
Figure 2: Data setup to perform shrinkage and evaluate the performance using both test-retest data
(a) and single-scan data (b). Resting-state fMRI time series for 5 voxels are shown.
noise components were regressed from the resting state data along with linearly detrended versions of
the rigid body realignment parameters and their first derivatives (computed by backward differences).
Functional data were then spatially smoothed (6-mm FWHM Gaussian kernel) and temporally filtered
using a .01-.1 Hz pass band. Data from one participant were excluded from analysis due to a misalignment
of the first and second resting-state scans.
Our region of interest (ROI) for this experiment is the precentral gyrus (M1), a key component of
the motor control network and a region whose gross functional organization has long been recognized
(Penfield and Boldrey 1937). The precentral gyrus ROI was selected from the “Type II Eve Atlas” (Oishi
et al. 2009) and contained V = 7396 voxels after being transformed to MNI space.
To evaluate performance of shrinkage using test-retest data to estimate the variance components, we split
each subject’s data into three parts as illustrated in Figure 2a. As a total of 420 images (14 minutes)
were collected over the two sessions, each of the three parts consisted of 140 images (4 minutes and 40
seconds). For the middle third, each session was demeaned before concatenating the time series. The
first two parts were used to compute the variance components. We performed shrinkage on the first part
and reserved the third part as the test set.
To evaluate performance of shrinkage using only a single scan from each subject, we split the first session
in half to create a pseudo-test-retest dataset, which we use to estimate the noise variance. We performed
shrinkage on the first session and reserved the second session as the test set (Figure 2b). The psuedo-
test-retest dataset was used to compute the common, individual and scaled noise variance estimates; the
global noise variance was computed using both full sessions.
For both setups, we first computed the V -by-V observed correlation matrices Cˆij for each subject i and
session j = 1, 2 or part j = 1, 2, 3. The estimates produced using the first session or part, Cˆi1, were
treated as the “raw” estimates. We then applied the Fisher-transformation to obtain Zˆij for all i and
j. We computed the variance components and shrinkage parameter λ
(M)
i (v, v
′), M ∈ {I, S, C,G}, and
performed shrinkage using λ
(M)
i (v, v
′) on the Zˆi1. We then applied the inverse Fisher transform to obtain
shrinkage estimates C˜i1. For completeness, we also performed the same procedure directly on the Cˆi1
without Fisher-transforming to obtain shrinkage estimates ˜˜Ci1.
Analysis R1: Performance of shrinkage estimates
The performance of the shrinkage correlation estimates computed from session or part 1 was assessed as
described in Section 2.3, using the raw estimates from the test set as a proxy for the unknown ground
truth.
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Analysis R2: Performance of parcellations
Subject-level parcellations were generated using both raw and shrinkage correlation estimates, as de-
scribed in Section 2.2. We used the estimates obtained by applying shrinkage directly to the correlation
estimates, as these were shown to have better performance than shrinkage estimates obtained through the
Fisher-transformed correlation estimates. The performance of the parcellations generated using shrink-
age estimates from session or part 1, relative to the parcellations generated using the corresponding
raw estimates, was assessed as described in Section 2.3, using the parcellations generated from the raw
estimates from the test set as a proxy for the ground truth.
3 Results
3.1 Simulation Results
Analysis S1: Performance of shrinkage estimates and parcellations
Figure 3 shows the degree of shrinkage, MSE of raw and shrinkage correlation estimates, and Dice
similarity of parcellations with the true parcellations, under the default simulation settings (I = 20,
T = 200, ρ = 0.05, σ2X = 0.02). Results are shown by shrinkage method and the type of dataset used,
single session (left) or test-retest data (right), and each boxplot shows the distribution of values over
all subjects and simulation iterations. In Figure 3a, the degree of shrinkage for a given subject and
simulation iteration was computed as the average value of the shrinkage parameter λi(v, v
′) over all
voxel-pairs (v, v′). The degree of shrinkage was sensitive to the noise variance method employed and the
type of dataset (single session or test-retest) used to perform shrinkage. Using a single session to perform
shrinkage, the median degree of shrinkage over all subjects and iterations was 90.3% with a common
noise variance; 85.3% with individual noise variance; 90.6% with scaled noise variance; and 73.0% with
a global noise variance. Using test-retest data to perform shrinkage, the median degree of shrinkage
was 73.5% with a common noise variance; 64.0% with individual noise variance; 74.2% with scaled noise
variance; and 73.7% with a global noise variance.
Figure 3b shows the MSE of the raw and shrinkage correlation estimates. The average improvement
in MSE due to shrinkage was fairly uniform across shrinkage methods under the default simulation
parameters. However, when a single session was used to perform shrinkage, there were more large outliers
than when test-retest data was used, except when the global noise variance estimator was employed. The
median MSE over all subjects and iterations of the raw correlation estimates was 0.00498. Using a single
session to perform shrinkage, the median MSE of the shrinkage correlation estimates was 0.00130 (73.9%
lower) with a common noise variance; 0.00150 (69.9% lower) with individual noise variance; 0.00131
(73.7% lower) with scaled noise variance; and 0.00130 (73.9% lower) with a global noise variance. Using
test-retest data to perform shrinkage, the median MSE of the shrinkage correlation estimates was 0.00119
(76.1% lower) with a common noise variance; 0.00134 (73.1% lower) with individual noise variance;
0.00118 (76.3% lower) with scaled noise variance; and 0.00121 (75.7% lower) with a global noise variance.
Figure 3c shows the Dice coefficient of similarity with the true parcellations of the parcellations generated
from the raw and shrinkage correlation estimates. The improvement in Dice coefficient due to shrinkage
was fairly uniform across shrinkage methods but was maximized when test-retest data was used to
perform shrinkage and when the global noise variance estimator was used with single session data. The
median Dice coefficient over all subjects and iterations of the raw parcellations was 0.750. Using a single
session to perform shrinkage, the median Dice coefficient of the shrinkage-based parcellations was 0.924
(23.2% higher) with a common noise variance; 0.923 (23.1% higher) with individual noise variance; 0.924
(23.2% higher) with scaled noise variance; and 0.961 (28.1% higher) with a global noise variance. Using
test-retest data to perform shrinkage, the median Dice coefficient of the shrinkage-based parcellations
was 0.962 (28.3% higher) with a common noise variance; 0.961 (28.1% higher) with individual noise
variance; 0.962 (28.3% higher) with scaled noise variance; and 0.962 (28.3% higher) with a global noise
variance.
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(a) Degree of shrinkage
Single Session Data Test−Retest Data
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(c) Dice Similarity of Parcellations
Figure 3: The degree of shrinkage (a), MSE of correlation estimates (b), and Dice coefficient of similarity
of parcellations with the true parcellations (c) under the default simulation parameters of I = 20,
T = 200, ρ = 0.05, and σ2X = 0.02, using either single session data (left) or test-retest data (right).
The percent decrease in the median MSE of the shrinkage estimates, compared with the MSE of the
raw estimates, is reported below each boxplot in (b); the percent increase in the Dice coefficient of the
shrinkage-based parcellations, compared with the Dice coefficients of the raw parcellations, is reported
below each boxplot in (c).
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(a) Region where subjects have the same parcellation
Single Session Data Test−Retest Data
−7.1% −1.0% −7.1% +11.3% +19.9% +19.9% +19.9% +19.9%
0.4
0.6
0.8
1.0
No Shrinkage Common Individual Scaled Global No Shrinkage Common Individual Scaled Global
Shrinkage Method
D
ic
e 
Si
m
ila
rit
y 
wi
th
 T
ru
e
 P
a
rc
e
lla
tio
n
(b) Region where subjects’ parcellations differ
Figure 4: Dice similarity (with each subject’s true parcellation) within two different regions: the region
of the image where all subjects share the same parcellation (a), and the region of the image where
subjects’ parcellations differ (b). Results were computed under the default simulation parameters of
I = 20, T = 200, ρ = 0.05, σ2X = 0.02, using either single session or test-retest data.
Figure 4 illustrates the performance of the shrinkage-based parcellations in two different regions of the
images displayed in Figure 1. The first is the region in which all subjects share the same parcellation,
namely the top four rows and bottom four rows of the image. In this region, shrinkage towards the group
mean will clearly be beneficial, since the group mean is representative of the truth for each subject. The
second is the region in which subject-level differences in parcellations are allowed to occur, namely the
middle two rows of the image. In this region, it is less clear whether shrinkage will result in parcellations
that are closer to the true subject-level parcellations. In Figure 4a, we see that the improvement in the
Dice coefficient within the first region was large for all shrinkage methods. We also see that the methods
that use a single session resulted in the greatest improvement, since these methods tend to over-estimate
the noise variance and thus over-shrink. In this region, since all subjects have the exact same parcellation,
total shrinkage towards the group mean will be the most beneficial. In Figure 4b, as expected, we see
that the improvement in the Dice coefficient within the second region was less dramatic. In fact, for
the shrinkage methods that tend to over-shrink, there was a reduction in the median Dice coefficient
compared with the raw parcellations. However, when test-retest data was used to perform shrinkage
or the global noise variance estimator was used with single session data, there was an improvement
in the median Dice coefficient. When test-retest data was used to perform shrinkage, the median Dice
coefficient increased by 19.9% due to shrinkage for all noise variance estimators; when a single session was
used to perform shrinkage and the global noise variance estimator was used, the median Dice coefficient
increased by 11.3% due to shrinkage.
Analysis S2: Sensitivity to simulation parameters
Figure 5 shows how the degree of shrinkage (Figure 5a), the MSE of the correlation estimates (Figure
5b), and the Dice similarity of the parcellations (Figure 5c) change with varying simulation parameters.
The first column shows the effect of varying the number of subjects; the second column shows the effect
of varying the time series length; the third column shows the effect of varying the strength of inter-voxel
correlations; and the fourth column shows the effect of varying the degree of similarity across subjects.
Each color represents a different shrinkage method, and results are shown in the case of both single session
data (top panel of each plot) and test-retest data (bottom panel of each plot). Each point represents the
mean over all subjects and iterations, and 95% confidence intervals are shown as grey bands, which may
not be visible due to their narrow width.
Figure 5a shows that the degree of shrinkage tends to decrease as the time series length T increases,
as the within-cluster correlation ρ increases, and as the between-subject variance σ2X increases. This
is expected, since the shrinkage parameter is defined as the ratio of within-subject variance to total
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(a) Effect of simulation parameters on degree of shrinkage
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(b) Effect of simulation parameters on test-retest error of correlation estimates
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(c) Effect of simulation parameters on test-retest reliability of parcellations
Figure 5: Effect of each simulation parameter on the degree of shrinkage, MSE of the correlation
estimates, and Dice similarity of the subject-level parcellations. Each point shows the median value over
all subjects and iterations. Error bands show ±2 standard errors around the median (may not be visible
due to narrow width).
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(within-subject plus between-subject) variance, and higher values of T and ρ reduce the within-subject
variance. There is a weak increase in the degree of shrinkage as the number of subjects I increases.
This reflects bias in the estimation of λi(v, v
′), a non-linear function of variance components, a bias that
diminishes as the sample size increases.
Figure 5b shows that the MSE of the raw estimates is primarily related to the time series length T , since
as T increases, sampling variability decreases. As T increases, the MSE of all estimators decreases, and
the MSE of the raw estimator approaches, but does not achieve, the MSE of the shrinkage estimators.
As the number of subjects I increases, there is also a reduction in the MSE of the shrinkage estimators,
which is due to the increase in the degree of shrinkage associated with larger sample size.
Figure 5c shows that the Dice coefficient of the raw parcellations increases as the time series length T
increases, as the within-cluster correlation ρ increases, and as the between-subject variance σ2X increases.
Similar to the results for MSE of the correlation estimates, as T increases, the Dice coefficient of the
raw parcellations approaches that of the shrinkage-based parcellations; unlike the results for MSE, the
shrinkage-based parcellations still dramatically outperform the raw parcellations even at T = 1000. The
Dice coefficient of the shrinkage-based parcellations increases along with the Dice coefficient of the raw
parcellations as T , ρ, or σ2X is increased. As the number of subjects I increases, the Dice coefficient of the
shrinkage estimators increases, which is again due to the increase in the degree of shrinkage associated
with larger sample size.
3.2 Real fMRI Dataset Results
Figure 6 shows the degree of shrinkage towards the group mean performed on the real rsfMRI dataset by
noise variance estimation method and the type of dataset (single session or test-retest) used to perform
shrinkage. As in the simulation results, the degree of shrinkage for subject i was computed as the mean
value of the shrinkage parameter λi(v, v
′) over all voxel-pairs (v, v′). Each boxplot shows the distribution
of these values over subjects. For those methods that computed only a group-level shrinkage parameter
(the common and global noise variance methods), the shrinkage parameter is the same over all subjects
and the boxplot shows only a single value.
Below, results are reported for the case of shrinkage on Fisher-transformed correlations, followed in
brackets by results for the case of shrinkage directly on correlations.
When a single session was used to compute the noise variance, the median degree of shrinkage over all
subjects was 69.6% [70.8%] with a common noise variance; 56.5% [58.4%] with individual noise variance;
68.9% [71.1%] with scaled noise variance; and 55.0% [57.3%] with a global noise variance. When test-
retest data was used to compute the noise variance, the median degree of shrinkage over all subjects
was 51.5% [52.4%] with a common noise variance; 37.3% [38.5%] with individual noise variance; 49.5%
[51.8%] with scaled noise variance; and 53.2% [54.5%] with a global noise variance.
As expected, the degree of shrinkage was generally higher when a single session was used due to upward
bias in the noise variance estimation. As the global noise variance estimator was designed to avoid this
problem it does not suffer from inflated degree of shrinkage. By contrast, when the individual noise
variance estimator was used, the degree of shrinkage was significantly lower compared with the common
or scaled noise variance estimator. Since each individual noise variance estimate σˆ2i (v, v
′) is based on only
two observations (rather than S = 20), the distribution around the truth σ2i (v, v
′) is a highly skewed Chi-
squared, which introduces bias into the shrinkage parameter estimator, since it is a non-linear function
of the variance estimators.
Analysis R1: Performance of shrinkage estimates
Figure 7 shows the MSE of each raw and shrinkage correlation estimate by the noise variance estimation
method employed and the type of dataset (single session or test-retest) used to perform shrinkage. Each
dotted line represents a single subject, and the boxplots show the distribution of values over all subjects.
Below each boxplot we report the percent decrease in the median MSE of the shrinkage estimates
compared to the median MSE of the raw estimates. Figure 6c shows the results from applying shrinkage
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Figure 6: Degree of shrinkage (percent weighting of the group mean, averaged over all voxel-pairs)
by noise variance estimation method and type of dataset (single session or test-retest) used to perform
shrinkage. For the “common” and “global” noise variance methods, all subjects have the same shrinkage
parameter at each voxel-pair, so the boxplot shows a single value.
Single Session Data Test−Retest Data
l
l
l
l
−25.1% −19.8% −24.9% −26.7% −28.3% −24.1% −24.7% −28.5%0.02
0.04
0.06
0.08
No Shrinkage Common Individual Scaled Global No Shrinkage Common Individual Scaled Global
Shrinkage Method
M
SE
 o
f C
or
re
la
tio
n 
Es
tim
at
es
 (v
s T
e
st
 S
et
)
(c) Shrinkage on Fisher-transformed correlations
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(d) Shrinkage on correlations
Figure 7: MSE of raw and shrinkage correlation estimates, by noise variance estimation method and
the type of dataset (single session or test-retest) used to perform shrinkage. Each dotted line shows the
MSE for a single subject’s raw and shrinkage estimates, and the boxplots show the distributions over all
subjects. The percent decrease in the median MSE of each shrinkage estimate (compared to the median
MSE of the raw estimate) is reported below each boxplot.
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Figure 8: Dice coefficients of similarity (with test set parcellations) of parcellations produced using
raw and shrinkage correlation estimates. Results are shown by noise variance estimation method and
the type of dataset (single session or test-retest) used to perform shrinkage. Each dotted line shows
the Dice coefficients for a single subject, and the boxplots show the distributions over subjects. The
percent increase in the median Dice coefficient of each shrinkage parcellation (compared to the median
Dice coefficient of the raw parcellation) is reported below each boxplot.
on the Fisher-transformed correlations, and Figure 6d shows the results from applying shrinkage directly
to the untransformed correlations.
Results are again reported for the case of shrinkage on Fisher-transformed correlations, followed in
brackets by results for the case of shrinkage directly on correlations.
All shrinkage methods resulted in a decrease in the median MSE compared with the raw estimates. Recall
that the data used to compute the raw estimates and parcellations was different in the single session
case and the test-retest case (see Figure 2). Specifically, the full 7-minute scan from the first session
was used in the single session case, and only the first 4 minutes and 40 seconds of that scan was used
in the test-retest case. Therefore, the raw coefficients and parcellations, and their respective reliability
measures, differ across the two cases. When a single session was used to compute the noise variance, the
raw correlation estimates had a median MSE of 0.0434. The shrinkage estimates had a median MSE of
0.0325 (25.1% lower) [0.0319 (26.5% lower)] with a common noise variance; 0.0348 (19.8% lower) [0.0344
(20.7% lower)] with individual noise variance; 0.0326 (24.9% lower) [0.0319 (26.4% lower)] with scaled
noise variance; and 0.0318 (26.7% lower) [0.0316 (27.2% lower)] with a global noise variance. When test-
retest data was used to compute the noise variance, the raw correlation estimates had a median MSE of
0.0491. The shrinkage estimates had a median MSE of 0.0352 (28.3% lower) [0.0345 (29.7% lower)] with
a common noise variance; 0.0373 (24.1% lower) [0.0359 (26.9% lower)] with individual noise variance;
0.0370 (24.7% lower) [0.0348 (29.1% lower)] with scaled noise variance; and 0.0351 (28.5% lower) [0.0344
(29.9% lower)] with a global noise variance.
For all methods, applying shrinkage directly to the correlations resulted in greater reduction in MSE
(compared with applying shrinkage to the Fisher-transformed correlations). Whether single session data
or test-retest data was used, shrinkage using the global noise variance estimator resulted in the greatest
reduction in median MSE. At the subject level, when test-retest data was used to perform shrinkage,
shrinkage on untransformed correlations resulted in reduced MSE for 19 out of 20 subjects across all noise
variance estimation methods; when single session data was used, shrinkage on untransformed correlations
resulted in reduced MSE for 17 out of 20 subjects for the individual noise variance estimation method
and 18 out of 20 subjects for all other noise variance estimation methods.
Analysis R2: Performance of parcellations
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(a) Session 1 parcellations - before shrinkage
(b) Session 1 parcellations - after shrinkage
(c) Session 2 parcellations - no shrinkage
Figure 9: Subject-level parcellations of the motor cortex from 3 example subjects.
(d) Session 1 group-level parcellation (e) Session 2 group-level parcellation
Figure 10: Group-level parcellations from sessions 1 and 2.
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Figure 8 shows the Dice coefficients of similarity (with test set parcellations) of the parcellations generated
from the raw and shrinkage correlation estimates, by noise variance estimation method and type of dataset
(single session or test-retest) used to perform shrinkage. As in Figure 7, each line shows the results for
a single subject, and the boxplots show the distributions of Dice coefficient values over all subjects.
For each noise variance estimation method, the percent increase in the median Dice coefficient of the
shrinkage parcellations, compared with the raw parcellations, is reported below each boxplot.
Since shrinkage on the correlation estimates without Fisher-transforming resulted in better performance
than shrinkage on Fisher-transformed correlations, parcellations were only generated from the shrink-
age estimates obtained by shrinking the correlations directly. The results below therefore reflect the
performance of parcellations obtained using this method.
All shrinkage methods resulted in an increase in the median Dice coefficient of parcellations compared
with raw parcellations. When a single session was used to compute the noise variance, the raw parcel-
lations had a median Dice coefficient of 0.401. The shrinkage-based parcellations had a median Dice
coefficient of 0.511 (27.6% higher) with a common noise variance; 0.521 (30.0% higher) with individual
noise variance; 0.512 (27.8% higher) with scaled noise variance; and 0.521 (30.0% higher) with a global
noise variance. When test-retest data was used to compute the noise variance, the raw parcellations had
a median Dice coefficient of 0.403. The shrinkage-based parcellations had a median Dice coefficient of
0.467 (15.9% higher) with a common noise variance; 0.461 (14.4% higher) with individual noise variance;
0.465 (15.5% higher) with scaled noise variance; and 0.479 (18.8% higher) with a global noise variance.
The improvement in test-retest reliability of parcellations due to shrinkage was remarkably similar across
shrinkage methods. Whether single session data or test-retest data was used to compute the noise
variance, the global noise variance estimator again showed the best performance, with an increase in the
Dice coefficient of 30.0% using single session data or 18.8% using test-retest data.
Figure 9 shows the parcellations of the motor cortex of three subjects (from left to right: subjects 2, 3 and
5) resulting from the first scanning session before shrinkage (Figure 9a), the first scanning session after
shrinkage (Figure 9b), and the second scanning session with no shrinkage (Figure 9c). The parcellations
in Figure 9b were based on shrinkage using a single scanning session and the global noise variance
estimator. These parcellations illustrate that subject-level differences in parcellations generated from
raw correlation estimates are not always seen in subsequent scanning sessions. They also illustrate that
while shrinkage-based parcellations are, by nature, more similar to the group-level parcellation, shown
in Figure 10, subject-level differences can still be seen.
Time series length and noise variance
Figure 11 shows the estimated noise variance σ2U (t) with 95% confidence interval (a) and estimated
adjustment factor θ(t) = σ2U (t)/σ
2
U (t/2) (b) for scan lengths ranging from t = 1 to 7 minutes. Results
are shown using untranformed correlations and Fisher-transformed correlations to compute the noise
variance. Figure 11b also shows the fitted line from the regression relating log(t) to θ(t). The coefficient
estimates and standard errors from the regression model
θ(t) = β0 + β1 × log(t) + ,
were βˆ0 = 0.590 (s.e. 0.00732) and βˆ1 = 0.129 (s.e. 0.00493). The adjusted R-squared of the model was
0.986.
4 Discussion
In this work we propose a new approach for improving the test-retest reliability of subject-level resting
state parcellations based upon the use of shrinkage-based measures of similarity, or distance, between
voxels as input to clustering. On 7-minute resting-state scans from 20 healthy adults, parcellations
obtained using shrinkage correlation estimates were shown to have up to 30% improved test-retest re-
liability compared to those obtained using the raw correlation estimates. Through simulations, similar
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Figure 11: The relationship between scan length and noise variance. Results are shown using untran-
formed correlations (C, shown in red) and Fisher-transformed correlations (Z, shown in teal) to compute
the noise variance. Panel (a) shows diminishing session-to-session variance as scan length increases.
Panel (b) shows how the adjustment factor θ(t) = σ2U (t)/σ
2
U (t/2) changes as t increases. The fitted line
relating θ(t) to log(t) is shown in black.
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improvement in reliability were observed for a wide range of sample sizes, time series lengths, signal
strengths, and degrees of similarity among subjects.
Shrinkage methods have found wide usage in the statistics literature, allowing noisy subject-level esti-
mators to “borrow strength” from a larger population of subjects. The approach is implicit in penalized
likelihood inference, multi-level models (Lindquist and Gelman 2009), empirical Bayes estimation (Fris-
ton et al. 2002; Friston and Penny 2003; Su et al. 2009), and Bayesian inference. Indeed, most shrinkage
estimators will correspond to the mode of some Bayesian posterior. In recent work, Shou et al. (2014)
applied shrinkage to rsfMRI seed-based connectivity analysis and showed a nearly 30% average improve-
ment in intra-subject reliability of correlation estimates. Our work extends these results by developing
shrinkage estimators for the full voxel-by-voxel distance matrix required for clustering; proposing meth-
ods for constructing shrinkage estimators when only a single scan is available; exploring the utility of
shrinkage estimators when the amount of shrinkage is subject-dependent to account for differences in
intra-subject variability; and demonstrating improved test-retest reliability of subject-level parcellations
based on shrinkage estimates.
Typically, subject-level parcellations derived from short rsfMRI scans (e.g., 5-10 minutes) tend to be
highly unreliable due to their low SNR. Longer scans (e.g., 30-60 minutes) lead to more reliable results,
and many subject-level parcellation methods are taking advantage of the increased availability of such
data. However, there are still a number of reasons why it may be useful or necessary to use shorter
scans to produce subject-level parcellations. First, many such rsfMRI scans have already been collected,
from which a wealth of information is potentially available. Second, it may be infeasible to collect
longer scans for certain populations, including children, the elderly, or diseased populations. While
healthy adult controls are ideal candidates to undergo long resting-state scanning sessions, they are not
always of primary interest to researchers. Third, the price of obtaining long scans may be prohibitive.
By borrowing strength from the group mean to enhance the quality of noisy subject-level functional
connectivity estimates, our shrinkage methods are able to minimize the limitations of short rsfMRI scans
and take advantage of the widespread availability of such scans for subject-level inference.
Furthermore, our simulations suggest that shrinkage-based parcellations derived from short scans (200
time points) are equivalent, in terms of reliability, to raw parcellations derived from much longer scans
(over 1000 time points). This suggests that performing shrinkage may be comparable to collecting scans
of considerably longer length, in terms of reliability. This is an important finding, due to the high costs
involved with performing longer scans. Nonetheless, it may still be beneficial to collect longer rsfMRI
scans when feasible. More data is almost always better, and subject-level differences will likely be more
accurately expressed as the quantity of subject-level data increases. On the other hand, longer scans
should not be viewed as mutually exclusive with shrinkage methods. Our simulation results suggest
that shrinkage on longer scans can still lead to substantially more reliable subject-level parcellations.
Further research on the benefits of shrinkage on longer scans using real rsfMRI data will be important
to understand this interplay.
Finally, according to our simulations, the shrinkage methods we have proposed not only improve the
reliability of the overall parcellations, but also the reliability within regions where subject-level differences
exist. The ability to accurately parcellate these regions is vital to quantifying and studying subject-level
differences in functional organization.
Although we chose to demonstrate the applicability of our shrinkage methods using correlations as our
similarity metric, it is important to note that they are applicable to almost any similarity or distance
metric. As long as the assumptions of Normality and signal-noise independence are roughly satisfied,
our methods can be applied to a wide variety of metrics. Interestingly, we observed more improvement
in reliability by applying shrinkage directly to correlation estimates, rather than to Fisher-transformed
correlations, even though the model assumptions are not strictly satisfied for correlation estimates. This
is no doubt due to the fact that we are evaluating the error on the correlation scale. If we were instead to
evaluate the error on the Fisher-transformed scale, it would be better to perform shrinkage directly on the
Fisher-transformed data. We have also applied shrinkage to the inter-voxel similarity metric described in
Nebel et al. (2014), which incorporates long-range correlations between voxels within the motor cortex
and the rest of the brain, and found that shrinkage reduced the MSE of the estimates by approximately
20
40% (results not shown). Furthermore, though we used spectral clustering for parcellation, there is
nothing that prevents other clustering methods from being used instead. For example, we have observed
similar improvement in parcellation using K-means clustering (results not shown). The objective of the
methods we have described is to maximize the reliability of the similarity or distance metric utilized
in clustering. Therefore, any clustering method that depends on such a metric will benefit from using
shrinkage estimates of that metric in place of raw observed values.
Throughout the paper we have described a number of potential shrinkage methods. Based on our empir-
ical findings we recommend utilizing the global noise variance estimator, since it is practical for settings
where test-retest data is not available (or is only available for a subset of subjects), and it demonstrated
the best performance in terms of improved reliability of correlation estimates and parcellations. This
method has been implemented in both MATLAB and R and is available for download through Math-
works File Exchange1 and GitHub2, respectively. The strong performance of the global noise variance
estimator does not necessarily imply that there is no spatial variability in noise levels, but rather that
there may be too many parameters to estimate in a meaningful way. For example, in the motor cortex
alone there are more than 27 million unique voxel-pairs, and estimating a shrinkage parameter for each
can be prohibitive. This may also explain why the scaled noise variance method tends to out-perform the
individual noise variance method. Though both noise variance estimators seek to quantify each subject’s
personal noise level, the scaled noise variance estimator requires the estimation of dramatically fewer
parameters. For example, with 7396 voxels and 20 subjects, rather than estimating over 20×27,000,000
parameters, the scaled noise variance approach requires approximately 27,000,000+20 parameters. As
more data is collected, more parameters can be reliably estimated. Therefore, with longer scans, the com-
mon or scaled noise variance estimators may ultimately begin to out-perform the global noise variance
estimator. However, there is another issue to keep in mind when performing subject-specific shrinkage
using the scaled or individual noise variance estimator. When all subjects share the same shrinkage
parameter, the rank of the subjects’ values relative to one other will not change as each subject’s value
changes. By contrast, if shrinkage is subject-specific, the rank of subjects may not be preserved. There-
fore, even if subject-level parameters can be reliably estimated, care should be taken when performing
subject-specific shrinkage.
Although we have strong evidence of the benefits of the proposed shrinkage methods, our analysis was
limited to the motor cortex in a population of healthy adults. The benefits of shrinkage on reproducibil-
ity are likely to vary, depending on the inter-voxel similarity metric being estimated, the ROI being
parcellated, and the population being studied, among other factors. Future research should focus on
quantifying the benefits of shrinkage within other regions of interest, for whole-brain parcellation, and
for other, potentially more diverse, populations. Finally, while the methods we have proposed can be
easily applied to any distance or similarity metric, some parcellation methods employ other versions of
subject-level data, such as the entire time series or principal components. Future research should focus
on adapting the ideas presented in this paper to such settings.
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Appendix
Claim. The expected value of the common noise variance estimator and the expected value of the mean
individual noise variance estimator are the same at each voxel-pair (v, v′).
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Starting from the LHS and dropping the (v, v′) notation for conciseness, we see that
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Equality with the RHS clearly follows, since
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