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Abstract
A novel color image segmentation method based on nite
Gaussian mixture model is proposed in this paper. First,
we use EM algorithm to estimate the distribution of in-
put image data and the number of mixture components is
automatically determined by MML criterion. Then the seg-
mentation is carried out by clustering each pixel into appro-
priate component according to maximum likelihood (ML)
criterion. The advantage of our method lies in its ability
of less relying on initialization and segmenting images in
a totally unsupervised manner. Experimental results show
that our segmentation method can obtain better results
than other methods.
1. Introduction
Color image segmentation is useful in many applications.
With the segmentation results, it is possible to identify re-
gions of interest and objects in the scenes, which is very
benecial to the subsequent image analysis or annotation.
For example, many communication tasks require high com-
pression ratio to save network resource. One possible way
to realize the higher compression ratio is to discriminate
objects in an image and compress only the necessary ob-
jects for users. This makes image segmentation extremely
important for providing the needed information.
Image segmentation is dened as the process of divid-
ing an image into dierent regions such that each region
is homogenous. For intensity images (i.e. those repre-
sented by point-wise intensity levels) segmentation, there
exists three popular approaches: histogram threshold tech-
niques [1], edge-based methods [2] and region-based tech-
niques [3]. Recently, with the progress on the theory of
Gaussian mixture models, image segmentation based on
Gaussian mixture model has also become popular [4] [5] [6].
In the work of [4], the author proposed a color image
segmentation method based on maximum likelihood (ML)
estimation. The observed color image is considered as a
mixture of multi-variant densities and the mixture parame-
ters are estimated using the EM algorithm. The segmenta-
tion is completed by clustering each pixel into a component
according to the Maximum likelihood(ML)estimation. Ex-
periment results show this method is useful and stable in
color image segmentation. However, a main drawback of
this method is that the number of Gaussian mixture com-
ponents is assumed known as prior, so it cannot be consid-
ered as totally unsupervised image segmentation method.
Another problem in using EM algorithm in image segmen-
tation is that the problem of mixture parameter initializa-
tion. This will greatly aect the segmentation result. A
commonly used solution is initialization by randomly sam-
pling in the mixture data [7] [8]. Although this method
can result in ne segmentation result when the selected
number is large, but the computation time is also heavily
increased. When the selected number is small, it is high
likely that some small regions may not be sampled, so the
segmentation result is coarse.
In our proposed method, we use K-means algorithm to
initialize the Gaussian mixture parameters and successfully
solve the initialization problem. The number of mixture
components is automatically determined by implementing
the Minimum Message Length(MML) criteria into the EM
algorithm. Therefore, the method can integrate the param-
eter estimation and model selection in a single algorithm,
thus the method is totally unsupervised.
The rest of paper is organized as follows: in section 2, we
review the nite Gaussian mixture model and propose our
\EM+MML" algorithm; in section 3, the complete segmen-
tation method is given; in section 4, experimental results
will be presented to access performance of our method; the
conclusion is given in the nal section.
2 Gaussian Mixture Models and
EM Algorithm
2.1 Gaussian Mixture Models
Consider a mixture model with M > 1 components in <n
for n  1:
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m
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Here we encapsulate these parameters into a parameter
vector, writing the parameters of each component as m =
(m;m), to get  = (1;2;;M;1;2;;M).
Then, (1) can be rewritten as
p(xj) =
M X
m=1
mN(xjm;m) (4)
where N(xjm;m) is a Gaussian distribution with mean
m and covariance m.
2.2 EM algorithm
The commonly used approach for determining the param-
eters  of a Gaussian mixture model from a given dataset
is to use the maximum-likelihood estimation. The EM
algorithm is a general iterative technique for computing
maximum-likelihood when the observed data can be re-
garded as incomplete. The usual EM algorithm consists
of an E-step and an M-step. Suppose that (t) denotes
the estimation of  obtained after the t th iteration of the
algorithm. Then at the (t+1) th iteration, the E-step com-
puters the expected complete data log-likelihood function
Q(;(t)) =
K X
k=1
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flogmp(xkjm)gP(mjxk;(t)) (5)
where P(mjxk;(t)) is a posterior probability and is com-
puted as
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The M-step nds the (t+1)th estimation (t+1) of  by
maximizing Q(;(t))
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EM algorithm is highly dependent on initialization. A
common approach is using multiple random starts and
choosing the nal estimate with the highest likelihood.
This will greatly increase the computation burden. In our
method, we initialize the mixture parameters by K-means
algorithm.
2.3 MML criterion
Another main issue of using Gaussian mixture model in
image segmentation is the diculty to estimate the number
of components. Many methods, such as the method used
in [4], assume the number is known in advance. In other
words, the number of segmentation region is determined
in advance by user. Obviously, this is supervised or semi-
supervised method.
In order to circumvent this problem, a model selection
criterion, Minimum Message Length(MML) [9], is intro-
duced in our algorithm. For an M-components mixture,
the parameters specifying each components are expressed
as:
b  = argminL(;y); (10)
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where N is the number of parameters specifying each
component, n is the number of observed data, M is the
number of components, and ; are the estimated gaus-
sian mixture parameters. The EM+MML algorithm is pre-
sented in Figure 1.
The procedure in Figure 1 shows the whole \EM+MML"
algorithm. Given a 3 channel RGB color image, the input
data is the 3 dimensional RGB entry of each pixel. With
the input data, the EM algorithm was run iteratively from
Mmax to Mmin, in each iteration, the mixture parameters
are initialized by K-means algorithm. The number of com-
ponents and mixture parameters are selected according to
the minimum message length expressed in eqn.(11).|||||||||||||||||||||||{
 Input: Data vector X;
 Params: Maximum and minimum number of compo-
nents Mmax;Mmin
 Procedures:
Set the initial Message Length Lmin = +1;
for m = Mmax:-1:Mmin
Initialize 0 = k means;
b m = b EM;
Compute Lm;
if Lm  Lmin, then
Lmin= Lm; b best = b m;
end if
end for
 Output: Mixture model parameters b best and the
number of mixture components Mbest determined by
MML.
|||||||||||||||||||||||{
Figure 1: EM+MML algorithm
3 The Segmentation Algorithm
The segmentation consists of two steps. The rst step is
mixture estimation. The above \EM+MML" method is
used to estimate the mixture parameters and determine the
number of Gaussian components.
The second step is pixel clustering. The segmentation
is carried out by assigning each pixel into a proper clus-
ter according to the Maximum likelihood(ML) estimation.
The j-th element is labelled Lj according to the following
equation,
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where x is the input data, EM, EM are the estimated
mixture parameters respectively.
4 Experimental Results
In order to evaluate our proposed method, we also carried
out image segmentation using the supervised EM method
proposed in [4]. In the supervised method, the parame-
ters is initialized by randomly sampling and the number
of components are assumed known in advance. Fig.4 and
Fig.7 shows the segmentation results of the well-known
\house" and \woman" images by our \EM+MML" method.
Figure 2: Original \house" image
The estimated number of region is 15 and 8 respectively.
Compared with the segmentation results using supervised
algorithm(Fig.3 and Fig.6), we can see the images are seg-
mented more correctly by using our proposed method.
5 Conclusion
This paper proposed an unsupervised color image segmen-
tation method based on nite Gaussian mixture model.
The observed color image was considered as a mixture of
multi-variate normal densities. Each pixel entry is consid-
ered as a 3-dimensional input data of the mixture. The
segmentation is carried out by the ML estimation.
The advantage of our method lies in two aspects. First,
by using the K-means algorithm, we successfully circumvent
the initialization problem of EM algorithm. Second advan-
tage of the algorithm is that the number of segmentation
region is automatically determined by the MML criterion,
so the algorithm is called unsupervised.
Experimental results show the proposed method has
better segmentation result than the compared supervised
methods.
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