The widely used Born model describes the electrostatic response of continuous media using static dielectric constants. However, when applied to a liquid environment, a comparison of Born model predictions with experimental values (e.g., transfer free energies and pK a shifts) found that agreement is only achieved by using physically unrealistic dielectric constants for proteins, lipids, etc., and/or equally unrealistic atomic radii. This leads to questions concerning the physical origins for this failure of the Born model. We partially resolve this question by applying the Langevin-Debye (LD) model of a continuous distribution of point, polarizable dipoles, a model that contains an added dependence of the electrostatic response on the solvent's optical dielectric constant and both gas-and liquid-phase dipole moments, features absent in the Born model to which the LD model reduces for weak fields. The LD model is applied to simple representations of three biologically relevant systems: (i) globular proteins, (ii) lipid bilayers, and (iii) membrane proteins. The linear Born treatment greatly overestimates both the self-energy and the transfer free energy from water to hydrophobic environments (e.g., a protein interior). By using the experimental dielectric constant, the energy cost of charge burial in either globular or membrane proteins of the Born model is reduced by almost 50% with the nonlinear theory as is the pKa shift, and the shifts agree well with experimental trends.
T he interaction of molecules and ions with various solvents is of importance in many physical, chemical, and biological systems. For example, electrostatics strongly influence enzyme catalysis, electron transfer, proton transport, ion channels, photo-activation, and ligand binding (1) . Macroscopic dielectric continuum models are frequently invoked to describe solvation, especially in large biological systems where computations (using molecular mechanics, molecular dynamics, quantum mechanics, or combinations thereof) with explicit solvent molecules become prohibitive for many systems of physical interest. Although continuum models neglect certain microscopic details, the hope is to reduce the errors sufficiently by correctly describing the physics (2) . Unfortunately, serious limitations have long been evident with one of the most popular models, the Born model (and the equivalent use of the Poisson equation), in which the solvent is characterized solely by the static dielectric constant. For example, Sandberg and Edholm concluded that the Born model introduces errors as large as 1,000 KJ/mol when used to predict the hydration energies of multivalent ions (3) . The Born model is also frequently applied in evaluating the transfer free energy of ionizable groups between water and hydrophobic media, such as proteins and lipids, thereby predicting the pK a shift of a buried ionizable group. Multiple experiments and theoretical predictions agree that the dielectric constant of the protein interior is Ϸ4 (4-6). On the contrary, when data from pK a shifts are interpreted by using the difference in Born energies, all cases predict a much higher effective dielectric constant (Ͼ10) for proteins (7) (8) (9) .
We show that the discrepancy between theory and experiments arises because the Born model effectively only includes the linear response of the solvent dipoles to the field of the solute, an assumption that, however, applies only when the electric field imposed by the solute is weak, such as when the solute ion is large, the solute contains small partial charges, or when the response is evaluated far from the solvated ions or molecules. Solvent dipoles proximal to the solute more strongly orient and thereby screen the more distant solvent molecules from the field of the solute. The strong orientation of the proximal solvent dipoles implies that they are no longer able to respond linearly to the external electric field from the solute. This widely studied effect has been called dielectric saturation (3, (10) (11) (12) (13) (14) (15) since the 1920s when Debye developed the theoretical Langevin-Debye (LD) model to describe dielectric saturation by treating the solvent as a continuous distribution of point, polarizable dipoles and by allowing the dipole reorientation to depend on the self-consistent, many-body (and hence nonlinear response) local field generated by all other solvent dipoles (16) . Subsequent extension of the LD model by Onsager (17) and then by Kirkwood and Frohlich (18) includes the influence of dipoledipole correlations and local solvent density changes near the solute, respectively. The improved LD model depends on four solvent physical parameters, which may be taken as the static and optical dielectric constants and the dipole moments in the liquid and gas phases (or their equivalents). This dependence on four solvent properties clearly establishes that the LD model provides a superior physical description than the traditional continuum model, which depends only on the static dielectric constant of the solvent. For example, Sandberg and Edholm showed that the LD model with the corrections of Onsager and Kirkwood reduced the large error introduced by the Born model in predicting the hydration energies of multivalent ions to an acceptable small amount (3).
However, the LD theory has not yet been used in calculating the self-energy and transfer free energy of an ionizable group between different biological phases (proteins, lipids, and water). Even the hydrophobic interiors of proteins and lipids contain permanent and inducible dipoles that may reorient to stabilize the system, and a portion of this reorientation contributes to the nonlinear electrostatic corrections, which are expected to be described more accurately by the extensions of the LD model due to Onsager, Kirkwood, and Jha and Freed (19) . Here, we employ this extended LD model to compute the relative permittivity of water, a protein, and a lipid as a function of the radial distance from the partially charged ''ion.'' Subsequently, the nonlinear LD model is used to study the selfenergy of a charged group in models of three biologically important environments: (i) a spherical protein immersed in water; (ii) a lipid bilayer immersed in water; and (iii) a lipid bilayer with a cylindrical membrane protein immersed in water. Theoretical formulas for the electrostatic energy are derived for each of these three systems within the extended LD model. Calculations of the self-energy (and, hence, the transfer energies) as a function of the relative position of the ''ion'' from the interfaces for each of these systems are then compared to the self-energy calculated by using a uniform bulk dielectric constant (i.e., with the Born self-energy from linear electrostatics). We also illustrate the influence of nonlinear electrostatics on the calculation of pK a shifts as an ion is moved through the interior of a protein.
Theory
Born Model. The Born model describes the difference of the self-energy of a solvated ion from that in vacuum, assuming the ion generates a weak field (20) , that is, that the solvent responds linearly to the charged solute. The Born free energy of hydration emerges as,
where r B is the Born radius, 0 is the permittivity of the vacuum, r is the relative permittivity of the solvent, e is the elementary charge, and Z is the charge number. Phenomenological effective Born radii have been introduced to reduce the huge overestimation of solvation energies that arises when crystal ionic radii are used in Eq. 1 (21) . The difference between the Born-energies in two different phases is used frequently to represent the transfer free energy for the charges.
LD Model and Distance-Dependent Relative Permittivity. Consider first an ion placed in a homogeneous liquid medium, which is specifically chosen as water but could also be a lipid, other fluid, or membrane, etc. The LD model describes the solvent dielectric saturation by considering the mutual dependence of the solvent polarization P and the local electric field F. The local electric field is weakened by the screening produced by the solvent polarization, as described by Eqs. 2 and 3,
where D is the electric displacement, and E is the electric field. On the other hand, the solvent polarization is also sensitive to the strength of local field as follows (16):
where F is a unit vector in the direction of the local field, ␤ ϭ 1/kT, k is Boltzmann's constant, T is the absolute temperature, C and g are the Onsager and Kirkwood correction factors, respectively, and n is the number density of the solvent molecules. The function L(x) ϭ coth(x) Ϫ 1/x is the Langevin function that arises from a thermal average over the orientation of the dipoles with respect to the local field F. ␣ 0 and are the electric polarizability and the magnitude of permanent electric dipole moment of water, respectively. The solvent polarization P in Eq. 4 is decomposed into two terms describing the induced dipole moments and Boltzmannweighted reorientation of the permanent dipoles in the medium, respectively. The polarizability ␣ 0 and the magnitude of the permanent dipole moment may be estimated from the bulk optical and static dielectric constants of the medium ( optical and static , respectively). After evaluating the self-consistent reaction field following the approach of Jha and Freed (22) , the electric field E is determined numerically as a function of the electric displacement D to yield E ϭ f(D) by combining Eqs. 2-4. The ratio D:E defines the relative permittivity (also called the distance dependent dielectric),
by using the known D for a spherical, charged ion D(r) ϭ Ze/4r
and the computed E(r).
Numerical solution of the LD model generates a physically reasonable sigmoidal function for the electrical permittivity as a function of the radial distance from a solvated ion (Fig. 1) . Alternative analytical representations of this sigmoidal function have been used in molecular simulations by Ramstein and Lavery (23), Shen and Freed (22, 24) , and by Hassan et al. (25) to study RNA, proteins, and ion solvation, respectively, generating results agreeing well with those from simulations with explicit solvent and/or experiment.
Self-Energy Calculation for the LD Model.
The electrostatic polarization energy of a single ion is determined from the general equation,
where D and E are the electric and displacement fields, respectively, and the subscript 0 denotes the corresponding variables in a vacuum. The integration over all space (outside the ion) is calculated by using spherical coordinates with the charge centered at the origin. The geometries used for the protein and the lipid systems are presented in Fig. 2 , where a is the radius of the ion and (r) is the relative permittivity of the medium to which the specific point (r) belongs. For example, the protein permittivity is used for (r) if the point (r) lies in the protein; otherwise, the water permittivity is used. Because the partially charged ion is situated at the origin, Eq. 6 reduces to a one-dimensional integration. We illustrate the solution for an ion buried inside a spherical protein of radius R (when h Ͻ R Ϫ a) for both the linear and nonlinear models because the derivations for the other cases are similar. After simplification, the self-energy depends on relative position (h) of the ion with respect to the center of the protein, 
where D and E are the distance-dependent relative permittivities of protein and water, respectively, as calculated from Eq. 5 for each medium separately. The parameters a, R, and h describe the geometry of the system (see Fig. 2 A) . The transfer free energy of an ion from water into the protein is calculated as the difference between the self-energy of the ion in the interior of the protein and the self-energy when the ion is placed in pure water. The latter self-energy is independent of relative position, and is derived from Eq. 6 as,
Thus, the transfer free energy is evaluated by subtracting Eq. 8 from Eq. 7. Here, we only display the expression for the special case when the ion is transferred from water to the center of the protein (h ϭ 0),
The Born model emerges from our general LD calculations in the linear limit of a low reaction field by assuming that the relative permittivities of both water and protein are constants. For example, the self-energy of an ion inside a spherical protein (from Eq. 7) reduces to the Born model approximation,
where p ϭ 4 and w ϭ 78.5 are the experimental constant relative permittivities for proteins and water, respectively. When h approaches 0, the ion is at the center of the protein, and the Born energy becomes,
Subtracting the self-energy of the ion in water,
from Eq. 11 yields the Born model expression for transfer free energy,
which is widely used (7) to estimate the energy cost for charge burial in the interior of a globular protein.
Results and Discussion
Distance-Dependent Relative Permittivity. Fig. 1 A displays the dependence of the relative permittivities (r) of water, pure proteins, and pure lipids on the radial distance from a unit charge at the origin. The relative permittivity in proteins ( Fig. 1 Inset) varies from 1.77 at short distances to 4 far from the ion, agreeing with expectations that proteins have a dielectric constant between 2 and 4 (4). All three curves in Fig. 1 A increase sigmoidally from the bulk optical relative permittivity near the ion to that of the bulk static relative permittivity at large distances, indicating the strong nonlinear response of the solvent in the vicinity of the charged ion. The electric polarization (see Eq. 4) is decomposed into two contributions, the induced dipoles and a second term involving the Boltzmann average of the orientation of the permanent dipoles with respect to the local field. Because the induced dipole term is implicitly contained in the bulk optical relative permittivity, the reorientation of permanent dipoles is responsible for the sigmoidal growth of the distance dependent relative permittivity (r) from the bulk optical value optical near the solute to the bulk static value static at large distances. Despite the similar shapes of the curves in water, proteins, and lipids, their amplitudes differ considerably ( Fig. 1 A) due to the large disparity in their bulk static dielectric constants. When the ion is partially charged as is typical in biological systems such as proteins, the dependence of the relative permittivity on radial distance also shifts according to the scaling, z (r) ϭ unit-charge (r/ ͌ Z), where Z is the partial charge (22) . Thus, as expected, smaller charges produce more rapid transitions to the bulk static limit, corresponding to weaker nonlinear effects in the vicinity of the ion. Fig. 1B displays the variation of the relative permittivity for water with a partial charge. These curves suggest that the use of a uniform dielectric constant in simulations with a continuum model represents a poor approximation, especially for highly charged molecules, such as nucleic acids. Application to Three Biologically Relevant Systems. Proteins. Generic globular proteins are represented as spherical to study the electrostatic energy of charge burial in proteins. The system contains two different media, a protein of radius R (with dielectric constant 4) and the surrounding water (see Fig. 2 A) . A charged ion of radius a is placed at a distance h from the center of the protein. The ion is buried in the interior of the protein when 0 Յ h Ͻ R Ϫ a, is immersed in water when h Ͼ R ϩ a, and is located on the interface when R Ϫ a Յ h Յ R ϩ a. Fig. 3A presents the ion's self-energy from LD calculations as a function of h, the distance of the ion from the center of the protein. The ion radius is set to 1.4 Å to mimic a carboxylic oxygen anion on the side chains of glutamate or aspartate, and the same radius is used for the other two examples to facilitate comparisons. The radius of the protein is chosen as 13.4 Å, which is typical for the radius of gyration of globular proteins with 100 residues (as predicted from the fit R g ϭ 2.38 ϫ N 0.34 by Gong et al. (26) to data for high-resolution protein crystal structures). Not only is the absolute self-energy of the ion heavily overestimated by the linear Born model, but the overall electrostatic transfer free energy (evaluated as the difference in the self-energy of the ion in pure water and that inside the protein) from the linear treatment is too high. As indicated in Fig. 3B , the burial of a unit charge at the center of the protein in the LD model is only half as costly energetically as predicted by using the Born equation when both approaches use the same dielectric constants and ion radii. Additionally, ionizable groups are usually not buried as deeply as the center of the protein, as unrealistically assumed in deriving the widely used Eq. 13. We have examined several of the deeply buried ionizable groups listed by Warshel and colleagues (27) and find that most charges lie 5-7 Å from the center of the protein, which leads to an additional reduction of the computed transfer free energy, although to a much smaller degree than from the nonlinear solvation effects. Considering a typical 100-residue globular protein with the ionized group buried most deeply (at the center), the energy cost from the LD model is only approximately 13 kcal/mol instead of the 25 kcal/mol estimated by the Born equation. This large decrease in the computed energy cost rationalizes the fact that many proteins with deeply buried charges are still stable (at least partially). Proteins may tolerate (i.e., further reduce) this energy cost by mechanisms, such as local dipole rearrangement and formation of additional hydrogen bond networks around the buried charge, although 13 kcal/mol is still larger than typical free energies of folding.
Following the procedure commonly used to analyze experimental data, the calculated transfer free energies (in Fig. 3B ) are fit to the widely used Born transfer free energy in Eq. 13 to determine an ''apparent dielectric constant'' for the 100-residue globular protein as a function of the initial distance of the ion from the protein center h (see Fig. 4A ). To compensate for the nonlinear solvation neglected by the Born model, the apparent dielectric constant of the protein must be assigned as Ͼ8 for buried charges. This explains, at least partially, the high apparent dielectric constants of 10 deduced by Garcia-Moreno and colleagues in tests of the stability of a mutated Staphylococcus nuclease (R g ϭ 14 Å) with buried charges using the same type of analysis (7). Although slightly higher than our calculation, the difference might further be reduced by increasing the ion radius or by adopting partial charges instead of unit ones, both of, which decrease the transfer free energy and thereby increase the apparent dielectric constant. However, nonlinear solvation is not expected to provide a complete explanation of the high apparent dielectric constant because we concur with their assessment that local conformational changes and water penetration affect the local dielectric constant. Even when the ion is at the interface between water and the protein, the apparent dielectric constant of the protein is still relatively high, but it drops quickly to 4, the input value, not far inside the protein surface. The ''noise'' at larger distances (e.g., 25 Å) in Fig. 4A is a numerical artifact due to the small transfer free energies. pK a shifts may be estimated from the transfer free energy by assuming that the change in electrostatic energy is the only factor causing the shift in the pK a of the residue. We estimate the pK a shifts for the buried ionizable groups of V66E and V66K nuclease (mutants of staphylococcal nuclease) with the LD model, using the same protein radii proposed by the authors (7). The calculated pK a shifts for V66E and V66K are Ϫ5.05 and 4.29, respectively, close to experimental values of Ϫ4.9 and 4.3, respectively. However, when applied to thioredoxin, our model is unable to discriminate the oxidized and reduced forms due to the lack of molecular details in the spherical ion model. The LD model assigns a pK a shift of 4.6 for both forms, close to the mean of the experimental values (3.5 for oxidized and 5.3 for reduced). On the contrary, the predicted pK a shifts increase by almost 100% when the Born model is adopted and the same radii are used. Fig. 4B exhibits the growth of the predicted pK a shift when an ionizable group is moved from the surface of a protein (with radius equal to 13.4) into its interior for both the nonlinear LD model and linear Born model. Again, the linear Born model treatment overestimates the pK a shift when the protein's dielectric constant is assumed to be a physically reasonable value of 4, whereas the LD model yields much better results. Thus, use of the Born model requires adopting a higher protein dielectric constant to match the experimental pK a shift. Gilson and colleagues have calculated pK a shifts by using the Poisson-Boltzmann equation and assuming a uniform dielectric constant for proteins. They found that a physically unrealistic protein dielectric constant of 20 is required to reproduce the experimental pK a and to provide a much better fit than that obtained with the actual value of 4. They ascribe the deviation to unknown reasons (8) . Several other authors also reach a similar conclusion, arguing that the effective dielectric constant of proteins should be in the range of 11-21 (7, 9) . To reconcile this contradiction, Warshel and colleagues have included a numerical analog of the LD model with the solvent and solute containing explicit dipoles. Their benchmark tests against macroscopic models, such as the Born model, indicate that the optimal dielectric constant for fitting the experimental data for pK a shifts in proteins depends on the model. Their physically more reasonable model with explicit dipoles within the protein explains the pK a data by using close to a ''correct'' dielectric constant in the range between 4 and 8. On the other hand, macroscopic models lacking molecular details require much higher dielectric constants to match the experimental data (27, 28) .
Although macroscopic models with apparently unphysical dielectric constants serve a useful purpose, it is gratifying that much better agreement with the experimental bulk dielectric constant is obtained by adopting the physically more reasonable LD model that includes both inducible dipoles and the reorientation of permanent dipoles within the protein. Our results suggest that a macroscopic model that includes dielectric saturation is still able to correctly describe the energetics of proteins. The LD model is simple, and the calculation of the transfer free energy proceeds in less than a minute on a single PC. On the other hand, the use of the LD model with a single spherical charge has several disadvantages, including the inability of explaining different pK a shifts for proteins with similar sizes and similar depth of charge burial, such as oxidized and reduced thioredoxin, due to the lack of molecular details for the protein. Moreover the reference states for pK a shift experiments are the pK a of charged residues in short peptides or unfolded proteins whose description may require a more atomistic model. Additionally, comparisons with experimental values require specification of numerous geometrical parameters including the ion and protein radii and partial charges. Because the purpose of this study is to assess the importance of nonlinear electrostatic contributions and not of explaining pK a shift data better, we plan more complicated calculations of pK a shifts with the LD model and a fully atomistic description of the protein. Membrane bilayer. Two parallel infinite planes with separation d are used to delineate the boundaries between a membrane bilayer and water, as displayed in Fig. 2B . The distance h designates the relative position of the ion from the center of the membrane. The ion is buried in the membrane when h Ͻ d/2 Ϫ a, is sitting at the interface when d/2 Ϫ a Յ h Յ d/2 ϩ a, and is solvated by water when h Ͼ d/2 ϩ a. The separation d between the boundaries is assigned as 30 Å to mimic the typical width of a membrane bilayer. As presented in Fig. 5 , similar trends emerge as for the spherical geometry: The nonlinear treatment significantly lowers both the absolute and relative self-energies. Although describing the lipid bilayer as a homogeneous, isotropic medium is a gross simplification, the calculations indicate the importance of including nonlinear electrostatic contributions for real membranes. The scale of the transfer free energy from the nonlinear treatment also agrees with the estimation by Lazaridis, which lies in the range of 1-8 kcal/mol (29) . The membrane thickness is sufficiently large that (r) in the center has reached a bulk limit. Thus, the membrane example also serves to illustrate the situation for a phase-separated system with a planar interface.
The small kink of the energy around the boundary comes from the sharp discontinuities at the boundary between the two media. When the charge is located on or very near the boundary, the dielectric saturation is influenced by the interaction between the saturated dipoles in the two solvents. Unfortunately, the LD model is probably not accurate near the boundary, and the deviation caused by the discontinuity at the boundary is proportional to the size of the boundary, which is small for the protein model but is infinite for the membrane. Cylindrical membrane proteins. A cylinder embedded between two parallel infinite planes is used to describe a membrane protein in a lipid bilayer. The geometry in Fig. 2C specifies h as the position of the ion from the center of the membrane. For simplicity, calculations are provided for an ion placed along the axis of the cylindrical protein. Again, the ion may be buried inside the membrane protein, situated at the interface, or solvated by water. The membrane width is retained at 30 Å, and the radius of the membrane protein is assigned to be 10 Å. Figs. 6A and B compare the self-energy and transfer free energy from the nonlinear and linear treatments. The curves in Fig. 6 more closely resemble those for the spherical protein rather than the lipid bilayer because the buried ion directly interacts with proximal dipoles in the protein, despite the overwhelming number of (more distant) lipid dipoles. This observation is robust for different protein sizes, as demon- strated in supporting information (SI) Fig. S1 , where curves are presented for protein radii of 10, 20, and 30 Å, respectively. Thus, correctly considering nonlinear electrostatics tremendously lowers the transfer free energy of an ion from water to the interior of a membrane protein for a wide range of protein sizes. Ion channels represent a particular biologically important example of membrane proteins. Despite the existence of a pore containing solvent, the apparent relative permittivity of the solvent in the pore of the channel is between 2 and 5, very close to the dielectric constant of proteins (1) . Our application to membrane proteins in ion channels assumes that the pore of the channel has the same relative permittivity as typical proteins merely to illustrate general trends because calculations are readily performed with different choices. Traditionally, the ion permeation through the channel is described with the Poisson-Boltzmann (PB) and NernstPlanck (NP) equations, both of which assume a constant dielectric ''constant'' and hence ignore nonlinear solvation effects. Corry et al. compared both models with Brownian dynamics simulations and find significant discrepancies (30) . The dynamics simulations suggest a lower entrance rate for the counterions, which they argue may arise from their positive self-energy (relative to water) that can suppress the entrance of counterions. The neglect of this positive self-energy in both PB and NP treatments is a source of the discrepancies. Unfortunately, when the self-energy is included, counterion suppression is always overestimated, leading to insufficient screening effects (30) . Their overestimation of the counterion suppression arises from neglecting nonlinear solvation effects around the ions, effects that can reduce the self-energy by almost 50%, even at the interface between the protein and water. Although the real relative permittivity of the pore may deviate from 4 by a small amount, in contrast to our assumption, the trend of overestimation by the Born model, indicated by our analysis, is still robust.
Conclusion
We have studied the influence of nonlinear electrostatics on the solvation of charged groups using the continuum LD model, which describes dielectric saturation by using input information equivalent to knowledge of the static and bulk dielectric constants and the dipole moments in the gas and liquid states. Therefore, the LD model is based on a richer physical picture than that provided by traditional continuum models that involve only the bulk static dielectric constant. The theory is applied to simple models of three biologically relevant systems, including globular proteins, membranes, and membrane proteins. The calculations consistently demonstrate that dielectric saturation leads to a significant decrease in the computed transfer energies between different media and thereby strongly suggest that polar liquid media are poorly represented as homogeneous systems with a single, static bulk dielectric constant. Even when the charge is buried inside highly hydrophobic proteins or lipids, nonnegligible dielectric saturation contributions arise. The relative permittivity is better described by a sigmoidal curve that depends on the radial distance. Nonlinear corrections are especially important when experimental properties are related to the electrostatic self-energy. Although the Born self-energy is widely used in the description of biological systems, the Born model is only valid in the weak field limit and otherwise heavily overestimates the self-energy of charged groups in biological systems.
The great significance of our findings may be illustrated by mentioning several projects in progress. First, we are investigating the influence of nonlinear electrostatics on the distance dependence of the interaction energies between pairs of charges in various polar liquid environments, an essential ingredient in implicit solvent models for proteins, RNA, and DNA. Additional work is devoted to extending the LD model to treat the dependence on salt concentration. Finally, another project concerns the development of an efficient computational scheme for evaluating the total electrostatic energy of a solvated protein, RNA, etc.
Methods
The experimental number density and bulk optical and static relative permittivities are required for generating the dependence of the relative permittivity on radial distance in water, proteins, and lipids. The values for water are well known, n ϭ 3.35 ϫ 10 28 m Ϫ3 , optical ϭ 1.77, and static ϭ 78.5; n ϭ 1.0 ϫ 10 28 m Ϫ3 is adopted for the number density of dipoles in proteins (4); whereas optical ϭ 1.77 and static ϭ 4 are chosen for the bulk optical and static relative permittivity for proteins (4, 31) . Octanol is taken to represent the saturated lipid membrane due to the similar dielectric constants cited for them in the literature (32) , despite the naïveté of describing lipid membranes as a homogeneous phase. Thus, the lipid parameters are n ϭ 3.81 ϫ 1027 mϪ3, optical ϭ 2.06, and static ϭ 10.3, respectively.
The Onsager and Kirkwood correction factors were chosen as g ϭ 2.827 and C ϭ 0.0682 to reproduce the experimental permanent dipole moments for water in the gas and liquid phases by / ͌ gC ϭ 1.85D and / ͌ gC ϭ 3.11D. The same correction factors are used for generating the relative permittivities of proteins and lipids. To calculate the self-energy, numerical integration of Eq. 8 and, more generally, of Eq. 4 was implemented with the statistical software R (available at www.r-project.org).
