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Two-particle azimuthal (∆φ) and pseudorapidity (∆η) correlations using a trigger particle with
large transverse momentum (pT ) in d+Au, Cu+Cu and Au+Au collisions at
√
sNN = 62.4 GeV and
200 GeV from the STAR experiment at RHIC are presented. The near-side correlation is separated
into a jet-like component, narrow in both ∆φ and ∆η, and the ridge, narrow in ∆φ but broad in
∆η. Both components are studied as a function of collision centrality, and the jet-like correlation
is studied as a function of the trigger and associated pT . The behavior of the jet-like component
is remarkably consistent for different collision systems, suggesting it is produced by fragmentation.
The width of the jet-like correlation is found to increase with the system size. The ridge, previously
observed in Au+Au collisions at
√
sNN = 200 GeV, is also found in Cu+Cu collisions and in collisions
at
√
sNN = 62.4 GeV, but is found to be substantially smaller at
√
sNN = 62.4 GeV than at
√
sNN
3= 200 GeV for the same average number of participants (〈Npart〉). Measurements of the ridge are
compared to models.
PACS numbers: 25.75.-q,21.65.Qr,24.85.+p,25.75.Bh106
I. INTRODUCTION107
Jets are a useful probe of the hot, dense medium cre-108
ated in heavy-ion collisions at the Relativistic Heavy109
Ion Collider (RHIC) at Brookhaven National Laboratory110
(BNL). Jet quenching [1] was first observed as the sup-111
pression of inclusive hadron spectra at large transverse112
momenta (pT ) in central Au+Au collisions with respect113
to p+p data scaled by number of binary nucleon-nucleon114
collisions [2–7]. Properties of jets at RHIC have been115
studied extensively using di-hadron correlations relative116
to a trigger particle with large transverse momentum [8–117
14].118
Systematic studies of associated particle distributions119
on the opposite side of the trigger particle revealed their120
significant modification in Au+Au relative to p+p and121
d+Au collisions at the top RHIC energy of
√
sNN = 200122
GeV. For low passociatedT , the amplitude of the away-side123
peak is greater and the shape is modified in Au+Au colli-124
sions [8, 9]. At intermediate pT (4 < p
trigger
T < 6 GeV/c,125
2 GeV/c < passociatedT < p
trigger
T ), the away-side corre-126
lation peak is strongly suppressed [10]. At higher pT ,127
the away-side peak reappears without shape modifica-128
tion, but the away-side per trigger yield is smaller in129
Au+Au collisions than in p+p and d+Au [11].130
The associated particle distribution on the near side of131
the trigger particle, the subject of this paper, is also sig-132
nificantly modified in central Au+Au collisions. In p+p133
and d+Au collisions, there is a peak narrow in azimuth134
(∆φ) and pseudorapidity (∆η) around the trigger par-135
ticle, which we refer to as the jet-like correlation. This136
peak is also present in Au+Au collisons, but an addi-137
tional structure which is narrow in azimuth but broad138
in pseudorapidity has been observed in central Au+Au139
collisions at
√
sNN = 200 GeV [8, 12–14]. This struc-140
ture, called the ridge, is independent of ∆η within the141
STAR acceptance, |∆η| < 2.0, within errors, and persists142
to high pT (p
trigger
T ≈ 6 GeV/c, passociatedT ≈ 3 GeV/c).143
While the spectrum of particles in the jet-like correla-144
tion becomes flatter with increasing ptriggerT , the slope145
of the spectrum of particles in the ridge is independent146
of ptriggerT and closer to the inclusive spectrum than to147
that of the jet-like correlation. Recent studies of di-148
hadron correlations at lower transverse momenta (ptriggerT149
> 2.5 GeV/c, passociatedT > 20 MeV/c) by the PHOBOS150
experiment show that the ridge is roughly independent151
of ∆η and extends over four units in ∆η [15]. A sim-152
ilar broad correlation in pseudorapidity is also evident153
in complementary studies of minijets using untriggered154
di-hadron correlations [16, 17].155
Several mechanisms for the production of the ridge156
have been proposed since the first observation of this157
new phenomenon. In one model [18] the ridge is pro-158
posed to be formed from gluon radiation emitted by a159
high-pT parton propagating in the medium with strong160
longitudinal flow. The momentum-kick model proposes161
that the ridge forms as a fast parton traveling through162
the medium loses energy through collisions with partons163
in the medium, causing those partons to be correlated164
in space with the fast parton [19–21]. Parton recombi-165
nation has been also proposed as a mechanism for the166
production of the ridge [22–24]. Another model [25, 26]167
suggests that the ridge is not actually caused by a hard168
parton but is the product of radial flow and the surface169
biased emission of the trigger particle, causing an ap-170
parent correlation between particles from the bulk and171
high-pT trigger particles.172
Another class of models is based on the conversion173
of correlations in the initial state into momentum space174
through various flow effects. The model in [27] explains175
the ridge as arising from the spontaneous formation of ex-176
tended color fields in a longitudinally expanding medium177
due to the presence of plasma instabilities. Long-range178
pseudorapidity correlations formed in an initial state179
glasma combined with radial flow have been also dis-180
cussed as a mechanism for the ridge [28–30]. Recently,181
it has been suggested that triangular anisotropy in the182
initial collision geometry caused by event-by-event fluc-183
tuations can give rise to triangular flow, which leads to184
the ridge and contributes to the double peaked away-side185
observed in heavy-ion collisions at RHIC [31–37].186
In this paper we present measurements of the sys-187
tem size and collision energy dependence of near-side di-188
hadron correlations using data from Cu+Cu and Au+Au189
collisions at
√
sNN = 62.4 GeV and
√
sNN = 200 GeV190
measured by the STAR experiment at RHIC. In partic-191
ular, we investigate the centrality dependence of the jet-192
like correlations and the ridge and the transverse momen-193
tum dependence of the jet-like correlations. The prop-194
erties of jet-like correlations in heavy-ion collisions are195
compared to those from d+Au collisions and PYTHIA196
simulations to look for possible medium modifications197
and broadening of the near-side jet-like correlation, for198
example, due to gluon bremsstrahlung [18]. The new re-199
sults on the system size and energy dependence of the200
ridge yield presented in this article extend our knowl-201
edge of this phenomenon and, in combination with other202
measurements at RHIC, provide important quantitative203
input and constraints to model calculations.204
4II. EXPERIMENTAL SETUP AND DATA205
SAMPLE206
The results presented in this paper are based on data207
measured by the STAR experiment from d+Au collisions208
at
√
sNN = 200 GeV in 2003, Au+Au collisions at
√
sNN209
= 62.4 GeV and 200 GeV in 2004, and Cu+Cu collisions210
at
√
sNN = 62.4 GeV and 200 GeV in 2005. The d+Au211
events were selected using a minimally biased (MB) trig-212
ger requiring at least one beam-rapidity neutron in the213
Zero Degree Calorimeter (ZDC), located at 18 m from214
the nominal interaction point in the Au beam direction,215
accepting 95±3% of the Au+Au hadronic cross section216
[38]. For Cu+Cu collisions, the MB trigger was based217
on the combined signals from the Beam-Beam Counters218
(BBC) at forward rapidity (3.3 < |η| < 5.0) and a coin-219
cidence between the ZDCs. The MB trigger for Au+Au220
collisions at
√
sNN = 62.4 GeV and 200 GeV was ob-221
tained using a ZDC coincidence, a signal in both BBCs222
and a minimum charged particle multiplicity in an array223
of scintillator slats arranged in a barrel, the Central Trig-224
ger Barrel (CTB), to reject non-hadronic interactions.225
For Au+Au collisions at
√
sNN = 200 GeV, an addi-226
tional online trigger for central collisions was used. This227
trigger was based on the energy deposited in the ZDCs228
in combination with the multiplicity in the CTB. The229
central trigger sampled the most central 12% of the total230
hadronic cross section.231
In order to achieve a more uniform detector accep-232
tance, only those events with the primary vertex position233
along the longitudinal beam direction (z) within 30 cm234
of the center of the STAR detector were used for the235
analysis. For the d+Au collisions this was expanded to236
|z| < 50 cm. The number of events after the vertex cut237
in individual data samples is summarized in Table I.238
The STAR Time Projection Chamber (TPC) [39] was239
used for tracking of charged particles. The collision cen-240
trality was determined from the uncorrected number of241
charged tracks at mid-rapidity (|η| < 0.5) in the TPC.242
The charged tracks used for the centrality determina-243
tion had a three dimensional distance of closest approach244
(DCA) to the primary vertex of less than 3 cm and at245
least 10 fit points from the TPC. Each data sample was246
then divided into several centrality bins, and the fraction247
of the geometric cross section, the average number of par-248
TABLE I: Number of events after cuts (see text) in the data
samples analyzed.
System Centrality
√
sNN [GeV] No. of events [10
6]
Cu+Cu 0-60% 62.4 24
Au+Au 0-80% 62.4 8
d+Au 0-95% 200 3
Cu+Cu 0-60% 200 38
Au+Au 0-80% 200 28
Au+Au 0-12% 200 17
ticipating nucleons (〈Npart〉) and the average number of249
binary collisions (〈Ncoll〉) were calculated using Glauber250
Monte-Carlo model calculations [40].251
III. DATA ANALYSIS252
A. Correlation technique253
Tracks used in this analysis were required to have at254
least 15 fit points in the TPC, a DCA to the primary255
vertex of less than 1 cm, and a pseudorapidity |η| < 1.0.256
As in previous di-hadron correlation studies in the STAR257
experiment [12, 41, 42], a high-pT trigger particle was se-258
lected and the raw distribution of associated tracks rela-259
tive to that trigger in pseudorapidity (∆η) and azimuth260
(∆φ) is studied. This distribution, d2Nraw/d∆φd∆η, is261
normalized by the number of trigger particles, Ntrigger,262
and corrected for the efficiency and acceptance of associ-263
ated tracks ε:264
d2N
d∆φd∆η
(∆φ,∆η) =
1
Ntrigger
d2Nraw
d∆φd∆η
1
εassoc(φ, η)
1
εpair(∆φ,∆η)
. (1)
The efficiency correction εassoc(φ, η) is a correction for265
the TPC single charged track reconstruction efficiency266
and εpair(∆φ,∆η) is a correction for track merging and267
finite TPC track-pair acceptance in ∆φ and ∆η as de-268
scribed in detail below. The data presented in this paper269
are averaged between positive and negative ∆φ and ∆η270
regions and are reflected about ∆φ =0 and ∆η =0 in the271
plots.272
B. Single charged track efficiency correction273
The single charged track reconstruction efficiency in274
the TPC is determined by simulating the detector re-275
sponse to a charged particle and embedding these signals276
into a real event. This hybrid event is analyzed using the277
same software as for the real events. The efficiency for278
detecting a single track as a function of pT , η, and central-279
ity is determined from the number of simulated particles280
which were successfully reconstructed. The single track281
efficiency is approximately constant for pT > 2 GeV/c282
and ranges from around 75% for central Au+Au events283
to around 85% for peripheral Cu+Cu events as shown284
in Figure 1. The efficiency for reconstructing a track in285
d+Au is 89%. The systematic uncertainty on the effi-286
ciency correction, 5%, is strongly correlated across cen-287
tralities and pT bins for each data set but not between288
data sets. In the correlations, each track pair is corrected289
for the efficiency for reconstructing the associated parti-290
cle. Since the correlations are normalized by the number291
of trigger particles, no correction for the efficiency of the292
trigger particle is necessary.293
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FIG. 1: (Color online) Parameterizations of the transverse
momentum dependence of the reconstruction efficiency of
charged particles in the TPC in various collision systems, en-
ergies and centrality bins for the track selection cuts used in
this analysis. Note the zero suppression of the axes.
C. Corrections for track merging and track294
crossing effects in the TPC295
The reconstruction of charged tracks from TPC hits is296
performed iteratively, with hits removed from the event297
once they are assigned to a track. If two tracks have small298
angular separation in both pseudorapidity and azimuth,299
they are more difficult to reconstruct because distinct hits300
from each particle may not be resolved by the TPC. If two301
particles are close in momenta or have sufficiently high302
pT that their tracks are nearly straight, they may not be303
distinguished. This effect, called track merging, reduces304
the number of pairs observed at small opening angles and305
results in an artificial dip in the raw correlations centered306
at (∆φ,∆η) = (0,0).307
Figure 2 shows an example of a (∆φ, ∆η) two-particle308
di-hadron correlation function in central Au+Au colli-309
sions at
√
sNN = 200 GeV, along with the corresponding310
∆φ and ∆η projections for 3 < ptriggerT < 6 GeV/c and311
1.5 GeV/c < passociatedT < p
trigger
T . For small angular sep-312
arations, a clear dip in the raw correlations is visible and313
must be corrected for in order to extract the yield of314
associated particles on the near side.315
Another similar effect is evident in the active TPC vol-316
ume from high-pT tracks which cross. While few hits are317
lost in this case, one track may lose hits near the cross-318
ing point and therefore be split into two shorter tracks.319
Shorter tracks are less likely to meet the track selection320
criteria. Track merging and track crossing cause four321
dips near (∆φ,∆η) = (0,0) but slightly displaced in ∆φ.322
The location and width of these dips in ∆φ is dependent323
on the relative helicities, h, and the pT intervals of the324
trigger and associated particles. The helicity h is given325
by326
h =
−qB
|qB| (2)
where q is the charge of the particle and B is the magnetic327
field. The dips for tracks of the same helicity are dom-328
inantly due to track merging and the dips for tracks of329
opposite helicities are dominantly due to track crossing.330
Figure 3 displays the correlation function from Figure 2331
in four different helicity combinations of trigger and asso-332
ciated particles showing the finer substructure of the dip333
on the near side. When the helicities of the trigger and334
associated particles are the same, the percentage of over-335
lapping hits is greater. Because higher pT tracks have a336
smaller curvature, it is more likely for two high pT tracks337
close in azimuth and pseudorapidity to be merged than338
lower pT particles. However, track pairs are lost whether339
the pair is part of the combinatorial background or part340
of the signal. This effect means that the magnitude of the341
dip is greater in central collisions where the background342
is greater and decreases with increasing pT because of the343
decreasing background.344
One way to correct for the track merging effect is to345
remove pairs from mixed events that would have merged346
in real data. The environment in mixed events must be347
similar to real data in order for pair rejection to be ac-348
curately reproduced. The reference multiplicities of both349
events were required to be within 10 of each other to350
assure similar track density. In addition, mixed events351
were required to have vertices within 2 cm of each other352
along the beam axis in order to ensure similar geometric353
acceptance to avoid a different dip shape in ∆η. In order354
to calculate accurately the percentage of merged hits, the355
origin of the associated track was shifted to the vertex of356
the event which the trigger particle originated from.357
Previous analyses of low momentum tracks have shown358
that eliminating pairs from both data and mixed events359
with a fraction of merged hits greater than 10% was suf-360
ficient to correct for merging [43]. By discarding pairs361
with more than 10% shared hits we insure that the per-362
centage of merged track pairs is the same in the data and363
the mixed events.364
The correlation function for a given helicity combina-365
tion of trigger and associated particles was corrected by366
mixed events. After this correction, a small residual dip367
remains, mostly due to track crossing. While the mixed368
events correct for the dip due to true track merging well,369
they do not correct for track crossing as well. The re-370
maining dip is then corrected for using the symmetry371
of the correlations. Since the data should be symmetric372
about ∆φ = 0, the data on the same side as the dip are373
discarded and replaced by the data on the side without374
the dip. Then the data are reflected about ∆η = 0 and375
added to the unreflected data to minimize statistical fluc-376
tuations. This method is only applied to |∆φ| < 1.05 and377
|∆η| < 0.67, the region shown in Figure 2, because it is378
computationally intensive and track merging and track379
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FIG. 2: (Color online) Two-particle di-hadron correlation function in (∆φ, ∆η) for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c
< passociatedT < p
trigger
T in 0-12% central Au+Au collisions at
√
sNN = 200 GeV, not corrected for track merging (left). The
projection of the correlation function in ∆φ for |∆η| < 0.042 is shown in the middle and the projection in ∆η for |∆φ| < 0.17
on the right.
crossing only affect small angular separations. For large380
∆φ and ∆η, the method described in the next section is381
applied. The track merging correction is done for each382
di-hadron correlation function separately with the appro-383
priate cuts on ptriggerT , p
associated
T and collision centrality.384
An example of the di-hadron correlation function before385
and after the track merging correction is shown in Fig-386
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FIG. 3: (Color online) The dip region in (∆φ, ∆η) uncor-
rected di-hadron correlations in 0-12% central Au+Au col-
lisions at
√
sNN = 200 GeV for 3 < p
trigger
T < 6 GeV/c
and 1.5 GeV/c < passociatedT < p
trigger
T in the four he-
licity combinations of trigger and associated particles:
(a) (htrig, hassoc) = (1,1), (b) (htrig, hassoc) = (1,-1), (c)
(htrig, hassoc) = (-1,1), and (d) (htrig, hassoc) = (-1,-1). Car-
toons indicate which dips are from track merging and which
are from track crossing.
ure 4. The slight decrease in the correlation function for387
some data points is an artifact of the correction proce-388
dure and reflects the uncertainty in the correction.389
D. Pair acceptance correction390
With the restriction that each track falls within |η| <391
1.0, there is a limited acceptance for track pairs. For ∆η392
≈ 0, the geometric acceptance of the TPC for track pairs393
is ≈ 100%, however, near ∆η ≈ 2 the acceptance is close394
to 0%. In azimuth the acceptance is limited by the 12395
TPC sector boundaries, leading to dips in the acceptance396
of track pairs in azimuth. To correct for the geometric397
acceptance, the distribution of tracks as a function of398
η and φ was recorded for both trigger and associated399
particles. A random η and φ was chosen from each of400
these distributions to reconstruct a random ∆η and ∆φ401
for each selection of ptriggerT , p
associated
T , and centrality.402
η∆
-1.5 -1 -0.5 0 0.5 1 1.5
η∆
dN
/d
tr
ig
ge
r
1/
N
5.2
5.25
5.3
5.35
5.4
5.45
5.5
5.55
before
after
FIG. 4: (Color online) The raw correlation in ∆η for di-
hadron correlations for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c
< passociatedT < p
trigger
T for 0-12% central Au+Au collisions for
|∆φ| < 0.78 before and after the track merging correction is
applied. The data have been reflected about ∆η =0.
7This was done for at least four times as many track pairs403
as in the data and was used to calculate the geometrical404
acceptance correction for pairs.405
E. Subtraction of anisotropic elliptic flow406
background407
Correlations of particles with the event plane due to408
anisotropic flow (v2) in heavy-ion collisions are indirectly409
reflected in di-hadron correlations and have to be sub-410
tracted for studies of the ridge. This background in ∆φ411
over the interval [−a, a] is approximated by412
B∆φ[−a, a] ≡
b∆φ
∫ a
−a
d∆φ
(
1 + 2〈vtrig2 〉〈vassoc2 〉 cos 2∆φ
)
(3)
413
where a is chosen to be 0.78 so that the majority of the414
signal is contained [12, 41]. The level b∆φ of the back-415
ground is determined using the Zero Yield At Minimum416
(ZYAM) method [8]. The level of the background is taken417
as the value of the minimum bin. The systematic errors418
due to the choice of the minimum bin rather than either419
of the two neighboring bins are negligible compared to420
the systematic errors due to the magnitude of v2, dis-421
cussed below.422
The ZYAM method is commonly used for di-hadron423
correlations at RHIC, for example [8, 11, 44], and is jus-424
tified if the near- and away-side peaks are separated by a425
’signal-free’ region. At lower transverse momenta (pT < 2426
GeV/c) and in central Au+Au collisions at
√
sNN = 200427
GeV the broadening of the away-side correlation peak428
may cause overlap of the near- and away-side peaks and429
consequently makes the ZYAM normalization procedure430
biased. Alternatively, a decomposition of the correlation431
function using a fit function containing the anisotropic432
flow modulation of the combinatorial background and433
components describing the shape of the correlation peaks434
could be used as well [45, 46]. In this paper we use the435
ZYAM prescription to remain consistent with our earlier436
measurements of the near-side ridge [12]. ZYAM used437
with conservative bounds on v2 will, if anything, under-438
estimate the ridge yield.439
For all collision systems and energies studied, the un-440
certainty bounds on v2 were determined by comparing441
different methods for the v2 measurement. We assume442
that the error on the v2 of the trigger and associated443
particles is 100% correlated. Event plane measurements444
of flow and two-particle measurements such as the two-445
particle cumulant method are sensitive to non-flow from446
sources such as jets. These methods may overestimate v2.447
Methods such as the four-particle cumulant method are448
less sensitive to contributions from jets, however, these449
methods may over-subtract contributions from event-by-450
event fluctuations in v2. Therefore these methods under-451
estimate the v2 that should be used for the background452
subtraction in di-hadron correlations [47]. For each sys-453
tem at least one measurement which may overestimate v2454
and at least one measurement which may underestimate455
v2 is included. v2 and systematic errors on v2 for Au+Au456
collisions at
√
sNN = 62.4 GeV are from comparisons of457
the event plane method using the forward TPCs for the458
event plane determination and the four particle cumu-459
lant method [48]. The v2 and systematic errors on v2 for460
Au+Au collisions at
√
sNN = 200 GeV are as described461
in [12]. The upper bound on v2 is from the event plane462
method using the forward TPCs for the determination463
of the event plane, the lower bound comes from the four464
particle cumulant method, and the average of the two is465
the nominal value. v2 for Cu+Cu collisions at
√
sNN =466
62.4 GeV and 200 GeV is from [49]. The nominal value467
is given by v2 from the event plane method using the468
forward TPCs for the determination of the event plane469
and the upper bound is from the statistical error for both470 √
sNN = 62.4 GeV and 200 GeV. For Cu+Cu collisions471
measurements using the four particle cumulant method472
were not possible due to limited statistics. Instead, for473
Cu+Cu collisions at
√
sNN = 200 GeV the lower bound474
is determined by the magnitude of the cos(2∆φ) term475
extracted from fits to p+p data, scaling it by 〈Ncoll〉, and476
subtracting it from v2 determined using the event plane477
method to estimate the maximum contribution from non-478
flow in Cu+Cu collisions. For Cu+Cu collisions at
√
sNN479
= 62.4 GeV the systematic error is assumed to be the480
same in Cu+Cu collisions at both energies.481
With both methods for subtracting the ridge contribu-482
tion to the jet-like yield described below, the systematic483
errors due to v2 cancel out in the jet-like yield, assum-484
ing that v2 is independent of ∆η in the TPC acceptance.485
This assumption is based on the measurements of v2 as486
a function of η [50, 51].487
F. Yield extraction488
To quantify the strength of the near-side correlation489
it is assumed that it can be decomposed into a jet-like490
component, narrow in both azimuth and pseudorapidity,491
and a ridge component which is independent of ∆η. This492
approach is consistent with the method in [12]. For the493
kinematic cuts applied to ptriggerT and p
associated
T , the jet-494
like correlation is contained within the cuts used in this495
analysis, |∆η| < 0.78 and |∆φ| < 0.78.496
To study the jet-like correlation and the ridge quanti-497
tatively we adopt the notation from [12], and introduce498
the projection of the di-hadron correlation function from499
Eq. (1) onto the ∆η axis:500
dN
d∆η
∣∣∣∣
a,b
≡
∫ b
a
d∆φ
d2N
d∆φd∆η
; (4)
and similarly on the ∆φ axis:501
8dN
d∆φ
∣∣∣∣
a,b
≡
∫
|∆η|∈[a,b]
d∆η
d2N
d∆φd∆η
. (5)
To determine the jet-like yield of associated charged502
particles two methods are used. The first method is based503
on ∆φ projections. Under the assumption that the jet-504
like yield is confined within |∆η| < 0.78, subtracting the505
∆φ projections:506
dNJ
d∆φ
(∆φ) =
dN
d∆φ
∣∣∣∣
0,0.78
− 0.78
1.0
dN
d∆φ
∣∣∣∣
0.78,1.78
(6)
removes both the elliptic flow and ridge contributions.507
Since the second ∆φ projection is calculated in a larger508
∆η window, it has to be scaled by a factor 0.78/1.0, the509
ratio of the ∆η width in the region containing the jet-like510
correlation, the ridge, and the background to the width of511
the region containing only the ridge and the background.512
This subtracts both the ridge and v2 simultaneously since513
within errors both are independent of ∆η [12, 15, 50, 51].514
The jet-like yield Y ∆φJ is then obtained by integrating
Eq.(6)
Y ∆φJ =
∫ 0.78
−0.78
d∆φ
dNJ
d∆φ
(∆φ) . (7)
The second method for jet-like yield determination is515
based on the ∆η projection at the near-side:516
dNJ
d∆η
(∆η) =
dN
d∆η
∣∣∣∣
−0.78,0.78
− b∆η (8)
as v2 is independent of pseudo-rapidity within the STAR517
acceptance and therefore only leads to a constant offset518
included in b∆η. The background level b∆η is determined519
by fitting a constant background b∆η plus a Gaussian to520
dNJ
d∆η (∆η). The yield determined from fit is discarded to521
avoid any assumptions about the shape of the peak and522
instead we integrate Eq. (8) over ∆η using bin counting523
to determine the jet-like yield Y ∆ηJ :524
Y ∆ηJ =
∫ 0.78
−0.78
d∆η
dNJ
d∆η
(∆η) . (9)
The ridge yield Yridge is determined by first evaluat-
ing Eq. (5) over the entire ∆η region to get dN
d∆φ
then
subtracting the modulated elliptic flow background B∆φ
and the jet-like contribution Y ∆ηJ :
Yridge =
∫ 0.78
−0.78
d∆φ
dN
d∆φ
∣∣∣∣
0,1.78
−B∆φ[−0.78, 0.78]− Y ∆ηJ . (10)
We determined the systematic error on the YJ due to un-525
certainty in the acceptance correction by comparing the526
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FIG. 5: Color online) Sample correlations in ∆η (|∆φ| < 0.78)
for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < p
associated
T <
ptriggerT for (a) 0-60% Cu+Cu at
√
sNN = 62.4 GeV (b) 0-80%
Au+Au at
√
sNN = 62.4 GeV, (c) 0-95% d+Au at
√
sNN =
200 GeV, (d) 0-60% Cu+Cu at
√
sNN = 200 GeV, (e) 40-80%
Au+Au at
√
sNN = 200 GeV, and (f) 0-12% central Au+Au
at
√
sNN = 200 GeV. Lines show the ∆η range where the
jet-like yield is determined. The data are averaged between
positive and negative ∆η and reflected in the plot. Shaded
lines in (f) show the systematic errors discussed in III F.
mixed event method described in IIID to the standard527
event mixing method and to a sample with a restricted528
z vertex position. The largest difference was seen in the529
central Au+Au data at
√
sNN = 200 GeV. To be conser-530
vative this difference is used as the systematic error for all531
the data sets. The resulting systematic errors are listed532
in Table II. This error is also present for the ridge, since533
the ridge is determined by subtracting YJ . Additionally,534
the systematic error on YJ due to the track merging cor-535
rection does not exceed 1%, the maximum size of the536
correction in the kinematic region studied in this paper.537
This correction does not impact Yridge.538
G. 2D Fits539
In addition to the standard ZYAM procedure, we also540
analyzed the distribution of particles in Eq. (1) using541
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FIG. 6: (Color online) Sample correlations in ∆φ
(|∆η| < 1.78) for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c
< passociatedT < p
trigger
T for (a) 0-60% Cu+Cu at
√
sNN = 62.4
GeV (b) 0-80% Au+Au at
√
sNN = 62.4 GeV, (c) 0-95%
d+Au at
√
sNN = 200 GeV, (d) 0-60% Cu+Cu at
√
sNN =
200 GeV, (e) 40-80% Au+Au at
√
sNN = 200 GeV, and (f)
0-12% central Au+Au at
√
sNN = 200 GeV. Solid lines show
the estimated background using the ZYAM method with the
range of v2 used for the determination of the systematic er-
rors. The data are averaged between positive and negative
∆φ and reflected in the plot. Vertical dashed lines show the
∆φ range where the jet-like correlation is determined.
two-dimensional fits of the form:542
TABLE II: Systematic uncertainties in the acceptance correc-
tion.
ptriggerT p
associated
T sys.error sys. error
(GeV/c) (GeV/c) yield Gaussian width
2.0-2.5 >1.5 <27% <10%
2.5-3.0 >1.5 <18% <6%
3.0-6.0 >1.0 <16% <6%
3.0-6.0 >1.5 <9% <6%
d2N
d∆φd∆η
= A (1 +
4∑
n=1
2Vn∆ cos(n∆φ))
+
YJ
2piσ∆φ,Jσ∆η,J
e
− ∆η
2σ2
∆η,J e
− ∆φ
2σ2
∆φ,J .(11)
with first four coefficients V1∆, V2∆ , V3∆ and V4∆ of a543
Fourier expansion and a term accounting for the jet-like544
correlation on the near-side. This approach is motivated545
by the class of models for ridge production through a tri-546
angular initial condition. If non-flow contributions are547
negligible, V2∆ corresponds to the average of the prod-548
uct of the trigger particle v2 and the associated particle549
v2 and V3∆ corresponds to the average of the product550
of the trigger particle v3 and the associated particle v3.551
We use Eq. (11) to fit the data and extract V3∆/V2∆ for552
all collision energies and systems. We allow V3∆ to be553
negative. A narrow roughly Gaussian away-side peak at554
∆φ ≈ pi, which could arise from correlations from the555
production of an away-side jet, would have a negative556
contribution to V3∆ and a negative V3∆ could indicate557
that flow is not the dominant production mechanism for558
these correlations. Furthermore, V2∆ is not constrained559
to the experimental values measured for v2 through other560
means.There is no systematic error on V3∆/V2∆ due to561
the efficiency because any uncertainty in the efficiency562
would change the magnitude of the modulations, given563
by A in Eq. (11), but not the relative size of those modu-564
lations, V2∆ and V3∆. The uncertainty due to the fit and565
uncertainty in the acceptance correction is determined by566
fixing the parameters within the range given in Table II.567
This gives an uncertainty of <4% on V3∆/V2∆.568
IV. RESULTS569
A. Sample Correlations570
Figure 5 shows fully corrected ∆η projections of sam-571
ple correlations on the near side (|∆φ| < 0.78) before572
background subtraction for d+Au, Cu+Cu and Au+Au573
collisions at energy
√
sNN = 62.4 GeV and
√
sNN = 200574
GeV. The trigger particles were selected with transverse575
momentum 3 < ptriggerT < 6 GeV/c and the associated576
particles with 1.5 GeV/c < passociatedT < p
trigger
T . The577
data show a clear jet-like peak sitting on top of the back-578
ground and the ridge. The level of the background is579
increasing with energy and system size as expected, as580
more bulk particles are produced in the collision.581
Examples of the complementary projections in ∆φ be-582
fore background subtraction for (|∆η| < 1.78) are shown583
in Figure 6. The elliptic flow modulated background is584
shown as solid curves. The middle curve corresponds585
to background calculated with the nominal value of v2.586
The upper (lower) curve corresponds to the background587
if the upper (lower) bound on v2 is used instead. Since588
10
we have conservatively assumed that the error on the v2589
of the trigger and associated particles is 100% correlated,590
the background occasionally goes above the signal in Fig-591
ure 6(f) on the away-side. However, since we are focusing592
the near-side we prefer this conservative estimate. Note593
that the uncertainty in the size of the elliptic flow modu-594
lated background affects only the ridge yield but not the595
jet-like yield, since the elliptic flow contribution to the596
jet-like yield in ∆φ cancels out in Eq.(6) and in ∆η is597
included in b∆η in Eq.(8).598
Sample background subtracted correlation functions599
dNJ
d∆η from Eq.(8) and
dNJ
d∆φ from Eq.(6) on the near side600
for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < p
associated
T601
< ptriggerT from Figure 5 and Figure 6 are shown in Fig-602
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FIG. 7: (Color online) Background subtracted sample corre-
lations for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < p
associated
T
< ptriggerT on the near-side for (a) 0-60% Cu+Cu at
√
sNN =
62.4 GeV, (b) 0-80% Au+Au at
√
sNN = 62.4 GeV, (c) 0-95%
d+Au collisions at
√
sNN = 200 GeV, (d) 0-60% Cu+Cu at√
sNN = 200 GeV, (e) 40-80% Au+Au at
√
sNN = 200 GeV
and (f) 0-12% central Au+Au at
√
sNN = 200 GeV. The de-
pendence of the jet-like correlation is shown as a function of
∆φ (|∆η| < 1.78) in open symbols and of ∆η (|∆φ| < 0.78) in
closed symbols. Lines show the ∆φ and ∆η ranges where the
jet-like yield is determined. The data are averaged between
positive and negative ∆η (∆φ) and reflected in the plot. Lines
in (f) show the systematic errors on dNJ
d∆η discussed in III F.
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FIG. 8: (Color online) Dependence of jet-like yield on 〈Npart〉
for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < p
associated
T <
ptriggerT for Cu+Cu and Au+Au at
√
sNN = 62.4 GeV and
d+Au, Cu+Cu and Au+Au at
√
sNN = 200 GeV. Compar-
isons to PYTHIA, 〈Npart〉 =2, are shown as lines. The 5%
systematic error due to the uncertainty on the associated par-
ticle’s efficiency is not shown and systematic errors due to the
acceptance correction are given in Table II. The background
level and v2 values used for the extraction of these yields are
given in Table IV.
ure 7. For the given kinematic selection, the extracted603
jet-like correlation peaks in both ∆η and ∆φ projections604
look very similar in all studied systems and collision en-605
ergies. The jet-like yields discussed through the rest of606
the paper are obtained from the ∆η projection method;607
the ∆φ method is only used for determining the width608
of the jet-like correlation in ∆φ. Below, the dependence609
of the near side jet-like yield and Gaussian width of the610
jet-like correlation peak on collision centrality and the611
transverse momentum of the trigger and associated par-612
ticles are studied in detail.613
B. The near-side jet-like component614
The centrality dependence of the jet-like yield for 3 <615
ptriggerT < 6 GeV/c and 1.5 GeV/c < p
associated
T < p
trigger
T616
is plotted in Figure 8. The jet-like yield at
√
sNN = 62.4617
GeV is lower than that at
√
sNN = 200 GeV by about a618
factor of three, which can be understood as the result of a619
steeply falling jet spectrum folded with the fragmentation620
function. The measured yields are compared to PYTHIA621
simulations shown as a line in Figure 8. For these stud-622
ies PYTHIA version 6.4.10 [52] CDF tune A [53], which623
matches the data from the Tevatron at
√
s =1.8 TeV624
and also describes the pion and proton inclusive spectra625
well at RHIC energies [54–56], is used. The PYTHIA626
prediction is somewhat above the data, even for d+Au627
collisions. However, considering the fact that the data628
are from heavy-ion collisions and the PYTHIA simula-629
tions are for p+p collisions, good agreement is unantic-630
ipated. For a given number of participating nucleons,631
〈Npart〉, and collision energy, √sNN , there is no signifi-632
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FIG. 9: (Color online) Dependence of jet-like yield on ptriggerT
for 0-95% d+Au, 0-60% Cu+Cu at
√
sNN = 62.4 GeV and√
sNN = 200 GeV, 0-80% Au+Au at
√
sNN = 62.4 GeV, and
0-12% and 40-80% Au+Au at
√
sNN = 200 GeV. Compar-
isons to PYTHIA are shown as lines. The 5% systematic error
due to the uncertainty on the associated particle’s efficiency
is not shown and systematic errors due to the acceptance cor-
rection are given in Table II.
cant difference between the d+Au, Cu+Cu and Au+Au633
collisions observed, as expected if the jet-like correlation634
were dominantly produced by vacuum fragmentation.635
The dependence of the jet-like yield on ptriggerT for636
1.5 GeV/c < passociatedT < p
trigger
T is plotted in Figure 9637
for all studied collision systems and energies. Data638
from Au+Au collisions at
√
sNN = 200 GeV are shown639
separately for peripheral (40-80%) and central (0-12%)640
Au+Au collisions. The jet-like yield increases constantly641
with ptriggerT for both Cu+Cu and Au+Au and for
√
sNN642
= 62.4 GeV and
√
sNN = 200 GeV. The effect of a643
steeper jet spectrum at
√
sNN = 62.4 GeV relative to644
200 GeV discussed above is now reflected in the differ-645
ence between the jet-like yields at the two energies. This646
difference in the jet-like yield between the two studied647
collision energies increases with ptriggerT from about a fac-648
tor of two at ptriggerT = 2.5 GeV/c to a factor of four at649
ptriggerT = 5.5 GeV/c. Comparisons to PYTHIA simula-650
tions are shown as lines in Figure 9. It is surprising how651
well PYTHIA is able to describe the ptriggerT dependence652
of the jet-like yield in A+A collisions. In general, the653
agreement is better at larger ptriggerT (p
trigger
T > 4 GeV/c),654
while at lower ptriggerT values PYTHIA predicts a larger655
jet-like yield than observed in the data. No significant656
differences between d+Au, Cu+Cu and Au+Au collisions657
at
√
sNN = 200 GeV are observed. This finding is con-658
sistent with the jet-like correlation arising from fragmen-659
tation.660
The spectra of particles associated with the jet-like cor-661
relation and their comparison to PYTHIA simulations662
for 3 < ptriggerT < 6 GeV/c are shown in Figure 10. For663
the same ptriggerT selection, the mean transverse momen-664
tum fraction zT carried by the leading hadron is larger at665 √
sNN = 62.4 GeV than at 200 GeV due to the steeper666
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FIG. 10: (Color online) Dependence of jet-like yield on
passociatedT for 3< p
trigger
T < 6 GeV/c for (a) 0-60% Cu+Cu and
0-80% Au+Au collisions at
√
sNN = 62.4 GeV and (b) 0-95%
d+Au, 0-60% Cu+Cu, 0-12% Au+Au and 40-80% Au+Au
collisions at
√
sNN = 200 GeV. Solid lines through the data
points are fits to the data. Comparisons to PYTHIA are
shown as dashed lines. The 5% systematic error due to the
uncertainty on the associated particle’s efficiency is not shown
and systematic errors due to the acceptance correction are
given in Table II.
jet spectrum. This is reflected in softer passociatedT spectra667
at
√
sNN = 62.4 GeV. The inverse slope parameters from668
an exponential fit to these data are shown in Table III.669
There is no difference seen between Cu+Cu and periph-670
eral Au+Au in either the data points or the extracted671
inverse slope parameter. The inverse slope parameter of672
the central Au+Au data at
√
sNN = 200 GeV is some-673
what lower than the other data at
√
sNN = 200 GeV,674
largely because of the larger yield at the lowest passociatedT .675
This also indicates that there is some modification of the676
TABLE III: Inverse slope parameters in MeV/c of passociatedT
spectra from fits of data in Figure 10. The inverse slope pa-
rameter from a fit to pi− inclusive spectra in Au+Au collisions
[57, 58] above 1.0 GeV/c is 280.9 ± 0.4 MeV/c for 0-10%√
sNN = 62.4 GeV and 330.9 ± 0.3 MeV/c for 0-12% √sNN
= 200 GeV. Statistical errors only.
√
sNN = 62.4 GeV
√
sNN = 200 GeV
Au+Au 332 ± 13 457 ± 4 (40-80%)
399 ± 4 (0-12%)
Cu+Cu 370 ± 9 443 ± 3
d+Au 438 ± 9
PYTHIA 417 ± 9 491 ± 3
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FIG. 11: (Color online) Dependence of the widths in ∆φ and ∆η on ptriggerT for 1.5 GeV/c < p
associated
T < p
trigger
T , p
associated
T for
3 < ptriggerT < 6 GeV/c, and 〈Npart〉 for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < passociatedT < ptriggerT for 0-95% d+Au, 0-60%
Cu+Cu at
√
sNN = 62.4 GeV and
√
sNN = 200 GeV, 0-80% Au+Au at
√
sNN = 62.4 GeV, and 0-12% and 40-80% Au+Au
at
√
sNN = 200 GeV. Comparisons to PYTHIA are shown as lines. The 5% systematic error due to the uncertainty on the
acceptance correction is not shown and systematic errors due to the acceptance correction are given in Table II.
jet-like correlation at low pT . While the agreement with677
PYTHIA is remarkable for a comparison to A+A colli-678
sions, the discrepancies between PYTHIA and the data679
are larger at lower momenta and lower energy. This is680
expected since PYTHIA is tuned better at higher pT and681
higher energy.682
Figure 11 shows the Gaussian widths of the ∆φ and ∆η683
projections of the near-side jet-like peak as a function684
of ptriggerT , p
associated
T , and 〈Npart〉 along with PYTHIA685
simulations. In the most central bin in Au+Au collisions686
at
√
sNN = 62.4 GeV it was not possible to extract the687
width in ∆η because of limited statistics combined with688
a residual track merging effect. There are no significant689
differences between the widths as a function of ptriggerT690
and passociatedT for different collision systems except for691
central Au+Au collisions at
√
sNN = 200 GeV. While692
no dependence on collision system is observed, there is a693
clear increase in the ∆η width with increasing 〈Npart〉 in694
Au+Au collisions at
√
sNN = 200 GeV. This indicates695
that the shape of the jet-like correlation is modified in696
central Au+Au collisions at
√
sNN = 200 GeV. PYTHIA697
predicts a greater width in ∆η at the lowest passociatedT698
than seen in d+Au or Cu+Cu.699
Overall it can be concluded that the agreement be-700
tween the different collision systems and energies shows701
remarkably little dependence of the jet-like per trigger702
yield on the system size. In contrast to the periph-703
eral Au+Au data, the central Au+Au data show in-704
dications that the jet-like correlation is modified. The705
model in [59], a hypothesis for the formation of the ridge706
through gluon bremsstrahlung, does not produce a ridge707
broad enough to agree with the data, however, it is possi-708
ble that a similar mechanism could explain the broaden-709
ing of the jet-like correlation. Similarly models for ridge710
production by turbulent color fields [27, 60] predict a711
broadening of the jet-like peak in ∆η which is not wide712
enough to describe the ridge but may explain the data in713
Figure 11.714
C. The near-side ridge715
In [12], we reported detailed studies of the ridge in716
Au+Au collisions at
√
sNN = 200 GeV as a function717
of ptriggerT and p
associated
T . Here we investigate the ridge718
centrality, energy and system size dependence. The de-719
pendence of the ridge yield on 〈Npart〉 for Cu+Cu and720
Au+Au collisions is shown in Figure 12 for both ener-721
gies studied. Table IV shows b∆φ values and v2 of trig-722
ger and associated particles for all collision systems and723
energies studied in Figure 12. The centrality bins are724
characterized by the fraction of geometric cross section725
σ/σgeo, average number of participants 〈Npart〉 and num-726
ber of binary collisions 〈Ncoll〉. Contrary to the jet-like727
yield, which shows little dependence on centrality, the728
ridge yield increases steeply with 〈Npart〉. Within er-729
rors, there is no difference in ridge yield between Cu+Cu730
and Au+Au collisions at the same 〈Npart〉 at a given en-731
ergy, demonstrating the system independence of the ridge732
yield.733
The energy dependence of the ridge yield is potentially734
a sensitive test of ridge models. Comparing the two col-735
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System σ/σgeo 〈Npart〉 〈Ncoll〉 b∆φ 〈vtrigger2 〉 〈vassoc2 〉 V2∆ V3∆
[%] [%] [%] [%2] [%2]
d+Au MB 8.3±0.4 7.5±0.4 0.158±0.006 0.0 0.0 69 ± 1 -285 ± 14
200 GeV
Cu+Cu 0-10 96±3 162±14 0.885± 0.010 8.5+1.4
−2.5 7.3
+1.9
−0.7 84 ± 5 54 ± 5
62.4 GeV 10-30 64±1 87.9±-7.9 0.515± 0.006 11.6+0.5
−3.2 10.4
+0.3
−1.8 228 ± 5 5 ± 5
30-60 25.7±0.6 27.6±1.6 0.201± 0.005 14.5+1.0
−5.3 11.8
+0.3
−2.7 471 ± 10 -77 ± 10
Au+Au 0-10 320±5 800 ± 74 3.582±0.019 8.5+0.3
−3.2 7.6
+0.3
−1.9 63 ± 3 42 ± 2
62.4 GeV 10-40 169±9 345 ± 44 1.846±0.010 17.5+0.3
−3.2 15.0
+0.3
−1.9 258 ± 2 57 ± 2
40-80 42±8 51 ± 16 0.446±0.009 21.2+0.3
−5.9 18.6
+0.3
−3.4 456 ± 8 -33 ± 8
Cu+Cu 0-10 99±1 189±15 1.759± 0.007 8.0+0.7
−3.0 8.8
+0.1
−2.2 128 ± 2 65 ± 1
200 GeV 10-20 75±1 123.6±9.4 1.206± 0.006 10.5+0.6
−2.5 11.3
+0.0
−1.8 212 ± 2 62 ± 2
20-30 54±1 77.6±5.4 0.815± 0.006 11.2+0.7
−2.9 12.5
+0.1
−1.9 296 ± 3 47 ± 3
30-40 38±1 47.7±2.8 0.540± 0.006 10.7+0.9
−2.6 13.0
+0.1
−2.2 380 ± 4 9 ± 4
40-50 26.2±0.5 29.2±1.6 0.337± 0.005 11.2+2.2
−6.3 12.6
+0.5
−3.7 506 ± 6 -37 ± 6
50-60 17.2±0.4 16.8±0.9 0.209± 0.005 10.3+0.6
−2.7 12.3
+0.0
−2.6 657 ± 10 -162 ± 10
Au+Au 0-12 316±6 900±71 13.255±0.003 8.5+2.1
−2.1 7.3
+1.5
−1.5 81 ± 1 49.9 ± 0.2
200 GeV 10-20 229±5 511±34 4.683±0.007 14.6+2.0
−2.0 13.0
+1.2
−1.2 225 ± 1 67.1 ± 0.6
20-30 164±5 325±23 3.222±0.006 17.8+2.1
−2.1 16.5
+1.2
−1.2 344 ± 1 71.2 ± 0.8
30-40 114±5 199±16 2.094±0.006 18.9+2.3
−2.3 18.1
+1.4
−1.4 430 ± 1 68 ± 1
40-50 76±5 115±12 1.267±0.006 11.5+2.3
−2.3 19.0
+2.5
−2.5 461 ± 2 57 ± 2
50-60 48±5 61±8 0.738±0.006 10.1+2.3
−2.3 17.6
+2.8
−2.8 478 ± 3 18 ± 3
60-70 28±4 30±5 0.386±0.006 8.5+2.2
−2.2 15.4
+2.9
−2.9 549 ± 6 -25 ± 6
70-80 15±2 14±3 0.183±0.006 6.6+1.9
−1.9 12.8
+2.8
−2.8 754 ± 12 -195 ± 12
TABLE IV: The background terms b∆φ (see Equation III E), elliptic flow values of trigger (v
trigger
2 ) and associated particles
(vassoc2 ), and Fourier coefficients V2∆ and V3∆ from 2D fits for different collision energies, systems and centrality bins defined
by the fraction of geometric cross section (σ/σgeo), average number of participants (〈Npart〉) and binary collisions (〈Ncoll〉) for
the data in Figure 8.
lision energies studied, the ridge yield is observed to be736
smaller at
√
sNN = 62.4 GeV than at
√
sNN = 200 GeV.737
Similar behavior was also observed for the jet-like yield.738
Therefore a closer investigation of the centrality depen-739
dence of the ratio Yridge/Yjet is reported in Figure 13.740
The ratio of the yields is independent of collision energy741
within errors. For the same kinematic selections, the data742
at
√
sNN = 62.4 GeV correspond to a lower jet energy743
which may imply the decrease of the ridge yield with the744
parton energy, as observed for the jet-like yield.745
A recent STAR study of the ridge using two-particle az-746
imuthal correlations with respect to the event plane [14]747
in Au+Au collisions at
√
sNN = 200 GeV shows that the748
ridge yield is dependent on the angle of the trigger par-749
ticle relative to the event plane. Another STAR study750
of three-particle correlations in pseudorapidity [13] in751
Au+Au collisions at
√
sNN = 200 GeV shows that within752
current experimental precision particles in the ridge are753
uncorrelated in ∆η with both the trigger particle and754
each other. These observations along with the PHOBOS755
measurement of the ridge out to ∆η =4 [15] provide sub-756
stantial experimental constraints on theories for the pro-757
duction of the ridge. In addition, the CMS experiment758
recently observed the ridge in high multiplicity p+p col-759
lisions at
√
s =7 TeV [61]. We consider these results in760
addition to the results presented in this paper in order761
to evaluate our current theoretical understanding of the762
ridge.763
The momentum kick model [19] with the same kine-764
matic selection criteria applied to charged particles de-765
scribes the increase of the ridge yield with centrality766
quantitatively in Au+Au collisions at
√
sNN = 200 GeV.767
14
For a given collision energy the ridge yield for Cu+Cu768
collisions is predicted to approximately follow that for769
Au+Au collisions for the same number of participants,770
however the prediction for Cu+Cu collisions is systemat-771
ically above that for Au+Au collisions at both energies.772
This difference between the two systems is not corrob-773
orated by the data. For the same nucleus-nucleus col-774
lisions at different energies, the ridge yield in the mo-775
mentum kick model is predicted to scale approximately776
with the number of medium partons produced per partic-777
ipant which increases with increasing collision energy as778
(ln
√
s)2 [62]. According to this prediction, Yridge should779
increase by a factor of 1.6 in
√
sNN = 200 GeV rela-780
tive to 62 GeV. This is in agreement with our measure-781
ment. We note that the momentum kick model is likely782
to have difficulty describing the observed dependence of783
the ridge yield on the event plane, since it would likely784
predict larger ridge out-of-plane. It would also likely have785
difficulty explaining the absence of correlations between786
particles in the ridge and the jet-like correlation.787
The model where the ridge arises from the coupling788
of induced gluon radiation to the longitudinal flow [18]789
is in qualitative agreement with the observed increase790
of Yridge as a function of 〈Npart〉 since the size of the791
ridge should depend roughly on the average path length792
traveled by a hard parton. However, it is not obvious793
that this model can describe the collision system and794
energy dependence of ridge yield reported in this paper.795
Moreover, the large extent of the ridge in ∆η and absence796
of correlation among ridge particles clearly disfavors this797
physics mechanism for ridge formation.798
The radial flow plus trigger bias model [25, 26, 63]799
would predict an increasing ridge yield with increasing800
Npart. This model would predict a larger ridge in-plane801
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FIG. 12: (Color online) Dependence of the ridge yield on
〈Npart〉 for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < passociatedT
< ptriggerT for Cu+Cu, and Au+Au at
√
sNN = 62.4 GeV and
Cu+Cu and Au+Au at
√
sNN = 200 GeV. Systematic errors
due to v2 are shown as solid lines. The 5% systematic error
due to the uncertainty on the associated particle’s efficiency
is not shown and systematic errors due to the acceptance
correction are given in Table II.
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FIG. 13: (Color online) Ratio of the ridge and jet-like yields as
a function of 〈Npart〉 for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c
< passociatedT < p
trigger
T . Systematic errors due to v2 are shown
as solid lines and systematic errors due to the acceptance
correction are given in Table II.
because of the larger surface area in-plane, in agreement802
with the data. Since the ridge in this model arises from803
medium partons, particles in the ridge are not expected804
to be correlated with each other, again in agreement with805
the 3-particle ∆η correlation data.806
The mechanisms for the production of the ridge807
through glasma initial state effects [28–30] are able to ex-808
plain the observed large ∆η extent of the ridge. However,809
it is not obvious what this class of models would predict810
for the collision system and energy dependence discussed811
in this paper as well as for other ridge properties includ-812
ing its ptriggerT and p
associated
T dependence, the event plane813
dependence, and the absence of correlated structures in814
three-particle ∆η correlations. While there are calcula-815
tions of untriggered di-hadron correlations for the glasma816
model, there are no calculations to compare to high-pT817
triggered correlations. It should be noted that these cal-818
culations not only include the glasma initial state but819
also hydrodynamical flow so some of the ridge in these820
models is created by flow. If the ridge is produced by821
the same mechanism in p+p and A+A collisions, models822
where the ridge is produced by initial state effects such823
as the glasma model may be the only models able to ex-824
plain both the p+p and A+A data simultaneously since825
hydrodynamical flow in p+p collisions is expected to be826
small if not negligible. Therefore quantitative calcula-827
tions of the ridge in this class of models and the identified828
particle spectra measurements in high multiplicity p+p829
collisions are essential for understanding the production830
mechanism of the ridge.831
Models describing the ridge in terms of quadrupole, tri-832
angular and higher order components, vn, from initial ec-833
centricity fluctuations predict a ridge yield that increases834
with Npart [32, 34, 35, 70] in qualitative agreement with835
data. Motivated by these models, we applied two dimen-836
sional fits to our data with a two dimensional Gaussian837
to describe the jet-like component and ∆η independent838
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FIG. 14: (Color online) V3∆/V2∆ ratio as a function of 〈Npart〉 for 3 < ptriggerT < 6 GeV/c and 1.5 GeV/c < passociatedT < ptriggerT .
Statistical errors only. The systematic error of <4% not shown. The data are compared to hydrodynamical calculations using
(a) lattice equation of state with three different freeze-out temperatures in Au+Au collisions at
√
sNN = 200 GeV from [64, 65]
(b) using a 3+1D viscous hydrodynamical model with three different viscosity to entropy ratios, η/s [66, 67], and (c) a 3+1D
model incorporating both hydrodynamics and transport model [68, 69]. (a) and (c) use the same kinematic cuts as the data
while (b) uses 1.5 < pT < 4.0 GeV/c for both p
trigger
T and p
associated
T .
Vn∆ terms given by Eq. (11). Figure 14 shows V3∆/V2∆839
as a function of 〈Npart〉 from these fits. The values of840
the Fourier coefficients V3∆ and V2∆ are given in Ta-841
ble IV. We allow V3∆ to be negative and V3∆ is negative842
for d+Au collisions and peripheral A+A collisions. An843
approximately Gaussian peak from an away-side jet-like844
correlation would give a negative V3∆ and indicate that845
V3∆ is dominantly from non-flow. The ratio V3∆/V2∆846
evolves from negative values in d+Au and peripheral847
A+A collisions to positive values at larger 〈Npart〉.848
Positive values for V3∆ are consistent with expectations849
from triangular initial conditions. Contributions to a850
jet-like peak on the away-side, such as that observed in851
d+Au, would lead to V3∆/V2∆ < (v3/v2)
2 because V3∆852
would be an underestimate of v23 and V2∆ would be an853
overestimate of v22 . For both Au+Au and Cu+Cu colli-854
sions, the ratio is independent of collision energy within855
errors and is largest in the most central collisions with856
significant deviation between the two colliding systems at857
the same 〈Npart〉. It is not clear at this point whether the858
representation of the data in Figure 12, where the v2 has859
been subtracted, or in Figure 14, where the v2 is explic-860
itly included, gives the most insight into the production861
mechanism of the ridge.862
We compare the data to three hydrodynamical models863
in Figure 14, noting that these data are in a momen-864
tum range approaching the limit where hydrodynamical865
models are expected to be valid. By comparing different866
models to the data we are able to see whether the data867
can constrain the initial state. In Figure 14a we compare868
the data to 2+1D hydrodynamical model calculations for869
Au+Au collisions at
√
sNN = 200 GeV for various hadron870
resonance gas freezeout temperatures and using a mod-871
ified Glauber initial state [64]. These calculations use a872
lattice equation of state and a viscosity to entropy ratio873
η/s = 1/4pi [65]. We note that this model does not in-874
clude resonance decays. These predictions agree with the875
data for all but the three most peripheral centrality bins876
for a hadron gas freezeout temperature of 170 MeV.877
In Figure 14b we compare the data to 3+1D hydrody-878
namical model calculations for several values of η/s and a879
kinetic freezeout temperature of 130 MeV [66, 67]. This880
model uses a Glauber initial state modified to generate881
structures like those expected from flux tubes and dif-882
fers from [64] because it includes nontrivial longitudinal883
dynamics and the effect of varying the η/s at a given884
freeze-out temperature. The calculations in [66, 67] were885
limited in momentum so it was only possible to compare886
to calculations with momenta of 1.5 < pT < 4.0 GeV/c887
for both ptriggerT and p
associated
T . Qualitatively this model888
reproduces the trends observed in the data and it tends889
to support a higher value of η/s.890
Figure 14c shows a comparison of the data to a 3+1D891
event-by-event transport + hydrodynamical model cal-892
culation [68, 69]. In this model, the initial conditions893
such as long range rapidity correlations and fluctuations894
in the transverse energy density profile are provided by895
the UrQMD model [71, 72]. The hydrodynamic evolu-896
tion starts at 0.5 fm. A transition from hydrodynamic897
evolution to the transport approach is followed by final898
state rescatterings and resonance decays. The predic-899
tions shown in the figure are scaled by a factor 0.5. Re-900
quiring a high pT trigger particle skews the calculation901
towards events with a hot spot in the initial density pro-902
file, which may lead to a preference for events with a high903
v3 value. This model qualitatively describes the 〈Npart〉904
dependence of V3∆/V2∆ for Au+Au collisions at both905 √
sNN = 62.4 GeV and 200 GeV.906
Despite differences in initial conditions, transport pa-907
rameters and freeze-out requirements, all three models908
shown are able to reproduce the qualitative trends of909
V3∆/V2∆ versus 〈Npart〉 for large 〈Npart〉. Since V3∆ is910
16
expected to be largely independent of centrality [34, 73]911
this likely reflects the model’s accuracy in predicting cen-912
trality dependence of V2∆. The models in [65, 66] repro-913
duce the data fairly well quantitatively, but [65] achieves914
the best fit by varying the temperature while [66] varies915
the viscosity. Since they also have different initial condi-916
tions, we infer that agreement with the data is possible917
even with different assumptions and parameters during918
the hydrodynamical evolution. It will be interesting to919
see if such similarity persists at lower transverse momenta920
where the hydrodynamic calculations are more reliable.921
These studies imply that while fluctuations of the initial922
state are needed to induce odd higher order vn terms,923
the observable V3∆/V2∆ is rather insensitive to the exact924
details of the model. This measurement does however925
enforce added restrictions to model implementations and926
should therefore be added to the suite of results, such927
as identified particle spectra, yields and pT dependence928
of v2, currently used to validate theories. Future the-929
oretical and experimental studies will be needed to de-930
termine whether these models are sufficient to describe931
the complete ridge, and/or whether there are substantial932
non-flow contributions to the Fourier coefficient V3∆ in933
central A+A collisions.934
V. CONCLUSIONS935
The energy and system size dependence of near-side936
di-hadron correlations enables studies of the jet-like cor-937
relation and the ridge at fixed densities with different938
geometry. The reasonable agreement of the jet-like cor-939
relation with PYTHIA is surprising, especially consider-940
ing that PYTHIA is a p+p event generator. There is941
remarkably little dependence on the collision system at942
both
√
sNN = 62.4 GeV and 200 GeV except for cen-943
tral Au+Au collisions at
√
sNN = 200 GeV. In central944
Au+Au collisions at
√
sNN = 200 GeV the jet-like cor-945
relation is substantially broader and the spectrum softer946
than in peripheral collisions and than those in collisions947
of other systems in this kinematic regime. This may indi-948
cate that fragmentation is modified in these collisions so949
that the parton fragments softer, perhaps due to a mech-950
anism such as gluon bremsstrahlung. This indicates that951
the near-side jet-like correlation is dominantly produced952
by vacuum fragmentation.953
The ridge is observed not only in Au+Au collisions954
at
√
sNN = 200 GeV as we reported earlier, but also in955
Cu+Cu collisions and in both studied collision systems956
at lower energy of
√
sNN = 62.4 GeV. This demonstrates957
that the ridge is not a feature unique to Au+Au collisions958
at the top RHIC energy. We observe two trends which959
set significant limits to models. First, when the ridge960
is measured using the standard ZYAM model, the ridge961
is comparable in Cu+Cu and Au+Au collisions and the962
energy dependence of the ridge is the same as the energy963
dependence of the jet-like correlation. Second, when we964
subtract the jet-like correlation and calculate the third965
component of the Fourier decomposition V3∆, which is966
v23 in the absence of non-flow, we see different trends for967
Cu+Cu and Au+Au but no difference between the two968
energies. The combination of these data with future mea-969
surements at lower RHIC energies (
√
sNN = 7-39 GeV)970
as well as studies at the LHC will therefore be a pow-971
erful tool for the distinction between various theoretical972
models for the production of the ridge.973
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