Although algebraic K-groups are a priori nothing more than abelian groups, much of our ability to perform calculations rests on module structures which can be imposed on large parts of K-theory. This viewpoint originated in 1971 with van der Kallen's observation in [vdK] that when t is in a commutative ring R we have K, (R[E] /(E'))=K~(R)O~~, where Q, is the R-module of absolute Kahler differentials of R. Four years later, Bloch generalized this, showing that the relative groups NK,(R) = K(RC-~l, x1 and lim, K(JX~lI(f), 1 E were modules over the ring W(R) of Witt vectors over R. (See [Bl, B2, S2] ; a summary is given in [Wl] .) In this note, we fit these phenomena into a more general context. THEOREM 0.1. Let A = A, @ A , @ be a graded R-algebra, where R is a commutative ring (concentrated in degree 0). If A, denotes the graded ideal A, @AZ@..., then there is a continuous W(R)-module structure on each group K,(A, A + ). This W( R)-module structure is natural on the category of graded R-algebras, and agrees with the known module structures for A = A,, [x] and A = AO [&] /(P).
The phrase "continuous W(R)-module" needs explanation. There is a descending filtration on W(R) by ideals Z,, making W(R) into a topologicai ring. For example, if R contains Q, then as a ring we have H'(R)= fi R, while I, = fi R. i= I , =I?2 Note that Z,Z, does not lie inside Zm+,,. Now let M be a W(R)-module. We say that M is a continuous module if the annihilator of every element of M is open in W(R), i.e., if M is the union of the submodules FM= {m E A41 Z,,m = 0). M is separated if the intersection of the Z,M is zero. I do not know whether or not the continuous W(R)-modules K,(A, A + ) are separated, although it is clear that the symbol part will be separated. However, if R contains Q, it is clear that every continuous W(R)-module is separated. (I am grateful to Wilberd van der Kallen for pointing out the need for care here.) From these general comments we deduce COROLLARY 0.2. Suppose that R contains Q. Then the groups I,, K,(A, A + ) form a natural decreasing filtration on K,(A, A + ), whose intersection is zero. All groups involved are naturally R-modules, including the associated graded groups. EXAMPLE 0.3. Suppose that A+ is nilpotent and commutative, so that K, (A, A + ) is the multiplicative group 1 + A + . The action of the element ( 1 -rtm) of W(R) on K,(A, A + ) is given by the formula:
(l-rt")*(l-a)=(l-rr"'da"'d)d, aEA,, d=gcd(m, n).
The submodule Z,K,(A, A+) is contained in l+A,,, Aam= A,,OA,+,O~.~.
If R contains the rational numbers, the R-module structure is given by the formula: r(r-1) r* (1 +a)=(1 +a)r= 1 +ra+---2 a2+... .
In fact, the map sending a to e" is an R-module isomorphism between A + and K,(A, A+).
As another example, let A = C[xO,..., x,1/Z be the homogeneous coordinate ring of a smooth curve X embedded in complex projective n-space. Srinivas proved in [Sr] that when H'(X, 0( 1)) # 0 the group K,,(A, A + ) is an abelian group of uncountable rank. In fact, it is a vector space over C.
A similar remark applies to the 2-dimensional normal domain [Reid] .) Hence &(A) and K_,(A) are both nonzero vector spaces over C. As abelian groups, therefore, they are divisible of uncountable rank. The outline of this paper is as follows. We define the action of W(R) on K,(A, A + ) in Section 1 and prove that it is well defined in Section 2. In Section 3 we give another pairing, due to Bloch, and show that it agrees with our module structure. In Section 4 we establish some basic structural results for the module structure. We devote Section 5 to establishing formulas for the action on K,(A, A +) when A + is nilpotent.
Throughout this paper, R will denote a commutative ring, and A =A,@A,@...
will denote a graded R-algebra. R is to be concentrated in degree zero, and A + will denote the ideal A, 0 . . . of A. The letters a, h (resp. q, r, s) will always denote elements of A (resp., of R), and the letters f, x and y will stand for indeterminates.
I would like to express my gratitude to Jan Stienstra and Wilberd van der Kallen for helpful conversations. In addition, I would like to point out that I presented the calculations in Section 5 in 1981 at the Topology Conference at the University of Western Ontario.
THE ACTION OF W(R)
The ring W(R) of Witt vectors over R has as its underlying additive group the group 1 + tRI[IrJ. This is a topological group, the subgroups I,, = 1 + t"Rl[lt] forming a basic family of open neighborhoods of the identity. Every element of W(R) has a unique convergent expansion o(t) = n( 1 -r, t"). Using * for the ring product, the ring structure on W(R) is completely determined by the formula:
We want to make K,( A, A + ) into a continuous W( R)-module in a natural way. It is enough to define natural maps (1 -rY') *: K,(A, A+) -+ K,( A, A + ) for every r in R and m > 1, and then to verify the following. (b) Whenever Z7( 1 -q/t'). Z7( 1 -rm t") = n( 1 -s, t") in the group 1 + REtI, then in K,(A, A+):
(1 -t is the unit of the ring W(R).)
To verify the Axioms (1.2) for every A, it is enough to verify that (1.2) holds when A is the polynomial ring A,,[x] with x in degree one. To see this, let B denote the R-algebra A [x] . Grade B by setting A in degree zero and x in degree one, so that the ring homomorphism 4: A -+ B which sends ai in Ai to aixi is a degree-preserving map. The induced map d*: &(A, A +) -+ K,(B, B,) is an injection, because it is a summand of the map 4* : K,(A) + K,(B), and this map is split by the nongraded map B + A sending x to 1. If the Axioms (1.2) hold for K,(B, B, ), then they must hold for K,(A, A + ) as well.
In the remainder of this section, we define the map (1 -rtm) * on K,(A, A +). In the next section, we will verify the Axioms (1.2) for the special case A = A, [y] , proving that the K,(A, A +) are continuous W(R)-modules.
We will work with the category P(B) of finitely generated projective right B-modules. If F: P(B) + P(C) is an additive functor, F(B) is a left B-module via the isomorphism Br Hom(B, B), and therefore a B-C bimodule, i.e., an object of B-mod-C. The possibility of going back and forth between F and F(B) is made possible by the following elementary result, whose proof we omit (cf. [Bass, p. 571) . Under this equivalence, F corresponds to F(B) and the B -C bimodule P corresponds to the functor F,(M) = MOe P.
For the rest of this section, we fix r in R and an integer m > 1. We want to define an additive functor F: P(A) -+ P(A), and we do this by defining an A-bimodule P. As a right module, P is free on basis {e,,..., e,-I }. For ja m, we make the convention that e, means pip ,,,r, and we define the left A-module structure by aiej = e,+ia, for ai in A;.
Remark 1.4. Here is another way to understand the functor F. Set S = R[s]/(s" -r), and let CJ: A @ S -+ A 0 S be the graded S-algebra map sending ai@ 1 in A,@S to a,@.?. If j: A -+ A OS denotes the inclusion, then F is the functor
In fact, P = F(A) = j * a*j*A is just A @ S, with ei in P corresponding to 10s' in AOS. Before moving on, we should clear up an apparent notational problem, namely the case r =O. For clarity, let us write P, and F, for the A-bimodule and functor constructed for r = 0, and our chosen integer m. 
Proof
We have already observed that F, = z*p*, so the case m = 1 follows from Lemma 1.5. Inductively, note that the subbimodule e,A of P ,m+, is isomorphic to P,, and that the quotient bimodule is P,. This yields a short exact sequence of functors P(A) -+ P(A), O+F,L F,,+,+F,,,-+O.
By the additivity theorem [Q, p. 1061, KiF,,,+ , = K,F, + K,F,. Hence we have (1 -Otmf' )*=(l-Ot")*+(l-Ot)*=O.
In this section, A will denote the polynomial ring Ao[x] with x in degree one, and we will write NK,(A,) for Ki(A,[x], x). It is a result of Bloch and Stienstra that the groups NK,(A,) are continuous W(R)-modules; in this section we shall write o 0 v for the Bloch-Stienstra product of o E W(R) and VE NK,(A,). We will show that the map (1 -rrt"')* of the last section produces the same endomorphism of NK,(A,) as the Bloch-Stienstra map (1 -rY) 0. This will prove that the maps (1 -rP)* satisfy the axioms (1.2) for every graded R-algebra A, since the (1 -rP)o satisfy (1.2) for A = A,, [x] . These axioms imply that the K,(A, A +) are naturally continuous I+'( R)-modules.
Under the Bloch-Stienstra module structure on NK,(A,), multiplication by (1 -rt"') is induced from the functor P(&Cxl) I* P(&C.Yl) 2 W"CYl)~ P(&Cxlh As a right A-module, Q is free on basis (f,,...,f,,.~ , }. Making the convention that f;+ m meansf,(rx"), the left A-module structure on Q is given by the formula:
(%X').f, =L+,ao for a, in A,.
Fixing m 3 1, let us write P, and Q, for the A-bimodules corresponding to (1 -t-t")* and (1 -rt"?) 0, respectively. Write Fr and G, for the respective functors P(A) + P(A) they induce. With respect to the bases ie o,..., e,+ , } and {fO,...,f,~, } of P, and Q,, left multiplication by x is represented by the respective matrices Define the right module map qA : P, + Qr by the formula v,(e,) =fJx"-Ipi, Obj<m-1. For example, q?A(e,)=fOx"p' and qa(e,,-,)=f,-i. Since xqa(e,) = q,(xe,) for all j, it follows that qA is a left A-module map as well. By 1.3, ga induces a natural transformation ye: F, -+ G,. 
Let C, be the cokernel of the injection qA : P, + Qr. As a right A-module, it has finite homological dimension. The functor H,(M) = MOA C, maps P(A) to the exact category H(A) of finitely generated right A-modules with finite homological dimension. There is a short exact sequence O-+F,-+G,-tH,+Q of exact functors from P(A) to H(A). By the additivity theorem [Q, P. 1061,
However, it is easy to see that the A-bimodule C, is independent of the choice of r. Taking r = 0, Lemma 1.6 yields the desired equation,
COROLLARY 2.2. The W(R)-module structure on NK,(A,) given in Section 1 agrees Mlith the Bloch-Stienstra module structure.
BLOCH'S PAIRING
There is another way to define a W(R)-module structure on the groups K,( A, A + ), implicitly due to Bloch [BZ, p. 3151 
STRUCTURAL RESULTS
In this section, we collect several results that are useful in calculations. First note that the group K,(A, A+) is a graded module over the graded ring K,(R). We have PROPOSITION 4.1 (Product formula).
For y E K,(R), v E K,,(A, A + ), and o(~)E W(R) we have the formula in K,+,(A, A+), w(t) * iY> v> = {Y, o(t) * v).
Proof: By additivity, we can assume that w(t) is 1 -rtm. Since the K,(R)-module structure arises from the biexact pairing 0: P(R) x P(A) -+ P(A), sending (L, M) to LOR M, the product formula follows from the equation (Lo, M)ga Pz LoR (MB, P), i.e., from commutativity up to natural isomorphism of the diagram:
Next, we consider the effect of changing the grading on A. For our pur-poses, a grading on A is a decomposition A = LI A,; we say that A is regraded by a factor of n if we give it the decomposition A = LI B,, where The front and back faces commute by naturality. The top and bottom faces commute by the above discussion, the b* being split injections. Thus the left-hand face also commutes, which was to be shown.
Remark 4.2.1. If R contains the rational numbers, the injection A,: R + W(R) is invariant under the Frobenius, i.e., E;,(A,(r)) = Al(r). Hence regrading A does not affect the R-module structure on K,(A, A +). It does change the filtration on K,(A, A +), however, as can be seen in Example 0.3. If we want to discuss Morita invariance of graded R-algebras, we have to discuss graded Morita equivalences. Rather than pursue this tangential issue, we content ourselves with a special case. If A is a graded R-algebra, the matrix .
M,(A)=M,(A,)OM,(A,)O... , and the ~~rr~~ponding isomorp%ns K,(A) E K,(M,(A)) and K,(A,) &I K,(M,(A,)) induce a natural isomorphism Ki( A, A + ) z K,(M,( A), M,( A + )).

COROLLARY (4.4). The natural isomorphism K,(A, A + ) z Ki(M,(A), M,(A +)) is an isomorphism of W(R)-modules.
Proof
The Hence it sends d*Ki(A, A +) to @*Ki(M,A, M,A+), so we can deduce this result from 4.3.
EXAMPLES
In this section, we give some formulas to illustrate the W(R)-module structure. The action of W(R) on K,(A, A + ) is completely determined by the action of the Witt vectors (1 -rY'), so we concentrate on their effect.
The . But the formula is well-known in this case (see, e.g., [Bl, 11.2.31) .
Next, consider the case in which R contains the rational numbers. In this case, there is a ring map I,: R + W(R) sending r to (1 -t)'= C (;)( -t)'. The abelian groups K,(A, A + ) become R-modules in this way. Our next result describes the R-module structure on K,(A, A +) when A + is nilpotent. . The result in this special case is well-known (see, e.g., [SO, 11.5.10; Bl, 11.3.5; Wl, p. 4803 ). We now turn to the action of W(R) on the relative K, group. We will assume that A+ is a nilpotent ideal and that A is commutative, so that we know that K,(A, A + ) is additively generated by symbols (a, s) and Since q5* is an injection, we deduce the formula for r * (a, b).
Here are the general formulas for the module structure on K, when A+ is nilpotent: PROPOSITION 5.5. Let A be a commutative graded R-algebra with A, = R and A $-nilpotent. The W(R)-module structure on K,(A, A+) is completely determined by the ,formulus: (1 -rt'") * (ax', bx') = jum(czx"dp ', Proof: The ideal I', W(R) is generated by 1 -x, so it is enough to check that (1 -rtm) * r,,,( 1 -x) = r,,,(( 1 -rtm) * (1 -x)). Write d= gcd(m, e), so that the right-hand side is d(r"ldymXid/yi, y,). If i> r then ~,EA,, and part (a) follows immediately from formula (5.5)(a).
If i < r the formula is more complicated. Set e = nd, m = kd and choose U, v so that 1 = uk + vn. Formula (5.5)(b) then reads (1 -rtn') * r,.;( I -x) = d(r"yka/y,, yi) + v( y", r"y'"-I)') +u(y%"-',r)+(d-l)(-r"yk", -1).
Since char(R) # 0, the last term is zero. Since R is perfect we can extract pth roots of r, and therefore ( y%"~ ', r) is p-divisible. As K,(A, A +) is a p-group, this term must also be zero. The theorem will now follow once we show that ( y", r"ytk ~ I)' ) = 0 for all k. If p[k, this term equals (I/k)(y"",r")=O.
We now proceed by induction on k, using [Sl, p. 4141, o=~(~~,~~~V(~~I)~)=(~~,~~P~P(~~')~~(P~~)~) = (y", .py'+')~).
Since r" = sp for some s in R, this establishes the result.
APPENDIX
In this Appendix, we give a proof that K,(A, I) carries a natural module structure in characteristic 0 whenever I is nilpotent. We claim that [u, x] is in [I, rl] . To see this, note that by the Campbell-Hausdorff formula we can write u = U, + u2, where U, E Zn and CU,? x] = 0. This establishes (i). For (ii), note that 
