Given an abstract group G, an N dimensional orthogonal matrix representation G of G, and an "initial vector" x ∈ R N , Slepian defined the group code generated by the representation G to be the set of vectors Gx. If G is a group of permutation matrices, the set Gx is called a "permutation code". For permutation codes a 'stack algorithm' decoder exists that, in the presence of low noise, produces the maximum-likelihood estimate of the transmitted vector by using far fewer computations than the standard decoder. In this paper a new concept of equivalence of codes of different dimensions is presented which is weaker than the usual definition of equivalent codes. We show that every group code is (weakly) equivalent to a permutation code and we discuss the minimal degree of this permutation code. * J. Karlof is with the Mathematical
Introduction
Group codes, as defined by Slepian (see [10] and references therein) are defined as follows. 1 Consider a group G of N × N orthogonal matrices which forms an injective representation of an abstract group G with M elements, and an "initial vector" x ∈ R N , R N the Euclidean N -dimensional space. A group code X is the orbit of x under G, i.e., the set of vectors Gx. By assuming that the only solution of the equation Gx = x, G ∈ G, is G = I (the identity matrix), the code X has M elements. We say X is an [M, N ] group code and denote x g the code vector associated with g ∈ G.
When a codeword x g of X is transmitted over the additive white Gaussian noise channel, the optimum (i.e., maximum-likelihood) decoder, upon receiving the noisy vector r = x g + n, chooses as the most likely transmitted vector the one that yields
If G is not endowed with any special structure, decoding (i.e., the solution of (1)) is obtained by an exhaustive search among all the candidates g ∈ G. This requires a number of calculations ν C = N M (in fact, M scalar products of N terms each must be computed) and a storage of ν S = N M real numbers (M vectors of N components each). Define the number of bits per dimension carried by the constellation as r = log 2 M N then we have ν C = ν S = N 2 rN , which shows that the complexity of the decoder grows exponentially with the number of dimensions and with the number of bits per dimension. A permutation code is a group code obtained by applying to the initial vector x a group G of permutations (i.e. G is a group of permutation matrices). If X is a permutation code, then a less complex decoder that is equivalent to maximum likelihood is available.
Slepian [9] has studied permutation codes with G the full symmetric group S n . In this case a very simple decoder exists that is equivalent to maximum likelihood. Karlof [4] has described a "stack algorithm" decoder for arbitrary permutation codes that, in the presence of low noise, produces the maximum-likelihood vector using fewer calculations than the standard maximum-likelihood decoder. In this paper, using the fact that every group is isomorphic to a permutation group, we find the minimum degree of this permutation group, show that every group code is (weakly) equivalent to a permutation code, and describe how to find the minimum degree of the equivalent permutation code.
Finding an equivalent permutation code
Let G be a group. A permutation representation of degree n [6, Chap. 7] of G is a homomorphism of G into S n , or the image of G under the homomorphism. If the homomorphism is an isomorphism, we say that the representation is faithful.
In general, every group G with order |G| is isomorphic to a subgroup of S |G| . Let H denote a subgroup of G and let R be the set of right cosets of H in G. Then
Hr is the decomposition of G into right cosets of H. To every g ∈ G assign the permutation
The set Γ = {π g |g ∈ G} is a transitive permutation group of degree n = |G|/|H| and is the permutation representation of G induced by H [6] . Every transitive permutation representation of G can be obtained in this way. When H = {e}, the identity of G, the representation induced by H is called the right regular representation of G. The left regular representation can be defined in a similar way.
The minimum n corresponds to the maximum |H| such that the representation Γ is faithful,
i.e., such that the kernel of the homomorphism of G onto Γ is the identity. This kernel can be characterized as the maximal normal subgroup of G contained in H [6, Chap. 7] . Consequently, if H denotes the largest non-normal subgroup of G that does not include normal subgroups of G other than the identity, then n is given by the ratio 
Thus the closer G is to an abelian group, the larger is the value of n.
Theorem 2.1 Suppose G is a finite abstract group with irreducible real characters χ 1 , χ 2 , . . . , χ p .
Consider a faithful representation ρ : G → G where G is a group of orthogonal N × N matrices.
Let χ ρ be the character of ρ and suppose χ ρ = p i=1 a i χ i . Let x ∈ R N and form the group code X = Gx = {ρ(g)
We will consider Γ as a group of n×n permutation matrices where n = |G| |H| . Then there exists an
Let x 0 be a zero padded n dimensional version ofx (i.e.
and {φ(g)(V T x 0 )} are equivalent n dimensional codes. Clearly the N dimensional code {⊕ m i=1 a i ψ i (g)x and the n dimensional code {⊕ 
The matrix V is found in [1] :
By applying V T to the zero-padded version of x, x 0 = [0, 0, 1, 0] T , we get the initial vector of the permutation code equivalent to 4-PSK:
In practice, it is often difficult to find the matrices U and V in the proof of the previous theorem.
Also, the degree n of the permutation representation may be prohibitively large. The procedure is greatly simplified in the case that the image of φ is doubly transitive.
Corollary 2.2 Suppose Γ is doubly transitive. Then 1. ρ is irreducible, 2. φ = 1 ⊕ ρ, (here, we use 1 to denote the identity representation of G)
4. U is the identity matrix, and 5. V may be taken to be
Proof: It is well known [3, p. 230 ] that a doubly transitive permutation representation may be written as the direct sum of the identity representation and an irreducible representation. The matrix V is given in [2] .
Given an irreducible representation ρ : G :→ G, a method to find an appropriate H is to use a computer algebra system such as MAGMA to print out all subgroups of G of low index and then, if necessary, use the characters of G to find which of the induced permutation representations contain ρ. This is illustrated in the following example. To find permutation codes equivalent to group codes generated by ρ 1 or ρ 2 , we investigate the images and characters of φ K and φ L which we denote by Γ K , Γ L , χ K , and χ L respectively. and {(1), (2, 11, 8, 5, 7) (3, 10, 12, 4, 9) , (2, 8, 7, 11, 5 )(3, 12, 9, 10, 4), (1, 3)(2, 4)(5, 11)(6, 8)(7, 12)(9, 10),
(1, 2, 5)(3, 7, 9)(4, 10, 6)(8, 12, 11)} respectively. The character table of G is :
Since χ K (g), and χ L (g) equal the number of elements φ K (g) and φ L (g) fix the following character inner products are easily computed,
Now, since every permutation representation contains the identity representation we have,
So we can represent group codes generated by ρ 1 and ρ 2 by equivalent permutation codes but the degree would be 12 and the matrix V would have to be found.
We conclude with an example which summarizes the main result of the paper.
Example 2.4 Let G = the icosahedral group. Consider the 4-dimensional group code X = {ρ 3 (g)x :
g ∈ G}. The image of ρ 3 can be found in [7, p. 313] . We use a modification of the algorithm in We finally note that in practice the code is transmitted over the AWGN channel using the low-dimensional constellation in order to save on the spectral efficiency. The received vector r is first zero-padded as for the initial vector and then transformed into y = V T r 0 . Now, y can be ML decoded with the permutation code decoder. We note that this is an orthogonal transformation on the received vector which does not modify the additive noise statistics. In the above example the operation is particularly convenient since the code dimension is only increased by one. On the other hand, if we wanted to use the 3-dimensional codes generated by the representations ρ 1 or ρ 2 we would need to use a degree 12 permutation representation.
