Differentiating
F(p, p) and solving for the constant U, we immediately get (41). Similarly, if we substitute the convex downward function, -I(p), in (150), then (42) follows.
Finally, we observe that F(p, p) is a continuous function of p in the closed bounded region in which p is a probability vector. Therefore, F(p, p) has a minimum, and thus (41) has a solution.
Proof of Theorem 7:
E,(P, P) = -P In nT pa(
If we make the associations p,pi = ql, xi dPikPii = a,, and p = z, we see that the lemma applies immediately to -E,(p, p). Since I(p) # 0 by assumption, xi l/Pi,Pii cannot be independent of k and i, and E,(p, p) is strictly increasing with p. Also, E,(p, p) is convex upward with p, and the convexity is strict unless xi dPinPii is always 1 or 0 for p,p, # 0. But xi dPx= 1 only if Pjk=Pii for all j, and xi dm = 0 only if PjkPji = 0 for all j.
[ Abstract-Formulas are derived for linear (least-square) reconstruction of multidimensional (e.g., space-time) random fields from sample measurements taken over a limited region of observation. Data may or may not be contaminated with additive noise, and the sampling points may or may not be constrained to lie on a periodic lattice.
The solution of the optimum filter problem in wave-number space is possible under certain restrictive conditions: 1) that the sampling locations be periodic and occupy a secfor of the Euclidean sampling space, and 2) that the wave-number spectrum be factorable into two components, one of which represents a function nonzero only within the data space, the other only within the sector imaging the data space through the origin.
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If the values of the continuous field are accessible before sampling, a prefiltering operation can, in general, reduce the subsequent error of reconstruction. However, the determination of the optimum filter functions is exceedingly di&ult, except under very special circumstances.
A one-dimensional second-order Butterworth process is used to illustrate the effects of various postulated constraints on the sampling and filtering configuration.
T IS OFTEN necessary, as an integral aspect of an engineering information-processing system, to derive data from measurements of random space-time fields of physical variables and to incorporate these data into decision procedures. As examples, we may cite the observation of meteorological phenomena, the scanning of radar or radio-astronomical displays, and the mapping of acoustic signals in the ocean. Although the fields themselves may, for such purposes, be considered spatially and temporally continuous, the measurement data are almost always discrete. Except in certain special situations, it is physically impossible to take measurements on a vanishingly fine lattice in a multidimensional space; and, even when such situations exist (as, for example, in two-dimensional pictorial displays), the data must often be made discrete for manipulation in a digital computer. A study of the "information content" (here used in a colloquial sense rather than in terms of the logarithmic unit) of such a sampling representation is thus a critical task: in what sense and to what extent do the samples portray the continuous field from which they were drawn? With what accuracy may the field be reconstructed at arguments not coincident with the points of the measurement lattice? What statistical parameters govern the design of sampling plans and the processing of the collected data? How does one deal with "noise" introduced by inaccurate measurements or communication errors?
In a previous paper [I] , the authors have explored certain aspects of multidimensional sampling theory: in particular, the measurement of homogeneous (,'stationary") fields on periodic lattices in unbounded Euclidean N-space. While the results obtained there afford considerable insight into the critical factors affecting the design of sampling schemes (e.g., the wave-number spectral distribution of the intensity of the process) and may be applied, at least as first approximations, to many practical problems, probably the majority of real-time engineering systems must be designed under the specific constraint of a limited data field. This is, of course, particularly true of the absence of future values in the time dimension; however, spatial truncations are also often significant. The present paper will therefore specifically address itself to this question; much of its material has been excerpted from a recent doctoral dissertation [2] .
The authors have adopted the generic term "reconstruction" to imply the estimation of the value of a random field at arguments not in general coincident with the sampling or measurement points. It thus includes the commonly used terms "interpolation''-for reconstruction within the data field defined by the sampling points, "extrapolation''-for reconstruction outside the data field, and "prediction''-for extrapolation specifically into future time. As we shall note, these latter terms tend to lose their distinctiveness in multidimensional problems, and rigorous definitions are neither necessary nor useful.
The distinction between multivariable and multidimensional problems should be clearly understood. A multivariable system [3] contains a single independent variable (time) and a finite or denumerable set of dependent variables which are, in general, statistically related and which it is desired to interpolate or extrapolate in the time dimension. A multidimensional system, on the other hand, includes one or more dependent variables which are functions of a set of continuous vector (space-time) arguments. In a sense, a multivariable problem may be considered a special case of a multidimensional one; however, its autocorrelation functions are not constrained by a requirement for multidimensional continuity.
With the usual apologies, we will assume in the following that the "signal"' and 'Lnoise" processes combine additively in the measurement samples and that their means are zero. However, we do not necessarily require that their second-moment statistical parameters be homogeneous or isotropic in space and time, except where this is essential for conversion to a wave-number formulation. The criterion for goodness of reconstruction of the random field is the familiar mean-square error (an ensemble or statistical average). On occasion, in analogy with the familiar time-averaging procedures, we will further invoke an average over all or part of the sampling space. Finally, lineal-operations on the data are assumed; however, sampling lattices are not necessarily (unless so specified) periodic.
BASIC SOLUTION
Let us consider the basic problem of linear estimation. A random variable f(x) defined on a multidimensional argument x = {x1, x2, . . . , x,} is to be measured at a set of points (x,), k = 1, 2, . . . , n (not necessarily arrayed in a periodic lattice), and is to be reconstructed in the form of an estimate J"(x) by means of a linear combination of the sample values with appropriate weighting factors:
(1)
We remark particularly that the reconstruction argument x in (1) may lie anywhere within the sampling space X; its location relative to the data points (x,] affects the numerical results but not the formulation of the problem. Equation (1) may equally well define problems of interpolation, extrapolation, or prediction.
Our criterion for reconstruction is the mean-square error $7(x, x&(x, XJ~~fWf(XJl (2) Introducing the autovariance function'
which embodies the known second-moment statistics of the random process, we may write (2) in the form E(x) = Wx, x> -2 2 K(x, XJdx, 4 January Nevertheless, it appears to provide a fairly reliable and easily calculable index of the relative significance of sampling measurements.' As an example of the above procedures and properties, let us examine the problem of estimation of a (onedimensional) second-order Butterworth process with spectrum + 2 2 K(XLJ XMX, X&7(X' Xl> (3) I=1 k=l Now the necessary condition on the set of weighting values (g(x) x,)) to yield a minimum value of the error E(x) is the set of n equations obtained by partial differentiation of (3):
That the solution to (4) is also sufficient to define the minimum of E(x) may be easily demonstrated.
Substituting (4) in (3)) we obtain an expression for the resulting (minimum) error,
Also, by substituting for x the coordinates of a sampling point and using Cramer's Rule [4] for solution of (4)) we find that the functions {g(x) x,) ) have the property of "point orthogonality" [5] , i.e.,
In view of (6)) the error (5) vanishes at all sampling points.
An interesting property of (4) and (5)) in view of the positive definiteness of the covariance matrix [6] , is that the (minimum) error must not decrease if one or more data points are removed from the array [7] . In fact, we have the equality where the rth point is the one being removed, A is the determinant of the n X n covariance matrix, and A,, is the determinant of the (n -1) X (n -1) matrix obtained by removing the rth row and column. Equation (7) suggests the definition of a "figure of merit" for data points in an array according to their efficacy in reconstructing the process at given values of the independent argument : (8) Unfortunately, the figure of merit is not a permanent attribute of a given sampling point but only as part of a certain array, and thus applies strictly only to evaluation of a unit reduction in the number of data points. and autovariance function
We assume that four sample values are available at the Nyquist spacing: t = 0, --P/W,, -2n/w,, -3?r/w,. Solution of the set of equations (4) is easily accomplished, yielding the four optimum reconstruction functions as linear combinations of the autovariance (lo), Fig. 1 . We note particularly the orthogonality property (6) of these functions. Figure 2 shows the minimum meansquare error (5) as a function of time, and Fig. 3 , the four figures of merit. It should be observed in Fig. 2 that, despite the rapid decay in spectral power of this process beyond the critical frequency w,, considerable error is incurred in interpolating the function between Nyquist-spaced samples. The combination of finite spectral cutoff and a small data space results in relatively poor interpolation and rapidly deteriorating extrapolation.
A number of other examples may be found in Petersen3 [2] .
Extension of the above analysis to the case of additive noise is straightforward.
The available data may now be expressed as
Again, a linear combination of sample values is used for reconstruction:
The condition for minimum error now becomes
where Kf, and K,, are the cross-correlation of "data" and "signal" and the autocorrelation of the "data" processes, respectively. The resulting mean-square error is We observe that, in the presence of additive noise, the optimum weighting functions {g(x) x,)) are not orthogonal and the error does not vanish at sampling points.
REDUCTION TO SCALAR EQUATION
When the field of available data, although limited in some manner, nevertheless consists of a large (or infinite) set of points, (4) or (13) cannot be solved by straightforward matrix inversion. However, if the sampling lattice is periodic, it is possible to reduce these vector relationships to (multidimensional) scalar equations. One way to accomplish this is to constrain the functions {g(x) x,)) to be "stationary,"
i.e., to consist of identical functions of displaced arguments (g(x -x,)} and to apply an average least-square criterion for reconstruction over a limited region of the field (e.g., over the data space itself) [8] . Another method, which does not involve compromise of the optimality of the solution but which does require the assumption of homogeneous field statistics, is to break up the sampling space into elementary cells on the same vector basis as the sampling lattice, and to consider as separate problems the reconstruction of the field in different cells. The vector arguments of the weighting function are then unambiguous in defining the displacements between the given sampling locations and points within the reconstruction cell. The latter technique is described below.
A data region ZD in a two-dimensional sampling space is illustrated in Fig. 4 . We are interested in reconstructing the field within an elementary cell x, shown for convenience as a parallelogram. The origin of coordinates is arbitrarily located at one of the given data points.
The region y encompasses the arguments (referred to the origin) of all vector displacements between data measurement points and the reconstruction points within x. Because of the periodicity of the sampling lattice and the fact that x is a basic cell of the lattice, these displacements are unambiguous and may be used as arguments of a single reconstruction weighting function for the cell X.
Invoking the assumed homogeneity of the random field [so that K(x) x,) = K(x -x,)], we define a scalar weighting function h(y) in terms of the set of functions {g(x) x,)) which satisfy (13) 
Now by the change of variable y = x -x,, (13) may be and the vector set {u,) in the wave-number space is written inverse to the set {vi ) in sampling space:
in which the periodic sampling lattice is explicitly defined by the arguments We note that if the region ZD of measurement data covers the entire sampling space (and therefore also y covers the entire space), (18) 
with the vector basis {vi), and the summation extends over all integral values of the indices [mj] .
Under the conditions of a homogeneous random process and a periodic sampling lattice, solutions of the optimum estimation problem by means of (13) or (16) are entirely equivalent, and the results may be converted from one form to another by application of the relations (15). Equation (13) would be used where the data field consists of few enough points so that the correlation matrix may be conveniently inverted (this number may range upwards of a hundred if a high-speed computer is available). Equation (16) is particularly useful when, under further restrictions, a conversion to wave-number space may be accomplished. It should be noted that (16) must be solved a denumerably infinite number of times if the set {g(x, x,)) is to be synthesized for all x.
ANALYSIS IN WAVE-NUMBER SPACE
In order to effect a solution of (16) in the wave-number domain, it is necessary both to remove the condition y E y (which prevents the equating of transforms of both sides) and to ensure that the "realizability" condition (15) on the weighting function h(y) is maintained. Both of these requirements can be satisfied in the event that an appropriate factorization of the "sampled spectrum" can be accomplished. The one-dimensional technique has been described by Ragazzini and Franklin [9] and others; we here present an extension to spaces of higher dimensionality.
Our first step is to convert the right side of (16) into a convolution of continuous functions with a lattice of (multidimensional) Dirac delta functions:
The summation of delta functions may in turn be expressed as an N-dimensional Fourier series [l]: 09) (22) from which a solution for the optimum weighting function H(o) in the wave-number domain may readily be obtained.
More generally, a solution in the wave-number domain is possible provided the region D consists of a sector of the sampling space X as illustrated in Fig. 5 (we arbitrarily choose its apex at the origin). The region y then also becomes a sector, of opposite orientation to D, and with its apex in general displaced from the origin. We now define the required spectral factorization as follows:
= s @Jo) 8 +r: (0) (23) in which the inverse Fourier transforms of both &ar;(w) and its reciprocal are nonzero only within D, while ,+VT(a) and its reciprocal represent functions nonzero only within -6), the sector imaging a, through the origin (Fig. 5) . The sector b) must not cover more than half the sampling space X.
Using the definition of an N-dimensional convolution [lo], we may easily show that the following form for H(w) satisfies the requirements of the problem:
The weighting function h(y) is nonzero only for y e y since it is the convolution of a function nonzero only within y and a function nonzero only within -9. Furthermore, the inverse Fourier transform of (25) is the convolution of a function nonzero only within D and a function nonzero only within 3. For displacements y E y (and only for such displacements), the limit of the integration over x in (25) may be changed to the entire sampling space X since (-ZD + y) is wholly contained within y. Thus, for y E 3, the inverse transform of the right side of (25) equals K,,(y), as required to satisfy (18).
For comparison with the previous example of a finite data set, let us again consider a second-order Butterworth process, Nyquist-sampled over all past time, and with the region y consisting of the positive time axis. (The reconstruction cell x consists of the interval O-T seconds beyond the last available sample). The "sampled spectrum" in this case is* Proceeding through the indicated steps, we obtain the "realizable" weighting function hi" (t) which is plotted in Fig. 6 . We observe particularly its characteristic step discontinuities at intervals equal to the sampling period, which represent the times when new data are being made available by the sampling procedure. Figure 7 shows the first four weighting functions (g(t) IcT)), 0 5 t > T, obtained by the change of variable (15).
The error associated with the optimum "realizable" filter is found by appropriate substitution in (5)) taking into account the definition (15) of h(y) and the homogeneity of the process statistics:
Since, in view of (15)) the index [ICI may run to all lattice points in the space, (27) may be transformed to the wavenumber domain by use of Parseval's theorem:
The error for the example above is plotted in Fig. 8 . It is closely similar, but not identically so, to the error in the interval (0, T) when only four Nyquist-spaced data points are assumed (Fig. 2) . This is, of course, to be expected since, as illustrated in Figs. 6 and 7, negligible weighting is to be placed on the remote past samples even when these are assumed available.
For comparison with the results shown in Figs. 1, 2, 6, 7, and 8, the optimum nonrealizable filter hi"" (t) (under the assumption of a full line of available data samples) has been calculated using (22) for the Nyquist-sampled second-order Butterworth process. We observe (Fig. 9 ) that each sample indeed applies to reconstruction in past as well as future time, and that the step discontinuities characteristic of h:"(t) no longer appear. The error associated with the optimum unrealizable filter is shown in Fig. 10 . It is now clearly periodic; between sampling points, the error is essentially the same as that obtaining within the data $eld when only four samples are assumed (Fig. 2) .
,&&((J) = 2 K,(9T)e-""QT* A" = T, 9=-m When continuous raw data are available (e.g., from an optical or radar presentation), it is, in general, desirable to perform some degree of filtering or smoothing prior to sampling. In a previous paper [l] , the authors have shown that the optimum nonrealixable operation in the noise-free case consists of ideal wave-number limiting within a basic spectral cell, the shape of which is dependent on the intensity spectrum of the process. A different method has also been used to derive the onedimensional version of this theorem [ll] , and recent work has extended it to the case of additive noise [12] . It is to be expected that similar results (at least in the limiting situation of interpola&rn well within the data region) will be obtained when realizable operations are postulated.
The one-dimensional problem has been studied by Chang [13] and DeRusso [14] . Jordan [15] has considered the general problem of discrete representations of random signals. We again consider a data region % and express the prefiltering operation as follows for each sampling point:
Reconstruction of the "signal" field at a point y is effected by means of an estimate f(y), a linear combination of the samples of the filtered variable $:
We now observe the important point that, since a collzmon denumerable set of values {fi(xrml)) is to be used for reconstructing the field at all points y, the weighting functions (y(x, xlml) ) cannot be independently optimized for di$erent points y. Thus, a further criterion must be applied to the definition of optimality: we minimize now a weighted average of the mean-square (ensemble) error over some region x of the space X. It is reasonable and convenient, although not essential, to apply a uniform weighting. This is analogous, in the one-dimensional sampling theory, to the operation of time-averaging which is almost invariably (and usually tacitly) incorporated in the analysis. Choosing Q as the hypervolume of the region x, we then have dx, xrmdg@, XM> dx With the functions (-r(x, xlPl)) known (as, for example, in the case where no prefiltering is admitted), (32) represents a set of simultaneous algebraic equations for determination of the set of reconstruction weighting functions (g(y, xlsl)j. With the latter known, however, (33) represents a set of integral equations for determination of the functions {7(x, x~,))). What we require is the simultaneous solution of (32) and (33). We expect this to be a difficult task in the general case, especially in view of the fact that it is far from trivial even where the data field is unlimited and purely algebraic relationships in wave-number space can be obtained [l] . On the other hand, it is (at least intuitively) clear that a solution does exist since, by quantizing x and D and approximating the integrals by summations, we obtain a finite number of equations in an equal number of unknowns. It is also interesting to note that the locations of sampling points with respect to the available field ZD does not explicitly enter into the above equations; each point no longer necessarily represents the field in its immediate vicinity, but, taken as a whole, the aggregate of points are the conveyors of information about the observed region of the field. Thus, the constraint xlPl, x[,] E 9 is superfluous except as it limits the number of informationcarrying quantities.
Further restrictions are necessary to obtain a formal solution in the wave-number domain. Let us again specify the region of observation D to be a sector of infinite extent but covering not more than half the sampling space. Furthermore, let the sampling lattice now be periodic on the vector basis { vj}, and let the data region available for prefiltering to obtain any given datum be the sector having that point as its origin (Fig. 11) . NOW a single prefilter function is to be found such that
Similarly, we again define a single reconstruction function constrained by MYI =o,YiY (35) where y is the sector of opposite orientation to a, with apex at a specified point relative to the origin (Fig. 5) . Now, by suitable changes of variables, (32) and (33) 
As before, Fourier transformation of (38) and (39) Equations (41) and (43) represent simultaneous conditions for the optimum combination of prefilter I'(o) and postfilter H(o) under the postulated constraints. It will be noted that, when XJ (and y) are unbounded, these equations reduce to equations (46) and (52) of Petersen and Middleton [l] , and imply ideal wave-number limiting over a basic cell of the wave-number domain. We observe, from the definitions of the quantities involved and the multidimensional convolution theorem [lo] , that 3-l hb)rkd
and also that 3-l{ r(ti),O:,( -0)) = 0, x # 23
Equations (47) and (52) imply that 3-l{ r(4r( -4&(4j
the condition x E a, holding because of the fact that the functions appearing on both sides of (53) are even.
A final restriction must now be made. If the data region ZD covers exactly half the sampling space X, then (53) holds over all x. Defining
we obtain, from (53),
which implies, in view of (44) and (48),
Now using (40) and (42), we may write
and, from (54) and (57), we have as the optimum presampling and postsampling filter spectral transfer functions.
where we have made explicit use of the evenness of 601r(~).
Now we use (54), (56), and (58) to substitute in (43) and obtain an implicit expression for Z(w) in terms of the known signal and noise spectra: 
To express the (minimum) average mean-square error in the wave-number domain, we use the definitions (34) and (35) -g +wb + uIdr(w + urwJr( -w -wn,> da (65) From (40) and (47), we see that (since 0 E -D)
1 Chang [13] developed an expression equivalent to (59) in the special case of a half-line of available data in a one-dimensional (time) space, and proposed a method of solution for rational spectra involving the determination of the unknown coefficients of the partial-fraction expansion of Z(w). He gave as an example a process with a first-order signal spectrum contaminated with white noise. However, DeRusso [14] showed in a discussion that Chang's result actually specifies an optimum Wiener filter before sampling. Since a first-order process is Markovian' in a single variable (its own present value), such a trivial result is to be expected.
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Let us postulate possibly the simplest nontrivial example, which also allows comparison of t,he filter weighting functions and resultant error in this case with those found previously. Accordingly, we again choose a secondorder Butterworth process with spectrum (9), and specify zero noise disturbance so that @,,(a) = @,,(a) = (a,,(~) = e,(w). It is desired to reconstruct the signal continuously at "present" time from Nyquist-spaced samples in past time only; therefore the displacement y0 = 0, and the region a> consists of the negative time axis. Equation (59) 
Thus, the optimum presampling operation in this case is to form the (continuous) summation
The tandem Fourier operations in (67) (69) where A and B are unknown coefficients to be determined. We observe from (61) that, in this case, p(w) has one zero and no poles, which implies that the optimum presampling operation consists of a linear combination of the value of the (raw) continuous function and its derivative. This is in accord with our intuition, since a secondorder process is Markovian in these two components. Substitution of (69) into (68) and some tedious manipulations allow the calculation of the constants A and B. For our example, with a Nyquist sampling rate, we obtain whose inverse transform is the weighting function h(t) plotted in Fig. 12 .
We find the resulting error in this case by applying (66), which may be expressed in the time domain as
But the second integration in (75) may be performed immediately, in view of (73), to yield
The result of this calculation is a (normalized) meansquare error of 0.693. It is interesting to compare the above results with two alternative methods of processing the original (continuous) data. First, we consider a Wiener filter operating continuously on the past of a second-order Butterworth process and performing a prediction 7 seconds into the future. The optimum operation is now' The weighting is now accomplished with the familiar cardinal functions Figure 13 is a plot of the Wiener error vs. prediction time 7; we observe that the error of the optimum sampled system (0.693), which represents an average over a pre-
the latter of which is plotted for comparison with the optimum nonrealizable postfilter in Fig. 9 .
The resultant (average) mean-square error equals the total spectral intensity outside the filter passband:
For Ca,(w) = ZV'%?W~/(W" + wf), E = 0.219. It is evident that the realizability constraint exerts a profound influence on the form of the optimum filter functions, particularly the prefilter function, and on the achievable accuracy, when extrapolation of a noise-free random process is desired.
CONCLUSIONS
A formal analysis of the problem of optimum (leastmean-square) estimation (interpolation, extrapolation, or prediction) of random processes from limited data regions in N-dimensional sampling spaces has been presented. In the cast of a finite number of measurement points, the determination of the required reconstruction weighting functions involves the inversion of the covariance matrix describing the field statistics at the selected points. A figure of merit can be calculated which ranks the available data points in the order of their relative contributions to the reconstruction of the sampled field at a specified location. These may then be used as a guide in reducing the array of data to be utilized in digital processing computations. consists of a sector occupying not more than half the [3] Wiener, N., and P. Masani, The prediction theory of multisampling space, a formal solution is possible in the wavevariate stochastic processes, pt. I, Acta &%thematica, vol. 98, pp. 111-150, 1957; pt. II, &id., vol. 99, pp. 93-137, 1958. number domain provided that the sampled spectrum The important problem of presample filtering can be similarly treated, but with mounting difficulties unless an unbounded data field is assumed. Again, a reduction to two scalar equations is possible under restricted conditions, the solution of which may be formally expressed in the wave-number domain under the assumption of spectral factorability.
However, the rationale for a sampling representation of a random field (as opposed to other denumerable representations, e.g., in orthogonal functions) loses considerable force when the availability of a continuous raw field of data can be postulated. It is clear, for instance, that the location of a datum point in the sampling space loses all significance if its value is the result of a weighting operation over the entire measurement region. Thus, under such circumstances, a sampling representation must compete in information-bearing capability with other means of coding the random space-time field. On the other hand, discrete prefiltering or smoothing of a random field from a fine to a coarse data lattice is a practical and reasonable procedure [lS] .
A Nyquist-sampled, noise-free, second-order Butterworth random process is used to illustrate the effects of various assumptions and constraints on the form of the optimum weighting functions and on the efficiency of reconstruction. 
