Three problems
Here are a few problems, some pretty easy, other less so, that have randomized solutions that call upon some of the most elementary principles that will be useful in this course.
1. Measure the length of a long string coiled under a glass tabletop. You have an ordinary 30cm (12in) ruler.
2. Pete Winkler's coins-on-dots problem: On the table before us are 10 dots, and in our pocket are 10 nickels. Prove the coins can be placed on the table (no two overlapping) in such a way that all the dots are covered.
3. Obtain a 1/2-factor solution to the max-cut problem in a graph. (Can do this deterministically; with randomization, there's even an oblivious way of doing it.)
A fourth elementary problem will be mentioned later in the lecture.
Basic concepts
What is a random variable?
Informally, it is a variable (let's call it X) taking values in a certain set S (say, S = R, or S = names of people participating in a lottery, or S = deterministic algorithms for a certain computational problem), and which takes on each of those possibilities (e.g., the possibility x for a certain x ∈ S) with a specific probability Pr(X = x). These probabilities all add up to 1, which is to say, something happens.
To formalize this, however, we use the concept of a sample space Ω. When you develop probability theory for its own sake, this is merely a device that anchors the theory in Analysis; only the random variables and their distributions are interesting, the sample space has no separate life.
What's in a name? that which we call a rose By any other name would smell as sweet; So Romeo would, were he not Romeo call'd, Retain that dear perfection which he owes Without that title. Shakespeare
For us too sample spaces will start out as a formality, yet we will soon find situations where it is advantageous to be concrete about them.
For the time being, then, a sample space Ω is a triple Ω = (W, W, p) where:
1. W is a set.
2. W is a "σ-field" on W , that is, a collection of subsets of W such that ∅ ∈ W, W is closed under complement, and W is closed under countable intersection. It follows also that W ∈ W and W is closed under countable union.
3. p is a nonnegative-real-valued function on W such that p(∅) = 0, p(W ) = 1, and, for any S, T ∈ W,
p(S) + p(T ) = p(S ∩ T ) + p(S ∪ T ) (modular identity)

Events
The elements of W are called events.
Random variables
The simplest kind of random variable is the indicator random variable of an event. That is, it is a function from W to {0, 1} which is 1 on the event and 0 everywhere else. (The indicator rv is cryptomorphic with the event itself, but the change in terminology is occasionally convenient.)
More generally: let T be a set, and T a σ-field of subsets of T . A T -valued random variable X defined on Ω is a measurable function X : W → T , that is, a function such that for any A ∈ T , X −1 (A) ∈ W. The probability of the event X ∈ A is Pr(X ∈ A) = p(X −1 (A)).
This assignment of probabilities is called the distribution of the rv X.
Frequently we define events from random variables by taking a measurable set A ∈ T , and forming the set X −1 (A).
Joint distributions
Given two events A, B ⊆ Ω, their conjunction is of course A ∩ B. Events A 1 , . . . are independent if for any finite subset S, Pr( i∈S A i ) = Pr(A i ).
Given two random variables X 1 : Ω → T 1 , X 2 : Ω → T 2 we will often consider the composite random variable (X 1 , X 2 ) : Ω → T 1 × T 2 . Given a composite rv (X 1 , . . . , X n ) : Ω → T 1 × . . . × T n , its marginals are the n random variables X i defined by Pr(X i ∈ A) = Pr((X 1 , . . . , X n ) ∈ T 1 × . . .
(Actually, people usually use "marginal" to refer to the distribution of such a "projected" rv. Unfortunately in probability theory we often abuse terminology by interchanging an rv and its distribution. Like other such shortcuts in mathematics, this abuse has the limited virtue that it never confuses people who already know what they're talking about.) X 1 , . . . are independent if for any finite S = {i 1 , . . . , i n } and all A i1 ∈ T i1 , . . . , A in ∈ T in , Pr((X i1 , . . . , X in ) ∈ A i1 × · · · × A in ) = Pr(X i1 ∈ A i1 ) · · · Pr(X in ∈ A in ).
(Note that Pr((X 1 , X 2 ) ∈ A 1 × A 2 ) is just another way of writing Pr((X 1 ∈ A 1 ) ∧ (X 2 ∈ A 2 )).) X 1 , . . . : Ω → T are independent and identically distributed (iid) if they are independent and all marginals are identical.
Shorthand
When the particular rv X is understood from context or immaterial, we abbreviate Pr(X ∈ A) by Pr(A).
The set A − B is A ∩ (¬B).
Conditional Probabilities are defined by
Pr(X ∈ A|X ∈ B) = Pr(X ∈ A ∩ B) Pr(X ∈ B)
An old example, the "Mr. Smith Problem:" You meet someone and find out that he has exactly two children, and that at least one is a girl. What is the probability that both are girls? (We suppose that the sexes of children are iid and that males and females are equally likely.) Answer: 1/3.
Real-valued random variables; expectations
In this course, the real line R will always be considered to be equipped with the σ-field consisting of rays (a, ∞), rays [a, ∞), and any set formed out of these by closing under the operations of complement and countable union. (In CS language, you use a finite-depth formula each node of which is one of these two operations, and whose leaves are the aforementioned rays.) It is often convenient to think of the "extended real line," which is the real line with ∞ and −∞ adjoined.
If X is a real-valued rv, its expectation (aka average, mean or first moment) is given by the following integral, providing the integral converges absolutely: 2 E(X) = X dp 2 Definition: f dµ converges absolutely if |f | dµ < ∞, or equivalently, if max{0, f } dµ < ∞ and − min{0, f } dµ < ∞.
In an analysis course, we'd take the time to define this integral carefully...but here I'll be quick and dirty and define it by 3 E(X) = lim h→0 integer−∞<i<∞ ih Pr(ih ≤ X < (i + 1)h)
(Absolute convergence means that sup h>0 −∞<i<∞ |ih| Pr(ih ≤ X < (i + 1)h) is finite.)
Now, if we have two real-valued rvs X, Y , we can form their sum rv X + Y . No matter the joint distribution of X and Y , we have:
E(X + Y ) = E(X) + E(Y ) linearity of expectation for the simple reason that E(X + Y ) = (X + Y ) dp = X dp + Y dp
If you like you can check this more carefully by using the definition (1) of E(X). (It's a good test of whether you see why that definition converges.)
Exercise: N men check their hats in the lobby of the opera, but after the show the hats are handed back at random. How many men, on average, get their own hat back? (Answer: 1)
This brings us to a fourth problem.
4. The envelope swap paradox: You're on a TV game show and the host offers you two identical-looking envelopes, each of which contains a check from the TV network, in your name. You get to pick whichever you like and take it, still unopened.
Then the host explains: one of the checks is written for a sum of $N and the other is for $10N . (and both for positive amounts). Now, he says, it's 50-50 whether you selected the small check or the big one. He'll give you a chance, if you like, to swap envelopes. It's a good idea for you, he explains, because if you swap, your expected net gain is the following, with $m representing the sum currently in your hand: 
Expectations of independent real rvs
Lemma 1 If X 1 , . . . , X n are independent real rvs with finite expectations (recall this assumption requires that the integrals converge absolutely), then E( X i ) = E(X i ).
Proof: By induction on n. It's enough to consider the case n = 2. Let µ be the measure on the underlying sample space. 
E(XY
Application: the probabilistic method
A tournament of size n is a directed complete graph. We may think of a tournament T equivalently as a skew-symmetric mapping T : {1, . . . , n} × {1, . . . , n} → {1, 0, −1} that is 0 only on the diagonal.
A Hamilton path in a tournament (or a digraph more generally) is a directed simple path through all the vertices.
Lemma 2
There exists a tournament with at least n!2 −n+1 Hamilton paths.
This certainly isn't true for all tournaments-as an extreme case, the totally ordered tournament has only one H-path.
Proof: Consider a random tournament. (Each edge is directed independently.) Any particular permutation of the vertices has probability 2 −n+1 of being a H-path, so the expectation of the indicator rv for this event is 2 −n+1 . The indicator rvs are far from independent, but anyway, by linearity of expectation, the expected number of H-paths is n!2 −n+1 . So some tournament has at least this many H-paths. 2 Exercise: explicit construction? Describe a specific tournament with n!(2 + o(1)) −n Hamilton paths. (Example due to Jeremy Hurwitz:
Markov Inequality
If A is a non-negative random variable, then Pr(A ≥ λE(A)) ≤ 1/λ. This is because
Union Bound
What could be simpler?
This bound applies also to countable unions:
Proof: First note that by induction the bound applies to any finite union (because union and addition are associative). Now, if the right-hand side is at least 1, the result is immediate. If not, consider any counterexample; then there is a finite k for which Pr(
It is worth pointing out the following which, while trivial, has the whiff of assigning a value to ∞/∞:
Corollary: If the countable list of events A 1 , . . . all satisfy Pr(A i ) = 0, then Pr(
Here is a very fundamental application of the union bound:
The first Borel-Cantelli lemma 
. By the union bound, the latter is ≤ inf i j≥i p(B j ) = 0. 2
Exercise: the second Borel-Cantelli lemma
Suppose that B 1 , . . . are a countable collection of independent events and that i≥1 p(B i ) = ∞. Let B (as above) be the event that infinitely many B i occur. Show that p(B) = 1.
Chernoff bound for uniform Bernoulli rvs (symmetric random walk)
The Chernoff bound 4 will be one of two ways in which we'll display the concentration of measure phenomenon, the other being the central limit theorem. In the types of problems we'll be looking at the Chernoff bound is the more frequently useful of the two but they're closely related.
Let's begin with the special case of iid fair coins (aka iid uniform Bernoulli rvs). Put another way, we have n independent events, each of which occurs with probability 1/2. We want an exponential tail bound on the probability that significantly more than half the events occur. This very short argument will hold the seeds of later, much more general bounds that we will see.
It will be convenient to use the rvs Y i = 2X i − 1, where X i is the indicator rvs the ith event. This shift lets us work with mean-0 rvs. This (as any function that is applied to an individual rv) does not affect independence.
Theorem 5 Let Y 1 , . . . , Y n be iid rvs, with Pr( Proof: Fix any α > 0.
E(e αYi ) = cosh α ≤ e α 2 /2 (Last inequality: exercise.) 5 4 First due to Bernstein [6, 7, 5] but we follow the now standard naming convention. 5 For k ≥ 0, (2k)! =
By independence of the rvs e αYi ,
We now optimize this bound by making the choice α = λ/ √ n, and obtain:
Application: set discrepancy
For a function χ : {1, . . . , n} → {1, −1} and a subset S of {1, . . . , n}, let χ(S) = i∈S χ(i). Define the discrepancy of χ on S to be |χ(S)|, and the discrepancy of χ on a collection of sets S 1 , . . . , S n to be max j |χ(S j )|.
Theorem 6 (Spencer) With the definitions above, there is a function χ of discrepancy O( √ n).
We won't provide Spencer's argument, but the starting point for it is the proof of the following weaker statement.
Theorem 7 With the definitions above, there is a function
Proof: Select χ uniformly at random. By Theorem 5, for any particular set S j (noting that |S j | ≤ n),
2 /2 . Now take a union bound over the sets. P (∃j :
2 /2 . Plug in any c > √ 2 to show the theorem for sufficiently large values of n. (Your choice of c might "leave out" some finite set of n's but then that is taken care of by the O() notation in the theorem statement.) 2 3 Lecture 3, January 10, 2011. Overview of applications, Shannon's coding theorem
Where are we going? We're going to discuss four important applications of the probabilistic tools we have acquired or will be acquiring as we go:
1. 
Shannon's coding theorem
This is an exceptionally important application. Consider one party (Alice) who can send a bit per second to another party (Bob). However, the channel between them is noisy, and each transmitted bit may be flipped, independently, with probability p < 1/2. What can Alice and Bob do? If they want reliable communication, they can't communicate at 1 bit/second, but can they achieve reliable communication at all? If so, how many bits/second can they achieve? This question turns out to have a beautiful answer that is the starting point of modern communication theory.
In order to communicate reliably, Alice and Bob are going to agree in advance on a codebook, a set of codewords that are fairly distant from each other (in Hamming distance), with the idea that when a corrupted codeword is received, it will still be closer to the correct codeword than to all others. In this discussion we completely ignore a key computational issue: how are the encoding and decoding maps computed efficiently? In fact it will be enough for us, for a positive result, to demonstrate existence of an encoding map E : {0, 1} k → {0, 1} n and a decoding map D : {0, 1} n → {0, 1} k (we'll call this an (n, k) code) with the desired properties; we won't even explicitly describe what the maps are, let alone specify how to efficiently compute them. We will call k/n the rate of such a code. Shannon's great achievement was to realize (and show) that you can simultaneously have positive rate and error probability tending to 0 -in fact, exponentially fast.
We will start by defining two important functions.
Definition 8
The entropy (base 2) of a probability distribution
Definition 9
Let r = (r 1 , . . . , r m ) and s = (s 1 , . . . , s m ) be two probability distributions. The Kullback-Leibler divergence D(r||s) (in base 2) "from s to r," or "of r w.r.t. s," is defined by
This is also known as information divergence or relative entropy 6 . D(r||s) is not a metric (it isn't symmetric and doesn't satisfy the triangle inequality) but it's nonnegative, and zero only if the distributions are the same. The "||" notation is strange but is the convention.
When s is the uniform distribution, the connection to entropy is clear:
In the case n = 2 we will write p rather than {p, 1 − p}, thus:
Theorem 10 (Shannon) Let p < 1/2. For any ε > 0, for all k sufficiently large, there is an (n, k) code with rate > D(p||1/2) − ε and error probability e −Ω(k) . (The Ω depends on p and ε.)
In this theorem statement, "Error" means that Bob decodes to anything different from X, and error probabilities are taken only with respect to the random bit-flips introduced by the channel.
However until almost the end of the proof, the probabilities we will consider are with respect to both the channel noise and to the selection of a message X uniformly at random in {0, 1} k .
Proof: Let n = k D(p||1/2)−ε (ignoring rounding). Let R ∈ {0, 1} n denote the error string. So, with Y denoting the received message, Y = E(X) + R with X uniform in {0, 1} k , and R consisting of iid Bernoulli rvs which are 1 with probability p. The error event is that D(E(X) + R) = X.
At this point we need to interrupt the proof of this theorem, and improve our large deviation bound for symmetric random walk. The new bound is almost the same for relatively mild deviations (just a few standard deviations) but is very much stronger at many (especially, Ω( √ n)) standard deviations. It also has the advantage of giving us a better hint of what the more general formulation looks like.
Lemma 11
If X 1 , . . . , X n are iid fair coins, the probability that the number of heads,
(In the notation of theorem 5, with S = 2X − n, this is Pr(S > n(1 − 2p)) < 2 −nD(p||1/2) .)
Proof: Basically the inequality cosh α ≤ exp(α 2 /2) that we used before was convenient but wasteful. But the technique is similar.
Again we write Y i = 2X i − 1, E(e αYi ) = cosh α. We use
Now with a little calculus we can optimize the choice of α (naturally this depends on p). It turns out that the best choice is at α = (1/2) log((1 − p)/p) and yields the inequality
This may look like an awkward expression but it isn't, once you put everything in the exponent and realize what it means:
This is saying that the probability of a fair coin empirically "masquerading" as one of bias at least p, drops off exponentially, with the coefficient in the exponent being the divergence. Back to the theorem. For the sake of argument, let's "design" E by simply mapping each X ∈ {0, 1} k to a uniformly, independently chosen string in {0, 1}
n . We define D to map Y to a closest codeword in Hamming distance ρ (the number of coordinates of disagreement). Pick δ sufficiently small that p + δ < 1/2 and D(p + δ||1/2) > D(p||1/2) − ε/2.
Exercise
Verify the following Chernoff bound for p-biased Bernoulli rvs.
On the other hand, for every X = X,
because the two arguments to ρ are independent rvs
using above assumption
Now we allow for all the sources of error: that R is heavier than (p + δ)n, or (with a union bound) that one of the 2 k − 1 incorrect messages has its codeword land within (p + δ)n of the codeword of X.
Another way of stating this conclusion is by conditioning on the choice of E.
So there exists some specific code E (and corresponding decoding map D) achieving
There is just one remaining annoyance. The error probability is bounded on average over X's, but some messages might suffer awful error rates. There is an easy fix for this. By the Markov inequality, at most half the messages can have error probability greater than twice the given bound. So, just don't use those messages. That is to say, if you want to send k bits, "design" a code for k + 1 bits as above, then map the k-bit-strings to the good half of the messages. The asymptotic rate is unaffected by this trick, and the error probability Pr R (Error) applies to all X and is only twice the above bound. (Thus, the error exponent is unaffected.) 2 4 Lecture 4, January 12, 2011. Variance, Chebyshev inequality, pairwise independence, hashing
Let X be a real-valued rv. If E(X) and E(X 2 ) are both well-defined and finite, let
. Apply the Markov inequality to the random variable (X − θ) 2 . 2
Note that If c ∈ R then since the variance is homogenous and quadratic, Var(cX) = c 2 Var(X).
Example
Consider the following distribution on the nonzero integers:
for the appropriate normalizing constant K which is 45/π 4 .
Observe that
Chebyshev tells us we get a polynomial deviation bound:
Or in other words,
This isn't tight for the example (you can easily see that the best bound is proportional to 1/|r| 3 ) but it's the best you can do using just information about the variance.
Pairwise independence and the second-moment inequality
A common situation in which we use Chebyshev's inequality is when we have many variables which are not fully independent, but are pairwise independent (or nearly so).
Pairwise independence
A set of rvs are pairwise independent if every pair of them are independent; this is a weaker requirement than that all be independent. Likewise, the variables are k-wise independent if every subset of size k is independent.
Covariance
The covariance of two real-valued rvs X, Y is (if well-defined)
Exercise
Show that if X and Y are independent then Cov(X, Y ) = 0, but that the converse need not be true.
. . , X n are pairwise independent real rvs with well-defined variances, then Var(
Exercise: Apply the Chebyshev inequality to obtain the "2nd-moment inequality:" If X 1 , . . . , X n are identically distributed, pairwise-independent real rvs then
Weak law of large numbers
The 2nd moment inequality immediately implies the weak law of large numbers: for any ε, lim n→∞ P (|X − E(X)| > ε) → 0. So we see that this basic statement holds under a much weaker condition than full independence. When we talk about the cardinality of sample spaces, we'll see why pairwise (or small k-wise) independence has a huge advantage over full independence, so that it is very desirable in computational settings to make the most of limited independence.
Hash functions
Pairwise independence has a huge number of applications in CS but one of the very first is to hashing, a fundamental data-structure primitive. The basic issue is that we have a set of n records R = {r 1 , . . . , r n }. Each of these is a binary string and may be substantially longer than log n; specifically, we suppose R ⊆ [u] for some u n. We would like to store some header information about each record in an easily accessed way. (For instance the header might record a pointer to the arbitrary and uncontrolled location of the full record. Or it might merely be a bit that is switched "on" when the record is present -in this case we might have false positives because of collisions, but they can be reduced using a Bloom filter, and in some applications a low false positive rate is acceptable.)
In any case, our goal is to map [u] to a much smaller set [t] in such a manner that t is not much larger than n, yet there are few collisions. The mapping should be something we can compute very quickly from the record r ∈ [u].
The time-scale for choosing the mapping in the first place is, of course, allowed to be much larger. Compare looking up a word (or alleged word) in a dictionary, to designing the dictionary in the first place.
Which brings us to the standard method for this kind of task-storing records in sorted order. This requires log n accesses to the database per retrieval. We'd rather cut this down to a constant.
Carter and Wegman (1977) suggested the following method. (They didn't start out asking for pairwise independence and actually needed only a slightly weaker property, but the construction boiled down to basically the same thing.) Consider a sample space Ω which consists of functions from
is a random variable determined by the underlying choice of f from Ω. Suppose that these u random variables are uniformly distributed in [t] and pairwise independent. Remarkably, that is enough to give us a pretty good result for any r 1 , . . . , r n . To be specific, let C be the number of collisions that the chosen hash function generates, i.e.,
with [...] denoting the indicator for the event, i.e., 1 if f (r) = f (s) and 0 otherwise. Then for any R,
This should be recognizable: the familiar "birthday paradox" says that if the year has t days, then a random collection of only about √ 2t people has a good chance of including two with a common birthday.
In particular, some f ∈ Ω does at least this well. We don't really have to get the number of collisions down to 0 (which requires t ∼ n 2 ) to make this kind of scheme fly-you can set t lower, even linear, and at collision points you store the details of a secondary hash function, as we'll describe in a moment. The point to be made now is that this scheme can be implemented with only a very small sample space (so storing the information about the f we choose is easy), and that the sample space we have in mind consists of functions which are very easy to compute.
Specifically, we have in mind the following construction. Let u be prime, and for each a ∈ {0, . . . , u − 1}, b ∈ {0, . . . , u − 1} let g a,b be the function
The number of functions in this family is very small, u 2 . (As compared with u u .) And we claim that if we sample a function g uniformly at random, the rvs g(x) are uniform and pairwise independent. The first claim is obvious, thanks to b. For the second we just note that (ay + b) − (ax + b) = a(y − x), so this is thanks to a. This is nice but obviously the g's aren't the functions we want since their range is too large.
So we define f a,b (x) = g a,b (x) mod t. (For specificity, using a residue in {0, . . . , t − 1}.) Now, the marginals (distributions of f (x) for each x) are nearly uniform: for every x and k,
and so are the pairwise probabilities: for every x = y, and every k and ,
Actually they required a = 0, but this yields a trivial improvement and only complicates the argument (because it makes the variables almost, rather than exactly, pairwise independent).
Observe that it takes only O(log u) space to store all the information we need about the chosen hash function f . The computation time for hashing is also (approximately, this gets into fine points about computer arithmetic) O(log u) in the bit model, or O(1) in the word model.
It remains only to explain how to get away with t ∈ O(n) by using a secondary hashing scheme due to Fredman, Komlós and Szemerédi.
The total process is this. Pick f uniformly from the above family, with t = n.
2 . If C > n pick f again; otherwise continue.
For each k, link the register at position k to a register of size t k = 2 R k 2 . Now construct, in the same manner as above, a mapping
In this case, the expected number of collisions is 1/2, so by repeated sampling we can get an f k with no collisions. We store its label in the main register at location k.
The total time to construct this mapping is O(n). The total number of registers required for storage is ≤ 3n. 
Cuckoo Hashing
The first part of the lecture has to do not with pairwise independence but with tying up the topic of hashing from last time.
The Fredman, Komlós and Szemerédi scheme [15] , which uses a primary hash function and localized secondary hash functions, achieves linear space and O(1) worst-case retrieval time. (See also [12] for improvements to this scheme.) However, this is no longer the best known way to accomplish these simultaneous objectives.
The best known way is a different scheme due to Pagh and Rodler called cuckoo hashing [29] (and see [26, 24] ). It is very elegant, but the probabilistic analysis is more complicated, so we'll merely describe the scheme without analyzing it. It is inspired by a phenomenon known as the "power of two choices" that was revealed in an influential paper of Azar, Broder, Karlin and Upfal [4] .
The idea is that in order to store n keys we will use two arrays A 1 and A 2 , each of size n(1 + ε); the probability that the scheme succeeds is positive for every ε > 0.
This scheme needs no secondary hash functions but instead of just one primary hash function it has two: h 1 maps the keys into A 1 and h 2 maps the keys into A 2 . (These are chosen independently, and in an elementary description of the scheme, each is chosen uniformly among all functions. In fact for the scheme to be functional they are chosen from a smaller family, but we won't go into that here.) When we wish to insert a key x, then if either h 1 (x) or h 2 (x) are empty, we insert it there (if there is a choice it can be made arbitrarily). If both sites are full, then we kick out either one of the current residents, say it is h 1 (y), and relocate y to h 2 (y). If that site was also full, say with h 2 (z), then we relocate z to h 1 (z). Etc.
To understand what this scheme relies on, think of each pair {h 1 (x), h 2 (x)} as an undirected edge in a bipartite graph on A 1 × A 2 . The graph has average degree 1/(1 + ε). Once we choose where to put x, we have effectively directed the edge. The scheme succeeds by having in-degree nor more than 1 at every vertex. It will in fact succeed at this provided it is possible, which is the case precisely if the undirected graph has no "complex component", defined as a component with more edges than vertices.
Showing that this happens with positive probability for any ε > 0 is the analysis we are skipping in this lecture.
Improvement to the proof of Shannon's coding theorem, using linear codes
Very commonly, in Algorithms, we have a tradeoff between how much randomness we use, and efficiency.
But sometimes we can actually improve our efficiency by carefully eliminating some of the randomness we're using. Roughly, the intuition is that some of the randomness is going not toward circumventing a barrier (especially, leaving the adversary in the dark about what we are going to do), but just into noise. 8 A case in point is the proof of Shannon's Coding Theorem. In a previous lecture we proved the theorem as follows: we first built an encoding map E : {0, 1} k → {0, 1} n by sampling uniformly in [u] [u] ; then, we had to delete up to half the codewords to eliminate all kinds of fluctuations in which codewords fell too close to one another.
It turns out that this messy solution can be avoided. The key observation is that our analysis depended only on pairwise data about the code-basically, pairwise distances between codewords. "Higher level" structure (mutual distances among triples, etc.) didn't feature in the analysis. So the argument will still go through with a pairwise-independently constructed code. So we'll do this now, and in the process we'll see how this helps.
Sample E from the following pairwise independent family of functions {0,
. This is, of course, a linear map:
The message0 ∈ {0, 1} k is always mapped to the codeword0 ∈ {0, 1} n , and every other codeword is uniformly distributed in {0, 1}
n . It is not hard to see that the images of messages are pairwise independent. Looking back at the analysis of the error probability in section 3.1, it had two parts:
(a) Bounding the probability that the error vector R has weight (number of 1's) above (p + δ)n. This analysis is of course unchanged, and is independent of the choice of the code.
(b) Bounding the probability that one of the alternative codewords, E(X ), comes within distance (p + δ)n of E(X) + R. For this, pairwise independence is enough to obtain an analysis similar to before. Specifically, for any pair X = X and any R, the rv E(X) + R − E(X ) is uniformly distributed in {0, 1} n so, by the same union bound as before, we can bound the probability of this error event by
So, the analysis is unchanged from before insofar as bounding Pr E,X,R (Error) above by a quantity (call it A for short) that is exponentially small in n (see Eqn. 4).
Next, just as before, we wish to remove E and X from the randomization in the analysis. The first step is just as before: there exists a specific code E achieving Pr X,R (Error) ≤ A. And if we wish to find it slightly more quickly by trying codes at random, we can easily do so just by settling for a bound of 2A. (On average we only need to try two E's, but it still takes a while to calculate or estimate the Pr X,R (Error) for each E.)
Finally, what changes comes next. Rewrite the error probability using E as Pr X,R (Error) = E X Pr R (Error|X). The interesting thing is that for all
. This is because something even stronger is true: once you fix E, exactly the same noise vectors R cause errors for X 1 as for X 2 . Specifically, suppose that D(E(X 1 ) + R) = X . That means that
Here W denotes the Hamming weight of the vector, i.e., the number of 1's in it; equivalently, the distance to0.
(Also note, −E(X) is the same as +E(X), since these are bits, but this same derivation is useful also in situations where these aren't bits, so we may as well carry the signs around.)
Now note-and this is where we use the linearity of the code-that for any Z,
8 If you carry enough gear to spend the night on the mountain, you'll spend the night on the mountain. -a rock climber I knew So if X is as above, then
Thus, X 1 = X (we decode message X 1 correctly on noise R) if and only if X + X 2 − X 1 = X 2 (we decode message X 2 correctly on error R).
So, in our linear code E, the error probabilities associated with all the messages are equal, and equal to the overall error probability of E.
Concentration of the number of prime factors: Turan's proof of a theorem of Hardy and Ramanujan
Now for a purely mathematical situation in which we take advantage of near-pairwise independence:
Let m(k) be the number of primes dividing k. We will show that for large k this number is almost always close to log log k.
Proof: Before we begin the proof in earnest let's simplify the goal. Observe that the function log log is so slowly growing that it hardly distinguishes between n and a much smaller function such as √ n. Specifically, if √ n < k ≤ n, then log log n ≤ log 2 + log log k, so we can write:
The theorem will follow, therefore, from showing:
. This gives rise to the following rvs:
We remind ourselves of the prime number theorem: π(k) ∈ (1 + o(1))k/ log k. We will also use the following corollary of it (proof omitted in class):
Lemma 15
prime p≤n 1/p = (1 + o(1)) log log n.
So, we know that E(M ) ∈ (1 + o(1)) log log n. Now for the variance. The proposition will follow from showing
and an application of the Chebyshev inequality. So the remainder of the argument is to show Eqn 5.
Generically,
The key is that we are in a very nearly pairwise-independent situation, because the sum of covariances is very small.
It's an easy exercise that for {0, (1)) log log n. Now to handle the covariances. Observe that for p = q, M p M q is the indicator rv for pq|k. Just as for primes,
This is a very low covariance, which is crucial to the theorem.
primes p≤n 1 p using prime number thm
2 n π(n) log log n using lemma 15
So the first term of Var(M ) is by far the dominant one and we have established Eqn 5. 2
Why (besides simplicity of analysis) must we sometimes settle for the second-moment inequality rather than something stronger? See exercise 2.2.
6 Lecture 6, January 24, 2011. Limited linear independence, limited statistical independence, and error correcting codes
Statistically independent uniform rvs from linear independence
We were introduced in a previous lecture to the notion of linear error-correcting codes. At the time we worked over the base field F = GF (2). (We didn't say it in this language, but we added bit-vectors using XOR, which is the same thing.) Encoding of messages in such a code is simply multiplication of the message, as a vector v ∈ F m , by the generator matrix C of the code; the result, if C is m × n, is an n-bit codeword.
The set of codewords is exactly Rowspace(C).
A strong property for such a code to have is that, for some large value of k, every codeword has weight (number of 1's) at least k + 1. We call such a code k-error-detecting because the property ensures 1. Error detection up to k errors 2. Error correction up to k/2 errors.
Note however that this property is not possessed by codes achieving near-optimal rate in Shannon's coding theorem. It is too strong a property for that purpose. Note that it protects against adversarial, not just random, noise.
Error detection can be performed with the aid of the parity check matrix M :
For any fixed values of n and k, the code is most efficient when the message length m, which is the number of rows of C, is as large as possible; equivalently, the number of columns of M , n − m is as small as possible. So we'll want to design a matrix M with few columns in which every k rows are linearly independent.
But first, let's see a connection between linear and statistical independence.
Let B be a k × matrix over GF (2), with full row rank.
because the pre-image of any particular y is an affine subspace (a translate of the right nullspace of B).
Now, if we have a matrix M with n rows, of which every k are linearly independent, then every k bits of
We've exhibited dual applications of the parity check matrix:
• Action on row vectors: checking validity as a codeword.
• Action on column vectors: converting few uniform iid bits into many k-wise independent uniform bits.
Now we can see an entire sample space on n bits that are uniform and k-wise-independent. At the right end we place the uniform distribution on all 2 vectors of the vector space GF (2) .
Ω is the uniform distribution on the columns on the LHS.
Maximizing the transmission rate n− n of a binary, k-error-detecting code, is equivalent to minimizing the size |Ω| = 2 of a linear k-wise independent binary sample space.
So how big does |Ω| have to be?
Theorem 16
1. For all n there is a sample space on n uniform k-wise independent bits of size O(n k/2 ).
2. For all n, any sample space on n k-wise independent bits, none of which is a.s. constant, has size Ω(n k/2 ).
Existing example
Before proving the upper bound for general k, let's revisit the one example we've seen. It used GF (p) rather than (as we will here) an extension field of GF (2), but other than that the idea is the same. When we constructed pairwise independent hash functions we started with a family of functions G = {g a,b } from GF (p) → GF (p) that we can now represent as follows. The p × 2 "parity check" matrix M has p rows and two columns; the first column is always a 1. It maps the uniform distribution on all p 2 column vectors (each of which is a pair (a, b) specifying a hash function g a,b ), to the sample space Ω we constructed in a previous lecture. Instead of using the fields modulo a prime, this construction uses the finite fields whose cardinalities are powers of 2. If you don't know this stuff, just keep in mind that for each integer r ≥ 1 there is a (unique) field with 2 r elements. We can add, subtract, multiply and divide these without leaving the set; in particular, in the usual way of representing the elements of the field as bit strings of length r, addition is simply XOR addition. 9 See any introduction to Algebra, for instance Artin [3] .
(Specifically, we represent the elements of GF (2 r ) by the coefficients of the polynomials of degree ≤ r − 1 over GF (2) . Multiplication is modulo some fixed irreducible polynomial of degree r.)
The one key thing to note about GF (2 r ) is this: it has characteristic 2, which is to say, for any x ∈ GF (2 r ), 2x = 0. Now, round n up to the nearest n = 2 r − 1. and let a 1 , . . . , a n denote the nonzero elements of the field. Let M 1 be the following Vandermonde matrix over the field GF (2 r ):
Exercise: Every k rows of M 1 are linearly independent over GF (2 r ).
M 1 is an n × k matrix over GF (2 r ). Next, expand each of its entries as a row vector of bits, thus forming an n × kr matrix M 2 : Actually it is possible to even further reduce the number of columns while retaining the corollary.
First, we can drop the leading 0's in the first entry.
Second, we can strike out all batches of columns generated by positive even powers. Proof: In a GF (2) matrix, stating that a set of rows is lin. indep. is equivalent to stating that any subset of those rows has nonzero sum.
Let a set of rows R be independent in M 1 ; we show the same is true in M 3 . Specifically, we show that for any subset {j 1 , . . . , j c } ⊆ R, the sum of these rows in M 3 is nonzero. Since these rows are independent in M 1 , their sum is nonzero. If the first entry of the M 1 -sum-vector is nonzero-i.e., if c, the number of rows, is odd-then the same is true in M 1 . Otherwise, we let t > 0 be the smallest value such that c i=1 a t ji = 0; it is enough to show that t is odd. Suppose not, so t = 2t . Then, since Characteristic(GF (2 r )) = 2,
Finally, recalling that n = 2 r − 1, we have |Ω| = 2 1+r k/2 ∈ O(n k/2 ).
Comment:
If you want n k-wise independent bits but the marginals are not uniform, then this construction doesn't work. The best known construction in general, due to Koller and Megiddo [23] , is of size O(n k ). The specific bound we'll prove is this:
Theorem 18
If Ω is a k-wise indep. sample space on variables z 1 , . . . , z n , none of which is a.s. constant, then |Ω| ≥ m(n, k) where If k is even:
If k is odd:
In either case observe:
Now, thinking of the sample space just as a set, we need to write the random variables α S explicitly as functions on that set. So, α S (i) ∈ R is the value of α S on the ith point of Ω. And we let p(i) be the probability associated with this point of Ω (remember Ω is finite, otherwise we're certainly done with the theorem).
Consider the matrix with rows v S for each S ∈ J: It is an m(n, k) × |Ω| matrix:
so the rows of this matrix are orthogonal. They are nonzero (due to each z i being not a.s. constant). So the matrix has full row rank.
More applications of k-wise independence: unique-solving languages in NP
In what follows we will always consider our input x to have length n, and we will be interested in polynomialsize circuits (we call this POLY) which determine membership of x in a language; these circuits will typically have access to a second argument, a "witness" y, of length n ∈ poly(n).
N P = languages L such that ∃A ∈ POLY such that L = {x : ∃y, A(x, y) = Accept}.
To define a randomized complexity class we now suppose that y is a sequence of iid uniform bits and define RP = languages L such that ∃A ∈ POLY such that L = {x : Pr(A(x, y) = Accept) ≥ 1/2} and L c = {x : Pr(A(x, y) = Accept) = 0}. We'll also call A an "RP algorithm" if it has this property.
Let's introduce some notation before going on:
The threshold in the definition of RP needn't be 1/2, may be polynomially small. (c) So far as we know, RP is not closed under intersection. (d) We often use the larger 2-sided-error complexity class BPP, in which the definition merely requires that there be a constant (or polynomially small) gap between the least probability of acceptance for strings in the language, and the greatest probability of acceptance for strings not in the language.
It is unlikely, and would be astonishing, if it turned out that N P = RP. At some point people were wondering, though, whether it might be possible to get randomized algorithms to do a simpler task, which we'll describe in a moment. What they found was that no, this is just as hard as the original problem; equivalently, if you want to show that N P lies in RP, you don't quite have to design an RP-algorithm for an N P-complete problem. It is enough to have a randomized algorithm B which unique-solves the NP-complete problem CIRCUIT-SAT, meaning, Suppose B is given as input a circuit C ∈ POLY (which takes an input x and a witness y). As before let W C x = {y : C(x, y) = Accept}. We equip our randomized algorithm B with a source of random bits z and require:
The key relaxation here is that we require nothing at all of the behaviour of B if |W C x | > 1. (If we were directly showing N P ⊆ RP, we'd have to require acceptance probability ≥ 1/2 in this case too.)
Theorem 19 (Valiant and V. Vazirani [33]) If there is an RP algorithm to unique-solve CIRCUIT-SAT, then
The claim is that we can actually use B to decide any language L in N P. Let L be nondeterministically decided by a POLY circuit A(x, y), |x| = n, |y| = n ∈ poly(n). As before let W A x = {y : A(x, y) = Accept}. Here's our randomized algorithm, which makes some random choices and then hard-wires these into a circuit C which it hands over to the unique-solver B.
Start by using the additional random bits z to pick a uniform random 1 ≤ k ≤ n (remember n = |y|). Next use z to pick a random hash function h from a 2-wise indep. family of functions {0, 1} n → {0, 1} k+1 .
Choose a random string b ∈ {0, 1} k+1 . Now, build a circuit C(x, y, h, b) which incorporates A and h as sub-circuits, and accepts if A(x, y) = Accept and if h(y) = b.
If x /
∈ L then A always rejects, so C always rejects.
If x ∈ L, we're interested in Pr(|W
, because that is the case when the circuit we built for x has a unique satisfying witness y, and so we're guaranteed that B will accept with probability ≥ 1/2.
With probability 1/n , we got lucky and picked k such that
In that case, recall that the expected number of collisions created by h is
. So with probability at least 1/2, the number of collisions is at most
, which means that at least half the witnesses y participate in no collisions, and so they are singletons. This means that (now using the lower bound on |W A x |), h creates at least 2 k−2 singletons. The probability b lands on one of the images of those singletons is therefore at least 2 k−2 /2 k+1 = 1/8. So our probability of producing a uniquely-solvable circuit C is at least NC = k languages which can be computed, for inputs of size n, by n k processors running for time log k n. RNC = same, but the processors are also allowed to use random bits. For
P-Complete = problems that are in P, and that are complete for P w.r.t. reductions from a lower complexity class (usually, log-space).
Maximal Independent Set
MIS: Maximal (i.e., locally) Independent Set.
Lexicographically first MIS is P-complete.
But, we'll see a parallel algorithm for MIS.
We'll first describe the algorithm sequentially, then note that it's quite easy to put it in RNC. Then, we'll see how to derandomize it so that we can actually compute an MIS in NC.
Notation: Γ(v) is the neighborhood of v; v / ∈ Γ(v).
Given: a graph with n vertices.
Algorithm:
Start with I = ∅.
Repeat until the graph is empty:
1. Mark each vertex v of degree 0; mark each remaining vertex independently with probability An iteration can obviously be implemented in parallel in time O(polylog n) with a processor per edge and vertex.
We'll show that an expected constant fraction of edges is removed in each iteration (and then we'll show that this is enough to ensure expected logarithmically many iterations). Proof: It's enough to argue that one of the low-degree neighbors is likely to be marked. Markings are independent, so Pr( none of the low-degree neighbors is marked)
Definition 20 A vertex v is good if it has
We will not use anything about the value e −1/6 except that it is strictly less than 1. This will be useful later on.
Lemma 22 If v is marked then the probability it is unmarked in step 2 is ≤ 1/2.
Proof: It is unmarked only if a weakly-higher-degree neighbor is marked. Each of these events happens with probability at most 1 2dv , so we are done by a union bound. 2
Corollary 23
The probability that a good vertex is removed in step 4 is at least (1 − e −1/6 )/2.
(Immediate from the previous two lemmas.)
Now for our measure of progress.
Lemma 24 At least half the edges in a graph (V, E) are good.
Proof: Direct each edge from lower to higher degree vertex; now we have in-degrees d 
For two sets of vertices V 1 , V 2 let E(V 1 , V 2 ) be the edges directed from V 1 to V 2 . (In particular E = E(V, V ).) Note that E(B, B) is the set of bad edges. Now (on the LHS) we'll count the pairs (v, (v, w)) where v is a bad vertex and (v, w) is an edge. G) is a subset of the good edges. So |E(B, B)| ≤ |E|/2. 2 Due to the corollary, each good edge is removed with probability at least (1 − e −1/6 )/2. Of course the edgeremovals are correlated, but in any case, the expected fraction of edges removed is at least (1 − e −1/6 )/4. Now we prove a general lemma about how long it takes this kind of "descent" process to terminate.
2|E(B, B)| + |E(B, G)|
In this kind of process, the state of the process is a nonnegative integer; the process terminates when you reach 0. When you're at n, you sample a random variable X from a distribution D n on [0, . . . , n], and then make a transition to state n − X, where you start over. The question is, how many iterations T does it take you to hit 0?
Proof: By induction. For n = 1 this is just the expectation of a geometric distribution, which is to say, the expected time until a biased coin comes up heads. Anyway it's a trivial calculation, because (for the tight lower bound g (1)), g(1) = Pr(X = 1).
For n > 1 we prove this by induction.
As a consequence, we now see that the expected number of iterations until the algorithm terminates is ≤ ∈ O(log |E|) ∈ O(log n). This is an RNC algorithm for MIS.
Lecture 9, February 2, 2011. Finish MIS; General Chernoff Bd
Derandomization
We can actually achieve a similar result deterministically; that is, MIS is in NC.
The key is that we can use pairwise independent random variables and get away with an only slightly worse analysis.
The only places we used independence were in Lemma 21, and later in Lemma 22 in showing a bound on the probability of unmarking a vertex v. The latter application used only pairwise independence (for independence of marking v relative to each of its neighbors). We replace the former as follows: This follows immediately from:
Compare with the pairwise-independent version of the 2nd Borel-Cantelli lemma. Of course, that is about guaranteeing that infinitely many events occur, here we're just trying to get one to occur, but the lemmas are nonetheless quite analogous.
Proof: If p i < 1/2 then consider all events, o'wise consider some subset s.t. 1/2 ≤ p i ≤ 1.
General Chernoff bound. Moment generating function
Now for a more general large deviation bound. In a coming lecture we'll see an interesting application of this inequality to the theory of metric spaces.
Let X be a real-valued random variable with distribution µ:
Definition 28
The moment generating function (mgf) (or characteristic function) of X (or, more precisely but less commonly, of µ) is defined for t ∈ R by
Note that, for t ∈ C, this gives the mgf for t pure-real, and the Fourier transform for t pure-imaginary. For any µ, g µ (0) = E [1] = 1.
Assume E [X] = θ. We would like to find a large deviation bound. That is, if we sample X 1 , . . . , X n iid from µ and take X = 1 n n i=1 X i , we would like to know how the distribution of X is concentrated around θ.
Without loss of generality, take θ = 0, simply by shifting µ.
The idea is that the quality of the large deviation bound depends on how heavy the tails of µ are -and that this is measured by the smoothness of g µ at the origin. A moment-generating function that is differentiable at the origin guarantees exponential tails.
One way to think about this intuitively is to examine the Fourier transform (the imaginary axis), rather than the characteristic function, near the origin. If µ has light tails -as an extreme case suppose µ has bounded support -then near the origin, the Fourier coefficients are picking up only very long-wavelength information, and seeing almost no "cancelations" -so they're only infinitesimally different from the Fourier coefficient at 0, and so g µ is differentiable at 0. Conversely, if µ has heavy tails, then even at very long wavelengths, the Fourier integral picks up substantial cancelations, hence the Fourier coefficient changes a lot moving away from 0.
Theorem 29 (Chernoff) If g µ (t) is well-defined in a neighborhood of 0 and differentiable at 0, then
Pr(X > ) = Pr(e βnX > e βn ) for any β > 0 (6)
< E e βnX e
−βn
Markov bound (7) = e −βn E e
We now need to show that there is a β > 0 such that e −β g µ (β) < 1. At β = 0, e 0 g µ (0) = 1, so let's find the derivative of e −β g µ (β) at 0. Since g µ is differentiable at 0 we have:
So, the moment-generating function is flat at 0. Now we can differentiate the whole function:
We have determined that ∃β > 0 : e −β g µ (β) < 1, and thus there is a c < 1 as stated in the theorem. 2
This method also allows us, in some cases, to find the value of c which gives the tightest Chernoff bound.
(Of course in for general µ and this can be a complicated task and we often settle for bounds on the best c .)
Johnson-Lindenstrauss embedding
By a small sample we may judge the whole piece.
Cervantes (Miguel de Cervantes Saavedra)
Today we'll see a geometric application of the Chernoff bound. At first glance the question we solve, which originates in analysis, may appear to have nothing to do with the kind of statistical sampling situation in which one expects to use a large deviation bound. But actually it illustrates a shared geometric core between analysis and probability.
Definition 30 A metric space
that is symmetric; nonnegative; 0 on, and only on, the diagonal; and obeys the triangle inequality,
Examples:
(1) A Euclidean space is a vector space R n equipped with the metric d(x, y) =
The same vector space can be equipped with a different metric, for instance the ∞ metric, max i |x i − y i |.
(3) ... or for instance the 1 metric, i |x i − y i |.
(4) ... or the same metric may be applied to only a portion of the vector space: let ∆ n denote the probability simplex, {x ∈ R n : x i ≥ 0∀i, i x i = 1}. In this space (half of) the 1 distance is referred to as "total variation distance." 
(Some authors use slightly different definitions.) The mapping is called isometric if it has distortion 0.
A finite metric space is one in which the underlying set is finite. A finite 2 space is one that can be embedded isometrically into a Euclidean space of any dimension. Exercise: the dimension need not be greater than n − 1.
What we'll see today is a method, due to Johnson and Lindenstrauss [20] , of embedding an n-point 2 metric into a very low-dimensional Euclidean space with only slight distortion. This is useful in the theory of computation because many algorithms for geometric problems have complexity that scales exponentially in the dimension of the input space. We'll have to skip giving example applications, but there are quite a few by now.
Our goal is to prove the following claim:
Theorem 32 (Johnson and Lindenstrauss) Given a set, A, of n points in a Euclidean space, there exists a map
Moreover, the map f can be taken to be linear and can be found with a simple randomized algorithm in expected time polynomial in n.
Observe that we are not embedding all of R n−1 with low distortion-we care only about the distances among our n input points. 
Normed spaces
Let S = (S, µ) be any measure space. For p ≥ 1, the L p normed space w.r.t. the measure µ, L S p , is defined to be the vector space of functions f : S → R of finite "L p norm," defined by
Exercise:
Note that (like any normed space) this is automatically a metric space, using the distance f − g p between f and g.
This framework allows us to discuss the collection of all L 2 (Euclidean) spaces, all L 1 spaces, etc. The most commonly encountered cases are indeed L 1 , L 2 and L ∞ , which is the sup norm (ignoring that µ may ignore parts of S). Today we discuss L 2 , next time L 1 .
We will use the shorthand L k p to refer to an L p space on a set S of cardinality k. (We'll allow this to refer to any fixed measure, although the default is counting measure.)
The JL method
Returning to the statement of Thm 32, how do we find such a map f ? Here's Johnson and Lindenstrauss's idea:
Pick an orthogonal projection, W , onto R k uniformly at random, and let f (x) = W x for x ∈ A.
For k as specified, this is satisfactory with high (constant) probability (which depends on the constant in
Equivalently, let Q be the k × n matrix
Let U be chosen uniformly (i.e., using the Haar measure) from O n (the orthogonal group). Then for x ∈ A, we let f (x) = QU x.
(To see the equivalence with projection by W , define an n × n matrix Q by "padding" Q with another n − k all-0 rows, and define f by f (x) = U −1 Q U x. Then f (x) = f (x) for any x. It will be simpler for us to continue working with f .)
In order to analyze this map, we will consider a vector v, the difference between two points in A, i.e. v = x − y for some x, y ∈ A. Let w i = ith row of W , and
Since the process described above has the same distribution for all rotations of v, we may as well consider
Then what we want to analyze is the distribution of 1≤i≤k (w i1 v 1 ) 2 . Since the question of distortion is scale invariant, we can simplify this by taking v 1 = 1; so what we're interested in boils down to the distribution of the length-squared of w 1 , the first column of W .
We'll approach this by looking at the distribution of the square of a single term of the column, and then summing and applying Chernoff.
The distribution of an individual term is somewhat deceptive in low dimensions. In two dimensions the density of w · v, which is the same thing as the density of the first coordinate of a unit vector in R 2 , looks like Figure 1 . In the density some constant fraction of the probability is contained in the interval
2. The different w i1 's are "nearly independent" random variables, so long as k is small relative to n.
Instead of pursuing this method further we will examine a slightly different method that will lead us to the same result.
A related method
Pick k vectors w 1 , w 2 , . . . , w k independently from the spherically symmetric Gaussian density with standard deviation σ, i.e., from the density
The projection of this density on any line through the origin is the 1D Gaussian with standard deviation σ, i.e., 1
(The rows of W are the vectors w i .) Then, for v ∈ R n set f (v) = W v.
Correspondingly, each entry of W is an i.i.d. random variable with density
2 ). Informally, this process is very similar to that of JL, although it is certainly not identical. Individual entries of W can (rarely) be very large, and rows are not going to be exactly orthogonal, although they will usually be quite close to orthogonal.
This method of choosing W has two key properties. First, because of the spherical symmetry in the Gaussian distribution 10 , once again (just as we argued for the original method of JL), the distribution of W v 2 / v 2 is the same as the distribution of w 1 2 .
The second property is one which makes our life much easier technically: with W as defined here, we have that each of the k coordinates of w 1 is an i.i.d. random variable. Specifically, it has density
. We are interested in the probability distribution of
. We're ready for an application of the Chernoff bound.
We now have independent random variables w 11 , w 21 , . . . , w k1 , each normally distributed with E(w
Set random variables y i = w 2 i1 − 1 so that E(y i ) = 0. With this change of variables we now want a deviation bound on y =
To get a Chernoff bound, we need the moment generating function, g(t), for y i .
Recall that
and the same proof shows
We will need both bounds to show that the distances aren't distorted too much in either way, i.e. either too small or too large. So what is the moment generating function g(t)?
10 I.e., our distribution on W is invariant under right-multiplication by orthogonal matrices
The last equality follows as the integrand is the density of a normal random variable with standard deviation
Thus, g(t) is well defined and differentiable in (−∞,   1 2 ), with (necessarily) g(0) = 1 and g (0) = 0. For a given ε what t should be used in the Chernoff bounds (equations (13) and (14))? After some calculus, we find that t = ε 2(1+ε) is the best value in both cases. Figure 3 shows the dependence of t on ε. Plugging the value of t above into the Chernoff bound (13) (with ε > 0) we get
(We get the same bound for the case of deviating beneath a negative ε.)
The function (1 + ε)
is shown in the sketch below. We want to ensure that
which is the same thing as asking for
So it's sufficient to consider the inequality
From inequality (15) (and its counterpart) we have that
So finally we have
This probability is strictly less than one provided k = 4 log n ε 2 (1 + O(ε)). To get a randomized "Las Vegas" algorithm simply by trying projections at random and testing whether their distortion is satisfactory, use say k = 4 log n ε 2 (1 + O(ε)) + 1 so that the probability of having distortion greater than 1 + ε is at most 1/e. Note: About another embedding question: Finite l 2 metric spaces can be embedded in l 1 isometrically. There's also an algorithm-deterministic, in fact-to find such an embedding, but it takes exponential time in the number of points in the space.
Comment:
There are deterministic poly-time algorithms producing an embedding up to the standards of the Johnson-Lindenstrauss theorem [13, 31] . 
with distortion O(log n).
There is a randomized poly-time algorithm to find such an embedding.
The dimension bound here is actually due to Linial, London and Rabinovich [25] ; in fact, as they note, it can be improved to O(log n), albeit circuitously. A later variation of the Bourgain proof that achieves dimension O(log n) more directly is due to Abraham, Bartal and Neiman [1] .
The distortion in the theorem is best possible: expander graphs require it. However, there are open questions for restricted classes of metrics, for example whether the distortion can be improved, possibly to a constant, for shortest path metrics in planar graphs.
Since the domain of our mapping is merely a metric space rather than a normed space, we cannot apply anything like the JL technique, and something entirely different is called for.
Proof:
Bourgain's proof employs a type of embedding introduced much earlier by Fréchet. The Fréchet embedding imposed by a set T ⊂ X is the mapping
Observe that by the triangle inequality for d, |τ (x) − τ (y)| ≤ d(x, y).
We can also combine several such T i 's in separate coordinates. If we label the respective mappings τ i and give each a nonnegative weight w i , with the weights summing to 1,
then we preserve the above property, namely,
So the key part of the proof is the lower bound.
For simplicity suppose n = 2 s . For 1 ≤ t ≤ s and 1 ≤ j ≤ s ∈ Θ(s), choose set T tj by selecting each point of X independently with probability 2 −t . Let all the weights be uniform, i.e., 1/ss . This defines an embedding τ = (. . . , τ tj , . . .)/ss of the desired dimension.
We need to show that with positive probability
Just as in JL, the proof proceeds by considering just a single pair x = y and showing that with probability greater than 1 − 1/n 2 (enabling a union bound) it is embedded with the desired distortion (in this case O(log n) = O(s)).
We use this notation for open balls:
B r (x) = {y : d(x, y) < r} Let ρ 0 = 0 and, for t > 0 define
up to t =t which is defined to be the largest value such that the RHS is < d(x, y)/4.
Observe that for the closed ballsB we have that for all t ≤t, |B ρt (x)| ≥ 2 t and |B ρt (y)| ≥ 2 t . This means in particular that (due to the radius cap at d(x, y)/4, which means that y is excluded from these balls around x and vice versa),t < s.
Set ρt +1 = d(x, y)/4, which means that it still holds for t =t + 1 that |B ρt (x)| < 2 t or |B ρt (y)| < 2 t , although (in contrast to t ≤t), this is not the largest radius for which this holds.
t + 1 will be the number of scales used in the analysis of the lower bound for the pair x, y. I.e., we use the sets T tj for 0 ≤ t ≤t + 1. Any contribution from higher-t (smaller expected cardinality) sets is "bonus."
Note that B ρt (x) ∩ B ρ t (y) = ∅ for all t, t , due to the cap at d(x, y)/4.
Consider any 1 ≤ t ≤t + 1.
Lemma 34
With positive probability (specifically at least
Proof: Suppose wlog that |B ρt (x)| < 2 t . By Eqn 16 (with t − 1), |B ρt−1 (y)| ≥ 2 t−1 (and the same for x but we don't need that). If
and
We wish to show that this conjunction happens with constant probability.
The two events (17) , (18) are independent because T t1 is generated by independent sampling, and because, due to the radius cap at d(x, y)/4, B ρt (x) ∩B ρt−1 (y) = ∅.
First, the x-ball event (17):
(For large t this is actually about 1/e.)
Second, the y-ball event (18):
and recalling 1 + x ≤ e x for all real x,
Now, let G x,y,t be the "good" event that at least (1 − 1/ √ e)/8 of the coordinates at level t, namely {τ tj }
If all of these good events occur, then for all x, y, τ
4 . Here the first factor is from the normalization, the second from the definition of good events, and the third from the cap on the ρ t 's.
We can upper bound the probability that a good event G x,y,t fails to happen using Chernoff:
Now taking a union bound over all x, y, t,
for a suitable s ∈ Θ(log n).
To be specific we can use the following version of the Chernoff bound [9, 18] :
Lemma 35 Let F 1 , . . . , F s be independent binary rvs, each with expectation ≥ µ. Pr(
which permits us (plugging in ε = 1/2) to take s = 48 √ e √ e−1 log(n 2 lg n). 2
Embedding into any
As a matter of fact the above embedding method has distortion just as good into L p , for any p ≥ 1.
We begin with the upper bound, which is similarly unexciting:
For the lower bound, we use Hölder's inequality, a generalization of the Cauchy-Schwartz inequality. Recall the definitions from lecture 10.1.
Lemma 36 (Hölder)
For norms with respect to any fixed measure space, and for 1/p+1/q = 1, f p · g q ≥ f g 1 .
Now let S be any probability space. On a probability space, L p norms should be thought of as p'th means.
Corollary 37 p'th means are increasing in p.
Proof:
So it is enough to show that for p > 1, f p ≥ f 1 . Let g be the constant function 1.
so for any τ and any p > 1, the L p distortion of τ is at least as good as its 
The Lovász local lemma
We now introduce the Lovász local lemma. The theme of this course is "many random variables," and the local lemma is one of the few widely applicable tools we have for controlling the correlations between many random variables. (Some others are limited independence, the FKG inequality, martingale structure and the Janson inequality. We might not get to the last two of these this term.)
Consider a probability space in which there is a long (possibly infinite) list of "bad" events B 1 , . . . that might occur. We may wish to show that the union of the bad events is not the entire space, or in other words, all "good" events (the complements of the bad events) can occur simultaneously. That is, we wish to show (with c denoting complementation): B c i = ∅. There are, in the probabilistic method, two elementary tools to show this kind of statement:
2. Independence. If P (B i ) < 1 for all i, and the B i are mutually independent, then for any finite n,
Toy example: Show that any finite (or even locally-finite) tree has a valid 2-coloring. Of course this is trivial, but can you show it by just coloring the vertices uniformly at random? Suppose the tree has n + 1 vertices. There are n "bad" events, each corresponding to a particular edge being monochromatic; these are mutually independent (exercise). So the probability that the tree is properly colored is 2 −n > 0. This shows that there is a valid coloring of the tree, even though the probability that a random coloring is valid is vanishing in n. (For an infinite, locally finite tree, extend the argument by compactness.) What Lovász did was create an argument, somewhat like the independence argument we set out above, in situations where the bad events are not entirely independent. His argument is a wonderful combination of tools 1 and 2. We present here one form of Lovász's bound. A fancier version will be on the problem set. (Typically the restriction that the S is finite can be dropped due to compactness of the probability space. We do not discuss this further.)
Observe that the same set of events may be assigned many different dependency graphs. In particular, any edges may be added; more significantly, there can be incomparable minimal dependency graphs. 
An application: Property B
Let H = (V, E) be hypergraph (a set system whose elements we call edges). Specifically V is finite and E ⊆ 2
V . H has Property B if V can be two-colored so that no edge is monochromatic. We demonstrate more concretely that for any finite subset of S, which we relabel for convenience B 1 , . . . , B m ,
More specifically, we show by induction on m that for any set of m − 1 events B 1 , . . . , B m−1 and any event B m ,
The 
We're going to upper bound (I) by expressing it in the form
Term (II) is the application of independence at the global level. We use a simple upper bound for it:
.
Term (III) is the union bound at the local level. We could in fact write it explicitly as a union bound but the lemma would suffer the slightly inferior factor of 4 in place of e, so we use the following slightly slicker derivation.
Where the inequality follows by induction because every conditional probability on the right-hand side is of the form (19) and involves at most m − 1 sets.
Combining our two bounds we obtain the following from (20) :
Ramsey numbers
Theorem 41 (Ramsey) Fix any nonnegative integers k, . There is a finite "Ramsey number" R(k, ) such that every graph on R(k, ) vertices contains either a clique of size k or an independent set of size .
This theorem runs in the opposite direction to Property B. Not surprisingly, then, our use of the local lemma will be to provide a lower bound on Ramsey numbers. If |V N | ≥ R(k, − 1) then the graph spanned by V N ∪ {v} contains either a k-clique (not using v) or an independent set of size (using v).
On the other hand if |V Y | ≥ R(k − 1, ) then the graph spanned by V Y ∪ {v} contains either a k-clique (using v) or an independent set of size (not using v).
If you work out the numbers, the proof of Ramsey's theorem gives the bound R(k, k) ≤
What we use deviation bounds for is to show a converse:
(1 − o(1)).
Needless to say this leaves an exponential gap. Actually this gap is small by the standards of Ramsey theory. The gap has been slightly tightened, as we will show, but remains a major open problem in combinatorics.
Proof: (of Theorem 42) Color the edges uniformly iid. Any particular subgraph of k vertices has probability only 2 
Proof: As before, color the edges of K n uniformly iid. For each set of k vertices the "bad event" of a monochromatic clique occurs with probability 2
. For the dependency graph, connect two subsets if they share an edge. The degree of this graph is strictly less than
This improves the union bound by a factor of only 2, but is the best lower bound known.
Although the factor is very small, qualitatively it is quite meaningful. It means that a certain negative correlation among edges is possible: you have a graph which is big enough to have on average many copies of each graph of size k, yet some kind of negative correlation exists which prevents the occurrence of the extreme graphs (the k-clique and the k-indep-set).
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Application: van der Waerden lower bound
Here is another "inevitability" theorem in combinatorics; as before, the local lemma will provide a counterpoint.
Theorem 44 (van der Waerden) For every integer k ≥ 1 there is a finite W (k) such that every two-coloring of {1, . . . , W (k)} contains a monochromatic arithmetic sequence of k terms.
The current upper bound on W (k), due to Gowers, is The gap in our knowledge for this problem is even worse than for the graph Ramsey numbers: the current lower bound, due to Lovász, is W (k) ≥ 2 k−1 /((k + 2)e). (But a better bound is known for prime k.) First we show an elementary lower bound: Now note that there are two convenient representations forμ = E(N v ). The usual one is
where we have simply defined ν X = µ({X, X + 1, . . .}). Recall that by assumption X≥1 ν X =μ < 1.
Now, essentially by definition (or formally by induction on ), we have the following:
The event that T is infinite is equivalent to the event that infinitely many events S X occur. Lemma (4), the first Borel-Cantelli lemma, tells us that T is almost surely finite, because, by distributivity (applied separately for each value of ; no infinite products are involved): Now we describe an algorithm for finding satisfying assignments to the local lemma. The algorithm works in great generality and achieves the same limiting threshold (whenever the algorithm is applicable) as the full local lemma; however, for simplicity, we will describe it here in a slightly more restricted setting. (Most notably we'll have no asymmetry between events.)
Recall that we described Property B as a "canonical" application of the local lemma. Actually, an even more canonical application is k-SAT with restricted intersections. That is:
Let H = (V, E) be a SAT instance.
That is, V is a set of boolean variables; a literal is a variable v ∈ V or its negation. E is a collection of clauses, each T ∈ E being a set of literals, which is satisfied if at least one of them is satisfied. H is satisfied if all T ∈ E are satisfied.
We say that two clauses are neighbors if they share any variable (not necessarily literal).
Corollary 48
Suppose every clause in T ∈ E has size ≥ k and has at most d neighbors. If d + 1 ≤ 2 k /e then H is satisfiable. This is easily seen to imply Corollary 40 about Property B, and indeed the argument is identical except that it is twice as easy now to satisfy a clause.
In the following pseudo-code, two clauses are neighbors if they share a common variable (not necessarily common literal). A clause is its own neighbor. [27, 28] Pick a random assignment to V While there is an unsatisfied clause, pick any such clause T and run Fix(T ).
Moser-Tardos Algorithm
Fix(T )
Recolor the variables of T u.a.r. (uniformly at random) While T has an unsatisfied neighbor, pick any such neighbor T and run Fix(T ).
There is some ambiguity in both of the above procedures as to the order in which unsatisfied clauses are attended to. In the analysis below the ambiguity can be resolved in any deterministic manner (even depending on the history of the algorithm so far). E.g., for simplicity one might choose among available clauses in lexicographic order. Observe that Fix essentially implements a DFS.
We suppose that |V | = n, |E| = m. (Actually we're not being careful about run-time details: the above bound applies to the number of random bits the algorithm uses. The actual run-time might be a little larger but only by some factor of k or log m or log n.)
Before presenting the proof, let's see why what we are studying is very similar to a branching process. Fixing some clause as the root, there is an implicit tree extending out first to neighboring clauses, then to neighbors of those, and so on. (Of course there may be repetition but that works out in our favor.) The degree of this tree is d + 1, but our DFS needs to explore only a subtree of it, generated at random, in which the expected number of children of a node is bounded by (d + 1)/2 k < 1. So, intuitively, what is going on is that a Fix call that is initiated by the main procedure, tends to terminate after generating a finite DFS tree. This is only of course intuition, and the formal proof follows. The choice of z amounts to uniformly choosing a path down a non-degenerate binary tree (no vertices with one child), whose leaves represent successful terminations of the algorithm. Of course the tree is infinite (we might continually "Fix" bits badly.) However, we will argue that with high probability we reach a leaf fairly soon.
If Fix(T ) terminates, then T is satisfied. (Otherwise we never "pop" it off the DFS stack.) And, so is every clause that was satisfied before the call to Fix(T ). (If a clause T was made unsatisfied during Fix(T ) then that can only be because it was a neighbor of some clause we were running Fix on, hence, Fix(T ) will be reached by our DFS traversal So we'll satisfy T by the time Fix(T ) terminates.)
Hence, the main procedure calls Fix at most m times.
Let s be the total number of calls to Fix (whether from the main procedure or recursively from within Fix).
The key to the proof is to bound in a clever way the number of random bits we need to provide, in order to specify the first n + sk bits of z. Let N n+sk be the number of nodes that the algorithm tree has at depth n + sk (i.e., after it has made a total of s calls to Fix, whether it is done yet or not). 16.3 Algorithms based on random processes, IV: branching processes. Game tree evaluation -lower bound Don't get best possible result, just apply Tarsi [32] . For MAJ3 formula this gives lower bound of (5/2) k vs. upper bound of (8/3) k .
Lecture 17, March 7, 2011. FKG inequality
Suppose the edges of the n-Clique have been colored randomly, iid, each red with probability p and and blue with probability 1 − p. You don't get to see the graph but you ask someone and are told that the graph has a red triangle. How does that affect the likelihood that more than 3/4 of the edges are red? How does it affect the likelihood that the blue subgraph is planar?
Or suppose that there has been a large earthquake in Los Angeles County, some roads may be unusable, each independently with some probability p. We are concerned here with the probability space Ω of n independent random bits b 1 , . . . , b n . It doesn't matter whether they are identically distributed, but for exposition we suppose each has probability p of equalling 1.
We consider the boolean lattice B on these bits: b ≥ b if for all i, b i ≥ b i . So, Ω is the distribution on B for which Pr(b) = p |{i:bi=1 | (1 − p) |{i:bi=0 | .
Definition 51 A real-valued function f on Ω is increasing if
b ≥ b ⇒ f (b) ≥ f (b ). It is decreasing if b ≥ b ⇒ f (b) ≤ f (b ).
Likewise, an event on Ω (or in other words a subset of B) is increasing if its indicator function is increasing, and decreasing if its indicator function is decreasing. (The indicator function is the function which is 1 on points in the event, and 0 elsewhere.)
Observe that if g is a decreasing function then −g and 1 − g are increasing functions.
Theorem 52
If f and g are increasing functions on Ω then E(f g) ≥ E(f )E(g)
Corollary 53 1. If f is an increasing function and g is a decreasing function, then
E(f g) ≤ E(f )E(g)
Likewise, |G| ≤ 2 n−1 because G satisfies the property that ∅ ⊂ A ∩ B for all A, B ∈ G, and therefore G cannot contain any set and its complement.
Interpreting this in terms of the bits being distributed uniformly iid, we have that Pr(F ) ≤ 1/2 and Pr(G) ≤ 1/2. Since F is an increasing event and G a decreasing event, Pr(F ∩ G) ≤ 1/4. 2
Application:
We won't show the argument, but the FKG inequality was used in a very clever way by Shepp [30] to prove the "XYZ inequality" conjectured by Rival and Sands. Let Γ be a finite poset. A linear extension of Γ is any total order on its elements that is consistent with Γ. Consider the uniform distribution on linear extensions of Γ. The XYZ inequality says:
Theorem 55 (Shepp) For any three elements x, y, z of Γ, Pr((x ≤ y) ∧ (x ≤ z)) ≥ Pr(x ≤ y) · Pr(x ≤ z).
A Appendix: some topics not covered this quarter
One martini is all right, two is too many and three is not enough. James Thurber
