Fast and space-efficient construction of compressed indexes such as compressed suffix array (CSA) and compressed suffix tree (CST) has been a major open problem until recently, when Belazzougui [STOC 2014] described an algorithm able to build both of these data structures in O(n) (randomized; later improved by the same author to deterministic) time and O(n/ log σ n) words of space, where n is the length of the string and σ is the alphabet size. Shortly after, Munro et al. [SODA 2017] described another deterministic construction using the same time and space based on different techniques. It has remained an elusive open problem since then whether these bounds are optimal or, assuming nonwasteful text encoding, the construction achieving O(n/ log σ n) time and space is possible. In this paper we provide a first algorithm that can achieve these bounds. We show a deterministic algorithm that constructs CSA and CST using O(n/ log σ n + r log 11 n) time and O(n/ log σ n + r log 10 n) working space, where r is the number of runs in the Burrows-Wheeler transform of the input text. As one of the applications of our techniques we show how to compute the LZ77 parsing in O(n/ log σ n + r log 11 n + z log 10 n) time and O(n/ log σ n + r log 9 n) space, which is optimal for highly repetitive strings.
Preliminaries
We assume a word-RAM model with a word of w = Θ(log n) bits and with all usual arithmetic and logic operations taking constant time. Unless explicitly specified otherwise, all space complexities are in given in words.
Throughout we consider a string T [1.
.n] of |T | = n symbols drawn from an integer alphabet [1. .σ] of size σ = O(2 w ). For i ∈ [1..n], we write T [i..n] to denote the suffix of T , that is T [i..n] = T [i]T [i + 1] . . . T [n]. We will often refer to suffix T [i..n] simply as "suffix i". We define the rotation of T as a string T [i..n − 1]T [0..i − 1], for some i ∈ [0..n − 1].
The suffix array [19, 7] SA of T is an array SA [1. .n] which contains a permutation of the integers [1. .n] such that T [SA [1] ..n) < T [SA [2] ..n) < · · · < T [SA[n]..n). In other words, SA[j] = i iff T [i..n] is the j th suffix of T in ascending lexicographical order. The inverse suffix array ISA is the inverse permutation of SA, that is ISA[i] = j iff SA[j] = i. Conceptually, ISA[i] tells us the position 2 Augmenting RLBWT In this section we present a number of extensions of run-length compressed BWT that we will use later. Each extension expands the functionality of RLBWT while maintaining small space usage and, crucially, admits a low construction time and working space.
Rank and select support
One of the basic operations we will need during construction are rank and select queries on BWT. We now show that a run-length compressed BWT (potentially over large alphabet) can be quickly augmented with a data structure capable of answering these queries in BWT-runs space. Proof. Assume that the input RLBWT contains the starting position and the symbol associated with each run. We start by augmenting each run with its length. We then sort all BWT-runs using the head-symbol as the primary key, and the start of the run in the BWT as the secondary key. We then augment each run [b..e) of symbol c with the value rank(c, b), i.e., the total length of all runs of c preceding [b..e) in the sorted order. Using the list, both queries can be easily answered in O(log r) time using binary search. The list and all the auxiliary information can be computed in O(r log r) time and O(r) extra space. ⊓ ⊔
LF/Ψ and backward search support
We now show that with the help of the above rank/select data structures we can support more complicated navigational queries, namely, given any i ∈ [1.
.n] such that SA[i] = j we can compute ISA[j − 1] (i.e., LF[i]) and ISA[j + 1] (i.e., Ψ [i]). Note that none of the queries will require the knowledge of j. As a consequence of the previous section we also obtain an efficient support for backwards-search on RLBWT. Proof. To support LF-queries it suffices to sample the LF-value for the first position of each run. Then to compute LF[i] we first binary-search in O(log r) time the list of BWT-runs for the run containing position i and then return the answer using Lemma 1. To compute the samples we first create a sorted list of characters occurring in T by sorting the head-symbols of all runs and removing duplicates. We then perform two scans of the runs, first to compute the frequency of all symbols (on which we then perform the prefix sum), and second in which we compute LF-values for run-heads. The total time spent is O(r log r) and the working space does not exceed O(r) words.
To support Ψ -queries we first need a list containing, for each symbol c occurring in T , the total frequency of all symbols smaller than c. This list can be computed as above in O(r log r) time. At query time it allows determining in O(log r) time the symbol c following BWT[i] in text and the number k such that this c is the k-th occurrence of c in the first column of BWT-matrix. Proof. First we augment RLBWT with rank-support using Theorem 1. It then remains to build a data structure that allows to determine, for any c ∈ [1.
.σ] the total number of occurrences of symbols c ′ < c in T . To achieve this we construct a sorted list (similar as in Theorem 2) of symbols occurring in T , together with their counts, and perform a prefix-sum on the counts. The construction altogether takes O(r log r) time and O(r) extra space, and enables performing a step of the backward search in O(log r) time. ⊓ ⊔
Suffix-rank support
In this subsection we describe a non-trivial extension of RLBWT that will allow us to efficiently merge two RLBWTs during the BWT construction algorithm. We start by defining a generalization of BWT-runs and stating their basic properties. Let lcs(x, y) denote the length of the longest common suffix of strings x and y. We define the LCS [1. .n] array [14] 
Since Ψ is the inverse of LF we obtain that for any τ ≥ 1,
Thus, the set R τ can be efficiently computed by iterating each of the starting positions of BWT-runs τ − 1 times using Ψ and taking a union of all visited positions. From the above we see that |Q i+1 | ≤ |Q i |, which implies that the number of τ -runs satisfies |R τ | ≤ |Q 0 |τ = rτ .
.m ′ ] be two strings over alphabet [1. .σ] for σ = O(2 w ) such that BWT of S (resp. S ′ ) contains r (resp. r ′ ) runs. Given RLBWTs or S and S ′ it is possible, for any parameter τ ≥ 1, to build a data structure of size O m τ + r + r ′ that can, given a rank (i.e., the number of smaller suffixes) i ∈ rank of suffix S[j − τ..m] among suffixes of S ′ in O(log(r ′ τ )) time by backwardssearch on S ′ using i as a position, and the name of τ -substring preceding S[j..m] as a symbol.
We now use the above multi-symbol backward search to compute the rank of every suffix of the form S[m − kτ..m] among suffixes of S ′ . We start from the shortest suffix and increase the length by τ in every step. During the computation we also maintain the rank of the current suffix of S among suffixes of S. This allows us to efficiently compute the name of the preceding τ -substring. The rank can be updated using values LF τ stored with each τ -run of S. Thus, for each of the m/τ suffixes of S we obtain a pair of integers (i S , i S ′ ), denoting its rank among the suffixes of S and S ′ . We store these pairs as a list sorted by i S . Computing the list takes O m τ (log(rτ ) + log(r ′ τ )) + m τ log m τ time. After the list is computed we discard all data structures associated with τ -runs.
Using the above list of ranks we can answer the query from the claim as follows. Starting with i, we compute a sequence of τ positions in the BWT of S by iterating Ψ on i. For each position we can check in O(log m τ ) time whether that position is in the list of ranks. Because we evenly sampled text positions, one of these positions has to correspond to the suffix of S for which we computed the rank in the previous step. Suppose we found such position after ∆ ≤ τ steps, i.e., we now have a pair (i S , i S ′ ) such that i S ′ is the rank of S[j + ∆..m] among suffixes of S ′ . We then perform ∆ steps of the standard backward search starting from rank i S ′ in the BWT of S ′ using symbols S[j+∆−1], . . . , S[j]. This takes O (∆(log r + log r ′ )) = O (τ (log r + log r ′ )) time.
⊓ ⊔
Constructing BWT
In this section we show that given the non-wasteful encoding of text T [1.
.n] over alphabet Σ = [1.
.σ] of size σ ≤ n using O(n/ log σ n) words of space, we can compute the non-wasteful encoding of BWT of T in O(n/ log σ n + r log 7 n) time and O(n/ log σ n + r log 5 n) space, where r is the number of equal-letter runs in the BWT of T .
Algorithm overview
The basic scheme of our algorithm follows the BWT construction algorithm of Hon et al. [8] but we perform the main steps differently. Assume for simplicity that w/ log σ = 2 k for some integer k. The algorithm works in k +1 rounds where k = log log σ n. In i-th round, i ∈ [0..k], we interpret the string T as a string over superalphabet Σ i = [1..σ i ] of size σ i = σ 2 i . We denote this string as T i . Our working encoding of BWT will be run-length encoding. The input to the i-th round, i ∈ [0..k−1], is the run-length compressed BWT of T i+1 and the output is the run-length compressed BWT of T i . The rounds are executed in decreasing order of i. The final output is the run-length compressed BWT of T 0 = T , which we then convert into non-wasteful encoding taking O(n/ log σ n) words of space.
For the k-th round, we observe that |Σ k | = Θ(log n) and |T k | = Θ(n/ log σ n) hence to compute BWT of T k it suffices to first run any of the linear-time algorithms for constructing the suffix array [11, 22, 18, 17] for T k and then naively compute the RLBWT from the suffix array. This takes O(n/ log σ n) time and space.
Let S = T i for some i ∈ [0..k−1] and suppose we are given the RLBWT of T i+1 . Let S e be the string of length |S|/2 created by grouping together symbols S[2i − 1]S[2i] for all i, and let S o be the analogously constructed string for pairs S[2i]S[2i + 1]. Clearly we have S e = T i+1 . Furthermore, it is easy to see that the BWT of S can be obtained by merging BWTs of S e and S o , and discarding (more significant) half of the bits in the encoding of each symbol.
The construction of RLBWT for S consists of two steps: (1) first we compute the RLBWT of S o from RLBWT of S e , and then (2) merge RLBWT of S e and S o into RLBWT of S.
Computing BWT of S o
In this section we assume that S = T i for some i ∈ [0..k] and that we are given the RLBWT of S e = T i+1 of size r e = r i+1 . Denote the size of RLBWT of S o by r o . We will show that RLBWT of S o can be computed in O(r o + r e log r e ) time using O(r o + r e ) working space.
Recall that both S e and S o are over alphabet Σ i+1 . Each of the symbols in that alphabet can be interpreted as a concatenation of two symbols in the alphabet Σ i . Let c be the symbol of either S o or S e and assume that c = S[j]S[j + 1] for some j ∈ [1..|S|−1]. By major subsymbol of c we denote a symbol (equal to S[j]) from Σ i encoded by the more significant half of bits encoding c, and by minor subsymbol we denote symbol encoded by remaining bits (equal to S[j + 1]).
We first observe that by enumerating all runs of the RLBWT of S e in increasing order of their minor subsymbols (and in case of ties, in the increasing order of run beginnings) we obtain the minor subsymbols of the BWT of S o in correct order. Such enumeration could easily be done in O(r e log r e ) time and O(r e ) working space. To obtain the missing (major) part of the encoding of symbols if the BWT of S o it suffices to perform the LF-step for each of the runs of S e in the sorted order above and look up the minor subsymbol in the BWT.
The problem with the above approach is the running time. While it indeed produces correct RLBWT of S o , having to scan all runs of S e in the range obtained by performing the LF-step on each of the runs of S e could be prohibitively high. To address this we first construct a run-length compressed sequence of minor subsymbols extracted from BWT of S e and use it to extract minor subsymbols of BWT of S e in total time proportional to the number of runs in the BWT of S o . Proof. The whole process requires scanning the BWT of S e to create a runlength compressed encoding of minor subsymbols, adding the LF support to (the original) RLBWT of S e , sorting the runs in RLBWT of S e by the minor subsymbol, and executing r e LF-queries on the BWT of S e , which altogether takes O(r e log r e ). All other operations take time proportional to O(r e + r o ). The space never exceeds O(r e + r o ). ⊓ ⊔
Merging BWTs of S o and S e
As in the previous section, we assume that S = T i for some i ∈ [0.
.k] and that we are given the RLBWT of S e = T i+1 of size r e = r i+1 and RLBWT of S o of size r o . We will show how to use these to efficiently compute the RLBWT of S in O(|S|/ log |S| + (r o + r e ) polylog |S|) time and space. We start by observing that to obtain BWT of S it suffices to merge the BWT of S e and BWT of S o and discard all major subsymbols in the resulting sequence. The original algorithm of Hon et al. [8] achieves this by performing backward search. This requires Ω(|S|) time and hence is too expensive in our case.
Instead we employ the following observation. Suppose we have already computed the first t runs of the BWT of S and let the next unmerged character in the BWT of S o be a part of a run of symbol c o . Let c e be the analogous symbol from the BWT of S e . If c o = c e then either all symbols in the current run in the BWT of S o or all symbols in the current run in the BWT of S e have to be merged into the BWT of S. Assuming we can determine the order between any two arbitrary suffixes of S o and S e , given their ranks in the respective BWTs (i.e., the current pointers), we could consider both cases and in each perform a binary search to find the exact length of (t + 1)-st run in the BWT of S. A similar strategy works also for the case c e = c o .
Thus, the merging problem can be reduced to the problem of efficient comparison of suffixes of S e and S o . To achieve that we augment both RLBWTs of S e and S e with the suffix-rank support data structure from Section 2.3. This will allow us to determine, given a rank of any suffix of S o , the number of smaller suffixes of S e and vice-versa, thus eliminating even the need for binary search. Our aim is to achieve O(|S|/ log |S|) space and construction time, thus we apply Theorem 4 with τ = log 2 |S|. 
Constructing PLCP
In this section we show that given the run-length compressed representation of BWT of T it is possible to compute the PLCP succ bitvector in O(n/ log n + r log 11 n) time and O(n/ log n + r log 10 n) working space. The resulting bitvector takes 2n bits, or O(n/ log n) words of space. This result complements the result from the previous section. After we construct RLBWT, before converting to non-wasteful encoding, we can use it to construct the PLCP bitvector -another component of CSA and CST.
The key observation used to construct the PLCP values is that it suffices to only compute the irreducible LCP values. Then, by Lemma 2, all other values can be quickly deduced. This significantly simplifies the problem because it is known (Lemma 3) that the sum of irreducible LCP values is bounded by O(n log n).
The main idea of the construction is to compute (as in Theorem 4) names of τ -runs for τ = log 5 n. This will allow us to compare τ symbols at a time and thus quickly computing a lower bound for large irreducible LCP values. Before we can use this, we need to augment the BWT with the support for SA/ISA queries.
Note that in the next section we show how to efficiently build (in similar time and space) a support for the same queries but only taking up space O(r polylog n) space. This shows that the recently introduced run-length compressed CST of Gagie et al. [6] also admits a small-space construction. Our representation differs slightly from the original representation in [6] , but achieves the same space and query time. We then locate the occurrence i 0 of the symbol $ in BWT and perform n/τ iterations of LF τ on i 0 . By definition of LF, the position i visited after j iterations of LF τ is equal to ISA[n − jτ ], i.e., SA[i] = n − jτ . For any such i we save the pair (i, n − jτ ) into a list. When we finish the traversal we sort the list by the first component (assume this list is called L SA ). We then create the copy of the list (call it L ISA ) and sort it by the second component. Creating the lists takes O ((n/τ )(log r + log(n/τ ))) time and they occupy O(n/τ ) space. After the lists are computed we discard LF τ samples associated with all runs. Having these lists allows us to efficiently compute SA[i] or ISA[i] for any i ∈ [1..n] as follows.
To compute ISA[i] we find (in constant time, as we in fact can store L ISA in an array) the pair (p, j) in L ISA such that j = ⌈i/τ ⌉τ . We then perform j − i < τ steps of LF on position p. The total query time is thus O(τ log r).
To 
Computing irreducible LCP values
We start by augmenting the RLBWT with the SA/ISA support as explained in the previous section using τ 1 = log 2 n. The resulting data structure answers SA/ISA queries in O(log 3 n) time. We then compute τ 2 -runs and their names using the technique introduced in Theorem 4 for τ 2 = log 5 n.
Given any j 1 , j 2 ∈ [1.
.n] we can check if T [j 1 ..j 1 + τ 2 − 1] = T [j 2 ..j 2 + τ 2 − 1] using the above names as follows. First compute i 1 = ISA[j 1 + τ 2 ] and i 2 = ISA[j 2 + τ 2 ] using the ISA support. Then compare the names of τ 2 -substrings preceding these two suffixes. Thus, comparing two arbitrary substrings of T of length τ 2 , given their text positions, takes O(log 3 n) time.
The 
Constructing run-length compressed CST
In this section we show how our techniques can be extended to efficiently build a data structure using O(r log(n/r)) space able to answer SA queries in O(log(n/r)) time. Specifically, we show how, given a size-r RLBWT of T [1..n] and the list of irreducible LCP values (in text order) of T , we can build the data structure in O(n/ log n + r polylog n) time and space.
This in particular establishes that, by combining with Theorem 7 and Theorem 9, for sufficiently small r, a time-and space-optimal (i.e., O(n/ log σ n)) construction algorithm exists for the recently introduced run-length compressed CST [6] , designed for the case of small r. We note that our representation slightly differs from the original representation in [6] , but also achieves logarithmic query time and uses the same space.
Small-space SA support
The data structure. For brevity, in this preliminary draft we outline the details of the data structure allowing access to SA. Other data structures are constructed using similar techniques. The index presented in [6] relies on the locally-consistent parsing used to grammar-compress the differentially encoded SA. We instead present a different construction, relying directly on the structure of runs.
Assume we are given RLBWT of text T [1.
.n] of size r. Let BWT[b.
.e] be one of the runs in the BWT. We split the run into Θ(log(e − b)) non-overlapping log-intervals of increasing-length length powers of two, i.e., BWT .n] and as a pointer to the BWT-run that contains it. We also store the SA value for the beginning and an end of each BWT-run. Altogether, we store O(r log(n/r)) extra integers.
To compute SA[i] we first find the run that contains i and then follow the LF k -pointer of the shorter of the two log-intervals containing i, where k is the jump length of the shorter interval. After every step the distance to the closest run boundary is halved. Thus, after at most log n steps the current position becomes equal to some run boundary. Suppose that we reached the beginning of run [b..e] after ∆ = O(log n) steps. Let k sum denote the total distance of all jump-lengths we took. Since SA[b] is stored we can now answer the query as
As a small complication, note that after updating the current position using the pointer associated with some log-intervals we might have to locate the run containing the new position. If we use binary-search, this can take O(log r) for a single step, but since a single run is never involved in more than one of such searches, this adds O(log r) to the query time. Thus, the query time remains O(log n).
To further reduce the query time we can add a lookup table LT [1.
.r] such that LT [i] stores the jump length (and all associated information) for block BWT[i(n/r)..(i + 1)(n/r) − 1]. This does not increase the size of the whole data structure but since now the initial range is always of size n/r, it reduces the query time to O(log(n/r)). We start by augmenting the RLBWT with the SA/ISA support from Section 4.1 using τ 1 = log 2 n. This, by Theorem 8, takes O n/ log n + r log 3 n time and O(n/ log 2 n + r log 2 n) working space. The resulting structure needs O(r + n/ log 2 n) space and answers SA/ISA queries in O(log 3 n) time.
Next, for any irreducible value LCP[i] = ℓ where SA[i] = j, we compute, for any t = 1, . . . , ⌊ℓ/τ 2 ⌋ the tuple containing ISA[j + tτ 2 ] (as key) and tτ 2 (as value), where τ 2 = log 5 n. Since the sum of all irreducible LCP values is O(n log n), this takes O(log 3 n · (n log n)/τ 2 ) = O(n/ log n) time and O((n log n)/τ 2 ) = O(n/ log 4 n) working space. The resulting tuples need O(n/ log 4 n) space.
We then sort all the computed tuples by the keys and build the static data structure answering RMQ queries (e.g., the static balanced BST) over the associated values. This can be done in O (((n log n)/τ 2 ) log((n log n)/τ 2 )) = O(n/ log 3 n) time so that an RMQ query takes O(log n) time.
Having the above samples augmented with the RMQ allows us to compute the data associated with log-intervals as follows. Let BWT [s. .t] be one of the logintervals. We perform τ 2 LF-steps on the position s. Then, one of two things must occur: (1) either for some ∆ < τ 2 we found that the interval [LF ∆ [s] ..LF ∆ This holds due to the way we computed the tuples.
If case (1) occurs we can easily collect the data to store with the log-interval [s..t]. In case (2) we perform an RMQ query on the interval [LF ∆ [s] ..LF ∆ [s] + (t − s)] to find in O(log n) the tuple with the minimal "LF-distance" to the irreducible LCP value. In this case the jump length of the log-interval is ∆+k min , where k min is the minimal value found by the RMQ. Thus, the data associated with any log-interval can be computed in O(τ 2 log n) = O(log 6 n) time. Over all log-intervals this takes O(r log 7 n) time.
Theorem 10. Given the RLBWT of text T [1..n] of length r and the associated list of irreducible LCP values, we can build a data structure of size O(r log(n/r)) that, for any i ∈ [1..n], can answer SA[i] query in O(log(n/r)) time. The construction takes O(n/ log n + r log 7 n) time and O(n/ log 2 n + r log 2 n) working space.
By combining with Corollary 1 we obtain the following corollary. .σ] of size σ ≤ n using O(n/ log σ n) words, we can build a data structure of size O(r log(n/r)) that, for any i ∈ [1..n], can answer SA[i] query in O(log(n/r)) time, in O(n/ log σ n + r log 11 n) time and O(n/ log σ n + r log 10 n) working space, where r is the number of runs in the BWT of T .
Small-space ISA support
The data structure. We now present a data structure orthogonal to the SA support data structure from section 5.1. The SA support used a natural partitioning of BWT (i.e., text in lex-order) into r blocks. Here we utilize a naturally induced (albeit somewhat less straightforward) r-size text-order partitioning of T .
We define a position 
. Gagie et al. [6] used this natural text partition to obtain a data structure supporting efficient queries to access ISA, but they again first differentially encode ISA and then apply grammar compression.
We instead, analogously to our data structure supporting SA queries, split each block T [b..e] in the text-partition into Θ(log(b−e)) log-intervals of increasinglength powers of two, both left-to-right and right-to-left (see Section 5.1). Only this time, for any log-interval T [s..t] we store the jump length defined as the smallest k such that there exists i ∈ [s.
.t] such that Φ k [i] is the beginning of the block in our partition of T , i.e., such that PLCP[Φ k [i]] is irreducible. Together with the value k we store the value Φ k [e], both as an absolute value in [1. .n] and as a pointer (and offset) to the block in text-partition that contains it (a helpful intuition is to note that for such i, the value k is simply the offset -i.e., the distance to the beginning -of ISA[i] inside the BWT-run containing ISA[i]; to see this observe that PLCP[Φ k [i]] = LCP[ISA[i] − k]). In addition, we also store the ISA value for the beginning and an end of each block. Altogether, we store O(r log(n/r)) extra integers.
To compute ISA[i] we first find the block containing i and then follow the Φ k -pointer of the shorter of the two log-intervals containing i, where k is the jump length of the shorter interval. After every step the distance to the closest run boundary is halved. Thus, after at most log n steps the current position becomes equal to some block boundary. Suppose that we reached the beginning of block [b..e] after ∆ = O(log n) steps. Let k sum denote the total distance of all jump-lengths we took. Since ISA[b] is stored we can now answer the query as ISA[i] = ISA[b] + k sum . Lastly, similarly as in Section 5.1, we can add a lookup table of size Θ(r) to reduce the query time to O(log(n/r)).
Construction algorithm. The main idea is very similar as in Section 5.1. The main difficulty lies in the computation of jump lengths (and associated information) for all log-intervals.
It is easy to see that the total length of computed lcps will be O(n), since after each step we increase j by the longest of the two lcps. To perform the lcp computation efficiently we will employ the technique from Section 4 which will allow us to compare multiple symbols at a time. This will allow us to spend O(z + n/ log n) = O(n/ log σ n) time in the lcp computation. The problem is thus reduced to being able to quickly answer PSV lex /NSV lex queries.
6.3
Computing NSV/PSV support for SA Assume that we are given RLBWT of size O(r) of a text T [1..n] and the associated list of irreducible lcp values. We will show how to quickly build a smallspace data structure that, given any i ∈ [1..n] can compute PSV lex or NSV lex in O(polylog n) time.
The basic idea is to split BWT[1.
.n] into blocks of size τ = O(polylog n) and for each i ∈ [1..n/τ ] compute the minimal value in SA[iτ..(i + 1)τ − 1] as well as its position. We then build a balanced binary search tree over the array of minimas and augment each internal node with the minimal value in its subtree. This allows, for any i ∈ [1..n], to find the maximal (resp. minimal) j < i (resp. j > i) such that block SA[jτ..(j + 1)τ − 1] contains the value smaller than SA[i]. To finish the computation of PSV lex (resp. NSV lex ) it then suffices to scan all SA values inside the found block. Assuming it takes O(log 3 n) time to compute SA value (Theorem 8), answering a single NSV lex /PSV lex query will take O(τ log 3 n).
To compute the minimum for each of the size-τ blocks of SA we observe that, up to a shift by a constant, there is only rτ different blocks. More specifically, consider a block SA[iτ..(i + 1)τ − 1]. Let k be the smallest integer such that for some t ∈ It thus remains to compute, for each of the n/τ blocks of SA, the smallest k (called here the "jump length") such that for at least one position t inside the block, LF k [t] is the beginning of a BWT-run. To achieve this we utilize the technique used in Section 5.1. There we presented a data structure of size O(r + n/ log 2 n + (n log n)/τ 2 ) that can be built in O(n/ log n + r log 3 n + (n log 4 n)/τ 2 ) time and O(n/ log 2 n + r log 2 n + (n log n)/τ 2 ) working space, and is able to compute the jump length of any interval [s. .t] in SA in O(τ 2 log n) time (note that the data structure requires a list of irreducible values, this motivates the assumption at the beginning of this section).
Theorem 13. Given RLBWT of size r of text T [1..n] and the associated list of irreducible lcp values, we can build a data structure of size O(r + n/ log 2 n) that can answer PSV lex /NSV lex queries in O(log 10 n) time. The data structure can be built in O(n/ log n + r log 10 n) time and O(n/ log 2 n + r log 7 n) working space. Proof. We start by augmenting the RLBWT with SA/ISA support. Thus takes (Theorem 8) O(n/ log n+r log 3 n) time and O(n/ log 2 n+r log 2 n) working space. The resulting data structure takes O(r + n/ log 2 n) space and answers SA/ISA queries in O(log 3 n) time.
To achieve the O(n/ log n) construction time for the data structure from Section 5.1 we set τ 2 = log 5 n. Then, computing jump length for any interval in SA takes O(log 6 n) time. Since we have n/τ intervals to query, we set τ = log 7 n to achieve a total construction time of O(n/ log n). Answering a single NSV lex /PSV lex query then takes O(τ log 3 n) = O(log 10 n).
The RMQ data structure built on top of the minimas of the intervals of SA takes O(n/τ ) = O(n/ log 7 n) space, hence the space of the final data structure is dominated by SA/ISA support taking O(r + n/ log 2 n) words.
The construction time is split between precomputing the minimas in each of the rτ interval crossing boundaries of BWT-runs in O(rτ log 3 n) = O(r log 10 n) time, and other steps introducing term O(n/ log n).
The working space is maximized when building the SA/ISA support and during the precomputation of minimas in each of the rτ intervals, for a total of O(n/ log 2 n + r log 7 n). ⊓ ⊔
Algorithm summary
Theorem 14. Given RLBWT of size r of T [1.
.n] and the associated list of irreducible lcp values, the LZ77 factorization of T can be computed in O(n/ log n+ r log 10 n + z log 10 n) time and O(n/ log 2 n + z + r log 8 n) = O(n/ log σ n + r log 8 n) working space, where z is the size of the LZ77 parsing of T .
Proof. We start by augmenting the RLBWT with the SA/ISA support from Section 4.1 using τ 1 = log 2 n. This, by Theorem 8, takes O n/ log n + r log 3 n time and O(n/ log 2 n + r log 2 n) working space. The resulting structure needs O(r + n/ log 2 n) space and answers SA/ISA queries in O(log 3 n) time. Next, we initialize the data structure supporting the PSV lex /NSV lex queries from Section 6.3. By Theorem 13 the resulting data structure needs O(r + n/ log 2 n) space and answers queries in O(log 10 n) time. The data structure can be built in O(n/ log n + r log 10 n) time and O(n/ log 2 n + r log 7 n) working space. Over the course of the whole algorithm we ask O(z) queries hence in total we spend O(z log 10 n) time.
Lastly, we compute τ 3 -runs and their names using the technique introduced in Section 4.2 for τ 3 = log 4 n. This takes O(τ 2 3 r log(τ 2 3 r)) = O(r log 9 n) time and O(τ 2 3 r) = O(r log 8 n) working space (see the proof of Theorem 9). The names need O(τ 3 r) = O(r log 4 n) space. The names allow, given any j 1 , j 2 ∈ [1..n], to compute ℓ = lcp(j 1 , j 2 ) in O log 3 n(1 + ℓ/τ 3 ) + τ 3 log n = O log 5 n + ℓ/ log n time. Thus, over the course of the whole algorithm we will spend O(z log 5 n + n/ log n) time computing lcp values.
⊓ ⊔ By combining with Corollary 9 we obtain the following corollary.
Corollary 3. Given a non-wasteful encoding of string T [1.
.n] over alphabet [0..σ] of size σ ≤ n using O(n/ log σ n) words, we can compute the LZ77 factorization of T in O(n/ log σ n+r log 11 n+z log 10 n) time and O(n/ log σ n+r log 9 n) working space, where r is the number of runs in the BWT of T and z is the size of the LZ77 parsing of T .
Concluding remarks
In this preliminary draft we presented how to build the most fundamental components of CSA and CST and how to use the proposed techniques to compute the LZ77 factorization. We point out that it is easy to decrease the exponent in the log factor by more space efficient encoding and more careful analysis, but we keep the current presentation for clarity. In the full version of the paper we present a more refined analysis of the data structures, and the details of the construction of remaining data structures, as well as show how to generalize our results to external memory. The missing piece of the puzzle is now the efficient construction under the assumption that the ratio n/r is very small. Indeed, there exist strings over binary alphabet that satisfy r = Θ(n) [13] . However, the behavior of LCP array (in particular, irreducible lcp values) in this case is poorly understood and we conjecture that further progress in this area will allow the efficient construction of indexes for large r (or proving that the current algorithms [1, 21] are optimal).
