Diving behaviour of narwhals is still largely unknown. We build three-state Hidden Markov models (HMM) to describe the diving behaviour of a narwhal and fit the models to a three-dimensional response vector of maximum dive depth, duration of dives and post-dive surface time of 8,609 dives measured in East Greenland over 83 days, an extraordinarily long and rich data set. In particular, diurnal patterns in diving behaviour for a marine mammal is being inferred, by using periodic B-splines with boundary knots in 0 and 24 hours. Several HMMs with covariates are used to characterize dive patterns. Narwhal diving patterns have not been analysed like this before, but in studies of other whale species, response variables have been assumed independent. We extend the existing models to allow for dependence between state distributions, and show that the dependence has an impact on the conclusions drawn about the diving behaviour. It is thus paramount to relax this strong and biologically unrealistic assumption to obtain trustworthy inferences.
surface time before initiating a new dive. 56 The data set covers 1,995 hours (∼ 83 days) and is extraordinarily long, and thus 57 provides a unique opportunity to obtain detailed information on diving behaviour. An In all previous studies, contemporaneous conditional independence was assumed, 65 meaning that the state dependent processes are independent given the underlying state. 66 This is a strong and biologically unrealistic assumption, since deeper dives will typically 67 take longer, also when conditioning the dive to be either shallow, medium or deep. A 68 positive correlation is still expected, beyond the correlation implied by the hidden states. 69 DeRuiter et al [5] argued for the assumption of conditional independence because unless 70 a multivariate normal distribution can be assumed, there is usually no simple candidate 71 multivariate distribution to specify the correlation structure. This is partly due to some 72 of their response variables being discrete. In this study, we will relax the assumption of 73 conditional independence, taking advantage of the continuity of the response variables. 74 They are all restricted to be positive and with right skewed distributions. Previous Dives can reach > 1, 800 m, and deeper dives are usually related to intense feeding [10] . 90 We define a deep dive as a dive to a depth of at least 350 m. Note that this definition is 91 only used to define the covariates, and is not related to the decoding of states. One 92 covariate is the time passed since the last deep dive, which was also used in [15] . The 93 hypothesis is that the longer the time passed since last deep dive, the higher the 94 narwhal's propensity for initiating a deep dive will be. Another covariate counts the 95 number of consecutive deep dives that the narwhal has performed. The hypothesis is 96 that the more dives in a row and more time spent at great depths, the higher the 97 narwhal's propensity for changing diving pattern to shallower depth or near-surface 98 travelling. By introducing such history dependent covariates, the model allows a longer 99 dependence structure than the one implied by the Markov property. These models with 100 dependencies between observables caused by the underlying state, as well as including 101 feedback from the observed process, were introduced in [15] to model Blainville's beaked 102 whale. The last covariate is time of day at initiation of the dive, modelled by a periodic 103 B-spline with boundary knots in 0 and 24 hours. Diurnal effects on marine mammal 104 diving patterns are difficult to estimate in this type of models because the time series 105 are typically too short, but this data set is extraordinarily long, making this inference 106 possible. However, here we only analyse a single whale, and results might not generalize. 107
Materials & Methods

108
We analyse the time series of depth measurements of a mature male narwhal (420 cm, 109 estimated mass 950 kg) tagged in East Greenland from August 13th until November 6th 110 2013. Permission for capturing, handling, and tagging of narwhals was provided by the 111 Government of Greenland (Case ID 2010-035453, document number 429 926). The tag 112 (Mk10 time-depth recorder from Wildlife Computers, Redmond, WA, USA) was 113 attached to the whale and retrieved one year later with 1994.83 hours of dive data 114 (approximately 83 days and 2 hours), see [12] . In this time interval the narwhal 115 performed 8,609 dives to depths of at least 20 m. Depth was measured every second at a 116 resolution of 0.5m, and summarized in three variables within each dive to describe the 117 behaviour: dive duration, maximum depth and post-dive surface time, as also used 118 in [5, 19] . Here we define a dive as one in which the whale reach a depth of at least 20 m, 119 otherwise it is considered time spent at the surface. This threshold was chosen in order 120 to avoid creating too many shallow dives near the surface, see [1] . The surface and dive 121 durations also enter in the model as part of the covariate counting the time since last 122 deep dive. The total time the whale spent at the surface was 37 days and 5.6 hours, i.e., 123 the narwhal spent 44.8% of its time at the surface.
124
The first week of tagging, the narwhal also had the temperature of the stomach 125 measured, see [11] . A temperature drop indicates that a prey has entered the stomach. 126 Fig 1 shows an example part of the data, and the red parts indicate temperature drops. 127 These typically happen during deep dives, and support the assumption that deep dives 128 are related to foraging.
129
In this study, the observed response variable, denoted by X t , is three-dimensional, 130 describing the diving behaviour related to each dive, where t indicates the dive number, 131 t = 1, 2, . . . , T , with T = 8, 609 dives. The first response variable, X 1,t , is the maximum 132 depth reached in dive number t, and takes real positive values between 20 and 910.5 m. 133 The second response variable, X 2,t , is the duration of dive number t, and takes real 134 positive values between 33 seconds and 28 minutes. The third response variable, X 3,t , is 135 the time spent at the surface after the dive before initiating a new dive, and takes real 136 positive values between 1 second and 209.7 minutes. We assume that the diving 137 behaviour depends on an underlying unobserved process, which we denote by 
where C t ∈ {1, . . . , m} for t = 2, 3, . . . . Denote the state transition probabilities for
where ω ij (t) ≥ 0 and 3 j=1 ω ij (t) = 1. Here, we let ω ij (t) depend on t to allow time 152 varying covariates to affect the transition probabilities, see Section 2.3. The distribution 153 of X t is conditionally independent of everything else given C t :
where f denotes a probability density function, i.e., the distribution of X t depends only 155 on the current state C t and not on previous states or observations. The model is 
State dependent distributions 158
The state-dependent distributions are the probability density functions of X t associated 159 with state i. Under the contemporaneous conditional independence assumption, the p 160 different components of the response vector X t are assumed independent given the 161 hidden state, and the probability density can be decomposed as
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where X k,t is the kth observed component of X t . Here we have p = 3, the components 163 being maximum depth (M D), duration of dives (DT ), and post-dive duration (P D).
164
Thus, X t = (X M D,t , X DT,t , X P D,t ) T , where T denotes transposition. Contemporaneous 165 conditional independence implies that the state dependent processes X M D,t , X DT,t and 166 X P D,t are independent given the underlying state C t . This assumption has been used 167 in [5] and [19] because in general, there is no simple way to address the correlation 168 between variables within states, and the dependence induced by the Markov chain is 169 often sufficient to fit the data. However, in this paper, we will relax this assumption, 170 and let f i be a joint distribution function, allowing for dependent coordinates, which for 171 our data turn out to improve the fit considerably.
172
All three response variables are positive right-skewed variables, so natural candidates for f i,k are gamma distributions, as used in [5] and [19], or log-normal distributions, i.e., the logarithm of the response variables follow a 3-dimensional normal distribution. Here, we will try three different distributions. The first candidate is independent gamma distributions, to compare with the usual approach. The gamma distribution is parametrized by shape parameter µ and scale parameter σ, with mean µσ and variance µσ 2 , and the state dependent probability density functions are given by
for i = 1, 2, 3.
173
We will also assume both independent and correlated log-normal distributions, such 174
taking advantage of the computational convenience of the normal distribution. The 176 log-normal distribution is parametrized by log-mean µ and log-variance σ 2 . Thus, given 177 C t = i and k, the mean and variance of log X k,t is µ k i and (σ k i ) 2 , and the mean and
log-correlation is denoted by ρ i . The correlation between the first two components is variables, based on the low marginal correlation in the data. Thus, the state dependent 185 probability density functions are given by
where | · | denotes the determinant of a matrix,
and ρ = 0 in the independent case. is defined as a dive to a depth of at least 350 m. Note that this definition is only used to 195 define the covariates, and is not related to the decoding of states. Thus, the algorithm 196 might decode dives of lesser depth to state 3, and deeper dives not to be in state 3. The 197 value chosen is somewhat arbitrary, and we tried different values between 250 and 198 450 m, without much effect on the results. The other covariate is the discrete variable d t 199 taking non-negative integer values, counting the number of consecutive deep dives that 200 the narwhal has performed before dive number t. Finally, we consider the covariate of 201 the hour at which the dive is initiated. More specifically, we define the covariate 202 processes T t , the time since the last deep dive, D t , the number of consecutive deep dives 203 up to dive number t, and H t , the hour of initiation of dive t, and denote the measured 204 covariates by τ t , d t and h t . Thus, the short term memory is modelled by the hidden The covariates enter the transition probabilities ω ij (t) = ω ij (η ij (t)) in Eq. (1) 209 through a predictor, η ij (t), see Eq. (7) below. We consider several models. If there are 210 no covariates for a given predictor, then η ij (t) = η ij does not depend on t. 
where P(x t ) = diag(f 1 (x t ), f 2 (x t ), f 3 (x t )) is a diagonal matrix with diagonal elements 
The predictors η ij relate to the transition probabilities as given in equation (7). Denote the spline effects of hour by
ij d t k for k = 1, 2, 3 and i, j = 1, 2, 3; i = j.
ones. The initial state distribution is denoted by δ, which is an m-dimensional row 227 vector; δ i = P (C 1 = i). For δ, we choose the uniform distribution, δ i = 1/m.
228
Alternatively, it can be estimated, but there is no need for this extra computational 229 effort, since our dataset is large and the influence of δ will be negligible. Furthermore, δ 230 has no particular biological relevance.
231
The transition parameters in Eq. (1) are constrained to be between 0 and 1 with row 232 sums equal to 1, and thus, even if there are 3 2 = 9 entries, there are only 3 · 2 = 6 free 233 parameters. To obtain an unconstrained optimization problem, we reparametrise to 234 working parameters, as also done in [5, 16, 19 ], see also [22] , by defining
where η ij (t) is the predictor for dive t for 1 ≤ i, j ≤ 3, i = j, and η ii = 0 for i = 1, 2, 3.
236
This assures positive entries and that rows sum to 1.
237
We used the direct numerical Newton-Raphson algorithm nlm (optim in case nlm Pr (C 1 = c 1 , . . . , C T = c T | x 0 , . . . , x T ) .
We evaluate by AIC which model provides the best fit, and study if final conclusions 255 on diving behaviour differ if dependence is assumed. 256 3 Results
257
The estimation algorithm classifies each dive to one of the three hidden states. The 258 classification depends on the model, but all models roughly group dives according to 259 maximum depth. The algorithm allocates labels arbitrarily, so to compare across 260 models we relabeled the states, such that State 1 represents the shortest and shallowest 261 dives, which we define as near-surface travelling, State 2 represents medium long and 262 deep dives, which we define as a feeding state, and State 3 represents the deepest and 263 longest dives, which we define as an intense deep feeding state. Thus, one goal of 264 comparing models is to access if conclusions on diving behaviour expressed through the 265 decoded classes of the dives differ between models. If they all classify the same, it does 266 not matter which model we use, maybe except for the estimation of covariate effects. If 267 the classification differ from model to model, it is important to choose the statistically 268 best model. 269 Table 2 lists the model selection results from the optimization. We use AIC to select 270 the best model, which is highlighted in bold. The correlated log-normal model is clearly 271 preferred above the independent models, with huge AIC differences, and the log-normal 272 distribution is clearly preferred above the gamma distribution. Models with ∆AIC 273 larger than 10 have essentially no support in the data compared to the best model [2] . 274 Model 1 is the best among the tested models for all state distribution models, which 275 balance accuracy and complexity of the model. It has diurnal effects on all transition 276 probabilities, and nonlinear effects of τ t and d t on some of the transition probabilities. 277 The marginal fit is illustrated in Fig 5 for A deep dive is defined to be a dive of at least 350 m, and therefore d t will typically 280 be 0 once the narwhal is in state 1 or 2, and thus, we only expect d t to influence η 3j .
281
This is exactly what we see; models with no dependence of d t in transitions from states 282 1 and 2 are preferred over the other models (results not shown). Furthermore, we would 283 expect that low or moderate values of d t would make the propensity to stay in state 3 284 large, and thus, decrease the probabilities for transiting to other states, whereas large The covariate τ t indicates the time passed since last deep dive. We expect that τ t 292 has impacts on states 1 and 2, but not on state 3 (which is the case for the selected 293 model). In the left panel of Fig 6A the effect of τ dive, it is probably also short time since the whale was in state 3 of intense feeding.
299
Thus, it reflects that the whale is still in an overall behavioral state of intense feeding, 300 but just had a short break with surface travelling. This phenomenon can be seen in Fig 301  7 where the state decoding is shown for 12 representative hours. It is seen that after (at 302 least) six dives in state 3, the whale changes to a few shallow dives for a short time, and 303 then continues with another three dives in state 3. When a little longer time passes, the 304 whale has effectively stopped its intense foraging, and the probability of a change to 305 state 3 becomes smaller. Then, when long time has passed, we expect the transition 306 probability to increase, which is not what is estimated. However, there are very few The effect of d t is illustrated in the right panel of Fig 6A. As expected, for values 311 above 20 dives in a row, the probabilities to exit state 3 increase with increasing d t . The 312 probability of changing to shallow waters (state 1) is much higher than the probability 313 of changing to medium deep dives (state 2) after a period of intense feeding (state 3). 314 Fig 6B shows the diurnal effects on the transition probabilities. Changing from state 315 3 to 2 has highest probability around midnight, whereas changing from state 2 to 3 has 316 highest probability around 6 pm. Changing to state 1 has highest probability around 317 noon. The transition probabilities from state 1 do not depend much on diurnal effects. 318 Table 3 lists the estimated means and standard deviations of the state distributions 319 for correlated log-normal and independent gamma distributions, respectively. Means 320 and standard deviations of maximum depth and diving time are estimated larger for 321 both shallow dives (state 1) and medium dives (state 2) with the correlated model 322 compared to the independent model, whereas the two models estimate mean and 323 variances approximately the same for deep dives (state 3). Thus, taking into account 324 the dependence between the two state variables reveals more variable diving patterns 325 (i.e., larger variance within states), unless the narwhal is doing intense feeding at deep 326 dives, where the need for regular breathing do not allow the whale to digress. correlation between observed variables are accounted for or not. The independent 355 gamma model estimated that the narwhal spent 71.1% of its dives for feeding, whereas 356 when correlation is taken into account, this estimate drops to 66.5%. These numbers are 357 not too different, but to explore the differences further, we plot the distributions of the 358 state variables and the covariates as a function of the decoding for the independent 359 gamma and the correlated log-normal models in Fig 9. The orange density plots show 360 the dives that are decoded the same in the two models, whereas the blue density plots 361 show the dives that are differently decoded in the two models. In the correlated model, 362 the distributions of dive characteristics in State 1 and 2 are broader, whereas they are 363 more peaked in state 3, compared to the independent model.
364
To check the fit of the model more than what is given in Fig 5, we calculated the 365 pseudo-residuals [22], qq-plots can be found in Fig 10. The fit is acceptable, maybe 366 except for a too small lower tail for the Maximum Depth variable. This is probably due 367 to the threshold of a depth of 20m in the definition of a dive. 368 
Discussion
369
In this study, we investigate different multivariate HMMs with covariate effects for 370 modelling the diving activity of a narwhal in the vertical dimension in the water column. 371 The data set is extraordinarily long, which has made it possible to describe diurnal 372 patterns in diving behaviour. for dependence between state distributions, and show that the dependence has some 375 impact on the conclusions drawn about the diving behaviour. We find that statistically 376 the correlated model clearly outperforms the independent model, and more importantly, 377 conclusions on the diving behaviour differ between the two models. The main 378 differences are that the correlated model estimates more variable state distributions of 379 maximum depth and dive duration, and that 66.5% of the dives are for feeding, 380 compared to 71.1% in the independent model, under the assumption that states 2 and 3 381 in fact are representing feeding states in both models. Furthermore, the estimated 382 means and variances of depth and duration of shallow and medium dives are estimated 383 larger in the correlated model. Finally, ignoring the dependence between response 384 variables usually leads to too narrow confidence intervals on parameter estimates.
385
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Direct observations of feeding events were limited to the first week of the diving data 386 but the depths where feeding events were detected served as a valid proxy for the depth 387 threshold between behavioural state 2 and state 3. The observation that feeding events 388 involve deep dives (≥ 350m) is also supported by studies of the buzzing activity during 389 dives to different depths for narwhals travelling in the same area and time of the year as 390 the whale included in this study [3] . 391 Apparently the whale could stay in state 1 and 2 for long periods (> 24 hours) 392 without transiting to state 3, and it even showed a pause of almost 3 days without deep 393 dives. This indicates that feeding occur infrequently and that narwhals at least during 394 summer and fall may have extended periods without feeding activity (see also [13] ). 395 However, the median of these pauses without state 3 dives was 44 minutes and the 396 mean was 2 hours.
397
Transition from state 1 to presumed feeding activity is more likely to be to state 3 398 with deep dives, and rarely goes to state 2 from state 1. Diving activity in state 3 399 usually last for a series of dives (5-10) perhaps indicating that specific layers of prey is 400 being detected and explored for a series of dives before the whale needs to spend an 401 extended period at the surface. The post dive time is typically around 6.5 minutes after 402 a state 3 dive, whereas it is typically only 2.6 minutes after a state 2 dive. The whale 403 probably needs to spend more time at the surface to recover from nitrogen tissue 404 tension following a longer breath-hold diving activity.
405
Even though detailed dive information supplemented by data on feeding events have 406 been available for this analysis it may still not be adequate for describing the important 407 drivers of diving behaviour. Both physiological constrains and reproductive state as well 408 as environmental conditions may influence the diving activity to an extent that cannot 409 be fully discerned in HMM analysis of dive series. For logistical reasons it is very 
