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BINARY COMPONENT DECOMPOSITION
PART II: THE ASYMMETRIC CASE
RICHARD KUENG AND JOEL A. TROPP
ABSTRACT. This paper studies the problem of decomposing a low-rank matrix into a factor with binary
entries, either from {±1} or from {0,1}, and an unconstrained factor. The research answers fundamental
questions about the existence and uniqueness of these decompositions. It also leads to tractable factoriza-
tion algorithms that succeed under a mild deterministic condition. This work builds on a companion paper
that addresses the related problem of decomposing a low-rank positive-semidefinitematrix into symmetric
binary factors.
1. MOTIVATION
Constrained matrix decompositions are among the basic methods for unsupervised data analysis.
These techniques play a role in many scientific and engineering fields, ranging from environmental en-
gineering [PT94] and neuroscience [OF96] to signal processing [Com94] and statistics [ZHT06]. Con-
strained factorizations are powerful tools for identifying latent structure in a matrix; they also support
data compression, summarization, and visualization.
The literature contains a number of frameworks [TB99, CDS02, Tro04, Sre04, Wit10, Jag11, Bac13,
Ude15, BE16, Bru17, HV19] for thinking about constrained matrix factorization and for developing al-
gorithms that pursue these factorizations. Nevertheless, we still lack theory that fully justifies these ap-
proaches. For instance, researchers have only attained a partial understanding of which factorization
models are identifiable and which ones we can compute provably using efficient algorithms.
The purpose of this paper and its companion [KT19] is to develop foundational results on factoriza-
tion models that we call binary component decompositions. In these models, one (or both) of the factors
takes values in the set {±1} or in the set {0,1}. Binary component decompositions are appropriate when
the latent factors reflect an exclusive choice. From amathematical perspective, these constrained factor-
izations also happen to be among the easiest ones to understand.
In this second paper, we consider the problem of factorizing a rectangular matrix into a binary factor
and an unconstrained matrix of weights. We develop results on existence, uniqueness, tractable com-
putation, and robustness to gross errors. Our analysis builds heavily on the work in the companion
paper [KT19], which treats the problem of decomposing a positive-semidefinite matrix into symmetric
binary factors.
1.1. Notation. We rely on standard notation from linear algebra and optimization. Scalars are written
with lowercase Roman or Greek letters (x,ξ); lowercase bold letters (x ,ξ) denote (column) vectors; up-
percase bold letters (X ,Ξ) denote matrices. We reserve calligraphic letters (X ) for sets. The symbol .
suppresses universal constants.
Throughout, n and m are natural numbers. We work in the real linear spaces Rn and Rm equipped
with the standard inner product 〈·, ·〉 and the associated norm topology featuring ‖x‖ℓ2 =
p〈x ,x〉. The
standard basis vector ei has a one in the i th coordinate and zeros elsewhere, while e is the vector of
ones; the dimension of these vectors depends on context. The map t transposes a vector or matrix. The
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binary operator⊙ is the Schur (i.e., componentwise) product of vectors. The closed and open probability
simplices are the sets
∆r =
{
τ ∈Rr : τi ≥ 0 and
∑r
i=1τi = 1
}
and ∆+r =
{
τ ∈Rr : τi > 0 and
∑r
i=1τi = 1
}
.
We write Hn for the linear space of symmetric n×n real matrices. The symbol I denotes the identity
matrix, and E denotes the matrix of ones; their dimensions are determined by the context. The dagger †
refers to the Moore–Penrose pseudoinverse. A positive-semidefinite (psd) matrix is a symmetric matrix
X that satisfies utX u ≥ 0 for all vectors u with compatible dimension. The statement X < Y means that
X −Y is psd, and X ≻ Y means that X −Y is strictly positive definite, i.e. ut(X −Y )u > 0 for all vectors u
with compatible dimension.
2. SIGN COMPONENT DECOMPOSITION AND BINARY COMPONENT DECOMPOSITION
We begin with a short discussion of the singular-value decomposition and its properties (Section 2.1).
Afterward, we introduce the two factorizations that we treat in this paper, the sign component decompo-
sition (Section 2.2) and the binary component decomposition (Section 2.3). We present our main results
on situations where these factorizations are uniquely determined andwhen they can be computed using
efficient algorithms. An outline of the rest of the paper appears in Section 2.5.
2.1. The singular-value decomposition. We begin with the singular-value decomposition (SVD), the
royal emperor among all matrix factorizations. Let B ∈ Rn×m be a rectangular matrix. For some natu-
ral number r ≤min{m,n}, we can decompose this matrix as
B =
∑r
i=1σiui v
t
i . (2.1)
In this expression, {u1, . . . ,ur }⊂ Rn and {v1, . . . ,vr }⊂ Rm are orthonormal families of left and right singu-
lar vectors associated with the positive singular values σ1 ≥ σ2 ≥ ·· · ≥ σr > 0. We can also convert the
decomposition (2.1) into a matrix factorization:
B =U ΣV t where
U =
[
u1 . . . ur
]
∈Rn×r ;
Σ=diag(σ1, . . . ,σr ) ∈Rr×r ;
V =
[
v1 . . . vr
]
∈Rm×r .
(2.2)
The matricesU and V are orthonormal; that is,U tU = I and V tV = I.
The singular-value decomposition is intimately connected to the problem of finding a best low-rank
approximation of a matrix [Mir60]. Indeed, for any unitarily invariant norm ‖·‖,
min
rankL=k
‖B −L‖=
∥∥∥B −∑ki=1σiui v ti∥∥∥ for each k = 1, . . . ,r .
This variational property has a wide range of consequences, both theoretical and applied.
The singular-value decomposition also holds a distinguished place in statistics because of its connec-
tion with principal component analysis [Jol02]. Given a data matrix B ∈ Rn×m with standardized1 rows,
we can perform a singular-value decomposition to express B =U W t, whereW =ΣV t. In this setting, the
left singular vectors ui are called principal components, the directions in which the columns of B exhibit
the most variability. The entries of the matrix W are called weights or loadings; they are the coefficients
with which we combine the principal components to express the original data points.
On the positive side of the ledger, the singular-value decomposition (2.1)–(2.2) always exists, and it
is uniquely determined when the (nonzero) singular values are distinct. Moreover, we can compute the
singular-value decomposition, up to a fixed (high) accuracy, by means of highly refined algorithms, in
polynomial time.
On the negative side, we cannot impose constraints on the singular vectors to enforce prior knowledge
about the data. Second, we generally cannot assign an interpretation or meaning to the singular vectors,
without committing the sin of reification. Moreover, the orthogonality of singular vectors may not be an
1A vector is standardized if its entries sum to zero and its Euclidean norm equals one.
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B
=
S
±
W t
=
∑
i
si
±
wi
t
FIGURE 2.1: Asymmetric sign component decomposition. The sign component decomposition (2.3)–(2.4)
expresses a rectangular matrix B as the product of a sign matrix S and an unconstrained matrix W t.
appropriate constraint in applications. Structured matrix factorizations are designed to address one or
more of these shortcomings.
2.2. Sign component decomposition. In this project, we consider matrix factorization models where
one of the factors is required to take binary values. In this section, we treat the case where the entries
of the binary factor are limited to the set {±1}. In Section 2.3, we turn to the case where the entries are
drawn from the set {0,1}.
2.2.1. The decomposition. As before, assume that B ∈Rn×m is a rectangular matrix. We seek a decompo-
sition of the form
B = SW t where S ∈ {±1}n×r and W ∈Rm×r . (2.3)
This factorization can also be written in vector notation as
B =
∑r
i=1 siw
t
i where si ∈ {±1}n and wi ∈Rm . (2.4)
We call (2.3)–(2.4) an (asymmetric) sign component decomposition of the matrix B . The left factor S is
called the sign component; its columns si are also called sign components. The right factor W is uncon-
strained; its entries are called weights or loadings. See Figure 2.1 for an illustration.
It is not hard to show that each n×m matrix B admits a plethora of distinct sign component decom-
positions (2.3) where the inner dimension is r = n; see Proposition 4.1. It is more interesting to consider
a low-rank matrix B and to search for minimal decompositions, those where the inner dimension r of
the factorization (2.3) equals the rank of B .
Remark 2.1 (Matrix sign function). The sign component decomposition must not be confused with the
matrix sign function, which is a spectral computation related to the polar factorization [Hig08, Chap. 5].
2.2.2. Schur independence. The sign component decomposition (2.3)–(2.4) has a combinatorial quality,
which suggests that it might be hard to find. Remarkably, there is a large class of matrices for which we
can tractably compute a minimal sign component decomposition. The core requirement is that the sign
components must be somewhat different. The following definition [LP96, KT19] encapsulates this idea.
Definition 2.2 (Schur independence of sign vectors). A set {s1, . . . , sr } ⊆ {±1}n of sign vectors is Schur
independent when the set
{e}∪ {si ⊙ s j : 1≤ i < j ≤ r }⊆Rn is linearly independent.
By extension, we also say that the sign matrix S =
[
s1 . . . sr
]
∈ {±1}n×r is Schur independent when its
columns form a Schur independent set.
Let us summarize the basic properties of Schur independent sets [LP96, Tro18, KT19].
Fact 2.3 (Schur independence). Assume that the set S = {s1, . . . , sr }⊆ {±1}n of sign vectors is Schur inde-
pendent. We have the following consequences.
(1) The familyS is linearly independent.
(2) Each subset of S is Schur independent.
(3) For any choice ξ ∈ {±1}r of signs, the set {ξ1s1, . . . ,ξr sr } remains Schur independent.
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(4) The cardinality r of the set S satisfies r ≤ 1
2
(1+
p
8n−7).
(5) We can determine whether or not S is Schur independent in polynomial time.
Schur independence is best understood as a kindof “general position”property for sign vectors. Roughly
speaking, almost all collections of sign vectors are Schur independent, provided that the cardinality r
meets the bound stated in Fact 2.3(4). This intuition is quantified in the paper [Tro18].
2.2.3. Computation. Themain result of this paper is an algorithm for computing theminimal asymmet-
ric sign component decomposition of a low-rank matrix. This algorithm succeeds precisely when the
sign component is Schur independent. Moreover, this condition is sufficient to ensure that the sign com-
ponent decomposition is essentially unique.
Theorem I (Sign component decomposition). Let B ∈ Rn×m be a matrix that admits a sign component
decomposition B = SW t where
(1) The signmatrix S ∈ {±1}n×r is Schur independent;
(2) The weightmatrix W ∈Rm×r has full column rank.
Then the minimal sign component decomposition (with inner dimension r ) is determined up to simulta-
neous sign flips and permutations of the columns of the factors. Algorithm 1 computes this decomposition
in time polynomial in n+m.
The uniqueness claim is a consequence of Theorem 4.4, while the computational claim follows from
Theorem 5.1.
Theorem I identifies a rich set of factorizablematrices for which exact identification is always tractable
and essentially unique. Moreover, existing denoising techniques allow us to compute the factorization in
the presence of gross errors; see Section 7. Small perturbations appear more challenging; we will study
this problem in future work.
It is surprising that the exact sign component decomposition is tractable. Most existing approaches
to structuredmatrix factorization only produce approximations, andmany of these approaches lack rig-
orous guarantees. The companion paper [KT19, Sec. 8] contains a discussion of the related work.
2.3. Binary component decomposition. The asymmetric sign component decomposition also serves
as a primitive that allows us to compute other discrete matrix factorizations. In this section, we turn to
the problem of producing a decomposition where one component takes values in the set {0,1}.
2.3.1. The decomposition. Suppose thatC ∈Rn×m is a rectangular matrix. We consider a decomposition
of the form
C = Z W t where Z ∈ {0,1}n×r and W ∈Rm×r . (2.5)
The vector formulation of this decomposition is
C =
∑r
i=1 ziw
t
i where zi ∈ {0,1}n and wi ∈Rm . (2.6)
We refer to (2.5)–(2.6) as an (asymmetric) binary component decomposition of the matrix C . The left
factor Z is called the binary component, and its columns zi are also called binary components. The right
factor W is unconstrained; we refer to it as aweight matrix.
Every n ×m matrix C admits a superabundance of distinct binary component decompositions (2.5)
where the inner dimension r = n. We focus on the case where the matrix C has low rank, and the factor-
ization isminimal; that is, the inner dimension r in (2.5) equals the rank of C .
2.3.2. Schur independence. We can reduce the problem of computing a binary component decomposi-
tion to the problem of computing a sign component decomposition.
To do so, we first observe that there is an affinemap that places the binary vectors and sign vectors in
one-to-one correspondence:
F : {0,1}n → {±1}n where F : z 7→ 2z −e and F−1 : s 7→ 1
2
(s+e). (2.7)
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Algorithm1 Asymmetric sign component decomposition (2.3)–(2.4) of a matrix with a Schur indepen-
dent sign component. Implements the procedure from Section 5.
Input: Rank-r matrix B ∈Rn×m that satisfies the conditions of Theorem I.
Output: Sign matrix S˜ ∈ {±1}n×r and weight matrix W˜ ∈Rm×r where B = S˜W˜ t.
1 function ASYMSIGNCOMPONENTDECOMPOSITION(B )
2 [n,m]← size(B ) and r ← rank(A)
3 U ← orth(A) ⊲ Find a basis for the range of A
4 Find the solution (X⋆,Y⋆) to the semidefinite program
minimize
X∈Hn ,Y ∈Hm
trace(Y )
subject to trace(U tX U )= n and diag(X )= e;[
X B
B t Y
]
< 0
5 Apply Algorithm 3 to X⋆ to obtain a symmetric sign component decomposition (3.1):
X⋆ = S˜ diag(τ˜) S˜t where S˜ ∈ {±1}n×r
6 Find the solution W˜ ∈Rm×r to the linear system B = S˜W˜ t
We can extend the map F to a matrix by applying it to each column. This correspondence suggests that
there should also be a concept of Schur independence for binary vectors. Here is the notion that suits
our purposes.
Definition2.4 (Schur independence of binary vectors). A set {z1, . . . ,zr }⊆ {0,1}n of binary vectors is Schur
independent when the set
{e}∪ {zi : 1≤ i ≤ r }∪ {zi ⊙ z j : 1≤ i < j ≤ r }⊆Rn is linearly independent.
By extension, we say that a binary matrix Z =
[
z1 . . . zr
]
∈ {0,1}n×r is Schur independent when its
columns compose a Schur independent set.
The following result [KT19, Prop. 6.3] describes the precise connection between the two flavors of
Schur independence.
Fact 2.5 (Kueng & Tropp). The binarymatrix Z ∈ {0,1}r is Schur independent if and only if the signmatrix[
F (Z ) e
]
∈ {±1}r+1 is Schur independent.
2.3.3. Computation. With these definitions at hand, we can state our main result on binary component
decompositions.
Theorem II (Binary component decomposition). Let C ∈ Rn×m be a matrix that admits a binary compo-
nent decompositionC = Z W t where
(1) The binarymatrix Z ∈ {0,1}n×r is Schur independent;
(2) The weightmatrix W ∈Rm×r has full column rank.
Then the minimal binary component decomposition (with inner dimension r ) is determined up to simul-
taneous permutation of the columns of the factors. Algorithm 2 computes the decomposition in time poly-
nomial in n+m.
The uniqueness claim is established in Theorem 6.4, and the computational claim appears in Theo-
rem 6.5.
2.4. The planted sign basis problem. Theorem I and Theorem II allow us to solve some interesting com-
binatorial problems in linear algebra.
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Algorithm2Binary component decomposition (2.5) of amatrixwith a Schur independent binary com-
ponent. Implements the procedure from Section 6.5.
Input: Rank-r matrixC ∈Hn that satisfies the conditions of Theorem II
Output: Binary matrix Z˜ ∈ {0,1}n×r and weight matrix W˜+ ∈Rm×r for which C = Z˜ W˜ t+.
1 function ASYMBINARYCOMPONENTDECOMPOSITION(C )
2 Form thematrix B = 2C −E
3 Apply Algorithm 1 to B to obtain a sign component decomposition
B = S˜W˜ t =
[
s˜1 . . . s˜r+1
][
w˜1 . . . w˜r+1
]t
4 Find the index i and sign ϕ ∈ {±1} where s˜i =ϕe. Permute the sequences to interchange
s˜i ↔ s˜r+1 and w˜i ↔ w˜r+1
5 Find the solution ξ ∈Rr to the linear system[
w˜1 . . . w˜r
]
ξ=ϕw˜r+1+e
6 Set z˜i = 12 (ξi s˜i +e) for each index i = 1, . . . ,r
7 Define the binary matrix Z˜ =
[
z˜1 . . . z˜r
]
and the weight matrix W˜+ =
[
ξ1w˜1 . . . ξr w˜r
]
Problem 2.6 (Planted sign basis). Let L⊆Rn be an r -dimensional subspace that admits a sign basis:
L= span{s1, . . . , sr } where each si ∈ {±1}n .
Given the subspace L, find a sign basis for the subspace.
To clarify, we can assume that the problem data is a matrix B ∈ Rn×m whose range equals the r -
dimensional subspace L. We must output a set of r sign vectors that generates the subspace. The brute
force approach may require us to sift through around 2nr families of sign vectors. Is it possible to solve
the problemmore efficiently?
Let us outline a solution for Problem 2.6 in the case where L has a sign basis {s1, . . . , sr }⊆ {±1}n that is
Schur independent. This is a rather mild deterministic condition, provided that the dimension r of the
subspace satisfies r < 12 (1+
p
8n−7). The hypothesis also guarantees that the basis is determined up to
permutation and sign flips, per Theorem I.
Here is how we solve the problem. Let B ∈Rn×m be amatrix whose range coincides with the subspace
L. A Schur independent set is linearly independent, so we can write the matrix in the form B = SW t,
where S =
[
s1 . . . sr
]
∈ {±1}n×r and the weight matrix W ∈ Rm×r has full column rank. As a conse-
quence, we can apply Algorithm 1 to the matrix B to obtain a sign component decomposition B = S˜W˜ t.
Theorem I ensures that the columns of S˜ coincide with the columns of S up to sign flips and permuta-
tions. In other words, the columns of S˜ compose the (unique) sign basis that generates L. In summary,
we can solve Problem 2.6 for any subspace that is spanned by a Schur independent family of sign vectors.
A similar procedure, using Algorithm 2, allows us to solve a variant of Problem 2.6 where we seek a
planted binary basis for a subspace. Indeed, if a subspace is generated by a Schur independent family of
binary vectors, then we can identify the basis up to permutation.
2.5. Roadmap. Wecontinuewith a discussion about symmetric sign component decompositions in Sec-
tion 3. In Section 4, we develop basic results about existence and uniqueness of asymmetric sign compo-
nent decompositions. Section 5 explains how to compute an sign component decomposition. We turn to
binary component decomposition in Section 6. Finally, in Section 7, we state some results on robustness
of sign component decomposition which we prove in the appendices. For a discussion of related work,
see the companion paper [KT19, Sec. 8].
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3. SYMMETRIC SIGN COMPONENT DECOMPOSITION
This section contains a summary of the principal results from the companion paper [KT19]. These
results play a core role in our study of asymmetric factorizations.
3.1. Signed permutations. Matrix factorizations are usually not fully determined because they are in-
variant under some group of symmetries. For example, consider the decomposition of a psd matrix as
the outer product of two symmetric factors:
A =B B t = (BQ)(BQ)t for each orthogonal Q .
Each of the factorizations on the right is equally valid, because there is no constraint that forbids rota-
tions.
For binary component decompositions, permutations compose the relevant symmetry group.
Definition 3.1 (Permutation). A permutation on r letters is an element π of the symmetric group Symr .
A permutation π acts on Rr via the linear map x 7→ (xπ(1), . . . ,xπ(r )). This linear map can be represented
by the permutation matrix Π ∈ Rr×r whose entries take the form (Π)i j = 1 where j = π(i ) and are zero
otherwise. A permutationmatrix is orthogonal: ΠΠt = I=ΠtΠ.
For sign component decompositions, the signed permutationsmake up the relevant symmetry group.
Definition 3.2 (Signed permutation). A signed permutation on r letters is a pair (π,ξ) ∈ Symr × {±1}r
consisting of a permutation π on r letters and a sign vector ξ ∈ {±1}r . The signed permutation (π,ξ) acts
on Rr via the linear map x 7→ (ξ1xπ(1), . . . ,ξr xπ(r )). This linear map can also be represented by the signed
permutationmatrixΠ ∈Rr×r whose entries satisfy (Π)i j = ξi when j =π(i ) and are otherwise zero. Each
signed permutationmatrix is orthogonal.
3.2. Symmetric signcomponentdecomposition. In the companionpaper [KT19], we explored theprob-
lem of computing a (symmetric) sign component decomposition of a correlation matrix. This research
provides the foundation for the asymmetric sign component decomposition. Let us take a moment to
present the principal definitions and results from the associated work.
Let A ∈Hn be a correlation matrix; that is, A is psd with all diagonal entries equal to one. We say that
A has a symmetric sign component decompositionwhen
A = S diag(τ)St where S ∈ {±1}n×r and τ ∈∆+r . (3.1)
In vector form,
A =
∑r
i=1τi si s
t
i where si ∈ {±1}n and (τ1, . . . ,τr ) ∈∆+r .
The sign matrix S is called the sign component, while the positive diagonal matrix, diag(τ), is a list of
convex coefficients. Not all correlationmatrices admit a symmetric sign component decomposition, nor
does the factorization need to be uniquely determined; see [KT19] for a full discussion.
The situation improves markedly when the sign component S is Schur independent. In this case, the
sign component decomposition is essentially unique, and we can compute it by means of an efficient
algorithm [KT19, Thm. I].
Fact 3.3 (Kueng & Tropp). Let A ∈ Hn be a correlation matrix that admits a sign component decomposi-
tion:
A = S diag(τ)St where S ∈ {±1}n×r is Schur independent and τ ∈∆+r .
Then the sign component decomposition of A is determined up to signed permutation. Moreover, with
probability one, Algorithm 3 computes the sign component decomposition. That is, the output is a pair
(S˜, τ˜) where the sign matrix S˜ = SΠ and the convex coefficients τ˜i = |(Πtτ)i | (1 ≤ i ≤ r ), for a signed per-
mutationmatrixΠ ∈Rr×r .
A major ingredient in the proof of Fact 3.3 is a characterization of the set of correlation matrices that
are generated by a Schur independent family of sign vectors [KT19, Thm. 3.6].
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Algorithm 3 Symmetric sign component decomposition (3.1) of a correlation matrix with a Schur in-
dependent sign component. Duplicates [KT19, Alg. 1].
Input: Rank-r correlation matrix A ∈Hn that satisfies the conditions of Fact 3.3.
Output: Sign matrix S˜ ∈ {±1}n×r and convex coefficients τ˜ ∈∆+r where A = S˜ diag(τ˜) S˜t.
1 function SIGNCOMPONENTDECOMPOSITION(A)
2 [n,∼]← size(A) and r ← rank(A)
3 for i = 1 to (r −1) do
4 U ← orth(A) ⊲ Find a basis for the range of A
5 g ← randn(n,1) ⊲Draw a random direction
6 Find the solution X⋆ to the semidefinite program
maximize
X∈Sn
g tX g subject to trace
(
U tX U
)
=n and diag(X )= e and X < 0
7 Factorize the rank-onematrix X⋆ = s˜i s˜ti ⊲ Extract a sign component
8 Find the solution ζ⋆ to the semidefinite program
maximize
ζ∈R
ζ subject to ζA+ (1−ζ)X⋆ < 0
9 A ← ζ⋆A+ (1−ζ⋆)X⋆
10 Factorize the rank-onematrix A = s˜r s˜tr ⊲ rank(A)= 1 in final iteration
11 Define thematrix S˜ =
[
s˜1 . . . s˜r
]
, and find the solution τ˜ ∈∆+r to the linear system
A = S˜ diag(τ˜) S˜t
Fact 3.4 (Kueng & Tropp). Suppose that S ∈ {±1}n×r is a Schur independent signmatrix, and let P ∈Hn be
the orthogonal projector onto range(S). Then
{S diag(τ)St : τ ∈∆r }= {X ∈Hn : trace(P X )= n and diag(X )= e and X < 0}. (3.2)
Fact 3.4 is a powerful tool for working with sign component decompositions. Indeed, we can com-
pute the projector P onto the range of a Schur independent sign matrix S directly from any particular
correlation matrix A = S diag(τ)St with τ ∈ ∆+r . As a consequence, the identity (3.2) provides an alter-
native representation for the set of all correlation matrices with sign component S , which allows us to
optimize over this set. Fact 3.4 also plays a critical role in our method for computing an asymmetric sign
component decomposition.
4. EXISTENCE AND UNIQUENESS OF THE ASYMMETRIC SIGN COMPONENT DECOMPOSITION
In this section, we begin our investigation of the asymmetric sign component decomposition. We lay
out some of the basic questions, and we start to deliver the answers.
4.1. Questions. This paper addresses four fundamental problems raised by the definition (2.3)–(2.4) of
the asymmetric sign component decomposition:
(1) Existence: Which matrices admit a sign component decomposition?
(2) Uniqueness: When is the sign component decomposition unique, modulo symmetries?
(3) Computation: How can we find a sign component decomposition in polynomial time?
(4) Robustness: How can we find a sign component decomposition from a noisy observation?
This section treats the structural questions about existence and uniqueness of the sign component
decomposition, and Section 5 explains how we can compute the factorization. Last, Section 7 describes
some situations where we can extract a sign component decomposition from imperfect data.
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4.2. Existence. We quickly dispatch the first question, which concerns the existence of asymmetric sign
component decompositions.
Proposition 4.1 (Sign component decomposition: Existence). Everymatrix B ∈Rn×m admits a sign com-
ponent decomposition (2.3)with inner dimension r = n.
Proof. Let S ∈ {±1}n×n be a nonsingular matrix of signs. Define the second factor W t = S†B . 
As an aside, we remark that nonsingular sign matrices are ubiquitous. Indeed, a uniformly random
element of {±1}n×n is nonsingular with exceedingly high probability [Tik18].
Proposition 4.1 ensures that every matrix has an exorbitant number of sign component decompo-
sitions. Therefore, we need to burden the factorization with extra conditions before it is determined
uniquely. We intend to focus onminimal factorizations, where the target matrixB ∈Rn×m has rank r < n,
and the number r of sign components coincides with the rank.
4.3. Symmetries. Like many other matrix factorizations, the sign component decomposition has some
symmetries that we can never resolve. Before we can turn to the question of uniqueness, we need to
discuss invariants of the factorization.
Signed permutations preserve the sign component decomposition (2.3)–(2.4) in the following sense.
Suppose that B ∈Rn×m has the sign component decomposition
B = SW t =
[
s1 . . . sr
][
w1 . . . wr
]t =∑r
i=1 siw
t
i .
For a signed permutation (π,ξ) on r letters with associated signed permutationmatrixΠ, we have
B = SΠΠ−1W t = (SΠ)(WΠ)t =
[
ξ1sπ(1) . . . ξr sπ(r )
][
ξ1wπ(1) . . . ξr wπ(r )
]t
.
Observe that SΠ ∈ {±1}n×r remains a sign matrix. Therefore, SW t and (SΠ)(WΠ)t are both sign compo-
nent decompositions of B .
We have no cause to prefer one of the sign component decompositions induced by a signed permuta-
tion over the others. Thus, it is appropriate to treat them all as equivalent.
Definition 4.2 (Sign component decomposition: Equivalence). Suppose that B = SW t and B = S˜W˜ t are
two sign component decompositions (2.3) with the same inner dimension r . We say that the decompo-
sitions are equivalent if there is a signed permutationmatrixΠ for which S˜ = SΠ and W˜ =WΠ.
Alternatively, consider two sign component decompositions B = ∑ri=1 siw ti and B = ∑ri=1 s˜i w˜i with
the same number r of terms. The decompositions are equivalent if there is a signed permutation (π,ξ)
on r letters for which s˜i = ξi sπ(i ) and w˜i = ξi wπ(i ) for each i = 1, . . . ,r .
4.4. The role of Schur independence. As we have just seen, signed permutations preserve the class of
sign component decompositions of a given matrix. Meanwhile, the proof of Proposition 4.1 warns us
that we can sometimes map one sign component decomposition to an inequivalent decomposition via
an invertible transformation. Remarkably, we can preclude the latter phenomenon by narrowing our
attention to Schur independent sign matrices. In this case, sign permutations are the only invertible
transformations that respect the sign structure.
Proposition 4.3 (Schur independence: Transformations). Let S ∈ {±1}n×r be a Schur independent sign
matrix, and let Q ∈ Rr×r be an invertible matrix. Then SQ ∈ {±1}n×r is a sign matrix if and only if Q is a
signed permutation.
Proof. IfQ is a signed permutation, then it is immediate that SQ is a signmatrix. The reverse implication
is the more interesting fact.
Introduce notation for the columns of the matrices under discussion:
S =
[
s1 . . . sr
]
∈ {±1}n×r and Q =
[
q1 . . . qr
]
∈Rr×r and SQ =
[
s˜1 . . . s˜r
]
∈ {±1}n×r .
For each index 1≤ k ≤ r , the kth column s˜k of the matrix SQ satisfies
s˜k = S qk =
∑r
i=1〈ei , qk〉 si .
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By assumption, s˜k is a sign vector, so
e= s˜k ⊙ s˜k =
∑r
i , j=1〈ei , qk〉〈e j , qk〉(si ⊙ s j )=
(∑r
i=1〈ei , qk〉2
)
e+2
∑
i< j 〈ei , qk〉〈e j , qk〉(si ⊙ s j ).
Schur independence of the matrix S ensures that the family {e}∪ {si ⊙ s j : i < j }⊂ Rr is linearly indepen-
dent. As a consequence,∑r
i=1〈ei , qk〉2 = 1 and 〈ei , qk〉〈e j , qk〉 = 0 when i 6= j .
Since qk solves this quadratic system, it must be a signed standard basis vector: qk = ξkeπ(k) ∈ Rr for a
sign ξk ∈ {±1} and an index π(k)∈ {1, . . . ,r }. Since thematrixQ is invertible, it must be the case that π is a
permutation on r letters. It follows thatQ is a signed permutation. 
4.5. Uniqueness. With this preparation, we can delineate circumstances where the (minimal) sign com-
ponent decomposition of a low-rank matrix is unique up to equivalence.
Theorem 4.4 (Sign component decomposition: Uniqueness). Consider a matrix B ∈Rn×m that admits a
sign component decomposition B = SW t. Assume that
(1) The signmatrix S ∈ {±1}n×r is Schur independent;
(2) The weightmatrix W ∈Rm×r has full column rank.
Then all minimal sign component decompositions of B (with inner dimension r ) are equivalent.
Proof. The sign matrix S ∈ {±1}n×r has full column rank because it is Schur independent (Fact 2.3(1)),
while the weight matrix W ∈ Rm×r has full column rank by assumption. We discover that the matrix
B = SW t has rank r . Therefore, every sign component decomposition of B has inner dimension at least
r , and the distinguished decomposition has theminimal inner dimension.
Suppose that B = S˜W˜ t is another sign component decomposition with inner dimension r . Since B
has rank r , both factors S˜ and W˜ must have full column rank. As a consequence, there is an invertible
transformation Q ∈ Rr×r for which S˜ = SQ . Since S is a Schur independent sign matrix and S˜ is a sign
matrix, Proposition 4.3 forces Q to be a signed permutation. Now, we have the chain of identities
SW t =B = S˜W˜ t = SQW˜ t = S(W˜ Qt)t.
Since the matrix S has full column rank, we can cancel S to see that W˜ Qt =W . The signed permutation
Q is orthogonal, so it follows that W˜ =W Q .
To summarize, we have been given two sign component decompositions B = SW t = S˜W˜ t with inner
dimension r . We have shown that they are related by S˜ = SQ and W˜ =W Q for a signed permutation Q .
Therefore, the two decompositions are equivalent. 
Theorem 4.4 describes conditions under which the minimal sign component decomposition of a ma-
trix is uniquely determined. It is natural to demand that both the left and the right factors have full
column rank. The geometry of the factorization problem dictates the stronger requirement that the sign
matrix is Schur independent. As we have discussed, most families of r < 12 (1+
p
8n−7) sign vectors are
Schur independent, so this condition holds for a rich class of matrices.
5. COMPUTATION OF THE ASYMMETRIC SIGN COMPONENT DECOMPOSITION
In this section, we derive and justify Algorithm 3, which computes the asymmetric sign component
decomposition of a matrix whose sign component is Schur independent. We establish the following
result.
Theorem 5.1 (Sign component decomposition: Computation). Consider a matrix B ∈Rn×m that admits
a sign component decomposition B = SW t. Assume that
(1) The signmatrix S ∈ {±1}n×r is Schur independent;
(2) The weightmatrix W ∈Rm×r has full column rank.
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Then, with probability one, Algorithm 1 identifies the minimal sign component decomposition, up to
signed permutation. That is, the output is a pair (S˜,W˜ ) ∈ {±1}n×r ×Rm×r where S˜ = SΠ and W˜ = WΠ
for a signed permutationΠ∈Rr×r .
We prove Theorem 5.1 below in Section 5.2.
5.1. Factorizationand semidefiniteprogramming. Although constrainedmatrix factorization is viewed
as a challenging problem, certain aspects are simpler than they appear. In particular, we can expose
properties of the components of a matrix factorization by means of a semidefinite constraint.
Fact 5.2 (Factorization constraint). Let B ∈Rn×m be a matrix. The semidefinite relation[
X B
B t Y
]
< 0 (5.1)
enforces a factorization of B in the following sense.
(1) If B =U V t, then (5.1) holds when X =UU t and Y =V V t.
(2) If (5.1) holds, then we can decompose B =U V t into factors U ∈ Rn×r and V ∈ Rm×r that satisfy
X =UU t and Y =V V t. The inner dimensionmeets the bound r ≤m+n.
We omit the easy proof, because we do not use this result directly.
The factorization constraint (5.1) does not give us direct access to the factors U and V . Neverthe-
less, we can place restrictions on the variables X and Y to limit the possible values that the factors U
and V can take. If the conditions are strong enough, it is sometimes possible to determine the factors
completely, modulo symmetries.
Example 5.3 (From SVD to eigenvalue decomposition). Let B ∈Rn×m be amatrix. Consider the semidef-
inite program
minimize
X∈Hn ,Y ∈Hm
1
2
(trace(X )+ trace(Y )) subject to
[
X B
B t Y
]
< 0.
Every minimizer takes the form X⋆ = UΣU t and Y⋆ = VΣV t where B = UΣV t is a singular value de-
composition. We can find the left and right singular vectors (U ,V ) of B by computing the eigenvalue
decompositions of X⋆ and Y⋆. As a side note, the minimal value of the optimization problem is the
Schatten 1-norm (i.e., the sum of singular values) of the matrix B .
As we will see, a more elaborate version of the procedure in Example 5.3 allows us to compute an
asymmetric sign component decomposition. To develop this approach, we require ingredients (Fact 3.3
and Fact 3.4) from our work on symmetric sign component decomposition.
5.2. Overview of algorithm and proof of Theorem 5.1. Given an input matrix B = SW t with a Schur
independent sign component S , our aim is to find the (unknown) asymmetric sign component decom-
position. We reduce this challenge to the solved problem of computing a symmetric sign component
decomposition of a correlation matrix. In this section, we outline the procedure, along with the proof
of Theorem 5.1. Algorithm 1 encapsulates the computations, and some details of the argument are post-
poned to the next sections.
The first step is to construct a correlation matrix whose symmetric sign component decomposition
has the same sign factor as the input matrix B . To that end, construct the orthogonal projector P ∈ Hn
onto the range of B . Then solve the semidefinite program (SDP)
minimize
X∈Hn ,Y ∈Hm
trace(Y )
subject to trace(P X )= n and diag(X )= e;[
X B
B t Y
]
< 0.
(5.2)
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Fact 5.2 shows that the semidefinite constraint in (5.2) links the variables X and Y to a factorization of B .
Meanwhile, courtesy of Fact 3.4, the equality constraints in (5.2) force the variable X to be a correlation
matrix whose range equals the range of B . The following lemma packages these claims.
Proposition 5.4 (Factorization SDP). Instate the assumptions of Theorem 5.1. Let (X⋆,Y⋆) be the unique
minimizer of the optimization problem (5.2). Then X⋆ = S diag(τ)St where S ∈ {±1}n×r is the sign compo-
nent of B and τ ∈∆+r .
We prove a more detailed version of Proposition 5.4 below in Section 5.4.
The next step is to extract the sign component of the correlation matrix X⋆ that solves (5.2). Accord-
ing to Proposition 5.4, the correlation matrix X⋆ meets the requirements of Fact 3.3. Therefore, we can
invoke Algorithm 3, the symmetric sign component decomposition method, to obtain a factorization
X⋆ = S˜ diag(τ˜) S˜t where S˜ = SΠ for a signed permutationΠ.
We cannot resolve the signed permutation, but the computed sign component S˜ is equivalent with the
designated sign component S .
To complete the sign component decomposition, it remains to determine the weight matrix. We may
do so by solving the linear system
find W˜ ∈Rm×r subject to B = S˜W˜ t.
The solution exists because B = SW t = S˜(WΠ)t. The solution W˜ =WΠ is unique because S˜ has Schur
independent columns, and so its columns are also linearly independent (Fact 2.3(1)).
The pair (S˜,W˜ ) yields a sign component decomposition of the matrix B that is equivalent with the
specified decomposition B = SW t. This observation completes the proof of Theorem 5.1.
5.3. Positive-semidefinite matrices. It remains to establish Proposition 5.4. The argument depends on
core properties of psd matrices, which we collect here. For references, see [Bha97, Bha07].
Fact 5.5 (Conjugation rule). Conjugation respects the semidefinite order in the following sense.
(1) If X < 0, then K X K t< 0 for each matrix K with compatible dimensions.
(2) If K has full column rank and K X K t< 0, then X < 0.
Fact 5.6 (Schur complements). Assume that X ∈Hn is a (strictly) positive-definitematrix. Then[
X K
K t Y
]
< 0 if and only if Y <K tX −1K .
Related results hold when X is merely psd.
Fact 5.7 (Trace is monotone). Let X and Y be psd matrices that satisfy X < Y . Then trace(X )≥ trace(Y ),
and equality holds precisely when X = Y .
5.4. TheFactorizationSDP. Weare nowprepared to prove Proposition 5.4, which describes the solution
of the factorization SDP (5.2). The proposition follows instantly from amore precise lemma.
Lemma 5.8 (Factorization SDP). Instate the assumptions of Theorem 5.1. Construct the orthogonal pro-
jector P ∈Hn onto the range of B . Define the positive-definite diagonal matrix
D = diag(‖w1‖ℓ2 , . . . ,‖wr‖ℓ2)≻ 0 where W =
[
w1 . . . wr
]
.
Then the unique solution to the semidefinite optimization problem (5.2) is the pair
X⋆ = (traceD)−1 SDSt and Y⋆ = (traceD)W D−1W t.
Proof. Recall that B = SW t for a Schur independent sign matrix S and a matrixW with full column rank.
First, we argue that a feasible point X of the factorization SDP (5.2) must be a correlationmatrix of the
form
X = S diag(τ)St for τ ∈∆r . (5.3)
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Indeed, the block matrix constraint in (5.2) ensures that X < 0, and the constraint diag(X )= emakes X
a correlation matrix. At the same time, since thematrix W ∈Rm×r has full column rank,
range(P )= range(B )= range(SW t)= range(S).
Fact 3.4 shows that the constraint trace(P X ) = n isolates the family {S diag(τ)St : τ ∈ ∆r } of correlation
matrices. This establishes the claim.
Next, substitute the expression (5.3) into the block matrix constraint in (5.2) and use the condition
B = SW t to factorize: [
X B
B t Y
]
=
[
S 0
0 I
][
diag(τ) W t
W Y
][
S 0
0 I
]t
< 0.
Since S is Schur independent, it has full column rank (Fact 2.3(1)). Therefore, the conjugation rule
(Fact 5.5) implies that the psd constraint in the last display is equivalent with the condition[
diag(τ) W t
W Y
]
< 0. (5.4)
Now, we can recognize that diag(τ) is a strictly positive-definite matrix. Indeed, owing to (5.4), the rela-
tion τi = 0 would imply that the corresponding column wi of the weight matrix equals zero, but this is
impossible because W has full column rank.
Apply the Schur complement rule (Fact 5.6) to the matrix (5.4) to confirm that
Y <W diag(τ)−1W t ≻ 0.
The objective function, trace(Y ), of the semidefinite program (5.2) is strictly monotone with respect to
the semidefinite order (Fact 5.7). The variable Y is otherwise unconstrained, so the SDP achieves its
minimum if and only if
Y =W diag(τ)−1W t.
It remains to determine the vector τ⋆ ∈∆+r that minimizes the trace of Y .
To that end, calculate that
trace(Y )= trace(W diag(τ)−1W t)=
∑r
i=1τ
−1
i ‖wi‖2ℓ2 ≥ min1≤k≤r
(
τ−1k ‖wk‖ℓ2
)
·
∑r
i=1‖wi‖ℓ2 > 0.
Equality holds if and only if the quantities τ−1
k
‖wk‖ℓ2 are identical for all indices k . Since τ ∈∆+r , we may
conclude that the minimizer τ⋆ has coordinates
(τ⋆)k = ‖wk‖ℓ2
(∑r
i=1‖wi‖ℓ2
)−1
for each index k .
In summary, we have shown that the unique matrices that optimize (5.2) take the form
X⋆ = S diag(τ⋆)St and Y⋆ =W diag(τ⋆)−1W t.
Identify the diagonal matrix D from the statement to complete the proof. 
6. ASYMMETRIC BINARY COMPONENT DECOMPOSITION
In this section, we develop a procedure (Algorithm 2) for computing an asymmetric binary compo-
nent decomposition (2.5)–(2.6). We prove Theorem II, which states that the algorithm succeeds under a
Schur independence condition. Our approach reduces the problem of computing a binary component
decomposition to the problem of computing a sign component decomposition of a relatedmatrix.
6.1. Correspondence between binary vectors and sign vectors. As we have discussed, there is a one-
to-one correspondence F between sign vectors and binary vectors (2.7). The correspondence between
asymmetric sign component decompositions and binary component decompositions, however, is more
subtle because they are invariant under different transformation. Indeed, sw t does not change if we flip
the sign of both s ∈ {±1}n and w ∈ Rm . On the other hand, the matrix z w t completely determines the
vectors z ∈ {0,1}n and w ∈Rm .
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6.2. Reducing binary component decomposition to sign component decomposition. Given a matrix
that has a binary component decomposition,we can apply a simple transformation to construct a related
matrix that admits a sign component decomposition
Proposition 6.1 (Binary component decomposition: Reduction). Consider a matrixC ∈Rn×m that has a
binary component decomposition
C = Z W t where Z ∈ {0,1}n×r and W ∈Rm×r .
Construct the matrix
B = F (C )= 2C −E ∈Rn×m .
Then B admits a sign component decomposition with inner dimension r +1:
B =
[
S e
][
W W e−e]t where S = F (Z ). (6.1)
Recall that E= eet is a matrix of ones with appropriate dimensions.
Proof. The result follows from a straightforward calculation:
B = 2C −E= 2Z W t−E= (2Z −E)W t+EW t−E
= F (Z )W t+e(W e−e)t =
[
F (Z ) e
][
W W e−e]t .
Recognize the matrix S = F (Z ) to complete the argument. 
6.3. Resolving the sign ambiguity. Proposition 6.1 allows us to reduce the problem of computing a bi-
nary component decomposition to the problem of computing a sign component decomposition. Nev-
ertheless, the sign component decomposition has a sign invariance that is not present in the binary
component decomposition. The next result explains how to resolve this ambiguity.
Proposition 6.2 (Sign ambiguity). Instate the notation of Proposition 6.1. Assume that the unique sign
component decomposition of B with inner dimension r +1 is the one given in (6.1), which we write as
B =
[
s1 . . . sr e
][
w1 . . . wr W e−e
]t
. (6.2)
Suppose that we have computed another sign component decomposition
B = S˜W˜ t =
[
s˜1 . . . s˜r e
][
w˜1 . . . w˜r w˜r+1
]t
.
By uniqueness, there is a signed permutation (π,ξ) on r letters for which
s˜i = ξi sπ(i ) and w˜i = ξi wπ(i ) for each index i = 1, . . . ,r .
Then the sign vector ξ ∈Rr is the unique solution to the linear system[
w˜1 . . . w˜r
]
ξ= w˜r+1+e
Moreover, the binarymatrix satisfies
Z =
[
z1 . . . zr
]
where zπ(i ) = F−1(ξi s˜i ).
Proof. If the sign component decomposition (6.2) with r +1 terms is determined up to signed permuta-
tion, then ±emust appear among the columns of S˜. By sign change and permutation, we may arrange
that the last column of S˜ equals e. The simultaneous transformation on W˜ ensures that its last column
satisfies w˜r+1 =W e−e. The uniqueness of the decomposition (6.2) ensures that the weight matrix has
full column rank, and so W˜ also has full column rank. Now, observe that[
w˜1 . . . w˜r
]
ξ=
[
ξ1wπ(1) . . . ξr wπ(r )
]
ξ=
∑r
i=1ξ
2
i wπ(i ) =
∑r
i=1 wi =W e= w˜r+1+e.
The solution to this linear system is uniquely determined, so it must equal the true vector ξ of sign flips.
Therefore,
zπ(i ) = F−1(sπ(i ))= F−1(ξi s˜i ) for each index i = 1, . . . ,r .
This completes the argument. 
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6.4. Uniqueness. Next, we confirm that binary component decompositions are unique under a Schur
independence condition. The key step is to argue that ordinary permutations are the only invertible
transformations that preserve Schur independence of binary vectors. This result is an analog of Proposi-
tion 4.3, and the proof follows a similar pattern.
Proposition6.3 (Binary Schur independence: Transformations). Let Z ∈ {0,1}n×r be a Schur independent
binary matrix, and let Q ∈ Rr×r be an invertible matrix. Then ZQ is a binary matrix if and only if Q is a
permutationmatrix.
Proof. If Q is a permutation, then it is clear that ZQ is a binary matrix. Let us prove the converse.
Write zi for the columns of Z ; write qi for the columns of Q ; and write z˜i for the columns of ZQ . For
each index 1≤ k ≤ r ,
z˜k = Z qk =
∑r
i=1〈ei , qk〉zi .
The vector z˜k is binary, so
0= (e− z˜k )⊙ z˜k =
∑r
i=1〈ei , qk〉(e⊙ zi )−
∑r
i , j=1〈ei , qk〉〈e j , qk〉(zi ⊙ z j )
=
∑r
i=1〈ei , qk〉(1−〈ei , qk〉)zi −2
∑
i< j 〈ei , qk〉〈e j , qk〉(zi ⊙ z j ).
We have used the fact that zi = e⊙zi = zi⊙zi for each binary vector. Schur independence of thematrix Z
ensures that the vectors on the right-hand side of this expression compose a linearly independent family.
It follows that
〈ei , qk〉(1−〈ei , qk〉)= 0 and 〈ei , qk〉〈e j , qk〉 = 0 when i 6= j .
Therefore, qk must be a standard basis vector: qk = eπ(k) ∈ Rr for an index π(k) ∈ {1, . . . ,r }. Since the
matrixQ is invertible, π is a permutation on r letters. In other words, Q is a permutationmatrix. 
As a consequence, we obtain a result about the uniqueness of asymmetric binary component decom-
positions, modulo permutation.
Theorem 6.4 (Binary component decomposition: Uniqueness). Consider amatrixC ∈Rn×m that admits
a binary component decompositionC = Z W t. Assume that
(1) The binarymatrix Z ∈ {0,1}n×r is Schur independent;
(2) The weightmatrix W ∈Rm×r has full column rank.
Then all minimal sign component decompositions of C (with inner dimension r ) are equivalent, up to
simultaneous permutation of the columns of the factors.
We omit the proof, which mirrors the argument in Theorem 6.4.
6.5. Computation. Proposition 6.1 and Proposition 6.2 give us a mechanism for computing a binary
component decomposition, provided that an associated matrix has a unique sign component decompo-
sition. We can exploit our theory on the tractable computation of sign component decompositions to
identify situations where we can compute binary component decompositions.
Theorem 6.5 (Binary component decomposition: Computation). Consider a matrix C ∈ Rn×m that ad-
mits a sign component decompositionC = Z W t. Assume that
(1) The signmatrix Z ∈ {0,1}n×r is Schur independent;
(2) The weightmatrix W ∈Rm×r has full column rank.
Then, with probability one, Algorithm 2 identifies the minimal binary component decomposition.
Proof of Theorem 6.5. Suppose that C ∈Rn×m has a binary component decomposition C =∑ri=1 zi w ti in-
volving a Schur independent family {z1, . . . ,zr }⊆ {0,1}r of binary components. Introduce the associated
sign vectors si = F (zi ). By Fact 2.5, the family {s1, . . . , sr ,e} of sign vectors is Schur independent.
Proposition 6.1 shows that the matrix B = 2C −E=
[
S e
][
W W e−e]t. Define sr+1 = e and wr+1 =
W e−e. By Theorem 5.1, Algorithm 1 allows us to compute pairs (s˜i , w˜i ) with the property that s˜i = ξi sπ(i )
and w˜i = ξi wπ(i ) for each i = 1, . . . ,r + 1 where (π,ξ) is a signed permutation. By change of sign and
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permutation, we can assume that s˜r+1 = e and w˜r+1 = W e− e. Proposition 6.2 shows that we can use
these computed weight vectors w˜i to find the sign vector ξ, and we obtain the binary components of C
as zπ(i ) = z˜i = F−1(ξi s˜i ).
Last, we define the binary factor matrix Z˜ =
[
z˜1 . . . z˜r
]
and construct a weight matrix with the cor-
rect signs: W˜+ =
[
ξ1w˜1 . . . ξr w˜r
]
. 
7. ROBUSTNESS
In this paper, we have designed factorization algorithms to operate on low-rank matrices that admit
an exact sign component decomposition or binary component decomposition. In most practical appli-
cations, however, the data matrix will be contaminated by noise, errors, or outliers. One way to handle
these non-idealities is to process the data to remove corruptions. Afterward,we can apply our algorithms
to factorize the clean data matrix. This section describes some situations where we can implement this
idea.
7.1. Approximate factorization of a noisy matrix. We focus on computing an asymmetric sign compo-
nent decomposition of a noisy data matrix:
B = L0+Ω0 ∈Rn×m where L0 = SW t.
As usual, the factor S ∈ {±1}n×r and W ∈Rm×r . The matrixΩ0 ∈Rn×m captures the noise.
Given thematrix B , our computational goal is to remove the noiseΩ0 completely. Then we can factor-
ize the clean matrix L0 that remains. In summary,
(1) Denoise: Remove the noiseΩ0 from the observedmatrix B to obtain the clean data L0.
(2) Factorize: Compute a sign component decomposition L0 = S˜W˜ t.
We can realize this strategy for several different noise models. In particular,
• Gross errors in entries: The corruption Ω0 is a sparse matrix. This model is appropriate for
errors in individual measurements.
• Gross errors in columns: The corruptionΩ0 is a column-sparse matrix. This model is appropri-
ate for handling outliers.
To facilitate the analysis, we also instate simple probabilistic models for the clean data matrix L0 and for
the noiseΩ0. These assumptions can be relaxed substantially.
7.2. The Gaussian loadings model. We work with a generative probabilistic model for the clean data
matrix. This model combines a fixed set of sign vectors with random coefficients.
Model 7.1 (Gaussian loadings). Select a Schur-independent sign matrix S ∈ {±1}n×r and a natural num-
ber m ≥ r . The Gaussian loading model GLM(S ,m) is a distribution on matrices in Rn×m . A matrix L0
drawn from this model takes the form
L0 =
1p
r
SG t where G ∈Rm×r is standard normal.
Owing to Theorem I, a realization L0 ∼GLM(S ,m) almost surely has a unique sign component decom-
position. Moreover, we can produce an equivalent decomposition L0 = S˜W˜ t using Algorithm 1.
Suppose we are given a noisy observation of a matrix drawn from the Gaussian loadings model:
B = L0+Ω0 where L0 ∼GLM(S ,m).
We are interested in removing the noise. The difficulty of this problem depends on the choice of the sign
matrix S , the number m of independent data points that we sample, and the type of noise Ω0 that we
must contend with.
Let us explain how the geometry of the Gaussian loadings model enters the picture. The sign matrix S
determines the anisotropy of the columns of L0. Indeed,
E[L0L
t
0]=
1
r
E[SGG tSt]= m
r
·SSt ∈Hn .
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We can summarize how well the columns of L0 fill out their span by means of the permeance statistic:
ν(S)= 1
n
λmin(S
tS)= 1
n
min
‖u‖ℓ2=1
‖Su‖2ℓ2 ∈ [0,1].
If the columns of S are orthogonal, then ν(S)= 1; if the columns of S are strongly aligned, then ν(S)≈ 0.
Given noisy data, finding all of the directions in the range of S is harder when the permeance is small.
7.3. Gross errors in matrix entries. In this section, we consider a noise model in which a moderate
number of entries of the data matrix are corrupted arbitrarily. Suppose that we observe
B = L0+Ω0 ∈Rn×m , (7.1)
where L0 is a low-rank data matrix, while Ω0 models contamination of individual entries. We imagine
thatΩ0 is sparse, but its nonzero entries are arbitrary. In particular, the noise can erase individual entries
of the data matrix or change themmaliciously.
The data model (7.1) was first studied by Chandrasekaran et al. [CSPW11]. Given the observation
B , they proposed to separate the low-rank data matrix L0 from the noise Ω0 by solving a semidefinite
optimization problem:
minimize
L,Ω∈Rn×m
‖L‖S1 +
1p
max{n,m}
‖Ω‖ℓ1 subject to B = L+Ω. (7.2)
The Schatten 1-norm ‖·‖S1 promotes low-rank in the component L, while the vectorized ℓ1 norm ‖·‖ℓ1
promotes sparsity in the other componentΩ.
Chandrasekaran et al. [CSPW11] developed deterministic conditions under which the pair (L0,Ω0) is
the unique solution of the optimization problem (7.2). The subsequent paper [CLMW11] established
additional guarantees under a probabilistic model for the data. By adapting these arguments, we can
show that it is often possible to remove sparse errors from a realization of the Gaussian loadings model.
We have the following result.
Theorem 7.2 (Gaussian loadings model: Sparse noise). Suppose we observe the matrix B = L0 +Ω0 ∈
R
n×m where
(1) The signmatrix S ∈ {±1}n×r is Schur independent, with permeance ν(S);
(2) The data matrix L0 ∼GLM(S ,m) is drawn from the Gaussian loadings model; and
(3) The noise matrixΩ0 hasω nonzero entries, in uniformly random locations, with arbitrarymagni-
tudes that may depend on L0.
Assume that the parameters satisfy
ν(S)&
r log3(n+m)
min{n,m}
and ω.mn. (7.3)
Then, with high probability over the randomness in the model, the pair (L0,Ω0) is the unique solution to
the optimization problem (7.2).
See Appendix A for the proof, which relies on standardmethods from high-dimensional probability. Bet-
ter results may be possible with additional argument.
Let us take amoment to discuss Theorem 7.2. The condition (7.3) on the sparsityω of the noise allows
us to repair errors in a constant proportion of the entries of the data matrix. The condition (7.3) on the
permeance ν(S) states that the conditioning of the sign matrix S controls the minimum number m of
samples that we need to remove the noise. It also gives a minimum standard on the conditioning, in
terms of the dimension n, for the theorem to operate.
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7.4. Gross errors inmatrix columns. In this section, we study a noise model in which a moderate num-
ber of columns of the data matrix are corrupted arbitrarily. Suppose that we observe a matrix of the
form
B =
[
L0 Ω0
]
Π ∈Rn×M (7.4)
where L0 ∈ Rn×m is a rank-r matrix of clean data, Ω0 ∈ Rn×m
′
contains arbitrary noise, Π ∈ RM×M is an
unknown permutation, and M = m +m′. We regard the columns of Ω0 as outliers that are mixed in
with the data and that we need to remove. The number of inliers (m) and outliers (m′) is not known in
advance, but we do require the value r of the rank.
The data model (7.4) has a long history in robust statistics [HR09]. In recent years, researchers have
proposed a number of methods for removing outliers by means of convex optimization. We outline
a technique that is based on the following intuition [LMTZ15]. Observe that the orthogonal projector
P0 ∈Hn onto the range of L0 discriminates inliers from outliers. Indeed, P0x = x for x ∈ range(L0), while
P0x 6= x for x ∉ range(L0). Therefore, we may try to find a rank-r projector that fixes many columns of B
by charging as much as possible for columns that are not reproduced.
If we can determine the projector P0, then we can find the low-rank matrix L0 by picking out the
columns of B that are fixed by the projector P0. (It is possible that P0 also fixes some columns of the
noise matrixΩ0, but then we should probably regard these outliers as inliers.)
Lerman et al. [LMTZ15] propose to find the projector P0 by solving the semidefinite optimization
problem
minimize
P∈Hn
∑M
i=1‖(I−P )Bei‖ℓ2 subject to trace(P )= r and 04P 4 I. (7.5)
The constraint set is the best convex relaxation of the set of rank-r orthogonal projectors.
Lerman et al. [LMTZ15] develop deterministic conditions under which the orthogonal projector P0
onto range(L0) is the unique solution to the problem (7.5), and they specialize these results to random
data models. By adapting their arguments, we can establish that it is possible to remove outliers from a
data matrix that follows the Gaussian loadings model.
Theorem 7.3 (Gaussian loadings model: Outliers). Suppose we observe the matrix B =
[
L0 Ω0
]
Π ∈
R
n×M , where M =m+m′ and
(1) The signmatrix S ∈ {±1}n×r is Schur independent, with permeance ν(S);
(2) The data matrix L0 ∼GLM(S ,m) is drawn from the Gaussian loadings model;
(3) The noise matrixΩ0 ∈Rn×m
′
is standard normal; and
(4) The permutationmatrixΠ ∈RM×M is arbitrary.
Assume that the parameters satisfy
max
{
1,
m′
n
}
.
√
ν(S) ·m
r
. (7.6)
Then, with high probability over the randomness in the model, the orthogonal projector onto range(L0) is
the unique solution to the optimization problem (7.2).
The proof of Theorem 7.3 appears in Appendix B. Results for other data models are also possible.
Let us discuss Theorem 7.3 briefly. First, under the data model, the columns of L0 andΩ0 all have the
same energy, on average, so we cannot distinguish the inliers and the outliers on the basis of their norm.
Next, the condition in (7.6) requires that the numberm′ of outliers relative to the ambient dimension n
is no greater than the numberm of inliers relative to the dimension r of the space spanned by the inliers.
The permeance ν(S) also affects howmany outliers we can tolerate; it is easier to reject outliers when the
columns of L0 are well distributed.
7.5. Future work. Our results on robustness (Theorem 7.2 and Theorem 7.3) are based on the fact that
subspaces have a very strong signal, so it is easy to reject noise that violates the subspace structure. We
can exploit the same intuition to handle some other types of noise models. On the other hand, these
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ideas do not suffice to treat robustness of the sign component decomposition with respect to, say, addi-
tive Gaussian noise. An important direction for future research is to develop additional tools for produc-
ing a sign component decomposition of a noisy data matrix drawn from amore general model.
APPENDIX A. GAUSSIAN LOADINGS MODEL: REMOVING GROSS ERRORS IN MATRIX ENTRIES
A.1. Background. We consider a noise model in which a moderate number of entries of a data matrix
are corrupted arbitrarily. We observe
B = L0+Ω0 ∈Rn×m ,
where L0 ∈ Rn×m is a low-rank data matrix and Ω0 ∈ Rn×m models contamination of individual entries.
We assume thatΩ0 is sparse and both contributions to B are well separated in the following sense. The
low rank data matrix L0 cannot be too sparse, while the sparse noise corruption Ω0 cannot be too low-
rank. Choosing the support ofΩ0 uniformly at random takes care of the latter condition. The incoherence
statistics has been identified as a witness for the former. Set r = rank(L0) and let L0 =UΣV t be a SVD
(2.2). Note that the orthonormal matrices U ∈ Rn×r and V ∈ Rm×r are closely related to the projectors
onto row- and column range of L0. More precisely, Pran(L0) =UU t ∈Hn and Pran(Lt0) =V V
t ∈Hm . Based
on the SVD, we define three incoherence parameters:
µ(l) (L0)=
n
r
max
1≤k≤n
∥∥Pran(L0)ek∥∥2ℓ2 = nr max1≤k≤n∥∥U tek∥∥2ℓ2 ,
µ(r ) (L0)=
m
r
max
1≤l≤m
∥∥∥Pran(Lt0)el∥∥∥2ℓ2 = mr max1≤l≤m∥∥V tel∥∥2ℓ2 ,
µ˜(L0)=
nm
r
max
1≤k≤n,1≤l≤m
∣∣〈ek ,U V tel 〉∣∣2 .
(A.1)
The first two parameters have a ready explanation: theymeasure how well spread-out the left- and right-
singular vectors are with respect to the standard basis. Small values ensure that these vectors are not
(too) sparse. The third parameter lacks a compelling interpretation. It should be viewed as a technical re-
quirement that features prominently in the arguments by Candès et al. [CLMW11]. Define themaximum
of these three parameters
µ(L0)=max
{
µ(l)(L0),µ(r )(L0), µ˜(L0)
}
(A.2)
and consider the following semidefinite program for rank-sparsity decomposition [CSPW11]:
minimize
L,Ω∈Rn×m
‖L‖S1 + 1pmax{n,m} ‖Ω‖ℓ1 subject to B = L+Ω. (A.3)
The main result [CLMW11, Thm. 1] establishes a probabilistic recovery guarantee for rank-sparsity de-
composition.
Theorem A.1 (Candès, Li, Ma &Wright). Suppose that B = L0+Ω0 ∈Rn×m is such that
(1) L0 is such that rank r = rank(L0) and incoherenceµ(L0) (A.2) obey
r ≤ ρ(r )
min{n,m}
µ(L0) log
2(n+m)
;
(2) Ω0 ∈Rn×m has ω nonzero entries, in uniformly random locations, with arbitrarymagnitudes that
may depend on L0.
Then, with probability at least 1−γmax{n,m}−10 (over the choice of the sparsity pattern), the solution to
the semidefinite program (A.3) is (L⋆,Ω⋆) = (L0,Ω0). Here, ρ(r ),ρ(s) and γ are constants of appropriate
size.
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A.2. Coherence statistics for theGaussian loadingsmodel anddenoising. Recall theGaussian loadings
model (Model 7.1). Select a Schur-independent sign matrix S ∈ {±1}n×r and a number m ≥ r . A matrix
L0 ∼GLM(S ,m) takes the form L0 = r−1/2SG t, whereG ∈Rm×r is standard normal. The permeance statis-
tic captures how well the columns of L0 fill out their span:
ν(S)= 1
n
λmin(S
tS)= 1
n
min
‖u‖ℓ2=1
‖Su‖2ℓ2 . (A.4)
The following technical statement implies that the permeance also controls two of the three incoherence
parameters (A.1) associated with the Gaussian loadings model.
Lemma A.2. Fix S ∈ {±1}n×r with permeance ν(S)> 0 and a natural number m ≥ r . Choose L0 from the
Gaussian loadings model. Then, for any α> 0,
µ(l) (L0)≤ν(S)−1,
Pr
[
µ(r ) (L0)≥ 4(α+1)log(n+m)
]
≤2(nm)−α/n,
Pr
[
µ˜(L0)≥ 4(α+1)ν(S) log(n+m)
]
≤2(nm)−α.
The first bound is deterministic and original. The remaining probabilistic bounds follow from adapting
arguments by Candès et al. [CLMW11, Sec. 2.2] to the Gaussian loadings model. Inserting these bounds
into [CLMW11, Thm. 1] readily implies that gross errors in entries of a Gaussian loadings matrix can be
removed completely.
Theorem A.3 (Theorem 7.2, restatement). Suppose we observe the matrix B = L0+Ω0 ∈Rn×m where
(1) The signmatrix S ∈ {±1}n×r is Schur independent, with permeance ν(S);
(2) The data matrix L0 ∼GLM(S ,m) is drawn from the Gaussian loadings model; and
(3) The noise matrixΩ0 hasω nonzero entries, in uniformly random locations, with arbitrarymagni-
tudes that may depend on L0.
Assume that the parameters satisfyω≤mn and
ν(S)&
r log3(n+m)
min{n,m}
(A.5)
Then, with high probability over the randomness in the model, the pair (L0,Ω0) is the unique solution to
the optimization problem (A.3).
Proof. Sample L0 from the Gaussian loadings model GLM(S ,m). Choose α= 1 and combine Lemma A.2
with a union bound to conclude
µ(L0)=max
{
µ(r )(L0),µ(l)(L0), µ˜(L0)
}
≤ 8ν(S) log(n+m)
with probability at least 1− 4
nm
. Conditioned on this event, condition (1) in Theorem A.1 becomes equiv-
alent to (A.5) up to constants. Moreover, condition (2) is met by assumption. Apply Theorem A.1 to
complete the argument. 
A.3. Proof of LemmaA.2. Wenowproceed toprovingLemmaA.2 and address the three different bounds
separately. Suppose that L0 = SG t ∼ GLM(S ,m) is sampled from the Gaussian loadings model. Then,
ν(S) ensures that S has full column rank, whilem ≥ r implies that the standard normal matrixG has full
column rank with probability one. This ensures that both left- and right incoherence are determined by
the individual factors:
µ(l)(L0)=µ(l)(S) and µ(r )(L0)=µ(r )(G). (A.6)
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A.3.1. Deterministic bound for the left-incoherence.
Lemma A.4. A signmatrix S ∈ {±1}n×r with permeance ν(S)> 0 obeys
µ(l)(S)≤ν(S)−1.
Proof. The function f :Hn → R defined by X 7→max1≤k≤n〈ek ,X ek〉 is monotone with respect to the psd
order, i.e. X < Y implies f (X ) ≥ f (Y ). Next, let P ∈ Hn denote the projector onto the range of S . Then,
P 4 λ−1
min6=0SS
t, where λmin 6=0(SSt) is the smallest non-zero eigenvalue of SSt. Apply an SVD S =UΣV t
and use orthogonal invariance of eigenvalues to conclude
λmin6=0(SSt)=λmin6=0
(
UΣ2U t
)
=σ2r =λmin
(
VΣ2V t
)
=λmin
(
StS
)
= nν(S).
Combine this observation with monotonicity of f :Hn→R:
µ(l)(S)=
n
r
max
1≤k≤n
‖Pek‖2ℓ2 =
n
r
f (P )≤ n
r
f
(
1
nν(S)
SSt
)
= 1
rν(S)
max
1≤k≤n
〈ek ,SStek〉.
Finally, note that any sign matrix S =
[
s1 . . . sr
]
∈ {±1}n×r obeys 〈ek ,SStek〉 =
∑r
i=1〈ek , si 〉2 = r for all
1≤ k ≤ n simultaneously. 
A.3.2. Probabilistic bound for the right incoherence. Rel. (A.6) asserts that the right-incoherence of a
Gaussian loadings sample is fully characterized by the standard normal matrix G ∈ Rm×r . Rotation in-
variance of the standard normal columns extends to the range ofG . Moreover, with probability one, this
range is r -dimensional. Condition on this almost sure event. Then, the projector Q ∈Hm on the range of
G is a randommatrix of the form
Q =R
(∑r
i=1eie
t
i
)
R t where R
unif.∼ O(m). (A.7)
Here R
unif.∼ O(m) implies that the matrix R is chosen with respect to the unique invariant measure on
the orthogonal group. This measure is also known as the Haar measure. For technical reasons, we point
out a reformulation of Eq. (A.7). The orthogonal group is a compact Lie group and therefore unimodular.
This implies that the Haar measure is invariant under taking inverses (transpositions):
Q =R t
(∑r
i=1eie
t
i
)
R where R
unif.∼ O(m). (A.8)
Lemma A.5. Let G ∈ Rm×r be a random rank-r matrix with rotation-invariant range in the sense of
Eq. (A.8). Then, for any α> 0
Pr
[
µ(l)(G)≥ 4(α+1)log(n+m)
]
≤ 2(nm)−α/n.
This result covers Gaussian random matrices, as well as the random orthogonal model discussed in
Ref. [CLMW11].
Proof. Fix a standard basis vector el0 ∈Rm (1≤ l0 ≤m) and consider the random variable 〈el0 ,Qel0〉. Use
rotation invariance (A.8) to reformulate the distribution of this random variable:
〈el0 ,Qel0〉 = 〈Rel0 ,
(∑r
i=1eie
t
i
)
Rel0〉 =
∑r
i=1〈ei ,Rel0〉
2 where R
unif∼ O(m).
The uniform distribution of R implies that the unit vector vˆ =Rel0 is distributed uniformly over the unit
sphere in Rm . Each component 〈ei ,v〉 is approximately normal withmean zero and variancem−1/2. This
suggests that 〈el0 ,Qel0〉 resembles a re-normalizedχ2-distributionwith r degrees of freedom. LemmaA.7
below makes this intuition precise and ensures
Pr
[∑r
i=1〈ei , vˆ〉2 ≥
4(α+1)r
m
log(n+m)
]
≤ 2(nm)−(α+1).
The final claim follows from a union bound over all m possible choices of the standard basis vector el0 .

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A.3.3. Probabilistic bound for the third incoherence parameter.
Lemma A.6. Fix S ∈ {±1}n×r with permeance ν(S)> 0, m ≥ r and sample L0 ∼GLM(S ,m) from the Gauss-
ian loadings model. Then, for any α> 0
Pr
[
µ˜(L0)≥ 4(α+1)ν(S) log(n+m)
]
≤ 2(nm)−α.
Proof. Let L0 =UΣV t be a SVD. By definition of µ˜(·), we must establish
Pr
[
max
1≤k≤n,1≤l≤m
∣∣〈el ,V U tek〉∣∣2 ≥ 4(α+1)rν(S)mn log(n+m)]≤ 2(nm)−α.
Fix ek0 ∈ Rn and el0 ∈ Rm . Set u = U tek0 ∈ Rr and note that its Euclidean length is controlled via left-
incoherence and Lemma A.4:
‖U tek0‖2ℓ2 ≤ max1≤k≤n
∥∥U tek∥∥2ℓ2 = rnµ(l)(L0)= rnµ(l)(S)≤ rnν(S) .
Let uˆ =U tek0/‖U tek0‖ℓ2 be the unit vector pointing into the same direction as u. Then, this bound on
the Euclidean length ensures
Pr
[∣∣〈el0 ,V U tek0〉∣∣2 ≥ 4(α+1)rν(S)nm log(n+m)]=Pr[∣∣〈el0 ,V uˆ〉∣∣2 ≥ 4(α+1)rν(S)nm ‖U tek0‖−2ℓ2 log(n+m)]
≤Pr
[∣∣〈el0 ,V uˆ〉∣∣2 ≥ 4(α+1)m log(n+m)]
The vector V uˆ ∈Rm also has unit length, because V is orthonormal. What is more, rotational invariance
of theGaussianmatrixG extends to thematrix of right singular vectors:V : V ∼RV for anyR ∈O(m). This
implies that V uˆ is distributed uniformly on them-dimensional unit sphere. Lemma A.7 then implies
Pr
[
|〈el0 ,V uˆ〉|2 ≥ 4(α+1)m log(n+m)
]
≤ 2(nm)−(α+1).
Finally, deduce the claim by applying a union bound over all nm choices of standard basis vectors ek0 ∈
R
n and el0 ∈Rm . 
A.4. Exponential tail bound for vectors chosen uniformly from the unit sphere.
Lemma A.7. Let {u1, . . . ,ur } ⊂ Rm be a set of unit vectors and choose vˆ uniformly from the unit sphere in
m dimensions. Then, for any t > 0
Pr
[∑r
i=1〈ui , vˆ〉
2 ≥ 4r tm
]
≤ 2e−t .
This is a typical tail bound. It follows from establishing sub-exponential moment growth and subse-
quently applying the exponential Markov inequality. Stronger concentration inequalities follow from
concentration of measure. However, these tighter bounds are somewhat unwieldy by comparison.
Proof. Define the random variable S = mr
∑r
i=1〈ui , vˆ〉2 and interpret it as the squared Euclidean norm
of a random vector v˜ =
√
m
r
[〈u1, vˆ〉 . . . 〈u1, vˆ〉]t ∈ Rr . The fundamental ℓp-norm relation relation
‖v˜‖ℓ2 ≤ r 1/2−1/(2p)‖v˜‖ℓ2p in Rr then implies
E
[
Sp
]
= E
[
‖v˜‖2p
ℓ2
]
≤ r p−1E
[
‖v˜‖2p
ℓ2p
]
= m
p
r
∑r
i=1E
[
〈ui ,v〉2p
]
for any p ∈N.
Next, let g ∈ Rm be a standard normal vector. This random vector may be decomposed into a direction
vˆ = g/‖v‖ℓ2 and a radius ρ = ‖g‖ℓ2 . The direction is distributed uniformly on the m-dimensional unit
sphere and ρ2 follows a χ2-distribution withm degrees of freedom. Importantly, vˆ and ρ are stochasti-
cally independent. Combine this with rotation invariance and normalization (‖ui‖ℓ2 = 1) to conclude
E
[
〈ui , vˆ〉2p
]
= E
[
〈ui ,g 〉2p
]
E
[
‖g‖2p
ℓ2
] = ‖ui‖2pℓ2 E[〈e1,g 〉2p]
E
[
(χ2m)
p
] = (2p−1)!!
m(m+2) · · · (m+2(p−1)) for all 1≤ i ≤ r.
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The last equation follows from well-known expressions for the moments of standard normal and χ2m-
distributed random variables. The relations (2p−1)!!≤ (2p)!!= 2pp ! andm(m+2) · · · (m+2(p−1))≥mp
then imply
E
[
Sp
]
≤ m
p
r
∑r
i=1
2pp !
mp
= 2pp ! for all p ∈N.
This moment growth suggests sub-exponential tail behavior. The exponential Markov inequality makes
this intuition precise:
Pr
[∑r
i=1〈ui , vˆ〉
2 ≥ 4r tm
]
=Pr
[
S
4 ≥ t
]
=Pr
[
eS/4 ≥ et
]
≤ e−tE
[
exp
(
S
4
)]
=e−t
∑∞
p=0
E [Sp]
4pp !
≤ e−t
∑∞
p=0 2
−p = 2e−t .

APPENDIX B. GAUSSIAN LOADINGS MODEL: REMOVING GROSS ERRORS IN MATRIX COLUMNS
B.1. Background. We consider a noise model in which a data matrix is corrupted by a potentially large
number of outliers [HR09, LMTZ15]. Consider a data matrix that consists ofm low-dimensional inliers
andm′ high-dimensional outliers. More precisely, setM =m+m′ and consider a matrix of the form
B =
[
L0 Ω0
]
Π ∈Rn×M .
Here, L0 ∈ Rn×m is a rank-r matrix of clean data,Ω0 ∈ Rn×m
′
subsumes arbitrary noise andΠ ∈ RM×M is
an unknown permutation. We do not know m (number of inliers) andm′ (number of column outliers)
in advance, but we require knowledge of r = rank(L0). This In&Out model has a key feature. The inliers
(columns of L0) are confined to the r -dimensional range L0 ⊂Rn of L0, while the outliers can be arbitrary.
Hence, the projector P0 ∈Hn onto L0 discriminates inliers from outliers. The reaper algorithm [LMTZ15]
is designed to recover this projector from the corrupted data matrix:
minimize
P∈Hn
∑M
i=1‖(I−P )Bei‖ℓ2 subject to trace(P )= r and 04P 4 I. (B.1)
Sufficient conditions for exact recovery have been established by Lerman, McCoy, Tropp and Zhang
[LMTZ15]. These criteria are deterministic and depend on data-dependent parameters that play a role
analogous to the incoherence statistics discussed in Appendix A. Define the permeance statistics for the
clean data matrix L0 =
[
l1 . . . lm
]
with range L0:
P (L0,L0)= inf
u∈L0,‖u‖ℓ2=1
∑m
i=1 |〈u, li 〉| . (B.2)
Remark B.1 (Relation between permeance statistics and permeance parameter). Permeance parameter
(A.4) and permeance statistics (B.2) are closely related. The permeance statistics minimizes a ℓ1-penalty,
while the permeance parameter optimizes the least-squares loss of the same objective:
nν(S)=λmin(StS)= inf
u∈ran(S),‖u‖ℓ2=1
‖Su‖2ℓ2 = infu∈ran(S),‖u‖ℓ2=1
∑r
i=1〈u, si 〉
2.
Define the spherical linear structure statistics for the matrix of outliers Ω0 =
[
ω1 . . . ωm′
]
and the
ortho-complement L⊥0 of L0:
Sˆ
(
L⊥0 ,Ω0
)2 = sup
u∈L⊥0 ,‖u‖ℓ2=1
∑m′
i=1
∣∣∣〈u, àPL⊥0 ωi 〉∣∣∣2 .
Here, P
L
⊥
0
∈Hn denotes the orthogonal projector onto L⊥0 and xˆ = x/‖x‖ℓ2 denotes the unit vector point-
ing into the same direction as x (with the convention that 0ˆ= 0). Finally, let ‖·‖S∞ denote the spectral (or
operator) norm. The main result [LMTZ15, Thm. 3.1] establishes a deterministic recovery guarantee for
the reaper algorithm (B.1) based on these parameters.
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Theorem B.2 (Lerman, McCoy, Tropp & Zhang). Consider a data matrix B =
[
L0 Ω0
]
Π ∈Rn×M and set
L0 = ran(L0)⊂Rn . Suppose that
P (L0,L0)>
p
2r Sˆ
(
L⊥0 ,Ω0
)‖Ω0‖S∞ .
Then, the solution to the reaper problem (B.1) is the orthogonal projection P0 onto L0.
B.2. Summary statistics parameters for the Gaussian loadings model and denoising. We consider a
clean data matrix sampled from the Gaussian loadings model (Model 7.1):
L0 = 1pr SG
t where S ∈ {±1}n×r and G ∈Rm×r has standard normal entries.
The relation between permeance statistics and permeance parameter displayed in Remark B.1 suggests
that the former is controlled by the square root of the latter. The following technical results makes this
intuition precise.
Lemma B.3. Let L0 ∈ Rn denote the range of a sign matrix S ∈ {±1}n×r with permeance ν(S). A sample
L0 ∼GLM(S ,m) from the associated Gaussian loadings model obeys
Pr
[
P(L0,L0)≥ 16
√
nm
r
(√
mν(S)−12pr −2
√
ν(S)t
)]
≥ 1−e−t 2/2 for any t > 0.
This claim follows from a versatile proof technique known as Mendelson’s small ball method [Men15,
KM15, Tro15]. We present a detailed proof in the next sub-section.
Next, we consider the impact of white noise corruptions. Let Ω0 ∈ Rn×m
′
be a random matrix with
standard normal entries. The spectral properties of such randommatrices are very well understood:
Pr
[
‖Ω0‖S∞ ≤
p
n+
p
m′+ t
]
≥ 1−e−t 2 for any t > 0, (B.3)
see e.g. [DS01, Theorem 2.13]. Similar results remain valid for random matrices whose columns are
sampled uniformly from the m′-dimensional unit sphere instead. We borrow the following extension
from Lerman et al.
Lemma B.4 (Lem. 8.4 in [LMTZ15]). Fix a r -dimensional subspace L0 ∈ Rn . Then, a standard Gaussian
matrixΩ0 ∈Rn×m
′
obeys
Pr
[
Sˆ
(
L⊥0 ,Ω0
)
≤
p
m′+pn− r + tp
n− r −0.5
]
≥ 1−1.5e−t 2/2
We may insert these probabilistic bounds into Theorem B.2. Applying the statement then ensures that
the reaper algorithm (B.1) is capable of perfectly removing randomwhite noise corruptions.
Theorem B.5 (Theorem 7.3, restatement). Suppose we observe the matrix B =
[
L0 Ω0
]
Π ∈Rn×M where
M =m+m′ and
(1) The signmatrix S ∈ {±1}n×r is Schur independent, with permeance ν(S);
(2) The data matrix L0 ∼GLM(S ,m) is drawn from the Gaussian loadings model;
(3) The noise matrixΩ0 ∈Rn×m
′
is standard normal; and
(4) The permutationmatrixΠ ∈RM×M is arbitrary.
Assume that the parameters satisfy
max
{
1,
m′
n
}
.
√
ν(S) ·m
r
. (B.4)
Then,with high probability over the randomness in themodel, the orthogonal projector ontoL0= range(L0)
is the unique solution to the optimization problem (B.1).
Proof. Choose t∝min
{
m,m′
}
and invoke Lemmas B.3–B.4 and Rel. (B.3) to ensure
P (L0,L0)&m
√
nν(S)
r and Sˆ
(
L⊥0 ,Ω0
)
‖Ω0‖S∞ .max
{p
n, m
′p
n
}
ASYMMETRIC BINARY COMPONENT DECOMPOSITION 25
with high probability each. Condition on these bounds to be valid. Then, Rel. (B.4) implies the determin-
istic recovery condition from Theorem B.2. Applying this statement ensures correct recovery of P0 via
the reaper algorithm. This argument is valid, irrespective of the specific choice of perturbationΠ. 
B.3. Proof of Lemma B.3. We use Mendelson’s small ball method to derive a strong probabilistic lower
bound on the permeance statistics associated with the Gaussian loadings model. The following variant
of this versatile technique can be extracted from Tropp’s proof [Tro15].
Theorem B.6 (Mendelson’s small ball method). Fix a set E⊂Rn and letϕ1, . . . ,ϕm be independent copies
of a random vectorϕ ∈Rn . Fix ξ> 0 and define
Qξ
(
E;ϕ
)
= inf
u∈E
Pr
[∣∣〈u,ϕ〉∣∣≥ ξ] (marginal tail function),
Wm
(
E,ϕ
)
=Esup
u∈E
〈u,h〉 with h = 1p
m
∑m
i=1εiϕi (empirical width),
where ε1, . . . ,εm ∈ {±1} are independent Rademacher2 random variables. Then, for any t > 0,
Pr
[
1p
m
inf
u∈E
∑m
i=1
∣∣〈u,ϕi 〉∣∣≥ ξpmQ2ξ(E;ϕ)−2Wm (E,ϕ)−ξt]≥ 1−e−t 2/2.
The original formulation [Men15, KM15] lower-bounds the minimal ℓ2-loss and readily follows from
Lyapunov’s inequality.
Lemma B.3 follows from adapting Theorem B.6 to the Gaussian loadings model. Two technical lem-
mas are instrumental for controlling the empirical width and themarginal tail function.
Lemma B.7. Fix a signmatrix S ∈ {±1}n×r , m independent standard Gaussian vectors g1, . . . ,gm ∈Rr and
m independent Rademacher random variables ǫ1, . . . ,ǫm . Then,
E sup
uˆ∈ran(S),‖uˆ‖ℓ2=1
〈uˆ, 1p
m
∑m
i=1 ǫiS gi 〉 ≤
p
n.
Proof. Note that the vector h = 1p
m
∑m
i=1 ǫiS gi is necessarily contained in the range of the sign matrix S .
Combine this insight with Jensen’s inequality and independence of the Rademacher random variables
(Eǫi ǫ j = δi , j ):
E sup
u∈ran(S),‖u‖ℓ2=1
〈u, h〉 = E‖h‖ℓ2 ≤
(
E‖h‖2ℓ2
)1/2
=
(
1
m
∑m
i=1E〈S gi ,S gi 〉
)1/2
=
(
E〈S g ,S g 〉
)1/2
.
Finally, we apply isotropy of standard normal vectors (Eg g t = I) to conclude
E〈S g ,S g 〉 = 1r E〈g , StS g 〉 = 1r tr
(
StS
)
= n.

Lemma B.8. Fix a sign matrix S ∈ {±1}n×r with permeance ν(S) and sample a standard normal vector
g ∈Rr . Then,
Pr
[∣∣〈uˆ, S g 〉∣∣≥ 2
3
√
ν(S)n
]
≥ 1
2
for all unit vectors uˆ ∈ ran(S).
Proof. Use the reformulation of ν(S) provided in Remark B.1 to infer 23
p
ν(S)n ≤ 23‖Stuˆ‖ℓ2 for all unit
vectors uˆ ∈ ran(S). Combine this with rotation invariance to deduce
Pr
[∣∣〈uˆ, S g 〉∣∣≥ 2√ν(S)n
9r
]
≥Pr
[∣∣〈Stuˆ,g 〉∣∣≥ 2
3
‖Stuˆ‖ℓ2
]
= Pr
[∣∣〈e1, g 〉∣∣≥ 23] for all uˆ ∈ ran(S).
Well-known results state that themedian of the half-normal randomvariable |〈e1, g 〉| is
p
2erf−1(1/2)> 23 .
Apply the defining property of the median to deduce the claim. 
2A Rademacher random variable takes the values +1 and −1 with equal probability.
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Proof of Lemma B.3. Fix a signmatrix S ∈ {±1}n×r , a natural numberm≥ r and suppose thatL0 =
[
l1 . . . lm
]
∼
GLM(S ,m) is sampled from the Gaussian loadings model. By assumption, each column li ∈ Rn (1 ≤ i ≤
m) is an independent copy of the random vector
l = 1p
r
S g where g ∈Rr is standard normal.
Set L0 = ran(L0) ⊂ Rn and denote its intersection with the unit sphere by E =
{
uˆ ∈ L0 : ‖uˆ‖ℓ2 = 1
}
. This
allows us to rewrite the permeance statistics (B.2) as
P(L0,L0)= inf
uˆ∈E
∑m
i=1 |〈uˆ, li 〉| .
Theorem B.6 lower-bounds expressions of precisely this form. Note that L0 ⊆ ran(S), regardless of the
value ofm. Lemma B.7 then asserts
Wm (E, l )≤ E sup
uˆ∈ran(S),‖uˆ‖ℓ2=1
〈uˆ, 1p
m
∑m
i=1 ǫiS gi 〉 ≤
p
n,
while Lemma B.8 ensures that for ξ0 =
√
ν(S)n
9r
, the marginal tail function obeys
Q2ξ0(E, l )= inf
uˆ∈E
Pr
[
|〈uˆ, l〉| ≥ 2
3
p
r
√
ν(S)n
]
≥ inf
uˆ∈ran(S),‖uˆ‖ℓ2=1
Pr
[
|〈uˆ, S g 〉| ≥ 2
3
√
ν(S)n
]
≥ 1
2
.
Insert these bounds into the assertion of Theorem B.6 to complete the proof. 
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