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Введение 
Рассмотрим задачу оценивания состояния динамической системы, когда статистическая ин-
формация о возмущениях и помехах, действующих на систему, отсутствует, но известны множе-
ства их возможных значений [1–3, 7]. Эти множества являются многогранниками и заданы сис-
темами линейных неравенств (СЛН). Работа продолжает исследования [4, 5].  
 
1. Минимаксный фильтр 
Процессы в системе управления описываются уравнениями: 
1 ,k k kx Ax w+ = + Γ   1 1 1,k k ky Gx Hv+ + += +   0,1, , 1,k N= −…             (1) 
где nkx R∈ , kw ,
m
ky R∈ , kv  – векторы состояния системы, возмущения, измерения, ошибок из-
мерений на k -м шаге соответственно; A , Γ , G , H  – известные матрицы. Известно, что началь-
ное состояние 0x  и неопределенные воздействия kw  и kv  на k -м шаге могут принимать любые 
значения из некоторых заданных выпуклых многогранных множеств: 
0 00 0 0
: ,x xx X A x b∈ ≤  
 : ,k w k ww W A w b∈ ≤   : ,k v k vv V A v b∈ ≤   0,1, , 1,k N= −… .       (2) 
Задача гарантированного оценивания состояния системы состоит в построении последова-
тельности информационных множеств 1kX + , 0,1, , 1k N= −… , внутри которого находится ис-
тинное значение вектора состояния kx  [1, 4]: 
1/ ,kk kX AX W+ = + Γ   0,1, , 1k N= −… ,                (3) 
{ }1 1[ ] , ,nk kX y x R Gx v y v V+ += ∈ + = ∈
 
 0,1, , 1k N= −… ,            (4) 
1 1/ 1[ ],k k k kX X X y+ + += ∩   0,1, , 1k N= −… .               (5) 
Рассмотрим алгоритм нахождения системы линейных неравенств, описывающей информа-
ционное множество kX  для 1k = . 
1. Найдем систему линейных неравенств, описывающих множество прогнозов 1/0X .  
0 1 1:AX A x b≤ , где ( )0
1
1 xA A A
−= , 1b = 0xb ;  
2 2:W A w bΓ ≤ , где ( )
1
2 ГwA A
−= , 2b = wb ;  
1 1/0 0 Г .x X AX W∈ = +  
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Рассматривается построение гарантированных оценок вектора состояния дина-
мической системы в условиях неопределенности. Минимаксный фильтр применяет-
ся, когда статистическая информация о возмущениях и помехах отсутствует и из-
вестны множества их возможных значений. Рассмотрены методы выполнения опе-
раций над множествами, возникающих при реализации минимаксного фильтра, в 
случае, когда множества описаны системами линейных неравенств. Описан алго-





Черникова. Рассмотрен метод пересечения множеств, который 
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. 
Проведем свертку системы, обнуляя коэффициенты при 0x  и w . Получим систему 
1/0 1/01x x
A x b≤ . 
2. Найдем СЛН, описывающую множество, совместимое с измерением, 1[ ]X y : 
1 11 [ ] 1 [ ]
[ ] : X y X yX y A x b≤ , где 
1
[ ]X y vA A= , 1[ ] 1X y v vb A y b= + . 
3. Найдем СЛН, описывающую информационное множество 1X . Для этого объединим сис-
темы 
1/0 1/01x x
A x b≤ и 
1 1[ ] 1 [ ]X y X y
A x b≤  и исключим из полученной системы избыточные неравенст-




Фаркаша [5]. Для каждого неравенства cx d≤  из этой сис-




− → . Если будет найдено решение xɶ , 
при котором cx d≤ , то данное неравенство является избыточным. 
При построении минимаксного фильтра в качестве оценки *kx  вектора состояния kx  систе-







Информационные множества kX : а – 1k = ; б – 5k = ; в – 10k = ; г – 15k =  
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Начальное состояние системы 0 0x = , а kw  и kv  меняются внутри множеств W  и V . Полу-




Задача построения множественных оценок состояния динамической системы в условиях не-
определённости сведена к решению системы линейных неравенств. Рассмотрен алгоритм точного 
построения множества прогнозов методом свёртки системы линейных неравенств. Существен-
ным недостатком применения свертки в алгоритме минимаксной фильтрации является то, что в 
промежуточных вычислениях появляется большое число избыточных неравенств, в связи с чем 
увеличивается вычислительная сложность алгоритма. Для уменьшения вычислительных ресурсов 
применяют алгоритмы аппроксимации множеств прогнозов сверху, например, методом сдвига 
граней [7] или параллелотопами. 
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The article describes guaranteed estimation of dynamic system state vector under 
condition of uncertainty. Minimax filter is used when statistic information about distur-
bances and noises is absent but sets of their possible values are available. Methods of per-
forming set operations while minimax filter realization are described when sets are given 
by linear inequalities systems. The algorithm of accurate construction of feasible sets with 
convolution of systems of linear inequalities Fourier-Chernikov is presented in the article. 
The article describes algorithm of performing intersection of sets which consists of re-
vealing extra inequalities in the system basing on Minkowski-Farkash theorem. The nu-
merical example showing described algorithms is presented. 
Keywords: guaranteed estimation, minimax filter, linear inequalities systems. 
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