In this paper, we describe the methodologies behind three different aspects of the NetMHC family for prediction of MHC class I binding, mainly to HLAs. We have updated the prediction servers, NetMHC-3.2, NetMHCpan-2.2, and a new consensus method, NetMHCcons, which, in their previous versions, have been evaluated to be among the very best performing MHC: peptide binding predictors available. Here we describe the background for these methods, and the rationale behind the different optimization steps implemented in the methods. We go through the practical use of the methods, which are publicly available in the form of relatively fast and simple web interfaces. Furthermore, we will review results obtained in actual epitope discovery projects where previous implementations of the described methods have been used in the initial selection of potential epitopes. Selected potential epitopes were all evaluated experimentally using ex vivo assays.
Introduction
The triggering event in CD8+ T cell activation is the binding of the T Cell Receptor (TCR) to a Major Histocompatibility Complex (MHC) class I molecule, in complex with a peptide. However, in order to have the properties of an epitope, a given subpeptide must be processed from a larger polypeptide and must be able to bind to the gene product of a relevant MHC allele. This processing includes two major steps: proteasomal cleavage and binding to the Transporter associated with Antigen Presentation (TAP), (Stevanovic 2005) . Not all theoretical subpeptides are created by these events, as both the constitutive proteasome and, to a larger extent, the immunoproteasome have protease activity with preferences for certain cleavage sites (Kesmir et al. 2002; Nielsen et al. 2005; Saxová et al. 2003) . The processing is usually independent of a given individual's genotype as the genes expressing the molecules participating in the peptide processing are close to monomorphic in the human population. In contrast, MHC encoding genes are highly polymorphic and more than 2000 functional alleles of the Human Leucocyte Antigens (HLA), HLA-A and HLA-B, have now been identified according to the IMGT/HLA database release number 3.1.0, 16 July 2010 (http://www.ebi.ac.uk/imgt/hla/). A given MHC binds only to a very specific set of peptides; only 1 out of 200 random, naturally occurring peptides is able to bind (Yewdell and Bennink 1999) . In addition, considering the limitations created by the antigen processing and the limited TCR repertoire, the final part of random peptides that end up being immunogenic is approximately 1/1000 (Yewdell and Bennink 1999) . A very large number of different alleles have been shown to cluster into supertypes according to the peptide binding capacity. This way MHC alleles that have a significant overlap in the peptide binding repertoire can be clustered into the same functional group or supertype (Hertz and Yanover 2007; Lund et al. 2004; Sette and Sidney 1998; Sette and Sidney 1999) . Without initial screening, all subpeptides of lengths 8 to 11 in a given polypeptide could be potential epitopes. This large number of potential epitopes, for even a single protein, has necessitated the development of experimental shortcuts. One common approach is to use larger overlapping peptides in order to scan for interesting antigens and often to identify responsive peptides. However, a significant number of peptides must still be produced and tested and the minimal/ exact epitope is often not identified without additional experiments. These additional experiments are often performed with cells isolated from the blood of formerly or currently infected individuals and the biological material is usually available in only limited amounts. Furthermore, a large majority of the tested peptides in such blind scans test negative. To save time and resources, prediction systems have been developed to limit the number of experiments needed to identify epitopes in a given individual. These methods have been used in epitope discovery with significant success and now have a success rate of approximately 10%, as described previously (Lundegaard et al. 2010) .
The most important event in the MHC class I epitope presentation pathway is the peptide binding to the MHC molecule (Yewdell and Bennink 1999) and considerable research has focused on predicting this specific event. Historically, the development of the most successful methods for MHC:peptide binding predictions has been closely connected to data generation. Such examples are SYFPEITHI which was developed on the basis of eluted peptides (Rammensee et al. 1995; Rammensee et al. 1997; Rammensee et al. 1999 ) and BIMAS which was developed using the stability measured as half life (t 1/2 ) (Parker et al. 1994) . The type of the available data has naturally influenced the choice of methodology applied in the development of the different prediction methods. In the case of MHC:peptide binding, the event can be determined either directly by biochemical means or indirectly by cellular responses. For practical reasons, only the first type can be generated in amounts that enable the development of accurate prediction algorithms, but the latter has been used extensively for validation and as a supplement to biochemically identified data. Biochemically determined peptide binding data can, fundamentally, be obtained either by a direct measurement of the equilibrium constant or by identification of peptides bound by MHC. This creates two fundamentally different types of data, as the biochemically determined data has an exact value that can vary within the limits of the measurements, whereas the elution data is in a binary format (binder/non binder) and therefore only positive binding data can be directly detected. Non-binding peptides can only be indirectly deduced by their absence from a pool of eluted peptides where at least one peptide from the same host protein is present. As described in this paper, we use binary data obtained from the SYFPEITHI database (Rammensee et al. 1995; Rammensee et al. 1999) as well as peptides with a measured affinity for a given allele extracted from the Immune Epitope DataBase and analysis resource (IEDB) (Vita et al. 2010) . In this paper, we additionally describe how to use MHC:peptide binding prediction servers and how to interpret the output.
MHC peptide binding predictions used in epitope discovery
As sequence data on genomic scale are growing rapidly, the usefulness of predictive systems is becoming more and more apparent. Screening for epitopes from the complete proteomes of smaller viruses such as HIV, HCV, or influenza A virus are possible using experimental epitope scanning techniques, e.g., overlapping peptides of length 15-20 (Kiepiela et al. 2007) . But for more complex viruses such as smallpox or intracellular bacteria or parasites as Mycobacteria tuberculosis or Leishmania major, respectively, a full proteome peptide scan is not experimentally feasible. However, it has been shown that MHC class I in silico models can significantly reduce the effort needed to conduct full genome epitope discovery experiments regarding pathogens with larger genomes such as smallpox and vaccinia (Moutaftsi et al. 2006) . The importance of in silico methods in modern epitope discovery is increasingly emphasized and several large and important epitope discovery projects would have needed significantly more resources had they been carried out without the aid from these computational models (Lundegaard et al. 2010) . NetMHC predictions have been used in a number of epitope discovery projects and here we will briefly summarize a few selected examples.
In order to identify relevant CD8+ T cell epitopes in vaccinia virus the focus were put on epitopes that would be present not only in vaccinia virus but also in additionally seven related pox strains (2 variola strains, 3 vaccina strains and 2 cowpox strains). The full genomes were scanned for conserved orthologue proteins (Tang et al. 2008 ) and the 157 identified proteins were then used as input to the NetCTL-1.0 server (Larsen et al. 2005; Larsen et al. 2007) . NetCTL integrates NetMHC peptide binding predictions with prediction of TAP transport (Peters et al. 2003 ) and predictions of appropriate proteasomal cleavage (Kesmir et al. 2002; Nielsen et al. 2005) . Predicted epitopes that were 100% conserved in all seven strains were then considered, and 177 peptides were synthesized for use in experimental evaluation. The evaluation of the predicted epitopes was performed using peripheral blood mononuclear cells (PBMCs) extracted from buffy coats from healthy individuals. The blood donors were selected to be in an age group that would have been participating in the gereral pox vaccination program that ended in the 1970s. Thus the original immunizations were done more than 30 years before the test. Of the 177 peptides, eight (or 4.5%) were identified as CTL epitopes. The actual MHC binding was verified in biochemical assays and interestingly only peptides with a measured MHC affinity stronger than 5 nM were shown to be among the identified epitopes.
Another epitope discovery project concerned the human pathogen influenza A, focusing on current H1N1 strains that evolved from the 1918 Spanish flu. The genome derived proteomes of a large number of human H1N1 strains were scanned using the integrated CTL epitope prediction system NetCTL (Wang et al. 2007 ). The goal was to identify epitopes that were all conserved to a high extent and 15 potential epitopes should be selected restricted to each of the twelve considered supertypes . In order to maintain high conservation and at the same time select the desired number of peptides for experimental validation, the predicted binding affinity was not always as strong as the generally accepted threshold of 500 nM. Of the 180 predicted epitopes, 167 were synthesized for validation. The evaluation was performed using PBMCs from buffy coats from healthy blood donors in an age group with a high likeliness of having suffered from on average three influenza A infections, thus having a high likeliness of having experienced an influenza A H1N1 infection. Of the 167 peptides tested, 13 (8%) were shown to be able to induce a T cell response. These epitopes were all selected for being conserved in human H1N1 strains.
However, for 11 of the 13 peptides 100% identical matches existed in proteomes of two examined H1N5 bird flu strains (Wang et al. 2007) , and all 13 epitopes were 100% conserved in the proteome of the later 2009 H1N1 pandemic strain (unpublished results).
The two aforementioned examples describe searches for epitopes were vaccines or infections some time back had induced the original immune response. As an example on NetMHC directed epitope discovery considering ongoing infections, we will briefly summarize the result of a CD8+ T cell epitope discovery experiment concerning HIV infected individuals. Here, another approach for full genome variance coverage called EpiSelect (Perez et al. 2008 ) was used.
Potential epitopes were predicted from the in silico translated genomes isolated from more than 300 HIV strains of diverse subtypes using the integrated prediction system NetCTL. Each potential epitope was restricted to at least one of nine common HLA class I supertypes. For each of the nine supertypes, relevant peptides were iteratively selected by the EpiSelect scheme. According to this approach a new peptide restricted to a given supertype is preferred if it is present in the proteome of HIV strains not already targeted by previous selected peptides restricted to the same supertype. Of the selected peptides 184 were synthesized and tested against PBMCs from 31 HIV patients infected with various HIV subtypes. Of the tested 184 HLA class I supertype-restricted epitopes, as many as 114 (62%) were recognized by at least one study subject, and 45 of these were novel epitopes not previously reported in the literature.
As an example of successful genome wide epitope discovery projects using other MHC:peptide binding prediction methods than NetMHC, we have previously reviewed a large pox study by Moutaftsi et al. (Lundegaard et al. 2006; Moutaftsi et al. 2006) were T cell epitopes responsible for 95% of the total immunity were identified by MHC:peptide binding predictions. Here, we will shortly summarize a recent effort concerning the parasite L. major, which proteome was mined with respect to mouse MHC class I epitopes (Herrera-Najera et al. 2009 ). The authors describe that they did consensus epitope predictions of 8272 annotated protein sequences using several steps of predictions and filtering in order to limit the experiments needed for identification of verified epitopes. First prediction was performed restricted to the mouse alleles H-2D d and H-2K d of all possible octamer, nonamer, decamer, and hendecamer peptides from the full L. major proteome using the prediction system RankPep, that integrates MHC binding and predictions of proteasomal cleavage into a final prediction score ). The top predictions of these were taken to the next step where the peptides were predicted using five to eight different prediction tools, including SYFPEITHI (Rammensee et al. 1997 ) and BIMAS (Parker et al. 1994) . Each of the peptides was now given a score based on the average predicted rank of the peptide compared with all other predicted peptides from the same protein. Finally the peptides were filtered for similarity to peptides from the mouse host proteome, as well as the human proteome. This step was performed in order to avoid the potential induction of autoimmunity. 78 potential class I CD8 epitopes were identified. The 26 peptides that reached the best consensus rank score were tested for immunogenicity. The experimental validation was obtained by direct immunization with the peptides in a described vaccine formulation and 14 of the 26 (54%) turned out to be immunogenic in this setup. Here, it was found that a relatively high proportion was immunogenic, which is in contrast to several other epitope discovery projects using in silico methods where approximately 10% of the tested peptides turned out to be immunogenic (Lundegaard et al. 2010) . However, in the Herrera-Najera study was used direct immunization with peptides, were in most other projects it is tested if the peptide can recall a CTL response using monocytes from individuals having immune responses caused by an existing or previous infection with either the native or an attenuated form of the relevant pathogen.
3. Use of the web accessible prediction servers
The use and interpretation of the server output has been published for the previous version, NetMHC-3.0, which is close in functionality to the current server (Lundegaard et al. 2008) . However, for completeness, we will briefly describe the use of the current server as well as the differences from NetMHC-3.0. NetMHC-3.2 predicts the binding affinity of either a list of peptides with a defined length (8-11 residues) or all possible subpeptides hosted within full-length proteins restricted to 57 human alleles and 22 animal alleles.
The input is taken as one or more protein sequences in FASTA format, each sequence not more than 20,000 amino acids in length and with a minimum length corresponding to the selected length of the predicted epitopes. Alternatively the input can be a raw list of peptides all with a uniform length equal to the selected length of the predicted epitopes. One or more MHC alleles must be selected. In NetMHC-3.2 we have out-phased previous PSSM based predictors and all predictions obtained by the current server is now based on trained artificial neural networks (ANN), see the description of the algorithms later.
The output is displayed as raw text with a header indicating the server name and version, the first selected allele and the date followed by the prediction outputs in a column format. The order of the information in each row is the following: The position of the first amino acid of the peptide relative to the native polypeptide, the peptide sequence, the raw prediction score, the predicted affinity in nM units, and finally an indication if the peptide is predicted to be a strong binder (SB), i.e. binding with an affinity stronger than 50 nM (SB) or a weak binder (WB), binding stronger than 500 nM. As default the predictions are given in the order of appearance in the hosting polypeptide, however an optional sorting by predicted affinity can be requested before submission. In the output also exists a link for downloading the predictions in a tab-separated format, which can easily be opened by standard spreadsheet software.
New in NetMHC-3.2 is that the prediction of decamer and hendecamer peptides are given as an average of the output from the approximation method and the output of direct predictions by ANN trained on exact length data if such network exists.
NetMHCpan-2.2
NetMHCpan-2.2 predicts the binding affinity of either a list of peptides with a defined length (8-11 residues) or all possible subpeptides hosted within full-length proteins restricted to any known MHC molecule. The input of the proteins or peptides to be predicted as well as the selected length of peptides to be predicted is taken identically to NetMHC-3.2 as described earlier. For selecting the restricting allele(s) one of three possibilities exists. Either use the scrolldown window after limiting the possible alleles, or type in a list of allele in the appropriate text field. As a final option an input can be taken as a full MHC sequence in FASTA format if the given MHC allele does not exist in the selection lists. If a downloadable tab-formatted output file is to be generated this must be indicated before submission of the prediction.
The output of NetMHCpan-2.2 is similar to the output from NetMHC-3.2 except that also a rank score (%random) is given. The rank score is determined as the rank fractile of the given prediction score in a sorted list of prediction scores of 1,000,000 randomly selected naturally occurring peptides.
Description of the prediction algorithms

Training data
The data used for making supertype specific position specific scoring matrices (PSSMs) were eluted ligands and epitopes of lengths 9, 10 and 11 amino acids extracted from the SYFPEITHI database (Rammensee et al. 1999) . We used the supertype associations as defined by Lund et al. (2004) , and pooled all available peptides associated with an allele belonging to a given supertype and generated PSSMs as described subsequently.
For training of the ANNs used in the MLI contest machine learning in immunology competition (MLI), URL:http://www. kios.org.cy/ICANN09/MLI.html, we used peptide data with an associated biochemically measured affinity extracted from the IEDB database (www.immuneepitope.org) (Vita et al. 2010) . We used data with affinity measures already publicly available at the time of training plus additional data on the way to be public. This dataset was kindly created and made available for us by Dr. Björn Peters. In total, we have used 102,146 peptide affinity pairs covering 102 MHC alleles for this training.
Despite the fact that the raw number of data is large enough not to be a limitation regarding the alleles selected to be included in the MLI contest (HLA-A*0101, HLA-A*0201, and HLA-B*0702), it is a potential problem that the vast majority of the affinity measurements in the databases have been made to peptides that were already suspected to bind at least one MHC molecule. Relatively few of the peptide:MHC binding data have been made by blind testing of all possible peptides covering a full antigen, which biases the available data against peptides that contain MHC binding patterns. However, it can be deduced from biological data that only a very limited part of all possible peptides will be able to bind to a given MHC with any significant strength. Thus any random peptide, can be considered a non binder in relation to a particular MHC. This assumption has been successfully tested by adding a number of randomly selected, homology reduced naturally occurring peptides to the dataset and assign an affinity corresponding to the upper limit of the measurement range (50 μM), i.e., non binder. This approach was used in the training of both the NetMHC-3.2 (n0001) and NetMHCpan-2.2 (n0002) predictors used in the MLI competition.
Position specific scoring matrices in MHC ligand predictions
Due to the nature of the binding grove in MHC class I, peptides can be easily aligned within each length class. An obvious choice of method for generating position specific scoring matrices (PSSMs) from positive binding examples for a given MHC allele was the procedure including pseudo counts and sequence weighting developed for protein family identification and implemented in PsiBLAST (Altschul et al. 1997) . The exact procedure is previously described ) but is recaptured here for completeness:
1. Peptides of a uniform length known to bind to a specific MHC molecule are aligned by simple stacking 2. Sequences weighting using sequence clustering 3. Pseudo count correction 4. Weight on pseudo count
In our approach, we used ligand and epitope examples from the SYFPEITHI database. As the majority of the data are available as nonamers, we concentrated on making matrices for this length. However, as many alleles have a limited number of even nonamer peptides, we developed a scheme in order to benefit from the additional information in longer peptides. This is done by a so-called lmer approach where longer peptides are resized into nonamers and included in the statistics. Since it has been shown that for most HLA class I alleles, the amino acid residues positioned in the peptide position 2, to some degree position 3, and the C-terminal position are most important for determining the binding to the HLA molecule, these positions were always kept and the resized peptides were constructed by in all peptides subsequently removing one (length 10) or two (length 11) consecutive residues at positions P4 to P(L-1) where L is the length of the peptide (see Fig. 1 ).
Allele specific predictions by the NetMHC-3.2 method (n00001)
Several experimental high-through-put methods are now able to generate MHC:peptide affinity data in large amounts (Harndahl et al. 2009; Sidney et al. 2001; Sylvester-Hvid et al. 2002) and we have been developing systems to be able to accurately predict these values. Since we have a long running experience in employing ANNs for biological prediction systems this was our first choice of method for this task (Nielsen et al. 2003) . Several other scientific groups have successfully used this method for epitope predictions (Adams and Koziol 1995; Bhasin and Raghava 2004; Buus et al. 2003; Ramakrishna et al. 1997 ) even though not all ANN based methods are superior to the more refined linear methods . A number of different MHC class I peptide binding prediction methods have been recently reviewed (Lafuente and Reche 2009; Lundegaard et al. 2010; Toussaint and Kohlbacher 2009; Yang and Yu 2009 ).
We use a standard feed forward network with back propagation as previously described Nielsen et al. 2003) . For peptide input, we use two different approaches (Fig. 2) . Either sparse encoding, where each amino acid is represented by a vector of twenty nodes, one having the value 0.9 and the 19 remaining having the value 0.05. The position with the value 0.9 is unique for each of the twenty standard amino acids. The second approach is defined using the BLOSUM50 matrix (Henikoff and Henikoff 1992) as taken from the NCBI repository. Here, the twenty BLOSUM substitution scores represent each amino acid. For a nonamer peptide, this will with both approaches result in an input vector of 180 nodes. To include the information from the ligand data, which have no measured affinity, we created PSSMs with the lmer approach described earlier and used the 9 position scores for a given peptide as additional input to the ANN, resulting in a total of 189 input nodes for a nonamer peptide. For this purpose we use supertype specific matrices. The ANNs have one single output node. We trained on the measured K d values transformed using the equation in order to have output values in the range 0.0-1.0. We trained the ANN to minimize the error (sum of squared errors) between the output and the log-transformed affinity using a 5-fold cross validation approach using 4/5 of the peptides to optimize the weights and 1/5 as test set to stop the network training and avoid over-training. For each cross validation partition, we train two parallel modes with either sparse or BLOSUM50 encoded peptide input. For both modes we are using 1, 2, 4, 32 and 64 nodes in the hidden layer. After training, the architecture giving the best test performance is saved giving two ANNs (1 sparse and 1 BLOSUM50) for each partition. As this is not an appropriate way to obtain a cross validated performance because of potential overfitting we generally use external validation sets kept out of the train/test cycles to estimate the predictive performance. The final predictor is an ensemble of 10 (5 partitions × 2 encoding schemes) ANNs. The final output from a given predictor is calculated as the simple mean of the 10 outputs.
The equation, where S is the output score and K d is given in nM units.
The number of decamer peptide affinity data is generally much smaller than for nonamer peptides, which is a problem for the generation of accurate prediction systems. Moderately accurate PSSMs can be created using the information from just a very few data points ([NO STYLE for: ). However, for the more accurate ANN systems here described we need at least 100 data points to learn the peptide binding properties of a given HLA molecule (Yu et al. 2002) . This fact motivated us to test if it is possible to utilize the ANNs trained on nonamer data to predict peptides of lengths 10 and 11. This approach has previously been published (Lundegaard et al. 2008) , but is described here for completeness. As described earlier, positions 1-3 and the N-terminal position are the most important for binding. We therefore made pseudo nonamers from the decamer peptides using an approach similar to the lmer approach for using longer peptides in the generation of PSSMs of length 9 described under PSSMs. In order to use nonamer trained predictors, we first convert the longer peptide into a nonamer peptide. For decamers this can be done as previously described by removing in turn the amino acid at positions 4 to 8 creating 6 new pseudo peptides of length nine. The affinity of each of the six pseudo nonamers was next predicted using the convential 9mer ANNs. The final approximation affinity prediction for the decamer was finally calculated as the geometrical mean of the six predicted affinities. This has turned out to be a good approach, especially in cases where the number of actual decamer data is very small. For some alleles, we did have enough data to train specific decamer ANNs, but using previously published iTopia measurements as an independent test set (Lin et al. 2008) , we found that a simple mean of the outputs from the approximation approach and decamer trained predictors was even more accurate than any of the two approaches separately. Thus this average is the prediction used for decamer predictions in the MLI contest for the NetMHC method, and is also used in NetMHC-3.2 web accessible server where decamer trained ANNs are available.
NetMHC-3.0 and the method behind have been independently benchmarked on different evaluation data and have in these benchmarks always had a predictive performance superior to the compared methods on the employed datasets (Lin et al. 2008; Peters et al. 2006) .
The IEDB implementation of the NetMHC predictor is called ANN in the IEDB framework (Vita et al. 2010) . However, ANN does not use the approximation method and thus does not offer decamer predictions for the alleles where decamer predictors could not be generated due to lack of training data.
Pan-specific predictions (NetMHCpan-1.2/n0002)
The large majority of HLA-A and -B alleles have never been investigated in relation to peptide binding. This is a major challenge regarding the goal of being able to predict peptide binding to any HLA-A or -B allele. To go beyond the allele- specific approach without requiring peptide data specific for each allele in question, we have earlier developed a so-called pan-specific MHC binding method that allows for prediction of peptide binding to any MHC molecules of known protein sequence (Hoof et al. 2009; Nielsen et al. 2008 ). Here we give a short description of rational behind and implementation of this method. When looking at crystal structures of peptide:MHC complexes, it becomes apparent that most of the polymorphic residues of HLA alleles are placed at positions in contact with binding peptides (Fig. 3) . This is also expected to be the positions having the most effect on peptide binding. Using structural data, we identified HLA residues in contact with bound peptides and subsequently we checked which of these that were polymorphic in known functional HLA-A, -B, or -C alleles. This revealed 34 polymorphic residues that we then presented as so-called pseudo-sequences (Fig. 3) . It was then possible to train ANNs using these pseudosequences as input paired with a given nonamer peptide with known affinity. Thus the neural network was trained to output the affinity of a given MHC:peptide pair having the MHC represented by the pseudo sequence. Like in the allele specific training (NetMHC-3.2) we used a five-fold cross validation scheme using both BLOSUM50 and sparse encoding (see the previous section), but no PSSM input was applied in this construction. This architecture results in an input layer of 880 input nodes for a nonamer peptide pseudo-sequence pair. The same type of feed forward ANN with back-propagation was used as in the case of allele specific ANNs.
These types of pan-specific ANNs have turned out to be very successful in predicting peptide affinity both to alleles with no available training examples, but also for alleles characterized by very few data points (Hoof et al. 2009; Nielsen et al. 2007 ). In a benchmark study, the NetMHCpan-1.0 ANN based predictor was compared with other pan predictors using a large independent evaluation set (Zhang et al. 2009 ). Often data points are selected for measurement based on prediction systems and these same systems may be doing artificially well on such data as at least all positive data were already predicted positive by the systems. To avoid this bias the evaluation benchmark set was depleted from data that had been selected for experimental validation due to positive predictions by any NetMHC predictor. The results from this evaluation showed that the NetMHCpan-1.0 predictor is outperforming all other pan-specific predictors in this benchmark. The performance of NetMHCpan-1.0 was also compared to the allele specific trained NetMHC-3.0. NetMHCpan-1.0 performed nearly as good as NetMHC-3.0 when evaluated on alleles, which had large peptide coverage in the training sets, and performed better than NetMHC-3.0 for allele characterized by few training examples.
A consensus method (NetMHcCons/n00003)
In the previously described benchmark study (Zhang et al. 2009 ), the pan-approach was nearly as good as the allele specific training procedure and even though the latter was the best performing method for most alleles, the pan-specific method turned out to be the best performing method for several other alleles covered by limited peptide binding data for training. As consensus methods have also in MHC:peptide binding being considered to be superior to single method predictions (Flower 2003; Moutaftsi et al. 2006; Trost et al. 2007) , the simple mean of the predicted affinity was used as a consensus prediction in the benchmark. This simple mean of the two predictions turned out to outperform both NetMHCpan-1.0 and NetMHC-3.0 thus a consensus method (NetMHCCons) giving as output a simple mean of the prediction scores of NetMHCpan-2.2 and NetMHC-3.2 was participating as n00003 in the MLI competition.
Discussion
In a number of benchmarks NetMHC and NetMHCpan have been shown to have a competing edge to other prediction systems. This goes both when testing several algorithmic methods using identical training sets , as well as testing the finally trained methods on external evaluation sets, as is the case in the present competition (Lin et al. 2008; Roomp et al. 2010; Zhang et al. 2009 ). The latest comparison results that confirmed superior prediction accuracy are reported elsewhere in this issue (Zhang et al., 2011) . The conclusion, also from the latest true blind assessment, is that no large progress has been gained regarding the methods of MHC class I peptide predictions for the last years. Nonetheless efforts like the MLI competition are essential as they might inspire for new approaches. Also, as this competition shows, the best servers can today predict the peptide binding quite accurately for the included alleles which are all well studied, and we can only hope for a new competition regarding not only less well studied HLA alleles but also including MHCs from some of the important animal models and agriculturally important animal species in order to examine the potential of the more general methods. Such larger dataset would further be of interest, especially containing datapoints not selected by any prediction. A full scan of one or two smaller proteins would be an ideal dataset.
We have also presented some examples of the successful use of in silico methods for large scale epitope discovery showing some of the great potential researchers have using these methods to reducing experiment costs and efforts. This competition puts focus on the binding prediction accuracy but it is of course the usefulness in experimental science that is the real test for the acid of predictive systems in epitope discovery. Some ill-performed experiments concluding that binding predictions did not work (Andersen et al. 2000) were keeping experimentalists from benefiting the developed methods. Today, however, most experimental scientists have been convinced by the amount of documentation. We now face another kind of suspicion by some experimentalists claiming that MHC restriction in many cases fails to explain CTL responses against specific peptides (Altfeld et al. 2005) . This, however, in the far majority of cases results from a misunderstanding of the supertype concept, that all alleles assigned to a given supertype will bind any peptide restricted to another allele from the same supertype. In fact, it can been shown that the large majority of the responses, that seem to lack HLA restriction, can be explained when using allele specific predictions for the fully-typed HLA-types of the donor ). As it is now possible to predict binding affinities for specific alleles defining a population, we might benefit from using such predictions in order to select pools of peptides with broad population coverage as an alternative to the supertype approach.
