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ABSTRACT
Context. The phenomenon of multiple populations in globular clusters is still far from understood, with several proposed mechanisms
to explain the observed behaviour. The study of elemental and isotopic abundance patterns are crucial for investigating the differences
among candidate pollution mechanisms.
Aims. We derive magnesium isotopic ratios for 13 stars in the globular cluster 47 Tucanae (NGC 104) to provide new, detailed infor-
mation about the nucleosynthesis that has occurred within the cluster. For the first time, the impact of 3D model stellar atmospheres
on the derived Mg isotopic ratios is investigated.
Methods. Using both tailored 1D atmospheric models and 3D hydrodynamical models, we derive magnesium isotopic ratios from
four features of MgH near 5135 Å in 13 giants near the tip of the RGB, using high signal-to-noise, high-resolution spectra.
Results. We derive the magnesium isotopic ratios for all stars and find no significant offset of the isotopic distribution between the
pristine and the polluted populations. Furthermore, we do not detect any statistically significant differences in the spread in the Mg
isotopes in either population. No trends were found between the Mg isotopes and [Al/Fe]. The inclusion of 3D atmospheres has a
significant impact on the derived 25Mg/24Mg ratio, increasing it by a factor of up to 2.5, compared to 1D. The 26Mg/24Mg ratio, on the
other hand, essentially remains unchanged.
Conclusions. We confirm the results seen from other globular clusters, where no strong variation in the isotopic ratios is observed
between stellar populations, for observed ranges in [Al/Fe]. We see no evidence for any significant activation of the Mg-Al burning
chain. The use of 3D atmospheres causes an increase of a factor of up to 2.5 in the fraction of 25Mg, resolving part of the discrepancy
between the observed isotopic fraction and the predictions from pollution models.
Key words. globular clusters: individual: 47 Tucanae - stars: abundances - stars: fundamental parameters - methods: observational -
techniques: spectroscopic
1. Introduction
The multiple population phenomenon in globular clusters (GCs)
is at the present not understood well. Essentially, all well-studied
GCs are found to harbour a pristine population of stars with a
composition similar to field stars at the same metallicity, and
one or more polluted populations, which show anomalies in
the light element abundances. The only known exception is the
GC Ruprecht 106 (Villanova et al. 2013), which appears to be
a single stellar population. Whereas it is observationally well-
established that most, if not all, GCs show variations in the
light elements (He, C, N, O, Na, sometimes Mg and Al, see
e.g. Gratton et al. 2012), the mechanism responsible for these
variations has not yet been determined. A number of different
candidates for this pollution has been proposed, namely AGB
stars (e.g. Cottrell & Da Costa 1981; Denissenkov et al. 1997;
Send offprint requests to: A. O. Thygesen
? Based on observations made with the ESO Very Large Telescope at
Paranal Observatory, Chile (Programmes 084.B-0810 and 086.B-0237).
Ventura & D’Antona 2009; Karakas 2010), fast-rotating massive
stars (FRMS, Decressin et al. 2007), massive interacting binaries
(de Mink et al. 2009), early disk accretion on low-mass proto-
stars (Bastian et al. 2013), or supermassive stars (Denissenkov
& Hartwick 2014). All of these candidates can, with the right
assumptions, explain parts of the observed behaviour, but each
candidate struggles with its own set of problems, and no single
polluter can explain the observed behaviour in full (Bastian et al.
2015).
A large part of the observational constraints on the polluter
candidates comes from elemental abundance studies. Here, the
presence of the Na-O anti-correlation, as well as the occasional
Mg-Al anti-correlation, gives insight into the burning conditions
that must have occurred in the polluters. The magnitude of the
variations also gives clues to the amount of processed material
that needs incorporation in the polluted population of stars, and
the degree of dilution with pristine gas. However, even with the
ever-increasing number of GC stars with accurately measured
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abundances, no consensus has been reached on the full expla-
nation of the observed trends. Thus, it is necessary to try and
provide additional diagnostics that can be used to constrain the
nature of the polluters.
The measurement of Mg isotopes may provide additional
pieces of information, supplementing what can be inferred from
abundance ratios. In most stars the isotopic distribution is domi-
nated by 24Mg, which is mainly produced in type II supernovae,
although some production can also happen in AGB stars (Waller-
stein et al. 1997). The amount of the two heavy isotopes, 25Mg
and 26Mg, is typically significantly less, with the solar value be-
ing 79:10:11, given as percentage 24Mg:25Mg:26Mg. The pro-
duction of heavy Mg isotopes is rather complex, and can occur
in multiple sites. In the context of variations of the Mg and Al
abundances, one possible mechanism is AGB stars undergoing
hot bottom burning (HBB), which will alter the distribution of
the Mg isotopes. This process is very sensitive to the conditions
in the nuclear burning zone, more so than just the bulk abun-
dances (see e.g. Karakas & Lattanzio 2003). Thus, when pos-
sible to measure magnesium isotopes in GC stars, these mea-
surements can be used to yield detailed information about the
polluters, compared to what elemental abundances can deliver.
Obtaining spectra of a quality where the isotopic distribution
can be measured is observationally challenging, because it re-
quires very high resolution spectra (> 80 000), combined with
exquisite signal-to-noise (≥ 150). Such measurements only ex-
ist for a few GCs, starting with the pioneering work of Shetrone
(1996), who used the observed variations in heavy isotopes to
rule out deep mixing as the cause of the abundance variations
in the GC M13. This provided a strong argument for the case
of abundance variations being present already in the gas that
formed the polluted generation of stars, the now commonly ac-
cepted internal pollution scenario. Measurements of Mg isotopic
ratios have also been carried out for NGC6752 (Yong et al.
2003a), M13 (Shetrone 1996; Yong et al. 2006), M71 (Melén-
dez & Cohen 2009; Yong et al. 2006) and ωCentauri (Da Costa
et al. 2013).
In all cases, a correlation has been observed between the
amount of heavy Mg isotopes and [Al/Fe], which becomes par-
ticularly evident when the [Al/Fe] enhancement reaches values
≥ 0.5 dex. In the context of AGB stars, production of heavy
Mg isotopes requires adopting the maximum values consistent
with nuclear physics for the 25Mg(p, γ)26Al reaction (Ventura &
D’Antona 2008, 2011; Ventura et al. 2011). The models also pre-
dict that most of the initial 24Mg is converted to 25Mg. An experi-
mental model by Ventura et al. (2011), where the proton capture
on 25Mg is increased by a factor of two, is required to explain
the most extreme [Al/Fe] enrichments, and also reduces the final
amount of 25Mg. However, the models still predict a 25Mg/24Mg
ratio that is significantly higher than the 26Mg/24Mg ratio, which
is in contrast to the observations. Karakas et al. (2006) on the
other hand, achieves 26Mg/24Mg ratios higher than 25Mg/24Mg
in their models, but their adopted reaction rates also result in a
net production of Mg, which is in contrast to the Mg-Al anti-
correlation seen in a number of GCs. A similar behaviour is also
observed for the most massive models in the computations of
Fishlock et al. (2014).
The FRMS are also able to process some Mg, which re-
sults in a production of Al, at the expense of 24Mg. However,
this requires that the nuclear reaction rates for proton capture on
24Mg are artificially increased by three orders of magnitude (De-
cressin et al. 2007). This modification is also required to repro-
duce the Mg isotopic distribution in the case of NGC6752, which
Decressin et al. (2007) use for model comparison. Such drastic
changes are well outside the total range of reaction rates deter-
mined from nuclear physics, which spans less than one order of
magnitude, for the relevant temperatures (Longland et al. 2010).
Using standard reaction rates, the FRMS provide a net produc-
tion of Mg, mainly in the form of 24Mg, so this would also result
in a modification of the isotopic ratios. However, from the mod-
els one would expect a correlation between Mg and Al, which
again contradicts the observations.
It has been shown by Prantzos et al. (2007) that the con-
ditions required to activate the Mg-Al burning chain can be
reached in the center of massive stars, but only at the very end
of their main sequence evolution. There exist no known mech-
anism for transporting the processed material to the surface of
the star, and release it in a slow fashion so that it can be retained
within the cluster at this stage of the stellar evolution. Rather, at
this point, the mass loss is dominated by a fast wind, which a
typical GC will have difficult to retain (Decressin et al. 2007).
Finally we note that also the supermassive stars (Denissenkov &
Hartwick 2014) reach the appropriate conditions for activating
the Mg-Al chain, but these models rely on some very particu-
lar conditions, and requires more exploration before they can be
applied to GCs in full.
The GC 47 Tucanae is known to harbour at least two pop-
ulations of stars, making itself known both through splittings
of stellar sequences in the colour-magnitude diagram (Ander-
son et al. 2009; Milone et al. 2012), and through light element
abundance variations (e.g. Cottrell & Da Costa 1981; Briley
et al. 1996; Alves-Brito et al. 2005; Koch & McWilliam 2008;
Cordero et al. 2014; Thygesen et al. 2014). Most pronounced is
the anti-correlation between Na and O, but also a variation in
[Al/Fe] is observed. Even though, due to its proximity, 47Tuc is
exceptionally well-studied, a good understanding of its chemical
evolution history is still lacking. Ventura et al. (2014) proposed
a pollution scenario based on AGB stars as the main source of
pollution. They were able to explain a large part of the observed
abundance variations, but as recently argued by Bastian et al.
(2015), none of the polluter candidates are able to explain the
full range of observed abundance variations.
In this paper we add measurements of Mg isotopes in 13 stars
to the chemical inventory of the cluster. This is a continuation
of Thygesen et al. (2014), hereafter Paper 1, where we derived
stellar parameters and abundances for a broad range of elements
for the same sample of stars. By also adding measurements of
the Mg isotopes, we can investigate the candidate polluters even
further.
2. Observations
The observations for this project were obtained with the UVES
spectrograph (Dekker et al. 2000) equipped with Image-Slicer
#3, mounted on the ESO VLT on Cerro Paranal, Chile. Each
spectrum has a resolution of R = 110 000 and reached a signal-
to-noise of ∼150 at the position of the MgH features, which is
required for accurate determination of the distribution of magne-
sium isotopes. The targets were chosen from the cluster colour-
magnitude diagram such that members of both the pristine and
polluted population were included. We refer the reader to Paper
1 for further details about the observations and data reduction.
3. Analysis
The isotopic shifts of the atomic lines of Mg are much smaller
than the natural broadening of the spectral lines, so in order to
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measure the isotopic mixture, one has to utilise molecular lines
of magnesium hydride (MgH). We use the features from the elec-
tronic A-X transitions around 5135 Å, where the isotopic shifts
are observed as an asymmetry in the red wing of the dominating
24MgH feature.
3.1. Line selection
Traditionally, three molecular MgH features are used for the
derivation of magnesium isotopes (McWilliam & Lambert 1988)
at:
– 5134.6 Å, which is a blend of the 0−0Q1(23) and 0−0R2(11)
electronic transitions.
– 5138.7 Å, which is a blend of the 0−0Q1(22) and 1−1Q2(14)
electronic transitions.
– 5140.2 Å, which is a blend of the 0−0R1(10) and 1−1R2(14)
electronic transitions.
All of the MgH features mentioned above, suffer from blends
with both atomic lines and molecular lines of C2, CN and CH.
However, it is believed that these three features are suffering
the least from blends, compared to other MgH transitions in the
vicinity.
Compared to previous investigations of Mg isotopic ratios,
we used new, updated line positions and level energies taken
from Shayesteh & Bernath (2011) for 24MgH and from Hinkle
et al. (2013) for 25MgH and 26MgH, where all previous studies
have been using the pioneering work of Bernath et al. (1985).
The changes in line position between our data and the work of
Bernath et al. (1985) were typically small, so this did not have
a strong impact on the derived results, compared to employing
the linelist used in earlier works. For CH we used line informa-
tion from Masseron et al. (2014), whereas for C2 we use Brooke
et al. (2013), and Sneden et al. (2014) together with Brooke et al.
(2014) for CN. For the atomic blends, we used the line informa-
tion from version3 of the Gaia-ESO survey linelist (Heiter et al.
in preparation), with a few lines added from the VALD database
(Kupka et al. 2000). We include atomic blends from Ti, V, Cr,
Fe, Co, Y, Nb, Mo, Ce and Pr. We used the elemental abun-
dances measured in Paper I where available. In cases where the
elemental abundances could not be measured, we used scaled
solar values.
We checked our line list against a spectrum of Arcturus,
which is admittedly more metal-rich, and it was found that a few
C2 lines came out very strong in the synthesis, when Arcturus
was fitted with the stellar parameters from Ramírez & Allende
Prieto (2011), using the C abundance from Sneden et al. (2014).
This points towards either problems with the log(g f ) values, the
presence of 3D effects on selected C2 lines, or mis-identified
lines. This issue is particularly evident for the region around
5140 Å. In Arcturus, the MgH feature present here, cannot be
fit using the C abundance from Sneden et al. (2014), but requires
additional depletion, even if the 25Mg and 26Mg components are
removed entirely. The overly strong C2 lines in Arcturus in the
5140 Å region are so overestimated that a much better fit is ob-
tained by simply removing them from the syntheses. Conversely,
we found that this is not advisable in the case of our stars.
While the C2 lines are too strong, at least for stars as metal-
rich as Arcturus, they are also temperature-sensitive, increas-
ing with strength with temperature, for the temperature range
considered here. If the C2 lines in question were left out when
analysing our 47Tuc sample, this resulted in a spurious trend of
the isotopic ratios with temperature when inspecting the indi-
vidual results from the 5134.6 Å and 5140.2 Å features. These
trends were not present when the strong C2 lines were included
in the line list. As such, the complete removal of the C2 lines
amounts to overcompensating. Rather, the culprit C2 lines do ap-
pear to be present, but likely their log(g f ) values are too high.
From this exercise, we also identified a previously unused
MgH molecular feature at 5135.1 Å that is also not sensi-
tive to the C abundances (Fig. 1). If we exclude the 5140 Å
feature for Arcturus, we find the percentage distribution of
24Mg:25Mg:26Mg = 82.3:9.0:8.7, if taken as a straight average. If
we instead do a weighted mean, like adopted for the 47Tuc stars
(see later) we find 82.0:9.8:8.2. Finally, if we include the 5140 Å
feature (but deplete C by an additional 0.1 dex, compared to the
value quoted in Sneden et al. 2014), we arrive at 83.6:9.2:7.2 for
the distribution of the isotopes. This is in good agreement with
the values found by McWilliam & Lambert (1988), who found
82:9:9; and Hinkle et al. (2013) who reported 80:10:10. Keep-
ing in mind the differences in line lists and analysis methods, we
consider this agreement satisfactory.
In order to use the 5134.6 Å and 5140.2 Å features to de-
rive Mg isotopic ratios, information about the C abundance is
required. Meléndez & Cohen (2009) and Yong et al. (2003a) use
two different regions to estimate the C abundance in their sam-
ple of giants, namely a C2 feature at 5136 Å, and the C2 features
around 5635 Å. In our sample of stars, we cannot derive an useful
C measure from the 5136 Å feature, but we were able to use the
5635 Å region, although the C2 features were very weak. While
this region shows multiple blends from other molecular species,
it can be used to give an indication of the C abundance in our
stars. The lines are already very weak, and are not sensitive to
strong C depletion. As such, our derived values should only be
taken as upper limits on the C abundance. As can be seen in
Fig. 1, the 5134.6 Å and 5140.2 Å MgH features are very sensi-
tive to the C abundance, but nonetheless, for our 47Tuc stars, we
are able to fit these two features with the C abundance estimated
from the C2 transitions in the 5635 Å region.
However, keeping in mind the result from the test on Arc-
turus, even with a correct C abundance, the isotopic ratios de-
rived from these two features should not be considered as re-
liable as what can be derived from the 5135.1 Å and 5138.7 Å
features, which do not show such sensitivity. In particular the
measurements from the 5140.2 Å feature will likely underesti-
mate the true amount of the heavy isotopes.
When calculating the average Mg isotopic fractions, we only
give half weight to the results from the 5134.6 Å and 5140.2 Å
features, although we were able to fit the features with similar
isotopic fractions to the 5135.1 Å and 5138.7 Å features in most
cases. This was done for all stars in the sample, due to the likely
log(g f ) problems discussed above. Full weight was given to the
5135.1 Å and 5138.7 Å features.
Since also the abundance of nitrogen is known to exhibit
strong variations in GCs, this may affect the shape of the MgH
regions as well, as blends of CN are also included in our line
list. However, as illustrated in Fig. 2, even a 1 dex variation of N
does not influence the line shapes. Thus, we do not consider the
unknown nitrogen abundance to be an issue for our analysis.
In principle, also blends of TiO could influence our results.
We tested this by calculating a synthesis for all four features, us-
ing all known transitions of TiO from Plez (1998). We included
lines of all stable Ti isotopes and used the solar isotopic mixture.
This was done for our coolest star (star 5265), where the forma-
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Fig. 1: Synthesis of the four MgH features used to derive the isotopic fractions of Mg in star 5265. The red line shows the synthesis
using best fitting [C/Fe] value, whereas the dashed lines show the change of the line shape when the [C/Fe] is changed by ±0.3 dex
around this value.
tion of TiO molecules should be most pronounced. Including the
TiO features had negligible impact on the line shapes, and we
discarded them in the synthesis for all remaining stars.
3.2. Mg isotopes with MOOG
We synthesised the MgH features using the 2013 version of
the MOOG spectral synthesis code (Sneden 1973; Sobeck et al.
2011; Sneden et al. 2012), for our 1D analysis. We used the same
ATLAS12 models as for the abundance analysis in Paper 1 as
the basis for our syntheses. Initially a 20 Å piece of the spec-
trum was synthesised in order to set the continuum level. Using
this normalisation, we determined the initial best fitting isotopic
mixture by eye, where we varied both the isotopic mixture and
the abundance of Mg, until a satisfactory fit was achieved. This
was done individually for each of the considered regions. The
isotopic mixture variations were accomplished by adjusting the
log(g f )-value of the molecular transition so that the fractional
strength of each isotopic component corresponded to the frac-
tional abundance of that isotope. With the quality of the obser-
vations available here, variations as small as 3% for 25Mg and
26Mg can easily be distinguished by eye. The abundance of Mg
is a free parameter in the fits, and is solely used to adjust the
overall strength of the MgH features. Following the procedure
in Meléndez & Cohen (2009), we revisited our broadening, by
synthesizing Fe I lines at 6056.0, 6078.5, 6096.7, 6120.2 and
6151.6 Å. The broadening derived from these lines were sub-
sequently adopted, assuming a Gaussian broadening profile for
each star, representing the instrumental resolution, macroturbu-
lence and rotational broadening as a whole.
Even though the isotopic splittings of the MgH features are
small, it is immediately evident that all three isotopic compo-
nents are required to produce a satisfactory match between the
observed spectra and the syntheses. This is illustrated in Fig. 3
where we show the best-fitting syntheses for the 5135.07 Å fea-
ture in star 5265, including various isotopic components of the
MgH feature. In all cases are 24Mg+25Mg+26Mg kept constant.
Only the synthesis with all three components provide a satisfac-
tory fit to the observed spectrum.
Using our by-eye fits as a first estimate of the isotopic ra-
tios, we refined the synthesis, determining the best fit by doing
a χ2-minimisation between the observed spectrum and a grid of
synthetic spectra following the method of Yong et al. (2003a).
This was done iteratively, in each step varying the isotopic ra-
tios 25,26Mg/24Mg and total magnesium abundance. Initially, we
explored a large parameter space, but for the final result we
adopted a finer sampling to refine our results. Each of the four
MgH features used was fitted independently. As an example,
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Fig. 2: Synthesis of the four MgH features used to derive the isotopic fractions of Mg in star 5265. The red line shows the synthesis
using the scaled solar [N/Fe], whereas the dashed lines show the change of the line shape when the [N/Fe] is changed by ±0.5 dex
around this value.
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Fig. 3: 1D syntheses of the 5135.07 Å MgH feature for different
isotopic components. The central wavelength of each isotopic
transition is indicated with vertical lines.
we present the best-fitting syntheses, as well as curves showing
∆χ2 = χ2 − χ2min for all four features in the star 4794 in Figs. 4
and 5. Here, we take ∆χ2 = 1 as the 1σ fitting precision. It is ev-
ident that the fitted ratios are detections at least at the 3σ level,
for both the 25Mg/24Mg and 26Mg/24Mg ratios.
In total, more than 1300 different syntheses were calculated
in each iteration for each feature. The differences between the
isotopic fractions found by eye, compared to the χ2-fitting were
small, typically 1% but never higher than 3%. The final isotopic
mixture from this method is given as a weighted mean of the in-
dividual results, with full weight given to the 5135 Å and 5138 Å
features. We only gave half weight to the results from the fea-
tures at 5134 Å and 5140 Å, which suffered from C2 molecular
blends.
3.3. Mg isotopes with CO5BOLD/Linfor3D
When deriving the Mg isotopic ratios from the line asymmetries
in the MgH features it is important to take into account all po-
tential effects that could create such asymmetries. Blending with
other atomic and molecular lines is one effect that could cause
discrepancies in the observed isotopic ratios, as discussed above.
Also the convective motions of gas in the stellar atmospheres are
known to cause line asymmetries (see e.g. Dravins 1982). Con-
vection is an intrinsically multi-dimensional phenomenon and
cannot be modelled in 1D. In the ATLAS12 models, convection
is approximated by the mixing-length formulation, and the usual
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Fig. 4: Line fits and χ2 distributions for the fitted isotopic ratios for the 5124 Å and 5135 Å MgH features in star 4794. The positions
of the MgH transitions are indicated in the top plots. Vertical, magenta lines show best-fitting values in the χ2 plots.. The red dashed
lines indicate the 1σ fitting precision.
macro- and micro-turbulence quantities are used to parametrise
large- and small-scale gas motions respectively.
3.3.1. Model setup
Three-dimensional, hydrodynamical atmospheres do not rely on
the mixing-length theory (MLT) approximation or similar ap-
proximate descriptions for treating convective energy transport,
nor on micro-/macro-turbulence parameters for the modelling of
convective broadening of spectral lines. We used the CO5BOLD
atmospheric code (Freytag et al. 2012) to calculate two box-in-a-
star 3D LTE models. We calculated models with parameters rep-
resentative for the less evolved stars in our sample. The model
parameters are listed in Table 1. In 3D atmosphere models, Teff
is not a control parameter as in the 1D case. Rather, it is an out-
come of the simulation, indirectly controlled by the inflowing
Table 1: Model parameters for our CO5BOLD 3D models.
ID Teff log g [Fe/H] [α/Fe] model time
HiMet 3970K 1.50 −0.50 +0.2 1472 h
LoMet 4040K 1.50 −1.00 +0.4 1111 h
entropy. Hence why the 3D model Teff is not the same in the
two cases. We did not calculate 3D models for our more evolved
giants, since the horizontal temperature fluctuations become so
large in these models that the radiative transfer code breaks down
and provides unphysical results. In addition, the box-in-a-star
approximation is challenged for low gravity models. Rectifying
these problems would be a major theoretical undertaking, well
beyond the scope of this paper.
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Fig. 5: As Fig. 4, but for the 5138 Å and 5140 Å features.
One of the main results of 3D hydrodynamical modelling
of stellar atmospheres, is the prediction of average atmospheric
temperature stratifications that are in general significantly dif-
ferent from the ones predicted by traditional 1D models. This is
particularly evident for the lowest metallicities (e.g. Collet et al.
2007), where a net cooling effect is manifested in 3D. In Fig. 6
we plot the average thermal structure of the two 3D models to-
gether with the structure of the ATLAS12 models (αMLT = 1.25),
and two reference LHD (Caffau & Ludwig 2007) 1D models
(αMLT = 0.5), which are calculated with the same input physics
as the CO5BOLD models. Also indicated are the mean temper-
ature fluctuations in our 3D models. As is evident, at the metal-
licities treated here, the average thermal structure of the photo-
spheres in the 3D models are nearly identical to the equivalent
1D models. On the other hand, the convection still causes sig-
nificant variation in the thermal structure of our 3D model. The
similarity of the average structures implies that differences be-
tween the 1D and 3D synthesis are mostly related to the temper-
ature fluctuations, rather than changes in the overall atmospheric
structure.
3.3.2. 3D synthesis
With the models computed, we selected 20 model snapshots,
with near-equidistant time steps as a basis for the spectral syn-
thesis. These were selected such that they covered nearly the full
model time, to give good temporal coverage. Since the convec-
tive motions are responsible for a large part of the line asym-
metries, the snapshots should ideally be sampled so that they
represent uncorrelated convective patterns in the simulation. By
computing the auto-correlation between the horizontal, gray in-
tensities for all our model instances, we can gain insight into the
typical lifetime of a convective cell. Having computed the auto-
correlation, we performed a spline interpolation for a range of
model times, so that our snapshot time step was included. From
this, the value of the auto-correlation between two consecutive
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models. The red lines indicate the RMS variation of the temperature in the 3D models. Left panel: HiMet, right: LoMet.
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Fig. 7: Auto-correlation of the horizontal grey intensity for the
HiMet model. The blue, dashed line, shows the value for the time
step between two consecutive snapshots.
time steps could readily be determined. This showed that there
is typically a 13% correlation between our individual snapshots
(Fig. 7), which is sufficiently uncorrelated for our purpose. We
note that the time axis is truncated, so that the decrease in the
auto-correlation is visible. The total length of the simulation is
significantly longer than indicated in the figure (∼ 1400h).
Furthermore, we ensured that the mean Teff , and RMS scatter
of the Teff in our snapshot selection was nearly identical to the
Teff and RMS found from the complete model grid. This repre-
sents a compromise between computational time and model cov-
erage, so that the temperature variations from the 3D model are
kept intact in the spectral synthesis. For each snapshot we calcu-
lated the full 3D radiative transfer using the Linfor3D code1, to
yield the emergent spectrum. The snapshot syntheses were sub-
sequently averaged and normalised, to yield the final, synthetic
spectra.
For each 3D model, we calculated a grid of syntheses with
−0.50 < ∆[Mg/H]< 0.50, in steps of 0.2, relative to the input
mixture. The isotopic fractions of the heavy Mg isotopes were
varied between 0 < frac(25Mg) < 0.21 and 0 < frac(26Mg)
1 http://www.aip.de/Members/msteffen/linfor3d
< 0.21 in steps of 0.03. The isotopic fraction of 24Mg was cal-
culated as 24Mg= 1.0−25Mg−26Mg. The relative strength of the
isotopic components of the MgH lines were set by adjusting their
log(g f ) value. Similar to the 1D syntheses, the Mg abundance
was used to adjust the MgH feature strengths. We used an abun-
dance mixture identical to the mixture used in the model com-
putation as a starting point of our syntheses, as stated in Table 1.
The line list is identical to what was used in MOOG.
Due to the velocity fields in the atmospheres of the 3D mod-
els, lines synthesised in 3D will exhibit a small velocity shift,
relative to an equivalent 1D synthesis. To account for this, we
synthesised a single 24MgH line in both 1D and 3D and cross-
correlated the two spectra to determine the velocity shift. This
gave shifts of 0.26 km s−1 and 0.38 km s−1 for the [Fe/H] = −0.50
and −1.00 models, respectively. By synthesizing only a single
line, we bypass potentially different behaviour of line-blends be-
tween 1D and 3D, which could mimic an overall velocity shift.
Before performing any analysis, we shifted the 3D spectra by
this amount, to be as consistent with the 1D analysis as possible.
It was, however, found that some additional velocity shifts were
needed for some features, which was also the case for our 1D fits.
The synthesis of the single 24MgH transition also revealed that
3D effects introduced a weak line asymmetry (Fig. 8), which is
expected also to be present for the two heavy MgH components
of the feature. This can explain part of the different line shapes
between 1D and 3D.
After shifting the spectra, the final 3D spectrum was con-
volved with the instrumental profile of UVES to yield the broad-
ened spectrum. We assumed a Gaussian profile. In the absence
of strong rotation, this should account for all the line-broadening
present in the observed spectra, because the effects of micro-
and macroturbulence arises as a natural consequence of the gas
motions in the 3D models. Because this work deals with cool,
evolved giants, we consider them non-rotating for all practical
purposes, and did not impose any additional broadening to the
spectra. This is further justified by the similarity of the Vmacro
measurements reported in Paper 1. With the syntheses calculated
for both models, we performed a simple, linear interpolation in
metallicity between the spectra, to match the observed metallic-
ities of our stars. The grid of syntheses were subsequently given
as input to the Fitprofile code, described below, to fit the ob-
served spectra.
Due to the issues with the C2 blends discussed earlier, we
chose only to calculate 3D synthesis for the 5135 Å and 5138 Å
features, which do not suffer from strong carbon blends. If we
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Fig. 8: Comparison of the syntheses of the 5138 Å feature for
24MgH. Note the line asymmetry in the red wing. The syntheses
have been scaled to have the same overall strength.
were to synthesise also the 5134 Å features and 5140 Å features,
it would require adding an extra dimension to our parameter
space for the syntheses, namely C abundance variations. Since
we are already varying the Mg abundance, and the fractions of
24,25,26Mg, it would become very computationally expensive to
also include variations in the carbon abundance.
In Figs. 9, 10 the effects of the 3D atmospheres are illus-
trated. Three different syntheses are shown. A full 3D synthe-
sis, a synthesis using the horizontally averaged 3D temperature
structure (<3D>), and finally a synthesis using a 1D atmosphere
calculated with the same input physics as the 3D model. The
HiMet and LoMet syntheses both have the same Mg-depletion
(-0.10 dex) relative to the input mixture. As is evident, both the
strength of the features, as well as the line shapes, change be-
tween 1D and 3D. Whereas some differences can be observed
between 1D and <3D>, it is clear that in this case, one needs
the full information from the 3D synthesis to capture the differ-
ences between 1D and 3D. This underlines that the main rea-
son for the different behaviour of the MgH features is related
to the temperature fluctuations and not changes in the average
thermal structure. Interestingly, Ramírez et al. (2008) found that
the overall strength of the MgH features were increasing when
3D atmospheres were applied to a K-dwarf model, where we,
on the other hand find that the features are decreasing slightly in
strength, relative to a standard 1D synthesis.
Naturally, both the MgH lines and the lines of the blending
species will feel the effect of the 3D model atmospheres, and
it is thus interesting to inspect whether the resulting changes in
the line asymmetries are mainly due to effects on the MgH fea-
tures themselves, or due to the blending species responding dif-
ferently to 1D and 3D atmospheres. In Fig. 11 we plot syntheses
of all four MgH bands for our low-metallicity model, not includ-
ing any blending lines. The syntheses have been normalised to
have the same strength of the 24MgH feature, and the 1D syn-
theses have been broadened to match the intrinsic broadening
from the 3D syntheses. The normalisation to the same strength,
allows for a better comparison of line asymmetries, but we note
that without the normalisation, the MgH bands are weaker in
3D, compared to 1D, as also seen for the syntheses, including
all blending species. It is clear that the effect of 3D on the MgH
transitions themselves are rather small and most pronounced for
the 5135 Å feature. Thus, this illustrates that the differences we
find between 1D and 3D have a significant contribution from the
blending species, at least for the 5135 Å and 5138 Å features.
Whether this is the case also for the two remaining features can-
not be judged from this exercise, and will require resolving the
issue with the C2 blending lines, as discussed earlier.
3.3.3. Fitting the 3D syntheses with Fitprofile
The software used for the 1D fitting of the MgH features us-
ing MOOG calculates spectral synthesis on the fly, which is not
feasible to do in 3D, where the computational overheads are sig-
nificantly higher. Thus, for the purpose of determining the best-
fitting 3D synthetic profile we developed the multi-parametric
fitting code Fitprofile, which uses a pre-computed grid of
syntheses. Before applying to our 3D synthesis, we tested that
the 1D synthesis provided near-identical results to our 1D fitting
routines using MOOG.
Fitprofile shares much of the general inner workings and
a relevant amount of code with the automated parameter deter-
mination and abundance analysis code MyGIsFOS (Sbordone
et al. 2014). As MyGIsFOS it is written in Fortran 90 (with
Intel extensions) and uses the CERN function minimisation li-
brary MINUIT (James & Roos 1975; Lazzaro & Moneta 2010)
as χ2 minimisation engine. The Fitprofile code was devel-
oped to provide a flexible line-fitting tool that could both per-
form simple, general purpose line fitting for single lines, and
more sophisticated multi-parameter, multi-region fitting such as
the one needed for the present study. Fitprofile was used al-
ready in Paper 1, to derive abundances from elements with lines
that showed hyperfine splittings.
Fitprofile reads in a grid of synthetic spectra varying in
up to four parameters, an observed spectrum against which the
fit is to be performed, and a list of spectral regions to be used
in the fit. Two types of regions are accepted: pseudo-continuum
regions are used to pseudo-normalise the observed spectrum as
well as the synthetic grid, and to determine the S/N ratio, while
fitting regions define the spectral ranges over which the actual
fitting is performed. We used the same fitting regions for each
feature as in the 1D case.
The up-to-four parameters varying in the grid can represent
any quantity varying from one spectrum to another in the syn-
thetic grid. Any number of them can be fitted, or kept fixed to
an user-chosen value. In the case of the present work, for in-
stance, the provided grid parameters were set to total Mg abun-
dance, 25Mg fraction and 26Mg fraction (and all were fitted),
while the fourth parameter was not used. From this, the 24Mg
fraction could easily be calculated. The grid must be equispaced
and rectangular in any parameter it contains.
If the user provides pseudo-normalisation regions, they are
used to locally estimate the S/N and a pseudo-continuum spline
that is used to pseudo-normalise the synthetic grid and observed
spectrum. Both quantities are estimated as constant if one single
pseudo-continuum interval was provided, as a linear interpola-
tion if two pseudo-continua are given, and as a spline for three
or more pseudo-continua. Both quantities can be kept fixed, pro-
viding a pre-normalised spectrum and an estimation of S/N. Due
to the lack of suitable continuum regions in the immediate vicin-
ity of the MgH bands, we used pre-normalised spectra with a
S/N estimate for our fitting. The normalisation was identical to
what was used in MOOG.
Fitting regions can be contiguous or not. A contiguous re-
gion is, for instance, a typical spectral region covering a spec-
tral line one wants to fit. A non-contiguous region is called in
Fitprofile a “region group”, as it is, indeed, a group of con-
tiguous regions that are fitted as one, i.e. a single χ2 is computed
for all the pixels contained in the contiguous regions composing
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Fig. 9: Syntheses of the MgH feature at 5135.07 Å. Shown is the full 3D synthesis (solid), the <3D> synthesis (dashed) and the 1D
LHD synthesis (dot-dashed). Indicated is also the central position of each of the MgH components. Left: LoMet, right: HiMet.
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the group. Fitprofile produces fit values for each provided
region group. To apply this to the present work, one could have
fitted all the MgH features together, deriving a single best fitting
set of Mg isotopic ratios, by including them all in a single group.
Or, as we did, fit each feature independently, producing multi-
ple sets of best fitting values that can then be averaged. In fact,
within Fitprofile every contiguous feature fitted on its own is
described as a one-feature group.
During the fitting, two additional parameters can be allowed
to vary, namely some adjustment of the continuum value (up to
a fraction of the local S/N), and some amount of Doppler shift
(within user-defined limits). These adjustments are applied to the
pre-computed syntheses grid and applied per feature group. Both
parameters can be be disabled if the user so desire. In this case,
we allowed for small continuum adjustments as well as a small
velocity shift, both of which are included in the fitting. Upon a
successful fit, Fitprofile provides the best fitting values of the
grid parameters for each group as well as an average among the
groups and fitted profiles for each group for inspection of the
results. For each individual group, Fitprofile also provides
the best-fitting doppler shift.
Another useful capability of Fitprofile is to allow param-
eter space mapping, i.e., aside from the MINUIT χ2 minimum
search, the χ2 value is computed at each grid point, allowing the
uncertainty of the fit, and the parameter correlation to be esti-
mated.
3.4. Estimating uncertainties
When one has spectra of such exquisite quality available as is
the case here, the precision with which the individual features
can be fit is remarkable. For our 1D analysis, we determined the
minimum χ2-value for the three fitting parameters, 25Mg/24Mg,
26Mg/24Mg and log (Mg). This was done for each of the four
features individually. Typical fitting precision of the ratios are
±0.005.
Whereas the individual fits are extremely precise, the
feature-to-feature agreement is not as satisfactory. For most
stars, the 5134 Å feature yields systematically higher 26Mg frac-
tions, up to a factor two above the mean value. On the other
hand, the 5135 Å feature yields 25Mg fractions that are higher
by a similar amount, relative to the typical mean. The former
may be linked to the unknown carbon abundance, but we note
that other studies of Mg isotopes find a similar behaviour for
this line, even in cases where the carbon abundance is known.
If carbon is enhanced slightly, this would result in a lower frac-
tion of the heavy Mg isotopes. However, any enhancement of
carbon would make it close to impossible to fit the 5140 Å fea-
ture, so this is unlikely to be the only explanation for the dis-
agreement. We consider unknown blends to be the most likely
cause of the disagreements between the features. These incon-
sistencies mean that the uncertainty of our final isotopic ratios
become dominated by the feature-to-feature scatter. For the fi-
nal values, we report the weighted mean of the isotopic fractions
determined from each of the four features, and calculate the un-
certainty, from line-to-line scatter, as the weighted standard error
on the mean, with half weight given to the 5134 Å and 5140 Å
features as discussed earlier.
Uncertainties in the atmospheric parameters of the stars will
also contribute to the uncertainties of the Mg isotopic fractions.
To investigate this, we repeated the fits of each of the four fea-
tures, using atmospheric models perturbed by the uncertainties
of the stellar parameters, following the method in Paper I. We use
Table 2: Change in mean value of the isotopic percentages of Mg
due to atmospheric uncertainties, relative to the best fit. Shown
here for star 6798.
∆Param. ∆24Mg ∆25Mg ∆26Mg
∆Teff= +80K 0.2 0.0 −0.2
∆Teff= −80K −1.0 0.2 0.8
∆log g= +0.2 0.0 −0.1 0.1
∆log g= −0.2 −0.6 0.4 0.2
∆ξt= +0.1 km s−1 0.2 0.0 −0.2
∆ξt= −0.1 km s−1 −0.5 0.3 0.3
∆[M/H] = +0.15 −1.1 0.7 0.4
∆[M/H] = −0.15 0.3 0.0 −0.3
σparameters ±1.0 ±0.5 ±0.7
star 6798 as a representative example again, as it has parameters
in the middle of our range. We then assume that the influence
of the parameter changes found for this star, is representative for
our full sample. In Table 2 we report the changes to the mean
value of the isotopic fractions, when the atmospheric parameters
are changed. For the total influence of atmospheric parameters
on the uncertainty, we take the mean of the absolute change of
the fractions, from each parameter perturbation, and add them
in quadrature. We note here that we keep the continuum and the
velocity shift fixed in all cases, and thus the real uncertainty will
likely include terms also reflecting this, as well as influence of
unidentified blends and uncertainties in the abundances of the
blending atomic species. We assume that such effects are small,
and do not include them in our uncertainty budget.
As our final uncertainty of the isotopic fractions we add in
quadrature the effects from atmospheric uncertainties to the stan-
dard error of the mean. As can be seen in Table 2, the isotopic
fractions are not very sensitive to changes in the atmospheric
parameters, highlighting one of the advantages of using Mg iso-
topic abundances as opposed to elemental abundances, which
often show a higher parameter sensitivity.
4. Results
In the 1D analysis, we were able to use all four MgH features
to estimate the isotopic fractions for most stars in our sample.
In a few cases we had to discard one or two of the features,
due to emission being present, making them useless for the iso-
tope derivation. This was the case for stars 20885 (two features),
28965 (one feature) and 29861 (one feature).
In Fig. 12 we present the results from our 1D analy-
sis, plotting the percentage of the three isotopes of the total
Mg abundance vs. [Na/Fe]. In the absence of a clear Mg-Al
anti-correlation, we initially plot the isotopic fractions against
[Na/Fe] rather than [Al/Fe], as this allows a clear separation be-
tween the stellar populations in 47Tuc. We use the same separa-
tion criterion as in Paper 1 to distinguish between pristine (black
triangles) and polluted (red triangles) stars, namely 2σ above the
mean value of [Na/Fe] for field stars at the same [Fe/H]. As this
criterion is somewhat arbitrarily chosen, we checked our results
also using a 1σ or a 3σ selection criteria, but this did not change
any conclusions presented in Sect. 5. The results from each of
the fitted features and the weighted means, are presented in Ta-
ble 3.
In Table 4 we include the [Fe/H] and the light element abun-
dance ratios from Paper 1, together with the mean isotopic frac-
tions, for convenience. The Na and Al abundances have been
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Fig. 12: Percentage of 24Mg vs. [Na/Fe](top), 25Mg vs.
[Na/Fe](middle) and 26Mg vs. [Na/Fe](bottom). Black triangles
indicate the pristine populations and red triangles the polluted
population.
corrected for NLTE effects, whereas the Fe abundances are com-
puted in LTE, as it was found that NLTE effects on iron were
negligible, as discussed in Paper 1. In addition, we include
the [C/Fe] estimates from the fitting of the C2 features around
5635 Å, but stress that these values represents upper limits only.
We find a mean [C/Fe] of −0.03 ± 0.05 dex and −0.35 ± 0.04
dex for the pristine and polluted population respectively. This
is in excellent agreement with Briley (1997) who fit their sam-
ple of CN-weak (pristine) and CN-strong (polluted) red giants
with [C/Fe] = 0.00 dex and [C/Fe] = −0.30 dex respectively. In
particular, Briley (1997) fails to find any significant evolution of
the carbon abundance along the RGB, and rule out the strong
C-depletion observed in more metal-poor clusters (see also Bri-
ley et al. 2001). Our results are also in good agreement with the
study of Carretta et al. (2005) who analysed a number of sub-
giants and found [C/Fe] = −0.13±0.02 and [C/Fe] = −0.34±0.04
for the pristine and polluted populations respectively. This also
reinforces the interpretation that the carbon abundance does not
change appreciably during the ascent of the RGB in 47 Tucanae.
In Tables 3 and 4, bold face names indicate stars belonging
to the polluted population. All abundances are quoted relative to
the Asplund et al. (2009) Solar abundances.
Table 6: Median value, interquartile ranges and σIQR for all three
isotopes. Shown for the total sample and split in populations.
median IQR σIQR
24Mgprist. 87.7 3.2 2.5
24Mgpoll. 88.4 3.8 2.1
24Mgall 87.8 3.2 2.4
25Mgprist. 4.4 1.2 1.7
25Mgpoll. 3.0 1.0 0.9
25Mgall 4.0 2.1 1.4
26Mgprist. 7.5 1.4 1.3
26Mgpoll. 8.4 2.8 1.5
26Mgall 7.7 2.6 1.4
We note that one star (10237) appears to show an anoma-
lously high fraction of 25Mg, compared to the rest of the sample.
This will be discussed in more detail in Sect. 5.1
4.1. Results from 3D
Due to the lack of suitable 3D atmospheric models we were un-
able to investigate 3D effects for our full sample of stars. It is,
however, still possible to investigate the importance of the im-
proved spectral synthesis for the stars 4794, 13396 and 29861.
These stars have parameters that are relatively close to the pa-
rameters of our 3D models. We refer to Table 4 for the stellar
parameters. Because of an emission spike in the 5135 Å feature
for star 29861, we were only able to derive isotopic ratios from
the 5138 Å feature.
Due to the issues with carbon blends mentioned earlier, we
cannot directly compare the overall values of the Mg isotopic
fractions from 1D and 3D, since we only synthesise the 5135 Å
and 5138 Å features in 3D. But even just comparing the 1D and
3D results for these two features is informative to assess the po-
tential impact of 3D.
In Fig. 13 we plot the best-fitting syntheses for the two fea-
tures, for star 4794. It is evident that the 3D syntheses are repro-
ducing the observations better than the 1D syntheses. In partic-
ular, the fitting of the asymmetric wings used to derive the iso-
topic ratios is improved. Typical precision of the fitted percent-
age of each isotope are 0.7%, 0.4% and 0.3% for 24Mg, 25Mg
and 26Mg respectively. However, inspecting the distribution of
isotopes that gives the best fit, in 1D and 3D respectively, it is
clear that they provide rather different results, as seen in Table 5.
In particular disagreement is seen for the 5135 Å feature. Here,
the 3D results give a higher fraction of 25Mg. This is also the case
for the 5138 Å feature, although the increase, relative to the 1D
results, is smaller. The 26Mg fraction, on the other hand, remains
essentially unchanged. Comparing the mean value of the results
from these two features in 1D and 3D, respectively, the 3D re-
sults suggest a higher abundance of 25Mg, than what was pre-
viously reported. The feature-to-feature agreement, on the other
hand, stays about the same both in the 3D and 1D synthesis. As
can also be seen from Table 5, the same tendency of a significant
increase in 25Mg is observed also in the two other stars.
5. Discussion
The presence or absence of correlations between the Mg iso-
topes and the abundance ratios of the light elements can provide
insight into the underlying mechanism responsible for the abun-
dance variations.
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Table 3: Mg isotopic fractions for individual features, given as percentages 24Mg:25Mg:26Mg. Also shown are the weighted means
and associated uncertainties. Boldface IDs indicate polluted stars.
ID 5134.57Å 5135.07Å 5138.71Å 5140.20Å Mean σtot.
4794 85.3:3.2:11.5 82.0:9.4:8.6 94.7:0.6:4.7 89.5:0.9:9.5 88.1:4.0:7.9 2.9:2.1:1.6
5968 84.9:3.4:11.7 85.0:8.1:6.9 95.2:1.2:3.6 89.8:3.6:6.6 89.1:4.3:6.6 2.6:1.5:1.8
6798 86.3:3.6:10.1 85.5:8.4:6.1 95.6:0.8:3.6 90.3:4.7:5.0 89.7:4.5:5.8 2.5:1.7:1.6
10237 75.4:13.0:11.6 72.5:18.4:9.1 88.5:5.3:6.2 87.8:6.4:5.8 80.9:11.1:8.0 4.3:3.1:1.5
13396 84.4:5.6:10.0 81.2:12.3:6.5 94.3:0.0:5.7 88.9:0.9:10.2 87.4:5.2:7.4 3.0:2.9:1.4
20885 80.6:7.4:12.0 Discarded Discarded 91.2:0.4:8.4 85.9:3.9:10.2 5.4:3.5:1.9
29861 74.2:13.1:12.7 Discarded 90.7:5.0:4.3 88.4:2.7:8.9 85.9:6.5:7.6 5.1:2.9:2.7
1062 84.0:2.7:13.3 88.7:5.3:6.0 95.8:0.9:3.3 91.1:1.0:7.9 90.7:2.7:6.6 2.7:1.1:2.2
5265 83.9:3.5:12.6 86.8:4.2:9.0 95.6:0.5:3.9 85.7:5.8:8.5 89.0:3.1:7.8 2.8:1.2:1.9
27678 81.4:1.9:16.7 86.6:4.2:9.2 91.9:2.2:5.9 87.5:2.1:10.4 87.6:2.8:9.6 2.4:0.7:2.4
28956 Discarded 82.8:5.4:11.8 93.4:0.7:5.9 82.0:6.2:11.8 86.9:3.7:9.4 4.0:1.8:2.2
38916 80.4:5.9:13.7 79.4:11.2:9.4 92.4:1.6:6.0 81.0:9.4:9.6 84.2:6.8:9.0 3.2:2.2:1.7
40394 85.7:1.4:12.9 91.7:2.4:5.9 98.1:0.1:1.8 90.6:3.1:6.3 92.7:1.6:5.7 2.8:0.8:2.4
Table 4: Summary of the mean Mg isotopic fractions, as well as stellar parameters and light element abundances. Boldface IDs
indicate polluted stars. [C/Fe] should be taken as an upper limit only. The [Al/Fe] and [Na/Fe] abundances have been corrected for
NLTE.
ID Teff log(g) ξt [Fe/H] [C/Fe] [O/Fe] [Na/Fe]NLTE [Mg/Fe] [Al/Fe]NLTE 24Mg:25Mg:26Mg
4794 4070 1.15 1.30 −0.66 −0.16 0.38 0.15 0.40 0.15 88.1:4.0:7.9
5968 3970 0.85 1.40 −0.79 +0.01 0.41 0.08 0.49 0.17 89.1:4.3:6.6
6798 4000 0.90 1.30 −0.69 −0.04 0.37 0.01 0.44 0.12 89.7:4.5:5.8
10237 4280 1.20 1.60 −0.83 +0.01 0.57 0.04 0.32 0.18 80.9:11.1:8.0
13396 4190 1.45 1.60 −0.83 −0.09 0.48 0.07 0.44 0.25 87.4:5.2:7.4
20885 4260 1.35 1.90 −0.84 −0.12 − 0.11 0.47 0.23 85.9:3.9:10.2
29861 4160 1.20 1.50 −0.84 +0.20 0.47 0.10 0.40 0.27 85.9:6.5:7.6
1062 3870 0.45 1.30 −0.78 −0.34 0.23 0.24 0.46 0.16 90.7:2.7:6.6
5265 3870 0.30 1.25 −0.69 −0.31 0.00 0.31 0.40 0.19 89.0:3.1:7.8
27678 3870 0.35 1.20 −0.76 −0.48 0.13 0.50 0.45 0.29 87.6:2.8:9.6
28956 3900 0.30 1.60 −0.86 −0.24 0.06 0.41 0.46 0.29 86.9:3.7:9.4
38916 4080 0.85 1.40 −0.83 −0.42 − 0.42 0.52 0.29 84.2:6.8:9.0
40394 3890 0.45 1.10 −0.71 −0.32 0.23 0.26 0.43 0.12 92.7:1.6:5.7
Table 5: Mg isotopic ratios 24Mg:25Mg26Mg derived from 1D and 3D syntheses respectively.
ID 4794 13396 29861
24Mg:25Mg:26Mg 24Mg:25Mg:26Mg 24Mg:25Mg:26Mg
1D5135Å 82.0:9.4:8.6 81.2:12.3:6.5 Discarded
3D5135Å 76.7:14.7:8.7 73.5:19.0:7.5 Discarded
1D5138Å 94.7:0.6:4.7 94.3:0.0:5.7 90.7:5.0:4.3
3D5138Å 90.3:4.6:5.1 84.6:11.1:4.3 86.6:9.2:4.2
Mean1D 88.3:5.0:6.7 87.7:6.2:6.1 90.7:5.0:4.3
Mean3D 83.5:9.6:6.9 79.0:15.1:5.9 86.6:9.2:4.2
σ1D 6.4:4.4:2.0 6.6:6.2:0.4
σ3D 6.9:5.0:1.8 5.5:4.0:1.6
As illustrated in Fig. 14, our 24Mg and 25Mg isotopic frac-
tions appear to show some correlation with Teff . The trend is
fairly weak for both affected isotopes, in particular if the outlier
that appears strongly depleted in 24Mg and enhanced in 25Mg
is discarded (star 10237). By doing so, only the correlation be-
tween 25Mg and Teff has a slope that is different from zero by
more than 2σ. There may be some justification for not consid-
ering this star, as will be discussed later. Our 26Mg measure-
ments, on the other hand, show no trend with Teff . Since the for-
mation properties are identical for all three isotopic components
of MgH, we attribute this weak parameter correlation to blends
from other lines, which will influence the isotopic components
differently.
As discussed in Sect. 3.1, the blending C2 lines in the 5134 Å
and 5140 Å features are temperature sensitive. As such, the in-
clusion of these blending lines can introduce a temperature de-
pendent systematic effect on the derived isotopic ratios . Indeed,
if we consider only the Mg isotopic fractions from the 5135 Å
and 5138 Å features, our results do not show any significant cor-
relation with Teff for any of the three isotopes. As such, we do
not take the apparent correlation as an indication of a parameter
problem with our stars, but rather a problem with the blending
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Fig. 13: Best-fitting synthesis from 3D (red, solid line) and 1D (blue, triple-dot dash line) for the star 4794. Also shown are the
residuals of the two fits, as well as the central positions of the MgH features.
lines. This issue was also addressed in Paper 1, where we dis-
cussed correlations of some abundances with the stellar param-
eters. The initial abundances of [Ba/Fe] and [Al/Fe] showed a
trend with temperature, but this was found to be fully explained
by NLTE effects on Ba and Al. Nevertheless, the fact that the
bulk of the polluted stars happen to be the coolest giants in our
sample, makes it difficult to disentangle possible systematics due
to a parameter problem, from genuine differences in abundances
between the stellar populations, but we note that we do see a
range of isotopic ratios for a given Teff . In addition, the temper-
ature differences between the stars belonging to the pristine and
polluted populations are fully consistent with their positions in
the colour-magnitude diagram (Fig. 1 in Paper 1). As such, we
do not interpret the weak parameter correlation to be due to a
problem with the Teff scale, but rather due to inaccurate line data
for the blending lines.
In Fig. 15 we present the measured isotopic fractions vs.
[Al/Fe]. This is a natural choice, since it is expected that the
heavy isotopes are created together with Al. It is clear from the
figure that we do not observe a broad spread in the Mg isotopes
in either of the two populations of stars. To inspect the spread
in our data we compute interquartile ranges (IQR) and median
values, both for our sample as a whole, as well as separately for
the two populations (Table 6). We choose the IQR, rather than
the usual standard deviation as a measure of spread, since the
former is better suited for small samples, whereas the standard
deviation is much more prone to being skewed by outliers in the
data. In the case of a normal distribution of measurements, the
IQR extends to ±0.7σ from the mean, where σ is the normal
Gaussian standard deviation. Since we assume Gaussian uncer-
tanties, we scale the reported 1σ uncertainties by this value, and
call it σIQR. If we measure an IQR significantly higher than this,
we can claim an intrinsic spread in our data, assuming that all
systematics are accounted for. These values are reported in Ta-
ble 6.
From this, it is clear that the sample as a whole, does not
show any significant spread for any of the Mg isotopes. Indeed,
the IQR is comparable to σIQR in all cases. This also holds true
when inspecting the pristine and polluted populations separately,
where no significant spread is observed in either population. Fur-
thermore, the median values for all isotopes are in agreement
within the typical uncertainties on the measurements. As such,
we do not see any evidence for a different behavior of the Mg
isotopes in the two populations of stars. The only weak indica-
tion that may be present is that the polluted population shows a
spread in 26Mg that is twice that of the pristine population, but
the spread is not statistically significant and is likely just reflect-
ing our small sample size.
Inspecting the plot of our Mg isotopic fractions against
[Al/Fe] in Fig. 15, there seems to be a trend of 24Mg and 26Mg
with the Al abundance, particularly evident for the polluted pop-
ulation. To investigate the strength of any potential trend, we
performed linear fits to the observed values, taking into account
uncertainties on both [Al/Fe], and on the individual Mg isotopic
fractions. We used the MPfitexy routine, described in Sect. 4
of Williams et al. (2010), which builds on the MPfit package of
Markwardt (2009). Linear fitting was done both using the sam-
ple as a whole, as well as when split into the pristine and polluted
populations sub-samples. We consider the fitted trend significant
if the resulting slope is different from zero by more than 2σslope,
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Fig. 14: Percentage abundances of the Mg isotopes vs. Teff .
with σslope being the uncertainty on the best-fitting value of the
line slope. For none of the fitted populations were we able to de-
tect a significant trend of the Mg isotopes with [Al/Fe]. We per-
formed the same test using only the average of the results from
the 5135 Å and 5138 Å features, to check whether the inclusion
of the MgH features with strong C2 blends had any influence.
Also in this case we did not detect any significant correlation
between any of the isotopes and [Al/Fe].
5.1. Star 10237
An outlier in our sample is the star 10237. It appears depleted in
24Mg, 2σ below the sample mean. It is also found to be enhanced
in 25Mg, being ∼ 3σ above the mean value for the full sample.
It is also the star with the highest derived Teff in our sample.
This behaviour is rather striking and there can be a number of
explanations. In particular the 25Mg abundance is surprising, as
this has not been seen for any other star in our sample, and even
compared to the remaining GCs with Mg isotope measurements,
it is amongst the highest values observed.
One possible explanation could be that this star is in a binary
system, where mass-transfer has occurred in the past, and thus it
got enhanced in 25Mg from material accreted from a companion
AGB star. However, in this case, an enhancement in 26Mg would
also be expected, which we do not observe. With only one epoch
of observation, we cannot tell whether this star is member of
a binary system. A potential companion white dwarf would not
make itself known by double lined spectra, and in any case we do
not see any evidence for this. In this case, we would also expect
to see other signatures of AGB nucleosynthesis, which we do
not. The expected signature, does naturally depend on the yield
of the adopted AGB model, and the assumptions about dilution.
For instance the models of Ventura et al. (2014) do not predict a
very strong oxygen depletion, although Na can get enhanced by
almost an order of magnitude.
Since only massive AGB stars reach temperatures high
enough to activate the Mg-Al burning chain, we rule out self-
pollution as a potential explanation. At the age of 47 Tucanae,
stars with M & 4M will already have evolved well beyond the
AGB stage.
This star shows the lowest magnesium abundance of all stars
in our sample ([Mg/Fe] = 0.32 dex), which makes the MgH fea-
tures weaker, compared to any other star in our sample. The high
abundance of 25Mg seems robust, though, as all MgH features
indicate this, albeit with some scatter between the different fea-
tures, as is also seen for the remaining stars. One could speculate
that there might be undetected blends that only become impor-
tant at these higher temperatures, but considering the excellent
agreement of the isotopic fractions between the MgH features,
this does not seem to be a reasonable explanation. Blends that
are not accounted for would result in an over-estimation of the
Mg abundance. Thus, if this was the case, the measured abun-
dance of Mg would become even lower.
Another option could be that this star is in fact not a member
of the cluster. Whereas both the position in the CMD and the ra-
dial velocity reported in Paper 1 is consistent with membership,
we may see indications in the abundances that this is an inter-
loper. Considering that this star has the highest [O/Fe] of all stars
in our sample, and that SN II may have contributed with some
heavy Mg isotopes in the field at this metallicity, this could indi-
cate that this star has been polluted by more supernova material
than the remaining sample. This star also has one of the highest
[Eu/Fe] values of the stars in our sample. Indeed comparing our
results to the investigation of Mg isotopes in field stars by Yong
et al. (2003b), the average isotopic fractions at this metallicity is
80:10:10, which compares well to what we observe for this star
(80.9:11.8:7.3). The isotopic fraction of heavy Mg in the field
stars is also significantly higher than what is seen for the rest of
our cluster stars, at this metallicity. Thus, we cannot rule out that
this star may be a non-member.
5.2. Comparison with earlier works
Several other studies have also investigated Mg isotopes in glob-
ular clusters, and used these results to constrain the nature of
the intra-cluster polluters (NGC6752, Yong et al. 2003a; M13,
Shetrone 1996; Yong et al. 2006; M71, Meléndez & Cohen 2009,
hereafter MC09 and ωCen, Da Costa et al. 2013).
The most obvious candidate for a direct comparison is M71,
as it has a nearly identical metallicity to 47Tuc ([Fe/H] = −0.72
dex, Meléndez & Cohen 2009, hereafter MC09). These authors
separated their sample into CN-strong and CN-weak stars and
inspected the Mg isotopes for these populations. They found
that the CN-strong stars were depleted in 24Mg and enhanced in
26Mg, relative to the CN-weak stars, but still found that the over-
all variation was rather small, albeit slightly higher than what we
see in our sample.
To allow for a better comparison between the studies, we
adopt the same population separation criterion, based on the
[Na/Fe] value for M71. Before making the separation, we shift
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the results of MC09 to the abundance scale of Asplund et al.
(2009). We use the same [Na/Fe] value to split the M71 popu-
lation as we used in Paper 1. In Fig. 15 we plot our measure-
ments, together with the ones of M71, when using the same pop-
ulation discriminant, as a function of [Al/Fe]. Clearly, the be-
haviour of the isotopes is very similar to what we see in 47Tuc.
A small variation is seen in 24Mg and 26Mg, and an approxi-
mately constant value of 25Mg. The MC09 stars appear to be
slightly more enhanced in 25Mg, compared to ours. The small
differences found can likely be attributed to differences in the
choice of MgH features, where MC09 used the 5134.3 Å and
not the 5134.6 Å feature that we are considering. They did also
not use the 5135.3 Å feature, which we chose to include. Differ-
ences in the selection of blending atomic lines will also play a
role. In addition, we do not expect the chemical evolution of the
two clusters to have been exactly the same, since 47Tuc is sig-
nificantly more massive than M71. It is worth noting that when
splitting the MC09 sample based on their [Na/Fe] values, only
two stars are found to belong to the polluted population of stars.
These two, however, do show the strongest 24Mg depletion and
26Mg enhancement in the MC09 sample, suggesting that these
stars are made up of a greater fraction of processed material,
compared to the remaining stars in the sample. A third star in the
MC09 sample falls very close to our cut between the two pop-
ulations, and could in principle belong also to the polluted pop-
ulation. This star shows the highest fraction of 25Mg and 26Mg
of the pristine stars, so it would not change the conclusion about
the polluted population in the MC09 sample.
Comparing now to the remaining studies of Mg isotopes in
GCs, which are shown in Figs. 16, 17 and 18, our results fall
nicely on the trend shown by these works. It is evident that
the amount of 24Mg only starts to change appreciably, once the
cluster has seen a significant activation of the Mg-Al burning
chain. Until [Al/Fe] reaches approximately 0.5 dex, there is no
significant variation in the isotopes. Only for more aluminum-
enhanced stars do we begin to see a strong depletion of 24Mg
and a simultaneous increase in the 26Mg abundance. The only
exception here, being the results from ω Centauri, where all
stars appear depleted in 24Mg. However, this cluster also shows
a spread in metallicity, and the stars analysed do indeed have dif-
ferent [Fe/H] values, so they have likely had a more complicated
formation history, compared to the rest of the GCs. It is also
worth noting that even for the clusters with the widest ranges
in [Al/Fe] (NGC6752 and M13), the abundance of 25Mg stays
approximately constant. We note that since we employ one new
feature, compared to the remaining studies, there may be a small
offset between our results and the comparison studies. However,
considering the overall good agreement with other clusters, for
the same [Al/Fe] values, we do not expect this to have a strong
impact.
Assuming that AGB stars are the main source of heavy Mg
isotopes, the lack of variation in the isotopes in 47Tuc, may be
linked to its higher metallicity, which lowers the temperature at
the bottom of the convective envelope, where HBB occurs in
AGB stars. This, in turn, results in less efficient nucleosynthesis
compared to the low metallicity cases. This may also be linked
to the smaller Al-variations, often seen for high-metallicity clus-
ters. However, we do not sample the full range of Al abundances
in 47Tuc. Cordero et al. (2014) reports a total range of ∼ 0.7 dex
and Carretta et al. (2013) find a ∼ 0.5 dex range in [Al/Fe], which
should be compared to our total range of 0.17 dex. Thus, we do
not expect our sample of stars to cover the most extreme chem-
istry stars in 47Tuc. Even including NLTE effects will not change
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Fig. 15: Percentage of 24Mg vs. [Al/Fe] (top), 25Mg vs. [Al/Fe]
(middle) and 26Mg vs. [Al/Fe] (bottom). Black triangles indicate
the pristine populations and red triangles the polluted popula-
tion. Also shown are the results from Meléndez & Cohen (2009)
for M71. In the M71 sample, the polluted population is indi-
cated with green, open diamonds. Blue open diamonds show the
pristine population. Typical uncertainties of the isotope measure-
ments for M71 is also shown.
this picture, as Cordero et al. (2014) find stars with near-identical
parameters having [Al/Fe] abundances that differ by more than
0.4 dex. Similar differences are seen by Carretta et al. (2013) for
stars with identical parameters. These stars will have identical
NLTE corrections, so as such, the variation in Mg isotopes in
47Tuc may be larger than what reported here, as the most Al-
enhanced stars should coincide with the extremes of the heavy
Mg isotope fractions.
Relatively large spreads in [Al/Fe] are also seen in other
high-metallicity clusters like Terzan 5 (∆[Al/Fe] = 0.47 dex
for both the low and high metallicity population, ∆[Al/Fe] =
0.87 dex for the total sample, Origlia et al. 2011), M71
(∆[Al/Fe] = 0.50 dex, Carretta et al. 2009) and NGC 6553,
(∆[Al/Fe] = 0.37 dex Johnson et al. 2014). Again, stars with
identical parameters show differences of up to 0.47 dex (Terzan
5), 0.42 dex (M71), and 0.35 dex (NGC 6553), so the differences
are not due to NLTE effects on Al, and one might expect these
clusters to also show variation in the heavy Mg isotopes, as al-
ready shown for M71 by MC09.
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Fig. 16: Linear fraction of 24Mg vs. [Al/Fe]. Our results are
shown as black and red triangles. For comparison the results
from Da Costa et al. 2013 (green squares), Meléndez & Co-
hen 2009 (blue diamonds), Yong et al. 2003a (black crosses) and
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Fig. 17: Same as in Fig. 16, but for 25Mg.
5.3. Pollution scenarios
In Fig. 19 we present our measured isotopic ratios. It is evident
that both population exhibit both low 25Mg/24Mg ratios and low
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Fig. 18: Same as in Fig 16, but for 26Mg.
26Mg/24Mg ratios, and that there is no significant difference be-
tween the two populations.
In the figure, we also present the predictions from a number
of supernova models. From Nomoto et al. (2006), we present
yields from a range of progenitor masses at both Z = 0 and
Z = 0.004, corresponding to the metallicity of 47Tuc. We also
indicate their average yields, weighted by the initial mass func-
tion (IMF). In addition, we show results from Tominaga et al.
(2007), but here only given as the IMF-weighted values. Finally,
we show the isotopic ratios predicted for the Milky Way halo
from the chemical evolution study of Kobayashi et al. (2011).
As a reference, also the isotopic ratios of the Sun and Arcturus,
are indicated with a black cross and a black asterisk respectively.
The results presented here, together with the results of Paper
1, allow us to investigate potential pollution scenarios in more
detail. Whereas our sample of stars does not cover the entire
range in [Al/Fe] of the cluster (Cordero et al. (2014) and Carretta
et al. (2013) find stars with identical parameters that differ by up
to 0.43 dex in [Al/Fe], more than twice the range we find), we
can still gain insight into its chemical evolution.
Heavy isotopes of magnesium can form from a number of
different nucleosynthesis processes. It is indeed possible for su-
pernovae of massive stars to form 25Mg and 26Mg through α-
captures on Ne, in the 22Ne(α, n)25Mg and 22Ne(α, γ)26Mg pro-
cesses (see e.g. Kobayashi et al. 2011). This formation chan-
nel requires an initial seed of Ne, and is thus found to increase
with increasing metallicity of the supernova progenitors. Up to
a metallicity of about [Fe/H] = −1.0 dex, no significant produc-
tion is expected from this channel (Alibés et al. 2001; Prantzos
& Goswami 2001; Kobayashi et al. 2011). In AGB stars it is also
possible to produce some heavy Mg isotopes from the above pro-
cess, since some primary production of Ne is possible. However,
the AGB production of heavy Mg isotopes is dominated by the
Mg-Al chain during Hot Bottom Burning.
For metal-poor clusters, it is typically assumed that the
proto-cluster cloud consisted of fully mixed gas, enriched by the
yields of metal-free supernovae. However, it is clear from the
abundance pattern of 47Tuc that the proto-cluster cloud has seen
some contribution from a non-supernova source, since a clear
contribution from the s-process is observed (e.g. Cordero et al.
2014 and Paper 1). Since s-process elements are synthesised in
AGB stars, one would expect that also the Mg isotopes should
be elevated to levels above that of pure supernova yields.
Whilst the measured ratios in 47Tuc are still below the so-
lar values of 25Mg/24Mg=0.127 and 26Mg/24Mg=0.139, both the
pristine and polluted populations show ratios that are higher than
what is predicted from supernova yields alone. In particular,
the zero-metallicity supernovae only produce trace amounts of
the heavy isotopes, clearly inconsistent with our observations.
This was noted already in the study of NGC6752 by Yong et al.
(2003a), and the same pattern is observed for other GCs with
measured isotopic ratios of Mg. Even considering yields from
supernovae at the metallicity of 47Tuc, there is still a marked
under-production of the heavy isotopes from the SN channel
alone, in particular true for 26Mg.
It is also worth noting that even when one looks at the gen-
eral Milky Way evolution, as done in the Kobayashi et al. (2011)
study, there are still not enough heavy isotopes being produced
in the models. This was noted by the authors already in the orig-
inal study, when comparing to measurements from field stars,
where the field stars have even higher isotopic ratios than what
we observe.
In the case of 47Tuc, although one would expect some AGB
contribution, as also suggested by the s-process abundances, the
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Fig. 19: 26Mg/24Mg vs. 25Mg/24Mg measured in our sample.
Shown are also isotopic ratios from the supernova yields of
Nomoto et al. (2006) (Z=0, blue diamonds; Z=0.004, green tri-
angles; Z=0.004 IMF weighted value, red triangle), Tominaga
et al. (2007) (Z=0, black squares) and from the chemical evolu-
tion model of Kobayashi et al. (2011) (black X). Shown is also
the dilution curve for the isotopes using the model form Ventura
et al. (2014). The solar position is shown with a black cross, and
our values for Arcturus with a black asterisk.
models of Kobayashi et al. (2011) are still underpredicting the
abundance of 26Mg in particular, but to a lesser extent than for
field stars at the same metallicity. Our 1D results in Fig. 19 thus
reinforce the interpretation from Paper 1 that the proto-cluster
cloud has seen contributions from processes other than type II
supernovae, even beyond that predicted for the general Milky
Way chemical evolution. Some additional source of especially
26Mg appears to be needed in the models.
5.3.1. The AGB scenario
Ventura et al. (2014) recently proposed a pollution scenario for
47Tuc, under the AGB scheme. They were able to reproduce the
light element abundance variations in a large fraction of the ob-
served stars from the Carretta et al. (2013) sample, assuming a
varying degree of dilution of the AGB ejecta with pristine ma-
terial. Our results for [O/Fe] and [Na/Fe] for the polluted stars
place them within the range covered by their proposed dilution
curve for the abundance ratios, when the abundances are offset
by −0.2 dex and −0.3 dex, respectively, as done in their work.
The pristine stars, on the other hand, fall just outside the range
covered by their models. We note that the AGB models of their
work can only create a 0.2 dex variation in [O/Fe] without vio-
lating the constraints on the maximum He variations within the
cluster, obtained from analyses of the Horizontal Branch (di Cri-
scienzo et al. 2010), and the width of the main sequence (Milone
et al. 2012). Since the [O/Fe] variations span more than 0.8 dex
in 47Tuc (Cordero et al. 2014), some additional source of light
element variation may be needed. A possible solution to this
could also be extra mixing processes in giants, which can result
in an additional depletion of oxygen in the polluted population
of stars, as investigated by D’Antona & Ventura (2007). This is
expected only to happen in the most extreme chemistry stars,
and such stars are expected to also be strongly enhanced in He.
While the overall He spread in 47Tuc is small, a small population
of extreme chemistry stars may exist, which is also supported by
the fact that only a handful of stars with such strong oxygen de-
pletion has been found by e.g. Cordero et al. (2014).
The AGB polluters in Ventura et al. (2014) are in a mass
range where the stars experience a mild Hot Bottom Burning,
which is where the Mg-Al burning chain is activated. Their mod-
els predict an enhancement of the AGB surface abundances of Al
of up to +0.5 dex, whereas the overall Mg abundances are only
barely touched, with a depletion of at most 0.04 dex. Consider-
ing that the pure AGB ejecta need to be diluted with gas of pris-
tine composition, no detectable variation in the Mg abundance
is expected, consistent with our results. On the other hand, one
would expect a small variation in [Al/Fe] in the polluted stars,
which has indeed been reported by both Carretta et al. (2013)
and Cordero et al. (2014). That we do not see any statistically
significant variation in [Al/Fe] in our sample of stars is likely a
consequence of our small sample size, as discussed in Paper 1.
In Fig. 19, we show the dilution curve for 26Mg/24Mg vs.
25Mg/24Mg, using the same AGB models as in Ventura et al.
(2014). The amount of AGB material increases from left to right
in the plot, with the leftmost point giving the pristine composi-
tion assumed in their models. Clearly, the bulk of our measured
isotopic ratios fall well below the predicted value, even when
considering a composition of purely pristine material. However,
if one started from a composition with a lower abundance of
heavy Mg isotopes, the curve would shift to the left, and show
much better agreement with the observations. We note here that
the pristine composition assumed by Ventura et al. (2014) starts
out with a higher initial fraction of the heavy Mg isotopes, which
would explain this offset.
During the burning chain that creates the Al enhancement in
AGB stars, production of primarily 25Mg, but also 26Mg is oc-
curring, and one would thus expect a change in the isotopic dis-
tribution between the pristine and polluted populations. Indeed,
the AGB models of Ventura et al. (2014) predict a strong de-
crease of 24Mg whereas 25Mg should increase by almost an order
of magnitude. Thus, one would expect the 25Mg abundances to
correlate with [Al/Fe] for the polluted population. As discussed
earlier, our analysis does not give any indication of such a corre-
lation being present. This is further illustrated in Fig. 20, where
we plot the dilution curve (solid line) for the Mg isotopic fraction
vs. [Al/Fe], using the models of Ventura et al. (2014). The max-
imum allowed fraction of AGB material is 0.3, as imposed by
the constraints from the He abundance variation measured from
the extent of the Horizontal Branch in the cluster. Whereas our
[Al/Fe] values are within the model prediction, we see no evi-
dence for a strong increase in 25Mg. Thus, our observations are
somewhat in disagreement with the predictions of the AGB mod-
els of Ventura et al. (2014), where an increase in 25Mg would be
expected, even if the Mg-Al chain is only weakly activated.
The dashed blue line in Fig. 20 shows the position of the
dilution curve, if we assume that the lowest observed value
of [Al/Fe] in our pristine stars reflects the actual abundance
in the pristine population, and shift the dilution curve by this
amount (+0.12 dex). The agreement is now significantly better,
but the models still over-produce 25Mg, compared to what we
observe, in particular in the [Al/Fe] enhanced region. The 26Mg
vs. [Al/Fe] on the other hand, shows good agreement with the
models which is not surprising, as the models do not predict any
detectable variation in this isotope.
The lack of variation in 25Mg is a well-known problem, also
in other GCs, where the observed values of 25Mg are found to
be approximately constant across 1 dex in metallicity, and about
1.5 dex in [Al/Fe], so it is not a phenomenon reserved for high-
metallicity clusters like 47 Tucanae. Furthermore a significant
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Fig. 20: Isotopic fractions vs. [Al/Fe]. The solid blue lines is the
predicted composition of the stars from Ventura et al. (2014).
The dashed lines shows the dilution curve, when shifted by
+0.12 dex in [Al/Fe].
variation in 26Mg is observed for the lower metallicity clusters,
which is not predicted by the AGB polluters.
5.3.2. Other pollution mechanisms
AGB star models have seen the most research in the GC context,
but they are not the only sources capable of producing heavy Mg
isotopes. Indeed, the recently proposed scenario of Denissenkov
& Hartwick (2014) is able to simultaneously reproduce the Na-O
and Mg-Al anti-correlations, and the observed variation in heavy
Mg isotopes and their correlation with [Al/Fe] for the clusters
with reported Mg isotope measurements. They invoke supermas-
sive stars (> 104 M) to explain the abundance patterns, and
these are indeed able to undergo the required nuclear burning.
Their models are fully convective and processed material can
easily be transported to the surface, and lost to the cluster where
it is mixed with pristine material to a smaller or lesser degree. In
their models, they need to shut off nuclear burning once the cen-
tral He abundance has increased by ∆Y = 0.15 in order to not vi-
olate the maximum observed He variations in Galactic GCs. This
is proposed to happen due to fragmentation of the supermassive
stars. Although their model is appealing from many aspects, it is
not without problems. For instance, a given extent of the Na-O
anti-correlation requires a certain amount of processed material,
which will also be enhanced in He. This poses a problem, since
clusters with comparable Na-O variations show significantly dif-
ferent He variations (Bastian et al. 2015). Indeed, Denissenkov
et al. (2015) explore the GC M13 in some detail and from their
model it is suggested that this cluster should exhibit a variation
in He of ∆Y = 0.13, in contrast with the maximum observed
variation of ∆Y = 0.04 found by Dalessandro et al. (2013).
Unfortunately, Denissenkov & Hartwick (2014) only
presents models for a single metallicity ([Fe/H] = −1.5 dex), so
their predictions are not directly comparable to the case of 47 Tu-
canae. Nevertheless, if it is assumed that the yields of the super-
massive stars scale so that the yields are proportionally the same
at the metallicity of 47 Tucanae, we can still make a qualitative
assessment of the feasibility of this candidate. Inspecting their
predictions for the variation of the Mg isotopes, corresponding
to our total measured range of [Al/Fe]∼ 0.2 dex, the models of
Denissenkov & Hartwick (2014) indeed suggest an insignificant
variation in the 24Mg and 26Mg fractions (< 5%), as less than
10% of the supermassive star ejecta will need to be incorpo-
rated in the material making up the polluted population. On the
other hand, taking into account the additional constraints from
the Na-O anti-correlation, this changes the picture. If the yields
are shifted by +0.1 dex in [O/Fe] to match our most oxygen-rich
star (excluding star 10237), 30-70% material from the supermas-
sive stars is required to explain the variation in our observed sam-
ple. This would imply a variation of [Al/Fe] of about 1.2 dex, and
a depletion of 24Mg by up to 35%, with an increase of 26Mg by
an equivalent amount, relative to the pristine mixture. This is in
stark contrast to what we observe, and thus supermassive stars
are not able to explain the full set of abundance variations in the
case of 47 Tucanae. The large amount of polluted material re-
quired to explain the Na-O anti-correlation would also imply a
broad He variation (∆Y ∼ 0.1). This is in contrast to the observed
spread in He of ∆Y =∼ 0.03 (di Criscienzo et al. 2010).
However, if one considers only the variations in [Al/Fe] and
in the heavy Mg isotopes, a significant variation in He may not
be required. This is indeed consistent with the observations here,
but would then require a separate mechanism for explaining the
Na-O variations, in particular a mechanism that does not simul-
taneously produce large amounts of He.
Whereas the AGB star and supermassive star scenarios are
the only ones able to produce the heavy Mg isotopes, other
mechanisms could explain the observed Na-O anti-correlation.
In addition, some alternative models may be able to modify
24Mg, which would also change the isotopic ratios. Unfortu-
nately, the lack of models at metallicities appropriate for 47Tuc
means that it is not possible to make as detailed a comparison as
for the AGB stars.
Decressin et al. (2007) proposes fast rotating, massive stars
(20M < M < 120M, FRMS) as polluter candidates. Here, the
central idea is that the abundance variations are created during
hydrostatic burning and subsequently transported to the surface
through rotationally-induced mixing. Here, the gas is ejected
from the star through a slow wind, so that it is possible to re-
tain the enriched gas within the cluster. The models considered
in their work ([Fe/H]≈ −1.5), exhibit a strong enhancement in
Na at the stellar surface, together with depletion in O, when
their models reach the end of the main sequence. The stellar
wind is slow at this evolutionary stage, and thus has a compo-
sition appropriate for the polluted population of stars in GCs.
At the metallicity considered in their study, the increase in Na
is between 0.8 and 1.6 dex, depending on the adopted reaction
rates, while O is depleted by about 1.0 dex, compared to their
initial values. This is expected to hold also at higher metallic-
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ities, where the core temperatures tend to increase, due to the
increased opacity. This should result in an even more efficient
burning. Even just assuming that the yields stay the same at the
metallicity of 47Tuc, they can easily accommodate both the 0.48
dex depletion we find in [O/Fe], and the associated 0.49 dex in-
crease in [Na/Fe]. However, dedicated models at higher metallic-
ities are much called for, as the yields are complex functions of
nuclear burning, stellar evolution and mass-loss, all of which are
influenced by metallicity to some extent. As mentioned earlier,
these models result in a net production of Mg, largely in the form
of 24Mg, so one would expect the isotopic ratios to decrease with
increasing Al enhancement, clearly contradicting observations.
The scenario proposed by de Mink et al. (2009), hereafter
dM09, is exploring the viability of massive interacting binaries
as the source of the enrichment. This polluter candidate has some
appealing properties, compared to the AGB and FRMS scenar-
ios. In particular, it provides a very efficient way of releasing
large amounts of enriched material into the cluster environment
through mass transfer, whereas the two other scenarios require
the cluster to either have been significantly more massive in the
past, or have a very peculiar initial mass function. Unfortunately,
this candidate has seen very little additional research, and dM09
only consider the single case of a 12M and 20M system at a
metallicity of [Fe/H] ≈ −1.5. Their yields are similar to what
is found by Decressin et al. (2007), with their average yields
showing a 0.12 dex depletion of oxygen, a 1.0 dex increase in
sodium and a 0.13 dex increase in Al. Interestingly, the increase
in Al comes from processing of Mg, which is slightly depleted.
Whereas dM09 do not provide yields for the individual isotopes
of Mg, this could result in an increase in the 25Mg/24Mg and
26Mg/24Mg ratios, if it is assumed that the Al production comes
mainly from burning of 24Mg.
Their most extreme values for abundance variations are
somewhat higher, and can easily accommodate the range we ob-
serve, under the assumption of identical yields at higher [Fe/H].
Furthermore, since the mass transfer between the massive bi-
naries will spin up the companion star (de Mink et al. 2013),
rotationally induced mixing may alter the abundances of the dis-
tributed material further. But as with the FRMS scenario, a larger
suite of models would be most welcome to investigate this pro-
posed mechanism in more detail. We note here that the pollu-
tion scenario using early disk accretion (Bastian et al. 2013) uses
the same interacting binaries as the main polluter source, so the
chemical abundance pattern in from the accretion mechanism
will be similar to what is provided by the interacting binaries.
5.4. Isotopes in 3D. A partial solution to the 25Mg problem
The discrepancy between the observed values for 25Mg, and
what is predicted to be produced by AGB stars, has been a long-
standing issue, and the essentially constant, low fraction of 25Mg
is seen in all GCs where this has been studied, as mentioned ear-
lier. Despite the improvements in AGB nucleosynthesis over the
last decade, the predicted isotopic ratios are still at odds with
the observations. Da Costa et al. (2013) propose two different
scenarios that could potentially explain the observed behaviour.
Both scenarios require modification of nuclear reaction rates at
levels that are essentially ruled out by nuclear physics.
Our 3D results may resolve part of this discrepancy, as can be
seen by inspecting Fig 21. Here we show the mean values for the
isotopic ratios for the three stars for which we have performed a
full 3D synthesis. For comparison, we also show the 1D results.
We note that these mean values differ somewhat from what was
shown in Fig 19, since we only use the 5135 Å and 5138 Å fea-
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Fig. 21: Isotopic ratios of magnesium from 1D (gray, open
squares) and 3D (black, filled circles), together with the dilu-
tion curve for AGB star ejecta. Results are shown for stars 4794,
13396 and 29861.
tures. This is also the explanation for the increased uncertainties
which we give as the RMS error of the mean value. For star
29861, where we only have results from one feature, we use the
mean of the uncertainties of the two others stars as an estimate
of the typical scatter.
The effect of the 3D synthesis is evident. We observe a factor
of 2 − 2.5 increase in the 25Mg/24Mg ratios, with respect to 1D,
whereas the 26Mg/24Mg values stay essentially unchanged, com-
pared to 1D. The measurements now show a significantly bet-
ter agreement with the predictions from the AGB models. The
25Mg/24Mg ratios are now well within the ratios predicted for
almost-pristine composition stars in 47Tuc, whereas there still
seems to be a small offset in 26Mg/24Mg, compared to the mod-
els. This may potentially be rectified if results from the 5134 Å
and 5140 Å features are included, as they tend to yield higher
26Mg fractions, compared to the two bands investigated here. It
is also worth noting that in all cases, the amount of 25Mg is now
above that of 26Mg, which is in much better agreement with the
predictions from AGB stars.
That the effects of 3D atmospheres are indeed improving the
agreement with the AGB models can also be seen in Fig.22,
where we again plot the isotopic fractions vs. [Al/Fe], as in
Fig. 20. The two dilution curves have the same meaning as be-
fore. The 24Mg and 25Mg fractions now fall very close to the
dilution curve, if we apply the +0.12 dex shift to the [Al/Fe] pre-
dictions from the models. This shows that if the AGB models
start out with a slightly different initial composition, it may in-
deed be possible to get a good agreement between models and
observations of 47Tuc.
Whereas these results are encouraging, and may hopefully
resolve a large part of the discrepancy between the observa-
tions and the predictions for AGB polluters in GCs, it may intro-
duce another problem. If this result holds in general, an increase
of 25Mg would be expected also for giants in the field. Here,
the predictions from chemical evolution models suggest that the
models under-produce the amount of heavy isotopes (Kobayashi
et al. 2011), and our results indicate that this discrepancy will
increase in magnitude, if the field stars are investigated with 3D
atmospheres. On the other hand, most of the stars used in their
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Fig. 22: Isotopic fractions vs. [Al/Fe] for the stars with 3D re-
sults. The solid blue lines is the predicted composition of the
stars from Ventura et al. (2014). The dashed lines shows the dilu-
tion curve, when shifted by +0.12 dex in [Al/Fe]. Symbols have
the same meaning as in Fig. 21.
study are dwarfs, and the impact of using 3D atmospheres in
dwarf stars will likely be different and may mitigate part of this
discrepancy.
We caution that a larger grid of 3D stellar atmosphere mod-
els is needed before the full impact of 3D synthesis can be deter-
mined. Whereas our syntheses are interpolated to the observed
metallicities, we only cover a single value of Teff and log g. It
would be desirable to cover also these dimensions in the param-
eter space, to allow us to interpolate to the exact stellar parame-
ters, rather than our current approach. This may change the ob-
served ratios somewhat, but we consider our model parameters
to be close enough to the actual stellar parameters, to give at
least a qualitative indication of the expected 3D effects for gi-
ants at these parameters. Efforts are currently ongoing to expand
the available parameter space of our 3D models, so that these is-
sues can be addressed in more detail. This also holds for analysis
of stars in the field, where a larger range in model metallicities
will also be required.
These results do also not provide an answer to the discrep-
ancy between the observed and predicted behaviour of the pol-
luted population of stars. Here, the AGB models predict a sig-
nificant increase in the 25Mg/24Mg ratio and this ratio should be
higher than the 26Mg/24Mg ratio for the same stars. Since the
stars for which we investigate the 3D effects, all belong to the
pristine population, the results shown here cannot be used to de-
termine any differences between the two populations. So while
3D effects are likely to explain a large part of the apparent lack of
25Mg previously reported, they are unlikely to resolve the prob-
lem of the lack of variation between the populations. Since our
polluted population of stars all have significantly lower log g val-
ues, we cannot rule out a possible differential 3D effect, since the
convective broadening of spectral lines tend to increase with de-
creasing surface gravity. However, we have no a priori reason
to believe that the changes in the isotopic composition due to
3D effects should be significantly different for the polluted pop-
ulation of stars, compared to the pristine population, for similar
stellar parameters.
6. Conclusions
In this paper we have presented the first ever measurements of
the Mg isotopic distribution in giants in the globular cluster 47
Tucanae. The sample shows no significant variation in the iso-
topic fractions, but given the negligible variation in Al for our
sample of stars, this is not unexpected. In lower-metallicity clus-
ters like NGC6752 (Yong et al. 2003a), where a stronger Al en-
hancement is observed, the isotope variations are always found
to be more substantial. We were not able to detect any signif-
icant correlation between the isotopes and [Na/Fe] or [Al/Fe],
which has been observed in clusters with broader Al variations.
As such, we do not see any evidence for any significant activa-
tion of the Mg-Al burning chain. We attribute this to our small
sample size, since we do not sample the most Al-enriched stars
in this cluster, as seen by other authors (Carretta et al. 2013;
Cordero et al. 2014). These stars are expected to coincide with
the stars most strongly enhanced in the heavy Mg isotopes, so
the true variation in Mg isotopes is potentially broader than what
presented here.
In addition, we provide the first, detailed investigation of Mg
isotopes with the use of 3D hydrodynamical atmospheres and
full 3D spectral synthesis. The 3D synthesis provides an im-
proved fit to the observed features, with significant changes in
the 25Mg/24Mg ratio, by up to a factor of 2.5. This isotopic ra-
tio is found to increase in both MgH features investigated. The
26Mg/24Mg ratio, on the other hand, is essentially unchanged.
A particularly interesting aspect is that the fraction of 25Mg is
now found to be higher than that of 26Mg, which has not been
observed before. This helps to resolve a large part of the dis-
crepancy between the AGB model yields and observations for
this cluster, where the observed amounts of 25Mg, based on 1D
model atmospheres, are significantly below what is predicted. In
particular if it is assumed that the most [Al/Fe] poor star in our
sample represents the pristine composition. However, a larger
sample of stars is needed to establish this firmly. Whereas the
3D results are encouraging, we caution that the use of 3D synthe-
ses are unlikely to resolve the discrepancy between the observed
and predicted variations of Mg isotopes between the pristine and
polluted population under the AGB scheme. The increase in the
25Mg/24Mg ratio would be expected to be similar in field stars,
and this may result in increased tension between the predictions
from chemical evolution models of the Milky Way, and the ob-
served abundance ratios.
The main reason for the different results between 1D and 3D
was found to be related to the temperature fluctuations in the 3D
models, since the average thermal structures are almost identical
at these metallicities. We caution that since we do not investi-
gate 3D effects for all four MgH features used, it is premature
to draw conclusions on the overall effect of 3D on the isotopic
abundances. This will require a larger model grid as well as a
much more detailed investigation, which is beyond the scope
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of this paper. The results are encouraging and certainly war-
rant more detailed research into the effects of 3D atmospheres
on Mg isotopes, for a broader range of parameters and metallic-
ities. In particular it would be interesting to also investigate this
for field stars in the Galactic halo, where the Mg isotopic ratios
are predominantly derived from sub-dwarfs (52/61 stars Yong
et al. 2003b), where the effects of 3D atmospheres will likely be
different. On the other hand, the nine giants also investigated in
their work, do have isotopic ratios similar to the dwarfs at the
same metallicity.
It would be desirable to obtain new observations at the ex-
tremes of the [Al/Fe] variations, to measure the true extent of
the Mg isotope variations. This could provide additional support
for massive AGB stars having contributed significantly to the
intra-cluster pollution of 47Tuc at early times.
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