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0. IMRCDUCTICN 
"Lastly, the permanent rivalry hypothesis has promising 
advantages for an explanation of the mechanism of depth per-
ception. Verhoeff (1935), Asher (1953). and Kaufman (1963) 
assume that, although in each point of the visual field the 
image from one eye is not perceived, it nevertheless contri-
butes to the Impression of depth at some other level of 
functioning. Hochberg (1961) goes one step further, in that 
according to him there is only one functional binocular 
field, the piecemeal of the contents of one eye or the 
other. It is interesting to study the possibility of depth 
perception as far as it is known, with such a cyclopean 
field. 
But the explanation of the mechanism of depth perception 
has not been an objective of the present study". 
Thus Levelt (1968) ended his thesis in 1965. The section quoted 
comprises the program of the thesis which is presented here. It is an 
attempt to unify the basic ideas of Julesz (1971), as incorporated in 
his model for cyclopean perception, and of Levelt and the authors quoted 
above. A cyclopean field and its development due to stimulation are for-
mulated mathematically. This serves as the basis for an explanation of 
several experimental facts in the domain of binocular combination, bino-
cular rivalry and depth perception. It is a psychophysical approach and 
it will be discussed in Chapter 1 and subsequent Chapters. Before doing 
this, two related topics are shortly discussed in this introduction. 
Firstly, the cyclopean system receives its input from the eyes. Thus one 
cannot bypass discussion of the transformation of the stimulus in the 
retina (Section 0.1). The second topic concerns the influence of cogni-
tive factors on the cyclopean image (Section 0.2). 
1 
0 . 1 . The ret inal and the cyclopean system 
Light that f a l l s upon a retina i s transformed Into some neuronal s ig­
nal and trananitted to the brain. Here the s igna ls from both eyes are 
composed into one image: the зо-called cyclopean image (Julesz, 1971). 
This composing mechanism in the brain wil l be cal led the cyclopean sys­
tem. The transformations on the retinal stimuli before they enter the 
cyclopean system, and in so far as they are important for the theory 
about the cyclopean system, will be described here by two so-called 
ret inal systems: one for each eye (see Figure 0 . 1 . 1 ) . Three mutually 
independent transformations are assumed to take place in the ret inal 
system (Buffart, 1978): a non-linear one on the stimulus strength, a 
spat ia l transformation, and a temporal transformation. It i s doubtful 
**ïether one can maintain the independence assumption ful ly (see for 
Instance Grossberg, 1978). However, for the res tr ic ted purpose of the 
ret inal system i t can be maintained profitably throughout th i s t h e s i s . 
Let г represent a point on a retina and l e t t represent time. Then a 
colourless stimulus can be described by a l ight- intens i ty function L on 
r . t (see Section 2 . 1 . 1 ) . The non-linear function F - the so-called 
transducer function - transforms the Incoming l ight - expressed by 
L(r,t) - into a dimension-free f ield E(r,t) by 
E(r,t) = F(L(r,t ) ) (0.1.1) 
Stimulus cm 
left eye 
Stimulus on 
left retinal system 
right retinal system 
cyclopean 
system 
' cyclopean 
image 
right eye 
Figure 0 . 1 . 1 . General schema. 
2 
It is assumed (Buffart, 1978) that this transformation is the most 
important non-linearity in the retinal system. Therefore the following 
temporal and spatial interactions will be described by linear transfor-
mations. As will be argued below, this assumption suffices to describe 
most observed non-linearities. Thus, if S represents the output field of 
the retinal system, it can generally be put as 
0000 
S(r,t) =f f {sír.t^'.tMEd-'.tMdt'dr' (0.1.2) 
-οο-αο 
There is substantial experimental knowledge about s. however, it is not 
clear if s can be considered as a product of a spatial - s - and a tem­
poral interaction function - s . It will be assumed (see also Buffart, 
2 
1976) that the independence of the spatial and the temporal interaction 
exists apart from the principle of maximum-velocity. Then str.tir'.t') 
can be rewritten as 
¡r-r'I 
sir.tir'.t') = s (rjr'Js (f.t'mu-t 1 ) (0.1.3) 
1 2 с 
where Th(x) s 1 if χ > 0 
and Th(x) = 0 if χ < 0 
0 . 1 . 1 . The non-l inear transformation 
For F (see ( 0 . 1 . 1 ) ) three types of functions can be postulated. They 
are a l l wel l known from psychophysical measurements of brightness and 
can be tested t h e o r e t i c a l l y and experimentally. One t y p e , F , has been 
known as Fechner's law 
F (χ) = ln( /χ ) ( 0 . 1 . t ) 
1 1 
Michels and Helson (1919) introduced a modified formulation of this law 
by assuming that χ is not a constant but depends on some adaptation 
level. A neurophysiologically more understandable formulation of such an 
adaptation effect is expressed by the formula of Adams and Cobb (1922): 
3 
F (χ) г — (0.1.5) 
2 χ + χ 
г 
The relation between F and F has been plotted In Figure 0.1.2. Apart 
fron the tails both formulae are almost linearly related. If adaptation 
of χ occurs the linear part would be larger. The range of this adapta­
tion parameter is unknown. There are several models of the chemical and 
electrical processes (Cornsweet, 1970; Grossberg, 1978) which lead to a 
similar formula F . It can explain some characteristics of the percep­
tion of hue (Cornsweet, 1970) and also of the saturation-effects in 
brightness-estimation (see Chapter 4) in the experiments of Jameson and 
Hurvich (1961). However, the latter type of experiments forced Stevens 
(1957) to the conclusion that the relation between perceived brightness 
and stimulus intensity is a power function. Although this relation does 
not necessarily coincide with the transducer function, many authors 
(Trelsman, 1966. 1970; Treisman & Irwin 1967; Thljssen & Vendrlk, 1971; 
Luce & Green, 1972) make this assumption. In Chapter 4 it will be shown 
that this assunption (see (0.1.6)) 
F, (x) 
.9 -
.7 . 
.5 . 
.3 . 
.1 . 
-4 -2 0 2 4 
Fi(x) 
Figure 0.1.2. Relation between F (χ) and F (χ). 
4 
L'-L 
Figure 0.1.3. Theoretical curve derived from F (L'J-F (L)r1/266 with 
2 2 
x =10 mL. Data from KOnig and Brodhun (1889). 
F (χ) ζ. χ 
3 
(0.1.6) 
and the second assumption deliver almost identical predictions for bino­
cular brightness matching. However, Stevens' law cannot explain two well 
known phenomena. Firstly, the saturation effects mentioned earlier can­
not be understood. Secondly, Weber's law - is constant -, on which 
Stevens' law is based, does not hold for all L. It is in fact an U-
shaped function of L (König & Brodhun, 1889). The latter can be 
explained in principle by the quasi-logarithmic transducer function 
F (χ) as can be seen in Figure 0.1.3. However, the width of the theoret-
2 
leal curve is much smaller than the width of the experimental one. This 
difference can be explained by assuiring that χ in F (χ) adapts. If this 
2 2 
assumption, which has been already introduced above, is true one can 
calculate the adaptation of χ to χ from the difference. The adaptation 
2 
has been plotted in Figure 0.1.1. The curve represents relation 
(0.1.7a), if L is expressed in mL and L is the adaptation parameter. 
0 
5 
log L (mL) 
Figure 0.1.4. Adaptation parameter L of F =L:(L +L) as a function of L. 
0 2 0 
Calculated from experimental and theoretical curves above. 
log( /L ) χ O.KlogCL) - .53 
0 
logi /L ) = 0.41og(L) - .33 
0 
(0.1.7a) 
(0.1.7b) 
If L Is expressed in cd/m formula (0.1.7b) holds. Substitution of t h i s 
adaptation parameter in (0.1.5) del ivers 
F (χ) 
2 lx * ж 
(0.1.β) 
where 1 Is some constant. This expression cannot be interpreted as 
.1 
F (χ) χ — î — T U 
2 1 • χ 
because the adaptation parameter lx Is supposed to follow the long 
term changes of the stimulus as the other two terms follow the momentary 
changes. In a complicated scene the better estimation of the value of χ 
.6 
in lx is probably the mean overall values of χ in space and time. 
Analogously to Figure 0.1.2 the relation between F (χ) and F (χ) is 
1 2 
shown in Figure 0.1.5. but now with adaptation of the parameter χ in 
2 
F (χ). As a result the linear part of the relationship between both 
2 
6 
, , τ 1 ι ι 1 1 1 1 ' 1 ' 1 ' 1 
- 8 - 6 - 4 - 2 0 2 4 6 8 
Fi (Χ) 
Figure 0.1.5. Relation between F (χ) and F (χ) if χ adapts. 
2 1 2 
functions is extended. Thus if the quasi-logarithmic transformation is 
the true function, one can interpret experimental results as due to a 
logarithmic transformation. On the other hand, it has been stated above 
that the transducer functions F (χ) (with adaptation) and F (χ) (power 
2 3 
function) sometimes deliver identical results in the cyclopean system. 
This identity is due to an interaction-principle existing in the cyclo­
pean system (see Section 4.1). The comparability of F (χ) with the two 
2 
other functions can perhaps explain the difference in results between 
experiments based on discnminability scales (Fechner's law) and those 
based on magnitude scales (Stevens' law). Then the first task would con­
cern only the retinal system while the second task would involve higher 
neuronal centers (see for instance Treisman, 1966). 
Naturally, the arguments above are not decisive, apart from the 
existence of saturation. Other evidence for the quasi-logarithmic func­
tion appears from experiments on spatial and temporal interactions. A 
particular choice for the spatial interaction function - s - and the 
quasi-logarithmic function together deliver an explanation for some 
7 
Fi ω 
.9 . 
.7 
.5 
.3 
spatial phenomena (see Section 0.1.2). Therefore it will be used in this 
thesis as the transducer function. 
It is interesting to note that the differences in results in psycho-
physical scaling also occur for other types of quantities (Engen, 1971). 
Fechner's law as well as Stevens' law are found to be task-dependent. 
Moreover both functions, related to these laws, are difficult to under-
stand as transducer functions from a neuronal point of view. Perhaps in 
all these cases a quasi-logarithmic transducer function at the sensory 
level and some mechanism ir. the brain similar to the rivalry mechanism 
formulated in Chapter 2 are involved. 
0.1.2. The spatial interaction 
The retina is not a homogeneous space. However, within any peripheral 
region of some minutes and within the fovea, one may assume homogeneity. 
The inhomogenelty is evidenced by a decline of visual acuity outside the 
fovea. Spatial invariance will be assuned within an almost homogeneous 
region. The supposition that s (r;r') equals zero if ¡r-r'! exceeds such 
a homogeneous region is supported by its experimental shape (see Figure 
0.1.6). Thus s (r;r') can best be rewritten as 
a (rjr') s с (r.r-r') (0.1.9) 
Generally с (г',г) is supposed to be a difference of two (distribu­
tion) functions on r, or on one of both dimensions, (Ratliff, 1965). 
The negative function is regarded to correct for the blurring of 
stimulus-contrast in the retina. It has been shown (Buffart, 1978) that 
apart from retinal inhomogenelty the spatial interaction in one dimen­
sion с (χ',χ) can be described by a Lorentz-dlstrlbutlon and a first 
order correction on its width (see Figure 0.1.6 and (0.1.10)). The 
Lorentz-dlstrlbutlon causes a mutual influence of retinal points, which 
blurs the contrast in the percept. The first order correction sharpens 
this contrast on the basis of the type of blurring. The spatial inhomo­
genelty can be described by choosing a as a function of x' (see Note 6 
β 
d i ÇQ,χ) 
с , Со, ο J 
-6 
J L 
1.0 
0.8 
0.6 
0.4 
0.2 
-3 
J I L 
- 0 . 2 
^ ^ ' 
χ min of arc 
Figure 0 . 1 . 6 . L o r e n t z - d i s t r i b u t i o n w i t h f i r s t o-der c o r r e c t i o n ( f rom 
B u f f a r t , 1978): a=.02 c y c l / d e g , (a) b=10 or (b) b=56. 
с (χ · ,χ) 
11 
(1 ba d ) ( 0 . 1 . 1 0 ) 
i n B u f f a r t , 1978) * ) . Since t h e F o u r i e r - t r a n s f o r m o f ( 0 . 2 . 1 0 ) i s a 
l i n e a r combinat ion o f the two lowest order f u n c t i o n s o f the o r t h o g o n a l 
set o f L a g u e r r e - f u n c t i o n s ( these f u n c t i o n s have o n l y p o s i t i v e f r e q u e n ­
c i e s ) , the s p a t i a l - f r e q u e n c y domain i s d e s c r i b e d b e s t by t h i s o r t h o g o n a l 
s e t . The L o r e n t z - d i s t r i b u t i o n does not have a ( f i n i t e ) v a r i a n c e . In 
"J The t h r e e - d i m e n s i o n a l g e n e r a l i z a t i o n i s 2—2—2~3/2 
2(a +x +y ) 
9 
1 г-
.01 
.001 
- 6 -2 
log (L/9) td 
Fisure 0 . 1 . 7 . г as function of L w i t h s a t u r a t i o n f i x e d a t L=3333 td and 
.6 .5 
adaptation parameter proportional to L (a) or L ( b ) . 
terms of neurophysiology i t implies t h a t , even over a large distance, 
ganglion c e l l s i n the r e t i n a show a not n e g l i g i b l e i n t e r a c t i o n . 
Hany c o n t r a s t - s e n s i t i v i t y eiperiraents have been carr ied out with 
sinusoidal s t i m u l i l i k e 
L ( r , t ) = L(1 • г c o s ( f x ) ) 
L i s the mean stimulus intensity, r i s the contrast parameter. The 
l a t t e r i s measured I n contrast threshold experiments. The sinusoidal 
stimulus i s not extended over the whole v i s u a l f i e l d for p r a c t i c a l r e a ­
sons. The width of the f i e l d Influences the c o n t r a s t - s e n s i t i v i t y i n a 
special way (Hoekstra, Goot, Brink & B l l s e n , 1974). This Influence I s 
due to the border contrast of the sinusoidal area (see Section 2 . 3 . 1 . 1 ) . 
Apart from t h i s , general tendencies of the dependency of г on L and f 
10 
can be explained by the quasi-logarithmic transformation. Firstly It has 
been shown (Buffart, 1978) that if one supposes that a subject looks for 
a maximum Intensity difference in a stimulus. It follows that the meas­
ured r will be a series of »*) 
af(2m*l) 
e with m is an integer ^ 0. 
Thus if г is a pover function of f then it also is a power function of 
3f or other odd higher order terms. The third order dependency has been 
found experimentally (Van Nes, 1966). It demands special attention 
because such a factor of precisely 3 is probably caused by a (non­
linear) device which can be described by a mathematical function before 
the spatial interaction, rather than being due to two types of spatial 
interaction. If so, the quasi-logarithmic interaction could cause it. 
One can prove (analogously to Buffart, 1978) that the logarithmic func­
tion (0.1.Ό can produce only a power function of f while a proof in the 
case of the Stevens' like transducer function (0.1.6) - positive or 
negative - cannot be given. However, the contrast threshold experiments 
also show a saturation effect (Van hes, 1968) as a function of the lumi­
nance L, which can be explained with the quasi-logarithmic function, but 
not with the power function. In Figure 0.1.7 the influence of L on the 
contrast parameter r is shown. It has been calculated from Buffart 
(1978) with the saturation point at 3300 td. and the adaptation parame-
• 6 
ter proportional with L . This exponent has been estimated above (see 
0.1.7) from data of K8nig and Brodhun (1689). On the basis of the data 
of Van hes (1966) one can argue that the exponent lies somewhere between 
.5 and .6. However, the spread in the data is too great to be explicit. 
It seems to depend on the color of the light that is used (Van Nes & 
bouman, 1965). The influence of the luminance on the threshold has been 
**) It is essential for the proof that F (χ) has the form (0.1.8). If χ 
m 2 
was to be replaced by χ with m¿1, the proof would not hold. Natur-
ally, a small departure from 1 is allowed, since the proof then 
holds in the lowest order of m-1. 
11 
theoretical 
9.10 s luminance 
influence on г 
9.10 4 
9.10 3 
9.10 ' 
9.10 l 
9 
90 
900/9.10' 
.1 1 10 100 
spatial frequency cycl/deg 
Figure 0.1.8. Relative threshold as function of spatial frequency (data 
from Van Nes, 1968). At the right-hand side the 
theoretical influence of the mean luminance level on 
the threshold is Indicated. 
.5 
calculated also if adaptation is proportional to L (see Figure 0.1.7). 
In Figure 0.1.8 data from Van Nes (1968) are given for green light (525 
nm). At the right hand side the influence of the luminance level on the 
threshold is given for the adaptation proportional to L . Yet again the 
experimental results produce arguments in favour of the quasi-
logarithmic transformation. 
0.1.3. The temporal interaction 
As far as the non-linear transformations are concerned many arguments 
that hold for the spatial Interaction also hold for the temporal 
interaction. In Figure 0.1.9 three experimental results of De Lange 
12 
.01 
.nm 
theoretical 
luminance 
influence on г 
1 10 100 
frequency Hz 
Figure 0.1.9. Relative threshold as function of temporal frequency 
(data from De Lange, 1957). At the right-hand side the 
theoretical influence of the mean luminance level on 
the threshold is indicated analogously to Figure 0.1.6. 
(1957) for sinusoidal temporal modulation threshold measurements are 
given (see also Figure 0.1.8). The theoretically calculated differences 
due to adaptation to the mean luninance levels are also plotted. Again 
the differences between the experimental curves are in the order of the 
theoretical calculations. 
It has been argued (buffart, 1978) that the output of the retinal 
system depends only on the temporal changes in the retinal input. The 
dependency on changes can be tested psychophysically by the fading-away 
of images in the case of stabilized retinal images. It has been found 
electrophysiologically that only changes in spike concentration of the 
on-centre and off-centre cells in the retina contribute to contrast and 
г/го 
.01 
.1 
13 
Lr ( r , t ) 
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h 
/dr 'd f 
SR 
+ 
+ 
! S L , 
J* 
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system 
right retinal system 
Figure 0.1.10. Detailed schema. 
brightness perception (Gerrits 1 Vendrik, 1970a). If time invariance is 
assumed, s (t;t') (see Section 0.1) can be rewritten as s (t;t') : 
2 2 
с (t-f), where с (t) represents some temporal attenuation function (see 
2 2 
for Instance the curves in Figure 0.1.9) (De Lange, 1957: Kelly, 196'4; 
Ratiiff, 1965; Roufs, 1972). The output of the retinal system 
can be positive or negative. Vthen it is positive the quantity 
S(r,t) 
S (r.t) = 
|S(r,t)i • S(r,t) 
> 0 (0.1.11a) 
is positive. When it is negative, the quantity 
;S(r.t)i - S(r,t) 
S (r.t) = > 0 
2 
(0.1.lib) 
is positive. These two quantities are zero otherwise. They are the input 
of the cyclopean system, (see Figure 0.1.10). They indicate Intensity 
increases and decreases and can be seen perhaps as the psychophysical 
equivalents of center-on and center-off cells. 
The dependency on time-changes causes a non-zero output of the reti­
nal system in the case of stimulus onset or offset and during prolonged 
stimulation around stimulus contrast if eye-movement occurs. This eye-
movement is partly involuntary, partly under subject's control (see Sec-
11 
L(r,t) 
SCr.t) 
Figure 0.1.11. Type of S(r,t) curve due to unvoluntary eyemovement. 
tion 0.2). The involuntary eye-movements are small in comparison with 
the stimulus field. They cause changes in the neighbourhood of the con-
trast in the stimulus like the one shown in Figure 0.1.11. A shift of 
the eye to the left (right) causes at the left contrast a brightness 
increase (decrease) and at the right contrast the reverse. The signals 
+ -
S and S indicate intensity increase or intensity decrease. This 
difference between increase and decrease is important for the cyclopean 
system as it will be developed here. 
There exists much evidence that one can describe the retinal system 
as a non-linear transformation followed by a spatio-temporal interac-
tion. In the case of prolonged stimulation this interaction produces an 
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output S of the type which is shown in Figure 0.1.11. The strength of 
this S is proportional to the right-hand side of (0.1.12), if the physi­
cal contrast is sharp. L and L are the luminances at both sides of the 
1 2 
border. If the stimulation is long enough L adapts to some combination 
.6 0 .6 .6 
of L and L ; perhaps to (aL + bL ) or to aL • Ы. . 
1 2 1 2 2 2 
L U 
1 - 2 
L +L L +L 
0 1 0 2 
(0.1.12) 
0.2. Cognitive influence 
The interpretation of a stimulus influences its brightness impres­
sion. This is shown nicely by Van den Brink and Keemink (1976) and can 
be observed also in Figures 0.2.1a and 0.2.1b. Figure 0.2.1a is an exam­
ple of the so-called neon-effect (Van Tuijl, 1975). It is the spread of 
the brightness of one single line over a part of the stimulus. Van Tuljl 
and Leeuwenberg (1979) have shown that the occurrence of the neon-effect 
is dependent on the preference for the neon interpretation above other 
interpretations. In Figure 0.2.1b the neon interpretation is not pre­
ferred. Van Tuijl and Leeuwenberg based their assertion on a formal 
theory of interpretations of visual patterns. Structural Information 
Theory (Leeuwenberg, 1971). It is pre-eminently a theory about cognitive 
factors in perception. It predicts preferences between and equivalence 
(perceptual ambiguity) of Interpretations (Leeuwenberg, 1978; Restie, 
1979; Buffart, Leeuwenberg & Restie, 1981). The strength of the neon-
effect depends on the preference of the neon interpretation in compari­
son with some other one (Van Tuijl & Leeuwenberg, 1979), although par­
ticular luminance relations can also have an influence (Van Tuijl & De 
Weert, 1979). The retinal system seems to produce the conditions for the 
Interpretations. If these conditions for certain Interpretations are 
absent, they do not occur. The cognitive system chooses an interpreta­
tion out of the set of possible interpretations (for which the retinal 
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a. Neon-illusion. 
Figure 0.2.1. Neon-illusion (from Van Tuijl and De Weert 1979). 
conditions are present). Its strength depends on cognitive factors. How-
ever, a subject can change his interpretation into another possible one, 
for instance by making eye-movements or blurring the stimulus. Then the 
retinal output will change too. Thus the cognitive and the retinal sys-
tem can work together to strengthen or weaken an interpretation. This 
schema is depicted in Figure 0.2.2. It explains the combined brightness 
and interpretation ambiguity in the paper by Van den Brink and Keemink 
(1976). 
Such a loop complicates the interpretation of results of, for 
instance, threshold experiments or experiments with ambiguous stimuli. 
So for example in the case of sinusoidal gratings with a finite exten-
sion, the border contrast in the cyclopean image probably depresses the 
effect of the weak contrast within the field by means of the filling-in 
process (Gerrits & Vendrik, 1970). The depression will be stronger as 
the density of the weak contrast decreases or the mean luminance level 
increases. Such a depression can lead to a minor change in eye-movement 
which changes the output of the retinal system, thereby weakening or 
strengthening the original effect. Such a model can perhaps make plaus-
ible (Buffart, 1978) the occurrence of peculiar effects in 
b. No neon-illusion. 
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Figure 0.2.2. Influence of the cognitive system on a retinal output. 
It can be coupled or independent for both eyes. 
experiments (Hoekstra et al., 1974). 
The existence of such loops may lead to effects which cannot be 
explained by theories of the retinal and the cyclopean system without 
making many additional assumptions. Thus the development of a theory 
which can explain all visual phenomena will only lead to a large ad hoc 
simulation system. Here the more restricted objective will be approached 
of developing a theory, which unifies only the known main effects in 
cyclopean perception on the basis of a set of simple principles. 
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Figure 1,1.1 Rivalry: Jigsaw puzzle (after Levelt, 1968). 
Figure 1.1.2. Rivalry: total suppression (after Levelt,1968). 
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I. THE PRINCIPLE OF RIVALRY 
1.1. The phenomenon of binocular rivalry 
Generally, the term binocular rivalry refers to the visual sensations 
of a subject if both his eyes are stimulated simultaneously by non-
identical patterns, and if he cannot combine both stimuli in one stable 
image. In normal vision one "sees" only single objects, or in other 
words the two retinal images, half-images, can be combined into one 
stable image, the "cyclopean" image. 
If the patterns in Figure 1.1.1 (Helmholtz, 1Θ66) and those of Figure 
1.1.2 (Levelt, 1968) are viewed stereoscopically. both give rise to 
binocular rivalry. In both cases one uses the identical parts of the 
half-images to align them properly. So they are used to make one stable 
image of the identical parts, txcept in a single case, as in Hgure 
1.1.1, in which one can extend the interstimulus difference almost to 
infinity, one always needs identical parts in the half-images to keep 
the rivalrous parts of the patterns on corresponding places of the two 
retinas. One then says that the identical parts are fused. Fusion is an 
important mechanism in binocular vision. If fusion takes place, the 
fused parts of the pattern fall upon locally almost corresponding reti­
nal places of both eyes (Panum, 1858; Werner, 1937: Ogle, 1964; Kaufman, 
1965). Also the fusion of identical pattern parts is necessary in 
stereopsis in order to see the other parts of the stimuli in depth 
(Werner, 1937; Kaufman, 1965; Julesz, 1971; Nelson, 1975). So, every 
theory about binocular interaction has to incorporate these aspects of 
fusion. 
The rivalry that is experienced by viewing Figure 1.1.1 looks like a 
jigsaw puzzle whose pieces are chosen at random from one of the two 
half-fields. These pieces change involuntary in form and origin of 
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half-field. The rivalry caused by Figure 1.1.2 is an almost complete 
rivalry between the non-identical parts of the two integral half-images. 
It is impossible to establish by means of this type of observation. 
whether there is also rivalry between the identical and fused 
corresponding parts of the two half-images. 
Bouman (1955) Introduced an experimental technique for measuring 
binocular rivalry, which is free from the possible subjectivity In the 
responses. During binocular rivalry a dim test flash is presented mono-
cularly to a subject. It appears that in a detection task (Fox & Check, 
1966; Fox & Mclntyre, 1967; Wales & Fox, 1970; Hakous & Sanders, 1978. 
and at variance with it Collyer and Bevan, 1970) the visibility of the 
flash runs parallel to the visibility of the half-image to which the 
flash is added. So the subjective reports, in which subjects indicate 
only which of the two half-images they see, seem reliable. This fact 
allows us to draw conclusions from experiments that rely more on "sub-
jective" methods, among them the impressive contributions of Levelt 
(1968) to the experimental knowledge about binocular interaction. 
Moreover the "objective" method of Bouman (1955) makes the measure-
ment of rivalry possible even where the "subjective" method falls. So if 
there Is rivalry between two fused identical half-images one can in 
principle measure it. It has been tried by Fox and Check (1966), Fox and 
Mclntyre (1967) and Makous and Sanders (1976). If such measurements do 
show that rivalry between fused Identical patterns exists, there is 
rivalry In every pattern. In fact they do show rivalry (see Section 
1.2.5). Thus It must be concluded that if there is one mechanism for 
binocular interaction, rivalry is one of Its main characteristics. 
In the next Section the role of rivalry in binocular interaction will be 
examined on the basis of some existing models and their related experi-
ments. From this the view is adopted that permanent rivalry exists and 
is a central mechanism in cyclopean perception. This view is supported 
by the fact that the theory to be developed in the next Chapter not only 
describes the rivalry phenomena, but also predicts the existence of 
fusion, fusional displacement, diplopia and explains the data on binocu-
lar brightness interaction. Furthermore, if the adopted rivalry 
22 
principle i s generalized to the monocular brightness I n t e r a c t i o n , pred-
ict ions can be made for known data in t h i s area. The perception of r e l a -
t i v e depth can be incorporated in a natura l way, without a d d i t i o n a l 
assumptions about the interaction mechanism. 
1.2. Theories of stereopsls 
The theories of stereopsls, that provide explanations for r i v a l r y or 
depth perception can be divided roughly in to three groups: fus ion 
theories, suppression theories and d ispar i t y detection theor ies . Exten-
sive discussions about these theories and experimental resul ts on b i n o -
cular vision can be found in Levelt ( 1968 ) , Julesz (1971) , Kaufman 
(1974) and Nelson (1975) . One theory from every group w i l l be discussed 
extensively so tha t the important contr ibut ions of these groups to the 
understanding of stereopsls as well as the important experimental f a c t s 
become c lear . The theory of Sperling (1970) is discussed as both a 
fusion theory and as a suppression theory. The model of Julesz (1971) 
which i s described l a t e r on, i s based on a d ispar i t y detection mechan-
ism. 
These discussions produce the following conclusions. The theory of 
Sperling is f a l s i f i e d (Section 1 .2 .1 .3) by an experiment of Leve l t 
(1968) . His fusion model, l i ke a l l fusion theor ies , cannot solve prob-
lems which ar ise from experiments with random dot stereograms (Sect ion 
1 . 2 . 2 ) . The f a l s i f i c a t i o n of h is suppression model, l i k e a l l suppression 
models, is based on the fact that the mechanism is one in which the 
input from one eye suppresses the input from the other eye in some 
neighbourhood by so-cal led la tera l spread. However, a proposal fo r a 
mechanism that strengthens the influence of the input from the same eye 
within a neighbourhood by l a t e r a l spread is not f a l s i f i e d . This proposal 
i s cal led the permanent r i v a l r y hypothesis. Permanent r i v a l r y i s the 
central mechanism in the theory that i s developed in Chapter 2 . I t 
states that the r i v a l r y between the input from both eyes has a s t r i c t l y 
local character and that the local dominance of one eye i s l a t e r a l l y 
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spread (Section 1 . 2 . 4 ) . There exists experimental evidence for the per-
manent r i v a l r y hypothesis. A detai led analysis of experiments of Fox and 
Mclntyre (1967) and Makous and Sanders (1978) shows that the permanent 
r i v a l r y hypothesis predicts the experimental resu l ts where both fusion 
theor ies and suppression theor ies f a i l (Section 1 . 2 . 5 ) . The d ispar i ty 
detect ion theory of Nelson (Section 1.2.6.1) is f a l s i f i e d by an exper i -
ment of Kaufman, Bacon and Barroso (1973). The Julesz model can be f o r -
mulated (Section 1 .2 .6 .1 ) such that i t Is not f a l s i f i e d by th is exper i -
ment. Moreover, t h i s formulation makes i t possible to reformulate the 
in te rac t ion mechanism. In Chapter 2 i t w i l l be shown that th is reformu-
l a t e d mechanism and the permanent r iva l ry hypothesis are one and the 
same mechanism. 
1 . 2 . 1 . The theory of Sperl ing 
This theory i s a combination of a fusion model and a model for 
suppression. As w i l l become clear , they are two, almost Independent, 
mechanisms in the theory, so they can be t reated separately. After an 
introduction to the theory both mechanisms w i l l be discussed. Sperl ing's 
theory (1970) consists of a neural and a physical model. Only the neural 
model Is relevant with respect to stereopsls. 
Sperling proposes in h is neural model a type of neuron that i s ca l led 
a binocular correspondence-detecting neuron (BCDN). He distinguishes 
four types of BCDNs. They only give an output i f exci ted. They are 
excited or Inh ib i ted by a "receptive f i e l d - f u n c t i o n " . A receptive 
f i e ld - func t ion I s some stimulus dependent contour sensit ive signal tha t 
I s carr ied by the so-cal led Inflow neurons from one of the two eyes In to 
the so-cal led neural binocular f i e l d of which the BCDNs are one of the 
four types of neurons. The neural system consists of two neural binocu-
lar f i e l d s . The propert ies of such a f i e l d take care of both fusion and 
suppression. 
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1.2.1.1. The fusion model 
The essential part of the fusion mechanism can be put as follows (see 
Figure 1.2.1). A neural field is compiled of subflelds. These consist of 
all four types of neurons. These subflelds are supposed to be two-
dimensional euclldean surfaces parallel to each other in a three-
dimensional euclidean space. A stack of BCDNs in this space perpendicu-
lar to the surfaces is called a column. Such a column has one BCDN of 
every type in common with each subfleld. The relationship between 
columns determines the perception of distances in the two-dimensional 
visual space. The relationship between subflelds determines the percep-
tion of relative depth. The output of the BCDNs is transmitted to two 
other types of neurons in the same subfleld and Inhibits the BCDNs in 
other subflelds but in the same column. By this inhibition one subfleld 
in a column can become dominant. It will be the subfleld of the BCDNs 
with the strongest output. Thus the level of relative depth at a place 
in the two-dimensional visual space is selected and the sensory fusion 
takes place. 
1 . 2 . 1 . 2 . The suppression model 
Every receptive f ie ld - funct ion has a complementary receptive f i e l d -
funct ion. Sperling gives no precise d e f i n i t i o n of a receptive f i e l d -
function nor of a complementary f i e l d - f u n c t i o n . Sometimes a receptive 
f i e l d - f u n c t i o n i s a center-on surround-off f i e l d and sometimes a l i g h t -
dark boundary. The complementary f i e ld - func t ions are the functions in 
which the l i g h t and dark parts are reversed. Another type of receptive 
f i e l d - f u n c t i o n i s a v e r t i c a l bar. I t s complementary function i s , accord-
ing to Sperling · ) , a horizontal bar Cloe. c i t . p. 503) . The four 
* ) The problems that can arise with such a var ie ty of receptive f i e l d -
functions are shown in Sperling's discussion of the r i v a l r y between 
a horizontal and a ver t ica l black bar . In his text ( loc . c i t . p. 
509) r i v a l r y i s caused by the fact that hor izontal and v e r t i c a l bars 
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d i f f e ren t BCDNs at each intersection of a column and a subf ie ld are 
divided into two p a i r s . I f in a pair one BCDN i s excited by a recept ive 
f i e ld - func t ion or ig inat ing from one eye, then i t w i l l be inh ib i ted by 
the complementary funct ion, or ig inat ing from the other eye (see Figure 
1 . 2 . 2 ) . The other BCDN in the pair is st imulated by the same f i e l d -
functions, but i t s inhibitory and exc i ta tory connections are i n t e r -
changed. The output of one neuron, wi th in a p a i r , i n h i b i t s the other one 
and causes the r i v a l r y within one depth plane ( s u b f i e l d ) . This i n h i b i -
t ion is such tha t only one of the two neurons can be act ive at one t ime . 
The other BCDN pair is analoeous, but the respective f i e l d - f u n c t i o n s 
or iginate from the opposite eyes. The output of one BCDN also weakly 
inh ib i ts "neighbouring" BCDNs that may be excited by the other eye. 
Sperling introduces t h i s inhibi t ion in order to assure that the model 
could account for the spread of dominance over the contour-free part of 
the subf ie ld . I t i s cal led l a te ra l spread. That i t i s a weak i n t e r a c t i o n 
means only that i t i s dominated by the other in te rac t ions . Thus i t s 
influence i s present i f the other in terac t ions are absent. I f an 
are complementary receptive f i e ld - funct ions . I f the bars are "wide 
enough" the contrast between the black bar and i t s white background 
also plays a r o l e in r i v a l r y . But according to the visual ized exp la -
nation ( l o c . c i t . f i g . 13) of the phenomenon one has to assume that 
the complementary function of a funct ion , that describes a b lack-
white contrast , represents a white-black contrast orthogonal - not 
p a r a l l e l - to i t . This surprising complementarity can be dismissed 
i f one supposes, tha t the BCDNs indicated in the p ic ture , are neu-
rons whose recept ive f ie ld- funct ions describe l i g h t or dark f i e l d s . 
However, three types of BCDNs are then involved in the explanation 
of the phenomenon. Furthermore, i t i s in c o n f l i c t with the idea that 
a receptive f i e l d - f u n c t i o n is a contour-sensi t ive function ( l o c . 
c i t . p. 508) . Moreover, the r ivalry ex is ts even i f the bars are not 
mutually orthogonal . This means that an almost i n f i n i t e number of 
receptive f i e l d - f u n c t i o n s exists. So, the concept of complementary 
functions is not a unique one. 
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interaction i s not weak i t i s called strong here. 
1.2.1.3. Fa ls i f icat ion of the theory of Sperling 
With th i s mechanism Sperling explains a resul t of an experiment of 
Levelt (1968) on binocular brightness combination. Levelt d o c . c i t . p. 
13) shows, that 
"Binocular brightness i s constant i f the sum of weighted 
monocular energies i s constant; the weighting coef f ic ients 
are constant for an individual observer," 
but Sperling d o c . c i t . p. 509) writes that 
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Figure 1.2.3. Brightness mixing (after Levelt, 1968). 
"Levelt summarizes many observations to prove that common 
contours enable binocular summation in the area within the 
contours". 
According to him the cyclopean image is determined by a combination of 
the receptive field-functions, that are transmitted by the BCDNs. In the 
case of rivalry one function is transmitted at a time, but if there is 
no rivalry the two functions are transmitted simultaneously. In the 
stimulus used by Levelt (see Figure 1.2.3) the ring and disc have 
corresponding receptive fields, because they have the same outer con-
trast. So, both are transmitted. By means of the lateral spread the 
brightness within both contrast circles is also transmitted. So a dark 
and a light field are transmitted. Some unknown brightness combination 
system combines them to a grey cyclopean field. 
If one brings some disparity in the ring-disc part of the stimulus 
(see Figure 1.2.4) the same brightness phenomenon occurs, but the ring-
disc combination is perceived in depth. The explanation, according to 
Sperling, follows straightforwardly from the explanation above. The 
stimulus pair in Figure 1.2.5 is rivalrous. One is therefore involved 
with complementary field-functions by definition. If some disparity is 
brought in this stimulus (see Figure 1.2.6), rivalry is still seen, but 
depth is also perceived. Following the line of reasoning above, the 
rivalrous outer contrasts cause this phenomenon. On these grounds one 
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Figure 1.2.4. Depth and brightness mixing. 
Figure 1.2.5. Rivalry. 
would expect that the stimulus in Figure 1.2.7 would evoke the same 
experience. However, rivalry does occur, but there is no perception of 
depth (Treisman, 1962; Levelt, 1968) or depth is very difficult to 
establish (Kaufman & Pitblado, 1965). The difference between the 
response to the stimulus in Figure 1.2.6 and the response to the 
stimulus in Figure 1.2.7 can be explained by assuming, that not just the 
outer-contrast, but the entire contrast plays a role in the binocular 
combination. The depth perception in Figures 1.2.4 and 1.2.5 may be 
caused by the common contrast in the ring-disc part of both half-images, 
as was already known to Helmholtz (1866). That is the outer contrast in 
both half-images (for Figure 1.2.4) and, for Figure 1.2.5, the outer 
contrast of one half-image and the inner contrast of the other one. How-
ever, in that case the explanation of the brightness phenomenon in Fig-
ures 1.2.3 and 1.2.4 is false, because the lateral spread from the disc 
contrast to the inside would be prevented by the inner contrast of the 
ring. This problem can be overcome by assuming that the lateral spread 
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Figure 1.2.6. Depth and rivalry (after Levelt, 1968). 
Kigure 1.2.7. Rivalry; depth mostly absent (after Levelt, 1968). 
is not caused by a weak inhibitory signal, but by a strong one. It will 
be shown later on that this conjecture is falsified by another of 
Levelt's experiments. Even the assumption that a disc and a ring are 
totally different, non-complementary receptive fields cannot explain the 
difference in the responses to Figures 1.2.6 and 1.2.7, unless one 
assumes that every type of receptive field-function has a different 
interaction mechanism in the neural binocular field. 
Levelt (1968) did an experiment on lateral spread. The binocular 
stimulus and the cyclopean image are given in Figure 1.2.8. Levelt meas-
ured the dominance of the left field as a function of the disc-diameter. 
If the diameter is 1 deg of visual angle the left field is 13.7 times 
stronger in the centre of the disc than the right field. Looking at the 
table the left field seems not fully dominant, but one can argue that 
this is due to the calculation method that is based upon his model for 
binocular brightness combination. According to Sperling's theory about 
the lateral spread the dominance will not change if the diameter of the 
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disc is chaneed. Hov.evcr, Levelt's data (See TaLle 1,2;,1) contradict it. 
Cne can explain Levelt's results using bperline's triodel by assunine that 
noise interacts with the lateral spread. Therefore the lateral spread is 
weakened if the disc grows. This explanation is only possible if the 
noise and the lateral spread are about equally stronß. Noise is a weak 
signal by definition. Thus, this assun'.ption requires that the lateral 
spread is a weak interaction. Lut this contradicts the earlier necessary 
assumption that it is a strone interaction. Consequently noise cannot be 
the source of the decrease of the lateral spread. One is thus forced to 
the conclusion ttat Levelt's experiment shows that lateral spread is not 
fully self-propagating, lut the nechanism of self-prupagatin!1, lateral 
spread had to te introduced to explain the spread of dominance, iio, 
Sperling's n.oael is lalsifieo by Levelt's findings, unless one accepts 
that the interaction i;iechanis;:i is different for every type of receptive 
iield-function as is statec above, however, such a theory has no strong 
explanatory power. 
Apart from this specific falsification of Sperling's theory objec-
tions can be made to the general principles of fusion theories and 
suppression theories, which will be done below. 
Figure 1.2.8. Levelt's experiment (1568) on field size; 
both stimuli and the cyclopean image. 
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1.2.2. General objections against fusion theories 
In his discussion of fusion theories of stereopsis Kaufman (1974) 
remarked that Sperling's theory is a fusion theory in which many ele-
ments of suppression theories are incorporated. He states that therefore 
Sperling's theory has a weak point In common with all fusion theories. 
It allows the occurrence of displacement to be coupled to fusion. The 
principle of this mechanism in fusion theories is shown in Figure 1.2.9. 
If one considers stimuli such as in Figures 1.2.9a and 1.2.9b, then the 
process of fusion can be represented geometrically, as in Figure 1.2.9c. 
The filled circles indicate the pattern that is seen. Their distance, 
measured parallel to the distances of the stimuli, is greater than that 
of the left stimulus and smaller than that of the right stimulus. As is 
argued by Kaufman, following Ogle (1961), this displacement can also be 
established by an imperfect fixation by the perceiver, i.e. if fusion is 
not guaranteed. The experimental results of Pitblado (1966) support this 
conjecture, so the displaceirent will not always be coupled to fusion 
alone. However, Tschermak-Seysenegg (1952) makes a distinction between 
sensory fusion, which is what is being discussed here, and motor fusion 
or vergence. The latter is due to rotations of the eyeball about the 
vertical axis and regulates the fixation. This distinction is meaningful 
· · · · 
a. left b. right 
c. section of projection field 
Figure 1.2.9. Schema of the general mecahnism of fusion theories. 
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because one cannot argue against a theory about sensory fusion on the 
grounds that it does not incorporate a motor fusion mechanism. Or, to be 
more precise, the fact that displacement can be caused by a bad fixation 
does not prove that it cannot be caused by sensory fusion too. Kaufman's 
general argument cannot be applied to a theory which Is solely about 
sensory fusion. Equally it cannot be applied in a precise way to 
Sperling's theory as it stands, although Sperling also describes a 
mechanism for motor fusion. Because, the coupling between both fusion 
mechanisms is not well defined. 
Because in this thesis only sensory fusion is discussed Kaufman's 
argument cannot be taken as en objection against fusion theories. 
Another objection of Kaufman to Sperling's theory can be applied equally 
to other fusion theories. Kaufman (1974) showed that Sperling's theory 
does not solve the problem of ghost images. If both eyes are stimulated 
by two vertical black lines on a white surface and if the distances 
between the two lines in each eye differ a little, two lines are seen in 
relative depth to each other (filled circles in Figure 1.2.9c). However, 
four different subfields receive corresponding signals in different 
columns. So, one would expect to see four lines In relative depth to 
each other. This is never observed. The two extra lines (open circles in 
Figure 1.2.9c) are called the ghost images. Krol and Van de Grind (1980) 
have shown that the "ghost" images can be observed. But then the "real" 
images are not observed. In fact the "ghost" and "real" images are 
interchanged. This does not change the argument. This objection is a 
general on to all theories that use fusion as the basic mechanism for 
stereopsis ··). 
Sperling's theory is a theory that introduces local interactions 
within a column for disparity detection and binocular rivalry. The 
*) Krol and Van de Grind showed that "ghost" images are observed main­
ly, if the horizontal order of both retinal projections of the ob­
jects differ. This is an argument in favour of disparity detection 
theories, which use retinal projections as the input of a system 
(see Section 1.2.6). 
З" 
rivalry interaction is independent of the disparity detection. In order 
to assure that the theory can account for the global character of bino­
cular rivalry, which typically Involves many columns together, he intro­
duces the mechanism of lateral spread mentioned above. A global charac­
ter is also shown in disparity detection experiments with random dot 
stereograms. Sperling does not introduce a mechanism for this situation. 
In all models that solve such stereograms by some point-by-point compar­
ison mechanism, as fusion theories do, many "ghost images" - a multiple 
of the case in Figure 1.2.9c -, or "false targets" as Julesz (1971) 
calls them, are evoked by such stimuli. Sperling supposes that his local 
inhibitory mechanisn can solve these ambiguities which normally occur in 
less sophisticated fusion theories. Julesz (1971), however, shows more 
generally that local mechanisms cannot deal with these ambiguities in an 
acceptable way. Here, too, sene mechanism of lateral spread is neces­
sary. He demonstrates further that there is phenomenological evidence 
for this spread. If random dot stereograms with few dots are used, the 
relatively large regions between the dots in depth are seen in depth 
too. It means that every theory on stereopsis based on some point-by-
point processing model (like fusion theories) needs a form of lateral 
spread mechanism. 
1.2.3. General objections against suppression theories 
Helmholtz (1925) showed that the stimulus in Figure 1.2.10 produces a 
stable cyclopean image, in which the three letters are seen as equally 
black. It can be understood from Sperling's theory. A and С are both 
fully dominant. В is seen from both eyes, because the receptive field-
functions from both eyes are equal. So, two BCDNs are excited. They are 
inhibited weakly by each other (lateral spread). Clearly the inhibition 
does not influence the perception of blackness of one of the letters. 
The same reasoning holds for the stimuli in Figure 1.2.11. However, now 
the letters A and С are not seen as black as the letter B, and rivalry 
can be frequently perceived. During the suppression of С or A, sometimes 
A, and sometimes C, is seen as equally black as B, but sometimes they 
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A B B C A B C 
l e f t r i g h t cyclopean 
Figure 1.2.10. Stable cyclopean image ( a f t e r Helmholtz, 1925). 
A B B C A B C 
left right cyclopean 
Figure 1.2.11. Rlvalrous cyclopean Image. 
are less black than B. The explanation of the dirmed blackness is. In 
principle, the same as that of greyness in the ring-disc stimulus in 
Figure 1.2.3· The rectangles are equal. So equal contour stimuli ere 
involved. However, in Sperling's model rivalry cannot be explained 
without the assumption that there are complementary receptive field-
functions. Dut complementary field-functions are not involved in Figure 
1.2.11. It looks as if a spread of the dominance of С causes a dominance 
conflict in the contour so that an instability, thus rivalry, occurs. 
Thus it seems that rivalry can take place by means of the lateral 
spread. Consequently, the inhibitory mechanism for it must be a strong 
mechanism. But as we saw from Levelt's experiment in Figure 1.2.8 this 
assumption leads to an inconsistency in Sperling's theory. 
The difficulty of Sperling's theory on this point lies in the all-
or-none assumption together with the inhibitory character of the lateral 
spread. The all-or-none assumption is that only one BCDH in a rivalry 
pair can be active at any one time. It can be maintained if one drops 
the inhibitory character of the lateral spread. However, one then aban­
dons the basic idea of suppresion. Therefore this solution will be dis­
cussed in the next Section. The fact that Sperling's theory can be fal­
sified is its merit. Because it is the most elaborated suppression 
theory, it also is the most vulnerable one. Some theories do not even 
incorporate the existence of lateral spread (Du Tour, 1760; Verhoeff, 
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1935). However, Levelt's experiment on lateral spread (see Table 1.2.1) 
showed its existence over more than 1.5 dee of arc. Other theories 
(Asher, 1953: Kaufman, 1963; Hochberg, 1964) incorporate the fact that 
suppression does not only occur locally along contrast but also in its 
neighbourhood. But such a suppression distance does not exceed 7 m m of 
arc (Ogle, 1961; Kaufman, 1963). 
A further weak element in all suppression theories is that they can-
not account for depth perception (Kaufman, 1974). So many authors (Kauf-
man, 1971; Nelson, 1975; Sperling, 1970) suppose that the rivalry 
mechanism and the mechanism for depth perception are different. They 
suppose that the singleness of vision in the absence of disparity 
difference between both half-images, or more generally if fusion has 
been established, is guaranteed by the suppression mechanism. However, 
such an assertion can be understood perhaps for meaningful stereograms 
but in the case of random dot stereograms the argument of Julesz (1971) 
remains valid. He argued that so many ambiguous solutions exist that one 
needs some lateral spread mechanism, which suppresses ghost images 
and/or favours the desired solution. Therefore Hochberg (1961) and 
Levelt (1968) suggested that there is one mechanism for both phenomena. 
They conjectured that there exists one binocular field. If there is 
disparity or contrast difference between the two retinal images a Cyclo-
pean image, that is not necessarily some direct combination of these 
images, is sorted out. However, they did not work these thoughts out 
further, it will be done in Chapter 2. 
1.2.4. The permanent rivalry hypothesis 
In Sperling's theory the phenomenologically observed suppression dur-
ing rivalry has been translated into a suppression mechanism at micro-
level, the inhibitory character of the lateral spread. However, from the 
point of view that every cyclopean image is a combination of both half-
images (Hochberg, 1964; Levelt, 1968) domination during rivalry is a 
special case. It can be caused by a suppression mechanism or by a domi-
nation mechanism at a micro-level. In the latter case the lateral spread 
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has an excitatory character. Then in Sperling's model the output of an 
BCDN would excite similar neighbouring BCDNs. Inhibition or suppression 
would occur only within one pair of BCDNs. It is called local rivalry. 
ΙΓ one eye dominates locally, the system tries to export this domination 
to the neighbourhood. Within it the other eye can dominate at a dif­
ferent locus. The system also tries to export this domination into the 
neighbourhood. Thus, normally in a small finite region a part of the 
loci is dominated by one eye and the remaining part by the other eye. 
The ratio of the number of members of both parts is determined by the 
stimuli and the interaction mechanism. It remains constant if one locus 
in a region changes its domination whilst at the same time a second 
locus changes its domination in the reversed direction. Thus, even if no 
rivalry is perceived, it may exist at a micro-level. This principle is 
called the permanent rivalry hypothesis. It was originally formulated by 
Levelt (1966) in a somewhat different form. In his formulation the 
rivalry is not determined locally by an all-or-none mechanism, but 
rather the cyclopean image is everywhere in the combination of both 
eyes. The relative strength of the contribution of both eyes is compar­
able to the ratio mentioned above. Thus both mechanisms or a combination 
of them are perceptually indistinguishable. Therefore they will be 
called by one name: the permanent rivalry hypothesis. Thus, the per­
manent rivalry hypothesis states amongst others that every stimulus pair 
rivals locally. With this hypothesis Levelt could explain the weighting 
mechanism he found in binocular brightness combination. Although in this 
theory suppression is the basis for binocular combination, it is not a 
classical suppression theory. 
1.2.5. Experimental evidence for permanent rivalry 
Apart from the fact that for a theory of permanent rivalry the objec­
tions made against the classical suppression theories, do not hold, a 
crucial test between both types of theories has been carried out. Fox 
and Mclntyre (1967) presented pairs of phenomenologically non-rivalrous 
stimuli. In one of the eyes they flashed a test target that had to be 
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R-R F-F R-F 
1 ! 1 ! 1 ! F-R 
! O i 1 ! R-R 
1 ! F-F 
Table ^.¿.г. T h e o r e t i c a l difference In dominance for permanent r i v a l r y 
and experimental results of Fox and Mclntyre ( 1 9 6 7 ) · 
recognized. The monocular stimulus was a c o n t r a s t - r i c h or an almost 
c o n t r a s t - f r e e f i e l d . According to Levelt (1968) the eye t h a t receives 
the stimulus with the highest amount of contrast in the neighbourhood of 
the t e s t t a r g e t contr ibutes more to the cyclopean image in t h a t p a r t of 
the f i e l d than the other eye. So l o c a l l y there i s a weighted dominance. 
I f both eyes receive the same stimulus there i s no dominance, a p a r t from 
a physiological ly determined structural dominance of one of t h e two 
eyes. These e f f e c t s are summarized in Table 1.2.2. An R i n d i c a t e s the 
contrast-r ich and an F the contrast-free stimulus. A p a i r of R's and F's 
indicates the two monocular s t i m u l i , one to each eye, t h a t a subject 
receives. The dominance of the f i r s t stimulus of the p a i r In a column i s 
compared to t h i s dominance in the p a i r in the row. A one i n d i c a t e s a 
higher dominance i n the column pair, a zero an equal dominance. 
Classical suppression theories predict only a suppression of t h e s i g ­
nal from an eye, i f the other eye receives a c o n t r a s t - r i c h s t i m u l u s . The 
predictions are summarized in Table 1.2.3a, fol lowing the method of 
Table 1.2.2. The r e s u l t s of the experiments of Fox and Mclntyre a r e m 
accordance with Table 1.2.2. The differences in dominance are s i g n i f i ­
cant (< . 0 5 ) , except for the difference between R-F and R-R f o r one of 
the three subjects. The r e s u l t s support the permanent r i v a l r y hypothesis 
against the c l a s s i c a l suppression t h e o r i e s , even i f one c o n j e c t u r e s that 
some a t t e n t i o n mechanisms can play such a role t h a t the t e s t f l a s h is 
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B-F 
ί 0 
! 
F-F 
1 
1 
R-F 
1 
1 
0 
F-R 
R-R 
F-F 
R-R 
! 0 
F-F 
Ρ 
Ρ 
R-F 
1 : 
1 ! 
1 ¡ 
j 
F-R 
R-R 
F-F 
a. without facilitation b. with recognition facilitation 
Table 1.2.3· Theoretical difference in dominance for classical 
suppression. 
better or worse recognized if there is much contrast in one of both 
half-images. In the latter case the predictions do not change because 
the recognition becomes worse for those pairs where rich contrast is 
present. Recognition facilitation would lead to a prediction as given in 
Table 1.2.3b. Because the recognition becomes better in those pairs 
where rich contrast is present there are matrix-cells for which one can-
not make a prediction. A letter ρ Is inserted here. It can have the 
value 0 or 1, depending on the balance between the binocular suppression 
and the facilitation of the recognition. 
One can also make such predictions for fusion theories. They are 
given in Table 1.2.4. In Table 1.2.4b it is supposed that fusion of 
identical images facilitates the recognition of the test flash. In Table 
1.2.4a this is not assumed. As above, one can suppose that the presence 
of contrast in the pair facilitates, hampers or does not influence the 
recognition of the test flash. These situations are expressed by the 
letter ρ in Table 1.2.4a. in some matrix cells. It will have the values 
1, -1 or 0 respectively. A minus one In a cell means a lower dominance 
of the first stimulus m the column pair than in the row pair. The value 
of ρ in Table 1.2.4b cannot be determined. It depends on the balance 
between the fusional facilitation and the facilitation or suppression of 
the recognition by contrast. From Table 1.2.4 It can be concluded that 
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R-R F-F R-F R-R F-F R-F 
1 1 
0 
¡ 
0 ! 
- 1 Ì 
Ρ ! 
a. without facilitation of b. with facilitation of 
identical stimuli identical stimuli 
Table 1.2.4. Theoretical difference in dominance for fusion theories. 
the results of Fox and Hclntyre also falsify the fusion theories. 
It is a very important experiment. It was set up as crucial between 
fusion theories and suppression theories. The conclusion of the authors 
was that the results fit in better with a suppression theory than with a 
fusion theory. However, the experiment can be interpreted better as a 
crucial test between the permanent rivalry hypothesis and the classical 
suppression theories. A crucial test between fusion theories and 
suppression theories can be done more easily as Makous and Sanders 
(1978) showed. These authors conducted an experiment in which they held 
the contrast in the monocular stimuli equal and constant. By introducing 
disparity or regular distortion between the monocular field they could 
introduce depth perception, phenomenological rivalry and normal fusion. 
They measured the detectability of a test flash that was presented to 
one of the two eyes. They found no difference in the detectability if 
fusion or rivalry was perceived. So the suppression is the same in both 
cases. Thus suppression exists during fusion. 
Theoretical considerations and experimental results have led to the 
permanent rivalry hypothesis. In the next Chapter it will be incor­
porated into a general theory that also covers the perception of depth. 
Before doing so, disparity detection theories that try to explain the 
perception of depth will be discussed. 
ρ ! 0 
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1.2.6. Disparity detection theories 
1.2.6.1. The model of Julesz and a revised formulation 
The Juleaz model consists of two fields of "dipoles" connected by 
springs, which cause some co-operative Interaction. The dipoles choose a 
light or dark position in accordance with the local brightness impres­
sion. Then an optimal position for all dipoles is sought for by attrac­
tive and repulsive forces between dipoles. Dipoles of different eyes 
attract or repel each other if they have, respectively, an identical or 
a different light-dark position. These forces decrease with the effec­
tive distance between two dipoles. It is called the disparity distance 
x(n,k) and depends on the orientation of the dipoles as can be seen in 
Figure 1.2.12. The Julesz model will be formulated below in a more for­
mal way. In this formulation the model survives the counter-argument of 
Julesz himself, that it does prevent parallel processing. Moreover it is 
possible to reformulate the formal model into a model with only one 
dipole field. It is argued In Section 1.2.6.2 that the interaction 
between input and dipoles in this formulation can be associated with 
binocular rivalry. A reader who is not interested in the formal descrip­
tion can skip the next two Sections. 
In the slightly different, more formal description of the Julesz 
model, one can represent the light-dark state by some brightness func­
tion В of the stimulus Intensity I, which has the property that 
B(x,y) < 0, if I(x,y) is perceived as dark, and B(x,y) > 0 if I(x,y) is 
perceived as bright. ¡B(x,y)! increases if, respectively, the perceived 
darkness or brightness increases. Attraction between two dipoles occurs 
if the product b of their В functions is positive (same light-dark 
states). Repulsion occurs if this product is negative (different light-
dark states). For a left image dipole at (nd.md) and a right image 
dipole at (kd.md) it is given in (1.2.1). 
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.Right 
DR(k,m) x(n,k) D. (η,m) 
— * - « — » -
kd id jd nd 
Figure 1.2.12. The Julesz model (1971). + inwards means light position, 
- inwards means dark position. The left dipole at id 
and the right dipole at jd are corresponding dipoles. 
b(n.k) = В (nd.md)»B (kd.md) 
L R 
(1.2.1) 
The disparity distance (see Figure 1.2.12) between these two dipoles is 
equal to 
x(n,k) = (n-k)d - D (n.m) - D (k,m) 
L R 
(1.2.2) 
The two dipoles are called corresponding dipoles if x(n,k) = 0. The 
influence of the dipole at (kd.md) on the state of the dipole at (nd.md) 
is described by some function f of b(n,k) and x(n,k). ¡f! decreases аз a 
function of !x(n,k)!. It has the sign of b(n pk). D (n.m) is chosen such 
that ¡f| reaches its maximum, if x(n,k) = 0, i.e. the dipoles at (nd.md) 
and (kd.md) become corresponding dipoles. However, the dipole at (nd.md) 
is influenced by all dipoles at (kd.md) for all k. The net-effect of 
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FR(k) 
GL(n,m+1) 
GL(n+1,m) 
Figure 1.2.13· State t rans i t ion diagram of the Julesz model. 
i)U 
these forces, called the disparity detection input F (or F ), is given 
L R 
in (1.2.3). Now D (n,m) is chosen such that F(n) reaches a (local) max­
imum or minimum. 
00 
F (η) = Σ f(b(n.k).!x(n.k)i) (1.2.3) 
L k = -OD 
The system i s fa ir ly complicated because a change in D (n,m) a l t e r s 
a l l F (к), which moves a l l right dipoles into another disparity posit ion 
R 
so that a l l F (к) change. Thus the l e f t dipole at (nd.md) transforms i t s 
own input (see Figure 1.2.13a). Such a system can become very unstable. 
In order to avoid i n s t a b i l i t y another mechanism which prohibits a d i s a s ­
trous influence of one dipole on the whole system is necessary. In the 
Julesz model the springs (see Figure 1.2.12) provide such a mechanism. 
It forces an individual dipole to co-operate with i t s neighbours. The 
net-force G (η,m) for the l e f t dipole at (nd.md) equals zero i f the 
state of the dipole i s the mean of i t s neighbour-state. Otherwise i t i s 
forced in the direction of t h i s mean. Let g be some monotonous non-
decreasing function with g(x) = -g(-x) , the co-operative interact ion 
input G (η,m) (or G (η,m), see Figure 1.2.13b) can be defined by 
L R 
G (η,m) = g(D (n+1,m) - D (n.m)) + g(D (n-1,m) - D (n,m)) 
+ g(D (n,n+1) - D (n.m)) + g(D (n,m-1) - D (n.m)) ( 1 . 2 . 4 ) 
The formal formulation above doea not change the gist of the model. 
There is, however one consequence of the difference with the original 
presentation of Julesz which ought to be mentioned. In the Julesz' 
mechanical model the difference between the state value of two neigh­
bouring dipoles could never be such that they "crossed each other". It 
means that it is impossible (see figure 1.2.11) for a dipole at point 
(nd.md) to correspond to one at point (pd.md), i.e. x(n,p) = 0, with 
ρ ^ n, if a dipole at point (kd.md) with к > η corresponds to a dipole 
at (qd.md) with q < p. The spring coupling prohibits it. If ambiguous 
stereograms, in which a depth plane in front of or behind a neutral 
plane can be perceived, are presented for a brief period, they are usu-
15 
V nd 
'qd 
Figure 1.2.It. Crossing dipoles. 
ally perceived in one way. So, there is some subject-dependent bias 
toward one of the two depth levels (Julesz. 1971). Clearly, the subject 
has a preferred attention for one of the two levels. In the Julesz ver-
sion of the model which prohibits crossing, it means that all dipoles 
search for this level together. However, Julesz (loc.cit. p.199. 200) 
writes that the latter is not plausible because 
"When a slight (10Ï) bias was introduced (to counteract the 
subject's natural bias), it proved to be excessive and 
reversed the perceived depth. If the preferred depth level 
was the first to be given attention and the other depth lev-
els were only searched sequentially afterwards, then the 90X 
match at the preferred (natural bias, H.B.) depth level 
would be more than adequate to stop the search. Instead, the 
100Ï match is perceived at the unpreferred depth level, 
implying certain models for the attention in stereopsis. One 
model in agreement with this finding assumes that stereopsis 
is a parallel process in which each depth plane is simul-
taneously processed and the one which contains the most 
activity is attended to." 
Simply allowing the fact of "crossing" of neighbouring dipoles in the 
formulation above does not longer prevent the possibility of parallel 
processing. The 100t match will give rise to the highest number of 
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corresponding dipoles at some time, so it will be perceived by means of 
the co-operative interaction mechanism. 
Following Julesz (1971) the perception of relative depth is deter­
mined by the difference in disparity between the dipoles in each of the 
two dipole systems. However, it is not clear from his discussion how the 
differences in both systems interact. Furthermore, he assumes in all his 
examples, that the disparity values of two corresponding dipoles are 
equal. It is easy to prove that the assumption is right if the system 
has solved the disparity problem. But it does not follow from the model 
that the assumption holds during the processing stages. 
From a psychophysical point of view it does not give rise to diffi­
culties, because during the processing stage no clear image is perceived 
by subjects. As a consequence many assumptions about the contribution of 
the two disparity values to the perception of depth are allowed. One can 
adopt a weaker assumption than the assumption that the disparity values 
of two corresponding dipoles are also equal during the process. Here the 
assumption is made that the perception of relative depth is determined 
by the difference of the arithmetic mean of corresponding dipoles. 
Roughly spoken, it is assumed that the mean of the differences in the 
two systems determines the depth perception. This mean equals the 
differences in each system if corresponding dipoles have the same 
disparity, which is the case after a solution has been found. Moreover 
the fact that only the arithmetic mean of the state values of 
corresponding dipoles, not the values themselves, is important, allows a 
more simple formal formulation. 
In the reformulated model one disparity detector is involved at 
(pd.tnd) with internal state D(p,m), instead of two dipoles, one for each 
image. The mechanisms of this model are similar to the dipole mechanisms 
described above. For every pair of dipoles D (n,m) and D (k,m) there is 
L R 
one detector D(p,m) wich can fulfil the requirement 
D(p,m) = D (n.m) ζ D (k.ra) (1.2.5) 
L R 
if D (n,m) and D (k,m) are corresponding dipoles, i.e. if 
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DR(k,m) DL(p,m) 
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kd pd nd 
DR(k,m3 
D(p,n¡) 
x(n,k) DL(n,m) 
kd pd nd 
Figure 1.2.15. The relation between the Julesz model and the reformulated 
Julesz model in the case of corresponding (a), and in the 
case of non corresponding (b) dipoles. 
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x(n,k) = О (1.2.6) 
after a solution of the disparity problem is found. Then 
D (n.m) + D (k,m) (n-k)d 
D(p,m) s -L R = (1.2.7) 
2 2 
and 
n+k 
ρ = (1.2.8) 
2 
For the new system the solution of the disparity detection problem is 
the finding of the pair (n,k) for every p, so that (1.2.7) and (1.2.8) 
are fulfilled (see Figure 1.2.15). The disparity detection mechanism for 
the detectors can be derived from the disparity detection mechanism for 
the dipoles if one compares combinations of corresponding dipoles for 
which holds 
D (n.m) + D (k,m) 
(1.2.9) 
(1.2.10) 
D(p.m) : 
From (1. 
D(p,m) : 
with (1 
η = ρ + 
к -. ρ -
,2, 
ι 
.2, 
χ_ 
χ_ 
L Η 
2 
,2) it follows 
[n-k)d - x(n,k) 
2 
.8) follows 
+ 2D(p,m) 
2d 
+ 2D(p,m) 
2d 
so that (1.2.11) holds for the disparity detection input F(p) (see also 
(1.2.1) and (1.2.3)). 
00 
V D(p,m) D(p,m) 
F(p) = 2. f(b(p+[———]+l,p-[ ]-l),2!ld!) (1.2.11) 
k=-oo d d 
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Dtp,m) is chosen such that F(p) reaches a (local) maximum or minimum. 
The co-operative interaction input G(p,m) is defined analogously to 
(1.2.4). The reformulated model is not essentially different from the 
one above; the state value of the disparity detector is attracted to 
identical image points and repulsed from non-identical image points; a 
spatial facilitation of this value exists. 
The Julesz model is a great improvement with respect to the fusion 
theories. It can explain phenomena that are explained by the fusion 
theories without encountering the difficulty of ghost images. Further-
more, it fulfils the requirement, cited in Section 1.2.2 from the work 
of Julesz (1971), that every polnt-by-point processing model requires a 
lateral spread mechanism, or co-operative interaction. 
1.2.6.2. The Julesz model and binocular rivalry 
The stereogram in Figure 1.2.16 (after Kaufman et al., 1973) gives 
rise to binocular rivalry in the presence of depth perception. The depth 
can easily be explained by the model of Julesz, because the solution of 
the model with the appropriate disparities is the one that has the 
highest number of fully locally fused - though only few - image points. 
Indeed, it is known (Julesz, 1971) that even only a few disparate points 
can induce a perception of depth. Because of the rivalry one has to con-
clude that the binocular rivalry mechanism does not precede the 
left right 
Figure 1.2.16. Rivalry and depth (after Kaufman et al., 1973). 
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disparity detection mechanism аз Julesz introduced it. Otherwise there 
would not be enough locally fused points to overrule the disparity-
rivalry, that is the repulsion, which exists in the model between the 
white fields and black lines. Here one reaches a weak element in the 
model. Apart from the non-decisive fact that, phenomenologically, 
disparity-rivalry is neither perceived here, nor in other stereoscopic 
stimuli such as in Figure 1.2.4, disparity-rivalry is not a necessary 
condition to explain stereopsis. The Julesz model would have the same 
explanatory power, if only identical poles of dipoles would attract each 
other without any repulsion (rivalry). In the descriptions above it 
means that in (1.2.1) bin.k) would be defined to be zero if 
В (nd,md)*B (kd.md) < 0 (1.2.12) 
L R _ 
Furthermore it is less elegant to use the basic feature of binocular 
rivalry, that is the antagonism between non-compatible brightness lev­
els, in a model to introduce disparity-rivalry without explaining any­
thing about rivalry. It is even more of a problem because binocular 
rivalry is generally taken (Levelt, 1968) to be what a subject perceives 
in the non-fusion situation. It is precisely this view on rivalry that 
is used by Julesz in his model without explaining binocular rivalry. So, 
in the next Chapter a revised model will be introduced, one that can 
explain disparity rivalry and binocular rivalry from one principle. 
1.2.6.3. The model of Nelson 
Nelson (1975) summarizes the arguments of Julesz (1971). He proposes 
a model in which the interaction mechanism is different from the mechan­
ism in the Julesz model. But the principles of the model are the same. 
Instead of one disparity detector at the point (nd.md), there are many 
detectors. Every detector has a constant disparity state value d . Two 
disparity detectors at the same point (nd.md) do not have the same 
disparity value. All possible disparity state values are present at 
every point ordered in a kind of column as in the Sperling model (see 
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Figure 1.2.1). The detectors can be inhibited by the disparity detection 
input and facilitated by the co-operative Interaction input. The dispar­
ity detection input for a detector d at (nd.md) is the sum of output 
ι 
functions f(!d -d !) of all other detectors d in one stack at (nd.md) 
i J J 
which are excited. A detector is excited if (see (1.2.1)) В (nd+d ,rad) 
L J 
and В (nd-d ,md) represent points in Identical receptive fields. So, if 
R J 
some detector at (nd.md) fuses two points locally. It inhibits all other 
detectors at that point. Sperling (1970) proposed the same idea In his 
fusion model (see Section 1.2.1). But the inhibition in the Nelson model 
decreases, if !d -d ! increases, except in the direct neighbourhood of 
the detector with state value d in the disparity space. The detectors 
in this region are less inhibited than in a region further from d . 
The co-operative interaction input of a detector at (nd.md) with 
state value d is the sum of output functions of other detectors with 
ι 
state value d . These functions are monotonously decreasing functions of 
the spatial distance. If this is small, it is a monotonously increasing 
function of distance. So, there is a spread of every disparity through 
the spatial domain by facilitation of the detectors with the same state 
value. 
1.2.6.4. A comparison of both models 
Kaufman, Bacon and Barroso (1973) constructed random dot stereograms 
from normal random dot stereograms (Julesz, 1971) in the following way. 
Both stimuli in the first stereogram are a linear combination of the 
half-images of the second stereogram. The latter are superimposed, while 
in one case both coefficients are 1 and in the other case 2-е and c, 
with 0 < с < 2 (see also Figure 6.2.1). From Nelson's model it follows 
that the interaction process can deliver three perceptually distinguish­
able solutions. A solution without depth, a solution with a depth plane 
with respect to a neutral plane and a solution in which the depth is 
reversed with respect to the other solution with depth. It depends on 
the value of the variable as to which solution will be chosen. If с 
tends to zero, one of the solutions with depth will be chosen, if с 
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tends to 2 the other depth solution is predicted, and the absence of 
depth can be expected if с approaches 1. FOP the other values of с the 
model predicts a rivalry between two of these solutions. The magnitude 
of the depth in the two predicted cases of depth perception depends only 
on the disparity in the stereograms. The predictions agree with the 
findings of Kaufman et al. (op. cit.) for a disparity of 10 min of arc 
and to a lesser degree for a disparity of 9 m m of arc. But they fail 
for disparities of 8, 6 and 4 mm of arc. In the latter case (U min of 
arc) the perception of depth is an almost linear function of c. The rea­
son for this falsification is that the disparity detection -nechanism is 
as rigid as Sperling's (1970) fusion mechanism. The stimulus disparity 
determines which disparity detectors are excited. The excited detectors 
can silence each other. 
In the Julesz model, however, the state value of a disparity detector 
is attracted to the stimulus disparity, but it will not necessarily 
reach this value. It depends on the other "attractive forces". If, for 
instance, с runs from 1 to 2, the model predicts, that firstly no depth 
will be perceived. Then, if с grows the attraction of the disparate 
points starts and pulls the state value in the direction of the dispar­
ity value. The actual state value is determined by the balance between 
the two "attractive forces". It tends more and more to the stimulus 
disparity value as с approaches 2. If the stimulus disparity is so large 
that the disparity-attraction is almost zero, because it decreases with 
distance, the model predicts that only two single solutions are possi­
ble, one without depth and one with depth. The original Julesz model 
predicts not only that one of the two is per eived at a given moment, 
but that rivalry can exist between them. The formulation of the model 
given here allows the existence of both solutions at the same time, 
since dipoles may cross each other. Therefore a local rivalry between 
the solutions is possible. It leads to a clear pattern in depth with 
some transparent elements, without depth, on it, which is reported by 
Kaufman et al. (op. cit.). In the model, which will be developed in the 
next Chapter, the existence of local rivalry follows immediately. In any 
case one can conclude that the reformulation of the Julesz model is an 
, 
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Improvement because it allows for parallel processing (see Section 
1.2.6.1) and the existence of more solutions at the same time. 
If the stimulus disparity is not too large, then an important conse-
quence of the fact that the predicted disparity lies between the 
stimulus disparity and zero is, that the locally fused points do not 
need to have the same brightness, because they are not the attracting 
points themselves. Therefore the model predicts that one will not see a 
clear structure in depth, but some undeflnable pulp. The phenomenon Is 
reported by Kaufman et al. (1973). So, in contrast with their remarks, 
Julesz' model actually predicts their results very well. 
1.2.6.5. The existence of other disparity detectors 
The notion of receptive field underlies the paper of Nelson (1975). 
Special neurons or detectors are proposed for many abilities of the 
visual system. He and other authors - for instance many whose work in 
spatial frequency analysis will be partly discussed in Section 2.2.1 -
rely upon neurophysiological findings which seem to demonstrate the 
existence of the special detectors. The matter will be discussed in Sec-
tion 1.2.7. Inspired by these findings Nelson proposed the disparity 
detectors. But he also proposed the existence of orientation disparity 
detectors and suggested the existence of spatial frequency disparity 
detectors. For every type of detector a complete stereoscopic system has 
to be built up. 
It is impossible to conclude from experiments on stereopsis that a 
spatial frequency detection mechanism exists as long as the "normal" 
stereopsis mechanism is unknown. If one agrees that some co-operative 
interaction mechanism and a local disparity detection mechanism are 
involved, then spatial frequency stimuli stimulate both mechanisms 
extensively. They activate the local disparity detectors. Their periodi-
city itself is a global property, conflicting or co-operating with the 
global effects due to the co-operative interaction mechanism. Hence it 
can be either in support of or rival the effects induced by the local 
disparities. Apart from these results all stimuli have a finite size, 
5« 
which influences the whole mechanism. But frequencies, local disparity 
and size disparity are coupled quantities. So, one can expect, that even 
In the case that the "normal" disparity mechanism is known, it will be 
laborious at best to make any good prediction of its reaction to spatial 
frequency disparity. This connectivity of several factors just mentioned 
that influence the mechanisms is shown in Van der Meer (1978). 
Nelson claims a proof for the existence of orientation detectors from 
an experiment by Braddick (Nelson, 1975). According to Nelson (loc. cit. 
p. 53.54), discussing Figure 1.2.17, 
"The horizontal separation of the bars' endpoints in the top 
and bottom stereo pair equal, but differ the orientations. 
If retinal disparity detection is a matter of horizontal 
displacement only, both stereograms should be processed 
similarly. Instead, the bars differing more markedly in 
orientation are perceived as diplopie. The emergence of 
diplopia as a function of orientation difference when hor-
izontal disparity is constant suggests that stereopsls is 
here based upon detection of orientation disparity. 
Braddick's results are contradicted by recent findings of 
Kertesz (1973). However, Kertesz used lines from 2 deg to 9 
deg length, whereas Braddick's stimuli were no longer than 1 
deg. The intent of Braddick's study was to reveal cortical 
single unit properties by employing stimuli compared in size 
to a cortical receptive field. The stimuli employed by Ker-
tesz were too long. For shorter lines, the visual system's 
ability to centrally alter perceived orientation probably is 
limited by the angles involved, not by positional displace-
ment (separation between lines' endpoints)". 
However, the latter arguments are only valid if one assumes a priori 
that the (neurophysiologically found) receptive fields have some psycho-
physical meaning (see Section 1.2.7). Furthermore, the above results are 
understandable from the Julesz model. It is known (Fender and Julesz, 
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Figure 1.2.17· Rotational disparity (after Nelson, 1975). The notion of 
fixed disparity leads to special detectors. The notion of 
flexible disparity and co-operative Interaction can 
explain rotational effects. 
1967) that, If eye-movements are prevented, one can pull the stimuli in 
a stereogram. If they are fused once, slowly apart over a long interval 
(1 deg - 2 deg ) before fusion is lost * * * ) . It is easily explained by 
the Julesz model, because if the change is not too fast the detectors 
can follow the movement of the attracting image points. The mechanism 
shows an analogous reaction to the stimuli in Figure 1.2.17. If two 
·") These values hold for horizontal pulling. For vertical pulling fu-
sion is lost at 20 min of arc. This value agrees with values ob-
tained by other authors (Duwaer, 1981, Ch.4.2; Ogle, 1964). There-
fore the data on horizontal pulling are probably also reliable. In 
any case the break away from fusion occurs at greater disparity 
values than those at which fusion can be attained. 
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fused points are given, their neighbouring points can be fused even if 
they don't have the same disparity. The detectors in the neighbourhood 
of the detectors that connect the fused points are brought into align-
ment with them by means of co-operative interaction. So they come within 
the direct influence of the attraction by the neighbouring points. Now 
it depends on the balance between this attraction and the opposite 
influence of the co-operative interaction mechanism as to whether fusion 
will occur or not. Accordingly, as the disparity of the fused points and 
the disparity of its neighbours that have to be fused grows, this bal-
ance changes more and more in favour of the co-operative interaction 
mechanism. So, fusion can be expected for small orientation disparities 
as in Figure 1.2.17b and it will break down for greater orientation 
disparities as in Figure 1.2.17a. Furthermore, a lengthening of the 
lines supports the stability of the fusion, because there are more co-
operating disparity detectors in favour of fusion. Fusion can then be 
obtained for larger orientation disparities. A further lengthening of 
the lines can give rise to diplopia when the disparity between the end-
points of the lines exceeds the fusional limit (1 deg - 2 deg). So, 
above some line length, the break-down of fusion is caused by this 
disparity alone. 
1.2.7. Psychophysical theory and neurophysiology 
1.2.7.1. General remarks 
Psychophysical and neurophyslological knowledge are different types 
of knowledge about the same object. Neurophyslological knowledge con-
cerns neurons or clusters of neurons. Psychological knowledge concerns 
large neurophyslological systems, which consist of both (clusters of) 
neurons as well as the (feedback) relations between them. A model, which 
is bafîd on neurophyslological knowledge and intends to explain psycho-
physical knowledge, requires additional assumptions about these rela-
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t i ens . 
Such a d i s t i n c t i o n , between different theories about one type of 
object , can also be found in other sciences. In physics thermodynamics 
i s a theory about gases . A gas is a set of impinging molecules. The co l -
l i s i o n s obey Newtonian mecharles. However, one cannot derive thermo-
dynames from Newtonian mechanics. One needs additional hypotheses about 
the mechanical interactions in large systems and about the relat ions 
between mechanical en thermodynamical quant i t i es . 
The difference can be indicated as a difference between a functional 
and a computational theory. A functional theory i s "an abstract formula-
tion of what a system processes and why" (Marr, 1977). A computational 
theory explains how the system i s constructed and why i t works on the 
basis of the given "hardware". Without a computational theory one cannot 
decide whether a hardware measurement with a functional input i s func-
t ional ly relevant. Therefore one has to be careful of interpreting 
experimental resu l t s which use psychophysical stimuli to produce neuro-
physiological r e s u l t s . Due to this view, one wi l l not find any decis ive 
argument based on neurophysiological knowledge here. Every fundamental 
use of i t to explain psychophysical phenomena before an adequate formu-
lation of the psychophysics of the problem i s doomed to f a i l . It does 
not mean that neurophysiological knowledge cannot be fruitful in formu-
lating psychophysical theories. However th i s has to do with the inspira-
tion of the s c i e n t i s t rather than with h i s theory. 
1 .2 .7 .2 . The notion of receptive field 
A general remark must be made about the notion of receptive f ie ld and 
more generally about other quantities that are physiologically defined. 
A receptive f i e ld i s a technical notion fron electrophysiology. It means 
that some neuron, or cluster of neurons, reacts most strongly to some 
special stimulus configuration. This configuration i s called the recep-
t ive f ie ld of the neuron. The interpretation of these measurements i s 
another d i f f i c u l t y that arises from using psychophysical stimuli in neu-
rophysiological measurements. One measures local brain act iv i ty as a 
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function οΓ the stimuli. This activity can be due to the properties of 
the (clusters of) neurons or to the relations between otherwise identi­
cal neurons. So without a computational theory one cannot conclude from, 
for instance, electro-physiological data, that the human brain has spe­
cial "detectors" for some type of physical stimulus (as has been done 
frequently from studies analogous to those of Hubel and Wiesel (1962, 
1965, 1968), although these authors have always been careful to stay 
close to a neutral, operational definition of receptive field). 
Nelson interprets the results of experiments on receptive fields as a 
proof for the existence of detectors in the brain for several types of 
stimuli. Then it appears (see Section 1.2.6.5) that one needs a defini­
tion of new detectors and new mechanisms in order to elude psychophysi­
cal falsification, since one cannot always explain psychophysical 
results on the basis of these detectors if other types of stimuli are 
used. However a theory which incorporates the psychophysics as well as 
its physiological realisation may not elude psychophysical falsification 
by introducing hypotheses about the physiology and vice versa. This is a 
methodological fault. 
A psychophysical theory has to be formulated on the basis of psycho­
physical concepts. One can introduce a psychophysical concept, such as a 
receptive field-function (Sperling, 1970), and a unit that reacts to it. 
But one can also introduce more abstract concepts such as the "dipole 
units" of Julesz (1971). In both cases the relations between the units 
are psychophysically defined relations. Especially when the relations 
and units are numerous, as in the models of Nelson and Sperling, it is 
worthwhile quantifying the theory or comparing it with existing analo­
gous quantitative models, as Julesz did. In any case it is a requirement 
of scientific methodology to distil the experimental knowledge into a 
few principles that are psychophysically defined. The only restriction 
on a psychophysical theory is that the physiological structure must be a 
possible physical realization, but reed not be a unique realization of 
the theory. 
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1.2.7.3. neurophysiology and the presented theory 
The mathematical formulation (see Chapter 2) of the cyclopean field 
and its interactions, which is proposed in this study, allows, in prin-
ciple, for simulation by some physical device. Details for its construc-
tion can be infered from this thesis, but detailed knowledge of the dev-
ice itself is of no intrinsic importance. However, because it can be 
done in principle, some analogous mechanisms can exist in the human 
brain. In fact several such mechanisms would exist and each mechanism 
would be a realization of the same system, although they would deliver 
different results in neurophysiological measurements. 
It is needless to say that, although concepts like receptive fields 
are not used in this theory, this does not mean that receptive fields do 
not exist. It is a functional theory. However, if it makes any sense, it 
is a guide-line for the construction of a computational theory starting 
from neurophysiological knowledge. If the concept of receptive field 
makes sense from a neurophysiological point of view a computational 
theory must make the bridge between this concept and the functioning of 
the brain as described in a falslTiable psychophysical theory. 
1.3. Permanent rivalry as basis for cyclopean perception 
The hypothesis of permanent rivalry has survived crucial experiments 
in comparison with other theoretical principles. The formulation of the 
Julesz model presented here can explain the depth phenomena that are due 
to disparity differences. But the criticism of this model is that it 
uses the rivalry principle without saying anything about binocular 
rivalry, while the model would have the same explanatory power if this 
principle could be disregarded (see Section 1.2.6.2). It is a question 
of whether rivalry has any linkage to depth perception or not. 
Nelson (1975) makes a distinction between the mechanism of depth per-
ception and the rivalry mechanism, analogous to the distinction made by 
Sperling (1970). Nelson also rules out that binocular suppression can 
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play a role in the perception of depth. However, he argues against the 
classical suppression theories. He writes (loc. cit. p. 45) that 
"Rivalry effects, if they occur, are irrelevant to the 
processes of stereopsis. Stereopsis is based upon the 
activity of cortical retinal disparity detectors. Units of 
all disparity tunings save zero would fail to be stimulated 
by a disparity-free stimulus; rivalrous stimuli might fall 
to stimulate even this tuning. Because disparity detectors 
with non-zero tunings are not stimulated, there will be no 
disparity-doroain inhibition. With stimuli which do convey 
retinal disparity, the present model stipulates that both 
- and yet neither - of the half-images are suppressed when 
fusional displacement has occurred. Both half-images are 
suppressed, in that neither appears where it is physically 
displayed. Yet neither half-image is suppressed: both con-
tribute to what we see". 
This suppression is the inhibition in the disparity space (see Section 
1.2.6.3). It has been shown (see Section 1.2.6.4) that this is not an 
adequate description. On the other hand a mechanism is at work in the 
Julesz model that resembles the permanent rivalry hypothesis. It is pos-
sible that neighbouring detectors have different disparity values. This 
assumption has been used in the present explanation of the experiments 
of Kaufman, Bacon and Barroso (1973). It means that in a small finite 
spatial region a part of the detectors will have one disparity value and 
another part a different value. The parts are fully intermingled and the 
ratio between the number of members of the different parts is determined 
by the strength and the distribution of the different attractive forces 
and the strength of the co-operative interaction. Because the total 
number of detectors does not change, one can describe the perceived 
image in that region as a weighted combination of the different parts 
whose relative weighting coefficients add up to 1. If the image is 
psychophysically stable, the coefficients are constant, but by the co-
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operative interaction individual detectors can change their state. 
This mechanism is exactly the content of the permanent rivalry 
hypothesis. The hypothesis holds for fused images. If In the Julesz 
model, the repulsion is dropped and permanent rivalry in the case of 
fusion is added, we have a system that explains stereopsis and follows 
the principle of permanent rivalry. Moreover, permanent rivalry can be 
added without adding an interaction mechanism for it. Its interaction 
mechanism is, namely, the same as the disparity detection mechanism 
without the repulsion. So it suffices to transform only the state D(p,m) 
(see Section 1.2.6.1) into a state-vector (Kp.ra), D(p,m)), where Kp.rn) 
can have the values left-image or right-image. The detector keeps its 
all-or-none character. Thus, the principle of permanent rivalry and the 
revised disparity detection mechanism in the Julesz model are the 
natural complement of one other. 
As will be shown in the next Chapter the local change in stimulus 
intensity is the input of the cyclopean system. It can be defined 
psychophysically in a precise way (see Section 0.1 and Buffart, 1978). 
In this view brightness and darkness are antagonistic stimuli. Bright-
ness is evoked by increasing the stimulus intensity and darkm ss by 
decreasing the stimulus intensity. Monocularly darkness and brightness 
are nvalrous, simply because brightness is coupled with stimulus on-set 
and darkness with stimulus off-set. One might argue that much of the 
phenomenologically perceived binocular rivalry is rivalry between dark-
ness and brightness, so that one would expect it to be the basis for 
binocular rivalry. However, in contrast with the permanent rivalry dur-
ing fusion, binocular rivalry is phenomenologically perceived, because 
the two images are visible for a reasonably long time (Levelt, 1968). 
This can be explained by the present model. The visibility of a monocu-
lar image during binocular rivalry is stable, because permanent rivalry 
does not disturb it directly. The binocular rivalry between darkness in 
one half-image and brightness in the other one is intermediated by 
brightness-darkness rivalry within each half-image and the brightness-
brightness and darkness-darkness rivalry (attraction) between both 
half-images. So, the mechanisms of disparity detection and permanent 
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rivalry are the natural complements of one other if one generalizes the 
permanent rivalry hypothesis to monocular rivalry between darkness and 
brightness. This integrated theory will be presented in Chapter 2. 
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II. A HSYCHüPhïSICAL THEORY OF CÏCLOPEAt. PtHCLPTICN 
In this Chapter, which consists of three parts, a formal theory of 
binocular interaction is developed. In the first part sone notions and 
quantities are introduced and a field-function which describes the 
values of the quantities is defined. The field-function fcives the time-
depenuent development of the interaction as a function of the stimulus 
sequences and some systems' interactions. It is argued in part two that 
this interaction is of a local nature. The implication 13 that the dis-
cussion about the existence of stimulus-oriented detectors in the brain 
is not relevant. In the third part the consequences of the above-
mentioned parts are brought into alignment with the idea that the 
interaction mechanism is governed by a Markov-process. It leads to a 
dynamic equation whose stationary solutions predict experimental find-
ings. These are discussed in the next Chapters. 
2.1. The notion of Cyclopean field 
2.1.1. Stimulus location on the retina 
Space dependent equations for the cyclopean system make only sense if 
they can be related to measurable co-ordinates. Therefore special atten-
tion is given to the problem of retinal location, since physical dis-
tances can only be measured on the retina. Without loss of generality 
one can describe retinal distances by dimensionless real numbers. A 
two-dimensional cyclopean space can be defined (Section 2.1.2), which is 
uniquely related to both dimensionless retinal spaces. Consequently, 
equations in the cyclopean space can be connected uniquely with measur-
able co-ordinates and, equally, a dimension can be attributed to dis-
tances in the cyclopean space. 
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2.1.1.1. Space 
The projection of a light-intensity distribution onto a retina, 
called a retinal image, can be described as a luminance-function on a 
2 
two-dimensional space R . From all possible spaces on the retina we 
2 
regard the R , called the retinal space, for which the following holds: 
2 
a If the r=(x,y) in R represent the points on the retina then 
1 the set of the points with variable χ or variable y represent 
respectively horizontal or vertical lines on the retina. 
2 if χ > 0, (x,y) is a point to the right of the line χ = 0 
3 if y > 0, (χ,y) is a point above the line y = 0. 
b The centre of the fovea is chosen as the origin of the space. Fixa­
tion is defined in correspondence with experimental usage, —that is, 
the image of a fixation point falls on the origin of the space. In 
practice the definition cannot hold exactly because of drift and sac­
cadic eye-novements (Cornsweet, 1956). But then the "average" place 
of the images of the fixation point will be the origin. 
2.1.1.2. Metrics 
Later on (Section 2.1.2) perceptual spaces will be introduced in 
which a "measurable" unit-length cannot be defined. However, a relation­
ship with "distances" in the retinal spaces can be formulated if their 
co-ordinates are treated as dimensionless real numbers. This can be done 
as follows. The distances in the retinal space can be expressed in 
degree (visual angle) or in millimetre (si-units). If u represents the 
unit-length in one of these unit-systems, then the physical distance d 
12 
between two points (x ,y ) and (x ,y ) is given by 
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2 2 1/2 
d = uL(x -χ ) + (y -y ) ] 
12 1 2 1 2 
So, the χ and y are dimenslonless numbers. For every given u the space 
i i 2 2 
can be treated as a space on the real numbers. R and R are the r e t i n a l 
L R 
space of the l e f t and the r ight eye respectively. L and L are the 
L R 
luminance d i s t r i b u t i o n s assigned to the l e f t and the r i g h t eye respec­
t i v e l y . The distances on both eyes are expressed in the same u n i t s . Two 
2 2 
points г = (χ ,y ) in R and r = (x ,y ) in R are cal led free 
L L L L K R R R 
corresponding points, i f χ = χ and у = у . 
L R L R 
2.1.1.3. Hal f-images 
The part of the physical space that can be observed at time t , is 
described f u l l y by the two luminance d i s t r i b u t i o n s L (r , t ) and 
L L 5 
L (r , t ) . The re lat ion between physical objects in the physical space R 
R h 2 
and these luminance d is t r ibut ions on r e t i n a l spaces R follows s t r a i g h t ­
forwardly from o p t i c s , i f one allows for eye-lense d i s t o r t i o n s , bl inks 
and involuntary eye movements. In binocular combination the i d e n t i t y of 
the shape of thess lalf-images - L and L - and the dispar i ty between 
L R 
them are very important. The following d e f i n i t i o n s describe these r e l a ­
tions between half-images. 
The monocular s t imul i L (r , t ) and L (r . t ) are called ident ica l at 
L L R R 
time t i f for every pair of free corresponding points r and r i t 
L R 
holds, that L (r , t ) = L (r , t ) . 
L L R R 
I f both half-images d i f f e r only in the mean l i g h t intensi ty they are 
called form-ident ical , i . e . i f there is an 1 > 0, so that 
L (r , t ) = IL (r , t ) for every pair of free corresponding points. 
L L R R 
Disparity between the half-Images can be defined as an opposite 
translat ion of a part of both. If for two given st imul i L ( r , t ) and 
2 L 2 
L ( r , t ) and a subset D of R holds that there i s a d in R , so 
R L L 
that L ( r - d , t ) equals L (r+d,t) for a l l r in D , then i t i s said that 
L R L 
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for a l l r in D the two monocular st imul i have a d i s p a r i t y magnitude 
2!d! . 
I f L ( r - d , t ) equals I L ( r + d , t ) with 1 > 0 then the two st imul i are 
L ft 
c a l l e d f o r m - i d e n t i c a l and have a d i s p a r i t y magnitude 2!d! for a l l 
r In D . 
L 
This d i s p a r i t y i s st imulus-disparity due to r e l a t i v e t r a n s l a t i o n in the 
half- images. Below (Sections 2.1.3 and 2 . 1 . 5 ) a perceptual quantity, 
also c a l l e d d i s p a r i t y , is introduced. Later on (Sections 2 . 2 . 3 . 3 and 
2 . 3 . 3 ) the perceptual d i s p a r i t y and the st imulus-disparity are r e l a t e d . 
2 . 1 . 2 . The cyclopean space 
I t i s assumed t h a t the percept i s l o c a l i z e d in a two-dimensional 
2 2 
space R : the cyclopean space, denoted by R . I t is a perceptual and not 
с 
a physical space. I t i s thus not d i r e c t l y r e l a t e d to physical distance, 
but i t can be r e l a t e d to i t by means of d e f i n i t i o n s . Such d e f i n i t i o n s 
can be given consistent ly by the f a c t t h a t the notions l e f t , r i g h t , 
above and below are experienced independent of whether the r i g h t or the 
l e f t eye i s s t i m u l a t e d , apart from e f f e c t s t h a t can perhaps be evoked by 
long term adaptat ion. Thus, the order t h a t occurs in the r e t i n a l spaces 
i s preserved in the percept. In accordance with t h i s an isomorphism H 
2 2 _ 
can be defined t h a t maps the functions on R and R into the set of 
2 L R 
functions on R . I t i s done by introducing two order-preserving mappings 
с 2 2 2 
H and H from R onto R and R respectively (see Table 2 . 1 . 1 ) . For 
R L с 2 R L 2 
every function F on R and every function F on R i t holds t h a t t h e i r 
L с L с R 2 R 
mappings under H, F and F , are functions on R with 
~ L R с 
F ( r , t ) = F (H r , t ) and F ( r , t ) = F (H r . t ) . 
L L L R R R . 
The theory that will be developed below can account for the displacement 
phenomena that are not due to vergence movements. It is hypothesized 
here that displacement does not occur in the mapping from the retinal 
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space 
co-ordinates! 
functions 
left eye ¡ cyclopean space ! right eye 
г rH r in R 
L L L 
r in R 
> 
IF (r .t)=F (H r,t)=F (r,t) 
L L L L L 
г =H г in В 
R R R 
< 
f (r,t)=F (H r,t)=F (г ,t) 
R R R R R 
Table 2.1.1. Isomorphism H. 
spaces into the cyclopean space. So it is assumed that H and H are 
R L 
stimulus independent and equal. Therefore it can be assumed that 
H г = H г r r 
R L 
(2.1.1) 
2.1.3. The cyclopean field-function 
For reasons that will become clear later on three quantities only 
suffice to describe stereoscopic perception if colourless stimuli are 
used. They are perceptual quantities that are functions of cyclopean 
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space and tine. The first quantity, called binocular disparity, із a 
2 2 
vector d in a two-dimensional real number space R . R can be conceived 
d d 
of as the set of a l l values of the perceptual binocular disparity. The 
second quantity, called signal type, Indicates whether darkness or 
brightness i s perceived and whether the l e f t eye or the right eye 
stimulus i s processed. The set of a l l possible signal-types Is denoted 
by J . Thirdly, the perceived strength of the darkness or the brightness 
с 
i s indicated by a non-negative real number. The set of these numbers i s 
+ 
denoted by R . 
s 
The values of these quantities as a function of space and time can be 
2 
described by means of a field-function on the cydopean space R , the 
2 с 
time-space T, the disparity space R , the set of signal types J and the 
+ d с 
space of signal-strengths R . For the moment t h i s l a s t variable wi l l not 
s 
be considered. The field-function i s called the cyclopean field-function 
2 2 
f ( r , t ; d , j ) with г in R , t in T, d in R and j in J . It has a unique 
с d e 
value - 0 or 1 - for any point and any moment * ) . It equals 1 i f d and 
j equal the values of the binocular disparity and signal-type at r and 
t . It equals zero for a l l other values. The experimental relevance for 
t h i s formulation wi l l be discussed below, together with the psychophysi-
2 + 
cal character of the s e t s R , J and R . 
d с s 
2 . 1 . 4 . The signal-type, two state phenomena 
The se t J i s a set of four elements. These indicate whether the 
с 
cyclopean f ie ld i s stimulated by the right or the l e f t eye and whether 
i t i s stimulated by a brightness decreasing or a brightness increasing 
signal (see Section 0 . 1 . 3 ) . 
2 
) In fact f is only defined on a finite set of points in R , but this 
с 
will be discussed later on. 
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2 , 1 . 4 . 1 . Brightness and Darkness 
Ger r i t s and h i s col leagues (Gerri ts and Timmerman, 1969; G e r r i t s and 
Vendrik, 1970a, 1970b, 1972, 197«), among o t h e r s , have conducted va r ious 
monocular experiments t o look into the so-ca l led f i l l i n g - i n p roces s . A 
subject i s given s t imul i s tabi l ized on the r e t i n a . When, a f t e r s t imulus 
onset , the image i s no longer perceived, a pa r t of the st imulus i s moved 
with respect t o the r e t i n a . Depending on the na ture of the movement and 
the s t imulus, b r igh tness and darkness spread over pa r t s of the f i e l d . 
A L(lght) - ü(ark) con t ras t in the d i r e c t i o n of movement (see Figure 
2.1.1) r e s u l t s in a darkness spread from t h i s t r a n s i t i o n in a l l d i r e c -
t ions which do not have a component in the d i r ec t i on of the 
a h Darkness b a r r i e r 
Figure 2 . 1 . 1 . Darkness and brightness spread by movement under 
s t a b i l i z e d condition ( a f t e r G e r r i t s and Vendrik, 1970). 
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movement-vector perpendicular to the contrast. For a D-L contrast, the 
same applies for the brightness spread. Darkness (brightness) never 
spreads further than an activated D-L (or L-D) transition. The spread is 
décrémentai. Gerrits and Vendnk conclude that the cortex has four 
mechanisms, viz., brightness spread, darkness spread, brightness barrier 
and darkness barrier, all coupled to stimulus contrast. 
The phenomenon of darkness and brightness spread indicates that the 
change from bright to dark stimulation or dark to bright stimulation of 
a part of the retina evokes the perception of darkness or brightness 
respectively. From this It is conjectured that parts of the cyclopean 
field can be in at least two states: a brightness and a darkness state. 
From the barrier-phenomenon it is infered *·) that a "part of the field" 
can be only in one state at any one time. It is assumed, that if that 
part is in a darkness (brightness) state it can transmit only darkness 
(brightness) signals. On the basis of these assumptions it is under-
standable that darkness and brightness barriers are perceived. They are 
caused simply by the fact that a part of the field has been brought into 
a non-compatible state for the signal that arrives by spreading. 
2.1.4.2. Binocular rivalry 
Another two-state phenomenon in cyclopean perception is binocular 
rivalry. As was argued in Section 1.2, during phenomenologically per-
ceived rivalry one almost always perceives, in any part of the cyclopean 
field, the stimulus of only one of the two eyes. Thus, superposition is 
) This inference is not the only possible one. One can also suppose 
that every element combines the two states and that the weighting of 
the two states in this combination varies from darkness only to 
brightness only with a continuous range in between (Levelt, 1968). 
However, for the further development of the psychophysical theory it 
makes no difference. The theories are equivalent. The precise infer-
ence can only be made on neurophysiological grounds. See also Sec-
tions 1.2.4 and 1.2.7. 
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excluded. From t h i s a two-state system for the binocular r i v a l r y - per-
manent r i v a l r y (see Section 1.2.1) - analogous to that for darkness and 
brightness I s postulated. Similar formulations have been given e a r l i e r 
by Verhoeff (1935) . Asher (1953) . Hochberg (1964) and Levelt (1968) . 
2 . 1 . 4 . 3 . A four -s ta te system 
The exclusion pr inc ip les do not prohibi t the perception of a superpo-
s i t i o n of darkness and brightness signals or of signals from the d i f -
ferent eyes. Later on i t w i l l be shown, for instance, tha t greyness i s a 
superposition of darkness and brightness, and that binocular brightness 
i s a superposition of the brightness of both eyes, but the exclusion 
pr inciples lay r e s t r i c t i o n s on these superpositions. The two-state sys-
tems can be combined into one four-state system. The usefulness of 
introducing a four -s ta te system depends on whether the in teract ion 
mechanisms that govern the two systems are two separate mechanisns or 
coupled mechanisms. Some evidence for the l a t t e r case w i l l be discussed 
below. I t depends on the character of t h i s coupling how the four states 
have to be def ined. A four state system of the fol lowing a l m o s t - t r i v i a l 
states i s proposed: br ightness-Left , Brightness-Right, Darkness-Left and 
Darkness-Right. The argument for i t is as fo l lows. The existence of per-
ceivable r i v a l r y i s doubt fu l , i f the two st imul i in a stereoscopic pair 
are form i d e n t i c a l , as argued in Section 1.2. However, i t has been shown 
that such r i v a l r y i s complete i f the two patterns in a stereoscopic pair 
are complementary ( L e v e l t , 1966). In those cases the two patterns have 
opposite contrast; the l ight -dark t ransi t ions in one half-image are 
dark - l igh t t rans i t ions in the other one, except for some par ts , which 
are ident ica l in order to ensure that the stereoscopic pair w i l l be 
fused. From t h i s i t can be concluded that the binocular in te rac t ion 
between signals of the same type, v iz . brightness increasing ( b r i g h t -
ness) and brightness decreasing (darkness), is d i f f e r e n t from the i n t e r -
play between signals of d i f f e r e n t types. Thus t h i s character of the s i g -
nal plays a ro le in binocular in teract ion . So, the mechanisms of the 
two-state systems i n t e r a c t . Therefore i t makes sense to introduce a 
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four-state system, whose states reflect the signal types from each 
retina. 
So J is the set 
с 
J = {br. Ы , dr. dl) 
с 
which means brightness from the r ight eye, brightness from the l e f t eye, 
darkness from the r i g h t eye and darkness from the l e f t eye respect ively. 
The e x c l u s i o n - p r i n c i p l e * * * ) is postulated for t h i s system. I t means 
t h a t a p a r t of the cyclopean f i e l d can be only i n one state a t a t i m e . 
I t i s the l o g i c a l combination of the exclusion-principles for the two 
two-state systems. However, the phenomenological f a c t s t h a t gave r i s e to 
these p r i n c i p l e s support, in the f o u r - s t a t e system, only an exclusion-
p r i n c i p l e for the states that are antagonistic in brightness and dark­
ness. Only the p a i r s b r - d r . b l - d l , b r - d l and b l - d r have states which are 
antagonist ic in brightness and darkness. The experimental f a c t s t h a t 
suggest a g e n e r a l i s a t i o n of the exclusion-principle to a l l pairs of 
s t a t e s a r e the r e s u l t s of experiments on induced r i v a l r y . Hakous and 
Sanders (1976) conducted experiments in which they measured r i v a l r y by 
means of the o b j e c t i v e method (see Section 1 . 1 ) . They used s t i m u l i with 
a phenomenologically r ivalrous part and with a phenomenologically non-
r i v a l r o u s p a r t . At f i r s t they confirmed the f a c t (already known) t h a t 
the dominance periods, reported by the subjects, appear to coincide with 
dominance periods, measured by the o b j e c t i v e method in the r i v a l r o u s 
part of the s t i m u l i . Secondly, they found t h a t these reported dominance 
periods coincide with dominance periods t h a t are measured by the objec­
t i v e method in some phenomenologically non-rivalrous part of the 
stimulus. Clearly t h i s r i v a l r y i s induced by the r i v a l r o u s part of the 
s t i m u l i because dominance periods are not found i f s t i m u l i do not have 
phenomenologically r ivalrous parts. Whatever t h i s induction may be, the 
f a c t t h a t these dominance periods can also e x i s t between signals t h a t do 
not d i f f e r in brightness and darkness, but only i n o r i g i n , give r i s e t o 
· * ) The arguments i n footnote * · ) hold mutatis mutandis here too. 
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a generalization of the exclusion-principle to these pairs of states. As 
a consequence the exclusion principle holds not only for the antagonis­
tic pairs tbr-dr, bl-dl, br-dl and bl-dr) in which cases it is 
phenoraenologically observed, but also for the equivalent pairs, br-bl 
and dr-dl in which cases only a suppression-analogy with the rivalrous 
parts can be measured. 
Now, the hypothesis and the postulations concerning the two-state 
systems can be reduced to two postulates: 
a J is a set of four states {br, Ы , dr, dl). Between these lour ele-
c 
ments the rivalry-interactions take place. 
b A part of the cyclopean field can be only in one state at the same 
time. 
The definition of the notion "part of the cyclopean field" will be given 
in Sections 2.3.1.2 and 2.3.2.4. The spring-loaded dipole model of 
Julesz (ISTI) is also a local four-state system, apart from the dispar­
ity. But the exclusion-principle in the four-state system in that model 
concerns only the pairs br-dr and bl-dl. 
2.1.b. Perceptual binocular disparity 
2 
The space of perceptual binocular disparity R has been introduced, 
d 
because an observer can fuse form-identical stimuli if the magnitude of 
the stimulus-disparity 2]d! falls under a certain limit. Fender and 
Julesz (1967) did binocular experiments with retina-stabilized images in 
which they moved the stimuli on the two eyes apart. The half-images were 
form-identical, apart from some cues to depth, and fell upon correspond­
ing retinal places. After the images had been fused the stimuli were 
moved in opposite directions on the retinas. The general finding was 
that fusion was lost if the disparity between the stimuli reached a cer­
tain critical value. Furthermore, if then the disparity was decreased 
again, fusion was not immediately regained but only at a systematically 
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smaller disparity value. However, this latter distance differed from 
zero. It means that fusion of disparate stimuli can occur; depth can be 
perceived under these conditions in stabilized vision (Section 1.2.6.5). 
Experiments by Evans and Clegg (1967). who evoked stereoscopic depth 
with afterimages of stereograns, also demonstrate the latter effect. 
This depth-perception implies detection of relative binocular stimulus-
disparity (Julesz, 1971). The magnitude of this depth is a monotonously 
non-decreasing function (Kaufman, 1973· 1974) of the relative disparity 
2d within some region 2¡d ! < ρ (Panum's area; Werner, 1937; Ogle, 
χ χ 
1964). Depth relative to a given plane is defined as positive if an 
object is perceived farther away from a subject than the neutral plane; 
it is negative if it is nearer to the subject. The difference in percep­
tual disparity between two depth planes is called the relative dispar­
ity. It is defined positive or negative in accordance with the sign of 
the relative depth. 
2.1.6. Perceived brightness 
The stimulus and the interaction mechanism of the cyclopean system 
determine the time-development of the cyclopean f i e l d - f u n c t i o n 
£ ( r , t ; d , j ) . I t i s assumed that at place r and time t input-signals are 
t r a n s m i t t e d . These signals are the output of the r e t i n a l systems. The 
s t a t e d , j of the system at r , t determines which input is transmitted; 
only those signals can be transmitted which reach r , t and are compatible 
w i t h the s t a t e d . j . The perceived strength a t r , t i s a combination of 
a l l these signal-strengths as for instance t h e i r ar ithmetic mean, t h e i r 
maximum e t c . I t i s assumed that the s t a t e a t r , t i s f u l l y described by 
d and j . However, i t i s equally conceivable t h a t the state is given by 
d , j and s. Where s indicates that only a s ignal with strength s w i l l be 
t r a n s m t t e d . Then the perceived signal a t r , t i s a combination of a l l 
l o c a l signals with strength s which are compatible with the s t a t e d , j . 
The value of the transmitted signal-strength can change with t ime. In 
order t o describe i t , another f i e l d - f u n c t i o n which also completely 
describes s as a function of space and t i m e , has to be introduced. This 
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cyclopean field-function ¿(r.t¡d.j.s) can be defined analogously to 
£(r,t;d,j)· A description of the interaction mechanism for the second 
system can be set up on the same lines. It follows that both systems 
give the same theoretical predictions except for some brightness match-
ing and estimating experiments. However, Just for these experiments an 
additional assumption has to be made about the procedures which a sub-
ject would follow. So, in fact a comparison between the solutions of 
both mechanisms and the experimental results cannot lead to a decisive 
choice between them. However, given this assumption the original field-
function fits better with these experimental results. So, during the 
remaining part of the discussion this one will be used. The function f 
can be derived from the funct on £ if one assumes the original mechan-
ism. Then the quantity s in ¿(r,t;d,j,s) plays no role in any process at 
all. It only means that s is the perceived signal strength at r.t. So 
the function f can be defined as 
no 
f(r,t;d,j) = f£(r.t;d,j,s)ds. 
ó 
2.2. The interaction mechanism 
2.2.1. The local character of the interaction 
2.2.1.1. Global Interaction 
A prion the construction of the interaction mechanism that 
transforms the retinal image into the cyclopean Image can be based on 
two different principles. These principles are called global interaction 
and local interaction. 
A stimulus can be described as a combination of more elementary 
stimuli. It is possible to choose a set of such composing stimuli so 
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that every stimulus that is not contained in this set can be described 
almost fully as a unique combination of its elements. For instance color 
in a stimulus can be described as a combination of three basic colors, 
and a luminance function on the retina can be described as a linear com-
bination of luminance functions which form a complete orthonormal set. 
An analysis of stimuli in terms of such composing elementary stimuli 
makes sense if the visual system processes its input in terms of those 
elementary stimuli. Then, in principle, for every such composing 
stimulus a detector exists. The combination of the output strength of 
the detectors determines the percept. The detectors are often called 
channels. One distinguishes, for instance, color-channels (Land, 1964; 
Graham, 1960) or spatial frequency channels (see below). If the visual 
system is mainly built up in this way, it is called a mechanism of glo-
bal interaction, because the elementary stimuli - thus analogously the 
channels - have been defined on the complete (retinal) space. 
Several divergent experimental reports suggest an influence of the 
global structure of the stimulus on the perception of local elements in 
the stimulus. Thus Hoekstra, Van der Goot, Van den Brink & Dilsen (1974) 
found that the visibility of sinusoidal gratings of low spatial fre-
quency (from 1 to 7 cycl/deg) increases with an increase in the number 
of cycles (from i to 8) that are present in the stimulus. Similarly 
experiments on narrow-band spatial frequency channels (Campbell & Rob-
son, 1968; Graham & hachmias, 1971; Sachs, Nachmias & Robson, 1971; Gra-
ham, 1972; Tolhurst, 1972; De Valois, 1977), on gradient-detection 
mechanisms (Van der Wildt, Keemink, & Van den Brink, 1976,) and on spa-
tial integration (Thomas, Padilla & Rourke, 1969; Bagrash, Kerr & Tho-
mas, 1971), each seem to support the assumption that some mechanism of 
global interaction exists. 
In fact the only set of orthonormal luminance functions proposed in 
the literature as a set of composing elementary stimuli, which has been 
investigated thoroughly, is the set of spatial frequency functions 
f(f)=exp(ir.f), where f is the two-dimensional spatial frequency and i 
is the imaginary number. The choice of this set implies the assumption 
that the visual system applies some sort of Fourier-analysis on stimuli. 
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Indeed a lot of experimental results, among which those mentioned above, 
seem to support the assumption that narrow-band spatial frequency chan-
nels exist. However, the results of Henning, hertz & Broadbent (1975), 
Stromeyer & Klein (1975) and Uilson 4 Glese (1977) show evidence against 
this assumption. Moreover, several authors report contradictory results, 
for instance on the question of band-width as shown by btromeyer & Klein 
(1975). Contradictory results have also been reported on the question of 
whether the channels act separately. Graham & Nachmias (1971) showed 
that this is the case, while Stromeyer, Lange & Ganz (1973) found that 
the channels are sensitive to phase-relations between the frequencies, 
if they exist at all. To this one can add that experimental results 
which can be explained in terms of a narrow-band spatial frequency 
mechanism may also be explained otherwise. The comparison of three dif-
ferent experiments on the visibility of gratings shows that hasty con-
clusions as to the global nature of interactions are unwarranted. 
A first experiment by Van Nes (1968) shows that visibility increases 
if the mean luminance of the grating increases. At a certain luminance 
level saturation occurs. Visibility of gratings is defined as the 
reciprocal of the modulation depth -n for a just detectable grating. This 
last quantity (see Figure 2.2.1) is the quotient of the difference and 
the sum of the highest and the lowest luminance in a grating 
m = (L -L )/(L +L ) 
max min max m m 
(2.2.1) 
stimulus 
intensity 
place 
Figure 2.2.1. Modulation depth of a sinusoidal grating. 
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The result of Van Nes i s also corroborated in a second experiment by 
Hoekstra et a l . (1975). Another result of t h i s experiment has been d i s ­
cussed above. This result and that of Van Nes can both be explained with 
the assumption of narrow-band spatial frequency channels. 
In a third experiment by Robson (1966), where the modulation depth 
has been time-modulated by a sinusoidal function, v i s i b i l i t y a lso 
increased with the time frequency (up to 10 Hz). This effect can be 
explained only with the additional assumption that the time characteris­
t i c of the channels i s a function of their centre-frequency. 
However, Buffart (1976) suggested an explanation of the resu l ts of 
these three experiments on the basis of a local (or medium-band) spatial 
interaction mechanism and a global change of the stimuli due to varia­
t ions in time. In the experiments of Van Nes and Hoekstra e t a l . these 
variat ions are possibly ful ly caused by eye-movements. Such an explana­
tion may also hold for the results of the experiment of Graham and Nach-
mias (1971) mentioned above. They did a threshold detection experiment 
with two superimposed sinusoidal gratings with frequency ratio 3:1. They 
concluded that spatial frequency channels e x i s t because they did not 
find phase-relations. Following their method ol calculation these would 
have been expected i f the system i s a mechanism of local interaction. 
/v\ 
/www 
• max 
J L 
-*— mm 
пЛТг 
min 
Figure 2 . 2 . 2 . Addition and substraction of sinusoidal gratings. 
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Thus their result does not only contradict the result of Stromeyer et 
al., but also seems to lead to the conclusion that narrow-band channels 
exist. However, some remarks have to be made about the latter. They sup-
posed in their calculations that the visual system is linear. It is 
surely not a linear system (see Section 0.1.1). As a measure of the per-
ceived contrast they used the largest peak-to-trough difference (see 
Figure 2.2.2) divided by their sum analogously to the definition (2.2.1) 
of the modulation depth in a single grating (see Figure 2.2.1). However, 
if the retinal system described in Section 0.1 is a good model, the 
visibility of those stimuli is determined not by the largest peak-to-
trough difference but by the largest change in stimulus intensity. This 
change is caused by eye-movements and stimulus contrast after it has 
been passed by the non-linear transformation and the retinal mechanism 
of local interactions. 
The general problem in the interpretation of such experiments as 
decisive between a mechanism of global or local interaction, is that 
from the latter viewpoint spatially and temporally very complex stimuli 
are used. Furthermore, eye movements induce a time-dependent variation 
of a global nature. These problems are particularly present in such 
direct threshold detection measurements. 
There are also experiments on global interaction mechanisms which 
measure differences in thresholds implicitly due to some adaptation 
technique. The experimental results in such experiments are the measured 
differences between two measurements with identical stimuli. But in one 
of the two cases the subject is adapted to a second stimulus before the 
measurements start. Thus the aftereffect of the adaptation is used. 
Extensive reviews of phenomena of aftereffects can be found in Teuber 
(1960) and Julesz (1971). Another review appears in Kaufman (1974). 
There are two arguments against conclusions in favour of mechanisms of 
global interaction based on such experiments. One is that it is not 
known where adaptation occurs. The other one is the fact that an adapta-
tion theory of a completely local character can explain the results. 
Firstly, the findings of global interaction can only be used as an 
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argument against assumptions οΓ local interaction in the cyclopean sys­
tem if these phenomena originate from mechanisms before or in the cyclo­
pean system. When an adaptation technique is used to show global 
interaction, such a conclusion can be drawn only if the adaptation takes 
place in these first subsystems of the visual system. 
Because there is no precise phychophysical knowledge about the place 
of adaptation mechanisms in the perceptual system, the conjecture that 
the first processing stages have local interaction mechanisms cannot be 
falsllied by the type of experiment. Furthermore, it is only possible to 
detect, with the help of stereoscopic techniques, if some adaptation 
occurs before, in or behind the cyclopean field, if one can prove that 
the information as to which eye the stimulus originates from, has not 
been lost in or behind the cyclopean field. Such a proof does not exist. 
So, with respect to the processing stages, which are relevant for the 
cyclopean system, nothing can be said about whether adaptation can take 
place there or not. 
The conclusion is that assumptions of local interaction cannot be 
falsified by experiments that are based on adaptation techniques. 
Naturally, the same holds true for the conjecture that they have global 
interaction mechanisms. Consequently the results of such experiments do 
not add to the degree of confirmation (Popper, 1965) of any of these 
conjectures since alternative explanations cannot be rejected due to the 
indeterminacy of the locus of adaptation. 
The second argument is as follows. In general aftereffects seem to 
undo the distortions of normal perception caused by an adapting 
stimulus. Different types of adaptation such as adaptation to a yellow 
field (Kohier, 1964), to an up-down reversal (Kohier, 1951, 1953), or to 
a wide spaced grating (blakemore & Sutton, 1969) Induce corresponding 
aftereffects such as, respectively, a blue instead of the presented 
white field, an up-down reversal or a grating that is perceived as more 
narrow spaced than normal. Sane aftereffects can persist for several 
hours (McCollough, 1965), for several weeks (Stromeyer & Mansfield, 
1970; Stromeyer, 1971) even up to four months (Kohier loc. cit.). 
The most powerful experiments on the existence of a global 
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Interaction mechanism are the experiments on spatial frequency channels 
using the adaptation technique. It is used for this purpose by, among 
others, Blakemore and Campbell (1969). Blakemore & Sutton (1969). 
Batjrash, Thomas & Kerr (1971), Graham (1972), Tolhurst (1972), Lange and 
Ganz (1973) and De Valois (1977). 
The aftereffect used in the determination of spatial frequency chan-
nels is a special case of the so-called figurai aftereffects. These are 
short-term effects and their common feature is that the perception of 
distances and angles is distorted by the adaptation. The adaptation 
effects found in all these experiments do not necessitate the conclusion 
that the visual system is a spatial frequency analyzer. The results can 
be explained by any theory with the following properties: 
1 There exists a two-dimensional perceptual space in which the percep-
tion of visual stimuli occurs. It is a Riemann-space. 
2 The metrics of this space are Influenced by the perceived contrast in 
the stimulus. Contrast causes a deviation of Euclidean geometry that 
decreases as a function of the distance of the contrast. Normally, 
the geometry is Euclidean if there Is no contrast perceived. Increas-
ing intensity induces expansion and decreasing intensity induces con-
traction. 
- 3 The metrics of the empty space are the metrics of the percept of the 
stimulus, to which a subject is adapted. 
4 The metrics act as an attenuation filter. 
In Appendix A an example of such a theory which has a completely local 
character is applied to the adaptation to gratings. Its major result is 
that the adaptation induces a narrow frequency band that is centered 
around the adapted frequency. The theory also explains figurai afteref-
fects and geometrical illusions (Watson, 1978). 
Finally, an experiment of Enroth-Cugell and Robson 1966 in which the 
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contrast s e n s i t i v i t y of several r e t i n a l ganglion c e l l s of a cat are 
measured, provides no indication of the existence of a narrow-band f r e ­
quency mechanism (see l o c . c i t . Figure 9 ) . Other electrophysiological 
experiments use, in the main, recordings from the brain (Hubel & Wiesel 
1962, 1965. 1968; Campbell. Cleland, Cooper & Enroth-Cugell, 1968). The 
v a l i d i t y of conclusions Irom such experiments to the mechanism of the 
v i s u a l system i s already discussed in Section 1 . 2 . 7 . 2 . 
2 . 2 . 1 . 2 . Local i n t e r a c t i o n 
I n Chapter 1.2 the evidence, t h a t the perception of r e l a t i v e depth 
t h a t i s due to binocular d i s p a r i t y is processed by a mechanism of l o c a l 
i n t e r a c t i o n has been discussed. The reports of G e r r i t s and Vendrlk 
С 1970a, 1970b, 1972, 1974) on f i l l i n g - i n processes show t h a t l o c a l 
changes i n stimulus i n t e n s i t y l o c a l l y induce the perception of b r i g h t ­
ness and darkness. I f during a perception such changes are suppressed, 
then t h i s perception fades away (see also Cornsweet, 1966, 1969). Only 
the l o c a l character of the influence of these changes on the percept i s 
emphasized here. 
The experiments show d i r e c t l y that an increase or a decrease of the 
2 2 
i n t e n s i t y of a stimulus a t г in H or г in H evokes an increase or a 
L H 2 
decrease of the perceived brightness a t r in R . The same holds for a 
с 
neighbourhood of Г. But the form and the width of i t depends both on the 
temporal nature of the changes and the magnitude of the intensity v a r i a ­
t i o n s in the stimulus. G e r r i t s e t a l . (1966, 1970b, 1972) showed t h a t a 
n o t - t o o - f a s t movement of a stabi l ized r e t i n a l image causes a spread of 
a c t i v i t y which decreases with distance from the contrast border of the 
image (see Figure 2 . 1 . 1 ) . This a c t i v i t y does not spread in the d i r e c t i o n 
of movement. I t i s perceived as darkness i f the change in the r e t i n a l 
s t i m u l a t i o n i s a decrease in i n t e n s i t y , and i t i s perceived as b r i g h t ­
ness i f the change i n the stimulation i s an increase in i n t e n s i t y . These 
experiments suggest t h a t interactions i n the mechanisms t h a t transmit 
2 2 2 
the stimulus from R or H into the perceived image on R are of a l o c a l 
L R с 
n a t u r e . There i s no indication in these experiments that the global 
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structure of the stimuli influences the local activity. The experimental 
effects occur both for other stimuli such as a disc or a horizontal bar 
and for other movement-types such as circular and other movements. 
Phenomenologically the same effects concerned with the brightness and 
darkness spread occur whatever the form and orientation of the stimuli 
is. Of course, the form of the spread is co-determined by the form of 
the stimulus. Even the existence of darkness and brightness barriers 
which can be observed with faster movements, is concordant with the 
assumption of a transmission by local activity (see Section 2.1.4.1). 
In conclusion, phenomenological observations lead to the idea that 
the part of the visual system we are interested in consists of mechan-
isms of local interaction. Seemingly quantitative studies reveal the 
existence of mechanisms of global interaction: the narrow-band spatial 
frequency channels. However, starting from a "local" view-point the 
stimuli used in the latter studies are spatially complex, so that alter-
native (i.e. local) explanations for the experimental results are not 
excluded. The results of the adaptation experiments, which directly sug-
gest the existence of narrow-band frequency channels, can be explained 
on the basis of a local interaction mechanism on their own. There is in 
fact no conclusive evidence for the existence of global interaction 
mechanisms. If, moreover, such evidence exists it would be difficult to 
show that such global interaction were a property of the relatively 
peripheral subsystems in which we are interested. 
The existence of a local interaction mechanism for the detection of 
binocular disparity has to be concluded from the work of Julesz (1972) 
with random-dot stereograms. Another explanation could not be found 
(Julesz, 1971; Nelson, 1975) in spite of many serious attempts. There-
fore the findings of narrow-band frequency channels and the related 
findings in stereopsis have led Julesz (1971) and Nelson (1975) to sug-
gest, that over and above the local interaction mechanism a global 
interaction mechanism might exist. In Section 1.2.6.5 the weakness of 
this assumption, as far as stereopsis is concerned, has already been 
discussed. Thus there is sufficient justification to assume in what 
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follows that that part of the visual system considered in this thesis Is 
based on mechanisms of local interaction. 
2.2.2. The interaction within the cyclopean field 
2.2.2.1. The uncertainty of place 
It is assumed that the perception of brightness and depth is a kind 
of measurement: it is an assignment of a characteristic to some area in 
the cyclopean space. Such an area can be a very small one, but it is 
never infinitely small. In other words, it is assumed that a subject 
cannot assign a characteristic to a point in the cyclopean space. If he 
is instructed to с ι so, he assigns a characteristic to an area around 
this point. This assumption should be made because of the existence of 
different types of noise in the visual system (as, for that matter, in 
any other type of psychophysical system). Two main sources of noise in 
the visual system are caused by eye-movements. 
One type of eye-movement has been known as tremor. A subject is 
unaware of tremor and it almost certainly has negligible visual signifi­
cance (Cornsweet, 1970; Gerrits i Vendrik, 1974). So it can be typified 
as noise. Its existence means that there is uncertainty in the determi­
nation of place in the retinal spaces and thus in the cyclopean space. 
A second type of noise consists of the eye-movements, drift and 
micro—saccades which sustain vision. This sustaining means that the 
characteristics of a point are determined by the filling-in process in 
the cyclopean space and the local changes of the light-intensity in the 
retinal spaces. The latter are due to the eye-movements and the contrast 
in the stimuli (see Section 2.1.4.1). From the fact that a subject is 
unaware of these movements, even though they are in principle visible 
(Gerrits & Vendrik, 1970a, 1970b, 1972, 1974; Moors, Coenen, Gerrits 4 
Vendrik, 1974) it must be concluded that they contribute to the uncer­
tainty of place in the cyclopean space. 
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2.2.2.2. The cyclopean detector 
This uncertainty means, that a subject always reports about the 
states of many points collectively in an area in the cyclopean space. If 
these states are not equal, some criterion is needed for a decision. 
Later on it will be assumed that the subject's responses are based on 
the mean of the states. Therefore the number of the points on which the 
responses are based may be taken, (without any problem) to be finite. 
This allows for the assumption that the perception is determined by the 
states of the cyclopean field in discrete points which are homogeneously 
divided over the cyclopean space. 
In order to describe these states the cyclopean detector is intro­
duced. At every point r in the circumscribed area a cyclopean detector 
ι 
is present. A cyclopean detector is a system of which the output and the 
state are represented by the disparity and the signal type d,j with 
2 
d in R and j in J (see Figure 2.2.3). The state-value of the detector 
d с 
at r reflects the state-value of the cyclopean field at r . So 
i ι 
f(r ,t;d,j) = 1 if and only if the cyclopean detector at r , is in the 
_
 i ι 
state d,j at time t. f is defined only at points г which belong to the 
set of points that determine perception, (cf. the footnote to Section 
W 3]*' 5!* 
Figure 2.2.3. Cyclopean detector at г and its in- output relations. 
1 
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2 . 1 . 3 ) . Let there be N such points. The input of the detector at г con-
i 
s i s t s of the d i s p a r i t y - v a l u e s and signal-types of other detectors and of 
the output of both r e t i n a l systems which i s the input of the cyclopean 
space a t r . A cyclopean detector can be regarded as a general isat ion of 
the d i s p a r i t y detector in the reformulated Julesz model in Section 
1 . 2 . 6 . 1 . 
2.2.2.3. The co-operative interaction 
As was argued in Section 2.2.1, the interaction in the cyclopean sys­
tem is of a local nature. The interaction within the system tries to 
align the state of the detectors over the field, because it spreads the 
perceived brightness (Gerrits, Haan & Vendrik, 1966; Gerrits & Timmer­
man, 1969; Gerrits i Vendrik, 1970a, 1970b, 1972, 1974; Moors, Coenen, 
Oerrits & Vendrik, 1971) and the perceived depth (Julesz, 1971, pp. 
121-122 and 199-200; Burt & Julesz, 1980) from one area to neighbouring 
areas. Therefore it is called co-operative interaction. It is supposed 
to depend only on the distance between detectors. The local character of 
the interaction means that the interaction decreases strongly with this 
distance. 
2.2.3. The influence of the input on a cyclopean detector 
2.2.3.1. The input of the cyclopean field 
Experlnents with stabilized images (Cornsweet, 1966, 1969; Gerrits et 
al., 1966, 1969. 1970a, 1970b, 1972, 197«) have shown that a local 
change in stimulus intensity evokes the perception of darkness or 
brightness. The processing that takes place in the retinal system has 
been formulated in Section 0.1. If L(r,t) represents the luminance dis-
2 2 
tnbution on R or R at time t, it is transformed into a perceptual 
field S(r,t). 
The reports show that brightness is evoked by an intensity-increase 
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Figure 2.2.4. Input cyclopean system Is output retinal system. 
and darkness by an intensity-decrease. In Section 0.1 these are 
+ — 
represented by S (r,t) and S (r,t) respectively (see Formula (0.1.11)). 
+ + 
It is assumed, that S^r.t) and S^ir.t) are not only the output of the 
L R 
retinal systems but also by using H г = H г = г (see (2.1.1)), the input 
L h 
of the cyclopean system (see Figure 2.2.4). Together with the assump­
tion, that there is one cyclopean field, where monocular and binocular 
interactions take place, this has important consequences for the binocu­
lar interaction, as will become clear in Section 2.3.3· 
2.2.3.2. The input and the signal type 
The changes in the state of the cyclopean detector that are due to 
some stimulus onset have to be neutralized by the offset of the 
stimulus. If, for instance, a light onset (left or right) has brought 
on off 
Ы — dl <=: = r> w S - w S 
Ы L dl L 
br — dr <= ==i> w S - w S 
br R dr R 
a. states b. weighting coefficients 
Table 2.2.1. Bright-dark rivalry. 
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the cyclopean detector at a point г within the stimulated area into a 
brightness state (Ы and br respectively) the offset of the stimulus 
roust be able to change the state into a darkness-state (dl and dr 
respectively) (see Table 2.2.1a). Later on a probability function for 
the description of the state of the system will be introduced. It will 
be assumed that the cyclopean system is a Markovian system. Therefore 
the probability of the next state is determined by the input and the 
probability of the actual state of all detectors together. So the proba­
bility that an intensity-decrease brings the state of the detector at г 
ι 
from Ы (or br) into dl (or dr) does not depend on how the detectors 
have been brought into the actual state. The systems output - represent­
ing a subject's response - is an expectation value of the system. It is 
some weighted sum of the states of all detectors together. The weighting 
coefficients are the probabilities of the states (see Table 2.2.1b). So 
every form of brightness between fully dark and fully bright can be 
regarded as such a weighted combination of darkness and brightness. 
left right 
Ы — br <===:> w S • w S 
Ы L br R 
dl — dr <= = = = > w S + w S 
dl L dr R 
a. states b. weighting coefficients 
Table 2.2.2. Left-right rivalry. 
An analogous weighting occurs (De Weert & Levelt, 1971) in the case 
of binocular brightness mixing. So, if a detector at г is in the state 
ι 
Ы it can be brought into the state br by an intensity increase in the 
right eye (see Table 2.2.2). 
However, a darkness decrease in the right eye cannot then bring it 
into the state dr. because, if this were possible normally weighted com­
binations of complementary half-images would be observable analogous to 
the weighting effects just mentioned in binocular brightness mixing. But 
complete rivalry is almost always observed (Levelt, 1966, Walker, 1975). 
90 
So this phenomenological observation forces one to the conclusion (see 
also Section 2.1.4.3) that at "microscopic level" - the cyclopean detec­
tors - the binocular interaction takes place only between the equivalent 
pairs bl-br and dl-dr. 
Thus, we arrive at the important conclusion that the phenomenologi­
cal ly observed rlvalrous interaction between complementary half-images 
is absent at the "microscopic level", and that in those cases where no 
rivalry is observed, rivalry exists at the "microscopic level". This 
shows the great difference between the permanent rivalry hypothesis, as 
it is formulated here, and suppression and fusion theories. 
Suppression theories suppose a process of rivalry between complemen­
tary half-images (Du Tour, 1760; Verhoeff, 1935; Asher, 1953: Hochberg, 
1964; Sperling, 1970) and fusion theories suppose the absence of rivalry 
between form-identical half-images (Boring, 1933; Linksz, 1952; Sper­
ling, 1970). 
Permanent rivalry (see Section 1.2.1) is a postulate about the 
interaction at the "microscopic level". If the detector is in a state br 
or dr, an increasing or decreasing brightness signal from the left eye 
left right 
on Ы — br 
o f f dl — dr 
< : = = :> W S + W S - W S - W S 
Ы L br R d l L dr R 
a. states b. weighting coefficients 
Table 2.2.3. Complete rivalry schema. 
can bring it into the states Ы or dl respectively, while a decreasing 
or increasing brightness signal from the right eye can bring it into dr 
or br respectively (see Table 2.2.3). This happens independently of the 
disparity state-value, because fusion between form-identical disparate 
stimuli exists (see Section 2.1.5). 
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¿.2.3·3. The input and the disparity 
Thus, if two form-identical stimuli are stereoscopically fused while 
their disparity is 2d, all cyclopean detectors that are involved in the 
fusion have disparity-state value d and rival between left and right. 
Thus, a detector at г is stimulated by the right retinal system output 
at г 4-d and by the left-retinal system output at r -d. The question 
arises as to whether the cyclopean detector at r is also stimulated by 
the output of the right or left retinal system at an arbitrary place г 
if it is in some disparity state d. The answer is yes. From a theoreti­
cal point of view it is difficult to understand how subjects can easily 
perceive depth in a random-dot stereogram, if the states of the detec­
tors are not "attracted" towards the disparity that belongs to the 
depth-perception, because the chance that this disparity is reached ran­
domly is very small (Julesz, 1971). However, there is also experimental 
evidence for the existence of "attraction". It is discussed in Section 
1.2.6.4. There the "attraction" by the output of the retinal system at 
those places r that do not coincide with г +d is used explicitly to 
i — 
explain an experimental result of Kaufman, Bacon and Barosso (1973) with 
the reformulated Julesz model. 
So it is assumed that the retinal input of a detector at г that has 
ι 
a disparity state-value d and a signal-type br (dr) consists of all 
brightness-increasing signals of the output of the left eye. Possibly an 
output at г is weighted by some distance-function (see Figure 2.2.5) 
d(r -d-r), because the fact that fusion cannot occur spontaneously if 
ι 
the stimulus disparity-magnitude exceeds some value, suggests that 
d(r -d-r) tends to zero if Ir -d-r! tends to infinity. However, a 
ι ι 
+ 
ƒ S^ O.Ddd—d-rJdr 
ƒ S L (r.tMi^-d-rJdr 
I-igure 2.2.5. Input value and disparity state value of a detector at r . 
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discussion about the character of d is not relevant at this moment (see 
Section 3.1). Furthermore in Section 2.3.3 it is assumed that the reti­
nal output at r tries to change the state d into r -r with a "force" 
ι 
that equals the weighted output strength at r. The total force is the 
sum of all these forces (see Figure 2.2.5). The same holds mutatis 
mutandis if the original type of the detector is bl (or dl). So the 
"forces" in the Julesz model and the rivalry "forces" are of the same 
type. This is the connection between the Julesz model and the notion of 
permanent rivalry (see Section 1.3). 
2.3. A quantitative theory 
In this Section a theory about local interactions in the cyclopean 
space is developed. In Section 2.3·1 a stochastic process for the whole 
cyclopean space is Introduced. The uncertainty of place (Section 
2.2.2.1) requires that a percept is related to a class of states rather 
than to a single state. The contribution of a single state to the per­
cept can be calculated from a probability density function on the 
state-space, which is derived from a probability on the classes. From 
this density a stochastic process can be defined. It is supposed that 
the system as a whole is governed by a Markov process, which means that 
only the actual state and the input determine the next state. 
In Section 2.3.2 the master-equation is formulated. It is a differen­
tial form of the (Chapman-Kolmogorov) equation that expresses the Karkov 
character of the system. The solutions of the master-equation can be 
determined in principle, if the transition probability per unit time is 
known. It is argued that this probability can be split Into a sum of two 
terms, one due to the co-operative Interaction and the other due to 
other, local, mechanisms. The probability density of finding a detector 
in a state is defined from the probability density of finding the system 
in some related state. Then the probability current density between 
detectors is defined from the co-operative interaction part of the tran­
sition probability. The transition probability between the states of one 
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detector is derived from the other part. At the end of Section 2.3.2 the 
space variable г is introduced in the equation, so that the original 
master-equation is converted into an equation on the Cyclopean space. 
In Section 2.3.3 the probability density currents are formulated such 
that they fulfil the properties of the Interaction mechanism as formu­
lated in Section 2.2. This leads to a set of four coupled differential-
integral equations, which is called the systems equation. 
2.3.1. A stochastic process 
2.J.I.I. Description of the dynamics 
In this Section a quantitative theory is developed about the dynamics 
of the cyclopean system. In order to do that, one needs a quantity which 
represents the state of the system as a whole. This quantity χ 
represents the state values of all detectors at a time. Let X be the 
ι 
set of states of the detector at г - thus X is the set of all values 
i 2 i 
d ,j (see Section 2.2.2.2), i.e. X = R xJ - then the set X of states 
i i i d с 
of the whole system is defined as the cartesian product of all sets X 
(see (2.3.1)). Thus χ represents d ,j ,d ,j d ,J If the 
1 1 2 2 i l 
state value of some detector changes, the value of χ changes. 
X = ΤΓ X (2.3.1) 
i = 1 ι 
Thus the state of the cyclopean system at a time t is defined as the 
set of state values at time t of all cyclopean detectors. A characteris­
tic function F will be introduced (see (2.3.2)) which is 1 if the 
state-values which it describes are the actual state-values of all 
detectors. F is zero otherwise. So F is the expansion of the cyclopean 
field-function f. It can be defined as the product of all f at a given 
time, because this product is only 1 If all f are 1 or, in other words, 
if all f describe the actual state-value correctly. 
УЧ 
Ν 
F(x,t) = TT f(r .t;d .j ) (2.3.¿) 
-
 1=1 — i 1 1 
J к k+1 
Let the t express successive moments, i.e. let t < t for all 
J J 
natural numbers k. Let χ represent the value of χ at time t = t , so 
J J J 1 2 1 
that F(x ,t ) = 1 for all t . Then the series χ ,x ...,x ,..., reflects 
the dynamic development of the Cyclopean system starting with "initial 
1 1 
state" χ at the "initial time" t = t . It is supposed that the dynamic 
laws that govern this development are independent of the initial state. 
In other words, it is supposed that the system is characterised by the 
dynamic laws alone, so that the actual state of the system can be calcu­
lated with these laws from the initial state and the history of the 
input. However, it is difficult to see how one can use the assertions, 
because noise interacts in an unknown way with the system. Therefore 
another description of the dynamics of the system, one which incor­
porates the problem of noise, has to be given. Such a description has a 
probabilistic character. 
2.3.1.2. Probability 
The uncertainty of place (Section 2.2.2.1) implies that there are 
many system states which constitute a percept. Eye-move-nents are not 
necessarily the only cause of noise, but this is not important. With 
noise the state of the cyclopean system fluctuates while the percept 
remains unchanged. So the state of the cyclopean system at time t cannot 
be calculated from the percept because a non-denumerable set of states 
determines the percept. It is possible, however, to relate a percept to 
a class of states. If the percept is, for instance a very bright field, 
the cyclopean state belongs to a class of states in which almost all 
detectors are in a brightness-state rather than to a class of states in 
which almost all detectors are in a darkness-state. One cannot derive 
the initial state from the initial percept and if one could do so the 
presence of noise would make an exact calculation impossible. Therefore 
it is better to quantify the notion that the system will be found in one 
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class of states rather than in another class. This can be done by speci­
fying the contribution of each class to the percept and by formulating 
the laws which govern the development of the preference of the classes. 
Such a class is called a cluster and may be considered as a perceptual 
equivalence set. The cluster C(x) of state χ is the set of all states x' 
for which it holds that the percepts of two cyclopean systems which 
differ only in an interchange of the state χ and x', are equal for every 
time t. It Is said that the percept is invariant under the interchange 
of χ and x', or that χ and x' are perceptually equivalent. It is not an 
empty set because χ belongs to it by definition. Moreover saccadic move­
ments and drift cause an uncertainty in the disparity of a binocula 
stimulus (Julesz, 1971. pp. 176-183). So, analogously to the uncertainty 
of place, it can be concluded that for an arbitrary detector, there is 
for every disparity d an interval D(d) for which it holds that d and 
every d' in D(d) can be interchanged without changing the percept. So 
all states x' which differ from χ by such a change in disparity belong 
to C(x). 
In Appendix b the probability r[C(x)], that the states in the cluster 
C(x) contribute to the percept, is defined. The contribution of such a 
set to a percept can be calculated from the probability-distribution on 
the clusters. Let f(x) be some function of the states which has been 
related to an aspect of the percept. If the probability distribution 
over the set of clusters can be converted into a probability-
distribution over the set of states, then the function f may be regarded 
as a stochastic variable. Thus the psychophysics of the cyclopean system 
can be described as a stochastic process and the aspects of a percept, 
or a perceptual process, can be described as the averages (products) of 
stochastic-variables. 
In order to make calculations over the set, X of all states χ rather 
than over the set of clusters, a probability-density function p(x) has 
to be defined which fulfils the requirement 
f p(y) = r[C(x)] 
yeC(x) 
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The notation at the left-hand side stands for a combined summation and 
integration of the function ρ (see (B.12)). The integration is carried 
out over the disparities d and the summation is carried out over the 
signal-types j for every detector i. This definition of p(x) has been 
given in Section В.Ц on the basis of the uncertainty of place and 
disparity. Therefore χ changes into a stochastic variable X. Now a fam­
ily of stochastic variables can be derived from X. A perceptual quantity 
which is a feature of a percept is defined as the average (product) of 
stochastic variable(s). 
The stochastic variables which are related to X and are also a func­
tion of an additional variable t which represents the time, are of spe­
cial interest. They allow a dynairlc description of the system and are 
called a stochastic process. Every such process KX.t) has individual 
functions f(x,t) which describe the mapping from the possible values of 
X into the possible values of F. f is called the realization of the sto­
chastic process. The probability-density ρ (y,t) that F has the value y 
at time t is defined by 
P (y . t ) = ƒ 6 ( y - f ( x . t ) ) p ( x ) (2.3.3) 
x e l 
1 1 2 2 η η 
Straightforwardly ρ (χ ,t ;x , t ; . . . ; x ,t ) , the joint probability den-
n i i 
s i t y that X has the value χ at t for 1 : 1 ,2, . . . ,n, can be calculated. 
1 1 2 2 η η 
Then the conditional probability density q ( x , t | x .t ;x ,t ; . . . ; x ,1 ) 
η ι 
that X has the value χ at t , i f It i s known that X has the value χ at 
i 
t for 1 : 1,2,. . . ,n can be defined, q and q are defined impl icit ly 
2 1 
in (2.3.4). 
ρ (x,t;x,.t';x,,,tn) г q (x.tlx'.t'îx".^? (χ',t· ;x",tn) (2.3.4a) 
J 2 2 
ρ (x,t;x\t·) = q (x.tix'.t·)? (x'.t·) (2.3.4b) 
2 1 1 
Now the important assumption is made that the stochastic process X is 
a Markov process. It means that the probability density at t is fully 
1 ι ι 
determined by χ , if X has the value χ at succesive moments t 
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1 η 
with ι = 1 η and t > t > ... > t . This property із expressed in 
lornula (2.3.5) which holds for all η > 1. 
1 1 1 1 2 2 η η 
q (x.tlx .t ) = q (x.tlx ,t ; ,t ;...;x .t ) (2.3.5) 
1 η 
Then the conditional probability - q (x.tlx'.t') -, that X has the value 
χ at t if it has the value x' at t', is called the transition probabil­
ity. It fulfils the so-called Chapman-Kolmogorov equation (2.3.6a), 
which follows straightforwardly fron the integration over x' in (2.3.ta) 
after the substitution of (2.3.4b) and (2.3.5). 
q (x.tlx-.t") = f q (x.tix'.t'Jq (x·.t'¡x-.t») (2.3.6a) 
x'eX 
with t > t' > t" 
Thus ρ (x,t+dt) has been fully determined if ρ (y,t) and q(x,t+dtiy.t) 
1 1 1 
are known. This is expressed by equation (2.3.6b) which follows from the 
integration over x" in (2.3.6a) after the multiplication of both sides 
with ρ (x»,t"). 
ρ (x.t) г f q (x.tlx·.t'Jp (x'.t·) (2.3.6b) 
x'eX 
with t > t' 
Equation (2.3.6a) is the basic equation for the dynamics of the Cyclo­
pean system, as far as psychophysics is involved. Equation (2.3.6a) can 
be replaced by equation (2.3.6b). Then one has to look for solutions of 
the second equation, which fulfil the condition that x:x" if t=tn. In 
Section 2.3.3 the values of q per unit time are infered from experimen­
tal knowledge. Before doing so the Chapman-Kolmogorov equation has to be 
rewritten in the form of a differential quation for q (x.tlx'.t'). The 
index 1 of ρ and q will be dropped because joint probabilities do not 
occur in the discussions below. 
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Ζ.3.2. A local description 
2 . 3 . 2 . 1 . The master equation 
In order to derive a differential equation for p(x,t ) i t i s necessary 
to know the behavior of q(x.t+dt |y,t ) for small dt > 0. In t h i s Section 
i t i s supposed that dt ^ 0 and t ^ t ' . 
Generally the transit ion probability q(x, t+dt iy . t ) can be regarded as 
the sum of tv» terms (2 .5 .7a) , 
q(x,t+dt!y,t ) = q'Cx.t+dtiy.t) + qMx.t+dt !y , t ) (2.3.7a) 
of which q' expresses the probability that during the time-interval 
(t , t+dt) no transit ion takes place. Both terms are not negative by 
definit ion (2.3 .4b) , and q' equals zero i f χ d i f fers from y. Generally 
i t follows for small dt that q' and q" can be rewritten as 
2 
q ' i x . t + d t l y . t ) г q ' U . t l y . t ) + v(xly;t)dt + 0((dt ) ) (2.3.7b) 
2 
q n ( x . U d t : y , t ) = q n ( x , t ¡ y , t ) • w(x!y;t)dt + 0((dt) ) (2 .3 .7c) 
If dt = 0 no transi t ion takes place by def ini t ion (see ( 2 . 3 . 4 b ) ) . Conse-
quently q ' ( x , t ! y , t ) has to be regarded as a delta-function of χ and y. 
Since from the def in i t ion (2.3.4b) of q i t follows that 
f q(x, t+dt |y , t ) r 1 
xeX 
for a l l dt, equations (2.3.7d) and (2.3.7e) follow from (2.3.7b) and 
( 2 . 3 . 7 c ) . 
| q n (x. t , ,y , t ) = 0 (2.3.7d) 
xeX 
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I Lv(x!y;t) + w(x!y;t)] = 0 (2.3.7e) 
xeX 
q"(x.t!yit) >_ 0, since q'Ux.t+dt¡y,t) > 0 for all dt. Because of 
(¿.3.7d) it holds that q"(x,t!y,t) = 0, so that w(x!y;t) > 0. With 
(2.3.7e) it follows that the quantity ν (y,t) which is defined by 
0 
ν (y.t) = - | v(x|y;t) = f w(x!y;t) (2.3.7f) 
xeX xeX 
Is not negative and can be interpreted as the total probability per unit 
time for a transition from y to any other value. The quantity w(x!y;t) 
can be interpreted as the transition probability fron y to χ per unit 
time. 
It follows from the Chapman-Kolmogorov equation (2.3.6a) that 
^qix.tix'.t') = lim qCx.t-fdtix'.t') - q(x.tix'.t') 
ôt dt->0 dt 
1 , 
= lira —[ J qCx . t+dt ly . t iq iy . t l x ' . t ' ) - q ( x , t ! x ' . t ' ) ] 
dt 
dt->0 yeX 
Substitution of the equations (2.3.7a, b, с and f) del ivers 
j ^ q U . t l x ' . f ) = lim { — [ J qtx.t ¡ y , t )q (y . t ¡
 x> , t · ) - q (x , t ¡x · , t · ) ] 
at dt->0 yeX 
+ J [ w l x l y í t í q í y . t l x ' . t ' ) + vCylxjDqCx. t ix ' . t · ) ] 
yeX 
+ 0(dt) ] (2.3.8a) 
= f [wCxlyjtJqty.t lx' . t ' ) - w t y l x i t j q t x . t l x ' . t ' ) ] 
yeX 
This is the differential form of the Chapman-Kolmogorov equation 
(2.3.6a). It is fully determined by the transition probability per unit 
time and the condition that qtx.t'¡x',t') equals 1, if χ equals x', and 
equals 0 otherwise. In Section 2.3.3 the transition probability per unit 
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w(x|y,t) 
^ (O) 
w(y |x, t ) 
Figure 2 . 3 . 1 . State transitions following the master equation. 
time i s related to the output of the ret inal systems. Therefore 
equation ( 2 . 3 . 8 a ) , serves as a basis for the theory about the cyclopean 
system. An equation in terras of the probability density function 
(2.j.8b) can be obtained by an integration of equation (2.3.6a) over x' 
after multiplying both sides with p ( x ' , t ' ) . 
_dp(x.t) = ƒ [w(x!y; t )p(y. t ) - w ( y ! x ; t ) P ( x . t ) ] (2.3.8b) 
dt yeX 
Equations (2.3.8) have been known as the master-equation (see Do ob, 
1953) (see Hgure 2.3.1). Since the equations are similar, both can be 
used to describe the system. For notational symplicity (2.3.8b) will be 
used. The solutions have to fulfil the condition, that pix'.t') = 1. It 
is called the initial condition. 
2.3.2.2. Cooperative and local interaction 
The state χ of the system is the state of all detectors (see Formula 
(2.3.1)). The state of a detector can change by an interaction between 
neighbouring detectors - the co-operative interaction (see Section 
2.2.2.3). It tries to align the state of all detectors and is only a 
function of the distance between the detectors (see Section 2.3.3.1). 
State changes of a detector car also be caused by the input of the 
cyclopean system and an autonomous disparity-changing mechanism in each 
detector (see Section 2.2.3). These interactions are supposed to depend 
only on the state of the detectors i.e. on the state of the system. Thus 
the co-operative interaction is independent of the autonomous disparity 
mechanism and the input. Consequently the transition probability can be 
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w r i t t e n as the sum of two independent terms. S imi la r ly I t holds Tor the 
t r a n s i t i o n probabi l i ty per uni t t ine . Let in 
w ( x ! y ; t ) s r ( x ¡ y ; t ) + s ( x ! y ; t ) ( 2 . 3 .9 ) 
r describe the co-operative interact ion, then analogously to (2 .3 .8b) i t 
holds 
J _ p ( x . t ) s f [ r ( x ¡ y ; t ) p ( y , t ) - r ( y ! x ; t ) p ( x , t ) (2 .3 .10 ) 
d t уеХ 
+ 3 ( x ¡ y ; t ) p ( y , t ) - s ( y ! x ; t ) p ( x , t ) ] 
Where г i s the t r a n s i t i o n probabil ity per u n i t time as f a r as the co­
operat ive i n t e r a c t i o n i s concerned. After the property of l o c a l i t y has 
been introduced the other term - s - w i l l be p a r t l y I d e n t i f i e d with the 
change i n the r e t i n a l output per unit t i n e . 
2 . 3 . 2 . 3 . Formulation of local changes 
The d i f f e r e n t i a l equation (2.3.10) can be reformulated as a d i f f e r e n ­
t i a l equation which describes the local changes in the cyclopean f i e l d , 
t h a t i s for each detector apart. Let X (x ) , subset of X, be the set of 
i i 
a l l states f o r which the i-th detector i s i n the state χ in X . The 
1 i 
p r o b a b i l i t y - d e n s i t y Ρ (χ , t ) over the set X - the set of a l l possible 
i i ι 
state-values of the i - t h detector (see Section 2 . 3 . 1 . 1 ) - is defined as 
the I n t e g r a l of the probabi l i ty-densit ies on X (x ) 
Ρ (X . t ) * f p ( x , t ) ( 2 . 3 . 1 1 ) 
χεΧ (χ ) 
i 1 
I t can be regarded as a probabil ity-density because 
Ρ (χ , t ) > 0 
i i — 
and with ( 2 . 3 . 1 1 ) i t follows 
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f Ρ (χ . t ) 
1 1 
χ ex 
i i 
í f 
χ e x xex (x ) 
l i l i 
p(x, t) = f p(x . t ) = 1 
xeX 
Let Ρ (x!x ; t ) be the conditional p r o b a b i l i t y t o find t h e system m 
к к 
s t a t e χ a t time t i f i t Is given t h a t the s t a t e χ belongs t o X (x ) . 
к к 
Thus i t i s defined (see ^also (2.3.4)) i m p l i c i t l y by 
p ( x , t ) = Ρ (xlx : t ) P (x . t ) 
к к к к 
(2.3.12) 
hith this conditional probability and the definition of w (2.3.7) the 
probability per unit time -W (x ¡x ;t) - for a transition from an 
ík 1 к 
arbitrary state of X (x ) into an arbitrary state of X (x ), can be 
i i к к 
defined (see also Figure 2.3.2). 
W (x ¡x ;t) 
ík i к 
J f w(x!y;t)P (ylx ;t) 
xeX (x ) y
e
X (Χ ) 
i i к к 
(2.3.13) 
w^yjx^t) 
Vvt) 
w(y|x,t) 
Pk(x|xk,t) 
Figure 2.3.2. Derivation of the transition probability of detectors 
from the transition probability of the whole system. 
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Analogously, one can derive from r(x!y;t) in (2.3.9) the transition 
probability R per unit time which describes the probability that the 
ik 
1-th detector will be in state χ if the k-th detector is in state χ 
i к 
due to the co-operative interaction. 
R (x ¡x ;t) 
ik i к 
xeX (χ ) yeX (x ) 
i i к к 
rU!y;t)P (у!х ;t> 
к к 
(2.3.14) 
The similar transition probability per unit time S for the other 
interactions can be derived from s(x!y;t) In (2.3.9). 
S (χ ¡x ;t) 
ik 1 к 
χεΧ (χ ) 
ι 1 
ι r(x¡y:t)P (y!x ;t) J
 к к 
yeX (χ ) 
к к 
(2.3.15) 
The co-operative interaction R is supposed to be the only interaction 
ik 
between detectors (see 'Sect ion 2.3.2.2) . The Interaction S i s supposed 
ik 
t o describe how the s ta te of a detector changes due to the input and the 
autonomous disparity-mechanism in each detector. It i s not an interac­
t i o n between detectors. Consequently S χΟ i f lik. Therefore in the 
ik 
derivation of the d i f ferent ia l equation for Ρ (χ , t ) . below, the R and 
l i Ik 
S are treated separately (see Figure 2 . 3 . 3 ) . This derivation i s a suc­
cess i ve subst i tut ion of (2.3.10), (2.3.14) , (2 .3 .15) and (2.3.12) in the 
f i r s t order time-derivative of (2.3.11) . Furthermore use i s made of the 
assumption that the number of detectors i s denumerable and that the s e t s 
of s ta tes - X - are equal for a l l detectors к (see Section 2 . 3 . 1 . 1 ) . 
к 
Figure 2 .3 .3 . Co-operative Interaction and other interactions. 
101 
Therefore the integration-variables over the X are replaced by a vari-
2 к 
able χ over the set X = R xJ . So an equation (2.5.16) of the dynamics 
0 O d e 
of the system in terms of the individual detectors has been obtained. 
d_P (x .t) = f à.p(x,t) (2.3.16) 
dt 1 χ eX (χ ) at 
i ι 
= | f t r(x!y;t)p(y,t) - r(y:x;t)p(x,t) 
x e x (x ) yex 
i i • s (x ¡y ; t )p (y , t ) - s ( y ¡ x ; t ) p ( x , t ) ] 
Ν 
= - Σ f J f [ r ( x : y ; t ) p ( y . t ) - r ( y ! x ; t ) p ( x , t ) ] 
xex (χ ) x e x yex (x ) 
i i к к к к 
+ f j f [ s ( x ; y ; t ) p ( y , t ) - s ( y ! x : t ) p ( x , t ) ] 
xex (x ) y e x yeX (y ) 
i l i І l i 
Ν 
= - Σ f [н (χ ¡χ ;t)P (χ , t ) - R (χ ¡χ ;t)P (χ Λ ) ] 
Ν k=1 ' ik ι 0 k ü kl Ο ι l i 
x e x 
о о 
• I [S (x ¡x ;t)P (x . t ) - S (χ ¡x ;t)P (x , t n 
-' i l i 0 i 0 i i 0 i i i 
x e x 
О о 
2.3.2.4. Expansion of Ρ (.χ ,t) to the whole space 
One can define a function Ρ of the co-ordinates in the cyclopean 
2 
space - г in Η - such that it equals the probability density Ρ (x ,t) 
с i l 
i f г = г , by 
P(J .d .r , t ) = Ρ (χ . t ) (2.3.17) 
l i l i l 
with χ = d ,j (see Section 2 .3 .1 .1 ) . 
i l i 
Ρ can be defined such that i t f u l f i l s (2 .3 .17) , that r can be treated as 
2 
a continuous variable and that for every г in R i t can be regarded as a 
с 
105 
2 
probability density on R xJ , i.e. as the probability density that an 
d с 
arbitrary point in the cyclopean space will be found in the state d,j. 
The expansion of Ρ (χ ,t) can be based on the definition in Section В.Ч 
i i 
of the clusters which are sets of perceptually equivalent states. Such a 
cluster, which is denoted by C(f(r),d(r),j(r)), is the set of states in 
2 
which for every r in R it holds that the fraction of detectors j in 
с 
(r.r+dr), for which the disparity d belongs to (d(r),d(r) + dd(r)) and 
J 2 
the signal type j equals J(r), equals f(r). For every point г in R a j O c 
set of states X(j,d,r ), subset of X, can be defined for which it holds 
0 
that X(j ,d ,r ) = X (x ). Such a set has the property that the state 
i І 1 1 1 
value of the system at r equals d,j surely. It is the conjunction of 
0 
all clusters with d(r ) = d, J(r ) = j and f(r ) = 1. Then analogously 
0 0 2 0 
to (2.3.11) Ρ can be defined for all r in R by 
с 
PU.d.r.t) = J p(x.t) (2.3.18) 
x e X ( j , d . r ) 
S i m i l a r l y the functions i n the d e f i n i t i o n s ( 2 . 3 . 1 2 ) , ( 2 . 3 . I t ) and 
( 2 . 3 . 1 5 ) can be r e d e f i n e d . Thus equation ( 2 . 3 . 1 6 ) can be reformulated. 
I t changes into a d i f f e r e n t i a l - I n t e g r a l equation ( 2 . 3 . 1 9 ) . I f N in 
( 2 . 3 . 1 6 ) tends to i n f i n i t y the sumration over к i s converted into an 
2 
i n t e g r a l over R . The d i f f e r e n t notation of the t r a n s i t i o n p r o b a b i l i t y 
с 
does not require any explanation. 
r - p ( j . d , r , t ) s l d d ' Z j d r ' C R l J . d . r i j ' . d ' . r ' j t J P i j ' . d ' . r ' . t ) 
- R t j ' . d ' . r ' l j . d . r j t J P U . d . r . t ) ] 
( 2 . 3 . 1 9 ) 
+ f d d · Σ [ S ( j , d ! j ' . d ^ r . D P U ' . d ' . r . t ) 
- S t j ' . d ' i j . d j r . t J P i J . d . r . t ) ] 
P(j.d,r,t) can be used to calculate a local aspect of the percept. It 
can be interpreted as the probability that the percept at r is deter­
mined by the output of detectors in the state d,j. 
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2 . 3 . 2 . 5 . Features of the percept 
A percept can be characterized loca l ly and temporally by fea tures; a 
subject reports about the features as a function of place and t ime. The 
features can be deduced only from the state of the system which is f u l l y 
described by the d and j values a t every place r . So a feature is a 
function h of d and j . In terms of the states of the whole system i t can 
be expressed in some kind of charac ter is t ic function h on the set 
X ( j . d , r ) . h is defined by 
¿ ( x ! x e X ( j , d , r ) ) = e<d,j> i f χ in X ( j , d , r ) , 
£ ( x ! x e X ( j . d . r ) ) г 0 otherwise. 
The expectation value of h i s denoted by < h > [ r , t ] and i s defined by 
< h > [ r . t ] = j h ( x ! x e X ( j , d , r ) ) p ( x . t ) 
xeX 
= Z j d d [ j ] ι(χ!χεΧ(.Μ,Γ))ρ(χ·Λ)] 
J
 x ' e X t j . d . r ) 
= Σ } dd [ | h C d . j l p U ' . t ) ] ( 2 . 3 . 2 0 ) 
x ' e X t j . d . r ) 
= Z j d d [ h ( d , j ) j p C x ' . t ) ] 
x ' e X U . d . r ) 
= Σί dd h(d,j)P(j,d,r,t) 
J 
Indeed, t h i s perceptual quantity is a function of place and t ime, as was 
required. So, i f the assumption Is t r u e t h a t the stochastic process, 
which can be assigned to the cyclopean system, is a Markov-process, the 
d i f f e r e n t i a l - e q u a t i o n of the p r o b a b i l i t y - d e n s i t i e s of l o c a l p r o p e r t i e s 
contains a l l information about the system. I f R ( j , d , r ! j ' . d ' , Γ ' ; t ) and 
S ( J , d ! j ' , d ' ; r , t ) can be formulated, the process of the system is known. 
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2.3·i· Spécification of the Interactions 
2.3.3.1 • Assumptions about the co-operative Interaction 
As Is argued In Section 2.2.2.3, the co-operative interaction aligns 
the states of the detectors in the field and is a decreasing function of 
the distance between the detectors. It Is assumed that the mechanism 
does not change with time. So for every detector at г the mechanism 
changes every detector at г towards the state d ,j as a function of 
i J j 
r -r and г only (see Section 2.3.2.2). Thus the transition function R 
as it is defined in (2.3.14) and (2.3.19) Is a function of r-r' and r' 
and is zero if J i j' or d i d' (see (2.3.21)). In other words, it 
increases the probability-density P(j ,d ,r ,t), which shows the co-
J J i 
operative character. 
RU.d.r!j'.d'.r'jt) = R'tr-r'.r') if j = J' and d = d \ 
MJid.rij'.d'.r'jt) = 0 otherwise. (2.3.21) 
where R' is a monotonically decreasing function of r-r'. The index of R' 
will be dropped below. 
The transition probability per unit time, R in (2.3.21), is a proba­
bility density current. Therefore (2.3.21) has to be read as follows. If 
the sy tem at r' Is in state d'.j' this current tries to swell the pro­
bability density that the system at r is in state d'.j' - pfj'.d'.r.t) -
as a function of r-r' (and r'). Because of the conservation of probabil­
ity the probability density that the system at r' is in another state, 
for instance d,j, can decrease. However, the other transition probabil­
ity, S (see below), governs the probability density current between 
d'.j' and d,j. It is a function of d-d'. Thus the fact that R equals 
zero, if d/d' or J*J', does not mean that the interaction within the 
cyclopean space, between detectors, is independent of d and d', and of j 
and j'. One could say that the effort of one detector to "persuade" 
another detector into the same state is independent of the states 
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itself. It depends only on the distance between the detectors. However, 
the effect of the effort does also depend on their states. 
2.3.3.2. Assumptions about the other interactions 
It is assumed that S does not depend on time explicitly and that it 
is spatially homogeneous. The first assumption proposes that the charac­
ter of rivalry and disparity interaction within a detector does not 
change with time. The second is based on the identity of all detectors 
(see Sections 2.2.2.2 and 2.3.1.1). It is further assumed that S is the 
sum of two independent parts S and S . S describes an autonomous 
1 2 1 
disparity interaction mechanism and S describes the input influence on 
2 
a detector. 
With respect to the autonomous dipanty-mechanism the following con­
siderations hold. If two monocular stimuli in a stereogram are pulled 
apart (Fender & Julesz, 1967) not only can fusion be maintained if the 
speed of this shift is not too fast (see Section 1.2.6.5). but also the 
disparity tends to zero if the stinulation ends at some moment. This 
experiment yields two conclusions. Firstly the transition probability 
per unit time is a function of d-d', which tends to zero if id-d'! tends 
to infinity. Secondly there is an input independent mechanism which 
forces the disparity of a detector to become zero. Which means that it 
is also a function of d' and that a transition to d if d lies nearer to 
the origin than d', is more likely then if it lies farther away from the 
origin. Moreover S equals zero if j does not equal j', since S is sup­
posed to be stimulus independent and because only the input contribution 
to Ь causes the rivalrous transitions (see Sections 2.1.4 and 2.2.3.2). 
2 
Thus S can be rewritten as 
1 
S (J.dlj'.d'jr.t) = Tid-d'.d') if j = j'. 
S (J.dlj'.d'ir.t) = 0 otherwise. (2.3.22) 
where Τ is a monotonously decreasing function of ¡d-d'!. 
With respect to the stimulus dependent part the following 
109 
considerations hold. The disparity d of a detector has been introduced 
to account for the fact that two form-identical disparate stimuli can be 
fused. Tills fusion means (see Section 2.2.3.3) that the input from the 
2 
left eye at r in R is transmitted by every detector j at г if 
с 2 J 
r -d = r, and the one from the right eye at r' in R by every detector 
J J c 
i at г if r +d = r'. In these cases it is as if the distance between 
ι i l 
the detector-place and the input-place is zero. Therefore it is assumed 
that such an apparent distance (see also Fornula (1.2.11)) between a 
detector j and the input from the left or right eye at г is a function 
of, respectively, r -d -r and r +d -r. 
J J J J 
It has been argued in Section 2.2.3.2 that if a detector is in some 
state it can change into another state with which it forms a rivalrous 
pair by means of an input which is of the same type as the second state. 
Other input-dependent transitions do not occur. The transition-
probability S per unit time (see Section 2.3.2.3) has been formulated as 
a transition-probability for one detector on the basis of the assump­
tions which are made in Section 2.2.3-2. These lay two constraints upon 
the formulation of S , the input-dependent part of S. Firstly, j and j' 
in S (j,d!j'.d';r,t) comprise a rivalrous pair and secondly, only that 
input-part is incorporated in S which is of the same type as j. Thus S 
2 2 
is unequal to zero only if j and j' form one of the pairs (bl.br), 
(br.bl), (dl.dr), (dr.dl) or one of the pairs (bl.dl), (br.dr), (dl.bl), 
(dr.br). For both series the input types which are incorporated in S 
+ + - - 2 
are respectively S , S , S , S . 
L R L R 
In Section 1.2.6 arguments are given for the property of the Julesz 
model that the interaction between the input and the detector к is a 
decreasing function of the apparent distance between detector and input. 
It has been assumed implicitly that the cyclopean space is homogeneous 
as far as this interaction is concerned. In the description used here, 
it means that this Interaction is a function of г -d -r or г +d -r for 
к к к к 
the input at r from the left or right eye respectively. Thus, if in 
S (j,dij'.d';r,t) J and J' form a rivalrous pair and if the input-type 
at r-d, casu quo r+d, is of type j then the input influence depends only 
on this input and on the apparent distance (see Figure 2.3.1). The lat-
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Stimulus J 
stimulus 
— ι — 
T+d' r-d r-d' r+d 
apparent distance apparent distance 
Figure 2.3.4. Apparent distance between a detector at г in s tate d' and 
the input at r-d from the l e f t ret inal system or at r+d 
from the right retinal system. 
ter i s a function of the disparity-difference •(d-d 1). Thus the input 
influence tends to zero i f ¡d-d'! tends to i n f i n i t y . 
With the assumptions that S does not e x p l i c i t l y depend on time, but 
that i t i s time-dependent as far as the input changes with time, and 
that i t i s spat ia l ly homogeneous, it follows from these considerations 
that S can be formulated for binocular rivalry as 
2 (2.3.23a) 
S ( b l . d i b r . d ' i r . t ) = S 4 S (r+d,t),d -d' ) 
S ( b r . d l b l . d ^ r . t ) = S'CS ( r - d . t M ' - d ) 
2 К 
S ( d l . d i d r . d ' î r . t ) = S ' í s ' í r + d . t í . d -d' ) 
2 L 
S (dr .d ld l .d ' j r . t ) = SMS ( r - d . t M ' - d ) 
2 R 
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and f o r darkness-brightness monocular r i v a l r y as (2.3.23b) 
S ( b l , d ! d l . d ' ; r , t ) = S"(S ( r + d . t ) . d - d ' ) 
2 L 
S ( b r . d i d r . d ' j r . t ) = S n (S ( r - d . t J . d ' - d ) 
2 R 
S ( d l . d l b l . d ' j r . t ) = S n ( s " ( r + d 1 t ) , d - d ' ) 
2 L 
S ( d r , d ! b r , d ' ; r , t ) = S " ( s " ( r - d > t ) , d , - d ) 
2 R 
S : 0 i n a l l other cases. ( 2 . 3 . 2 3 c ) 
2 
2 . 3 . 3 . 3 . The systems equation 
+ + 
The functions S — ( r , t ) and S ^ r . t ) are non-linear transformations of 
H L 
the stimulus i n t e n s i t y - d i s t r i b u t i o n f u n c t i o n . I t i s supposed t h a t a l l 
n o n - l i n e a r i t i e s , as far as the input i s concerned, are included in the 
+ 
S - functions. Thus i t i s supposed that S' and 3" are l i n e a r functions of 
the S - . 
Consequently S'CF.d) and S"(F,d) can be rewritten as 
S'iF.d) = Ff(d) 
Sn(F,d) = Fg(d) (2.3.24) 
From Section 2.3.3.2 it follows that f and g tend to zero if Id! tends 
to infinity. The characteristics of these functions cannot be esta-
See opposite page: 
Figure 2.3.5. The rivalry equation at two points r and r'. Every point 
(detector) has an input selected from both retinal out­
puts. The autonomous disparity interaction Τ and this 
input change its state value only. R represent the 
co-operative interaction. 
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г. - r+d' 
fCd-dOSJr+d') 
Tfd'-d.d) 
f(d-d')SR(r-d') 
Rfr'-T.r) R(r-r',r') 
г = r '+d ' 
i ( d - d ' ) S L ( T ' + d - ) 
d,] 
/ S f(d-d')SR(r'-d·) 
TCd'-d.d) 
Figure 2 . 3 . 6 . The complete r i v a l r y - t r a n s i t i o n schema a t a point of 
2 
R (detector) analogous with Table 2 . 2 . 3 a . 
с 
blished exactly. But from the literature (see for instance Julesz, 1971. 
chapt. 5) it can be infered (see Section 3.1.1) that f and g are sym-
iretrical in d and d . Similarly it can be assumed that Kd.d') is sym­
metrical in (d ,d') and (d .d'). Furthermore the disparity-interaction 
x x y y 
is phenomenologically a binocular interaction. So g probably tends to 
zero faster than f If Id! tends to infinity, because f and g are both 
functions of the apparent distance (see Section 2.3·3.2). 
The systems equation (2.3.25) follows after substitution of (2.3.21), 
(2.3.22), (2.3.23) and (2.3.24) in (2.3.19). See also Figures 2.3.5 and 
2.3.6 and Table 2.2.3. The first four terms in equation (2.3.25) 
describe the co-operative interaction, the second four the autonomous 
disparity-mechanism and the other two groups represent the rivalrous 
interactions due to the input. The first of these two is the binocular 
interaction and the second one the monocular, or brightness-darkness 
interaction. They are based on the principle of permanent rivalry (see 
Sections 1.2.4 and 1.3). Therefore this set of coupled differential-
integral equations is also called the rivalry theory of the cyclopean 
system and the formal system is also called the rivalry system. 
This rivalry theory serves as a basis for an explanation of the 
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perception of brightness (Chapter 1), disparity-detection (Chapter b) 
and binocular r i v a l r y (Chapter 6 ) . Spatio-teirporal interact ions can also 
be described ( B u f f a r t , 1978). In Chapter 3 i t i s shown that the theory 
f u l f i l s some basic requirements. These explanations are based on sta­
tionary solut ions. 
at 
P t b r . d . r . t ) 
P t d l . d . r . t ) 
P ( d r , d , r , t ) 
P ( b l . d . r , t ) 
I d r M F K r - r ' . r ' ) 
P i b r . d . r ' . t ) 
PCdl.d.r ' . t ) 
PCdr.d.r ' . t) 
PCbl.d.r ' . t ) 
R t r ' - r . r ) 
P ( b r , d , r , t ) 
P t d l . d . r . t ) 
P ( d r . d , r . t ) 
.P(b l .d,r , t )_ 
} 
+ ldd , (T(d-d , ,dM 
P t b r . d ' . r . t ) 
P t d l . d ' . r . t ) 
P t d r . d ' . r . t ) 
P t b l . d ' . r . t ) 
TCd'-d.d) 
P t b r . d . r . t ) 
P t d l . d . r . t ) 
P ( d r , d . r . t ) 
P ( b l , d . r . t ) 
+|dd' i(d'-d) 
• Jdd^td'-d) 
Ξ ( r - d . t J P t b l . d ' . r . D - S ( r + d ' . t ì P t b r . d . r . t ) 
R L 
S ( r+d. tJPtdr .d ' . r . tJ-S t r - d ' , t ) P ( d l , d , r . t ) 
L R 
S t r - d . D P t d l . d ' , r , t ) - S t r + d ' , t ) P ( d r , d , r , t ) 
R L 
Î ^ t r+d .UPtb r .d ' . r . t J -S t r - d ' , t ) P ( b l , d , r , t ) 
L R 
S ( r -d , t )P (d r ,d ' , r , t ) -S ( r - d ' . t J P t b r . d . r . t ) 
R h 
S ~ ( r + d , t ) P ( b l . d ' , г . t ) - S + ( r + d ' , t ) P t d l . d . r . t ) 
S (r-d.t)P(br,d· , r , t ) - S ( r - d ' . D P t d r . d . r . t ) 
R R 
S + ( r + d , t ) P ( d l , d , , r . t ) - s " ( r + d , , t ) P ( b l , d , r , t ) 
(2.3.25) 
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I I I . GENERAL IhECRtlICAL PROPbhTIES 
In t h i s Chapter I t w i l l be shown that the general theory can explain 
certain phenonena which every theory on cyclopean perception has t o 
explain. F i r s t , the character of the functions f , Τ and R (see (.2. i.25)) 
i s discussed. Second, the behaviour of the system, i f t tends t o i n f i n ­
i t y under special stimulus conditions, is analysed. F i n a l l y , some 
remarks about spatio-temporal processes are made. 
3 . 1 . Remarks about the functions f , Τ, and £ 
3 . 1 . 1 . The range o< the function f 
The systems equation has transi t ion probabi l i t ies which are 
stimulus-independent as well as t r a n s i t i o n probabi l i t ies which are 
stimulus-dependent. Loth types hdve a d i f f e r e n t ef fect on the values of 
2 
p ( x , t ) . The f i r s t type aligns a l l cetectors on R and also the d states 
2 ¿ с 
on R for every r in R . I f the input i s spat ia l ly uniform the space-
d с 
and dispari ty-relat ionships of the probabi l i t ies are in the long run 
f u l l y determined by the t rans i t ion-probabi l i t ies R and S. I f the input 
i s not spat ia l ly uniform the input co-deternines the d i s p a r i t y -
perception. Then f weißhts i t s distant influence in the dispar i ty space. 
Thus in pr inciple i t seems possible to estimate the range ol f from d i s -
tance influence of the input which is measured phenomenologically fo r 
fusion and dispar i ty-depth. However, th is estimation depends on the type 
of stimulus (fender 4 Julesz, ^^•)L7) and on the c r i te r ion that subjects 
use (Duwaer, 19Ы). For instance, the estimation is much larger for l i n e 
stereograms than for random-dot stereograns. The c r i t e r i o n which i s 
important with respect to the presented theory, is the one for which the 
binocular interact ion breaks down. It-e threshold for t h i s in teract ion i s 
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the highest threshold value which can be found in experiments on single 
and double vision. It seems reasonable (Duwaer & Van den brink, 1981) to 
estimate these values between 4 and 10 min of arc. 
Une can assume that measurements with random dot stereograirs are the 
most reliable measurements for a precise determination of the range of 
f. In contrast with other types of binocular stimuli the range for 
random-dot stereograms does not depend on the number of dots within the 
range but on the disparity itself. There is no remarkable difference in 
difficulty of fusion and depth perception if the resolution of a stereo-
gram changes, even if the difference in resolution is a thousand times 
(Julesz, 1971. chapt. 5.4). Julesz (1971, pp. 175) therefore concluded 
"Since the random-dot stereoscopic images are devoid of 
monocular shapes, the binocular correlation between 
corresponding areas has first to be established. It seems 
that this labeling of corresponding points can occur only 
within Panum's visual region". 
This region seems to be a circular disc with diameter of 6 m m of arc. 
It is difficult to determine the shape of the function f, since only the 
disparity, for which a transition between fusion and nonfuslon 
- whatever the criterion may be - occurs, can be measured. The fact that 
normal stereograms have a much larger region of fusion implies that the 
function f does not equal zero outside the circular disc, only that it 
must be smaller. Therefore it is assumed that f 19 a smooth function 
where Panum's area corresponds roughly to the spreading or the half-
width. 
An arbitrary choice for f has to be made. For the general theory 
here, its formula is not important. If one would like to formulate a 
model, one can choose for the time being a simple function, such as for 
instance a Gaussian distribution 
2 
-Id! 
f(d) = b exp[ 2] 
2a 
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i.l.¿. The range of the function Τ 
Julesz (1971, ch. 5.9) showed that pulling the half-imates of a 
stereogram apart with some speed causes transitory loss of perception of 
depth, because refusion occurs, the disparity difference of the two 
images lies within the fuslonal area. It holes for normal as well as for 
randotr-dot stereograms. The obvious experimental difference between 
fusion, which can be explained by d Tiechanism based on local rivalry and 
the phenomena of hysteresis and of dependency ol pulling-speed is the 
basis for the splitting of the transition function S in Section 2.2o.¿ 
into a (input-dependent) rivalry-part and an input-independent part. 
Apart from the so-called "fast"-pulling discussed above it is possi-
ble to pull the targets apart "slowly", so that transitory loss of per-
ception does not occur. There is a definite loss of perception for some 
disparity value. Clearly the difference between this maximum input-
disparity and the perceived disparity exceeds the fusional region. The 
value of this maximum depends on the stimulus. The existence ot the 
boundary inplies that T(d,d') is not a pure distance-function (of Id!) 
but that it is really a function of d'. Clearly the transition from d' 
to disparity values closer to the origin becomes easier than to those 
farther from it as d' withdraws from the origin. The fact, that the 
boundary of the loss of perception is nuch smaller (see Section 1.2.6.5) 
in the case of vertical displacement (20 m m of arc) thdn in the case of 
honzontdl displacement (1-2 deg), Іігрііеь that the pulling to the ori­
gin as a function of d' increases much faster than the pulling as a 
У 
function of d'. 
χ ¿ 
Different d ispar i ty values at one place г in R can be perceived 
с 
simultaneously, as shown by Julesz (1971, ch. 5.7). Thus i f the range 
Id! of T(d,d') is be of the order of the perceivable d i s p a r i t i e s 
disparity-perception would not be sharp unless the strength of Τ is much 
weaker than that of f . However, the existence of the d ispar i ty to which 
the two half-imates of a stereogram can be pulled apart implies that the 
strengths of Τ and f are of an almost equal magmtuae. At the same t ine 
the disparity-perception i s not influenced by t h i s equal magmtuae as 
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Julesz (1971. p. 174) reports: 
"At the point of break-аыау the loss of fusion was abrupt 
and total; at a lesser disparity by a minute amount the 
fusion was perfect with no hint of impending disaster". 
Thus one is forced to the conclusion that the range of Τ is small with 
respect to the range of f. Probably its magnitude is in the range of the 
stereoscopic acuity, 16 sec of arc, at which point stereoscopic depth 
loses its clarity (Julesz & Spivack, 1967). 
3.1.3. The range of the function R 
Only a very small region of the fovea - 10-30 min of arc (Polyak, 
1911; Julesz, 1971) - gives the sharpest vision. It decreases as the 
distance to the center of the fovea increases. However, there is no evi­
dence that any phenomenon other than the structure of the retina contri­
butes to these effects. Moreover, the perfect perception of different 
depth-planes in random-dot stereograms with a low percentage of black 
dots shows that the co-operative interaction is about equally strong and 
has an equal range outside the region of sharpest vision as inside 
(Julesz, 1971, ch. 1.5). These planes can take up an area of 16 χ 16 
square degree of arc and can be transparent even if a neutral plane is 
biased by the presence of monocular cues (Julesz, 1971, ch. 5.7). 
Therefore, it is assumed that H(r,r') is independent ol r' in a 
stimulus-free space. In principle the assumption holds during stimula­
tion of the eyes, however, it is easy to incorporate shifting, contrac­
tion and expansion of the percept in the theory by assuming that R is a 
function of r', the time t and the type oi eye (left or right). These 
variables can depend on eye and head movements. It could explain why in 
tree vision the perceived space remains stable under eye and head move­
ments. Findings concerning aniseikonia can also be brought into the 
theory in this way. But, all this is not within the scope of this study, 
so for the moment only the assumption that fi is a pure distance function 
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is useful, because of the existence of a Vernier-acuity of 2 sec of arc. 
(Berry, 194b; Doesschate, 1955) the source of which is prior to or, at 
the level of, stereopsis (Julesz, 1971, ch. 3.6) the range of H has to 
be some sec of arc at most. It is supposed that R is a positive and con-
tinuous function of r, which decreases as ¡ri increases. 
3.1.1. Summary 
The range of the functions Я, T, f and g are summarized in Table 3.1. 
functions 
range 
type of 
range 
16 sec 
stereo-
acuity 
2 sec 
vernier 
acuity 
6 min 
panun's 
area 
С sec 
unkown 
Table 3.1. The range of T, K, f and g. 
3.2. Some types of solutions 
Characteristics of the solutions for some special stimulus conditions 
can be derived from well known theorems in the theory of stochastic 
processes. Their formulations and proofs can be found in standard books 
on this topic, such as, for instance, Doob (1953). The nost important 
theorems are sunmarlzed in Appendix C. These are sketched without dis­
cussion of the additional mathematical complications. It is supposed 
that the necessary mathematical requirements for the transition proba­
bility qtx.tlx'.t') and the probability-density p(x,t) are fulfilled, 
among them that p(x,t) is a continuous function of t for all χ in X. The 
most important theorems concern the behaviour of a stochastic system if 
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closed absorbing 
closed 
1 
1 
transient open 
Transient (reducible) 
1 
one η 
absorbí 
1 
1 
1 
open 
ng (irreducible) 
1 
1 
closed frcduciblo) 
Figure 3.1. Types of subsystems (a) and a reducible system (b). 
time tent's to infinity. 
Somttimes the input to the rivalry system is such that it can be 
divided into subsystems, thereby allowijiG every subsystem to be studied 
Independently of the other ones (see Figure 3.1). A subsystem can be 
such that some of its states can go over into other states of another 
subsystem, but that states of other subsystems cannot go over into its 
states. Then in the long run the probability, that one can find the 
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system In a state of the first subsystem, will become zero. Such a sub­
system is called a transient subsystem. Such a probability of a subsys­
tem of which the states cannot go over into states of other subsystems, 
but which can be reached by states of other subsystems will grow. It is 
called an absorbing subsystem. A subsystem, of which the states have no 
exchange at all with other subsystems, is called a closed subsystem. In 
the long run only the probabilities concerning closed and absorbing sub­
systems can differ from zero. Thus every solution of the systems equa­
tion tends to a linear combination of solutions of these subsystems. 
A (sub)system, which cannot be divided into such closed or absorbing 
and transient subsystems is called irreducible, tveгy irreducible 
(sub)s.y3tem has only one time-independent solution (see Appendix C), 
apart from a trivial factor. Such a solution is called a stationary 
solution. As far as the cyclopean system is concerned, it will be shown 
below for some special stimulus conditions that the percepts can be 
described as stationary solutions of the systens equation. The trick is 
that for each condition the probability density, P, and thus the systems 
equation (2.3.25), are reformulated so that the system is split into 
transient and absorbing subsystems. The quantitative characteristics of 
the solutions will be described in the next Chapters. It will be shown 
that these can be derived from the structural properties of the theory. 
3.2.1. Open subsystems; Hysteresis 
Unless the input of the system is zero, it does not have closed sub­
systems because of the range of the functions f, Τ and R. Then the ques­
tion of whether an open subsystem is a transient or an absorbing one not 
only depends on the input but also on the actual state of the system 
(see Section C.2). In fact this property explains in general the appear­
ance of hysteresis at psychophysical level. Whether it appears or not 
depends only on whether, for a given input, two disjunct sets of system 
states exist such that a subsystem changes from a transient one into an 
absonbing one if the actual state changes from one set into the other. 
Thus, although the dynamics of the system is a llarkov process, henomena 
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can be observed which seem to be caused by non-liarkovian processes, if 
subsystems change from transient to absorbing ones and vice versa. 
i.2.2. Monocular stimulation 
If the stimulus to one eye - for instance the left eye - equals zero 
and if the noise in the input ol the cyclopean system can be neglected, 
S (r,t) equals zero. Then it follows by substitution of S = 0 in the 
systems equation (2.3.25), that the subsysten which is generated by the 
Ы - and dl-states is a transient one and the subsystem which is gen­
erated by the br- and dr-states is an absorbing one, if Ь (r,t) does not 
h 
equal zero for all r. So all P(bltd,r,t) and H(dl,d,r,t) tend to zero if 
t tends to infinity. Thus for large t, equation (2.3.25) reduces to 
equation (3.2.1). 
at 
P(br,d,r,t) 
P(dr,d,r,t) 
:[dr'{H(r-r'.r') 
+ ldd4T(d-d,,d·) 
Ptbr.d.r'.t) 
Ptdr.d.r'.t) 
Pibr.d'.r.t) 
Ptdr.d'.r.t) 
Mr'-r.r) 
T(d'-d,d) 
P(br,d,r,t) 
P(dr,d,r,t) 
(3.2.1) 
P(br,d,r,t) 
P(dr,d,r,t) 
fjdd'gid'-d) 
S (r-d.tlPtdr.d'.r.tl-S (r-d'.tJPibr.d.r.t) 
H К 
S (r-d.tJPÍbr.d'.r.U-S (r-d'.mídr.d.r.t) 
h h 
Let 
b(d,r.t) = P(br,d,r+d,t) 
D(d,r,t) ι P(dr,d.r+d,t) 
(3.2.2) 
then the equation for В and D (3.2.3), which is in fact an equation for 
Pij.d.r+d.t), follows from (3.2.1) 
12Ц 
ι 
at 
B(d.r.t) 
D(d.r,t) 
sJdr'llUr-r'.r'+d) 
• IddMTC-d'.d'+d) 
E(d,r'.t) 
DCd.r'.t) 
btd+d'.r.t) 
Did^.r.t) 
Rir'-r.r+d) 
B(d.r,t) ) 
Ttd'.d) 
D(d.p,t) 
(3.2.i) 
BCd.r.t) 
D(d.r,t) 
•Jad'eCd') Ь (p.tíDíd+d'.r-d'.tJ-S (r-d'.tJBÍd.r.t) H К 
S (r.tlBCd+d'.r-d',t)-S+(r-d·.t)D(d,r,t) 
H R 
Since B(r,r') is independent оГ г', the co-operative interaction and the 
monocular rivalry are Independent of d. Because of the second term at 
the right side, every time-dependent solution, of which d lies outside 
the range of T, tends to zero. Consequently the same holds for 
P(br,d,r,t) and F(dr,d,r,t). Thus for every solution of the original 
equation the disparity spread does not exceed the stereo-acuity. Or, in 
other words, in the case of monocular stiaulation disparity depth is not 
perceived. 
3.2.3- Identical stimulation 
If the input functions from both eyes are equal, for instance because 
both stimuli are equal, P(bl,-d,r,t) and P(dl,-d,r,t) fulfil the same 
equation as P(br,d,r,t) and P(dr,d,r,t) respectively. This follows 
easily from the substitution of S = S in the systens equation 
L R 2 
(2.3.25). The system is irreducible with respect to the R -space, so 
that it follows straightforwardly that P(bl,-d.r,t) and P(dl,-d,r,t) 
tend to P(bl,d,r,t) and Pidr.d.r.t) respectively. Consequently, the con­
tribution of the binocular rivalry term after integration of the systems 
equation over d tends to zero. The functions 
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b(d.r.t) r Píbr.d.r+d.t) + PCbl.-d.r+d.t) 
D(d.r.t) = P(dr.d.r+d,t) + P(dl.-d,r+dpt) 
(3.2.4) 
are described by an analogous equation as in the case of monocular 
stimulation (see Section 3.2.2) to which the term 
Idd' ftd'+Sd) 
S (r,t)B(d+d,,r-d',t) 
R 
S (r.DDÍd+d' .r-d',t) 
ft 
S (r-d'.tíbtd.r.t) 
H 
S tr-d'.t)D(d.r,t) 
H 
(3.2.5) 
is added at the right-hand side. By carrying out summation (3.2.4) in 
the systems equation, it follows that the behaviour of the system is 
lully described by equation (j.2.1), combined with (3.2.5), if t tends 
to infinity. Again, the co-operative interaction and the monocular 
rivalry are independent of d. If bid.r.t) and D(d,r,t) are zero almost 
everywhere if d lies outside the range of Τ then {(.ά'+2ά) can be 
regaraed as independent of d since the range of Τ is much smaller than 
the range of f (4.5 : 100). Thus the d-dependency is fully determined by 
the second term. It implies that t(d,r,t) and D(d,r,t) remain almost 
zero everywhere if d lies outside the range of T. Since the system is 
2 
irreducible with respect to the R -space every solution will tend to 
d 
such a solution. Thus in the case of identical input from (stimulation 
of) both eyes disparity depth will not be perceived. 
Since disparity-depth is not perceived, P(j,d,r,t) can be replaced by 
its integral over d without changing the percept. The contribution of 
the rivalry term (and thus of the integral of (3.2.5)) to this function 
tends to zero (see above), so that the remaining equation equals the 
equation in the case of monocular stimulation. 
3.2.4. Complementary stimuli 
If the half-images are complementary, thus 
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S (r,t) = -S (r.t) (3.2.6) 
R L 
arguments analogous to those in the Section above, lead to the conclu­
sion that disparity depth will not be perceived. The equations are 
invariant for an exchange of the pairs 
P(br,d,r,t) 
PCdr.d.r.t) 
and 
FCdl.-d.r.t) 
Pibl.-d.r.t) 
so that the equations for the SUIT and difference of these pairs are 
independent. Thus the rivalry between the eyes - the equation for the 
differences is independent of the "monocular" rivalry - the equation for 
the sum. Clearly the system is built up from at least two independent 
subsystems. The rivalry itself will be discussed in Chapter 5 and it 
will be argued that it cannot reach an unique stationary solution, due 
to fluctuations in the input. 
3.2.5. Summary 
The r i v a l r y equation f u l f i l s the basic requirement t h a t the d i s p a r i t y 
for rronocular, i d e n t i c a l and conplementary st imulat ion becomes zero i f 
time tends to i n f i n i t y . I d e n t i c a l and monocular st imulat ion with the 
same stimulus d e l i v e r a similar image, apart from a possible 
brightness-difference (see Chapter 4 ) . Complementary s t i m u l i evoke more 
than one stat ionary s o l u t i o n . 
3.3· Spatio-temporal processes 
Lowest order expansion of Τ and R leads t o a second order d i f f e r e n ­
t i a l equation. Then the co-operative i n t e r a c t i o n and the autonomous 
d i s p a r i t y i n t e r a c t i o n are described by the s p a t i a l part of the so-called 
Fokker-Planck equation (Van Kampen, I 9 6 0 ) . Such a lowest order expansion 
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i s neaningful, s ince the range of Τ and К i s small (see Table j . 1 ) with 
respect t o the mean stimulus s i z e . Therefore the so lut ions of the 
expanded equation have t o f i t with datd on spatio-temporal r e l a t i o n s and 
the autonomous disparity-mechanism. 
Since Ж г . г ' ) i s independent of r ' the lowest order expansion of R 
2 
leads t o a Wiener-process in the R space, in any case in the absence of 
с 
s t i m u l a t i o n (see Section 3 .1 .3) . One can c a l c u l a t e the e f fects of an 
image which i s moved a f te r i t i s s t a b i l i z e d on the r e t i n a . Indeed (see 
a l s o Section 2 . 1 . 4 . 1 ) , such a ca lcu la t ion *) shows the exis tence of 
darkness and br ightness b a r r i e r s , i . e . the f ie ld i s in an antagonis t ic 
- b r i g h t n e s s and darkness respect ively - s t a t e . 
The Uiener-process y ie lds also t h a t the s t rength of the influence of 
an input a t r , t on the perception of an input a t r ' , t ' i s a l i n e a r func­
t i o n of 
- a ( r - r ' ) ¿ 
exp[ l / l t - t ' ! ¡ t - f i 
Such a linear function can be fitted with experinentally found U-shape 
curves in apparent motion (Buffart, 1978). These curves expresses the 
influence of one stimulus on another stimulus as a function of time. 
Since in the absence of stimuli the autonomous disparity interaction 
drives d towards the origin (see Section 3.1.2), the lowest order expan-
2 
sion of Τ leads to an Ornstein-Uhlenbeck process in the R space. The 
d 
decay of d in this process can be fitted with data of Fender and Julesz 
(1967) on the fall-off of the disparity in the absence of stimulation 
(Buffart, 1976). 
·) The calculation is laborious. In order to get an analytical result 
one can replace the Lorentz-distnbution (0.1.10) by a Dirac-delta 
function. Then one can derive a recursive matrix equation, which can 
be solved. 
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IV. BRIGHTKLSS AND DARKNESS 
4.1. Introduction 
The term brightness is used for the phenomenon oi light and dark per­
ception as well as for the perception of light In contrast to the per­
ception of dark. Since the context makes clear in which sense it is used 
this ambivalence does not require re-definition. 
The literature on brightness and darkness shows a diversity of 
theoretical and experimental methods. The theories have one common 
feature; they are not related to any other direct perceptual phenomenon. 
In this Chapter it will be shown that the "rivalry" theory which has 
been developed in Chapter 2, serves as a basis for a special form of the 
centroid model for binocular brightness which has been described by De 
Weert and Levelt (1971). Since no special assumption has been introduced 
in the theory about the binocular brightness mechanism the centroid 
model is a pure prediction from the theory. It is based on a stationary 
solution of the model. De beert and Levelt showed in their comparative 
study that the centroid model gives the best results. This is supportive 
for the theory here. 
Curtis and Rule (1978) have thrown doubt upon the conclusion of De 
lieert and Levelt. They prefer a vector model for the binocular combina­
tion of monocular brightness. However, their criticism of the centroid 
model is unwarranted. De Weert and Levelt argued that monocular sensa­
ri 
tion value can be described by (L+c) if L is the luminance and с the 
-4 
constant background luminance. The estimation of с ranges from 10 up 
-г 2 
to 10 cd/m and that of η from 0.22 up to O.lt. Curtis and Rule calcu­
lated the relative decrease of monocular brightness with respect to 
binocular brightness on the basis of the centroid model if one or both 
eyes are stimulated with a luminance L. Therefore they used 
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-ц г 
с г 10 cd/m and η s 0.35. It appeared that the fall ofΓ ranged from 
2 2 
j.7i lor L = 1 cd/m up tu 0.3% for L = 1000 cd/n . These values ¿re lar 
outside the ranjie they have measured. This changes from 101 up to 211. 
However, the choice of the values for с and η could not be worse. Other 
values of с and η within the ranges of De Weert and Levelt deliver per-
η ! 
.it ¡ 
.22 ! 
.J5 ! 
ЦЦ ¡ 
cd 
L (-2) : 
m 
= = ===== ! 
! c/L 
с η 
! ( ) 
c+L 
! d (ί) 
с η 
! d (%) 
с η 
! d (î) 
с η 
: ( ) 
c+L 
! d (X) 
-2 
! c=10 
! c=1C-3 
-4 
¡ c=10 
! = = = = = : = = 
10 
0.Ь2 
16. t 
0.36 
16.4 
0.20 
13.J 
0.13 
10.0 
1 
r==zs=== 
10 
0.38 
17.1 
0.22 
14.1 
0.0Й9 
7.1 
0.046 
4.1 
10 
1 
10 
0.26 
15.6 
0.13 
10.3 
0.040 
i.7 
0.017 
1.6 
100 
10 
1 
10 
0.20 
13.3 
0.079 
6.7 
0.016 
Ì . ! 
0.006 
0.6 
1000 
100 
10 
10 
0.15 
10.8 
0.048 
4.4 
0.008 
0.8 
0.0023 
0.23 
1000 
100 
io ; 
0.11 ¡ 
8.5 I 
0.029 I 
2.7 ! 
0.0035 ! 
0.35 
0.0006 
0.08 
1000 
======== 
Table 4.1.1. Percentage of decrease (d) of monocular versus binocular 
brightness, following De Weert and Levelt's version (1974) 
of the centroid model. 
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centages of decrease which lie within the experimental range (see Table 
H.1.1). Thus the argument for the rejection of the centroid nodel is 
not valid, f-oreover the experimental results of Curtis and Гшіе are not 
reliable on the point of monocular brightness decrease. They did two 
series of brightness magnitude experiments, each with 15 subjects. The 
mean perceptual decrease in the first series was 24Í. In the second one 
it was 10Í. Thus they differ by a factor 2.4, which throws doubts on the 
validity of the experinents. A third objection to their arguments is 
η 
that they also use a monocular sensation function L in their model. 
Their estimations of this η range fron .C7 up to .36 with a mean ol 
0.14. The relative monocular decrease for this η-value is also Calcu­
lated in Table 1.1.1 Its values fall within the experimental range. Thus 
using their estimation for n, a good prediction for the monocular 
decrease follows from the centroid model. Another comment on the estima­
tion of η is, that it is clearly not a subjective perceptual constant as 
the vector summation model supposes. The subjects of one brightness mag­
nitude estimation experiment also took part in a category-rating experi­
ment. A comparison between the two estinations of η for each subject 
shows that they sometimes differ up to a factor 2.5. This difference 
between the two experiments is not systematic; a set of jC numbers 
between .07 and .23 seems to be randomly distributed over the 15 sub­
jects and the two experinents. Obviously the value of η depends on 
influences that were not under experimental control. So the value of η 
serves only as a paran eter to fit a descriptive forrula with some data. 
However, the same can be done with other descriptive formulae, as Treis-
iran (1970) showed for instance. 
Clearly, it is possible to f It a formula ds tht best one for some set 
of experiments und another one as tti¿ he^t ore fo г set of other exper-
impnts. The formulae have mostl> i ι,ι or tri je par^r eters so that a good 
fit is always possible, unless a formula violates lì e known qualitative 
characteristics. Heviews can be found іч Leveit (19C5), bngel (1967, 
1969). blake and Fox (197 3) and De Weert and Levelt (1971). All formulae 
are intended to describe a non-nvalrous stationary state solution of 
the visual system, however, it is impossible to set up an experiment in 
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which such a state is definitely reached. All experiments create a 
test-situation which is only an approximation to the situation that the 
formulae describe. 
Every experiment on binocular brightness is a dynamic experiment or 
an experiment with rlvalrous aspects. If a technique is used in which 
test and matching stimuli are presented successively, it is a dynamic 
experiment. If a technique is used in which test and matching stimuli 
are presented simultaneously, binocular rivalry is introduced because 
the two half-images cannot be form-identical. From the theory here it 
follows that in both cases monocular brightness is decreased. Successive 
as well as simultaneous presentation prohibits a full dominance of the 
partly monocular stimulus, although the full dominance in the case of 
monocular stimulation is supposed in every formula on binocular bright-
ness. The departure from the full dominance depends on the experimental 
procedure. Thus the monocular brightness decrease can never be decisive 
for any model, unless one has sone criterion to decide which part of the 
departure has to be ascribed to the brightness interaction itself. 
Another problem in brightness measurement is caused by the fact that 
one does not know exactly what subjects are reporting. The subject's 
estimation of the brightness of an area can reflect its brightness or 
its lightness: a relation between its brightness and the brightness of 
other areas. As long ¿s stimuli are used which consist of two luminance 
levels both reporting methods will give the same results. Thus only 
these types of experiments can be used as a test for a brightness model. 
The method of relative brightness judgement has been used by Jameson and 
Hurvich (1961). The matching field had an average luminance of 60 ml. 
The average luminance of the test field changed from .7 ml up to 8.9 ml. 
A subject is aware of the great difference in luminance if he changes 
from test to matching-field and vice versa. So he cannot report about 
the brightness itself. It is assumed that an estimation of the relative 
brightness is given. This quantity will be called lightness. The same 
tern is used by Land (1964), however, brightness as well as lightness 
are defined here as perceptual quantities. Their physical counterparts 
are luminance and reflectancy. A model for lightness perception will be 
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introduced below. F i r s t a stationary s t a t e model for binocular b r i g h t ­
ness w i l l be derived from the r i v a l r y theory. 
4 . 2 . Brightness and darkness 
In Section 2 . 1 . 6 i t was argued t h a t there are no equations for 
brightness and darkness spreading. This spreading coincides with spread­
ing in the weighting system. Λ brightness or darkness impression a r i s e s 
because the u n i t s , having been activated i n t o a c e r t a i n s t a t e , adopt and 
t r a n s n i t the strongest received signal belonging to t h i s s t a t e . Thus for 
instance a u n i t i n the s t a t e darkness-right transmits the strongest 
received darkness-right s i g n a l . A brightness (darkness) signal can be 
received from a neighbouring unit i n a s i m i l a r s t a t e or from the 
corresponding l o c a l input, depending which one i s l a r g e s t . 
A l l t h i s can be stated formally as fol lows. Let the subspace 
V ( j , d , r , t ) of R xT be defined by the property: r ' . t ' is an element of 
с 2 
V ( j , d , r , t ) i f there i s a continuous mapping V" from [ 0 , 1 ] onto H xT 
с 
with 
V"(0) = r . t 
V"(1) r r ' . t ' ( 4 . 2 . 1 ) 
P ( j , d , V " ( v ) ) > 0 for a l l ν in [ 0 , 1 ] 
This l a s t requirement y i e l d s t h a t there i s a patnway ».Γ -nits in the 
same s t a t e j , d from r ' . t ' to r , t so t h a t ι ie unit a t r , t c-> raceive the 
input signal a t r ' . t ' . Thus V indicates the domain of unit"! : rem which 
the unit a t r , t can be reached by a signal corresponairi^ U> t s s t a t e . 
2 2 
The brightness B ( d , r , t ) a t r , t i n fi xT and f o r d in R ι ^ j - f x n e d by 
с d 
means of brightness and du'-kness functions ^f which tbs - " f i n i t i o n s 
below f u l f i l the requirement·! rvntionci1 above, i.et 
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В (d.r.t) = P(br.d.r.t) max[S (r'+d.t'] 
UK H 
r'.f in V(br,d.r.t) 
В (d.r.t) = P(dl,d,r,t) max[S (r'-d.t')] 
DL L 
r'.t' in V(dl.d.r.t) (4.2.2a) 
В (d.r.t) = P(dr.d,r,t) nax[S (r'+d.t·)] 
UK К 
r'.t' in V(dr.d.r.t) 
В (d.r.t) = P(bl.d,r,t) max[S (r'-d.t·)] 
bL L 
r'.t' in V(bl.d.r.t) 
then (see also Table 2.2.3) 
B(d,r.t) ι В (d.r.t) + В (d.r.t) - В (d.r.t) - В (d.r.t) (4.2.2b) 
EK BL DR DL 
and the total brightness B(r,t) at r.t equals 
B(r,t) =j dd B(d.r,t) (1.2.2c) 
ΙΓ В equals zero the brightness impression is "neutral". Darkness is 
experienced if В < 0, brightness if В > 0. 
4.3. Noise; Llgengrau 
From a perceptual point of view noise in the visual system is diffi­
cult to analyse. One type of noise is generated during the pathway from 
the source to the retina by physical noise, eye-movements, lens-
alstortion and accomodation. It will be left out of consideration since 
it is, for the most part, unimportant with respect to the topic of this 
thesis. The noise in the cyclopean system itself and, partly, the noise 
which is caused by eye-movements, is incorporated in the fact that the 
properties of an ensemble of cyclopean systems are calculated instead of 
those of one system. From electrophysiology it is known that spontaneous 
activity occurs in the visual system. It is a characteristic of complex 
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afferent systems. Jung (1959a,b) associates the spontaneous activity 
with the phenomenon of "tigengrau" or "retinal gray", which is also 
called "Ligenlicht" (Wald, 19ib). Spontaneous activity in the retina 
means, in terms of the theory presented here, that offset and onset sig­
nals occur spontaneously everywhere in the retinal system. It is assumed 
that the mean number of spontaneous offset signals in a retinal system 
always equals the mean number of spontaneous onset signals. Otherwise 
the "tigengrau" cannot be a sufficiently stable phenomenon. It is 
assumed that the onset and offset signals are so distributed in time 
that it suffices to bring only their mean behaviour into account. The 
simplest assumption is that its contribution is a constant with strength 
о 
S . That the spontaneous activity is influenced by the stimulus cannot 
о + 
be excluded but perceptually it is iimeasurable. Thus S is added to S 
о « - L L 
and S is added to S . 
H h 
If stimulation is absent 
P ( b r . d , r . t ) 
P C b l . d . r . t ) f u l f i l the same equation as 
P(dr,d,r,t) 
PCdl.d.r.t) 
Thus the stationary solution of both pairs is equal. It implies that in 
the stationary state it holds for the brightness 
В (d.r.t) = P(br,d,r,t) S 
bft R (и.З.Іа) 
= Ptdr.d.r.t) S : В (d.r.t) 
H DR 
Similarly it holds 
В (d.r.t) = В (d.r.t) 
BL DL 
(4.3.1b) 
Thus from 4.2.2b it follows 
B(d,r,t) r 0 («.3.1c) 
when "tigengrau" is observed, if the assumption about the relation 
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between spontaneous a c t i v i t y and "tigengrau" is t r u e . Furthermore i t 
follows that dark-adaptation leads to the perception of "Eigengrau" in 
the absence of depth (see Section 3 . 2 . 3 ) . Thus the state-values of a 
dark-adapted subject are such that d ispar i ty equals zero and the 
weight ing-coef f ic ients for both eyes and dark and bright are a l l equal . 
1.4. binocular brightness 
In th is paragraph i t i s shown that a form of the centroid model 
(see (4.11.4)) follows from the r iva l ry - theory as i t is presented above. 
Let both half-images be form-identical such that 
S ( r . t ) s sS ( r . t ) (4 .4 .1a ) 
R L 
where s >^  0 . The quantity S ( r , t ) , which i s defined by (see also ( 0 . 1 . 2 ) ) 
2 2 
S ( r . t ) + S ( r . t ) 
S ( r , t ) : _R L (4 .4 .1b) 
S ( r . t ) + S ( r . t ) 
R L 
expresses the form of the half-images, whereas s expresses their rela-
tive weigth. This can be seen in (4.4.3), which can be derived from 
(4.4.1) by using the definitions in (4.4.2). 
2(Us) 
s = 2-
R 1+s 
(4.4.2) 
¿s(l+s) 
s = 2-
L 1+s 
s S(r,t) 
S (r.t) = "fi 
R 2 
(4.4.3) 
s S(r.t) 
S (r,t) = T. 
L 2 
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2 2 2 2 2 
s +s I d + s ) ( U s ) U s 
R L s * ι 2 (Ч.М.Ц) 
Г"2 2 
s + s ( U s ) 2 ( U s ) 
H L 
The relation (Ч.Ц.Ц) between S and S follows fron (4 .4 .2 ) . In Appendix 
R L 
D the brightness, which i s evoked by the ret inal output ( 4 . 4 . 1 ) , i s 
proved to be almost constant. This proof i s based on some perturbation-
approach for small values of ro or In! (see ( 4 . 4 . 5 ) ) . 
2 
1-s 
η ι 2 
U s 
(4.4.5) 
23 
in = 2 
U s 
Small values of η mean that 3 = 1 , thus S (r,t) = S (r.t). Small values 
R L 
of m mean that s or 1/s is small. It allows the intensity of one of the 
half-images to be small compared with the other one. It is an approach 
to monocular stimulation. It is proved, that for small π 
B(r,t) = ΣΚίΡ,Ι) (4.4.6a) 
and for small η 
2 
B(r.t) = 2K(r,t) + [L(r.t)-K(r.tn (4.4.6b) 
U m 
where K(r,t), K(r,t) and L(r,t) are functions of S(r,t), but not of s 
(see CD.16)). Thus a very interesting result has been obtained. The per­
ceived brightness is constant, if S(r,t) is constant, up to, and includ­
ing, the first order of the parameters, - m and η -, of the perturbation 
approaches. This constraint on S(r,t) converts (4.4.1b) into the cen­
tróla model, which is also expressed by (4.4.4). In other words the 
theory predicts binocular brightness constancy if the output strengths 
of both eyes predict constancy following the centroid model. It is not 
proven that (4.4.1b) is the formula for binocular brightness mixing. 
Generally (4.2.2) holds. 
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Levelt (1968) conducted experiments on binocular brightness constancy 
with form-identical stimuli. An experimenter has set the luminance of 
one of two half-images on a certain value. An observer has to adjust the 
luminance of the other one such that the binocular brightness equals the 
binocular brightness of two half-images with an equal and fixed lumi­
nance level. The alternation of both pairs of half-images was regulated 
by the observer. Every half-image consisted of only two luminance lev­
els. 
The quantities Ь , S and S (see (Ч.Ч.1) and (4.4.3)) are determined 
H L 
by the retinal system and the stimuli. If in each half-image two lumi­
nance levels - L , L , L , L - are present, the quantities S and 
HI R2 LI L2 R 
S are following Section 0.1.3 proportional with respectively 
(4.4.73) 
If the lowest levels can be assumed to equal zero, these quantities can 
be written respectively as 
L 
S - R 
H 
L 
S - RI 
R 
L +L 
HO RI 
L 
S - LI 
L 
L +L 
LO LI 
L 
R2 
L +L 
R0 П2 
L 
L2 
L +L 
LO L2 
L +L 
R0 R 
(4.4.7b) 
L 
S - L 
L 
L +L 
LO L 
Assuming that the adaptation in the retinal system is slow in comparison 
with the alternation rate in Levelt's experiments, the L and L 
LO R0 
remain constant during the matching procedure and will have some mean 
value with respect to the two stimulus pairs (see Section 0.1.3). Sub­
stitution in the equal luminance function (4.4.1) delivers 
138 
L 2 L 2 L 2 L 2 ( R — ) • ( L — ) ( ) + ( ) 
L +L L +L L *L l *L 
НО В LO L = HO LO ( 4 . 4 . 8 ) 
L L L L ( R—) • ( L — ) ( ) • ( ) 
L t-L L +L L +L L *L 
HO R LO L RO LO 
where L Is the luminance of the two reference half-Images. 
If the adaptation parameters are fully determined by th i s luminance 
• 6 .6 
they would equal e L and e L respectively (see Section 0 . 1 . 3 ) . The 
R L 
e and e are constants. If they are chosen to equal the parameter - e 
R L H 
: e χ 2.14 - that i s derived from the experiments of KSnig and Brodhun 
(1889) (see Section 0.1.1) the equlbrightness equation (4.4.6) becomes 
L 2 L 2 
( R — ) • ( L — ) 
L *L L *L 
RO R LO L = L_ (4.4.9) 
L L L +L 
( fi—) + ( L — ) 0 
L -t-L L +L 
RO R LO L 
.6 
2.14 L . In Figure 4.4.1 noriralized equibright-
L :L as a function of L :L - have been plotted for 
L R 
three values of L. They are precisely the type of curves that Levelt 
(1968) found experimentally. 
however, adaptation not only occurs to the luminance of the reference 
images, but also to the luminance of the test images. Consequently, L 
η 
will be greater than L if L equals zero. This effect is also found by 
Levelt. It is used as an argument in favour of vector summation models 
for binocular brightness mixing (Curtis and Rule, 1976; Engel, 1967). 
But according to the model presented here It is caused by improper reti­
nal adaptation, due to the experimental technique. The process of this 
retinal adaptation is not sufficiently known to draw conclusions about 
the actual adaptation values. For the moment it can only be concluded 
that the actual adaptation is determined by the adaptation to the refer­
ence image as well as to the test image. Two simple formulations of this 
phenomenon (see Section 0.1.3) are 
with 
ness 
L 
HO 
= L 
LO 
curves -
: L 
0 
v i z . 
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V1 
Figure Ч.Ч.1. Normalized binocular equibrightness curves with constant 
2 2 2 
adaptation: a. L=15 cd/m ; b. L=30 cd/m ; c. L=75 cd/m . 
.6 .6 
L = e (aL + bL ) 
LO L I 
.6 .6 
L χ e (aL + bL ) 
HO h К 
(U.it.lOa) 
and 
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. 6 
L = e ( a L + Ы. ) 
LO L L 
. 6 ( Ч . Ч . Ю Ь ) 
L = e ( a L + Ы. ) 
KO R R 
The c o e f f i c i e n t s can be chosen such t h a t s u b s t i t u t i o n of L and L I n 
LO KO (Ч.Ч.6) d e l i v e r s a nice theoretical representation of the experimental 
r e s u l t s » ) . This sirrulation, as such, does not have any value f o r t h e 
theory, because i f one can look f o r two w e l l chosen v a r i a b l e s , a good 
f i t can alirost always be found. However, the f a c t t h a t the c e n t r o i d 
model can be derived from a general theory of l o c a l r i v a l r y in b i n o c u l a r 
i n t e r a c t i o n i s Important. I t is equally important that the experimental 
deviation from the model, as i t is represented by formula ( 4 . 4 . 9 ) , f o r 
low luminance values i n one of both eyes, can be explained from r e t i n a l 
adaptation. Moreover, substitution o f each o f the three widely known 
types of transducer functions (see Section 0 . 1 . 1 ) produces (De Weert 4 
Levelt, 1974) the type of equibnghtness curves which have been found by 
Levelt ( 1 9 6 6 ) . In Figure 4 . 4 . 2 normalized equlbrightness curves have 
*) In H g u r e s 4 . 4 . 3 and 4.4.4 Formula ( 4 . 4 . 1 0 a ) i s used with a=1.5 and 
b=.7 f o r subjects j b . and w l . , and, with a = 2 . and b=1.a for subject 
hv. The meaning of these numbers i s not c l e a r . The extrene values i n 
the curves a r e very sensitive for small changes in the adaptation 
parameters. I t i s remarkable that these values can also f l u c t u a t e 
stongly during experiments (De Weert, p r i v a t e communication). I t 
seems reasonable t o suppose that a and b depend on the strategy of a 
subject. The f a c t that a+b¿1, suggests that e and e are subject 
L R 
dependent. Subject hv. shows a non-consistent behaviour in the con-
stants, i f one looks for the best f i t t i n g curve for every experiment 
apar t . I t can be due to an inequality o f e and e . Here a and b are 
L R 
chosen to equal the mean of the best values for each experiment. 
2 
Subject j b . shows c lear deviating constants for L = 30 cd/m in F i g -
ure 4 . 4 . 3 . The data in th is experiment show a remarkable la rger 
v a r i a b i l i t y than the data in the other tasks. I t can indicate a 
change of s t ra tegy . Since the cause is an open question, the a and b 
values are chosen to equal the values o f the other three cases. 
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Figure 4 . 1 . 2 . Normalized theoretical equibrightness curves based on 
d i f f e r e n t transducer functions: a . logarithmic function; 
b and с quasi-logarithmic function with matching 
2 
luminance 20 and 30 cd/ni r e s p e c t i v e l y ; 
d and e . power function with η : .33 and .90 respectively. 
See opposite page: 
Figure 4 . 1 . 3 . Experimental (Levelt, 1968) and t h e o r e t i c a l equibrightness 
2 2 
with L = 20 cd/m and L = 30 cd/m respectively for three 
subjects: a. subject j b , m=.99; b. subject w l , m=1.13; 
c. subject hv, m=1.08. See also footnote * ) . 
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LL ed/ni1 20 cd/m1 30 cd/πί 
30 
10 
50 
50 
10 
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been plot ted for the three types of transducer functions together. In 
p r i n c i p l e , the predictions of the centroid model seem to be independent 
of the type of transducer functions. Clearly they are indistinguishable 
at l e a st i f the results for low lurinance values for one of both eyes is 
l e f t out of consideration (see also Section 0.1.1). However, i t appears 
t h a t only the quasi-logarithme function (0.1.5) can cope with the 
r e s u l t s for these values in a satisfactory way (see also Figure 4,4.3). 
The binocular equibri^htness curves found in experiments are mostly 
non-synmetrical (Levelt, 1968). The obvious explanation is the existence 
of eye dominance. What t h i s means in terms of the model i s not c lear. 
There are two ways of incorporating eye dominance in the model. F i r s t l y , 
one can suppose that there is a d i f fer ing dependency of both r e t i n a l 
systems on the luminance, which means that e and e d i f f e r . Mmulation 
H L 
shows that th is assumption does not lead to the desired resul ts . 
Secondly, one can suppose that the cyclopean input from both eyes is not 
o f equal strength. I t would mean that the input from the r ight eye is a 
f a c t o r η stronger than the input from the l e f t eye i f both half-images 
are i d e n t i c a l . This means that s in formula (14.4.2) is replaced by ms . 
h H 
Subst i tut ion in the equibrightness formula (1.4.6) produces 
2 L 2 L 2 2 L 2 L 2 
m ( R—) + ( L—) и, ( ) + ( ) 
L +L L +L L +L L +L 
R0 R LO L = RO LO ( 4 . 4 . 1 1 ) 
L L L L 
ni( R—) + ( L—) n( ) + ( ) 
L +L L +L L +L L +L 
RO К LO L HO LO 
See opposite page: 
Figure 4.4.4. Experimental (Levelt, 1968) and theoret ical equibrightness 
2 
curves with L = 30 cd/m and extra contour information 
i n r i g h t (n=1.7) and l e f t eye (1/n) respectively for three 
subjects: a. subject j b ; b. subject w l ; c. subject hv. See 
for the other constants the caption of Figure 4.4.3. 
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For every observer the parameter m can be round by looking for the best 
f i t t i n g theore t ica l curve, txpenmental and theoret ica l resul ts for 
three observers of Levelt ( I960) are represented in Hgure 4 . 4 . 3 . 
Levelt (1966) also did measurements on binocular equibrightness with 
an extra contour - with the same physical contrast - in one of both 
eyes. Following the theory above, t h i s only mu l t ip l i es the weighting 
coe f f i c ien ts by some coef f ic ient n. I f extra monocular contour informa-
t ion i s presented to the r igh t eye i t s weighting coe f f i c ien t has to be 
mul t ip l ied with n. This can be proved in a s imi lar way as in Appendix D 
by mult ip ly ing the r ight-hand side of P i b r . d . r . t ) and PCdr .d . r . t ) in 
2 (£/.2) with n. Then i t follows that brightness constancy occurs i f s is 
2 К 
replaced by ns and s by ns . Thus formula ( 4 . 4 . 1 1 ) becomes 
h h R 
2 L 2 L 2 2 L 2 L 2 
n-n ( R—) + ( L—) nm ( ) + ( ) 
L +L L +L L +L L +L 
RO R LO L = RO LO ( 4 . 4 . 1 2 ) 
L L L L 
nm( R — ) + ( L — ) rm( ) + ( ) 
L +L L +L L +L L +L 
RO H LO L RO LO 
This makes i t possible to t e s t the model, because, i f η i s f i t t e d for 
half-images w i t h an e x t r a contour in the r i e h t eye, the formula in which 
η i s replaced by 1/n d e l i v e r s the predictions for the case in which the 
l e f t half-image contains the extra contour. The experimental and 
t h e o r e t i c a l curves are given in Figure 4 . 4 . 4 . 
4 . 5 . Lightness 
As i t has been argued in Section 4.1 i t i s general ly unclear whether 
or not a subject follows the i n s t r u c t i o n s i f he has to compare the 
brightness or l ightness of a test and matching stimulus. This problem 
does not e x i s t i f only two luminance l e v e l s are present in each of two 
form-ident ical half-images or i f a brightness coirpanson i s prevented, 
as i n the experiments of Ja-neson and Hurvich ( 1 9 6 1 ) . 
Monocular brightness experiments have a long history which started 
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with Hess and Pretori (1Ь9Ч). The experimental methods have changed con­
siderably since then. At first test and matching stimuli were presented 
simultaneously to the same eye. This evokes interactions between test 
and matching stimuli so that the results dre difficult to interprete. 
fry and Alpern (1953) proposed a dichoptic matching method. The test and 
inducing iields are presented to one eye, the matching field to the 
other one. They suggested that interactions between the matching and the 
other stimuli do not occur with such a method. This reasoning can be 
accepted as far as the interactions are contrast effects as shown by 
Asher (1950). however, the existence of intraocular effects has been 
demonstrated by Fiorentini and Radici (195b) and Levelt (1968). Two 
types of binocular interaction can exist. The first type can Le 
described as a permanent rivalry between the eyes. It means that full 
dominance can never be ascribed to one of both eyes even if the patteins 
from both eyes are spatially separated. The treasure of dominance depends 
on the size of this separation and on the amount of contrast in both 
eyes. Because the dominance varies together with the brightness it is 
irrpossible to distinguish between both effects. 
The second interaction type exists if a subject reports about light­
ness instead of brightness. The surroundings of test and matching fields 
overlap and are a combination of the contrast from both eyes. This is 
demonstrated by the fact that the half-images can be fused by means of a 
fixation point in both surroundings. Thus lightness is a function of the 
contrast in both eyes. This intermingling of effects makes it impossible 
to use the experimental results as a test for the theory presented here, 
because they cannot falsify it. One would have to calculate all spatial 
and temporal relations, a task which would require a special study. 
Furthermore one would have to take into account effects that are evoked 
in the retinal system. Thus heinemann (1955) found brightness enhance­
ment that looked like the enhancement found, lor instance, by Bartley 
(193b, 1951, 1961) as a result of flicl· r and intermittent stirrulation. 
In the cat's retinal system Grosser and Creutzfeld (1957) found similar 
electro-physiological effects which suggest a retinal origin of enhance-
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ment. 
Experiments in which, by avoiding an internincling of lightness and 
brightness effects, one can expect that spatial and temporal relations 
do not play a significant role offer a better possibility of falsifica­
tion. Such experiments are monocular expenirents - or experiments with 
identical stimulation of both eyes - in which test and matching stimuli 
are not presented simultaneously. Furthermore these two have to differ 
considerably in brightness, and effects of order and duration of presen­
tation Tiubt be avoided. Because the experiments of Jameson and Hurvich 
(1961) alone fulfil these requirements, we will use them as a test for 
the theory. All theoretical parameters will be chosen from the binocular 
experiments described in the Section above. Jameson and Hurvich (1961) 
asked for brightness judgments on the squares in the stimulus, 
represented in Figure 4.5.1. The stimulus is presented in three dif­
ferent light intensities, such that the ratios of the different illumi­
nations of the six parts of the stinulus are always the same. The ratio 
between the background and the squares is unknown. That of the squares 
with respect to each other is L :L :L :L :L r 27:21.5:10.0:2.5:1. 
1 2 3 1 5 
? 
2.5 
1П.8 
2Ί 
1 
2(1.5 
11° 50' 
Figure 4 . 5 . 1 . Test s t i m u l u s used by Jameson and Hurv ich (1961). 
10° 20' 
14b 
г 
60 ml 
1045· 
2 o 24' HS 4 -
145" 
Figure 4.5.2. Matching stimulus used by Jameson and hurvich (1961). 
The most Important results of the experiments are as follows: that 
brightness In such a complicated stimulus neither varies according to a 
power law, nor is it a function of the physical contrast within a 
stimulus; that the 5th square decreases in brightness if the illumina­
tion increases; that the brightness of the 4th square remains constant -
possibly decreasing slightly and subsequently rising - and that the 
brightness of the remaining three squares increases with increasing 
illumination. 
The matching stimulus - see Figure 4.5.2 - differs from the test 
stimulus in form, spatial proportions and average illumination, ^гео-
ver, the subject has to carry out a spatially complicated action in 
order to switch from the test stimulus to the matchin¿ stimulus and vice 
versa; he has to turn around. The theory does not deal with such compli-
cated transformations. Indeed, quantitatively, the results are at first 
sight difficult to interpret, but in the supposition that the reported 
brightness is a monotonous function of the perceived brightness, they 
may be satisfactorily interpreted qualitatively. If one supposes that 
the diffusion-term in the systems equation evokes, in each square and in 
the background, an almost horroceneous spread of the effects evoked by 
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the contrast between both squares, one can approximate these effects as 
follows. Let the luminance of two adjacent areas equal L and L . Let 
1 2 
L > L . Let S represent the output of the retinal system evoked by 
1 2 12 
the luminance difference of both regions if the subject moves his eyes 
from area 2 to area 1. Then from Section 0.1.3 it follows that 
S _ С 
12 12 
(4.5.1) 
L L 
С : 1 - 2 
12 
L +L L +L 
0 1 0 1 
Let b and d (i = 1,2) represent the brightness and darkness weighting 
-l _1 
coefficients of both areas (1 and 2) before such a movement and let b 
1 
and d (i = 1,2) represent them after a movement. Then it follows from 
ι 
the monocular rivalry term - (3.2.5) disappears after integration over 
d - in the systems equation for identical stimulation (3*2.1) that 
b - Ь = wC d 
1 -2 12 "2 
(4.5.2) 
d - d = wC b 
2 "I 12 _1 
The coefficient w is determined by the function g of the monocular term 
and the function S in (0.1.2). Assuming that all these functions are 
normalized functions, w can be set equal to 1 because of the homo­
geneity. (4.5.1) follows from (4.5.2) and (4.5.3), which holds by defin­
ition. (4.5.5) follows from (4.5.4). 
b + d = b + d = 1 (4.5.3) 
i i "ι _i 
b ι С + (1-C )b 
1 12 12 -2 
(4.5.4) 
b = (1-C )b 
2 12 -1 
b - b = С - (1-C )(b -b ) (4.5.5) 
1 2 12 12 "I -2 
If it is assumed that in a situation where free scanning is permitted 
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the brightness levels and thus the differences b -b are held constant 
1 2 
approximately, thus 
Ь - b = b - Ь (4.5.6) 
1 2 - 1 - 2 
then (4.5.7a) follows from (4.5.5). By replacing С in the denominator 
12 
of (4.5.7a) by 1С ! the formula (see (4.5.7b)) also holds if L < L 
12 1 2 
(see (4.5.1)). 
С 
b ι b + 12 (4.5.7a) 
1 2 
2-C 
12 
С 
b ι b + 12 (4.5.7b) 
1 2 
2-:c ; 
12 
If area 2 has more - say η - adjacent areas with luminances L 
(i = 1,n) the weight of the transition from region 2 to region 1 is pro­
portional to the mean number of the concerning eye-movenents. It is rea­
sonable that the latter are proportional to the relative length of the 
common border between the two areas in relation to the total length of 
the border of area 1. 
1 
ν = li 
li "Π (4.5.6) 
Σ 1 
j = 1 U 
If 1 is the length of the border between area 1 and area i and if 
li 
ν is its relative length (see (4.5.8)) with respect to the total 
li 
length then, analogously to (4.5.7b), it holds 
η С 
b ι Σ ν (b + Ij ) (4.5.9) 
ij 
because none of the coefficients are zero, the maximum input for 
brightness transmission (see Section 4.2) is everywhere the same 
(4.2.2). This holds similarly for the darkness transmlsson. Furthermore 
it follows from Section 0.1 that both maxima are equal - say M. Thus 
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(see ( 4 . 2 . 2 ) and (U.b.j)) the perceived brightness В of area ι equals 
ι 
Β ι (b -d )h = (2b -DM (4.5.10) 
i l l i 
Since (4.5.1С) holds for all areas the relative brightness is indepen­
dent of M. 
Ihe main results of Jameson and Hurvich (1961), increasing and 
decreasing brightness as a function of lumination, can be predicted from 
the theory without any assumption about relative bnphtness. Two 
theoretical results are shown in Fiture 4.5.J. 
However, in order to make any quantitative prediction from the theory 
the notion of relative brightness or lightness has to be introduced. The 
theoretical lightness of an area is defined as the ratio of its bright­
ness and the weighted sum of the brightness of neighbouring areas. The 
weighting coefficients are again the relative border lengths. The 
.3 
brightness 
.2 
.1 
0 
-.1 
-.2 
Figure 4.5.3· Calculated brightness as a function of lumination. 
log L ml 
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1 
lightness L of area 1 is given in (4.5.11) using (4.5.9) and (1.5.10). 
1 
L = 
2b -1 
1 (4.5.11) 
Ι ν В £ ν (2b -1) 
J=2 1j j j=2 Ij j 
Such l ightness values are calculated for a l l areas i n the experiment of 
Jameson and Hurvich, and for the matching stimulus. From these a 
theoretical predict ion could be made about the luminances that a subject 
would give to the matching stimulus assuming that he chooses the l u m i ­
nance of the matching stimulus such that i t s l ightness equals that of 
the test stimulus. The results are given in Figure І.Ь.Ч. In Figure 
Ч.Ь.5 the theoret ical brightness and the theoret ical l ightness of the 
matching stimulus are given as a function o f i t s luminance. They show a 
matching 
log h ral 
•1 
fi'ltó 
i-r 
г 
L Τ .-I 
r ι -
-1 0 1 
test l o g L ml 
Figure А.Ь.Ч. Comparison of experimental (Jameson and Hurvich (1961)) 
data ( I ) and theoretical predictions ( ). 
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saturation effect which has been reported by Jameson and Hurvich (1961)· 
Clearly the notion of lightness as i t is introduced here, suffices to 
give good predictions lor the results of a seemingly intricate experi-
ment. Apart from this extra assumption the results are fully based on 
the rivalry theory without being fitted to any parameter. 
saturation 
l o g L ml 
Figure 4 .5 .5 . Calculated brightness and lightness of the matching 
stimulus. 
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V. DINCCULAR HIVALRY 
5 . 1 . L e v e l t ' ^ model for alternation 
Levelt (1968) proposed a model for the a l t e r n a t i o n i n global binocu­
l a r r i v a l r y . This model explains the perceptual dominance of one of the 
half-images and the a l t e r n a t i o n frequency of the dominance change on the 
basis of one n o t i o n : stimulus strength. This u n i f i c a t i o n of both e f f e c t s 
has not been proposed before. Let s and s represent the s t i m u l u s -
R L - -
strength i n the r i g h t and the l e f t eye r e s p e c t i v e l y . Let t and I be 
R L 
the mean time during which respectively t h e r i g h t image and the l e f t 
image i s u n i n t e r r u p t e d l y perceived. 
Τ = t + t ( 5 . 1 . 1 ) 
R L 
represents the Inverse of the alternation frequency. The model s t a t e s 
that t is a monotonously decreasing function h of s , 
t = h(s ) ( 5 . 1 . 2 a ) 
« L 
and l ikewise 
t : his ) ( 5 . 1 . 2 b ) 
L R 
Thus the alternation frequency 
Τ h(s )+h(s ) 
L R 
(5.1.3) 
and the r e l a t i v e dominance of the right and the l e f t image i s given by 
respectively 
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h(s ) 
D = L 
h 
h(s )+h(s ) 
L h 
and (5.1.4) 
h(s ) 
D = l> 
L 
h(s )+h(5 ) 
L H 
Thus an increase in one or both stimulus strengths increases the 
alternation-frequency. An increase of the stimulus strength of the r ight 
( l e f t ) eye decreases the mean dominance time of the l e f t ( r ight) image 
without changing the mean dominance time of the r ight ( l e f t ) image. 
This crosb-wise ef fect has been proved experimentally (Levelt, 1968). 
However, experiments can be interpreted only in terms of th is -nodel i f 
the notion (change of) stimulus strength has been related to some (nani-
pulation of) stimulus properties. Levelt introduced two operational 
anchor points for i t . f i r s t l y , the stimulus strength in a point i s a 
decreasing function of the angular distance from the contours in a test 
pat tern. Levelt reviewed the l i terature on th is point and showed that 
the model i s able to explain the experimental resul ts on image dominance 
and a l ternat ion in which th is anchorage has been used, turthermore he 
executed two experiments on this point and showed that the results were 
in agreenent with the predictions. He did the same for the second 
anchorage. This operational anchorage i s the contour strength which has 
been defined as the ra t i o of physical contrast to the difference thres-
hold. I t i s a pract ical def in i t ion because a l l effects due to re t ina l 
inhomogeneity, non-l ineari ty and contour sharpness are comprised in the 
difference threshold whereas the contrast-term accounts for the lumi-
nance differences at the contour. From a theoret ical point of view the 
difference threshold corrects for a lack of knowledge about the 
transformations from stimulus luminance d i s t r i bu t i on up to the cyclopean 
system. 
I t w i l l be argued in the next Sections that the output of the re t ina l 
system S ( r , t ) as introduced in the introduction i s the equal of Levelt 's 
stimulus strength s . I t w i l l be argued that S( r , t ) has the same 
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properties as s. Furthermore the question of how conplementary stimuli 
can give rise to global rivalry will be discussed. It will be shown that 
its characteristics are influenced by several unknown factors, for 
instance eye-movements and blinks. Moreover, the systems equation 
(2.3.25) is unsolvable and a satisfactory approximation of its solution 
for the case of complementary stimuli could not be found. Therefore an 
exact calculation of, for instance, the alternation-frequency cannot be 
given. 
5.2. The origin of global rivalry 
In Section 3.2.4 it has been argued that in the case of pure conple­
mentary stimuli the cyclopean system is constructed from at least two 
independent subsystems. One governs the quantity 
BU.d.r.t) = PCbr.d.r.t) + P(dl,-d,r.t) 
DU.d.r.t) ι P(dr,d,r,t) + Pibl.-d.r.t) (5.2.1) 
and the other the quantity 
B(-,d,r,t) s P(br,d,r,t) - P(dl,-d,r,t) 
D(-,d,r,t) : P(dr,d.r,t) - P(bl,-d,r,t) (5.2.2) 
The first quantity is governed by Ε, Τ and a "monocular interaction" 
which equals 
(5.2.Ì) 
b(d) 
D(d) 
:fdd4f(d+d')+g(d-d·)} 
S (r-d,t)D( + .d',r,t)-S (r-d'.UBU.d.r.t) 
S (r-d,t)b(+,d'.r,t)-S (r-d',t)D(+,d,r,t) 
h R 
As i t has been argued in Sections 3.2.3 and 3.2.1 dispari ty-depth 
w i l l not be perceived in the case of complementary s t imu l i . The d -
dependency ol the solutions is determined by T, which causes a tendency 
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to the origin (see Section j.2.2). The range of Τ is probably 16 sec of 
arc so that the d variability ol the solutions is smaller than 16 sec of 
arc. Therefore in the stationary сазе the sum f(d+d')+g(d-d' ) is a sin­
gle peak function with a range only somewhat broader than gtd-d'). Thus 
in the stationary case E(+,d,r,t) and DC+.d.r.t) are comparable with 
P(br,d,r,t) and P(dr,d,r,t) in the case of monocular stimulation of the 
right eye. A stationary solution of the second subsystem is 
occurs if 
I which 
PCbr.d.r.t) = P(dl,-d,r,t) 
(5.2.1) 
P(dr,d,r,t) = Ptbl.-d.r.t) 
If it wab a unique stationary solution one would expect that a homogene­
ous gray field is perceived. However, in contrast with the case of 
identical stimulation - with or without disparity - it is not a unique 
"stationary" solution if fluctuations are present in the retinal out­
puts. Generally, fluctuations are caused by eye-movenents and blinks. 
Moreover, in expenrental situations stimuli are never fully complemen­
tary because they contain, at least, some fusion contour. 
As it will be argued later on, the instability of this solution and 
its lack of unity are caused by the fact that the binocular rivalry 
interaction is weak (see below). Generally rivalry interactions are not 
weak. The monocular rivalry term changes the brightness - and darkness -
probabilities by stimulus-onset, -offset and -movements. Once esta­
blished the image is maintained by neans of fluctuations, like blinks, 
changes in pupil size and eye movements which cause a strong rivalry at 
the contours. Brightness (darkness) signals fall upon regions where the 
antagonistic probability with respect to the monoculair interaction 
(darkness or brightness) is greater than the non-antagonistic one. The 
effects of the rivalry are spread over the percept by the co-operative 
interaction. The range of this spread increases with the strength and 
duration of the input and the value of the antagonistic probability (see 
Sections 2. I.I.I and 2.3.3)· In the case of identical stimulation of 
both eyes the input from one eye falls greatly within the region where 
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Figure 5.2.1. Input projection on the cyclopean inage due to eye-
movements during identical stimulation: 
a. fusion is regained; b. fusion is lost. 
1 Γ 
the antagonistic probability with respect to the binocular interaction 
(same brightness type) is the greater one in the other eye (see Figure 
5.2.1). If fusion is lost the input falls (for a greater part) out­
side this region. The latter causes a weak binocular interaction so that 
its influence can be neglected. There are two reasons for it. Firstly, 
there is hardly any spreading by the co-operative interaction, and 
secondly it is easily suppressed by the much stronger interaction in the 
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fused situation. In other words, the departure fron the stationary solu-
tion - by fluctuations - Is caused by a weak interaction, while the 
correction towards it, is caused by a strong interaction. In conclusion, 
the normal stimulus fluctuations disturb scarcely the stationary solu-
tion in the case of identical stimulation. 
In the case of complementary stimuli these interaction strengths are 
reversed. Therefore (5.2.4) is not a stable solution. Dut the two solu-
tions, in which the cyclopean image coincides with one of the two reti-
nal images, are stable. It can be made clear by combining the probabil-
ity densities in another way (see (5.2.5)). Let 
FiS(d,r,t) 
RD(d,r,t) 
LS(d,r,t) 
LDtd.r.t) 
P(br.d,r,t) + P(dr,d,r,t) 
PCbr.d.r.t) - P(dr,d,r,t) 
P(bl,d.r.t) + P(dltd,r,t) 
Ptbl.d.r.t) - P(dl,d,r,t) 
(5.2.5) 
then ( 5 . 2 . 6 ) can be derived from ( 5 . 2 . 5 ) and the systems equation 
( 2 . 3 . 2 5 ) . Let 
r f ( r + d . t ) = I d d ' f i d + d ' ) S ( r - d " , t ) 
R 
r f ( r + d , t ) = J d d ' H d + d ' K Î . ( r - d ' . t ) ! 
r g ( r - d , t ) = I dd 'g id -d ' ) S ( r - d ' , t ) 1
 H 
r g ( r - d , t ) =1 dd'g(<l -d ' ) :s ( r - d ' . t ) ! 
( 5 . 2 . 7 ) 
Analogously I f , I f , l g and lg can be defined from S ( r - d ' . t ) . 
from r, d and t equation (5 .2 .6 ) can be rewr i t ten as in ( 5 . 2 . b ) . 
Apart 
= 1 dd { 
rfLS+rfLD 
rfLD+rfLS 
IfRS+lfKD 
IfRD+lfRS 
~ 
IfRS+lfRD 
IfRD+lfRS 
rfLS+rfLD 
rfLD+rfLS 
rgRD-rghS 
0 
IgLD-lgLS 
( 5 . 2 . 6 ) 
where D represents the time der ivat ion operation and the co-operative 
in te rac t ion . The ( r i v a l r y ) terms at the r ight hand side equal zero, or 
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dt 
h S í d . r . t ) 
R ü ( d . r . t ) 
L S ( d , r . t ) 
L D Í d . r . t ) 
J udjdy (h ( r -y ,y ) 
RS(d,y . t ) 
HD(d,y . t ) 
LS (d .y , t ) 
LD(d .y . t ) 
- H ( y - r , r ) 
R S i d . r . t ) 
R D ( d . r . t ) 
L S t d . r . t ) 
L D ( d , r , t ) 
( 5 . 2 . 6 ) 
jddl 'dd' fCd+d ' ) ! 
-2fddfdd· g i d - d · ) ! 
¡S ( r - d . t J I L M - d ' . r . t ) + s ( r - d . t i L D Í - d ' . r . t ) 
¡Ь ( r - d , t ) : L C i ( - < l ' . r , t ) + S t r - d . t ) L S ( - d ' . r . t ) 
R h 
IS ( r - d , t ) ! R S ( d ' . r . t ) + S ( r - d , t ) R D ( d ' . r . t ) 
IS ( r - d , t ) ! K D ( d ' . r . t ) + S ( r - d , t ) R S ( d ' . r . t ) 
¡S ( r -d . t ) :RS( d ' . r . t ) + S ( r -d . t )RD( d ' . r . t ) 
!S ( r -d , t ) !RD( d ' . r . t ) + S ( r - d , t ) R S ( d ' . r . t ) 
¡S ( r - d , t ) | L S ( - d ' , r . t ) + S ( r - d , t ) L D ( - d ' , r , t ) 
¡S ( r - d . D I L D t - d ' . r . t ) + S ( r - d , t ) L S ( - d ' . r , t ) 
К R 
IS (r-d,t)|RD( d ' . r . t ) - S ( r - d , t ) H S ( d ' . r . t ) 
R R 
0 
IS ( r - d . t ) | L D ( - d ' , r , t ) - S ( r - d , t ) L S ( - d ' , r . t ) 
b e t t e r , t h e i r strength I s very small in comparison with the strength of 
the co-operative i n t e r a c t i o n term i f 
¡ r f l Ξ r f , I r g l Ξ r g , Ц П = I f , l ig i = l g 
and 
LD _ - r f , KD _ - i f , rg _ - l g . 
LS r f Rb " I f rg " î g 
( 5 . 2 . 9 a ) 
( 5 . 2 . 9 b ) 
The f i r s t four equations (5 .2 .9a) hold except m the d i rect neighbour-
hood of contrast . There the shape of the functions f and g causes the 
d i f ference . However, the width of these functions i s small (.< 6 mm of 
arc; see Section 3 .1 .1 ) with respect to the sizes of the stimulus f i e l d s 
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("1 сіеь of a r c ) . The next two equations ( 5 . 2 . 9 b ) I n d i c a t e t h a t for each 
eye a part of the f i e l d is In a pure darkness or brightness s t a t e . Thus 
i f b r i g h t n e s s - l e f t i s not zero, darkness-left equals zero and vice 
versa. The same holds for the r ight eye. The l a s t equation ( 5 . 2 . 9 b ) i s 
the most i n t e r e s t i n g one because i t expresses the requirement that the 
half-images have to be conplementary (see ( 3 . 2 . 6 ) ) . I t means t h a t , i f 
the s t i m u l i are not of low i n t e n s i t y , the n v a l r o u s i n t e r a c t i o n s can be 
weak only i f the s t i m u l i are complementary. 
The temporal behaviour of the system due to f l u c t u a t i o n s can be c l a r ­
i f i e d with the help of Figure 5 . 2 . 2 . Only the i n t e r a c t i o n in the neigh­
bourhood of contrast has to be studied, since ( 5 . 2 . 9 a ) holds everywhere 
except in such a region. Let 
I = rfLS + rfLD 
I I : rfLD + rfLS 
I I I = IfHS + IfKD ( 5 . 2 . 1 0 ) 
IV ι IfRD • I f h S 
V = rgRD - rgRS 
VI = IgLD - IgLS 
Because I r f l < r f , ¡ I f ! < I f , ¡LD¡ < LS and ¡RDI < FS i t holds I > 0 and 
I I I 2 0 for a l l r, d and t . In t igure 5 .2 .2b , which describes a regain-
ing of fusion, i t holds in region 
a: IV ζ - I I I = î f(RD-KS) 
(5 .2 .11 ) 
b: IV Ξ Ш = lf(RD+BS) 
From equation (5.2.8) it follows that in both cases RS decreases and LS 
See opposite page: 
Figure 5.2.2. The interaction on the cyclopean image due to eye-movement 
during rivalry: a. fusion is lost; b. fusion is regained. 
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increases, while HD increases In region a and decreases in region b. 
because RD Is greater than, respectively smaller than zero in these 
regions, |RDI increases so that IV and III tend to zero. It means that a 
transition occurs as long as |RDI does not equal KS which Is mostly the 
case. It can easily be seen from equation (5.2.12) which has been 
derived from equation (5.2.8) for region 1 where RD < 0 and LD > 0. 
f dd 
rf(LS-LD) - 11-(RS+RD) 
-rf(LS-LD) - lf(RS+RD) - 2rg(RS+KD) 
If(RS+RD) - rf(LS-LD) 
If(RS+RD) + rf(LS-LD) + 21g(LS-LD) 
(5.2.12) 
For region 2 left and right have to be reversed in equation (5.2.12) 
However, once a transition has started, RS decreases and RD increases so 
that the transition process stops itself. Because this transition pro-
cess has a local character and stops itself, it causes an unstable per-
ception along the complementary contrast but not over the whole field. 
In Figure 5.2.2a, which describes a departure from fusion, (5.2.11) 
holds as in Figure 5.2.2b. Frau equation (5.2.6) it follows that in both 
cases RS decreases and LS increases, while RD increases in region a and 
decreases in region b. because RD is smaller than, or greater than zero 
respectively in these regions it tends to zero in both cases. It can 
easily be seen from equation (5.2.13) which has been derived from equa-
tion (5.2.Ö) for region a, where LD < 0 and RD < 0. 
= fdd 
rf(LS-LD) - If(RS-RD) 
-rf(LS-LD) + If(RS-RD) - 2rg(hS+RD) 
Îf(RS-RD) - rfUS-LD) 
-If(RS-RD) + rf(LS-LD) - 2Ïë(LS+LD) 
(5.2.13) 
For region b left and right have to be interchanged in the equation 
above. These fluctuations thus can change the dominance, in this case 
from the right to the left eye. However, tliey can have only a direct 
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influence along the completentary contrast. 
Ihe influences of this local transition on the whole field can be 
spread only by the co-operative interaction, however, it is doubtful if 
this stimulus situation as such is enough for a transition of the whole 
field. Surely it is state-dependent and the transition probability 
increases as the regions a and b and/or the input are larger. A transi­
tion can perhaps occur if fusion is lost by movement of the domnant eye 
dfter regaining fusion, or eye-movements during fusion, several times, 
since it will decrease the dcwinance of the dominant image a little each 
time. 
Furthermore other fluctuations exist. A fluctuation that causes a 
transition over the whole field is a blink of one or both eyes. The pro­
cess in the fused situations is the same as that in the regions a and b 
of Figure 5.2.2b, but now over the whole subflelds 1 and 2 respectively. 
Thus a transition from one імаце to the other is slowed down by a 
decreasing of the source (see (5.2.12)): the difference between ! RD ¡ and 
RS or ¡LD| and LS. For every blink there is a transition fro-n one image 
to the other, which goes from the stronger to the weaker one. 
A blink can diso occur during a non-fused situation. This is an 
interesting case. Then the process described above (see (5.2.12)) occurs 
over the part of the field in which the image remains complementary. 
Noreover, another process occurs in the part of the field where the 
images are not complementary. This process is analogous to that in the 
regions a and t of Figure 5.2.2a, but in this case it is not slowed down 
along the complementary contrast. If, for instance, the right eye dom-
inates and if RD 2 0 l n the neighbourhood (see region 2) of such a non-
complementary contrast (see region a), RD grows due to the interaction 
described above (5.2.12). However, because of the co-operative interac-
tion this increase of hD is partly carried off to region a where it is 
transported to the other image. There is no other inhibition of this 
process, bo this fluctuation can cause a total transition from the right 
to the left eye which always starts along the complementary contrast 
with a higher probability than in the case of non-fusion without blink. 
It is interesting to note that a statistical analysis by Levelt (I960) 
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ol the rivalry dominance durations indicated towards a process in which 
it looks as if the transition is governed by blinks. On an average four 
blinks are necessary before a transition occurs. 
In conclusion eye-movements cause a permanent unrest along the com-
plementary contrast. Blinks and eye-movements in the fused situation 
cause a partial transition, blinks and eye-movements in the nonfused 
situation cause a total transition, which always starts along the com-
plementary contrast. Consequently a dominant image is reasonable stable, 
because the transition can occur only due to a special combination of 
fluctuations. Uut if a transition does occur, it is a complete one and 
due to the contrast. 
5.3. The transition time 
Naturally the fluctuations do not occur separately. Sometimes they 
act simultaneously and always in different order. They can weaken and 
strengthen each other. The speed of all these processes depends on the 
stimulus strength, due to contrast, of the nondominant eye because only 
the input from this eye is involved in the process as explained in the 
discussion above. The dynamic systems equation is a first-order equation 
which is linear in the input S(r,t). Thus the speed of the process is 
roughly inversely proportional with ¡S(r,t)|, apart from the influences 
of the time characteristics of the fluctuations. It means that if a 
transition occurs from the right to the left image its duration is a 
decreasing function of IS (r.t)!. This duration is the dominance time of 
the right image. So it holds (see (5.1.2)) (h is a decreasing function) 
t - h'(!S (r.t)!) 
К L 
(5.3.1) 
t - h'(!S (r.t)!) 
L fi 
The quantities ¡b (r,t)l and ¡S (r.t)! fulfil the operational 
H L 
anchorages which Levelt attached to the stimulus strengths s and s 
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(see Section 5 .1) . F i rs t ly IS ¡ and IS I are decreasing functions of the 
R L 
angular distance from the contour in the test pattern (see Section 
0.1.2). Secondly they are Increasing functions ol the physical contrast 
and account for non- l inear i ty , contour sharpness and, i f one so whishes, 
for re t ina l inhomogeneity. A test for t h i s model can be done on the 
basis of Level t 's experinents on global r i v a l r y . He neasured durations 
of dominance as a function of physical contrast. He found that the domi-
nance times t and t are proportional with Ms ) and h(s ) respectively 
К L L h 
(see ( 5 . 1 . 2 ) ) . Consequently the claim made by the irodel presented here 
i s that s can be ident i f ied with IS ( r , t ) I and s with IS ( r , t ) l . 
L L К R 
Equally the funcions h and h' can be i d e n t i f i e d . 
In Table 5.3.1 the mean image dominance and the a l ternat ion frequency 
per minute for three di f ferent s t imul i have been represented, because 
the function h i s unknown the theoretical values for 1/1S | and 1/1S | 
L R 
are compared with Levelt's experimental f ind ings. In the f i r s t and the 
t h i r d row these calculated values are of the order of the experinental 
values. In the second row t h i s is not the case. Clearly, h i s not the 
inverse funct ion. 
5 . 1 . Other global r i v a l r y phenomena 
Host st imul i on global r i v a l r y do not consist of half-images u i t h 
complementary s t i m u l i (see for instance Figure 1.1.1). However, the 
discusson of Section 5.2 holds generally for these patterns t o o . The 
only difference is that almost every f luctuat ion creates a s i t u a t i o n as 
in the case of eye-movements or blinks during the absence of fus ion. 
Consequently there i s always a d irect t r a n s i t i o n of one image t o the 
other. These t rans i t ions occur local ly independently i f the s t i m u l i are 
contrast-r ich, as for instance in the case of Figure 1.1.1, because the 
influence of the co-operative interaction is broken down by the presence 
of contrast. 
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Three stimulus conditions in cd/m ( e x t r a contrast i n r i g h t s t i n u l u s ) . 
left 
right 
710 and B5 
110 and 5.75 
zzzszszzzzzzzz 
100 and Ь5 
110 and 5.75 
100 and 12 
110 and 5.75 
T h e o r e t i c a l contrast i s , fol lowing Section 0 . 1 , proport ional with I S ! , 
l e f t 
r i g h t 
.379 
.613 
.031 
.613 
.«73 
.613 
Kean doninance. 
left 
1/¡S ! 
R 
ex p . time t (sec) 
r i g h t 
1/iS ; 
exp. time t (sec) 
R 
1.63 
2.62 
2.6« 
3.63 
1.63 
2.59 
32.00 
6.79 
1.63 
2.56 
2.11 
2.9« 
A l ternat ion frequency. 
1/(1/¡S ¡ + 1/IS !) 
R L 
= = = = = 
exp. 1/(t + t ) 
L R 
===================== 
.231 
.160 
.030 
.107 
zzzzzzzzzzzzzz 
.267 
.182 
z=zz=z=z=sz==z 
Mean dOT'inance l e f t eye. 
( 1 / | S ! ) / ( 1 / : S ! + I / I S !) 
R К L 
exp. ( t ) / ( t + t ) 
L L R 
.362 
.419 
.0«6 
.276 
.«36 
. 4 6 6 
16b 
See opposite page: 
Table 5.3.1. Experimental results of Levelt (I960) on alternation 
frequency in binocular rivalry compared with theore-
1 
tical predictions. is used instead of h(¡S¡), 
ι ς 1 
since h is unkown. 
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T(0,D). 
Γ 
] l e f t image 
] r i g h t ijnage 
T(0,D) 
J 
s h i f t 
Figure 6 . 1 . 1 . Transformation (6.1.3) is analogous with a translation 
of the input from both eyes. 
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V I . ТЬЕ. PERCLPTION OF DISPARITY 
6 . 1 . One d i s p a r i t y difference 
I f both images are i d e n t i c a l and have a d i s p a r i t y 2D, then apart fron 
f l u c t u a t i o n s the r e l a t i o n between the half-images L and L can be 
R L 
described by ( 6 . 1 . 1 ) . I t follows from Section 0.1 t h a t the input of the 
cyclopean system can be described by ( 6 . 1 . 2 ) . Analogously t o ( 3 . 2 . Ό 
functions b and D can be defined (see ( 6 . 1 . 3 ) ) . 
L ( r - D , t ) = L ( r . t ) 
R ( 6 . 1 . 1 ) 
L ( r + D , t ) = M r . t ) 
L 
S ( r , t ) = b ( r + D , t ) 
h ( 6 . 1 . 2 ) 
S ( r . t ) = S ( r - D . t ) 
b ( d , r , t ) = P(br,D+d,r+<l.t) + P ( b l , D - d , r + d . t ) 
D ( d . r , t ) = P ( d r , D + d . r + d , t ) + P ( d l , D - d , r + d , t ) ( 6 . 1 . 3 ) 
D and D are governed by an equation which is analogous to the equation 
in the monocular case (see (3.2.J)), to which another monocular tenr 
(see (3.2.5)) has been added. However, in this case the functions 
Tid.d') have been replaced by Kd.d'+D) (see Figures 6.1.1 and 1.2.12). 
As in Section 3.2.3 it can be argued that the co-operative interac­
tion and the monocular rivalry are independent of d, if Ь and D are zero 
almost everywhere and d lies outside the range of 1. Thus for the 
P(j.d,r,t) it holds that d equals D in the average. So the disparity is 
perceived and fusion occurs. 
However, there is one complication. The term governed by Τ (see Fig­
ure 6.1.1) drives the d values of Б and D towards -D. The success of the 
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drlvinc is dependent on its strength. The strength increases with ID! 
(see Section 3.1.2). Thus there may exist some d for which it holds 
0 
that Τ drives d towards -D if ID! > d (see also Sections 3.1.1, 3.1.2 
0 
and 1.2.6.4). d depends on the type of stimulus. A stationary solution 
0 
does not then exist because the binocular interaction cannot come to a 
solution. Clearly one has to do with a transient subsystem. 
Cn the other hand, if the co-operative interaction and the rivalry 
terms are stronger than the influence of Τ (clearly if ID! < d ) it fol-
0 
lows that an absorbing subsystem exists for which the d values of Ь and 
L· lie in the range of T. This range does not exceed stereo-acuity (see 
Section 3.1.2). However, it depends on the "initial state" whether a 
subsystem is an absorbing system or not (see Section 3.2). If the 
disparity difference between the initial state and the absorbing system 
(stationary solution) increases, the force of the binocular interaction 
term decreases, because the weighting function f decreases (see Section 
3.1.1). Thus due to the other terms in the equation, solutions with 
disparity around -D can comprise another absorbing subsystem, so that 
the stationary solution, or rather the absorbing subsystem with dispari­
ties around 0, cannot be reached. However, if ID! > d , the influence of 
0 
Τ can be stronger than the rivalry term. Then disparity lb not observed 
and pure diplopia occurs. The features described here are not very 
interesting because the theory is based upon them. The characteristics 
of f, g and Τ can be chosen such that they will be realized. 
6.2. Two disparity differences 
Let a new pair of half-images be composed from a given pair of half-
images, which give rise to the perception of disparity. The procedure is 
sketched in Figure 6.2.1 (see also Section 1.2.6.4). If I and I 
R L 
represent the original stimulus, the new stimulus is defined by 
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h 
a 
4 = 
(2-a )I R + a I L 
Kigure 6.2.1. A stereogram constructed from another one. 
L = I +1 
R R L 
L = (2-е) I « 1 
L h L 
(6.2.1) 
(6.2.2) can be deduced fron (6.1.1) and (6.2.1). 
L (r.t) = L(r+D.t) + L(r-D.t) 
R 
L (r,t) г (2-c)L(r+D,t) + cL(r-D,t) 
L 
(6.2.2) 
S (r.t) = h(l)[S(r+D.t) + S(r-D.t)] 
R 
S (r.t) = h(2-c)S(r+D.t) + h(c)S(r-D,t) 
(6.2.3) 
In the case of sharp physical contrast it follows from Section 0.1 that 
S and S can be approximated as in (6.2.3)· where h is some monoto-
R L 
nously increasing function with h(0):0. These S and S can be substi-
R L 
tuted in the systems equation. In order to get some insight in the 
induced process, one has to look at the following lunctions of d 
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f d d ' f C d - d M S ( r - d ' ) 
R ( 6 . 2 . 4 ) 
f d d ' f i d - d M S ( r + d · ) 
L 
In Figure 6.2.2 several examples are given for the case that 
+ + 
S (r+D) and thus, following (6.2.3), S (r-D) show a local maximum. For 
R + Я 
reasons of sinplicity S Is described as a delta function. The spread 
Л 
functions are the functions f. The first shows a situation in which the 
distance of the peaks of the spread functions is smaller that their 
spread (or half-width). The sum of the two spread functions adds up to a 
single peak function. Consequently this peak shifts as the relative 
height of both peaks changes. For the cyclopean system the input, as far 
as the disparity is concerned, looks like two identical half-images with 
a disparity that equals the distance between the new peaks of the left 
and the right image. Thus disparity detection will increase if this dis­
tance increases. It means that depth perception will increase if the 
ratio of the intensity of the two composing factors in the left image 
(see (6.2.2)) increases from 1 to infinity. However, as far as bright­
ness is concerned (see Figure 6.2,3) the corresponding points of both 
half-images do not coincide with identical image points. They coincide 
in case the perceived disparity equals 2¡D¡ or zero. Now a detector in a 
state br can point, for instance, towards a dr signal. Thus there will 
be depth perception but the brightness perception may be bad. 
In the third column of figure 6.2.2 the two spread functions add up 
to a clear double peaked function. There will then be an interaction 
between the peaks that have corresponding places. This leads to a 
disparity-less solution. A second interaction occurs between the renain-
ing force of the largest peak in the right eye and the remaining force 
See opposite page: 
Figure 6.2.2. Combined spread functions: а. с s ,5; b. с = 1; 
с. с = 1.5; d. с ζ 2. 
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left 
half-image 
right 
half-image 
r-d r+d ?td ϊ ί Γ "Й Л " 
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Figure 6.2.3. "et result of combined spread functions. The disparity 
connects points 6 and 9 instead of 6 ar I 6, 6 and 10, 
10 and 6, or, 10 and 10. Thus the brightness input does 
not agree with the brightness state of the detector, 
if J or j does not equal j. 
ol the peak in the left eye which corresponds to the smallest one in the 
left eye. The latter interaction evokes a perception of depth. However, 
the peaks do not shift so the depth will be constant. Thus if the ratio 
of the intensities increases from 1 to infinity, from some value depth 
will be perceived. The depth is not affected by the value of this ratio. 
To a first order the total solution is a linear combination of this 
depth solution and the solution without depth. One will see a figure in 
depth eclipsed by the figure without depth. The second column of Figure 
6.2.2 shows an intermediate case. 
In all columns the inner tails of the combined spread functions have 
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a higher value than in the case of a single spread funct ion . Conse-
quently the width of a spread function in such a double combination i s 
greater than normal. I t means that depth can be perceived for l a rger 
21D! values than in the case of two single half- images. A l l c h a r a c t e r i s -
t i c s , which can be deduced from the theory, have been observed by Kauf-
man et a l . ( 1973) . I t has been argued in Section 1 .2 .6 .4 t h a t the 
revised formulation of the Julesz model could explain these observat ions 
too. In fact the revised model of Julesz coincides wi th the model 
presented here. 
6 .3 . Some remarks 
Figures 6 . 1 . 1 , 6 .2 .2 and 6 .2 .3 show the property of the systems equa-
t ion ( 2 . 3 . 2 5 ) , tha t the location in the cyclopean f i e l d of (a par t o f ) 
the percept can s h i f t without a change in the locat ion of (a par t o f ) 
the stimulus. The percept l i e s somewhere between the two r e t i n a l l o c a -
t ions . This displacement is called fusional displacement, f i g u r e s 
(6 .2 .2 ) and ( 6 . 2 . i ) show that the extent of the displacement depends on 
the r e t i n a l locat ion and the re la t i ve strength of the r e t i n a l s t i m u l a -
t i o n . In Section 1.2.2 i t is argued, that one may not confuse fus iona l 
displacement, which i s due to sensory fus ion, and the displacement, 
which is caused by vergence or motor fusion. 
In the discussion above the problem of the perception being a t t r i b u t -
able to a d ispar i ty d i f ference has been avoided. In rea l s t imul i the two 
half-images with some d ispar i ty have an ident ica l surrounding without 
d ispar i ty (d ispar i ty zero) which evokes an impression with d i s p a r i t y 
zero, both parts of the f i e l d w i l l be solved as discussed above. Ihe 
d ispar i ty d i f ference between both parts determines the depth percept ion . 
Natural ly , two form- ident ica l half-images with some d ispar i t y d i f f e r -
ence can also have a di f ference in i n t e n s i t y . Then the solut ion w i l l be 
a solution with depth as above and brightness combination as discussed 
in Chapter 4. However, a discussion of such stimuli and solut ions does 
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not add any new information to the discussion above. 
For the sake of simpl ici ty the d ispar i ty di f ference has been 
represented by a vector D throughout t h i s Chapter. Depth can be per-
ceived only along the horizontal ax is . As i t i s argued in Section 3 .1 .1 
the range of f i s a c i rcu lar disc. In order to solve th is problem i t i s 
assumed (see Section 3 ·1 .2 ) that the force due to T, which drives the 
d i s p a r i t y towards zero, along the y-coordinate is much stronger than 
t h i s force along the x-coordinate. In the discussion above the d ispar i ty 
d i f fe rence can therefore be read as a d i f ference along the x-coordinate; 
thus D : ( D , 0 ) . 
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A. SPATIAL HLQUE'.CY BAhDS 
A.I. The theory of Watson 
Uatson (1978) presented a formal theory of geometrical illusions and 
figurai aftereffects. He conjectured that the visual space is a 
Riemann-space. If contrast is absent, the space is Euclidean, but if 
contrast is present, the geometry is non-Luclldean and the metric equa­
tion becomes 
2 2 2 
ds = (1+h )dx + (Uh )dy (A.I) 
1 2 
where h and h represent the "force f i e l d " . They are zero a f t e r adapta-
1 2 
t i o n to a c o n t r a s t - f r e e stimulus. Here only contrast i n the x - d i r e c t i o n 
w i l l be discussed, so t h a t h equals zero by d e f i n i t i o n , h i s defined 
2 1 
by 
2 oo 2 2 
h (χ) = Э v/pä f d x ' U x ' ) expC-tx-x') /ar, ] ( Α . 2 ) 
1 — 2 ν -Όο 
αχ 
where a and m are constants, ρ represents the number pi and L(x) 
represents the r e t i n a l stimulus. For the moment the question about r e t i ­
nal f i l t e r s , eye-movements and binocular v i s i o n w i l l be l e f t out o f con­
s i d e r a t i o n . I f L(x) i s the sinusoidal stimulus 
L(x) = L ( l + r c o s ( f x + h ) ) (A.3) 
then h (χ) becomes 
1 
2 2 2 
h (χ) = -pairf cos(fx+h) e x p [ - f am /a] Lr ( A . t ) 
Thus with ( A . I ) i t fol lows 
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2 2 2 2 2 
ds = (1-ратГ r cosOx+h) L exp[-f am /4]) dx (Α.5) 
Distances in the visual space can be calculated from (A.I) after the h 
ι 
has been calculated. In the case of stimulus (Λ.3) a distance can be 
calculated from (A.5). Watson conjectured that i f a subject is adapted 
to some stimulus, the "force f i e l d " of that stimulus i s present, so that 
the metric of the space after adaptation i s non-Luclidean even In the 
absence of st imulat ion. The part of the f i e l d s h , which is due to adap­
t a t i o n , can decay and change in sign over time. The fact that the space 
i s non-Euclidean by adaptation causes the f i g u r a i a f t e r - e f f e c t s . The 
f a c t that a stimulus i t s e l f irakés the space non-Euclidean causes the 
geometrical i l l us ions . 
A.2. A model for narrow-band spatial frequency channels 
Here i t is conjectured that the presence of a "force f i e l d " , af ter 
adaptation to a sinusoidal grating, can cause the apparent presence of 
narrow-band spat ia l frequency channels; therefore three addit ional 
assumptions are made, f i r s t l y , the perceived contrast is the stimulus 
contrast plus a "force f i e l d contrast". Secondly, the "force f i e ld con-
t r a s t " , which i s the contrast after the attenuation of the stimulus by 
the "force f i e l d " , is detemmed by the difference between the 
integrated in tens i t ies of a dark and a bright par t , divided by twice the 
rrean luminance. Thirdly, the threshold value of t h i s quantity determines 
the v i s i b i l i t y of stimulus contrast. Tne l a t t e r i s a kind of modulation 
depth (see Section 2.2.1.1) after the attenuation. These assumptions 
imply that the perceived contrast of stimulus (A.6) is given by (A.9c). 
L(x) г L (1+r cos(gx)) (A.6) 
2 2 
The bright part of the "force field contrast", b(g), of (A.6) equals 
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p/2g 
M g ) = f dx'CI+h (x'nUx·) (Л.?а) 
-p/2e 
and the dark part, d(g), equals 
p/2g 
d(g) = J dx'ii+h (xMÎHx'+p/g) (А.7Ь) 
-p/2g 
(A.Bb) follows from subst i tut ion of (A.6) In (A.Ea), which i s the d e f i n ­
i t i o n of the "force f i e l d contrast", e i s some weig,htin6-constant. 
c(g) = e b ( g ) - d t E ) ( A . t a ) 
2L 
2 
p/2g 
C ( B ) = e f d x ' Í U h ( χ · ) ) г cosígx') (A.fcb) 
1 2 
-P/2E 
Let C(g) be the perceived contrast of stimulus ( A . 6 ) , then 
C(g) = г • c ( e ) (A.Ça) 
2 
I f the subject i s adapted to ( A . j ) , where h can be chanced during the 
adaptat ion, then (A.9c) follows from ( Α . Ό , (A.C) and (A.9a,b) 
2 2 2 
s ( f ) ζ -epamf Lr cos(h) exp[-aiR f /К] (А.9Ь) 
gf 
C(e) = г [1 - c o s ( f p / 2 ß ) [ — s ^ ] s ( r ) ] (A.9c) 
2 2 2 
g - f 
If there was no adaptation it would hold that s(f) = 0 or CCg) = r . If 
2 
г is the nodulation depth of stimulus (A.6) before adaptation then 
(A.10a) holds in the case of threshold neasurements. 
f 18j 
Ef 
г = г [1 - cos(fp/2g)[ ] s ( f ) ] (A.ICa) 
1 2 2 2 
В -f 
s ( f ) t — — ]cos(fp/2e) 
г -г 2 2 
_2 1 = g - f (Α.10b) 
1 1 - s ( f ) [ — * — ]cos(fp/2g) 
2 2 
В - f 
The right-hand side ol equation (A.10b), which follows fron (A.10a) f u l ­
f i l s the adaptation characterist ics (see for instance Llakeniore and 
Canpbell, 1969). I f f = с i t holds that 
г -г ps(f) 
_2 1. = (A.11) 
r 4-ps(f) 
1 
from which s(f) can be determined. Two typical curves of (A.10b) are 
shown in bigure A.I. The curves do not have the special chdracteristics 
shown in the expennents of Blakenore and Campbell. Seme of their data 
are also shown in Figure A.I. The theoretical curves show a phase-shift 
to lower Irequency values and a slower zero approach for large frequency 
values. However it is not intended to present a complete theory of 
narrow-band spatial frequency channels here. The purpose of this Appen­
dix is only to show that a theory of narrow-band spatial frequency chan­
nels can be based upon a theory of local interaction. In the presenta­
tion above the medium-band attenuation filter is not incorporated; 
phase-shift is not supposed; the field evoked by the stimulus itself is 
not incorporated; some sinple mechamsii' about contrast detection is 
assumed; the type of field-function (A.2) is open for discussion, and so 
on. Nevertheless a narrow-band can be calculated frorr the model which 
fits the halfwidth value. So with more adjusted assuirptions a better fit 
with the data can surely be reached. 
1ЕЧ 
relative ^ 
threshold 
elevation 
5 
Гі-Га 
Γι 
1/4 1/3 1/2 1 2 3 4 
g/f 
figure A.1. Adaptation to spatial frequency. Data fron Uakemore and Camp­
bell (1969), subject FWC. The characteristics are normalized 
for spatial frequency. The data points have been shifted along 
the abscissa so that all adapting frequencies superimpose. 
For the theoretical curve s(f)=2/p, for s(f)i8/3p. 
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Ь. PRÜLAblLITY 
Ь. 1. Clusters 
Even if a percept Is constant durine, some interval (t ,t ), noise 
1 2 
causes fluctuations in the state of the system. Сіеьгіу the contribu­
tions of these states to the percept within this time-interval are per­
ceptually equivalent. For this reason the class of states, which are 
perceptually equivalent, is introduced. It is called a cluster. It is 
the set of all states for which it holds that all percepts of two sys­
tems, of which the only difference is an interchange of the states χ and 
y, are equal for every tine t. It is said that the percept is invariant 
under the interchange of χ and y. This invariance is denoted by χ ~ y. 
Such an equivalence class is not empty (see Section 2.3·1.1). The 
uncertainty of place Implies that, for instance, an interchanp.e of the 
states of two spatially neighbouring detectors which changes the Cyclo­
pean state from χ into some y does not change the percept. Moreover sac­
cadic movements and drift cause an uncertainty in the disparity of a 
binocular stimulus (Julesz, 1971, pp. 176-1B2). So, analogously to the 
uncertainty of place, it can be concluded that for an arbitrary detector 
there is, for every dlparity d, an interval D(d) for which it holds that 
d and every d' in D(d) can be interchanged in a tine-interval (t-dt,t) 
without changing the percept. So all states x' which differ from χ by 
such a change in disparity belong to such a set. It is denoted by C(x). 
The clusters are really equivalence classes, because ~ is an 
equivalence relation. Firstly, (B.l) and (D.2) hold by definition. 
χ " χ (identity) (b.l) 
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χ ~ y > y ~ χ (reflexivity) (b.S) 
Secondly, Гог every pair of stateb ζ and у in a cluster C(x) It holds 
that the percept is invariant under their interchanße. This follows 
directly from the fact that the percept is invariant under the succes-
sive interchanges ζ and x, у and x, and, ζ and x. It is invariant under 
the net result, the interchange between ζ and y. Thus (B.3) holds. Fron 
(Ь.1), (L.2) and (fc.3) it follows that " is an equivalence relation. 
ζ " χ χ " у > ζ " у (transitivity) (В.З) 
Two clusters, equivalence classes, are disjunct or equal. This can be 
shown as follows. Let the intersection of C(x) and C(y) be not empty, 
and, let ζ be an element of this intersection. Then it holds for every s 
in C(y), that the percept is invariant under the successive interchanges 
s and ζ, ζ and x, and, y and z. So it follows for every s in C(y) that s 
is in C(x). Ihe reverse can be proved in the same way. Thus, if C(x) and 
C(y) are not disjunct, they are equal. On the basis of these clusters 
probability can be introduced in a way similar to methods in standard 
text books on statistical mechanics (see for instance Farquhar (1964)). 
A sketch will be given in the following sections. 
b.2. The contribution of a cluster to a percept 
Let L be a finite set of arbitrarily chosen cyclopean systems for 
which it holds that they all are governed by the sa:iie dynanic laws, 
receive the same input sequence and evoke the sane reported percept at 
every time t. So the systems ore identical in principle and their 
difference is only due to unnoticeable noise. Such a set is called an 
ensemble. It is supposed that the number of systems - K(.Z) - in an 
enser.ble is very high. Decause of the uncertainty of place (and dispar­
ity) there will be a variability in the states of these systems at time 
t. However, instead of looking at the (set of) states one can look at 
168 
the (set of) clusters, which show nuch less variability. 
The "presence" of a cluster during a period (t ,t) is defined as the 
0 
inteerated time over all moments that the system is in a state belonginc 
to this cluster. It is assumed that the presence of a cluster during a 
time interval tt-dt,t) in which the percept at time t Is established, 
determines its contribution to the percept. This assumption is based on 
the fact that if a percept is alirost constant during the interval 
(t ,t ) with dt/(t -t ) << 1, many different distributions of the indi-
1 2 2 1 
vidual states as well as of the clusters during several periods of 
length dt occur by noise. So only their presence can show constancy if 
dt is long enough with respect to the frequency of the noisy fluctua-
tions and short enough with respect to the time difference between two 
moments of report about the percept. 
Two states of the same cluster can be interchanged in an arbitrary 
period (t-dt,t) without changing the percept at time t. So if a system 
is in E, the system which is identical except for such an interchange 
can with equal chance be a member of the ensemble. Thus it follows that 
the number of cyclopean systems in í which are in a state belonging to 
the same cluster at a time t' in (t-dt,t) will grow in the mean linearly 
with the growth of the presence of the cluster in tt-dt,t), because MtJ 
is very nigh. Or in other words, the ratio of the number of states of 
two clusters at an arbitrary time t' in (t-dt,t) tends to the ratio of 
their presences in (t-dt,t) if ME) tends to infinity. Thus a situation 
is arrived at which holds that the ratio of the contributions of two 
clusters to a percept at time t' can be estimated fron the ratio of the 
number of systems, which are in a state belonging to a cluster, in an 
ensemble at tirre t' in (t-dt,t). Because dt is much shorter than the 
difference between two moments of report about the percept, t' can be 
chosen arbitrarily. So t' will be chosen to be equal to t. 
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Ь.;. Probability on cluster apace 
Furthermore the latter ratio has to do with the probability of find­
ing a syatem in the ensemble in a state which belongs to the saire clus­
ter. Assumed that the dynamic laws of the system of a subject are time 
invariant ana that it can be brought into a given "initial clubter" by, 
for instance, adaptation, then the system can be regarded during an 
experiment as a member of the ensemble i . The other nembers of the 
ensemble are the same system for all possible repetitions of the experi­
ment, and, - if the dynamic laws are subject-invariant - the systems 
Involved in all possible repetitions with other subjects. 
Let the subset X of X be the set of the states at tine t of all sys­
tems in ^ . Let the subset E (С) of E be the set of all systems in E for 
which the intersection of С and X is not empty, i.e. at time t some 
system is in a state belonging to С (see Figure b.1). Let С be the set 
of all clusters which have a state that belongs to X . Then since a sys-
t 
tem is only in one state at a moment and clusters are disjunct or equal 
(see Section B.I), it holds for every two different clusters С and C, 
both elements of С that 
_t 
t (Onb (о = e (в.ц) 
-t -t 
U E (С) = E (Ь.5) 
сес т. 
_t 
Let M A ) represent the number of elements of a finite set A. Then (b.G) 
holds for two finite sets A and L. 
See opposite page: 
bigure B.l . Ven-diagrams of c l u s t e r s and ensembles: a. se t of s t a t e s ds 
a conjunction of five c l u s t e r s : t h r e e present a t time t and 
t h r e e a t t ; b . the s e t s Χ , E and Í, and the i r 
г t -t 
number of elements for t=t ; c. idem for t . 
1 ¿ 
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1 
N(AUU) = Ν4Λ) + ti(L) - N(AnL) (b.6) 
Σ N(E (O) = t.(t) (b.7) 
cec -t 
(b.7) follows from (Ь.Ч), (Ь.5) and (E.6) for every t. Let 
N<E (С)) 
r[C] = -t tb.8) 
H(E) 
Then (fc.9) follows from (b.7) and (b.10) holds by d e f i n i t i o n . 
Σ r[C] ζ 1 (L.g) 
cec 
_ t 
N(E (O) s I»(0) = С if С is not an eleiient of С (L.IO) 
_t t 
The ratio r[C(x)] can be interpreted аз the probability of finding a 
systen in a state of the cluster C(x) if the systen is picked from the 
ensemble at a random time t. This is in fact what happens when an exper­
imenter chooses a subject. The ratio of these probabilities tends to the 
ratio of the presences of the clusters if U(t) tends to infinity. 
Together with the claims of Section b.2 it can be concluded that the 
contribution of a cluster to a percept can be calculated fron the proba­
bility distribution as defined above. 
Е.Ц. Probability on X 
In order to make calculations on X rather than on the set of clus­
ters, a probability density function p(x) has to be defined which ful­
fils the requirement 
j p(y) = r[C(x)] (Б.11) 
yeC(x) 
The notation 
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{ 6(y) 
yeï 
Witti Y being a subset of X, stands for a combined sumnation and integra-
tion of the function g. The integration is carried out over the dispari-
ties d and the sunmation is carried out over the signal-types j for 
ι ι 
every detector at г (see (Б.12)). 
ι 
I gU) = Σ . . Σ fdd ..fdd g(d .J ;..;d .j ) (B.12) 
J
 ι j ·> 1 J К 1 1 UU 
χεϊ 1 Ν 
Decause the members of a cluster are psychophysically i n d i s t i n g u i s h ­
able, i t i s also required that p(y) = p(ic) i f у ~ x. The question 
whether a function p(x) exists and whether i t i s unique, depends on the 
c l u s t e r s . Forrrally they have to be defined as subsets of X which f u l f i l 
special requirements. These have to f i t in with the experimental obser­
vations about сluste s. I t is assumed t h a t the c l u s t e r s , which w i l l be 
defined below, f u l f i l the requirements. 
The q u a n t i t i e s d and J are in fact functions of r. The d e f i n i t i o n of 
a c l u s t e r i s based on t h i s property. A c l u s t e r , which i s denoted by 
С ( Г ( г ) , d ( r ) , j ( r ) ) , is defined as the set of a l l states lor wmch i t 
holds t h a t f o r every detector ι the f r a c t i o n of detectors J in 
( r ,r +dr) for which the d i s p a r i t y d l i e s in the i n t e r v a l 
i i J ( d ( r ) , d ( r )+dd(r ) ) and the signal type i s j ( r ) , equals f ( r ) . This 
i i i 1 1 
- d e f i n i t i o n s a t i s f i e s the conditions due to the uncertainty of place and 
d i s p a r i t y (see Sections 2 . 2 . 2 . 1 and 2 . 3 . 1 . 2 ) . 
So the p r o b a b i l i t y density on X can be defined as the function ρ of χ 
in X for which holds 
p ( d ( r ) , j ( r ) ; . . . ; d ( r ) , j ( r ) ) d d ( r ) . . . d d ( r ) = r [ C ( f ( r ) . d ( r ) , j ( r ) ) ] 
1 1 N N 1 N 
Thus a probdbility distribution has been defined on X and therefore χ 
changes into a stochastic variable X. 
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С. OEKEKAL PIÎOPLRTIES 
C l . Conservation of probability 
A solution of the master-equation (see (2.3.8b) and ( C D ) is not a 
priori a probability density of X. In order to avoid confusion a general 
solution uhich is a continuous function of t, will Le denoted by u(x,t). 
If a solution is supposed to be a probability density it is denoted by 
ptx.t). 
_Э. p(x,t) = j [wCxix'îUpCx'.t) - u(x4x:t)p(x,t)] (C.I) 
òt x'sX 
The requirements for G to be a probability density ρ of X are that 
ι p(x,t) : 1 for all t and that p(x,t) > 0 for all χ in X and all t. 
xeX ~ 
below it will be shown that if С fulfils these requirements at sone tine 
t* it fulfils them at all time t >_ t*. because the systems equation is a 
linear equation in t a general solution G has a free parameter for every 
χ in X. It will be shown that these can be chosen such that <J fulfils 
the requirements for a probability density at some time t·. Thus by 
choosing appropriate initial conditions every general solution G can be 
- converted into a probability density p. Let 
ACxIx' j t ) r w i x l x ' j t ) - j w t x ^ x i t J ê t x - x ' ) (I . .2) 
x"eX 
by d e f i n i t i o n then the systems equat ion ( C . I ) can be r e w r i t t e n as 
_Э_ p ( x , t ) = ƒ A i x l x ' j t i p U ' . t ) . (С.За) 
dt x'eX 
and A has the p r o p e r t y 
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I A í x l x ^ t ) = f w í x l x ' í t ) - 1 w(x»!x ' ; t ) = О (С.3b) 
хех хеХ х"еХ 
This property of A i s ca l led the conservation of probabi l i ty because i t 
follows t h a t the t o t a l probabi l i ty i s conserved over t i n e as wi l l be 
shown below (see ( C . 7 ) ) . 
F i r s t l y , i t follows for every s o l u t i o n 0 t h a t g (see (C. la)) i s a 
c o n s t a n t , independent of t , s ince (C.tb) h o l d s . Thus every solut ion G 
for which g does not equal zero can be normalized for a l l t (see ( C . 5 ) ) . 
В = J G ( x . t ) (C.Ha) 
xex 
d_ j G(x,t) = j j A ( x ! x ' ; t ) G ( x \ t ) = 0 (C.tb) 
dt xeX xeX X'EX 
j G«(x.t) = j G(x. t) = 1 (C.b) 
xeX xeX G 
becondly, i t follows for every s o l u t i o n G, t h a t G(x,t) > 0 for a l l χ 
in X and a l l t > t * . i f G(x,t*) > 0 for a l l χ in X. Because, l e t X , X 
о t t 
and X be the s e t s of a l l χ in X for which i t holds respect ively t h a t 
t -+ + 
G(x,t) > 0, G(x,t) < Ü or G(x,t) : 0. Let X be the conjunction of X 
o -o o t ö t 
and X and l e t X be the se t of a l l χ in X with r - G ( x , t ) i Ü. Then 
t t t ¡H 
196 
d 
[—(i(x,t)] 
d_ j C(x.t) = J d_G(x.t) - j G(jt.t)— 
dt xex" xex" òt xgx ;— ctx.t)! 
t t t at 
(C.6) 
= J J A(x!x,;t)C(x',t) + O 
xex" x'ex 
t 
= \ \ A(x¡x<;t)G(x'.t) • f | Aíxix'jtjGíx'.t) 
xex" x'eX* xex" x'ex" 
t t t t 
= f J ACxIx'ïUGCx'.t) - J j Α(χ!χ·;ί)0(χ·Λ) 
xex x'ex xeX x'ex" 
t t t t 
= j | wíxIx'jtJGÍx'.t) - | J wCxlx'ítJGÍx'.t) 
xex" x'eX* xex* x'ex" 
t t t t 
> 0 
for all t. (C.6) follows from the definitions and (C.3). It leads to the 
conclusion that 
if J G(x,t*) = 0, then f GCx.t) =0 for all t > t«, 
xex"* xeX~ 
t t 
or if x"» = 0, then X = 0 for all t > t«. 
t t 
From the two properties (C.5) and (C.6) it follows that for every 
solution p(x,t) of the systems equation which is a probability density 
on X at t*, it is a density at all t >_ t·. This conservation of probd-
bility is expressed in fornula (C.7). 
j p(x.t) = f P(x.t*) = 1 (C.7a) 
xeX xeX 
for all t > t» and 
p(x,t) > 0 (C.7b) 
because p(x,t*) > 0 for all χ in X. 
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С.2. Lpen and closed systems 
Tne systen is a closed system. It means that ttere is no interaction 
with other systens apart from the system input which makes a chance in A 
possible. However, if one looks at a subsystem, which can be defined by 
choosing a subset X of X, then generally there will be an interaction 
between the subsystem defined by X and another subsystem defined by 
another set X , subset of X. It neans that there are an χ in X , an 
2 1 
x
1
 in X and a t in Τ such that A(x4x;t) i 0 or Aíxlx'jt) i 0. buch a 
2 
subsystem, defined by X , is called an open systerr. If 
A(x'ix;t) = Aíxíx'jt) = 0 for all χ in X , all x' in X and all t in Τ 
1 2 
it is called a closed system. The conservation of probability holds for 
every closed system, because the proof, given above, is valid for it. 
Oenerally, every proof about the total system holds for a closed subsys­
tem. Therefore every theorem for the total system holds mutatis Tiutandis 
for every closed subsystem. However, this is not true for open subsys­
tems. bo conservation of probability cannot be proved for them. 
If X defines an open system it is called a balanced, absorbing or 
transient system during a period (t^.t') if for every solution p(x,t) 
the mean of 
Ь (t) s d_ f p(x,t) (C.8) 
dt xeX 
l 
over this period equals, is greater or is smaller than zero, respec­
tively. In the first case probability is conserved, in the second case 
it is absorbed from other subsystems until Б (t) reaches one. In the 
1 
final case probability is lost to other subsystems until L (t) reaches 
zero. 
G (x,t) is called dn extended solution of the subsystem i, if 
ι 
(J (x,t) = 0 if χ is not in X and equals a solution t (x,t) of the equa-
1 1 1 
t ion of the subsystem ι i f χ in X . I f ( j (x, t) is a solution of the sys-
i 
terns equation and i f G(x,t) = 0 for a l l x, not in X , i t is an extended 
th ι 
solut ion of the ι sutsystens, because for a l l χ in X i t holds 
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_Э GU.t) = j' ACxlx'jtJüCx'.t) = f ACxlx'îDCCx'.t) (С.9) 
òt х'еХ х'еХ 
i 
С.З. Stationary solutions 
A stationary solution is a time-independent solution of the master 
equation (see ( C D ) . For such a solution G(x) it holds that 
d_ G(x) = { AíxIx'jtJGÍx') ι 0 (CIO) 
at x'eX 
for all χ in X. The conditions for the existence or a unique - apart 
from a constant - stationary solution can be found as follows. Suppose 
that at least two independent stationary solutions G (χ) and G (χ) 
1 2 
exist. A third solution G(x) can be constructed as a linear combination 
of these two. Because С and G are independent there exist an χ in X 
1 2 0 
and a y in X such that (C.11) holds. 
0 
G (χ ) G (y ) У G (у ) G (χ ) . ( С П ) 
1 0 2 0 1 0 2 0 
G(x) = [G (χ )+ù (y )]G (x) - [G (x )+G (y )]G (x) ( C 1 2 a ) 
2 0 2 û 1 1 0 1 С 2 
- G(x ) = -G(y ) = G (y )G (x ) - G (y )G (x ) >r 0 (C.12b) 
0 0 2 0 1 0 1 0 2 0 
For the solution G in (C.12a), (C.12b) holds. Thus if at least two 
independent solutions exist a third one, G, can be constructed such that 
— + 
its X and X (see Section C I ) are non-empty sets. The index t in the 
t t 
notation of both sets will be dropped below because ϋ(χ) is a stationary 
solution. 
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I Ι [ Α ( χ ! χ · ; θ α ( χ · ) - Α ( χ · ! χ ; 1 ) 0 ( χ ) ] 
xex" x'eX* 
= J J A ( x ! x ' ¡ t ) G ( x ' ) - f f Α ( χ ! χ · ; 1 ) 0 ( χ · ) 
xex" x ' e x * x'ex" xex* (C.13) 
= J j A íx Ix ' í t JCCx ' ) + f j' A C x I x ^ t ï G i x ' ) 
χεΧ~ x'eX* xeX+ x'eit* 
= J I A C x i x ' i t J C t x · ) 
хек" x'eX* 
= с 
A(x! χ'¡tJOtx') and -Atx'!x;t)G(x) are positive or zero for all pairs 
- —+ 
(x,x') in Χ χ X by definition. Formula (C.13), which follows from 
(C.10) and (С.ЗЬ), shows that both expressions are zero for all these 
pairs, since it iirplies that A(x!x';t) = 0 and Aix'lxjt) = 0 for all 
(x,x') in Χ χ X , because CCx') > 0 and C(x) < 0. Furthermore, it fol­
lows froir these results (see (С..1Д)) that Aix'lxjt) = 0 for all pairs 
+ о 
(χ,χ ') in Χ χ X . 
С = Ι Α(χ·ΐχ;1)0(χ) (С.14) 
xeX 
ζ f A(x'¡x;t)G(x) + f Aíx'ixjtíGíx) + | Α(χ·¡x;t)G(x) 
+ - о 
ΧΕΧ χεΧ χεΧ 
= J A(x'!x;t)G(x) 
xex
+ 
The results about these zero transition probabilities, ACx'lxit) : 0, 
о 
are represented in Table C.I for the case that X is not empty «ind for 
- + 
the case that it is empty. Thus transitions between states in X and X 
+ -
do not occur. Because X and X are not empty they define two rrutually 
independent systems. 
2CC 
χ ' in Χ ! Χ ! Χ 
χ in Χ χ ' i n X I X 
χ in Χ 
ο ο 
a . Χ ι! 0 Ь. Χ = 0 
Table C.I. A p r i o r i z e r o t r a n s i t i o n p r o b a b i l i t i e s A ( x | x ' ; t ) , 
Otherwise i f A has for a l l t in ( t ^ . t ' ) the p r o p e r t i e s which are 
represented in Table C.2a and C.2b where i t i s supposed t h a t t h e X , 
s u b s e t s o f X, a r e n o t empty, and X i s , r e s p e c t i v e l y , t h e c o n j u n c t i o n o f 
X and X or X i s t h e conjunct ion o f X , X and X , a t l e a s t two 
1 2 1 2 3 
independent s t a t i o n a r y s o l u t i o n s e x i s t dur ine t h i s p e r i o d , b e c e a u s e , l e t 
for i = 1,2 t h e f u n c t i o n F ( χ ) with χ in X be a s o l u t i o n of ( C . 1 5 ) w i th 
ι ι 
χ in X and t in ( t ^ t ' ) . 
ι 
x'ex 
Α(χ!χ·;1)Ρ ( χ · ) = ϋ 
ι 
(C.15) 
Then t h e f u n c t i o n s G ( χ ) ( ι : 1,2) which are de f ined by G ( χ ) = F ( χ ) i f 
i 1 1 
χ in X and ϋ ( χ ) = 0 o t h e r w i s e are both s o l u t i o n s o f e q u a t i o n ( C . 1 6 ) 
ι ι 
with χ in X and t i n ( f . t ' ) . The proof i s t r i v i a l . 
A U l x ' j t î G U ' ) (C.16) 
x'eX 
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χ' in Χ ! Χ ! Χ 
1 2 3 
χ' in X I X 
1
 ι
 2 
χ m χ ; ιο 
ι 
Χ ! ο ι 
2 
a. reducible b. branching type 
χ' in X ! X ! 
1
 2
 , 
I χ in X ! ! ! 
1 
: χ ι с ι : 
2 
с. inccxrpletely reducible 
Table C.2. A priori zero probabilities ACxIx'jt) with t* < t < t'. 
In conclusion, it is a necessary and sufficient condition for the 
existence of at least two independent stationary solutions that A has 
one of the two properties winch are represented in Tdble C.2a and C.2b. 
Or in other words, a unique stationary solution - apart from other 
linearly dependent solutions - exists if and only if A is not one of 
these types. These proofs hold mutatis mutandis also for every subsystem 
which is defined by an arbitrary non-empty subset of X. 
However in the discussion above the existence of a stationary solu­
tion is taken for (¡.ranted. A proof for it can be given in the case that 
for every t the eigenvalue probleir (CIV) can be solved in principle. 
χ in X 
1 
X 
2 
X 
3 
0 
0 
0 I 
1 
ι 
0 ! 
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I A(x!x';t)li(m ,χ') = г H (m ,χ) (С.17) 
t t t 
x'ex 
Such a proof is based on the conservation of probability (C.jb). This 
expression can be read as the proof for the existence of a left ецт,еп-
function for eigenvalue zero fron which the existence of a right eigen-
function for eigenvalue zero can be derived in a properly defined 
function-space. A sketch of the proof is as follows. 
Let a function space over X with a norm be given. Let at every time t 
the eigenfunctions fcXn.in ,x) - eigenvalue m - of A forir a complete set. 
Then every function f in the space can be described as a linear conbina-
tion of their. For every Ып.т ,χ) with m i О (С.1Ь) holds. It follows 
t t 
from (C.17) and (C.3b). 
f t(n.m ,x) = _ f f A(xix';t)t(n,ni ,χ') = О (С.1Ь) 
t m t 
χεχ t xeX X'EX 
Tnus if an eigenfunction for eigenvalue zero did not exist, or if for 
all eigenfunctions E(n,0,x) held 
j E(n,0,x) = О (C.19) 
xeX 
then for every linear combination F - or in other words, for all func­
tions F in the space - (C.20) would hold. 
\ F(x) = 0 (C.20) 
xeX 
For every F the function !F|, which is defined by ¡F!(x) = ¡F(x)|, 
belongs to the function-space because both have the same norm. Thus for 
every ¡f! (C.20) would also hold, from which it follows that ¡F(x)| = 0 
for almost every χ in X. It means that all F in the space F(x) would 
equal zero for almost all χ in X. This contradicts the assumption that 
the eigenvalue problerr is solvable in principle. Thus at every ture t 
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there existb an eigenfunction L(n,Ü,x) for which 
| Hn.C.x) i О (С.21) 
xeX 
¡moreover it will be shown below that every system which has a sta-
tionary solution has at least one stationary solution G for which (C.22) 
holds and (J(X) >^  0 for all χ in X. Such a solution can be nornallzed and 
interpreted as a probability density. So every (closed sub)system with 
solvable eigenvalue problem, (C.17), has at least one non-trivial sta­
tionary solution p(x); q.e.d. 
| G(x) ιί О (C.22) 
xeX 
С.Ч. Irreducibility and stationary solution 
0.4.1. Definitions 
If there exist an X , an X and X such that A is one of the types 
1 2 3 
described in Table C.2b and C.2c it is called respectively incompletely 
reducible or of β branching type during (t'.t') except when a X and a 
X exist such that it is of the type in Table 0.2a. Then it is called 
reducible during ( t ^ t 1 ) . If A is neither reducible nor incompletely 
reducible during (t^.t') it is called irreducible during (t·,!1). 
If A is reducible during (t*,t') every G(x,t) is a solution of the 
systens equation if and only if it is a linedr coniination 
G(x,t) = π G (x,t) • m G (x,t) (С.23) 
11 2 2 
of extended solutions G (x,t) of both closed subbystems which are 
defined by the X (j = 1,2). The proof is trivial. If A is incompletely 
reducible during (t^.t') every 0(x,t) is a solution of the systems 
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equat ion i f and o n l y i f i t i s t h e sum ir,(G ( x , t ) + G ( x . t ) ) o f extended 
1 2 
s o l u t i o n s G ( x , t ) o f both open subsystems which are d e f i n e d by the X 
J J 
(see Table C . 2 c ) . The equat ions f o r both subsystems are the homo^eneous 
e q u a t i o n (C.24a) f o r t h e X i n X and the non-homogeneous e q u a t i o n 
(С.2ЧЬ) for the χ i n X . 
1 
_dF ( x , t ) = J ACxIx'-.UF ( x ' . t ) (С.гЧа) 
at x'eX 
2 
OF (x.t) = f A(x¡x,;t)l· (x'.t) + f íKxix'jtiF (x'.t) (С.24b) 
— 1 J 1 2 
dt χ'sX χ'ex 
ι 2 
С.4.2. The systeir at infinity 
The distinction between these different types of A is interesting for 
the behaviour of the solution G(x,t) of the systems equation if t tends 
to infinity. For the btudy of this behaviour a nev. system is introduced 
with the same set of states but with a probability transition function 
A(x!x';t) which equals lim[A(xix';t')], if t' tends to infinity and if 
this limit exists, and equals A(x!x';t) otherwise. Thus A(x!x';t) = С 
for all t if and only if lin[A(x¡x';t)] r 0, if t' tends to infinity; 
the type of A, if t tends to infinity, is fastened down in the type of 
- A. Ihen a solution G(x,t) of the systems equation tends to a solution 
G(x,t) of equation (C.25), il a t· exists with a finite 
V. = f ¡G(x,t»)|. 
XEX 
_à_G(x,t) = J Â(x:x';t)G(x'.t) (C.25) 
dt x'sX 
Prooi: (С.27) follows from (C.6) and from the analogous equation (C.26). 
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_Э_ I C-(x,t) < ü CC.¿6) 
dt xex* 
t 
| IC jCx ' . t ) ! < i ¡ C i í x ' . t « ) ! = M f o r a l l t >_ t « (C.27) 
x 'eX x'eX 
Let X(x) be the set o f a l l x ' i n X fo r which l i l t [A (x ¡ χ' ¡ t ' ) ] , i f t ' 
tends t o i n l i m t y , e x i s t s . Let X(x) be the se t ol x ' i n X w i t h x ' not i n 
X ( x ) . Then (C.29) f o l l ows from (C.28) (see a l so ( С . З а Ж 
д_ C ( x . t ) = f A ( x ¡ x ' : t ) G ( x \ t ) (С.¿8) 
a t x'eX 
ζ \ Λ ( χ : χ · ; Ο 0 ( χ \ υ + J Α ( χ ; χ · ; 1 ) α ( χ · , ί ) 
x'eXCx) χ ' ε Χ ί χ ) 
Lince A t x l x ' j t ) - A t x l x ' i t ) in 
!Ò_Otx. t ) - J Α ( χ | χ · ; 1 ) α ( χ \ 1 ) : = ! f [ A C x l x ' j t J - Ä t x l x ' i D l G i x ' . t ) ; 
à t x'eX x ' e X i x ) (c .29) 
aptroaches zero by d e f i n i t i o n i f t tends t o i n f i n i t y , there e x i s t s f o r 
every nunber e > 0 a t so t ha t fo r a l l t > t (C.^C) ho lds . I t f o l l ows 
e e 
IroT.i (C.29) and (C .27 ) . 
: _àO(x , t ) - | Ä ( x l x 1 ; t ) G ( x ' , t ) | < | l A C x l x ' î D - Â i x l x ' j t J u G U ' . t ) ! 
at x'eX x'eXCx) 
(C.30) 
< e/h f lutx'U)! < e 
x'eXix) 
Thus dG(x,t) approaclies I Afx, x' ¡tJGtx' ,t) if t tends to infinity, 
dt x'eX 
which neans that G tends to η solution G (see (C.25)): q.e.d. 
Zbt 
С.Ч.З. Heducibility and stationary solutions 
If for a solution Cj(x,t) X and X are both non-empty in case t tends 
- t t 
to Infinity, then Atxlx'jt) is reducible or of a branching type. The 
— + 
proof Is as follows. From (C.6) and (C.26) It follows that X and X 
t t 
will become empty if t tends to infinity unless there is a t· such that 
- + 
X and X are not empty and the derivatives with respect to t are zero 
t« t* 
for all t > t*. Then (C.3I) holds for all t > t« (see also ( C U ) ) . 
0 = j}_ J GCx.t) (Cól) 
dt xex~ 
t 
= J J A C x I x M M x ' . t ) - f J AUlxMÍGCx'.t) 
xeX x'eX xex+ x'ex' 
t t t t 
Because ACxIx'jt) > 0 for all (x.x') in Χ χ Χ with χ i χ' it follows 
that A(x!x,;t) = 0 for all (x.x') in Χ χ ï and all (x.x') in Χ χ X . 
t t t t 
Similarly equation (C.jl) holds if the + and - indices are interchanged. 
It Implies that ACxix'jt) = 0 for all (x,x') in Χ χ X and all 
- + о t t 
(x.x') in Χ χ X . Thus if χ in X then 
t t t 
_ào(x.t) = f Atxlx'îUGCx'.t) + f Atxlx'îtJGCx'.t) = С (C.j2) 
dt χ'ex* x'ex" 
t t 
This implies for all χ in X that Cíx.t) = 0 for all t > t* if 
G(x,t·) = 0. Thus if GCx.t') is not nep.ative - Gix.t') >_ 0 - it cannot 
becoire negative - G(x,t") < 0 - at a later time t" > t', because it is 
assumed that G(x,t) 13 a continuous function ol t (see Section C.I). 
Otherwise stated, X is a subset of X lor all pairs (t'^t') with 
t" t' 
t" > t' > t*. There is at least one χ in X which is an element of X for 
- t 
all t 2 t*. Because if such an element did not exist, a pair (t",t') 
with t" > t' > t* would exist for which the intersection of X and X 
t' - t" 
is empty. Then it would follow from X , subset of X , subset of X , if 
t t" t' 
t >^  t", that X = 0 for all t >^  t". It contradicts the assunption that, 
if t tends to infinity, X i S. If X is the set of all χ in X with χ in 
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X for all t > 0, then X tends to X which is not empty. Similarly it 
t - t + 
follows that such a non-enpty X exists. Fron this it follows straight­
forwardly that AUIx'-.t) tends to a Λ(χ|χ·;ΐ) with Ä(x;x';t) = 0 if 
(x.x*) in Χ χ X or (χ,χ') in Χ χ X . Thus Aixlx'jt) is reducible or of 
a branching type; q.e.d. 
tvery solution G(x,t) tends to a solution C(x,t) *) of the subsystem 
+ — 
which is generated by the conjunction oí X and X . This subsystem 
decomposes into two mutually independent subsystems which are generated 
by X and X if t tends to infinity. Consequently U(x,t) tends to a sun 
of extended solutions G (x,t) and G (x,t) of both subsystems, where 
G (x,t) > 0 and G (x.t) < 0 for all χ in X. 
t + : f C*(xIt) 
xex 
(CÔ3) 
B~ = f G~(x,t) 
xeX 
+ — 
If g and g (see ( C . J 3 ) ) are finite then G(x,t) tends to a linear com-
+ + - - + 
bination g ρ (x,t) • g ? (x,t) of probability densities ρ (x.t) and 
ρ (x.t) (see (C.jU)). 
ρ (x.t) = G*(x.t) 
6
 (0.31) 
ρ (x.t) = G (x.t) 
g 
+ -
If G(x,t) is such that either X or X becomes empty with t tending 
t - t 
to infinity, then G(x,t) < 0 or G(x,t) > 0, respectively, for all 
χ in X, if t tends to infinity. Then, if g (see (С.Ча)) exists, G(x,t) 
tends to the probability distribution 
о 
») extended if X * 0 
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p(x,t) = СЛх.Ь) (C.jü) 
g 
+ — 
apart from a coefficient c. Furthermore if Loth X and X become erpty, 
C«(x,t) tends to every probability distribution ¿part from a coefficient 
zero. In conclusion, every solution G(x,t) tend- to a linear combination 
of probability densities ρ (x,t) on X. Particularly this holds for every 
ι 
non-trivial stationary solution C(x). Then i, can be normalized if either 
+ - + -
X or X is empty; it follows fron Section C.3 that if both X and X 
are not empty also 0 (x) and G (χ) are stationary solutions, which both 
can be normalized. Consequently every system winch has a stationary 
solution has at least one stationary solution which can be interpreted 
as a probability density. 
C.U.I. Unique solutions for an irreducible systerr 
If A(x!x';t) is not reducible or of a branchinc type it follows that 
either GCx.t) > 0 or 0(x,t) < 0 for all χ in X if t tends to infinity. 
If G(x,t) is not the trivial solution the normalized function G(x,t)/¡; 
can be regarded as a probability density. Thus apart fron a factor g 
every solution G(x,t) is a probability density p(x,t). Particularly it 
holds, as follows from Section C.3, that a - non-trivial - unique nor-
malized stationary solution p(x) exists. 
о о 
Let X be the set of all χ in X with p(x) = 0 . If X is not empty it 
generates a transient subsystem so that an arbitrary p(x,t) becones zero 
о * 
for all χ in X if t tends to infinity. It is shown as follows: Let X 
о » 
be the set of all χ in X with χ not in X then X is not empty and 
(0.36) follows using the conservation of probability (C.Sb). 
0 = j ( A(x|x':t)p(x·) = { f AíxIx'jtJpCx·) 
xeX χ'εΧ xeX x'eX 
(C.36) 
= - f f A(x¡x<;t)p(x·) 
о • 
χεΧ χ 'εΧ 
ο • 
This can be true only if Atxlx'jt) = 0 for all (x.x') in Χ χ X . 
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о 
Therefore X generates a transient subsystem (see Table C.2c). 
о 
Proof: If χ in X , (C.jJ7), which follows from (C.j6) and (C.jb), holds 
for an arbitrary p(x,t) - and also for an arbitrary 0(x,t). 
à f P(x.t) = f I A(x!x';t)p(x\t) r I l fc(x¡x';t)p(x· ,t) 
Г
-
 о о о
 J
 о 
dt xex χεΧ χ'ex xeX x'eX 
= - | | ACxix'ìUpCx'.t) CC.37) 
• о 
xex χ ΈΧ 
because Λ is not reducible if t tends to infinity it follows that (C.jV) 
is negative if t tends to infinity unless p(x,t) is zero ior all 
о о 
X in Χ . Il not, ptx.t) becoires zero for all χ in X if t tends to 
i n f i n i t y ; q.e.d. 
ι 
f'oreover i t follows for every n o n - t r i v i a l solution G ( x , t ) of the 
Ш I 
subsystem generated by X that С (x,t)/p(x) becomes independent of χ lor 
* 
all χ in X if t tends to infinity. This means that every solution tends 
to the stationary solution apart from a fdctor. It is a very impotant 
theoreir. lieceause it states that if a stationary solution of an irredu­
cible system can be lound, it is the only jossible solution if t tends 
to infinity. 
Proof: Let 
B(x.t) : p*(x.t) (C.jb) 
F(x) 
* · 
f o r a l l χ i n X . Ihen g ( x , t ) > 0 f o r a l l χ i n X dnd a l l t . The 
" e n t r o p y " S ( t ) o f the subsystem, generated by X , i s d e f i n e d by 
S ( t ) = - s | T > ( x ) g ( x , t ) l n [ g ( x , t ) + ¡> ] ( C o 9 ) 
» 0 
xeX 
where s and S are constants. It will be proven below that M t ) reaches 
0 
d iiaximum, S , if t tends to infinity. 
U 
This proof that is as follows. (CtO) follows from (C.j¡9) and (C.2). 
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ÚS = -s f [uin e(x,t)] ÓP (x.t) (C.140) 
dt xeX at 
= -s f f [Uln g(»,t)][A(x;x';t)p (x'.t)] 
xeX χ 'eX 
= -s f f
 Η
(χ;χ·;ί)[[1+1η g(x,t)]p*(x,.t)-[Uln gix'Λ)]μ*(χ· .t)] 
• • 
χεΧ χ'εχ 
= -s f f w(x!x,;t)p(x,)E(xl.t)[ln(i )] J
 m • fcCx'.t) 
xeX χ'eX 
Since p(x) is a stationary solution, (С.41) follows froir (CIC). Substi­
tution of (С.Kl) in (С.40) delivers (С.42). 
0 = 1 f g í x . t J A Í x I x ' j D p í x ' ) (С.41) 
ш ш 
хеХ χ 'еХ 
= 1 f w U l x ' î U p U ' U g U . O - e C x ' . t ) ] 
xeX χ 'εΧ 
в(х Л ) g(x . t ) 
dS s -s I I u i x l x ' î t J p C x ' i g i x ' . t i t l n r ) + 1 - ] 
—
 J
 · ' * eCx ' . t ) g i x ' . t ) 
d t xeX x'eX (C.42) 
TI.e expression 
g(x . t ) g(x , t ) 
g ( x ' . t ) [ l n ( ) + 1 - ] 
b U ' . t ) gCx ' . t ) 
equals zero, if g ( x ' , t ) г 0 or i f g(x, t ) = g t x ' . t ) and i s smaller than 
zero otherwise s ince ln(x) + 1 - χ < 0, i f 1 > χ >_ 0. because, if t 
• di> 
tends to i n f i n i t y , g ( x , t ) ¿ 0 for some χ in X , i t follows t h a t > 0 
« dt 
unless g ( x , t ) = 1 for a l l χ in X , which implies t h a t S equals i t s max-
inum S . Thus S equals S or approaches S i f t tendi, to i n f i n i t y ; 
0 0 0 
q.e.d. 
This maximum is reached if and only if g(x,t) equals 1 for all 
> ι 
χ in X . This means that С (x.t) equals or approaches gp(x,t) for all 
s 
χ in X if t tends to infinity. Thus if Atxlx'^.t) is not reducible or of 
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a branchinß type every function G(x,t) on X tends to ьр(ж). 
С.4.5. Unique solutions at infinity 
If A is reducible - as in Table C.2a - every solution Tî(x,t) equals a 
linear conbination (see (С.ЧЗ)) of extended bolutions "p (x,t) and 
V (x,t) of the two subsysteirs which are generated by X and X , respec-
2 1 ¿ 
tively. Condition (С.^ЗЬ) expresses the conservation of probability (see 
(С.ЗЬ)). 
2 
Tî(x,t) = Σ η ρ (x,t) (C.Hja) 
1 = 1 1 1 
2 
Σ π = 1 (С.ИЗЬ) 
1=1 ι 
Il a transient subsystem does not exist, the transition probability A of 
the subsystems which are generated by the X are reducible or irreduci­
ble. In the first case 'p (x,t) also equals a linear combination of 
1 
extended solutions; in the second instance such a combination does not 
exist. Thus such a bifurcation procedure (С.ЧЗ) can be continued until 
every such subsysten has an irreducible A. It can be done only if the 
number of these subsystems is denumerable. Then ρίχ,!) equals a linear 
combination (see (С.ЧЗс)) 
η 
Σ m ρ (x.t) (С.ЧЗс) 
J=1 J J 
of extended solutions 15 (x.t) of subsystens with an irreducible A; η may 
J _ 
tend to infinity. It holds for the extended stationary solutions ρ (χ) 
of these subsystens that T5 (x) > 0 for all χ in X and equals zero oth-
J J 
erwise. Lvery stationary solution fix) of the system equals a linear 
combination as in (C.43d). 
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η 
ρ(χ) : Σ m ι (χ) (C.43d) 
ι = 1 1 ι 
If the subsystems which are beierated by the X have irreducible A then 
J 
(С.ЧЗс) approaches (C.43d) if t tends to infinity, since every ρ (x.t) 
J 
approaches ^ (x). 
J 
Similar arguments hold for an arbitrary solution C(x,t). In Section 
(C.1.3) it is shown that Î(x,t) tends to a linear combination - gT(x>t)l 
+ + - — 
or g ρ (x,t) + g Ti (x,t) - of one or two subsystems hhich are generated 
+ - + + 
by X and/or X . It holds that ρ (x,t) > 0 if χ in X and equals zero 
otherwise, ρ (x,t) > 0 if χ in X and equals zero otherwise and either 
+ -
PCx.t) > 0 if χ in X and equals zero otherwise or p(x,t) > 0 if χ in X 
+ -
and equals zero otherwise. Since ρ (x,t), 15 (x,t) as well as p(x,t) can 
be written as a linear combination of extended solutions ρ (x,t) of sub-
J 
systems with an irreducible A, the arcunents above holds for every solu­
tion G(x,t). 
21a 
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D. LIbOCUUh tl.UIbHIOHlt.ESi, 
From t 4 . 4 . ¿ ) and (Ч.Ч.Ь) f o l l o w s 
s = 1+m+n 
h ( D . I ) 
s r 1+n-n 
L 
ÜelOH sum- and difference-functions of the probability distribution 
functions are introduced which cover the ¿reater part of the stimulus-
strength and make some perturbation-approach possible for small values 
of m or ¡n!. The systems equation is invariant under a transfornation of 
η into -n and a simultaneous exchange of 
P(br,d.r,t) 
P(dr,d.r,t) and 
P(bl,-d.r,t) 
P(dl,-d,r,t> 
if η equals zero ana t Consequently their difference tends to 
increases to infinity. Since the solution for η : 0 has been knov.n 
identical stimulation of both eyes (see Section 3·2.^)- it can be 
assumed below that η i 0. It is argued in Appendix С that for the 
description of the behaviour of the system if t tends to infinity it 
sufi ices that one looks only for those solutions which have for all t 
the above mentioned properties. Therefore the following transformation 
(see (Ü.2)) is a general one with respect to the descriptior, of the sta-
tionary behaviour of the system. 
P(br, d.r.t) = (l/Sitd+riJSbid.r.t) + nVb(d,r,t)] 
P(dr. d.r.t) - (1/2)[(Um)SD(d,r.t) + nVD(d,r,t)] 
P(bl.-d,r,t) = (1/2)[(1+m)SL(d.r.t) - nVtìtd.r.t)] 
Ptdl.-d.r.t) = (1/2)[(1+m)SD(d,r.t) - nVD(d,r,t)J 
(ü.2) 
Substitution in the systems equation (2.J.25) delivers the equation 
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at 
S B ( d . r . t ) 
V b ( d , r , t ) 
S D Í d . r . t ) 
V D ( d , r , t ) 
ï l U r M R C r - r ' . r ' ) 
»Idd'tTtd-d'.d') 
S ' H d . r ' . t 
ViJCd.r'.t 
SDCd.r ' . t 
V D t d . r ' . t 
S B l d ' . r . t 
V E t d ' . r . t 
S D t d ' . r . t 
V D t d ' . r . t 
|dyf id+y) 
dyg(d-y) 
-ni|dyf(d<-y) 
-mldyaCd-y) 
S ( r + y ) [ S ü ( d , r , t 
S + ( r * y ) [ S b ( d , r , t 
3 ( r + y ) [ S D ( d , r , t 
3 ( r + y ) [ S D ( d . r , t 
s " ( r+y ) [SD(d , r , t 
S ( r + y ) [ S b ( d , r , t 
S ( r + y ) [ S D ( d . r , t 
S ( r + y ) [ S D ( d , r , t 
3 ( r + y ) [ S b ( d . r . t 
S ( r + y ) [ S b ( d , r , t 
s " ( r+y ) [SD(d , r , t 
S~( r+yHSD(d . r , t 
S Cr+y)[SB(d,r , t 
S~( r+y ) [Sb(d , r . t 
S ( r + y ) [ S D ( d , r , t 
S ( r+y ) [SD(d ,p , t 
-VBtd . r . t 
-VB(d . r , t 
-VD(d , r , t 
- V D ( d . r . t 
+VB(d,r , t 
+VB(d,r . t 
+VD(d,r , t 
+VD(d,r . t 
+VB(d tp,t 
-VB(d , r . t 
+VD(d,r . t 
-VD(d , r . t 
- V b ( d , r , t 
+VE(d,r , t 
-VDCd.r.t 
+VD(d,r , t 
K t r ' - r . r ) 
Kd'-d.d) 
SB(d . r . t ) 
VBtd . r . t ) 
SDtd . r . t ) 
VD(d.r,t)_ 
(D.3) 
SBCd.r.t) 
VBCd.r.t) 
SD(d , r , t ) 
VDCd.r.t) 
- S ( r + d ) [ S B ( y , r . t ) - V E ( y , r . t 
+ S + ( r + d ) [ S b ( y . r , t ) - V B ( y . r . t 
- S ~ ( r + d ) [ S D ( y , r , t ) - V D ( y , r . t 
+ 5 " ( г + а ) [ 3 0 ( у . г Д ) - 0 ( у , г . І 
- S + { r + d ) [ S D ( y . r . t ) + V D ( y , r . t 
- S ( r + d ) [ S D ( y . r . t ) + V D ( y , r . t 
- S ( r + d ) [ S | j ( y . r . t ) + V b ( y , r , t 
- S ( r + d ) [ S B ( y , r , t ) + V b ( y , r , t 
- S ( r + d ) [ S B ( y , r , t ) + V B ( y , r , t 
+ S + ( r + d ) [ S B ( y , r , t ) - V b ( y . r , t 
- S ~ ( r + d ) [ S D ( y . r , t ) + V D ( y , r , t 
+ S ( r + d ) t S D ( y , r , t ) - V D ( y , r , t 
- S + ( r + d ) [ S U ( y I r , t ) - V D ( y , r > t 
- S (r+dltSDCy.r.t i+VDCy.r.t 
- S ( r + d ) [ i ; L 4 y , r , t ) - V B ( y , r , t 
- b'cr+dJtSBCy.r.tJ+VBty.r.t 
2 2 
From (l).2) and (1.4.4) it follows that π· +n =1. 
If m is small, a perturbation approach can be used to solve the equa­
tion. Ihen SB, SD, Vb and VD are developed as a series of powers of m. 
21b 
These series are substituted in equation (D.j) and for every power of m 
the concerning equation can be solved. Such a series can be formulated 
as in (D,4), and similarly for SD, VB and VD. It follows from the sub­
stitution that in the case of a stationary solution (D.5) holds. 
Σ
Ρ 
m SB (d.r.t) 
pzO ρ 
(D.U) 
SB (d.r.t) = VB (d.r.t) 
SD (d.r.t) = VD (d.r.t) 
0 0 
(D.5) 
Furthermore 
SB ( d . r . t ) 
0 
SD ( d . r . t ) 
0 
is a solution of the equation for monocular stimulation (see Section 
3.2.2). 
If In! is small, a perturbation approach can be used, which develops 
to n. Then SB can be expressed as (D.6) 
SB(d,r,t) s Σ η SB (d,r,t) 
p=0 ρ 
"(О.б) 
Similar formulations can be given for SB, VB and VD. Substitution in 
equation (D.3) shows that 
SB : SÖ , 
—2p —2p+1 
SD = SD , 
—2p —2p+1 
VD : VB 
—2p —2pf1 
VD - VD 
2p 2p+1 
(D.7) 
for all p. Furthermore it shows that 
SB (d.r.t) 
— 0 
SD (d.r.t) 
0 
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is a solution of the equation for identical stimulation (see Section 
3.2.3). It is difficult to describe the pair of solutions 
VB (d.r.t) 
— 0 
VD (d.r.t) 
0 
However, as will be shown later on, it is not important. 
For both perturbation approaches the requirement 
Jdd Σ Píj.d.r.t) г 1 (D.6) 
determines the normalization of SB, VB, SD and VD. It follows that 
fdd [SB(d.r.t) + SD(d,r,t)] = _1_ (D.9) 
1+m 
Following Chapter 3 in the case of monocular stimulation as well as 
the case of identical binocular stimulation, continuity of the distribu-
2 
tion functions Píj.d.r.t) - and their linear combinations - in the R 
2 d 
and the R spaces is supposed. Consequently the maximum input signals 
с 
are independent of the disparity d; they will be denoted by max(j,r,t) 
with j = br etc, thus 
max(j,r,t) = max(S (r'+d.t·)) (D.10) 
R 
(r'.t) ev(br,d.r.t) 
As it has been argued in Chapter 3. the perceived disparity is 0 with 
some region of uncertainty, the distribution of which is described by 
the P(j,d.r.t) as function of the disparity. The perceived total bright­
ness B(r,t) is the sun of all brightness in this region (see (4.2.2)). 
Thus 
B(r.t) : Jdd B(d,r,t) (D.11) 
Let e = 1 if j = br or j = bl and let e = -1 if j = dr or j = dl. Then 
J J 
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i t follows with (D.10) and (D.11) that 
B ( r , t ) = jdd B ( d , r , t ) - j d d X e m a x ( j , r , t ) P ( j . t í . r . t j ( C . V < 
This expression can be reformulated as a Junction of s ?ιϋ s by intro­
ducing the functions in (D.13). Then (D.12) transforms into (D.1H). 
т а ж ( + , г , 1 ) = 2 m a x ( b r . r . t ) 
m a x ( - , r , t ) г 2niax(dr,r,t) 
s 
L 
1 . 
Bir.t) = _ fddl raaxU.r.tHs P ( b r . d , r , t ) + s P ( b l . d . r . t ) ] (D.14) 
2 ' H L 
-max(-,r,t)[s P(dr,d,r,t) + s P(dl,d.r,t)] ) 
R L 
Using (D.I) and (D.2), (D.lt) can be expressed in terns of the functions 
SD, VB, SD and VD as follows 
B(r.t) = - idd( Diax( +
 lr,t)[(Um) SB(d,r,t) + η VB(d,r,t)] (D.15) 2 J 
2 2 
-max(-,r,t)[(l+m) SDtd.r.t) + η VDCd.r.t)] 
Substitut ion of the solution for s n a i l m (D.5) and U5ir.g a normalized 
expression (D.9) for the SB e t c . , d e l i v e r s 
2 2 
lddCmax(+,r,t)SB ( d , r , t ) - i n a x ( - . r . t ) S D ( d , r . t ) j (1+m) +n 
B ( r , t ) - '_ 0 0 * 
2fdd[SB (d.r.D+SD ( d . r . t ) ] 1-нп 
0 0 
or in shortened form, where K(r,t) i s defined imjjlicitely, 
2 2 
B ( r , t ) = K t r . t H U m ) *n (D.16b) 
1+m 
Similarly an expression for small η can be obtaintl 
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I ddtmaxí + .r.DSB (d,r,t)-max (-.r.tïSD (d,r,t)J (Um) (Un) 
B(r.t) = '_ 0 0 « 
(l+m) (Un) 
г 
2|dd[SU (d,r,t)+SD (d.r.t)] 
0 0 
I dd[nax( + ,r,t)VB (d,r,t)-max (-.p.DVD (d.r.t)] (Un) η 
+
 J
 0 0 · 
2((ld[SB (d,r,t)+ÍD (d.r.tiî 
0 0 
(Um)(Un) 
or in shortened forn, where K(r,t) and L(r,t) are defined implicitely, 
2-
B(r,t) = Kir.tXUn) + η L(r.t) (D.IYb) 
U n 
2 2 
From (4.4.4) and (D.I) it follows m +n = 1, so that for small m 
B(r,t) = 2K(r,t) (D.18a) 
and for small η 
2 - -
B(r,t) = 2K(r,t) + _п_[ИгЛ)-К(гЛ)] (D.ieb) 
U n 
The functions К, К and L are independent of the relative input strength 
s. The latter term of (D.16L) contains the unknown solution 
Б (d.r.t) 
— С 
VD (d.r.t) 
0 
Knowledge of t h i s so lut ion i s not important, s ince t h i s term is of the 
2 
order η . I t can be neg lected. 
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L i s t of main synbolt. 
Phyaical q u a n t i t i e s 
2 2 
1 ,Η r e t i n a l space 
L R 
г space со—ordinate 
Τ time space 
t time 
D,d stimulus d i s p a r i t y 
L Luminance 
Perceptual quantities 
+ 
S retinal output, Cyclopean input: stinulus onset 
S retinal output, cyclopean Input: stimulus offset 
r place co-ordinate 
d,D perceptual disparity 
J set of signal types 
с 
j signal type 
В brightness 
2 
R cyclopean space 
perceptual disparity space 
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Probability 
f Cyclopean field function 
1- generalized cyclopean 1 leid function 
- 2 
X - R xJ state space detector i 
ι d e 
X state space cyclopean system 
СП c luster , perceptual equivalence class 
r [ ] probabi l i ty on cluster space 
ρ probabi l i ty on state space cyclopean systen 
w t r a n s i t i o n probabi l i ty 
г t r a n s i t i o n probabil i ty due to co-operative interaction 
s t r a n s i t i o n probabi l i ty due to other interactions 
Systems equation 
Ρ probabi l i ty density function over cyclopean space 
R co-operative interaction 
Τ autonomous disparity interact ion 
f range of binocular r i v a l r y 
g range of monocular r i v a l r y 
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Summary 
In th is thesis a theory is developed which un i f i es models on v isual 
phenomena, known as binocular r iva l ry or suppression, sensory fusion and 
dispar i ty-depth perception. As appears from the l i t e r a t u r e several 
authors have conjectured that these phenomena or ig ina te from one systen 
Mhich i s ca l led here the cyclopean system. 
The theory comprises qua l i ta t ive as wel l as quant i ta t ive aspects. The 
l a t t e r are not only determined by the cyclopean system but also by 
stimulus transformations in the re t inae . In Chapter 0 i t i s supposed 
that the r e t i n a l system is an algebraic non-l inear transformation of the 
st imulus- intensi ty L followed by a spatio-temporal l i near transforma-
t i o n . The former one i s important with respect to the quant i ta t ive pred-
ict ions of the theory on the cyclopean system. I t i s argued that t h i s 
transformation is a quasi- logari thnlc one - F ( L ) . [«cause i t can 
account for Fechner's law as wel l as Stevens' law. 
Moreover an analysis of the spat ia l part of the l i n e a r transformation 
del iver also arguments in favour of F ( L ) . Elsewhere ( b u f f a r t , 197C) the 
2 
spat ia l part was analysed as a contrast -b lurr ing and a contrast -
sharpening nechaniSKi. The l a t t e r can be seen as a correct ion on the 
former. Their Fourier-transforms are the f i r s t two members of the set of 
orthogonal Laguerre-functions. I t appears that the combination of F (L) 
2 
and th is spa t ia l mechanism leads to an explanation of some non-l inear 
phenomena of the perception of sinusoidal gra t ings . S i m i l a r l y , a non-
l inear e f fec t in temporal attenuation-curves of the v isual ( r e t i n a l ) 
system can be understood from F ( L ) . 
The output of the r e t i n a l system depends on temporal changes of the 
input such that in the case of an abrupt spat ia l change of st imulus-
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intensity, from L' into L, the output is proportional with 
¡F (L') - F (L)¡. Eye-niovenents cause a similar output along sharp phy-
2 2 
sical contrast in the stimulus. 
Sane models on binocular suppression, sensory fusion and disparity-
depth perception are discussed in Chapter 1. Sperling (1970) formulated 
a qualitative theory for the cyclopean system which comprises a fusion 
model and a suppression model. It is shown that this theory is falsified 
by experimental results of Levelt (1968). General objections against 
fusion theories and suppression theories are discussed. It is shown that 
phenomenologically observed suppression can be explained by a mechanism 
in which at micro-level a ыьпаі from one eye locally supports the 
influence of this eye instead of a nechanism in which it depresses the 
influence of the other eye (suppression theories). The ferner mechanism 
is called the permanent rivalry hypothesis. It is the central mechanism 
in the theory. It is shown that experimental results support it at the 
expense of suppression nodels as well as fusion models. 
Both Julesz (1971) and I.elson (197b) have formulated a model of 
disparity-depth perception. Experimental results of Kaufman et al. 
(1973) falsify Nelson's model. The other model can escape this falsifi­
cation by a more abstract and a more economical fornulation. This refor­
mulated nodel can be combined in a natural way with the permdnent 
rivalry hypothesis, this combination is the starting-point of the 
theory. 
In Chapter 2 a (two-dimensional) c>clopean space is defined. Two 
state variables, signal-type and disparity, are added to each point. The 
signal-type can have four values which indicate what is processed 
locally: a brightness signal fron the left eye, fro-n the right eye, a 
darkness signal from the left eye or from the right eye. The disparity 
indicates the locally perceived disparity. The actual state of the 
cyclopean system can be described by the cyclopean field-function which 
is a characteristic function of the state variables, space and tine. 
It is argued that the interaction mechanism of the cyclopean system 
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has a local character. It means that a stimulus Is not processed as some 
combination of more elementari btimuli, although nany βχμβΓΐπιβηΐ3ΐ 
results seem to indicate the contrary. As an example experiments on spa­
tial frequency perception are discussed at length. It is shown that 
their results, which seem to be contradictory, can be accounted for by 
other explanations. On the other hand phenorenological observations 
exist which support the hypothesis of the local character of the 
interactions. The state of a finite set of (N) points, homogeneously 
divided over the space, is supposed to be sufficient to describe the 
state of the system, txperimentally it has been shown that the systen 
tries to align the state of these points, which are called cyclopean 
detectors. The part of the interaction which causes it, is called the 
co-operative interaction. The input of the system tries to align locally 
the signal-type of the detector with the sicnal-type of the stimili. 
However, it is shown that some transitions between signal-type states 
are prohibited. It is supposed that permanent rivalry, in accordance 
with the allowed transitions, exists. (Only) signal-type transitions can 
cause changes in disparity due to a stimulus. 
As a result of psychphysical noise subjects report the mean value of 
some quantity over a set of detectors in a snail region of space. There­
fore one can only formulate a stochastic theory about the interaction 
process. The state of the system is defined as (the Cartesian product 
of) the states of all detectors. The probability of finding the system 
in some state is defined. Iron this a stochastic process can be formu­
lated which is supposed to be a Markov process. Psychophyblcally it 
means that only the actual percept - not the foregoing ones - and the 
stimulus determine the next percept. A dynamic equation - the master-
equation - is formulated, by means of projection this equation can be 
converted into a dynamic equation of interactions between and within 
detectors. It is assumed that the interaction mechanism conprises three 
mutually independent mechanisms. One is the co-operative interaction, 
another is some autonomous disparity interaction and the third one is 
the rivalry, which is due to the input. The co-operative interaction is 
identified with the probability current density between detectors, 
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whereas the local transition-probability per unit time is partly identi-
fied with the retinal output, which expresses the change of the retinal 
input per unit time. Thib leads to an intricate set of 4N coupled dif-
ferential equations. If M approaches infinity the summation over the 
detectors converts into an integration over the space, so that the 
cyclopean system is described by t differential-integral equations. This 
coupling expresses the permanent rivalry. 
This set of equations, further indicated as the system's equation, 
contain four undetermined spatial functions. In Chapter 3 it is argued 
that the interaction-range of the function related to the co-operdtive 
interaction term is of the order of the Vermer-dcuity and that of the 
function related to the autonomous disparity interaction is of the order 
of the stereoscopic acuity. The other two functions are related to the 
permanent rivalry interaction. One has to do with binocular interaction 
and its range is of the order of Panum's area. The other one governs 
brightness-darkness interaction. The range is very snail. Probably it 
can be regarded as a Dirac-delta function. 
Although the system's equation can hardly be solved, several conclu-
sions can be drawn if one looks at stationary solutions. It is shown 
that all solutions tend to a stationary solution or a linear combination 
of stationary solutions of subsystems, if the input is time-independent. 
Often one can determine the characteristics of the stationary solution. 
It is shown that the stationary solutions in the case of monocular 
stimulation (one eye) and identical stimulation (both eyes) with the 
same stinulus are almost euual and that in both cases disparity-depth is 
not perceived. In the case of complementary (conpletely rivalrous) 
stiiruli a unique stationary solution does not exist. It is shown that 
the system's equation can evoke perceptual hysteresis-phenomena. They 
are caused by the pernanent rivalry interaction. 
In Chapter 4 calculations on brightness-darkness perception are made. 
These non-trivial quantitative predictions can be made, although the 
theory is based on qualitative absu-nptions. It is argued that dark-
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adaptation means t h a t the output of the r e t i n a l syster can be described 
as fchite noise. I t leads to the perception of greyness: Eigengrau. 
The theory predicts constancy of binocular bnehtness (up to f i r s t 
order) i f the combination of the output-strengths of the r e t i n a l systens 
follow the centroid model. The l a t t e r i s found to be the b e t t e r model 
for describing binocular brightness nix ing (De beert & L e v e l t , 1 9 7 t ) . I t 
i s shown t h a t the c r i t i c i s m of Curtis and Rule (1976) on t h e i r r e s u l t s 
i s f a l s e . 
I t i s argued t h a t subjects sometimes cannot паке a comparison between 
the brightness of s t i m u l i . I t is supposed that then they compare l i g h t ­
ness which i s defined as the r a t i o of the brightness of an area and the 
weighted sum of the brightness of neighbouring areas. Thus experimental 
r e s u l t s of Jameson and tiurvlch (1961) are predicted. 
Only q u a l i t a t i v e assertions can be made about binocular r i v a l r y . In 
Chapter 5 i t i s argued that binocular r i v a l r y i s explained by the f a c t 
t h a t in the case of complementary st imul i the system's equation has two, 
alnost s t a b l e , solutions between which a t r a n s i t i o n i s possible. Lye-
movements induce several s e l f - t e r m i n a t i n g processes which cause f l u c ­
tuating t r a n s i t i o n s along stinulus c o n t r a s t . However one process cannot 
h a l t and causes a t o t a l t r a n s i t i o n . Thus L e v e l t ' s (1966) rodel for 
a l t e r n a t i o n i s supported. 
In Chapter 6 the perception of d i s p a r i t y - d e p t h is discussed. I t i s 
shown t h a t i n the case of stimulus d i s p a r i t y the s t a t i o n a r y s o l u t i o n i s 
a solution in which the perceived d i s p a r i t y equals the stimulus d i s p a r ­
i t y i f the l a t t e r l i e s within Panun's a r e a . The r e s u l t s of the e x p e r i -
nent mentioned e a r l i e r of Kaufiran et a l . (19?3) are e x p l a i n e d . 
The theory explains several visual phenomena in d n o n - t r i v i a l way due 
to the p r i n c i p l e of permanent r i v a l r y . As i t i s argued in Chapter 0 t h i s 
p r i n c i p l e can be used possibly in other dorains of perception as w e l l . 
One can make second order developments of the co-operative i n t e r a c t i o n 
and the autonomous d i s p a r i t y i n t e r a c t i o n (Chapter 3 ) . This amounts to 
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the formulation of a second order d i f f e r e n t i a l equation for both terms. 
One can analyse spatio-temporal and d ispar i ty- tempora l r e l a t i o n s with 
t h i s model, buch an ana lys i s (buffar t , 1976) agrees with experimental 
r e s u l t s . However, the development of special models by defining the spa-
t i a l func t ions , mentioned in Chapter 3, i s not an object ive of the 
present s tudy. 
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Samenvatting 
In dit proefschrift wordt een theorie ontwikkeld, die modellen over 
visuele verschijnselen a l s binoculaire r i v a l i t e i t , sensorische fusie en 
waarneming van diepte middels binoculaire d i spar i t e i t onderbouwt. Ver-
scheidene onderzoekers hebben reeds verondersteld, dat deze ver-
schijnselen te herleiden zijn tot één mechanisne: het cyclopische sys -
teem. 
De theorie beschrijft zowel structurele als quantltatieve aspecten. 
Cuantitatieve aspecten worden mede bepaald door stlniulus-transformatles 
in de ret ina. In hoofdstuk 0 wordt voorgesteld het ret inale systeem 
opgebouwd te denken u i t een algebraïsche niet l ineaire transfomatie van 
de s t imulus- intens i te i t L gevolgd door een spatio-temporele l ineaire 
transformatie. De r . iet - l lneaire transforratie Is van belang voor de 
quantltatieve voorspellingen van de theorie over het cyclopisch systeen'. 
Er zijn goede argumenten om te veronderstellen dat deze transformatie 
een quasi-logarltmische - F (L) - i s . Een van de argumenten i s , dat deze 
transformatie een verklaring kan bieden voor het optreden van zowel 
Fechner's wet a l s Stevens' wet. 
bovendien levert een analyse van het ruimtelijk deel van de l ineaire 
transformatie ook argumenten, die deze hypothese steunen. In buffart 
(1978) i s het spat ie le deel opgevat dis contrast-vervagend net een 
contrast-opscherpend mechanisme. De opscherping kan gezien worden als 
een correctie op de vervaging. De hourier-ßetransforneerden van deze 
mechanismen zijn de eerste twee functies u i t de verzairellng orthogonale 
Laguerre-functies. De combinatie van F (L) en c i t spat ie le mechanisme 
2 
kan enige n l e t - l i n e a i r e verschijnselen b i j de waarnening van rasters met 
een sinusvormige intensi te i tsverdel ing verklaren. Op dezelfde wijze kan 
гщ 
een m e t - l i n e a i r effect in de temporele denplngs-kt ort men van het visuele 
systeem begrepen worden. 
De output van het retinale systeerr hangt zodanig van de temporele 
veranderingen in ae input af, dat bij een sterke ruintelijke verandering 
van de stlmulus-intensiteit van L' naar L de output evenredig it> met 
¡l· (L') - F (L)!. Oogbewegingen kunnen langs een scherp ruimtelijk con-
2 2 
trast een dergelijke output veroorzaken. 
In hoofdstuk 1 worden enige modellen voor binoculaire onderdrukking, 
sensorische fusie en dieptt-waarneming op grond van binoculaire dispari-
teit besproken. De kwalitatieve theorie van Sperling (1970) is opgebouwd 
uit een model voor fusie en een model voor onderdrukking. Experinentele 
resultaten van Levelt (1968) lalsifiSren deze theorie, t.a een bespreking 
van enige olgenene bezwaren teten fusie- en onderdrukkingstheonën, 
wordt aangetoond dat de essentiële fout in fusie-modellen is, dat zij 
gebaseerd zijn op een nechanisme op micro-niveau, waarin het signaal 
afkomstig van het ene oog de signalen van het andere oog in een 
corresponderende oirgeving onderdrukken. Er wordt voorgesteld orr zulk een 
mechamsne te vervangen door een Techanisrae, dat slechts locale onder-
drukking toelaat en, in het geval van locale dominantie, de dominantie 
van signalen afkomstig uit hetzelfde oog bevordert. Dit mechanisme wordt 
de pernanente-riv. iteit-hypothese genoend. Het is het centrale rrechan-
isme in de hier voorgestelde theorie. Experimenten blijken deze 
hypothese te steunen ten koste van fusie- en onderdrukkingstheonën. 
Julesz (1971) and helson (1975) formuleerden beiden een belangwek-
kende dispariteit-detectie theorie voor aiepte waarneming. Experimenten 
van Kaufnan e.a. (1973) blijken Nelson's theorie te lalsifiëren. Door 
het Julesz model abstracter en zuiniger te formuleren wordt het niet 
befalsifieerd. In deze formulering kan het interactie-rrechdnisme van het 
model op natuurlijke wijze aansluiten bij de permanente-rivaliteit-
hypothese. Deze conbinantie is het uitgangspunt van de hier te 
ontwikkelen theorie. 
In hoofdstuk 2 wordt een (twee dimensionale) cyclopische ruimte 
gedefinieerd. Aan elk punt in deze ruimte worden twee 
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toestandsvariabelen - type signaal en dispariteit - toegekend, liet type 
signaal kan vier waarden hebben. Deze geven aan wat lokaal wordt waar-
genomen: een helderheidstoename of een helderheidsafname afkomstig van 
het linker- of rechteroog. De dispariteit geeft de locaal waarcenonen 
dispariteit weer. De toestand van het systeen wordt beschreven door de 
zogenaamde cyclopische veld-funktie, die een karakteristieke funktle van 
de toestandsvariabelen, de plaats en de tijd is. 
Er wordt uitgegaan van de veronderstelling dat het cyclopische 
interactie-nechanisme een stimulus niet beschouwt als een combinatie van 
meer elementaire stimuli, hoewel veel experimentele resultaten hierop 
schijnen te wijzen. Als voorbeeld worden experirrenten over het waarnemen 
van spatiele frekwenties uitvoerig besproken. De resultaten blijken 
elkaar niet alleen tegen te spreken, doch kunnen ook op geheel andere 
wijze verklaard worden, bovendien bestaan er directe observaties die 
duiden op het bestaan van een mechanisme van locale interactie. Lr wordt 
verondersteld dat de toestand van het systeen beschreven kan worden door 
de toestand van een eindig aantal (N) punten, die homogeen verdeeld zijn 
over de cylopische ruinte. Zo'n punt wordt een cyclopische detector 
genoemd. Lxperinenteel is reeds gebleken dat het systeem streeft naar 
identieke toestanden van de detectoren, liet mechanisme dat hiervoor 
zorgt wordt de cooperative interactie genoen-d. De input van het systeen 
streeft er naar het systeem lokaal in een toestand te brengen, die 
overeenkomt met het type signaal van de input. Aangetoond wordt dat een 
overgang tussen sommige typen signalen verboden is. Verondersteld wordt 
dat permanente rivaliteit bestaat tussen toestanden met niet verboden 
overgangen, en dat slechts overgangen tussen typen signalen verander-
ingen in waargenomen dispariteit ten gevolge van de stimulus nogelijk 
naken. 
Het bestaan van psychophysische ruis leidt tot de conclusie dat 
proefpersonen rapporteren over de gemiddelde waarde van een of andere 
grootheid. Dit gemiddelde wordt bepaald door een verzameling detectoren 
in een klein deel van de rulnte. Derhalve kan slechts een stochastische 
theorie over het interactie-proces geformuleerd worden. De toestand van 
het systeem wordt gedefinieerd als (het Cartesisch product van) de 
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toestand van alle detectoren. De uaarschiJnlijKheid сяг het systeem in 
een bepaalde toestand aan te treffen wordt gedefinieerd. Op basis hier­
van kan de interactie als een stochastisch proces gedefinieerd worden. 
Lr wordt verondersteld dat het een harkov proces is. Dit betekent, dat 
slechts het aanwezige percept en de momentane stimulus het volgende per­
cept bepalen. Op basis van deze veronderstelling kan een dynamische ver­
gelijking - de zogenaamde master-equation - gelorrruleerd worden. Uit 
deze vergelijking kan een vergelijking voor de toestand van individuele 
detectoren worden afgeleid, het interactie mechanisnt bestaat uit drie 
onderling onafhankelijke mechanismen, len eerste de cooperative interac­
tie, die beschreven wordt als een waarschijnlijkheidsstroomoichtheid 
tussen detectoren. Ten tweede een autonoom nechamsie in de 
dispariteitsruimte. Ten derde een input-afhankelijk mechanisme dat de 
rivaliteit veroorzaakt. De input is de output van de beide retinale 
systemen en drukt de verandering van de stimuli per tijdseenheid uit. 
Dit leidt tot een stelsel van ЧН gekoppelde differentiaal ver­
gelijkingen. Als t< naar oneindig gaat, yaat de sommatie over de detec­
toren over in een integraal over oe cyclopische ruinte. het cyclopisch 
systeem wordt dan beschreven middels 4 gekoppelde differentiaal-
integraal vergelijkingen. De koppeling drukt de rivaliteit uit. 
Dit stelsel wordt de systeemvergelijking
 benoemd. Het bevat vier 
nader te bepalen ruirtelijke funkties. In hoofdstuk j wordt betoogd dat 
de funktie die het bereik van de coöperatieve interactie bepaalt van ae 
orae van de Vernier-scherpte is, en dat de funxtie die het bereik van 
het autonone dispariteit-riechamsme vastlegt van de orde van de stereo-
scopische scherpte-grens is. De range van de derde funktie bepadlt de 
reikwijdte van de binoculaire rivaliteit en korrt overeen net het Panum 
gebied. De vierde funktie beschrijft de reikwijdte van de licht-donker 
interactie. Deze is zeer klein en kan beschouwd worden als. een Dirac-
delta funktie. 
Hoewel de systeem vergelijking moeilijk oplosbaar is, kunnen con-
clusies getrokken worden uit de stationaire oplossingen onder verschil-
lende stimulus-condities. Alle oplossingen hebben als limiet (tijd naar 
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oneindig) een s ta t iona i re oplossing of een l i n e a i r e combinatie Vun s ta -
t iona i re oplossingen, a ls de input t i j d -ona fhanke l i j k i s . De specif ieke 
kenmerken van deze oplossingen kunnen d i k w i j l s bepaald worden. Zo z i j n 
de oplossingen in het geval v^n monoculaire s t imulat ie (**n oog) en 
identieke s t imula t ie (beide ogen ( t e ) i ' e l i j k ) met üe zel fde stin.ulus 
praktisch ident iek en wordt er geen diepte tengevolge van d i s p a r i t e i t 
waargenomen. Als de st imul i complementair z i j n (vol ledige r i v a l i t e i t ) 
bestaat er t,een unieke stat ionaire oplossing. De systeemvergeli jking kan 
hysterese-verschijnselen in de waarneming verklaren a ls gevolg van de 
permanente r i v a l i t e i t . 
hoewel de theorie slechts gebaseerd is op kwa l i ta t ieve overwegingen, 
worden in hoofdstuk 4 onafhankelijke kwanti tat ieve voorspell ingen over 
l i c h t - en donker-waarnening gedaan. Er wordt verondersteld dat In het 
geval van donker-adaptatie de output van het r e t i n a l e systeem wi t te ru is 
i s . Dit l e i d t t o t de waarneming van g r i j s h e i d , bekend onder de naam 
Ligengrau. 
be theorie voorspelt dat binoculaire helderheldswaarnening in het 
geval van twee geli jkvormige nonoculaire st imul i constant i s ( t o t in 
eerste orde) a ls de output van belde r e t i n a l e systemen aan het centrold 
model voldoen. De beert en Levelt OgVO beweerden reeds dat d i t model 
to t nu toe het beste bebchrijvingsnodel voor binoculaire helderheidscom-
binantie i s . Aangetoond wordt dat recente k r i t i e k (Curt is i hule, 1978) 
op hun werk on ju is t I s . 
Cp basis van de veronderstel l ing dat , a ls proefpersonen slechts kun-
nen rapporteren over de re la t ieve helderheid van een s t i l u lus-dee l , d i t 
oordeel gebaseerd is op de verhouding van de diverse helderheden, kunnen 
de resul taten van een experiment van Jameson dnd Ilurvlch (19C1) 
voorspeld worden. 
In hoofdstuk Ь wordt betoogd dat binoculaire r i v a l i t e i t een gevolg i s 
van het f e i t dat de systeenvergell jklng in het geval van complementaire 
s t i i r u l i twee bi jna s t a b i e l e oplossingen heeft waartussen een over^ang 
irogelijk i s . Verscheidene z i c h z e l f stoepende processen veroorzaken 
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locale en tijdelijke overgangen. Er is èén onherroepelijk proces, dat de 
volledige overgang van de ene naar de andere oplosslnt veroorzaakt. Uit 
ondersteunt het model voor binoculaire alternering dat Levelt (1968) 
voorstelde. 
In hoofdstuk б wordt aangetoond dat de stationaire oplossing in het 
geval van stimulus-dispanteit binnen Panum's gebied aanleiding geeft 
tot diepte-waarneiring. De resultaten van het eerder vermelde experiment 
van Kaufman е.а. (1У73) worden verklaard. 
Ue theorie verklaart verschillende visuele verschijnselen op een niet 
triviale manier op basis van het beginsel van permanente rivaliteit. In 
hoofdstuk 0 wordt betoogd dat ook in andere perceptuele domeinen dit 
beginsel bruikbaar kan zijn. Tweede orde benaderingen van de 
coBperatieve interactie en de autonome dispariteit-interactie leiden tot 
tweede orde differentiaal vergelijkingen voor beide termen (hoofstuk 3). 
Op basis van zulke modellen kan men spatio-tenporele en dispariteit-
temporele relaties bestuderen. Conclusies uit deze modellen (Buffart, 
1978) stemnen overeen met experimentele resultaten. Het is echter niet 
de opzet van dit proefschrift om specifieke modellen te ontwikkelen. 
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STELLINGEN 
Op het eerste Bezieht la een vierkant wél een cirkel. 
Piaget, I., & Inhelder, B. La représentation de l'espace chez 
l'enfant. Paris: Presses universitaires de France, 1948. 
Buffart, H., Leeuwenberg, E., & Restie F. Analysis of ambiguity 
in visual pattern coupletIon. Journal of Eiperlmental 
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Gestalt-regels zijn afdoende gefalsifieerd. 
Buffart, H., Leeuwenberg, E., A Restie, F. Coding theory of 
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Human Perception and Performance. 1981, 7, 241-274. 
Stimuli worden op minstens twee manieren tegelijk geïnterpreteerd. 
Buffart, H., & Leeuwenberg, E. Structural information theory. 
Leeuwenberg, E., & Buffart, H. An outline of experiments on 
structural Information theory. Belden in: h. Geissler, E. 
Leeuwenberg, S. Link, & V. Sarris (Eds.), Modern issues in 
perception. Berlin: 1981. 
De falsificatie van suppressie-theorleCn berust op het felt, dat 
daarin de waargenomen binoculaire rivaliteit geïnterpreteerd wordt 
als het aan deze rivaliteit ten grondslag liggende mechanisme. 
Dit proefschrift. 
5. Het felt, dat binoculaire helderheid In eerste orde een gewogen som 
Is van monoculaire helderheid Is een gevolg van permanente rivali-
teit. 
Levelt W.J.M. On binocular rivalry. The Hague, Paris: Mouton, 
1966. 
Dit proefschrift. 
6. Het aantrekkingsaechaniae in het door Julesz voorgestelde dlpole 
model is een mechaniage voor de permanente rivaliteit. 
Dit proefschrift. 
7. Motorisch synchroniseren met min of meer regelmatige stimulus-
intervallen berust op een eitrapolatle van eerdere intervallen. De 
eitrapolatle is een som van de gewogen gemiddelden van waargenomen 
intervallen en van de gewogen gemiddelden van waargencnen fouten. 
De weglngs-coêfflclënten zijn dalende functies van de tijd. 
Michon, J.A. A model of some temporal relations in htnen 
behaviour. Psychologische Forschung, 1968, ¿1, 287-298. 
Buffart. H., & Vos, P. Performance in synchronization tasks with 
irregularly spaced temporal events: vodel and data. Internal 
report, 79 FU 09. Nijmegen University, 1979. 
8. Het feit dat het produkt van dreopellge stlmulus-intensiteit (L) en 
oppervlakte (0) een U-vormlge funktie is van 0, wijst niet ondub-
belzinnig op het bestaan van center-on surround-off cellen. De 
curve volgt uit de vergelijking die ontstaat door de output van het 
retinale systeem, zoals voorgesteld in Buffart (1976), constant te 
kiezen. 
Buffart H. brightness and contrast. In: E. Leeuwenberg, & H. 
Buffert (Eds.), Formal theories of visual perception. Chiches-
ter, New York: Wiley, 1976. 
2 
9. Een "Aha-Erlebnis" In de waarneming kan In termen van structurele 
Informatie theorie begrepen worden als een verandering van de 
geprefereerde Interpretatie van een object onder Invloed van con-
text, doordat de geprefereerde interpretatie van object en context 
tezamen verschilt van die ven ieder afzonderlijk. De mechanismen 
voor abstraheren en waarnemen zijn niet onderscheidbaar ' ) . 
10. Twee gebeurtenissen kunnen door een waarnemer alleen dan met elkaar 
in causaal verband gebracht worden, als een van belde gebeurten-
issen de geprefereerde interpretatie van de andere rechtstreeks 
verandert, maar niet omgekeerd. Derhalve gaat interpretatie van 
gebeurtenissen vooraf aan de toekenning van causale, en dus ook 
temporele orde tussen deze gebeurtenissen * ) . 
*) De structurele Informatie theorie leert, dat elk object 
beschreven kan worden door een code, die is opgebouwd uit vier 
baslsfunktles welke slechts Identiteit van elementen binnen een 
object vastleggen, hat in een code niet middels identiteit kan 
worden beschreven, wordt de structurele informatie van een code 
genoemd en komt overeen met de onregelmatigheid in een object. 
In het algemeen zijn voor één object meerdere codes mogelijk. De 
code met de laagste hoeveelheid structurele informatie heet de 
minimum-code. 
Anderzijds kan men met één code meerdere objecten 
beschrijven. Een code beschrijft een verzameling objecten. De 
theorie stelt dat er een éèn-éênduidige relatie tussen codes en 
interpretaties bestaat. Een interpretatie is een classificatie 
van een object als een element van de door de code gegenereerde 
verzameling. De interpretatie die gerelateerd is aan de 
minlmum-code is de door een waarnemer geprefereerde Interpreta-
tie. 
Een code dient altijd berekend te worden over het object en 
de context tezamen. Context is zowel andere tegelijk aangeboden 
objecten als reeds beschikbare kennis. 
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