Abstract-A modified Fisher discriminate analysis method for classifying stream data is presented. To satisfy the realtime demand in classifying stream data, this method defines a new criterion for Fisher discriminate analysis. Since the new criterion requires less computation and memory space, it is much faster and more suitable for online processing in stream data environment. It can overcome the problem of singular within-class scatter matrix in traditional FDA. Our algorithm speeds up the mining process while maintaining the high classification accuracy and capturing the up-todate trends in the stream. Experiments on real and synthetic data sets show that our algorithm can improve the classification accuracy and speed for stream data classification.
I. INTRODUCTION
Advances in data storage technology have led to the ability to store the data for real-time transactions. Such processes lead to data which often grow without limit and are referred to as data streams. Examples of such data stream include network event log, financial data, credit card transactional flows, etc. Unlike traditional data sets, stream data flow in and out of a computer system continuously and with varying update rates. They are temporally ordered, fast changing, massive and potentially infinite. Researches on data stream mining mainly focus on modeling [1] , query [2, 3] , regression [4] , clustering [5] [6] [7] and classification [8] [9] [10] [11] [12] [13] .
Classification is an important stream data mining task. The main thrust on data stream mining in the context of classification has been that of one-pass mining. In reality, the nature of the underlying changes in the data stream can impose considerable challenges.
The classification problem of data stream is defined as follows: assuming that a data stream consists of sequence of data records, r 1 , r 2, …, r n, where n could be an arbitrarily large integer. Each data record consists of a set of attributes. Let A={A 1 , A 2 , …, A d } be a set of d attributes each of which may be symbolic or numeric. A data record takes the form of r=(a 1 , a 2 ,…, a d , y) where a j is the value of attribute A j , while y is a discrete class label of r . The goal of stream data classification is to build a classifier based on stream data in order to predict the class label of unknown, coming records with high accuracy. For example, a 1 , a 2 ,…, a d could be a description of a man's health indexes, and y the decision whether the man has diabetes or not. In data stream, it is impossible to use conventional classification algorithms because of its high volume and concept drifts which is the problem that the underlaying process behind the stream data may not be static, i.e., it may change over time. It is infeasible to store and process the entire data stream in memory and it is insufficient to build a static model to classify the entire data.
In recent years, classification in the context of data stream has been an active research area. Several online learning methods [8] [9] [10] have been proposed for the classification of stream data. They are one-pass incremental learning methods, continuously incorporating new data when they arrive and revise the model. While some of these methods are sensitive to the order of coming data, some models constructed can not balance between accuracy and efficiency, they relay on some costly updating procedures, others do not consider the underlying concept drift.
Several incremental PCA methods [14] [15] [16] have been proposed, which use principal components analysis (PCA) for online classification. However, PCA is essentially a technique commonly used for dimensionality reduction. This method chooses dimensionality reducing linear projection that maximizes the scatter of all projected samples. The disadvantage of the approach [17] is that the scatter being maximized is due not only to the betweenclass scatter that is useful for classification, but also to the within-class scatter that for classification proposes, is unnecessary information.
An ILDA [12] method uses incremental Fisher discriminate analysis for constructing classifiers on data stream. The method provides two computational approaches: sequential ILDA and Chunk ILDA. However, both of them only produce a single model to represent the entire data stream. It is less effective when the present data have different distribution from historical data. The model built on the entire data stream is not accurate for classifying recent data generated from different concept. In this case, it is reasonable that the model built on a certain amount of recent data. Another problem is that it does not consider the phenomena that the within-class scatter matrix may singular, and traditional Fisher discriminate analysis is not applicable in this case.
In this paper, we propose an improved Fisher discriminate analysis for classifying data stream. We assume that the model construction and testing process are simultaneous which is often the case in real applications when some data are labeled while others not. We continuously learn models that capture the up-to-data model within a sliding window. We use an improved Fisher discriminate analysis to seek directions for efficient discrimination. It works efficiently when the within-class is singular and is more suitable in streaming environment.
The remainder of the paper is organized as follows. In Section 2, we give a brief overview of Fisher discriminate analysis. The method of improved Fisher discriminate analysis is presented in Section 3. Section 4 proposes a method to classify the stream data on a sliding window and describe the framework of our algorithm DFDA. Experimental results are shown and analyzed in Section 5, and Section 6 concludes the paper.
II. FISHER DISCRIMINATE ANALYSIS
Fisher discriminate analysis (FDA) [18, 19] is a linear methods for dimensionality reduction, it searches for those vectors in the underlying space that best discriminate among classes. It tries to shape the scatter in order to make it more reliable for classification.
Let us consider a set of n samples in G classes, its total-class scatter matrix s t =[t ij ] is defined as
Here,
is the kth data of class g,
is the mean of all classes. For S t, its element t ij can be calculated by:
The between-class scatter matrix
where
. Its element b ij can be calculated by:
The within-class scatter matrix s w =[w ij ] is defined by
Its element w ij can be calculated by:
The scatter matrices have the relationship 
T n e , denote Proof:
(1) 
It can be easily be seen that the optimal vector 
Q.E.D.
According to Lemma 3, we just compute the eigenvectors of matrix ( ) b w s s when using criterion (5) to replace (4) to avoid matrix inversion and the problem of singular s w matrix. Noticing that Traditional classification methods work in a batch mode, it constructs models over the entire datasets. But for stream data classifying, where data are coming continuously and is potentially infinite, it is impossible to build a model on the entire data stream due to the time and space limitation. Besides, it is incorrect to assume that the classes of the data is stationary, but in fact the number of the total classes is changing over time. Along with the new data coming continuously, some classes may disappear while some new classes emerge. So it is insufficient to build a static model to classify the entire data due to the presence of concept drifts. For example, the economic condition may change abruptly, and the weather condition may vary rapidly. A new class which has not been observed in the entire history of the stream may suddenly emerge because of the changes in the underlying process which generates the stream. In such a case, if the model learned from the evolving data stream which generated by a series of concepts, the inaccurate results could be obtained. Therefore, it is not desirable to treat the data stream as a long sequence of static data since we are interested in the most recent classification feature of the data stream. In such a case it may be advantageous to use a smaller and more recent portion of the stream for classification process.
Our approach is to repeatedly apply modified Fisher discriminate analysis to a sliding window of N examples. Sliding window is a noticeable technique in mining data stream. This technique involves using recent data from the data stream rather than considering the entire data stream. When new data is continuously streaming in and the older data is expired concurrently, new examples are inserted into the beginning of the sliding window, and corresponding old examples are removed from the end. Then a new model using modified Fisher discriminate analysis is built in the current sliding window. The model learned can reflect current concept. The sliding window size relies on the rate of concept drift. We do not construct a model when every new datum arrives, but at the rate of l, which is the size of a basic window. This means, the algorithm builds a new sliding window for every l new coming data. The process of classifying stream data over sliding window is depicted in Fig. 1 . In our algorithm, we only store matrix D. Assuming each sliding window consists of m basic windows, the algorithm only store information of the newest N=m*l data. Therefore D is an n*N matrix.
The outline of our algorithm is as follows: The initialization phase is implemented as an offline process at the beginning of the data stream processing. In this phase, the initial D and E matrices are constructed and initial model M is created.
Once the updated model M is created, the unlabelled data within the same sliding window can be classified, and the changing tendency of each class can be predicted. .
. EXPERIMENTAL RESULT We conducted a series of experiments to compare the efficiency and accuracy of our algorithm with that of incremental PCA and traditional Fisher discriminate analysis for classifying stream data. We test our algorithm on both synthetic and real datasets. All the experiments were conducted on a PC with Windows XP professional operating system.
A. Testing data
In the experiments, the real datasets used are selected from the UCI Machine Learning Repository at http://www.ics.uci.edu/mlearn/MLRepository.html. We choose five standard datasets, each of which has its features 100% of continuous values and no missing value. Assuming the data comes in a time series manner in the test.
We also use synthetic datasets in the experiments. Those data were generated randomly in the range from 100k to 1000k, the number of classes is from 10 to 40, and the dimensionality is in the range of 10 to 50. The data elements of the same dimension in each class follow a Gaussian distribution.
B. Accuracy study
We carried out our experiment on five UCI datasets to test the recognition rate. Fig. 2 shows the classification results on Iris dataset under different sliding window size. 2(a) is the original distribution of Iris data by the first two dimensions. 2(b) and 2(c) denote the classification results by our algorithm DFDA when the sliding window size are 90 and 150 respectively. 2(d) demonstrates IPCA algorithm on Iris dataset when the sliding window size are 90. As we can see from 2(b) and 2(d), our algorithm DFDA can achieve higher classification accuracy than IPCA. Table 1 shows the comparison of classification accuracy of DFDA, FDA, and IPCA on five UCI datasets (Cancer, Iris, Liver, Glass, Wine). We use a leave-oneout cross-validation policy to evaluate the classification accuracy. As shown in table 1, the recognition rate of our algorithm DFDA is exactly the same as the standard FDA, but is higher than that of IPCA.
C. Efficiency and Scalability test
In streaming environment, the processing rate is important for online analysis. In order to test the efficiency and scalability of our algorithm, we conduct experiments on synthetic stream data and compare its performance with that of traditional FDA. Fig. 3 shows comparison of the processing speed of our DFDA with that of traditional FDA. It can easily be seen from the figure that our algorithm DFDA can process about 400 data per second at different time, while traditional FDA processes only about 350 data. This is because in our algorithm, the optimal projection w is computed by maximizing the difference of between-class scatter matrix and within-class scatter matrix. But in FDA, obtaining projection w requires operations of matrix inversion and matrix multiplication which consume large amount of computation time. Therefore computation expense of traditional FDA is much higher than that of DFDA which is more suitable in streaming environment. Fig. 4 compares the scalability of DFDA with that of traditional FDA. We test the algorithms on data sets with different dimensionalities to compare their computation times. The dimensionality varies from 10 to 50. From the figure we can see that although for both algorithms, the computational time grows as dimensionality increases, our algorithm has a better linear scalability than traditional FDA.
. CONCLUSION A modified Fisher discriminate analysis method for classifying stream data is presented. To satisfy the realtime demand in classifying stream data, this method defines a new criterion for Fisher discriminate analysis. Since the new criterion requires less computation and memory space, it is much faster and more suitable for online processing in stream data environment. It can overcome the problem of singular within-class scatter matrix in traditional FDA. Our algorithm speeds up the mining process while maintaining the high classification accuracy and capturing the up-to-date trends in the stream. Experiments on real and synthetic data sets show that our algorithm can improve the classification accuracy and speed for stream data classification.
