This paper investigates two variants of the well-known Covariance Matrix Adaptation Evolution Strategy (CMA-ES). Active covariance matrix adaptation allows for negative weights in the covariance matrix update rule such that "bad" steps are (actively) taken into account when updating the covariance matrix of the sample distribution. On the other hand, mirrored mutations via selective mirroring also take the "bad" steps into account. In this case, they are first evaluated when taken in the opposite direction (mirrored) and then considered for regular selection. In this study, we investigate the difference between the performance of the two variants empirically on the noiseless BBOB testbed. The CMA-ES with selectively mirrored mutations only outperforms the active CMA-ES on the sphere function while the active variant statistically significantly outperforms mirrored mutations on 10 of 24 functions in several dimensions.
INTRODUCTION
The covariance matrix adaptation evolution strategy (CMA-ES) is considered as a standard method for stochastic optimization in continuous domain. More recently, mirrored Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO'12 Companion, July 7-11, 2012 , Philadelphia, PA, USA. Copyright 2012 ACM 978-1-4503-1178-6/12/07 ...$10.00. mutations for evolution strategies have been introduced and theoretically investigated in a number of papers [4, 1, 2] . In evolution strategies with weighted recombination and only positive recombination weights, mirrored mutations can improve the possible progress rate on the sphere function by about 56% [2] . Carefully implemented, mirrored mutations retain unbiasedness. In this paper, we use these mirrored mutations with CMA-ES and compare the performance with active covariance matrix adaptation [9] . The latter is also based on the idea to use bad examples, but in the context of covariance matrix adaptation. Active CMA-ES has shown to consistently outperform the standard CMA-ES variant on the BBOB testbed [8] . In this paper, both algorithms are compared using restarts with increasing population size (IPOP-CMA-ES, [3] ).
THE CONSIDERED ALGORITHM VARI-ANTS
Mirrored mutations together with selective mirroring has been implemented according to [2] into the CMA-ES. In particular, selective mirroring with λm = 0.5 + 0.159λ iid is used together with the standard recombination weights [2] . We denote the corresponding algorithm by CMAm.
Active covariance matrix adaptation [9] has been implemented as in [8] . This algorithm will be referred to as CMAa. As a baseline algorithm, we also show results for the IPOP-CMA-ES that does neither use the active covariance matrix adaptation nor mirrored mutations. All three algorithms use the same parameter settings that are slightly different from those in [8] . They were restarted up to 9 times with the population size doubling each time and up to the maximal number of overall function evaluations of 2 · 10 5 · D with D the problem dimension. For the experiments, we used version 3.54.beta.mirrors of the MAT-LAB implementation which can be downloaded from http: //canadafrance.gforge.inria.fr/mirroring/.
TIMING EXPERIMENTS
In order to see the dependency of the algorithms on the problem dimension, the requested BBOB'2012 timing experiment has been performed for the original IPOP-CMA-ES and the variants CMAm with mirrored mutations and CMAa with active covariance matrix adaptation on an Intel Core2 Duo T9600 laptop with 2.80GHz, 4.0GB of RAM, and 
RESULTS
Results from experiments according to [6] on the benchmark functions given in [5, 7] are presented in Figures 1, 2 and 3 and in Tables 1 and 2 . The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [6, 10] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 as in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
A significant improvement due to mirrored mutations can be observed on the sphere function only. Mirrored mutations speed up CMA-ES by about 35% in this case. Otherwise, no statistically significant effect of mirrored mutations is observed within the given experimental setup. In particular, mirrored mutations also do not lead to a failure where the original algorithm succeeds. As observed already before, active CMA-ES improves the performance on many ill-conditioned unimodal problems, usually also by less than a factor of two. (4) 16 (4) 17 (4) 20 (3) 22 (3) 23 (2) 15/15 mir 13 (5) 16 (4) 17 (4) 19 (2) 20 (1) (1) 13 (1) 19 (1) 32 (2) 43 (2) 56 (2) (5) 40 (6) 43 (3) 45 (3) 47 (1) 48 (1) 15/15 mir 34 (6) 39 (6) 42 (5) 45 (2) 47 (2) 48 (2) 
