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INTRODUCTION 
X-ray computed tomography (CT) has become an important non-destructive evaluation 
technique. CT contributes to a wide range of nondestructive evaluation (NDE) applications 
[1]. These include typical NDE applications (e.g., defect detection and quality control), 
more advanced NDE applications (e.g., process development and model verification), and 
the more recent application of CT -based metrology (e.g., geometric inspection and reverse 
engineering). In the traditional applications of CT, the user is concerned with defect 
sensitivity, which is a combination of spatial resolution, contrast sensitivity and slice 
thickness [2]. For CT-based metrology, the term "defect sensitivity" has little meaning; 
dimensional accuracy of the system becomes paramount. 
This paper examines the effects of CT system spatial resolution and contrast sensitivity 
on dimensional accuracy. A cylindrical, aluminum test specimen with simple geometric 
shapes and patterns of known geometry was designed and manufactured. CT imagery were 
acquired using the LAMIDE CT system at Wright-Patterson Air Force Base. The system 
allowed variability in spatial resolution and contrast sensitivity through the adjustment of 
apertures and integration time. Dimensional data generated from the CT imagery were 
compared with system performance characteristics obtained according to ASTM E 1695, 
"Standard Test Method for Measurement of Computed Tomography System Performance." 
Results were also compared with dimensional analyses of the test specimen from standard 
measurement practices. 
Computed Tomography 
X-ray computed tomography has been called one of the 10 most significant technological 
achievements in the last 25 years. Indeed, CT has revolutionized medical diagnostics. It has 
also made important contributions in the field of nondestructive evaluation of industrial 
components and materials. CT has proven to be an excellent tool in the identification and 
location of internal features in complex objects. Figure 1 illustrates the difference between 
computed tomography and radiography. Radiographic methods contend with superposition 
of information in the final image. With three-dimensional object information compressed 
into a two-dimensional radiograph, features cannot be spatially located. CT overcomes this 
limitation by producing clear two-dimensional images of slices or planes through the object. 
With CT, the X-ray beam is collimated into a thin slice and the object is rotated over 1800 
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Figure 1. Illustration of computed tomography and radiography. 
while a linear X-ray detector records the X-ray attenuation. This data is then processed with 
a computer to produce a CT image. A CT image is a map of the linear X -ray attenuation 
coefficient in the plane of the image. The linear attenuation coefficient can be related to 
physical density, hence producing a 2-D density map for each CT slice [3]. 
Wright LaboratOlylMaterials Directorate Computed Tomography Research Facility 
CT data included in this paper were acquired using the LAMJDE CT system installed at 
the Wright LaboratorylMaterials Directorate located at Wright-Patterson Air Force Base, 
OH. ARACOR has held a close working relationship with Wright Laboratory, developing 
both CT systems and providing research expertise through an on-site contract. 
LAMJDE is a medium resolution scanner capable of CT, digital radiography, 
laminography, and dual-energy imaging. This system allows inspection of components with 
physical dimensions of 770 mm (30 in.) in diameter, 400 mm (16 in.) in height and up to 
250 lb. (115 kg). The radiation source is a Seifert 420 kV X-ray tube. Typical CT scan 
times for the system range from 15 to 30 minutes with a typical resolution of about 0.6 rum 
(25 mils). The LAMJDE scanner was developed under funding from the Air Force Wright 
Laboratory and has been operational since 1987. 
The LAMIDE detector package incorporates a slice thickness aperture that varies from 
1.2 to 15.0 mm and resolution apertures that vary from 0.5 to 4.5 mm. This allows 
configuration of the system for a broad range of target contrast sensitivities and spatial 
resolutions. 
BACKGROUND 
CT-Assisted Reverse Engineering 
CT -assisted reverse engineering is the process of generating computer-aided design 
(CAD) files from the CT data of an existing object [4]. Modem manufacturing techniques, 
such as numerically-controlled (NC) machining and rapid prototyping, require CAD files. 
Therefore, it is becoming essential to have CAD descriptions of parts for manufacturing. 
There are many cases where 3-D CAD files are not available (e.g., the manufacturing of 
replacement parts, revising the existing design of older parts, producing CAD models of 
sculpted parts, linking with engineering analysis software, and updating CAD designs to 
reflect the actual manufactured parts). CT-assisted reverse engineering can generate accurate 
3-D CAD files to meet these needs. Understanding the relationship between system 
performance and dimensional accuracy is the focus of this paper. 
CT System Performance Measurement 
Generally, CT system performance is a combination of three key factors : spatial 
resolution, contrast sensitivity, and slice thickness. Spatial resolution is the ability to image 
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fine structural detail. Contrast sensitivity is the ability to distinguish features in the object. 
The slice thickness establishes the depth dimension for voxel elements in the image and the 
out-of-plane spatial resolution. Variations in any of these key factors will affect the 
dimensional accuracy of cr data. Spatial resolution can vary with sampling interval, spatial 
accuracy of the samples, and effective beam width. The beam width is commonly modified 
through the application of resolution (or in-plane) apertures. The resolution aperture setting 
together with the slice thickness establish the total aperture area. The aperture area is related 
to the contrast sensitivity; a larger area allows greater photon flux and thus, improved 
contrast sensitivity. Changing the integration time will have a similar effect on contrast 
sensitivity without altering the in-plane or out-of-plane resolution. 
Many methods of measuring system performance have been applied since the 
introduction of computed tomography. Most of these methods have been or should be 
discarded. For example, CT spatial resolution was typically measured by methods that 
employed point objects (e.g., pins or cylindrical holes) or line objects (e.g., wires or 
alternating plates). The method of choice became the grid phantom with its alternating plates 
of high contrast and low contrast materials. Unfortunately, this method of measuring spatial 
resolution has serious disadvantages. Stanley demonstrated that spatial aliasing, beam 
hardening, and the choice of plate material can lead to erroneous measures of the spatial 
resolution when using a grid phantom [5]. Spatial aliasing, in one case, caused a measured 
spatial resolution twice that of the true value. 
Standard test methods for measuring system performance have been adopted by the 
American Society for Testing and Materials (ASTM) [6]. The ASTM methods are based on 
quantitative analytical measurements from the CT image of a uniform disk. Some advantages 
to this approach in the measurement of spatial resolution were suggested by Stanley. For 
example, the cutoff frequency, the parameter of most interest from a practical point of view, 
can be readily determined with the ASTM method. The cutoff frequency is the hardest 
parameter to measure with the grid phantom method. The ASTM method was also shown to 
be highly sensitive to various reconstruction kernels (e.g., mid-frequency enhancement 
commonly used in medical scanners), detector crosstalk, undersampling and the clipping of 
nonphysical (i.e., negative) CT numbers. At the same time the ASTM method is highly 
immune to beam hardening. 
ME1HODOLOGY 
Test Object 
A test object was designed to measure dimensional accuracy of CT image data. It is a 
6-inch-diameter cylinder of aluminum with simple geometric cut-outs of curves, circles, 
squares and triangles (see Figure 2). These simple shapes allow measurement of radii, 
centers, areas, wall thickness, etc. The test object was manufactured with strong vertical 
symmetry to allow CT examinations with different slice thicknesses. 
Figure 2. Sketch of reverse engineering test object. 
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Figure 3. Photograph of reverse engineering test object and aluminum cylinder. 
The test object was examined under varying system configurations comprising two 
distinct scan series. The first series consists of CT images with constant contrast sensitivity 
and varied spatial resolution. This was accomplished by varying the resolution and slice 
thickness apertures together such that a constant aperture area was maintained. This allows 
the x-ray photon flux to remain essentially constant while the spatial resolution of the system 
varies. The constant photon flux results in consistent contrast sensitivity. The second series 
of scans was conducted with a constant resolution aperture setting and varying slice 
thickness apertures. This allows the spatial resolution of the system to remain constant while 
the x-ray photon flux (and thus the contrast sensitivity) vary. 
To measure the system performance under the varying conditions, standard test 
methods developed by ASTM were employed [6]. A uniform 6-inch aluminum cylinder was 
scanned using identical system parameters to those used in the inspection of the 6-inch 
aluminum test object. The test object and aluminum cylinder are shown in Figure 3. The 
aluminum cylinder images were used to generate curves representing the spatial resolution 
and contrast sensitivity for each of the system configurations. The performance curves were 
used as a basis for a comparative analysis of CT-system performance versus geometric 
accuracy. 
CT-Based Metrolo~ 
Contour data sets were extracted from the CT images using ARCHIMEDESTM, a 
reverse engineering software package produced by ARACOR. The contour data sets locate 
the edge of the object with sub-pixel accuracy. The data was exported in a standard CAD 
format (DXF) and imported into Surfacer™ from lmageware. At this point, any feature of 
interest can be easily measured. For this study, the circles shown in Figure 4 were 
characterized. The other features in the test object were ignored because physical 
measurements of these features were difficult to obtain. Circles were fit to each of the 
contours. Of course, the contour data is not exact; statistics on the deviation from the ideal 
circle were maintained. 
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Figure 4, Circular features in the test object were designed with the listed radii, 
RESULTS 
Performance Measurements 
The contrast sensitivity and the spatial resolution were monitored for the two scan 
series. Each series consisted of six CT scans. For the constant noise series, the a~erture area 
(i.e., the slice thickness times the resolution aperture) was maintained at 5.4 mm . For the 
constant spatial resolution series, the resolution aperture was set at 0.5 mm while the slice 
thickness varied from 1.2 mm to 10.8 mm. An additional scan with half the integration time 
and a slice thickness of 1,2 mm was included in the constant spatial resolution series. 
The intent of the two series was to hold one of the parameters constant while varying 
the other. The system performance results appear in Table 1. The performance functions 
were compared at single points for ease of tabulation. The contrast sensitivity is represented 
by the percent noise (as defined by ASTM) in a 0.2 mm feature. The spatial resolution is 
represented by a point on the modulation transfer function, or MTF. The 10% modulation 
value is shown in Table 1 in line pairs per millimeter (lp/mm). Table 1 shows that the goal of 
the two scan series was achieved. For each series, one of the critical performance parameters 
varies only slightly while the other varies considerably more. Note that the ASTM 
performance measurement techniques allow precise quantification of system performance. 
Radius Measurements 
The radius of the reverse engineering test object and the radius of each hole shown in 
Figure 4 were measured from the CT data. These measurements were compared with 
physical measurements of the same features. The accuracy of the physical measurements is 
not clearly defined. However, it is known that the technique used to measure hole 12 is 
generally less accurate than the technique used to measure the other features. 
It should be noted that CT -based measurement typically includes a measurement 
standard to dimensionally calibrate the system. For this study, a measurement standard was 
intentionally not used. Thus, the errors (i.e" variation from the physical measurements) do 
not have a zero mean. Calibration of the system would remove the measurement bias. 
Table 1. Statistical analysis of noise and modulation transfer function measurements. 
Constant Contrast Sensitivity Series Constant Spatial Resolution Series 
Noise C%) MTF Op/mm) Noise C%) MTF Op/mm) 
Max 3,66 0.79 Max 26.49 0 ,82 
Min 2.73 0.51 Min 2.73 0.78 
Ave 3,27 0,66 Ave 10.06 0.81 
StdDev 0.31 0.12 Std Dev 8.78 0.02 
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Figure 5. Error in radius measurements as a function of spatial resolution. 
Comparing the radius measurements from the six CT scans of the constant contrast 
sensitivity series shows how measurement accuracy depends on spatial resolution. This is 
illustrated in Figure 5. The errors tend to decrease as spatial resolution improves. The errors 
corresponding to the best spatial resolution show a slight increase. This is thought to be due 
to the large slice thickness aperture setting forthese scans (10.8 mm). lithe vertical 
symmetry of the test object is imperfect, larger inspection thicknesses would introduce 
errors. This could be verified by reducing the slice thickness and increasing the integration 
time to achieve the same contrast sensitivity for the given resolution aperture. 
Figure 6 illustrates the relationship between contrast sensitivity and measurement 
accuracy. These data were collected from the six scans of the constant spatial resolution 
series. For image noise up to 5 percent, the errors for each circle are consistent. For higher 
levels of noise, the errors change quickly. This would indicate that image noise greater than 
about 5 percent should be avoided for dimensional measurement applications. It appears in 
Figure 6 that the measurement accuracy improves for some features as the noise increases. 
This is not the case. Remember that the system was not calibrated for dimensional accuracy. 
The errors do not have a zero mean. The divergence of the measurements with increased 
noise would suggest increasing error (i.e., more negative) with dimensional calibration. 
The error in the radius measurements (Figures 5 and 6) is greatest for circle 12. The 
physical measurement of circle 12 required a different technique than was used to measure 
the other features. This could be the cause of the greater error. The increased error could 
also be due to the smaller hole diameter. However, there is no observed trend relating hole 
size to error for the other features. Additional study with smaller diameter holes using a 
consistent physical measurement technique would be useful. 
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Figure 6. Error in radius measurements as a function of contrast sensitivity. 
Quality of Fit 
To calculate the radius measurements, idealized circles were fit to the circular contours 
generated from the CT images. An interesting figure of merit for this process is the quality 
of the curve fit. This can be calculated by measuring the distance of each contour point from 
the corresponding position on the ideal circle. Table 2 lists the maximum, average and 
standard deviation of these measurements for circle 10 from the constant contrast sensitivity 
series. Figure 7 shows a graph of the average deviation for each of the circles in the constant 
contrast sensitivity series. The average deviation changes very little as the spatial resolution 
increases. This indicates that spatial resolution has only a small effect on dimensional 
accuracy, at least over the range of spatial resolutions available for this study. Figure 8 
shows the average deviation for the constant spatial resolution series. Again we see that 
noise levels greater than about 5 percent have a dramatic effect on the dimensional accuracy 
of the CT data. 
Table 2. Quality of fit measurements for circle 10. 
Image 
I 
2 
3 
4 
5 
6 
Radius 
12.668 
12.674 
12.672 
12.663 
12.662 
12.679 
Maximum 
0.089 
0.082 
0.098 
0.084 
0.096 
0.083 
Average 
0.020 
0.019 
0.021 
0.023 
0.026 
0.021 
St. Dev. 
0.Q15 
0.014 
0.016 
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Figure 7. Average contour point deviation as a function of spatial resolution. 
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Figure 8. Average contour point deviation as a function of contrast sensitivity. 
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CONCLUSIONS 
This study has shown that CT -based dimensional measurement can provide accurate 
dimensional data. Errors in the radius measurements ranged from 0.014 mm (0.0006 in.) 
for the hole with a 3.175 mm (0.125 in.) radius, to 0.099 mm (0.0039 in.) for the hole with 
a 1.575 mm (0.062 in.) radius. This level of accuracy was achieved even with noise greater 
than 25 percent and without the use of a measurement standard. Physical measurement of 
the reverse engineering phantom (which included measurement of only some of the features) 
required far more time than twelve complete CT -based characterizations. Thus, CT -based 
metrology is both fast and accurate. 
Accuracy in the dimensional data was found to increase slightly with improved spatial 
resolution. The study included only a narrow range of spatial resolutions. Repeating the 
study over a broader range would be useful. Contrast sensitivity was found to have a 
significant impact on the dimensional accuracy of the data. Noise levels greater than about 5 
percent should be avoided. 
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