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NEW ESTIMATES FOR THE HARDY CONSTANTS OF MULTIPOLAR
SCHRO¨DINGER OPERATORS
CRISTIAN CAZACU 1,2
Abstract. In this paper we study the optimization problem
µ⋆(Ω) := inf
u∈D1,2(Ω)
∫
Ω
|∇u|2 dx∫
Ω V u
2 dx
in a suitable functional space D1,2(Ω). Here, V is the multi-singular potential given by
V :=
∑
1≤i<j≤n
|ai − aj |2
|x− ai|2|x− aj |2
and all the singular poles a1, . . . , an, n ≥ 2, arise either in the interior or at the boundary
of a smooth open domain Ω ⊂ RN , with N ≥ 3 or N ≥ 2, respectively.
For a bounded domain Ω containing all the singularities in the interior, we prove that
µ⋆(Ω) > µ⋆(RN ) when n ≥ 3 and µ⋆(Ω) = µ⋆(RN ) when n = 2 (It is known from [10]
that µ⋆(RN ) = (N − 2)2/n2).
In the situation when all the poles are located on the boundary we show that µ⋆(Ω) =
N2/n2 if Ω is either a ball, the exterior of a ball or a half-space. Our results do not depend
on the distances between the poles. In addition, in the case of boundary singularities we
obtain that µ⋆(Ω) is attained in H10 (Ω) when Ω is a ball and n ≥ 3. Besides, µ
⋆(Ω) is
attained in D1,2(Ω) when Ω is the exterior of a ball with N ≥ 3 and n ≥ 3 whereas in the
case of a half-space µ⋆(Ω) is attained in D1,2(Ω) when n ≥ 3.
We also analyze the critical constants in the so-called weak Hardy inequality which
characterizes the range of µ′s ensuring the existence of a lower bound for the spectrum
of the Schro¨dinger operator −∆ − µV . In the context of both interior and boundary
singularities we show that the critical constants in the weak Hardy inequality are (N −
2)2/(4n− 4) and N2/(4n− 4), respectively.
Keywords: Hardy inequality, multi-singular potentials, optimal constants, existence of
minimizers.
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1. Introduction
In this paper we are dealing with the multi-singular inverse-square potential
V =
∑
1≤i<j≤n
|ai − aj|
2
|x− ai|2|x− aj |2
, n ≥ 2,
with the singular poles a1, . . . , an (ai 6= aj for any i 6= j). We consider two extremal
situations concerning the location of the singularities: all the poles a1, . . . , an are located
either in the interior or on the boundary of an open smooth domain Ω ⊂ RN , N ≥ 2. In
the case of interior singularities we assume the dimension restriction N ≥ 3 (below we give
a motivation to this fact).
For such V we consider multipolar Schro¨dinger operators of the form
(1.1) Lµ := −∆− µV, µ > 0,
in which a positive potential is subtracted making the operator Lµ less positive than the
Laplace operator −∆.
We are interested to investigate the range of parameters µ′s for which Lµ is still non-
negative, i.e. the operator inequality Lµ ≥ 0 is verified in L
2-quadratic forms. This issue
is equivalent to the study of the Hardy inequality
(1.2)
∫
Ω
|∇u|2 dx ≥ µ
∫
Ω
V u2 dx, ∀u ∈ C∞0 (Ω).
The classical Hardy inequality involves a one singular inverse-square potential and it asserts
that (see e.g. [21]) for an interior pole ai ∈ Ω it holds
(1.3)
∫
Ω
|∇u|2 dx ≥ λ
∫
Ω
u2
|x− ai|2
dx, ∀u ∈ C∞0 (Ω),
if and only if λ ≤ λ⋆ := (N − 2)2/4.
Formally, inequality (1.3) is trivially true for λ = λ⋆ when N = 2. However, in this case
it occurs that (1.3) is not well-posed because the potential term on the right hand side may
not be integrable. Indeed, for an interior pole ai ∈ Ω and a given function u ∈ C
∞
0 (Ω) such
that u(ai) = 1 then u
2/|x−ai|
2 is not locally integrable unless N > 2. Similar integrability
properties are valid for the potential term V u2 in (1.2) since limx→ai V |x− ai|
2 is finite, so
both potentials V and 1/|x− ai|
2 are comparable near each singularity ai.
For these reasons, when dealing with interior singularities it is correct to study (1.2) in
higher dimensions N ≥ 3. Otherwise, if the poles arise at the boundary, the potential term
in (1.2) makes sense for any N ≥ 2. This latter fact is motivated by an improved version
of (1.3) which is true when the singularity ai is located on the boundary of Ω. In this case,
up to L2-reminder terms, (1.3) holds in the new range of parameters λ ≤ N2/4 (see e.g.
[15]).
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The main goal of this paper is to study the optimal constant of the Hardy inequality
(1.2) which is defined through the optimization problem
(1.4) µ⋆(Ω; a1, . . . , an) := inf
u∈D1,2(Ω)
∫
Ω
|∇u|2 dx∫
Ω
V u2 dx
.
When there is no risk of confusion, we will write µ⋆(Ω) instead of µ⋆(Ω; a1, . . . , an).
Here, the functional space D1,2(Ω) is defined naturally as the completion of C∞0 (Ω) with
respect to the norm
(1.5) ‖u‖ =
∫
Ω
|∇u|2 dx.
Clearly, D1,2(Ω) = H10 (Ω) if Ω is a domain for which the Poincare´ inequality is verified (such
as bounded domains) otherwise, D1,2(Ω) ) H10 (Ω). Working in D
1,2(Ω) is determinant
when studying the attainability of µ⋆(Ω) since the proper space where we have to look for
minimizers in (1.4) is precisely D1,2(Ω).
Besides, in the present article we also analyze the range of parameters µ′s that ensures
the existence of a lower bound for the spectrum of the operator Lµ with Dirichlet boundary
conditions (denoted by LDµ ). Namely, in the spirit of Davies [11] and Brezis-Marcus [5], we
are seeking for those µ′s for which there exists a finite constant cµ ∈ R (which might also
be negative) such that LDµ ≥ cµ. This is equivalent to the following Hardy-type inequality:
(1.6)
∫
Ω
|∇u|2 dx− µ
∫
Ω
V u2 dx ≥ cµ
∫
Ω
u2 dx, ∀u ∈ C∞0 (Ω).
For any fixed µ > 0 let c⋆µ to be the supremum of all constants cµ ∈ R satisfying (1.6). If
c⋆µ < 0 then (1.6) is the so-called weak Hardy inequality. In view of these, let us also define
the weak Hardy constant for inequality (1.6), that is
(1.7) µ⋆ω(Ω) := sup{µ > 0 | ∃ cµ ∈ R satisfying (1.6)}.
Since the definition of µ⋆(Ω) in (1.4) is more restrictive, it is not difficult to observe that
µ⋆(Ω) is smaller than or equal to the weak Hardy constant µ⋆ω(Ω) in (1.7).
Our interest in optimal Hardy constants is particularly motivated by the previous related
results in Bosi-Dolbeault-Esteban [4] and Zuazua and myself in [10]. First it was shown in
[4] that, in the whole space RN , N ≥ 3, it is true that
LDµ > 0, ∀µ ≤
(N − 2)2
4n2
,
and the location of the singular poles does not matter. More precisely, the authors in [4]
proved that∫
RN
|∇u|2 dx ≥
(N − 2)2
4n2
∫
RN
V u2 dx
+
(N − 2)2
4n
n∑
i=1
∫
RN
u2
|x− ai|2
dx, ∀u ∈ C∞0 (R
N),(1.8)
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for any fixed configuration a1, . . . , an ∈ R
N , with ai 6= aj for i 6= j. It occurs that the
constant (N − 2)2/(4n2) in (1.8) is not optimal in the sense of (1.4). More precisely, we
proved in [10] the improved Hardy inequality
(1.9)
∫
RN
|∇u|2 dx ≥
(N − 2)2
n2
∫
RN
V u2 dx, ∀u ∈ C∞0 (R
N),
with the optimal constant
(1.10) µ⋆(RN) =
(N − 2)2
n2
.
Moreover, µ⋆(RN) is not attained in D1,2(Ω).
The Hardy-type inequalities have been intensively studied in the literature. In particular,
they play a crucial influence to the spectral properties of singular Hamiltonian operators
which arise in mathematical physics or quantum mechanics (cf. Davies [12], Laptev et al.
[3], [23], Krejcˇiˇr´ık-Zuazua [22], Brezis-Vazquez [6], Pinchover et al. [25], [14], Fefferman
[17], etc.). In connection with single poles we also mention for instance papers such as
[7, 8, 13, 16] and references therein. For Hamiltonians with multipolar potentials we refer
to the papers by Bosi et al. [4], Terracini et al. [20], [18], [19] and the references therein.
In particular, important remarks, comparisons and applications of such Hamiltonians were
emphasized in more details in the Introduction of [10].
Useful notations. Before entering into details let us fix some useful notations and notions.
We designate by Γ the boundary of Ω. As usual, we denote by Br(x0) the ball of radius
r > 0 centered at a point x0 ∈ R
N , and by Bcr(x0) the exterior of Br(x0). The upper
half-space in RN is defined by the set
RN+ := {x = (x1, . . . , xN) ∈ R
N | xN > 0}
which is supported by the hyperplane xN = 0. In a more general sense, a half-space in R
N
can be defined as a support of an affine hyperplane of the form α1x1+ . . .+αNxN = b, with
fixed constants αi, b ∈ R, i ∈ {1, . . . , N}. For simplicity, in this paper we will only refer
to RN+ . However, our next results obtained for R
N
+ could also be extended to any general
half-space. Besides, we will make use of the notations
d := min
i,j∈{1,...,n}
|ai − aj |, dΓ := min
i∈{1,...,n}
ρ(ai), M := min{d, dΓ},
where ρ(x) = infy∈Γ |x− y| denotes the distance function to the boundary.
Throughout the paper we will also consider the parameter ε > 0 to be small enough
since it will be aimed to tend to zero.
Main results. In this paper we extend and improve the previous results shown in [10].
In the case of interior singularities we obtain the following unexpected results for µ⋆(Ω).
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Theorem 1.1. Assume that Ω ⊂ RN , N ≥ 3, is an open bounded domain such that
a1, . . . , an ∈ Ω, n ≥ 2. We assert that
(1.11)


µ⋆(Ω) = (N−2)
2
n2
, if n = 2,
(N−2)2
n2
< µ⋆(Ω) ≤ (N−2)
2
4n−4
, if n ≥ 3.
Moreover, if n = 2 then (1.11) is verified in any open domain Ω (not necessary bounded).
Theorem 1.1 shows in the case of interior singularities that there is a gap between µ⋆(Ω)
and µ⋆(RN) when Ω ⊂ RN is bounded, if and only if n ≥ 3.
The following theorem provides optimal results concerning the weak Hardy constant
µ⋆ω(Ω) in the case of interior singularities.
Theorem 1.2. Assume Ω ⊂ RN , N ≥ 3 is an open bounded domain such that a1, . . . , an ∈
Ω, n ≥ 2. Then we successively obtain that
(i). For any parameter µ < (N−2)2/(4n−4), there exists a finite constant cµ ∈ R which
depends on Ω and a1, . . . , an, so that the inequality
(1.12) cµ
∫
Ω
u2 dx +
∫
Ω
|∇u|2 dx ≥ µ
∫
Ω
V u2 dx,
is verified for any u ∈ C∞0 (Ω).
(ii). For any µ > (N − 2)2/(4n − 4) and any constant λ ∈ R there exists uλ,µ ∈ C
∞
0 (Ω)
such that
(1.13) λ
∫
Ω
u2λ,µ dx +
∫
Ω
|∇uλ,µ|
2 dx < µ
∫
Ω
V u2λ,µ dx.
(iii). If µ⋆(Ω) < (N − 2)2/(4n− 4) then µ⋆(Ω) is attained in H10 (Ω).
(iv). If n = 2 then µ⋆(Ω) is never attained in D1,2(Ω).
Remark 1.1. In particular, Theorem 1.2 emphasizes in the case of interior singularities
that the upper bound (N − 2)2/(4n− 4) in (1.11) coincides with the weak Hardy constant,
i.e.
µ⋆ω(Ω) =
(N − 2)2
4n− 4
.
Next we state the main results we obtain in the case of boundary singularities.
It is nowadays a popular fact that, when switching from interior to boundary singu-
larities, the Hardy constant µ⋆(Ω) increases. In this latter case we underline in the next
theorem that µ⋆(Ω) mainly turns on to depend on both the global and local geometry of
the domain near the singular poles.
Theorem 1.3. Assume Ω is either a ball, the exterior of a ball, or a half-space in RN ,
N ≥ 2, such that a1, . . . , an ∈ Γ, n ≥ 2. Then it holds
(1.14) µ⋆(Ω) =
N2
n2
.
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If Ω is a ball, the constant µ⋆(Ω) in (1.14) is attained in H10 (Ω) if and only if n ≥ 3.
If Ω is the exterior of a ball then µ⋆(Ω) is attained in D1,2(Ω) when N ≥ 3 and n ≥ 3,
whereas if Ω is a half-space in RN then µ⋆(Ω) is attained in D1,2(Ω) when n ≥ 3.
The main novelty of Theorem 1.3 with respect to classical Hardy-type inequalities is
concerned with the attainability of µ⋆(Ω) in some particular cases. This is a surprising
property since, as far as we know, the attainability of the optimal constant µ⋆(Ω) is not
common in the class of Hardy inequalities.
Although Theorem 1.3 reflects optimal results, it only applies for a particular class of
domains, with a specific geometry (“nice” domains). In the following theorem we highlight
weak Hardy-type inequalities which are independent of the geometry of Ω.
Theorem 1.4. Assume Ω ⊂ RN , N ≥ 2, is a smooth bounded domain such that a1, . . . , an ∈
Γ, n ≥ 2. We successively have
i). It holds that
(1.15)
(N − 2)2
n2
< µ⋆(Ω) ≤
N2
4n− 4
.
ii). For any parameter µ < N2/(4n − 4), there exists a finite constant cµ ∈ R which
depends on Ω and a1, . . . , an, so that the inequality
(1.16) cµ
∫
Ω
u2 dx +
∫
Ω
|∇u|2 dx ≥ µ
∫
Ω
V u2 dx,
is verified for any u ∈ C∞0 (Ω).
iii). For any µ > N2/(4n − 4) and any constant λ ∈ R there exists uλ,µ ∈ C
∞
0 (Ω) such
that
(1.17) λ
∫
Ω
u2λ,µ dx +
∫
Ω
|∇uλ,µ|
2 dx < µ
∫
Ω
V u2λ,µ dx.
iv). In addition, if µ⋆(Ω) < N2/(4n− 4) then µ⋆(Ω) is attained in H10 (Ω).
Remark 1.2. Theorem 1.4 extends the results of Theorem 1.2 to the case of boundary
singularities with a higher weak Hardy constant, i.e.
µ⋆ω(Ω) =
N2
4n− 4
.
In this case we observe that µ⋆ω(Ω) is strictly larger than µ
⋆(Ω) when n ≥ 3 and Ω is either
a ball or a hyperplane. To our knowledge, this gap between the Hardy constants µ⋆(Ω) and
µ⋆ω(Ω) is unusual in the class of Hardy inequalities for convex domains.
Remark 1.3. Similar as in Theorems 1.1-1.2, the results of Theorems 1.3-1.4 do not
depend on the distances between the singular poles but on their number and their positions
relative to the boundary.
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The paper is organized as follows.
In Section 2 we recall a general approach to prove Hardy inequalities which relies on
an integral identity with weights. Applying the preliminary results in Section 2 we prove
Theorem 1.1 in Section 3. Theorem 1.2 is proven in Section 3 combining the local behavior
of V near the singular poles, the Hardy inequality with interior singularities (1.3) and
cut-off arguments. In Section 4 we prove Theorem 1.3 by adapting the weights in Section
2 to both the structure of our multi-singular potential V and the entire geometry of the
domain. Theorem 1.4 is shown at the end of Section 4 following the same lines as the proof
of Theorem 1.2 but applying the local Hardy inequality with boundary singularities (1.3)
instead. In Section 5 we point out some important remarks, comments and open problems.
2. A general approach to multipolar Hardy inequalities
In this preliminary section we discuss a general method to prove multipolar Hardy
inequalities based on the famous Agmon-Allegretto-Piepenbrick Theorem which asserts,
roughly speaking, that a Schro¨dinger operator L is nonnegative in a domain Ω if and only
if there exists a positive solution in Ω of the equation Lu = 0 (cf. [1, 2, 24]).
This standard method was already used in [10] for Ω = RN in the context of interior
singularities.
Let Ω ⊂ RN and a1, . . . , an ∈ Ω, n ≥ 2. Then we recall that for any u ∈ C
1
0(Ω \
{a1, a2, . . . an}) and any φ ∈ C
2(Ω \ {a1, . . . , an}) with φ > 0 in Ω (φ is allowed to be
singular at any of the poles a1, . . . , an), the following identity is verified
(2.1)
∫
Ω
(
|∇u|2 +
∆φ
φ
u2
)
dx =
∫
Ω
∣∣∣∣∇u− ∇φφ u
∣∣∣∣
2
dx =
∫
Ω
φ2|∇(uφ−1)|2 dx.
Identity (2.1) follows easily by integration by parts but it gives rise to important applica-
tions.
To be more specific, we can remark from (2.1) that the Schro¨dinger operator Lµ =
−∆− µV is nonnegative in Ω if there exists a distribution φ ∈ D′(Ω) satisfying
−
∆φ
φ
= µV, a.e. in Ω, φ > 0 in Ω, φ ∈ C2(Ω \ {a1, . . . , an}).
or equivalently, if there exists a solution for the problem
(2.2)


Lµφ(x) = 0, a.e. x ∈ Ω
φ(x) > 0, ∀x ∈ Ω.
φ ∈ C2(Ω \ {a1, . . . , an}).
In view of (2.1), solutions φ′s as in (2.2), that we will call “weights”, allow in particular
to get the Hardy inequality
(2.3)
∫
Ω
|∇u|2 dx ≥ µ
∫
Ω
V u2 dx, ∀u ∈ C10(Ω \ {a1, . . . , an}).
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The extension of (2.3) to the appropriate functional space D1,2(Ω) is possible since C10(Ω \
{a1, . . . , an}) is dense in D
1,2(Ω) (see for instance [26] for similar density results in the case
of a single pole). Here, a precise aim is to construct weights φ satisfying (2.2) in order to
maximize µ in (2.3). We will analyze both situations in which the poles are located either
in the interior or on the boundary of Ω.
As in [10] we first consider φ in (2.1) of the form
(2.4) φ = (φ1φ2 . . . φn)
1
n ,
where the weights φi ∈ D
′(Ω), i ∈ {1, . . . , n}, are supposed to satisfy some admissible
conditions adapted to each singularity ai. Then φ verifies
(2.5) −
∆φ
φ
=
1
n2
∑
1≤i<j≤n
∣∣∣∣∇φiφi −
∇φj
φj
∣∣∣∣
2
−
1
n
n∑
i=1
∆φi
φi
.
Assume now that each weight φi, with i ∈ {1, . . . , n}, fulfills the conditions
(2.6)


φi ∈ C
2(Ω \ {a1, a2, . . . an}),
φi(x) > 0 in Ω,
−∆φi(x) = 0, ∀x ∈ Ω \ {a1, . . . , an}.
Then, according to (2.4)-(2.6) and (2.1) we conclude that any u ∈ D1,2(Ω) verifies
(2.7)∫
Ω
|∇u|2 dx−
1
n2
∑
1≤i<j≤n
∫
Ω
∣∣∣∣∇φiφi −
∇φj
φj
∣∣∣∣
2
u2 dx =
∫
Ω
∣∣∣∣∣∇
(
u
n∏
i=1
φ
−1/n
i
)∣∣∣∣∣
2 n∏
i=1
φ
2/n
i dx.
Identity (2.7) is very important in our analysis since it applies to the proofs of Theorem
1.1 and Theorem 1.3 in both contexts of interior and boundary singularities, by choosing
the weights φi in an efficient way, as emphasized in the next sections.
3. Interior singularities: proofs of Theorems 1.1-1.2
This section is devoted to prove both Theorem 1.1 and Theorem 1.2. For the proof of
Theorem 1.1 we will make use of (2.7) as follows.
3.1. Proof of Theorem 1.1. We split the proof in several steps.
Step I: election of the weights φi in (2.7). In [10], in the context of interior singularities,
when Ω = RN we chose
φi = |x− ai|
−(N−2),
(this weight corresponds to the fundamental solution of the Laplacian at the point ai)
which in particular satisfies (2.6) for all i ∈ {1, . . . , n} and the following identity holds
true:
(3.1)
∑
1≤i<j≤n
∣∣∣∣∇φiφi −
∇φj
φj
∣∣∣∣
2
= (N − 2)2V.
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Applying (3.1) and (2.7) we obtain
(3.2)
∫
Ω
|∇u|2 dx−
(N − 2)2
n2
∫
Ω
V u2 dx
=
∫
Ω
∣∣∣∣∣∇
(
u
n∏
i=1
|x− ai|
(N−2)/n
)∣∣∣∣∣
2 n∏
i=1
|x− ai|
−2(N−2)/n dx > 0, ∀u ∈ D1,2(Ω).
Next we apply (3.2) to show (1.11). We treat separately the bipolar case n = 2 and the
multipolar case n ≥ 3.
Step II: Proof of (1.11) in the case n = 2.
In view of (1.9) we easily obtain that µ⋆(Ω) ≥ (N − 2)2/4. In order to prove the reverse
inequality it suffices to build a minimizing sequence {uε}ε>0 ⊂ D
1,2(Ω) satisfying
(3.3)
∫
Ω
|∇uε|
2 dx∫
Ω
V u2ε dx
−→
(N − 2)2
4
, as ε→ 0.
Observe that the minimizing sequence proposed in [10] for the proof of (1.10) is not suitable
here because its support spreads everywhere in RN when ε tends to zero. On the contrary,
in the following we manually construct a minimizing sequence {uε}ε>0 as in (3.3) with the
support concentrated near the singular poles when ε tends to zero.
So, let ε > 0 small enough such that ε < min{1,M2/4}. Then, it follows that Bε1/2(a1)∩
Bε1/2(a2) = ∅ and ∪
2
i=1Bε1/2(ai) ⊂ Ω.
Let us also define the continuous functions θε given by
(3.4) θε(x) :=


0, x ∈ Bε2(ai), i ∈ {1, 2},
log(|x−ai|/ε2)
log 1/ε
, x ∈ Bε(ai) \Bε2(ai), i ∈ {1, 2},
2 log(ε1/2/|x−ai|)
log 1/ε
, x ∈ Bε1/2(ai) \Bε(ai), i ∈ {1, 2},
0, otherwise.
Observe that θε ∈ H
1
0 (Ω) is compactly supported in Ω with the support localized in an-
nulus regions surrounding the singularities. Motivated by (3.2) we consider the sequence
{uε}ε>0 ⊂ H
1
0 (Ω)(⊂ D
1,2(Ω)) defined by
(3.5) uε(x) :=
2∏
i=1
|x− ai|
−(N−2)/2θε(x).
For uε in (3.5) identity (3.2) becomes
(3.6)
∫
Ω
|∇uε|
2 dx−
(N − 2)2
4
∫
Ω
V u2ε dx =
∫
Ω
|∇θε|
2
2∏
i=1
|x− ai|
−(N−2) dx.
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Detailing the computations for ∇θε we split the right hand side of (3.6) in I1 + I2, where
I1 :=
(
log
1
ε
)−2 2∑
i=1
∫
Bε(ai)\Bε2 (ai)
|x− ai|
−2
2∏
j=1
|x− aj |
−(N−2) dx,
I2 := 4
(
log
1
ε
)−2 2∑
i=1
∫
B
ε1/2
(ai)\Bε(ai)
|x− ai|
−2
2∏
j=1
|x− aj|
−(N−2) dx.
Besides, for ε < min{1,M2/4} we have
(3.7)
M
2
< |x− aj| <
3
2
d, ∀x ∈ Bε1/2(ai), ∀i, j ∈ {1, 2}, i 6= j.
Then we successively obtain
I1 ≤
(
log
1
ε
)−2(
M
2
)2−N 2∑
i=1
∫
Bε(ai)\Bε2 (ai)
|x− ai|
−N dx
= 2
(
log
1
ε
)−2(
M
2
)2−N
ωN
∫ ε
ε2
1
r
dr = 2
(
M
2
)2−N
ωN
(
log
1
ε
)−1
,
where ωN is the (N − 1)-Hausdorff measure of the unit sphere S
N−1 in RN . From above
we get
(3.8) I1 ≤ C1
(
log
1
ε
)−1
,
for some positive constant C1 independent of ε.
Analogously, it follows that
I2 ≤ C2
(
log
1
ε
)−1
,(3.9)
for some C2 > 0 independent of ε. Particularly, the upper bounds (3.8)-(3.9) yield to
(3.10)
∫
Ω
|∇θε|
2
2∏
i=1
|x− ai|
−(N−2) dx ≤ C3
(
log
1
ε
)−1
,
where C3 = C1 + C2. Next we will determine lower bounds for the potential term
IV :=
∫
Ω
V u2ε dx.
First we obviously have IV > IV,1 where
IV,1 :=
∫
∪2i=1Bε(ai)\Bε2 (ai)
V u2ε dx.
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Applying the upper bound in (3.7), explicit computations lead to
IV,1 = d
2
(
log
1
ε
)−2 2∑
i=1
∫
Bε(ai)\Bε2 (ai)
(
log
|x− ai|
ε2
)2 2∏
j=1
|x− aj |
−N dx
≥ d2
(
log
1
ε
)−2(
3
2
d
)−N 2∑
i=1
∫
Bε(ai)\Bε2 (ai)
(
log
|x− ai|
ε2
)2
|x− ai|
−N dx
= 2N+13−Nd2−N
(
log
1
ε
)−2
ωN
∫ ε
ε2
(
log
r
ε2
)2 1
r
dr
=
(
2
3
)N+1
d2−NωN
(
log
1
ε
)
.
Therefore, there exists C4 > 0 such that
(3.11) IV ≥ C4 log
1
ε
.
Combining (3.10)-(3.11) with (3.6) we finally obtain
(N − 2)2
4
≤
∫
Ω
|∇uε|
2 dx∫
Ω
V u2ε dx
≤
(N − 2)2
4
+
C3
C4
(
log
1
ε
)−2
.
Letting ε→ 0, we complete the proof of (1.11) in the case n = 2. Moreover, the minimizing
sequence uε in (3.5) also applies to prove (1.10) in unbounded domains Ω since the support
of uε concentrates near the singular poles as ε tends to zero.
Step III. Proof of (1.11) in the case n ≥ 3.
In order to prove the strict lower bound in (1.11) we employ identity (3.2) and the
following weighted Hardy inequality
Lemma 3.1. Let Ω ⊂ RN , N ≥ 3, be an open bounded domain such that a1, . . . , an ∈ Ω.
Then, for any ϕ ∈ C10(Ω \ {a1, . . . , an}) and any i ∈ {1, . . . , n} we have
(3.12)
∫
Ω
|∇ϕ|2|x− ai|
−2(N−2)/n dx ≥
(N − 2)2
(
1− 2
n
)2
4
∫
Ω
ϕ2|x− ai|
−2(N−2)/n−2 dx.
Proof. We start to estimate the right hand side in (3.12). Writing the potential term in
the divergence form and using integration by parts we successively get∫
Ω
ϕ2|x− ai|
−2(N−2)/n−2 dx =
1
(N − 2)(1− 2/n)
∫
Ω
div
(
x− ai
|x− ai|2(N−2)/n+2
)
ϕ2 dx
= −
2
(N − 2)(1− 2/n)
∫
ϕ∇ϕ ·
x− ai
|x− ai|2(N−2)/n+2
dx.(3.13)
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Applying the Cauchy-Schwarz inequality in (3.13) we obtain
∫
Ω
ϕ2|x− ai|
−2(N−2)/n−2 dx ≤
2
(N − 2)(1− 2/n)
(∫
Ω
|∇ϕ|2|x− ai|
−2(N−2)/n dx
)1/2
×
×
(∫
Ω
ϕ2|x− ai|
−2(N−2)/n−2 dx
)1/2
which is equivalent to (3.12) after taking the squares. The proof of Lemma 3.1 is now
finished. 
Now we turn back to Step III and we set
κ1 := inf
x∈Ω
∏n
i=1 |x− ai|
−2(N−2)/n∑n
i=1 |x− ai|
−2(N−2)/n
, κ2 := inf
x∈Ω
∑n
i=1 |x− ai|
−2(N−2)/n−2
V
∏n
i=1 |x− ai|
−2(N−2)/n
.
Observe that, 0 < κ1, κ2 <∞. Indeed, when we focus on the definition of κ1 we notice that
both terms involved in the quotient behave like |x − ai|
−2(N−2)/n (up to a multiplicative
constant) at each singular pole ai, i ∈ {1, . . . , n}. Whereas, far from the singularities both
the numerator and denominator are bounded and strictly positive. It happens similarly
with the terms in the quotient of κ2.
Now let u ∈ C10(Ω \ {a1, . . . , an}) and set ϕ := u
∏n
i=1 |x − ai|
(N−2)/n. Next, in view of
(3.2), Lemma 3.1 applied to ϕ and the definitions of κ1 and κ2 we successively get∫
Ω
|∇u|2 dx−
(N − 2)2
n2
∫
Ω
V u2 dx =
∫
Ω
|∇ϕ|2
n∏
i=1
|x− ai|
−2(N−2)/n dx
≥ κ1
n∑
i=1
∫
Ω
|∇ϕ|2|x− ai|
−2(N−2)/n dx
≥ κ1
(N − 2)2
(
1− 2
n
)2
4
n∑
i=1
∫
Ω
ϕ2|x− ai|
−2(N−2)/n−2 dx
≥ κ1κ2
(N − 2)2
(
1− 2
n
)2
4
∫
Ω
V ϕ2
n∏
i=1
|x− ai|
−2(N−2)/n dx
= κ1κ2
(N − 2)2
(
1− 2
n
)2
4
∫
Ω
V u2 dx.(3.14)
Therefore we obtain,
∫
Ω
|∇u|2 dx ≥
(
(N − 2)2
n2
+ κ1κ2
(N − 2)2
(
1− 2
n
)2
4
)∫
Ω
V u2 dx,
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which by density can be extended to any u ∈ D1,2(Ω). In consequence, we conclude that
µ⋆(Ω) ≥
(N − 2)2
n2
+ κ1κ2
(N − 2)2
(
1− 2
n
)2
4
>
(N − 2)2
n2
,
since n ≥ 3. This yields to the proof of the strict lower bound in (1.11).
The proof of the upper bound in (1.11) is based on the following lemma which also
applies to the proof of Theorem 1.2.
Lemma 3.2 (local results for interior singularities). Assume Ω ⊂ RN , N ≥ 3, is an open
domain such that a1, . . . , an ∈ Ω, n ≥ 2. For every ε > 0 small enough, there exists Uε a
neighborhood of ∪ni=1{ai} in Ω such that:
(i). For any u ∈ C∞0 (Uε) it follows that
(3.15)
∫
Ω
|∇u|2 dx >
(
(N − 2)2
4(n− 1)
− ε
)∫
Ω
V u2 dx.
(ii). There exists uε ∈ C
∞
0 (Uε) satisfying
(3.16)
∫
Ω
|∇uε|
2 dx <
(
(N − 2)2
4(n− 1)
+ ε
)∫
Ω
V u2ε dx.
Proof. Roughly speaking, the proof follows combining the local behavior of the potential
V near each pole ai and the Hardy inequality (1.3) with the singularity shifted at each ai.
Indeed, we first remark that V can also be expressed as
V (x) =
1
|x− ai|2
[
n∑
j=1,j 6=i
|ai − aj |
2
|x− aj |2
+O(|x− ai|
2)
]
, as x→ ai,
for any i ∈ {1, . . . , n}. In consequence,
(3.17) lim
x→ai
V (x)|x− ai|
2 = (n− 1).
Let r > 0 small enough such that
∪ni=1Br(ai) ⊂ Ω and Br(ai) ∩ Br(aj) = ∅, ∀i 6= j.
Then, in view of (1.3) we have
(3.18)
∫
Br(ai)
|∇u|2 dx ≥
(N − 2)2
4
∫
Br(ai)
u2
|x− ai|2
dx, ∀u ∈ C∞0 (Br(ai)), ∀i.
Now, let be ε > 0 and set δε := 4(n− 1)
2ε/ ((N − 2)2 − 4(n− 1)ε) which is positive for
ε small enough. In view of (3.17), there exists rε > 0 such that
(3.19) n− 1− δε < V (x)|x− ai|
2 < n− 1 + δε, ∀x ∈ Brε(ai), ∀i.
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Actually, we may assume rε small enough such that rε < r and consider then Uε :=
∪ni=1Brε(ai). Let be u ∈ C
∞
0 (Uε) and denote ui := u|Brε(ai). Since u is supported in n
disjoint balls that shrink around the singular poles, applying (3.18) and (3.19) for each ui
we successively have∫
Ω
|∇u|2 dx =
n∑
i=1
∫
Ω
|∇ui|
2 dx
≥
(N − 2)2
4
1
n− 1 + δε
n∑
i=1
∫
Ω
V u2i dx
=
(N − 2)2
4
1
n− 1 + δε
∫
Ω
V u2 dx
=
(
(N − 2)2
4(n− 1)
− ε
)∫
Ω
V u2 dx,(3.20)
and the proof of (3.15) is finally obtained.
For the proof of (3.16) we mainly use the optimality of the constant (N−2)2/4 in (3.18)
as follows.
Let ε > 0 and fix 0 < δ
′
ε := (4n
2 − 10n + 6)ε/ ((N − 2)2 + 4(n− 1)ε). Observe that
δ
′
ε < δε and therefore (3.19) is also valid for δ
′
ε instead of δε for some r
′
ε instead of rε, with
r
′
ε < rε.
Due to the optimality of (N − 2)2/4 in (3.18) for r = r
′
ε, there exists ui,ε ∈ C
∞
0 (Br′ε(ai))
such that
(3.21)
∫
B
r
′
ε
(ai)
|∇ui,ε|
2 dx ≤
(
(N − 2)2
4
+
ε
2
)∫
B
r
′
ε
(ai)
u2i,ε
|x− ai|2
dx.
Then we consider uε :=
∑n
i=1 ui,εχBr′ε
(ai) which satisfies uε ∈ C
∞
0 (Uε).
Therefore, combining (3.21) and (3.19) we get∫
Ω
|∇uε|
2 dx =
n∑
i=1
∫
Ω
|∇ui,ε|
2 dx
≤
(
(N − 2)2
4
+
ε
2
)
1
n− 1− δ′ε
n∑
i=1
∫
Ω
V u2i,ε dx
=
(
(N − 2)2
4(n− 1)
+ ε
) n∑
i=1
∫
Ω
V u2i,ε dx
=
(
(N − 2)2
4(n− 1)
+ ε
)∫
Ω
V u2ε dx.(3.22)
The proof of Lemma 3.2 is finished. 
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The upper bound in (1.11) is a direct consequence of (3.16) in Lemma 3.2. Finally, this
completes the proof of Theorem 1.1.
3.2. Proof of Theorem 1.2. In the following we will apply again Lemma 3.2.
Proof of item (i). Let us consider ε > 0 such that µ < (N − 2)2/4 − ε, and let Urε :=
∪ni=1Brε(ai), rε > 0, be a neighborhood of ∪
n
i=1{ai} in Ω such that Brε(ai)∩Brε(aj) = ∅ for
any i 6= j, i, j ∈ {1, . . . , n}, satisfying (3.15). Moreover, let ξε be a C
2(Ω) cut-off function,
so that 0 ≤ ξε ≤ 1, ξε ≡ 1 in ∪
n
i=1Brε/2(ai) and the support of ξε is contained in Urε . By
integration by parts, for any u ∈ C∞0 (Ω) we have∫
Ω
|∇(ξεu)|
2 dx =
∫
Ω
ξ2ε |∇u|
2 dx−
∫
Ω
(ξε∆ξε)u
2 dx
≤
∫
Ω
|∇u|2 dx + Cε
∫
Ω
u2 dx,(3.23)
for some constant Cε > 0 depending on ε. Then, from (3.15) in Lemma 3.2 we get∫
Ω
|∇(ξεu)|
2 dx ≥ µ
∫
Ω
V ξ2εu
2 dx
≥ µ
∫
Ω
V u2 dx−Dε
∫
Ω\Urε/2
u2 dx,(3.24)
for some constant Dε > 0, since V is bounded in Ω \ Urε/2. Therefore, from (3.23)-(3.24)
we conclude ∫
Ω
|∇u|2 dx + (Cε −Dε)
∫
Ω
u2 dx ≥ µ
∫
Ω
V u2 dx, ∀u ∈ C∞0 (Ω),
and (1.12) is proven.
Proof of item (ii). Let λ ∈ R and µ > (N − 2)2/(4n− 4) be fixed. Let us also consider µ′
and ε > 0 such that µ > µ′ > (N − 2)2/(4n− 4) and (N − 2)2/(4n− 4) + ε < µ′.
In view of (3.16) in Lemma 3.2 there exists a neighborhood Uε := ∪
n
i=1Brε(ai) ∩ Ω of
∪ni=1{ai} in Ω and there exists uε ∈ C
∞
0 (Uε) satisfying∫
Uε
|∇uε|
2 dx <
(
N2
4(n− 1)
+ ε
)∫
Uε
V u2ε dx
< µ′
∫
Uε
V u2ε dx.(3.25)
It follows that
(µ− µ′)
∫
Uε
V u2ε dx +
∫
Uε
|∇uε|
2 dx < µ
∫
Uε
V u2ε dx.
Finally, it is enough to consider rε small enough such that
λ
µ− µ′
≤ inf
Uε
V,
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to conclude with
λ
∫
Uε
u2ε dx +
∫
Uε
|∇uε|
2 dx < µ
∫
Uε
V u2ε dx.
Proof of item (iii). Let {un}n∈N ⊂ H
1
0 (Ω) be a normalized minimizing sequence such that
(3.26)
∫
Ω
|∇un|
2 dx = µ⋆(Ω),
(3.27)
∫
V u2n dx = 1 + o(1), as n→∞.
Then there exists u ∈ H10 (Ω) s.t.
(3.28) un ⇀ u in H
1
0 (Ω).
As a consequence of Theorem 1.1 the embedding H10 (Ω) →֒ L
2(V ; dx) is continuous and
H10 (Ω) is compact embedded in L
2(Ω). Then we get
(3.29) un → u in L
2(Ω), and un ⇀ u in L
2(V ; dx).
Put en := un − u. We apply (3.26) and (3.27) to obtain
(3.30)
∫
Ω
|∇u|2 dx +
∫
Ω
|∇en|
2 dx = µ⋆(Ω) + o(1),
(3.31)
∫
Ω
V u2 dx +
∫
Ω
V e2n dx = 1 + o(1), as n→∞.
Now, let us fix δ > 0 such that µ⋆(Ω) + δ < (N − 2)2/(4n − 4) and choose µ ∈ (µ⋆(Ω) +
δ, (N − 2)2/(4n− 4)).
Then, according to Theorem 1.2 it follows that
(3.32)
∫
Ω
|∇en|
2 dx ≥ µ
∫
Ω
V e2n dx + o(1),
since en → 0 in L
2(Ω) due to (3.29).
Therefore, applying (3.30)-(3.32) we successively have
µ⋆(Ω)
∫
Ω
V u2 dx ≤
∫
Ω
|∇u|2 dx = µ⋆(Ω)−
∫
Ω
|∇en|
2 dx + o(1)
≤ µ⋆(Ω)− (µ⋆(Ω) + δ)
∫
Ω
V e2n dx + o(1)
≤ µ⋆(Ω)
(∫
Ω
V u2 dx +
∫
Ω
V e2n dx
)
− (µ⋆(Ω) + δ)
∫
Ω
V e2n dx + o(1)
= µ⋆(Ω)
∫
Ω
V u2 dx− δ
∫
Ω
V e2n dx + o(1).(3.33)
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Since δ > 0, we must have
∫
Ω
V e2n dx → 0, as n → ∞. Coming back to (3.30) and (3.31)
we obtain
∫
Ω
V u2 dx = 1 (so u 6= 0) and
∫
Ω
|∇u|2 dx ≤ µ⋆(Ω). Taking into account the
definition of µ⋆(Ω) we get that u satisfies
µ⋆(Ω)
∫
Ω
V u2 dx =
∫
Ω
|∇u|2 dx,
so the constant is attained by a non-trivial function u ∈ H10 (Ω).
Proof of item (iv). Since n = 2 we deduce from Theorem 1.1 that µ⋆(Ω) = (N − 2)2/4.
Assume that µ⋆(Ω) = (N − 2)2/4 is attained by a function u ∈ D1,2(Ω). Then, u satisfies
identity (3.2) in which the left hand side vanishes. Therefore, the right hand side also
vanishes. This implies u = C
∏2
i=1 |x − ai|
−(N−2)/2 for some nontrivial constant C. But
such u does not belong to D1,2(Ω) because neither u vanishes on the boundary of Ω, nor
∇u 6∈ L2loc(Ω). Therefore, µ
⋆(Ω) is not attained when n = 2.
The proof of Theorem 1.2 is now complete.
4. Boundary singularities and proofs of main results
In this section we analyze the situation in which all the singular poles are located at the
boundary. More specific, we prove both Theorem 1.3 and Theorem 1.4. For the proof of
Theorem 1.3 we also start from identity (2.7) in which we have to consider other weights
φi than those chosen in the case of interior singularities.
4.1. Preliminary weights. Of course, the choice of the weights φi = |x − ai|
−(N−2) in
Section 3.1 is still admissible in this new case. Despite of that, these weights do not provide
an optimal Hardy constant µ⋆(Ω) for boundary singularities, merely ensuring µ⋆(Ω) ≥
(N − 2)2/n2.
In order to get optimal results we design new weights φi in (2.7) with the profile adapted
to both the whole geometry of Ω and the corresponding singularity ai, i ∈ {1, . . . , n}.
In view of that, in order to remove the singularities ai we first introduce the weights
(4.1) φi(x) = f(x)|x− ai|
−N , x ∈ Ω, i ∈ {1, . . . , n},
where f is a function independent of ai whose restrictions will be precise later. Then we
obtain
(4.2)
∇φi
φi
=
∇f
f
−
N(x− ai)
|x− ai|2
,
∣∣∣∣∇φiφi −
∇φj
φj
∣∣∣∣
2
= N2
|ai − aj|
2
|x− ai|2|x− aj |2
and
(4.3) ∆φi =
(
∆f |x− ai|
2 − 2N∇f · (x− ai) + 2Nf
)
|x− ai|
−N−2.
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Let us consider f in (4.1) with the following properties:
(4.4)


f ∈ C2(Ω),
f(x) > 0, ∀x ∈ Ω,
S(f, ai) := −∆f |x− ai|
2 + 2N∇f · (x− ai)− 2Nf = 0, ∀x ∈ Ω,
for any i ∈ {1, . . . , n}. Then, the general assumptions (2.6) are satisfied for each φi in
(4.1). Therefore, applying (2.7) with the weights in (4.1) it follows∫
Ω
|∇u|2 dx =
N2
n2
∫
Ω
V u2 dx
+
∫
Ω
∣∣∣∣∣∣∇

u
(
f
n∏
i=1
|x− ai|
−N
n
)−1
∣∣∣∣∣∣
2
f 2
n∏
i=1
|x− ai|
− 2N
n dx(4.5)
for any u ∈ D1,2(Ω).
Thus, if f fulfills (4.4) from (4.5) we get the improved Hardy inequality
(4.6)
∫
Ω
|∇u|2 dx ≥
N2
n2
∫
Ω
V u2 dx, ∀u ∈ D1,2(Ω),
which is verified in several particular cases as shown in Theorem 1.3.
4.2. Proof of Theorem 1.3. Next we apply identity (4.5) to prove Theorem 1.3 by con-
structing suitable weights f as in (4.4). We analyze separately the cases when Ω is either
a ball, the exterior of a ball or a half-space. For the simplicity of redaction when there is
no risk of confusions we will maintain the notation Ω instead of Br(x0), B
c
r(x0) or R
N
+ .
4.2.1. The case of a ball. Let Ω = Br(x0) for some r > 0 and x0 ∈ R
N , and let the singular
poles a1, . . . , an to be placed on the boundary of Ω. The proof follows several steps.
Step I: Election of f in (4.4). We show that µ⋆(Br(x0)) ≥ N
2/n2. For that to be true,
it suffices to build a function f satisfying (4.4) in Br(x0). In view of that, let us introduce
(4.7) f(x) := r2 − |x− x0|
2.
The first two conditions in (4.4) are trivially satisfied. The third condition in (4.4) is also
true: expanding the square we get for any x ∈ Br(x0) that
S(f ; ai) = 2N |x− ai|
2 − 4N(x− x0) · (x− ai)− 2N(r
2 − |x− x0|
2)
= −2Nr2 + 2N |(x− ai)− (x− x0)|
2
= −2Nr2 + 2N |ai − x0|
2
= 2N(|ai − x0|
2 − r2)
= 0,(4.8)
In the last identity we applied the fact that the singularities ai are located on the boundary
of Br(x0).
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Step II: Optimality and attainability of N2/n2 in (4.6) in the case n ≥ 3.
Since Ω is bounded then (4.5) applies to functions in H10 (Ω):∫
Ω
|∇u|2 dx−
N2
n2
∫
Ω
V u2 dx
=
∫
Ω
∣∣∣∣∣∣∇

u
(
f
n∏
i=1
|x− ai|
−N
n
)−1
∣∣∣∣∣∣
2
f 2
n∏
i=1
|x− ai|
− 2N
n dx, ∀u ∈ H10 (Ω),(4.9)
where f is as in (4.7).
Next we consider the function u defined by
(4.10) u := (r2 − |x− x0|
2)
n∏
i=1
|x− ai|
−N
n
which belongs to H10 (Ω) (since n ≥ 3). Then, for u in (4.10) the right hand side in (4.9)
vanishes and therefore u satisfies
(4.11)
∫
Ω
|∇u|2 dx∫
Ω
V u2 dx
=
N2
n2
.
From (4.9) and (4.11) it follows that µ⋆(Ω) = N2/n2 which is attained in H10 (Ω) by u in
(4.10).
Step III: Optimality and non-attainability of N2/n2 in (4.6) in the case n = 2.
Assume that N2/4 is attained by, say, a function v ∈ H10 (Ω). In view of (4.9) we
necessary obtain that v must coincide, up to a multiplicative constant, with u in (4.10).
This is a contradiction because the function u in (4.10) does not belong to H10 (Ω) (the
details are let to the reader). Therefore, the constant N2/4 is not attained.
In order to prove the optimality of N2/4 i.e. µ⋆(Ω) = N2/4, from (4.9) it suffices to
construct a minimizing sequence {uε}ε>0 ⊂ H
1
0 (Ω) such that
(4.12) lim
εց0
∫
Ω
|∇uε|
2 dx∫
Ω
V u2ε dx
=
N2
4
.
Such a sequence is a truncation of u in (4.10) in the neighborhood of the singular poles as
follows.
Let ε > 0 aimed to be small (ε < min{1, d/2}) and consider the sequence {uε}ε>0 ⊂
H10 (Ω) defined by
(4.13) uε := θεf
2∏
i=1
|x− ai|
−N
2 ,
20 CRISTIAN CAZACU
where f = r2 − |x − x0|
2 and the cut-off function θε ∈ C(R
N), supported far from the
singular poles, is given by
(4.14) θε(x) =


0, |x− ai| ≤ ε
2, ∀i ∈ {1, 2},
log |x−ai|/ε
2
log 1/ε
, ε2 ≤ |x− ai| ≤ ε, ∀i ∈ {1, 2},
1, otherwise.
Then, from (4.9) and (4.13) we obtain
∫
Ω
|∇uε|
2 dx−
N2
4
∫
Ω
V u2ε dx =
∫
Ω
|∇θε|
2 f 2
2∏
i=1
|x− ai|
−N dx,(4.15)
which is equivalent to∫
Ω
|∇uε|
2 dx∫
Ω
V u2ε dx
−
N2
4
=
∫
Ω
|∇θε|
2 f 2
∏2
i=1 |x− ai|
−N dx∫
Ω
V u2ε dx
.(4.16)
We conclude the proof by showing that the right hand side in (4.16) converges to zero as
ε tends to zero.
Indeed, we observe that there exists a constant C > 0 (independent of ε) such that
(4.17)
∫
Ω
V u2ε dx > C > 0, ∀ε > 0.
On the other hand we remark that
f(x) = ρ(x)(2r − ρ(x)) ≤ 2r|x− ai|, ∀x ∈ Br(x0), ∀i ∈ {1, 2},(4.18)
where ρ(x) = r − |x− x0|. Then, taking into account the support of ∇θε from (4.14) and
(4.18) we successively obtain
I1 : =
∫
Ω
|∇θε|
2 f 2
2∏
i=1
|x− ai|
−N dx
≤ 4r2
2∑
i=1
∫
Bε(ai)\Bε2 (ai)
|∇θε|
2|x− ai|
2
2∏
j=1
|x− aj |
−N dx
= 4r2
2∑
i=1
∫
Bε(ai)\Bε2 (ai)
1
log2(1/ε)
2∏
j=1
|x− aj |
−N dx.(4.19)
Since
(4.20) |x− aj | ≥
d
2
, ∀x ∈ Bε(ai), ∀j 6= i, ∀i, j ∈ {1, 2},
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from (4.19) we deduce that
I1 ≤
4r2
(
d
2
)−N
log2(1/ε)
2∑
i=1
∫
Bε(ai)\Bε2 (ai)
|x− ai|
−N dx
=
8r2ωN
(
d
2
)−N
log2(1/ε)
∫ ε
ε2
r−1 dr.(4.21)
From (4.21) we obtain that for some uniform constant C > 0 we get
(4.22) I1 ≤
C
log(1/ε)
, as ε→ 0.
Applying (4.22), (4.17) and (4.16) we finally obtain (4.12). 
4.2.2. The case of the exterior of a ball. Let us consider Ω = Bcr(x0) = R
N \ Br(x0) for
some r > 0 and fix x0 ∈ R
N . The proof is very similar to the one in Subsection 4.2.1 as
follows.
Step I: Election of f in (4.4). Let us consider
(4.23) f(x) := |x− x0|
2 − r2.
Remark that f in (4.23) is exactly the function in (4.7) with the opposite sign. Due to
(4.8), f in (4.23) satisfies (4.4) and therefore we deduce that µ⋆(Bcr(x0)) ≥ N
2/n2 which
leads to (4.6).
Step II: Attainability of N2/n2 in (4.6) when N ≥ 3 and n ≥ 3. The attainability
goes similarly to the previous situation corresponding to a ball. Indeed, if the constant
N2/n2 in (4.6) were attained by some function u ∈ D1,2(Ω), from (4.5) we necessary have
(up to a multiplicative constant)
(4.24) u = (|x− x0|
2 − r2)
n∏
i=1
|x− ai|
−N
n .
Such u belongs to D1,2(Ω) when N ≥ 3 and n ≥ 2. This is true because |∇u|2 is locally
integrable near each singularity ai when n ≥ 3, whereas the integrability at infinity is
ensured by N ≥ 3.
Step III: Optimality of N2/n2 in (4.6) for any N ≥ 2 and n ≥ 2. In the cases in
which N2/n2 is not attained we have to proceed with an approximation argument similar
to the case of a ball in (4.12)-(4.13).
However, the cut-off function θε defined in (4.14) requires a different definition at infinity
in this present case. Let ε > 0 small enough such that
Bε(ai) ∩Bε(aj) = ∅, i 6= j, and ∪
n
i=1 Bε(ai) ⊂ Ω.
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Next we consider
(4.25) θε(x) =


0, |x− ai| ≤ ε
2, ∀i ∈ {1, . . . , n},
log |x−ai|/ε2
log 1/ε
, ε2 ≤ |x− ai| ≤ ε, ∀i ∈ {1, . . . , n},
1, x ∈ B1/ε(x0) \ ∪
n
i=1Bε(ai),
log 1/(ε2|x−x0|)
log 1/ε
, x ∈ B1/ε2(x0) \B1/ε(x0),
0, |x− x0| ≥ 1/ε
2.
and we define the sequence uε := θεf
∏n
i=1 |x − ai|
−N/n for f in (4.23) and θε in (4.25).
Applying (4.5) for these new weights we get∫
Ω
|∇uε|
2 dx−
N2
n2
∫
Ω
V u2ε dx =
∫
Ω
|∇θε|
2 f 2
n∏
i=1
|x− ai|
−2N/n dx.(4.26)
Remark that ∇θε is supported in ∪
n
i=1 (Bε(ai) \Bε2(ai)) ∪
(
B1/ε2(x0) \B1/ε(x0)
)
. Next
let us denote by I1 and I2 the integrals of the right hand side in (4.26) restricted to
∪ni=1 (Bε(ai) \Bε2(ai)) and B1/ε2(x0) \ B1/ε(x0) respectively. Observe that I1 was already
computed in the case of the ball when n = 2 and stands for a quantity which converges to
zero as ε tends to zero. When n ≥ 3, I1 tends to zero even more rapidly than in the case
when n = 2.
Now we proceed with the estimates for I2. For ε > 0 small enough such that ε ≤ 1/2r,
it holds
(4.27) |x− ai| ≥
1
2
|x− x0|, ∀x ∈ R
N \B1/ε(x0), ∀i ∈ {1, . . . , n}.
Due to (4.27) we obtain
I2 =
(
log
1
ε
)−2 ∫
B
1/ε2 (x0)\B1/ε(x0)
|x− x0|
−2(|x− x0|
2 − r2)2
n∏
i=1
|x− ai|
−2N/n dx
≤
(
log
1
ε
)−2 ∫
B
1/ε2 (x0)\B1/ε(x0)
|x− x0|
2
n∏
i=1
(
1
2
|x− x0|
)−2N/n
dx
=
(
log
1
ε
)−2
22N
∫
B
1/ε2 (x0)\B1/ε(x0)
|x− x0|
2−2N dx
=
(
log
1
ε
)−2
22NωN
∫ 1/ε2
1/ε
s1−N ds.(4.28)
From (4.28) we get that
(4.29) I2 ≤
{
C
(
log 1
ε
)−1
, N = 2,
CεN−2
(
log 1
ε
)−2
, N ≥ 3,
as ε→ 0,
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for some constant C > 0 depending only on N and ωN . Combining (4.29) with the similar
estimates for I1 obtained in the case of a ball, we end up with
(4.30)
∫
Ω
|∇θε|
2 f 2
n∏
i=1
|x− ai|
−2N/n dx→ 0, as ε→ 0.
In addition, the uniform estimate in (4.17) remains valid in this case, which together with
(4.30) yield to the optimality of N2/n2. 
4.2.3. The case of a half-space. For simplicity, let us focus on the upper-half space Ω = RN+ .
Once we have dealt with Subsections 4.2.1-4.2.2, the proof of this case is easy and natural.
The inequality µ⋆(RN+ ) ≥ N
2/n2 derives from (4.5) for
(4.31) f = xN ,
which verifies (4.4).
Again, if u ∈ D1,2(Ω) were a minimizer for N2/n2, in view of (4.5) we should necessary
have
(4.32) u = xN
n∏
i=1
|x− ai|
−N
n .
Similarly as in Subsections 4.2.1-4.2.2, the function u in (4.32) belongs to D1,2(Ω) for any
n ≥ 3. So the constant N2/n2 is attained when n ≥ 3. The optimality of N2/n2 can be
proven making use of the minimizing sequence uε := θεf
∏n
i=1 |x − ai|
−N/n, with f as in
(4.31) and θε verifying
(4.33) θε(x) =


0, |x− ai| ≤ ε
2, ∀i ∈ {1, . . . , n},
log |x−ai|/ε2
log 1/ε
, ε2 ≤ |x− ai| ≤ ε, ∀i ∈ {1, . . . , n},
1, x ∈ B1/ε(0) \ ∪
n
i=1Bε(ai),
log 1/(ε2|x|)
log 1/ε
, x ∈ B1/ε2(0) \B1/ε(0),
0, |x| ≥ 1/ε2.
This approximation is relevant for n = 2 since for any n ≥ 3 the constant N2/n2 is attained.
The computations are similar to those in Subsections 4.2.1-4.2.2. The details are let to the
reader. 
Thus, Theorem 1.3 is totally proven.
4.3. Proof of Theorem 1.4. For this proof we need to apply some local results similar to
those in Lemma 3.2 in the context of interior singularities. We state the following lemma.
Lemma 4.1 (local results for boundary singularities). Assume Ω ⊂ RN , N ≥ 2, is a
smooth bounded domain such that a1, . . . , an ∈ Γ, n ≥ 2. For every ε > 0 small enough,
there exists Uε a neighborhood of ∪
n
i=1{ai} in Ω such that
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(i). For any u ∈ C∞0 (Uε) it follows that
(4.34)
∫
Ω
|∇u|2 dx ≥
(
N2
4(n− 1)
− ε
)∫
Ω
V u2 dx.
(ii). There exists uε ∈ C
∞
0 (Uε) such that
(4.35)
∫
Ω
|∇uε|
2 dx ≤
(
N2
4(n− 1)
+ ε
)∫
Ω
V u2ε dx.
Sketch of the proof. We need to apply the Hardy inequality with boundary singularity
(1.3), locally near each singular pole. More precisely, according to [15, Lemma 2.1] for
each pole ai there exists ri > 0 small enough (depending on the local geometry of the
boundary near the pole ai) such that
(4.36)
∫
Ω
|∇u|2 dx ≥
N2
4
∫
Ω
u2
|x− ai|2
dx, ∀u ∈ C∞0 (Ω ∩Br(ai)), ∀i,
and the constant N2/4 is optimal in (4.36). Then, the proof follows straightforward as in
Lemma 3.2. The details are let to the reader. 
Now we return to the proof of Theorem 1.4. For the simplicity of presentation we start
the other way around with the proofs of items (ii)-(iv).
Proofs of items (ii)-(iv). They follow the same lines as the proofs of items (i)-(iii) in
Theorem 1.2 by applying Lemma 4.1 instead of Lemma 3.2.
Proof of item (i). The strict lower bound in (1.15) is a trivial consequence of Theorem 1.1
when n ≥ 3. Now, let us prove (1.15) when n = 2. Indeed, let us assume by absurd that the
lower bound in (1.15) is not strict when n = 2. This implies that µ⋆(Ω; a1, a2) = (N−2)
2/4
where a1, a2 are two singular poles localized on the boundary. Since µ
⋆(Ω) = (N −2)2/4 <
N2/4, according to item (iv), we deduce that µ⋆(Ω) = (N −2)2/4 is attained by a function
u ∈ H10 (Ω). Applying (3.2) we necessary obtain u = C
∏2
i=1 |x − ai|
−(N−2)/2, for some
nontrivial constant C ∈ R. Contradiction, because such u does not belong to H10 (Ω).
Finally, the upper bound in (1.15) is a consequence of item (ii) in Lemma 4.1.
Thus, the proof of Theorem 1.4 is finished. 
5. Other remarks, comments and open questions
•We have seen in bounded domains with interior singularities that there is a gap between
µ⋆(Ω) and µ⋆(RN) = (N − 2)2/n2 when n ≥ 3. It would be very interesting to determine
that gap explicitly.
• We have shown that Theorem 1.3 provides optimal results for particular geometries
like balls, exterior of balls or half-spaces. Furthermore, we may stress the question of
determining more general classes of domains for which Theorem 1.3 applies. For instance,
we may ask weather Theorem 1.3 is valid for convex domains. A positive answer to this
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latter question does not seem to be trivial at all. Indeed, the optimality of the Hardy
inequality with one singular potential obtained in balls and half-spaces is enough to extend
similar results to more general domains like convex domains. This is due to the comparison
arguments which make use of the anti-monotonicity properties of the Hardy constant µ⋆(Ω)
with respect to domains inclusions.
Generally, the anti-monotonicity property cannot be used in an efficient way for multi-
polar potentials. Therefore, in order to check wether µ⋆(Ω) = N2/n2 for convex domains,
it suffices to build weights f satisfying (4.4). The existence of such weighted functions in
any other domains would be also enough to obtain µ⋆(Ω) = N2/n2.
In particular, there are non-convex domains for which µ⋆(Ω) = N2/n2. Indeed, in view
of the proof of Theorem 1.3 this is true in any domain included in a ball, touching the
boundary of the ball at the singular poles.
•Moreover, we may wonder if the family of constants {cµ}µ>0 in Theorem 1.2 is uniformly
bounded as µ tends to µ⋆ω(Ω) = (N − 2)
2/(4n − 4) so that we can obtain the validity
of Theorem 1.2 even in the critical case µ = µ⋆ω(Ω). Equivalently, this would ask to
the attainability of µ⋆ω(Ω) in (1.7). The same questions stand in the case of boundary
singularities where µ⋆ω(Ω) = N
2/(4n − 4) as shown in Theorem 1.4. Unfortunately, our
approaches do not allow to say anything wether these critical values are attained or not.
• Finally, we have obtained the Hardy inequality with the optimal constant µ⋆(Ω) =
N2/n2 in various domains with different geometries like the half-space, the ball, the exterior
of a ball, etc.. In proving so, we had to make an adequate election for the weight f in
(4.5). Previous examples suggest that f must be chosen in terms of the implicit equation
of the boundary Γ in the neighborhood of the singular poles ai.
It is important to remark that this is not the case of an ellipse. More precisely, assume
Ω ⊂ R2 is the interior of an ellipse given by
E :
x21
a2
+
x22
b2
≤ 1,
with the singular poles ai = (a
1
i , a
2
i ) lying on its boundary.
Moreover, let us consider the weight function induced by the implicit equation of the
ellipse, that is f = 1 −
x2
1
a2
+
x2
2
b2
and satisfies f > 0 in E and f = 0 on the boundary of E .
For such f we evaluate the expression S(f, ai) in (4.4):
−∆f |x− ai|
2+2N∇f · (x− ai)− 2Nf =
=
2(b2 − a2)
(
(x2 − a
2
i )
2 − (x1 − a
1
i )
2
)
a2b2
.(5.1)
Observe that quantity (5.1) does not have a constant sign in E so the third condition in
(4.4) is not verified for such f . In consequence, we cannot make any statement about the
Hardy constant µ⋆(Ω) in this case.
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• To conclude, one of the main further challenges is to extend our analysis to multipolar
potentials of the form
(5.2) V =
n∑
i=1
1
|x− ai|2
,
for which, to our knowledge, the corresponding Hardy constants are not known for any
particular domains. This problem has been intensively studied in the literature quoted
below, but optimal results are still to be obtained. We believe that the optimal results of
our paper could be a hint in order to handle other types of multi-singular potentials such
as (5.2).
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