A bridge in a graph is an edge whose removal disconnects the graph and increases the number of connected components. We calculate the fraction of bridges in a wide range of real-world networks and their randomized counterparts. We find that real networks typically have more bridges than their completely randomized counterparts, but very similar fraction of bridges as their degreepreserving randomizations. We define a new edge centrality measure, called bridgeness, to quantify the importance of a bridge in damaging a network. We find that certain real networks have very large average and variance of bridgeness compared to their degree-preserving randomizations and other real networks. Finally, we offer an analytical framework to calculate the bridge fraction , the average and variance of bridgeness for uncorrelated random networks with arbitrary degree distributions.
A bridge in a graph is an edge whose removal disconnects the graph and increases the number of connected components. We calculate the fraction of bridges in a wide range of real-world networks and their randomized counterparts. We find that real networks typically have more bridges than their completely randomized counterparts, but very similar fraction of bridges as their degreepreserving randomizations. We define a new edge centrality measure, called bridgeness, to quantify the importance of a bridge in damaging a network. We find that certain real networks have very large average and variance of bridgeness compared to their degree-preserving randomizations and other real networks. Finally, we offer an analytical framework to calculate the bridge fraction , the average and variance of bridgeness for uncorrelated random networks with arbitrary degree distributions.
A bridge, also known as cut-edge, is an edge of a graph whose removal disconnects the graph, i.e., increases the number of connected components (see Fig. 1 , red edges) [1] . A dual concept is articulation point (AP) or cut-vertex, defined as a node in a graph whose removal disconnects the graph [2, 3] . Both bridges and APs in a graph can be identified via a linear-time algorithm based on depth-first search [4] (see Supplemental Material Sec.I for details) and represent natural vulnerabilities of realworld networks. Analysis of APs has recently provided us a new angle to systematically investigate the structure and function of many real-world networks [5] . This prompts us to ask if similar analysis can be applied to bridges.
Note that bridge is similar but different from the notion of red bond introduced in percolation theory to characterize substructures of percolation clusters on lattices [6] . To define a red bond, we consider the percolation cluster as a network of wires carrying electrical current and we impose a voltage drop between two nodes in the network. Then red bonds are those links that carry all current, whose removal stops the current. The definition of bridges does not require us to impose a voltage drop on the network. Instead, it just concerns the connectivity of the whole network.
Despite that bridges play important roles in ensuring the network connectivity, the notion of bridge has never been systematically studied in complex networks. What is the typical number of bridges in a random graph with prescribed degree distribution? Are the bridges in a real network overpresented or underpresented? How to quantify the network vulnerability in terms of bridge attack? In this Letter, we systematically address those questions in both real networks and random graphs.
We first calculate the fraction of bridges (f b := L b /L) in a wide range of real-world networks, from infrastruc- 318   320   319   335   302   334   370   379   368   363   355   301   300   280   298   317   316   281   299   332   296   295   277   315   276   259   257   241   226   225   260   243   242   240   258   279   278   58   80   41   57   79   59   60   40  423   151   114   125   147   136   167   135   113   146   97   156   158   163   152   115   101   98   81   166   102   96   162   157   85   11   23   13 24   33   168   164   22   177   5   32   63   43   64   21   65   20   12   1   352   104   343   106   342   310   327   312   290   88   6   53   110   27   76   37   15   92   28   26   2   130   121   131   108   107   140   122   90   75   133   141   124   74   134   145   144   52   91   73   72   89   109   49   34   47  71  51   14   50  35   351   48   36   25   143   142   132   123   359   350   325   294   340   341   338   292   293   255   253   273   274   275   313   272   237   256   308   238   254   239   223   247   305   285   251   265   309 288   250   269   234   210   268   249   220   222  307   233   46   70   69   68   45   129   128   120   139   119   159   153   105   165   169   326   170   235   161   252   311   236   160   154   155   291   150   271   289   270   149   176   173   180   174   175   172   286   209   267   324   287   200   306   194   339   221   171   29   66   86   19   103   17   30   87   9   61   118   84   100   83   82   62   42   44   4   7   67   111   8   16   10  3   95   54   112   77   56   94   93   78   55   39   38   99   31   117   116   18   101   100   99   102   84   97   109   83   98   96   82   80 107   106   70   81   69   62   2   119   121   120   122   117   1   108  112   48   78   91   55   40   4   24   5   7   19   18   23   12   14   9   3   65   66   71   79   58   72   68   67   94   57   93   118   115   104   113   114   110   92   11   15   21   13   10   20   16  17  8   45  56   52   35   28   89   49   75   44   50   60   61   51   88   43   33   37   38   30   39   42   32   34   27   26   22   25   31   6   103   85   86   41   87   74   36   73   59   29   95   90   105   111   116   76   63   47   54   53   64   77  46 
FIG. 1.
Bridges in real-world networks. Bridges (in red) are edges whose removal will increase the number of connected components in a graph. (a) Food web of Grassland [7] ; (b) The protein-protein interaction network of C. elegans [8] ; (c) A subgraph of the road network of California [9] ; (d) A subgraph of the power grid in three western states of US [10] .
ture networks to food webs, neuronal networks, proteinprotein interaction (PPI) networks, gene regulatory networks, and social graphs. Detailed information of those networks can be found in Supplemental Material Sec. IV. Here L b and L denote the number of bridges and total links in a network, respectively. We find that many real networks have very small fraction of bridges, while a few of them (e.g., PPI networks) have very large fraction of bridges (Fig. 2a) . To identify the topological characteristics that determine f b in real networks, we compare f b of a given network with that of its randomized counterpart. We first randomize each real network using a complete randomization procedure that turns the network into an Erdős-Rényi (ER) type of random graph with the number of nodes N and links L unchanged [11] . We find that most of the completely randomized networks possess very different f b , compared to their corresponding real networks (Fig. 2a) . This indicates that complete randomization eliminates the topological characteristics that determine f b . Moreover, we find that real networks typically display much higher f b than their completely randomized counterparts (Fig. 2a ). By contrast, when we apply a degree-preserving randomization, which rewires the edges among nodes while keeping the degree k of each node unchanged, this procedure does not alter f b significantly (Fig. 2b) . In other words, the characteristics of a real network in terms of f b is largely encoded in its degree distribution P (k). In order to quantify the importance of an edge in damaging a network, we define an edge centrality measure B, called bridgeness, for each edge in a graph as the number of nodes disconnected from the giant connected component (GCC) [12] after the edge removal. By definition, if an edge is not a bridge or outside the GCC, it has zero bridgeness. Also, in the absence of GCC, all edges have zero bridgeness. We notice that bridgeness has been defined differently in the literature [13] [14] [15] [16] (see Supplemental Material Sec.II). Here we define bridgeness based on the notion of bridge and we focus on the damage to the GCC, which is typically the main functional part of a network.
Bridgeness differentiates edges based on their structural importance. Consider all bridges that have nontrivial bridgeness, i.e., B > 0. Denote their average and I n t r a -o r g a n iz a t io n a l variance as B and var(B), respectively. We find that Word Wide Web (WWW) and road networks have much larger B than their randomized counterparts and other real networks (Fig. 3a) . Moreover, those networks also have very large var(B) (Fig. 3b) . The reason why road networks have very large B and var(B) is the presence of very long paths and the expense of constructing alternative paths. While for WWW, the reason is the presence of certain bridges that connect different large biconnected components in the GCC (see Supplemental Material Sec.IV). Here a biconnected component (BCC) is a connected subgraph where for any two nodes there are at least two paths connecting them that have no nodes in common other than these two nodes [17] . (Note that by definition no bridges exist in a BCC.) Since the bridge fractions in real networks are almost the same as their degree-preserving randomized counterparts, the difference of average bridgeness between real networks and their degree-preserving randomizations indicates variations of vulnerability of those networks in terms of bridge attack. ing that those networks are robust from the bridge attack perspective.
The results of real-world networks prompt us to analytically decipher bridge structure for large uncorrelated random networks with prescribed degree distributions. To begin with, we adopt the local tree approximation, which assumes the absence of finite loops in the thermodynamic limit (i.e., as the network size N → ∞) and allows only infinite loops [5] . This approximation leads to three important properties: (1) all finite connected components (FCCs) are trees, and hence all edges inside them are bridges; (2) there exists only one giant connected component (GCC) [18] , only one BCC (which has no bridges), and the BCC is a subgraph of the GCC; (3) subgraphs inside the GCC but outside the BCC are trees and all edges in those subgraphs are bridges [5, [18] [19] [20] [21] [22] .
Based on the above considerations, we categorize all the edges in a graph into three types ( Fig. 4a ): (i) α-edge: edges in FCCs, which are bridges; (ii) β-edge: edges inside the GCC but outside the BCC, which are also bridges; (iii) γ-edge: edges inside the BCC, which are not bridges. Hereafter we also use α, β or γ to denote the probability that a randomly chosen edge is a α-edge, β-edge, or γ-edge, respectively. By definitions, we have α + β + γ = 1, and f b = α + β. Note that according to our definition of bridgeness, only β-edges have nontrivial bridgenesses, i.e., B > 0.
The generating functions
k−1 are very useful in calculating key quantities of random graphs, such as the mean component size and the size of GCC [18] . Here Q(k) = kP (k)/c, and c = k=0 ∞kP (k) is the mean degree. To calculate α, β and γ, we introduce the generating function H 1 (x) for the size distribution of the components that are reached by choosing a random edge and following it to one of its ends. (Note that the notation H 0 (x) is reserved for the generating function of the size distribution of the components that a randomly chosen node sits in, see Supplemental Material Sec. III) [18] . Note that we only include the FCCs in calculating H 1 (x), which means that the chosen edge must be a bridge, namely either α-or β-edge.
According to the local tree approximation, H 1 (x) satisfies the following self-consistency equation [18] :
Equation (1) implies that following a bridge, the excess edges of its end to finite subcomponents should also be bridges. We can rewrite Eq. (1) using the generation function of Q(k), i.e.,
Define u := H 1 (1), which represents the probability that following a randomly chosen edge to one of its end nodes, the node belongs to an FCC after removing this edge. Then the probability that a randomly chosen edge is an α-edge or belongs to an FCC is simply α = u 2 . For a β-edge, one of its end nodes belongs to an FCC and the other one belongs to the GCC after removing this edge. Hence we have β = 2u(1 − u). For a γ-edge, both of its end nodes belong to the GCC after its removal, and hence γ = (1−u)
2 . Note that the normalization condition α+β+γ = 1 is naturally satisfied. The fraction of bridges is simply given by
In Fig. 5a , we show the bridge fraction f b calculated from Eqs.(2) and (3), the relative size of BCC (s BCC ) [17] , and the relative size of GCC (s GCC ) [18] as functions of mean degree c in ER random graphs with Poisson degree distribution P (k) = e −c c k /k! [11] . We find that before the GCC and BCC emerge at the percolation threshold c * = 1, all components are FCCs and all edges are α-edges, rendering f b = 1. After the emergence of the GCC and BCC at c * = 1 [21] , f b begins to deviate from 1, and the fraction of β-edges displays a non-monotonic behavior (because the difference between s GCC and s BCC increases first and then decreases). We also calculate f b for scale-free (SF) networks with power-law degree distribution P (k) ∼ k −λ generated by the static model [23] [24] [25] . For SF networks, the smaller the degree exponent λ, the smaller the percolation threshold c * [21] , rendering f b deviate from 1 at smaller c * (Fig. 5b) . Besides f b , we can also calculate the bridgeness distribution P (B) from H 1 (x). For nontrivial bridgeness (B > 0) we only consider the bridges in the GCC. In other words, we calculate P (B) for β-edges in random graphs. Define the generating function of P (B) as which leads to P (B) =
Since one end node of a β-edge locates in the GCC after this edge is removed (Fig. 4b) , we have:
where the numerator represents the generating function for the bridgeness distribution of a randomly chosen β-edge, and the denominator originates from the fact that we focus on β-edges. The moments of P (B) are then given by:
We calculate the average bridgeness B and the variance of bridgeness var(B)(:= B 2 − B 2 ) in ER and SF random networks (Fig. 5c-d) . We find that for both ER and SF networks, B and var(B) monotonically decrease as c increases. Note that B and var(B) of SF networks are typically lower than those of ER networks for small c, and higher for large c. This is because SF networks tend to first form densely connected components of hub nodes and then slowly stretch out. This means that they form the BCC earlier but extending bridges while ER networks absorbs bridges quickly. The divergent behavior of bridgeness around the percolation threshold c * is due to the emergence of the GCC, which initially is treelike and therefore contains bridges with a huge range of bridgeness.
In conclusion, we systematically investigate the bridge structure in complex networks. We demonstrate bridges in real-world networks, calculate the fraction of bridges in different networks, and define a new edge centrality measure, called bridgeness, to quantify the importance of bridges in damaging a network. Finally we analytically calculate bridge structure in random graphs with prescribed degree distributions. The presented results help us understand the complex architecture of real-world networks and may shed lights on the design of more robust networks against bridge attack.
Supplemental Material Algorithm for identifying bridges and Calculating Bridgeness
The algorithm for identifying bridges in a network is based on depth-first search (DFS), which has linear time complexity [1] .
A bridge between two nearest neighboring nodes (i and j) is identified whenever the later visited node, say node i, has larger low[i] than that of the previously visited node j.
To calculate the size (b) of the subgraph that will be cut from the network due to the removal of a bridge, we can simply use current time step (T ), i.e., the number of visited nodes, to subtract the DFS visited time stamp of the end of the bridge (which is inside the BCC), and plus one. For instance, in Fig. 6(c) , b = T − DFS[3] + 1 = 6 − 3 + 1 = 4. Naturally each bridge has two components to be cut from the network. And we define bridgeness to be the smaller size of the two components. Thus, to calculate the bridgeness, we need to go through the giant connected component (GCC) again, and Bis calculated as min{b, S − b}, where S represents the size of the whole connected component, see Fig. 6 (e).
To summarize, we first conduct DFS in each connected component of a graph to identify bridges with one of the separating parts (b) after their removal and get the size of each connected component. Then we go through the GCC again to get the bridgeness (B) of each β-edge.
Previous definitions of bridgeness
The notion of bridgeness has been introduced in the literature with various different definitions. But none of them is based on the notion of bridges. Some of them are actually node-based. A local index on edge significance in maintaining global connectivity
In [2] , the bridgeness of an edge is defined to be a local index quantifying the edge importance in maintaining the network connectivity:
where x and y are the two endpoints of the edge e and S x , S y , S e are the clique sizes of nodes x, y and the edge e, respectively. A clique of size k is a fully connected subgraph with k nodes [3] and the clique size of a node x or an edge e is defined as the size of maximum clique that contains this node or edge [4, 5] . See Fig. 7 for a small example. Betweenness cannot differentiate the global center (the green node) from APs (red nodes), as it gives slighter higher score to high-degree nodes, which are local centers. In contrast, bridgeness centrality effectively scores the node that plays an important role in global connectivity (the green node).
Global bridges in networks
A node-based bridgeness, called bridgeness centrality (BRI), is derived from the node's betweenness centrality (BC) [6] . Consider the betweenness centrality of a node j [7, 8] :
where i, j, k are nodes; σ ik represents the number of shortest paths between i and k while σ ik (j) is the number of such paths running through j. The bridgeness centrality of node j is defined as the non-local part of its betweenness centrality:
where N G (j) are neighbor nodes of j. Examples are shown in Fig. 8 .
Nodal bridgeness in communities with overlap
Nodal bridgeness can also be defined as a generalization of articulation point to solve the community detection problem. The number of communities M in a graph can either be given in advance or by some community detection algorithm [9] and the partition of nodes is represented by the partition matrix U = [u ik ], where u ik measures the relationship between the node v k and community i, which is determined by the complicated partition based on vertex similarities [9] . This nodal bridgeness measures the extent, to which a given node is shared among different communities [9] . If a node belongs only to one community, it has zero bridgeness while a node shared by all communities has bridgeness one. This bridgeness is defined on a vertex v i as the distance of its membership vector u i = [u 1i , u 2i , ..., u 
Bridges in random graphs with specific degree distributions
In this section, we derive the equations in analytically calculating the first and second moments of the bridgeness distribution, as well as the relative size of GCC and BCC, for uncorrelated random graphs with prescribed degree distributions.
According to the definitions of (H 1 (x) ), we calculate H 1 (X) and H 1 (x) as follows:
and
Therefore we have:
with u = H 1 (1) is the probability that following a randomly chosen edge to one of its end nodes, the node be-longs to an FCC after removing this edge. And
Consequently, the variance of bridgeness is
k is the generating function of the node degree distribution P (k) and (H 1 (x) ) is the generating function for the size distribution of components that a randomly chosen node sits in. For the calculation of the relative size of GCC, we let s FCC be the fraction of vertices in the graph that do not belong to the giant component. Hence we have
Then the relative size of the GCC is given by
For the calculation of the relative size of BCC, it can be derived as [10] 
where
means that if a vertex is outside the BCC, its surroundings should have at most one element that is not u.
Here we propose a new method to calculate s BCC , which relies on the result of s GCC . Consider the β-edges, which are inside the GCC but outside of the BCC. Note that each β-edge can be assigned to one node that is inside the GCC but outside the BCC. Hence s BCC can be calculated as:
where βc/2 = u(1 − u)c represents the fraction of β-edges normalized by total number of nodes. Note that the above two equations are equivalent, because G 0 (u) = cG 1 (u) = cu.
Poisson-distributed graphs
The degree distribution P (k) for Erdős-Rényi random graphs follows Poisson distribution [11] :
with c is the mean degree. Then the generating functions are:
with derivatives:
With
we have
Substituting Eq. (S16-22) into Eq. (S6-9), we can get
Besides, by Eq. (S11-13, 19), we also have
Results are shown in main text Fig. 5 .
Exponentially distributed graphs
The degree distribution for exponentially distributed graphs is [12, 13] :
and the mean degree is
The generating functions are
with derivatives
Inserting Eq. (S26-31) into Eq. (S5-13), we can get f b , s GCC , s BCC , B and var(B). Results of these quantities can be found in Fig. 9,10 .
Purely power-law distributed graphs
The degree distribution for purely power-law distributed graphs is [12, 13] :
where ζ(λ) = ∞ k=1 k −λ is the Riemann Zeta function. Note that P (k) can be normalized only for λ ≥ 2. It is obvious that the mean degree is larger than 1 in this situation and larger λ leads to smaller mean degree.
where Li n (x) = ∞ k=1 x k /k n is the nth polylogarithm of x, whose derivative is
. The derivatives of the generating functions are
Inserting Eq. (S32-36) into Eq. (S5-13), we can get f b , s GCC , s BCC , B and var(B). Results are shown in Fig. 9,10 .
Power-law distribution with exponential cutoff
The degree distribution for a purely power-law distribution with exponent λ and exponential cutoff is [12, 13] : This distribution can be normalized for any λ.
The generating functions are 
Static model
In the main text, we use static model to generate scalefree (SF) random graphs [14] . This model consists of following steps [12] :
• Given N isolated nodes, we label them from 1 to N .
For each node i, we assign a weight p i ∝ i −a , where a = 1 λ−1 and λ is the characteristic parameter of SF graphs.
• Then we randomly choose two nodes according to their weights and connect them if they are not connected. Self-links and multi-links are forbidden here. We repeat this step until M = cN/2 links are added.
The degree distribution of the static mode can be analytically derived as [15, 16] :
with Γ(s) the gamma function and Γ(s.x) the upper incomplete gamma function. When k → ∞, P (k) ∼ k −(1+1/a) = k −λ . Therefore, we can build different SF random graphs by tuning a. The generating functions are:
where E n = ∞ 1 e −xy y −n dy is the exponential integral. Note that the derivative of E n follows E n = −E n−1 (x). 
Network datasets
Detailed information about the real-world networks analyzed in this paper are listed in Tables S1 with brief descriptions. We categorize networks according to their types and show their names, numbers of nodes, edges, bridges and biconnected components, size of the GCC as well as the average, variance and maximum of bridgeness. 
