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The soil microbiome provides large amounts of taxonomic and functional diversity to 
ecosystems and is considered one of the most diverse natural environments on earth. The 
functions associated with the soil microbiome are closely linked to the taxa that make up the 
microbial community. Understanding how environmental factors influence the structure of soil 
microbial communities through space and time can provide key information for biogeochemical 
processes such as nutrient cycling and also provide insights into how the soil microbiome might 
respond to changes in climate. To understand how a soil microbial community will respond to 
changes in its environment, it is necessary to first understand the structure and composition of 
a baseline soil microbial community. This work assessed the baseline soil microbial 
communities of subantarctic Campbell Island and two tussock grassland sites in alpine Takahē 
Valley, one site dominated by Chionochloa rubra and the other dominated by Chionochloa 
teretifolia. These locations are isolated sites, Campbell Island in terms of geographic location 
and Takahē Valley in terms of minimal disturbance of a grassland site. This will provide useful 
baseline data for both bacterial and fungal soil communities. Environmental conditions 
including temperature and nutrient levels in Takahē Valley were also manipulated to simulate 
the effects of climate change to provide insights into how the soil bacterial and fungal 
communities in Takahē Valley would respond to changes in abiotic conditions. High-
throughput sequencing of the 16S rRNA and ITS2 genes identified significant differences in 
the bacterial and fungal communities associated with different vegetation types of Campbell 
Island and also significant differences in the bacterial and fungal communities associated with 
the two Chionochloa species in Takahē Valley. Furthermore, differences were also seen in the 
bacterial and fungal communities exposed to increased temperatures and nutrient levels. 
Statistically significant findings include a higher observed diversity in the bacterial community 
of C. rubra samples exposed to higher temperatures and an increase of several bacterial and 
fungal Orders when exposed to higher levels of sugar at either Takahē Valley site. The findings 
in this thesis contribute to our understanding of the structure of soil microbial communities and 
the factors that influence them. Additionally, characterising the structure and composition of 
microbial communities subjected to changes in climatic conditions provides a useful starting 
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1.1 Soil Microbial Ecology 
The soil microbiome provides both taxonomic and functional diversity to an 
ecosystem and soils themselves have been considered the most diverse natural 
environments on earth (Daniel, 2005). Interactions between microbes and plants are key 
in determining the composition of the soil microbiome and the importance of microbe-
microbe interactions is starting to be acknowledged as an important factor in plant-
microbiome homeostasis (Hassani et al., 2018). Soil microorganisms are known to be 
directly involved in nutrient cycling (Petersen et al., 2012), phytoremediation 
(Richardson et al., 2015), decomposition (Baumann et al., 2013), and disease suppression 
(Garbeva et al., 2004). The composition of the microbial community is known to vary 
across terrestrial biomes, impacting the functional capabilities of the microbiome (Fierer 
et al., 2012). Active manipulation of microbial diversity has been shown to impact 
ecosystem function. For example, decreasing microbial diversity using serial dilutions of 
a soil microbial suspension showed a diversity loss of ~25% resulted in a significant 
decrease in the denitrification activity within the nitrogen-cycle (Philippot et al., 2013).   
As humans have travelled the world, we have engineered our environment to suit 
our needs. Arguably one of the most significant methods of environment manipulation 
has been the development of agriculture. Plants and animals were first domesticated 
around 11,500 BP (Before present) (Zeder, 2011), and modern agriculture continues to 
evolve. These agricultural practices benefit humans through increasing the yields of 
desirable plant and livestock products, but they also have caused widespread ecological 
and environmental damage (Altieri, 2018). Direct manipulation of soil characteristics is 
common and dates back at least 2000 years with changes in nutrient levels, pH, soil water 
content, vegetation type and soil composition all seen in the search for greater yields 
(Dessaux et al., 2016). The influence this had on microbial diversity and community 
composition was unknown until the discovery of the complexity of the soil microbiome 
and although there have been great technological advances in fields surrounding 
microbiology, there is still a lot we do not know. The agricultural sector is one of the 
biggest producers of greenhouse gases, contributing to climate change and increasing 
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temperatures, having further flow-on biotic and abiotic effects to all ecosystems (Johnson 
et al., 2007). 
1.2 Factors influencing soil microbial diversity 
Three mineral classes dominate the inorganic structure of soils. These classes are 
sand, silt and clay. The percentage of each of these mineral classes within soil influences 
the texture and has implications for nutrient availability and organic processes within the 
soil. The particle size of the three minerals is a key factor in determining other 
environmental factors within the soil. For example, soils with a higher clay composition 
(small particles) show higher microbial diversity than soils with a higher sand 
composition (large particles) (Sessitsch et al., 2001). There is also a correlation between 
sandier soils and lower amounts of organic carbon (Burke et al., 1989). Particle size also 
influences the taxa present in the soil, for example, large particles have been shown to 
harbour higher concentrations of Alphaproteobacteria while Acidobacteria dominate 
smaller particle soils (Sessitsch et al., 2001). The type of soil affects the composition of 
vegetation present which in turn affects soil characteristics such as the amount of carbon 
or nitrogen available. This provides selection pressures for other soil-dwelling organisms 
such as arthropods and can impact biogeochemical processes such as nutrient cycling  
(Wardle et al., 2004).  
Soil texture is closely linked to water and organic matter content. Smaller soil 
particles such as clay are involved in the protection of soil organic matter from 
decomposition resulting in higher soil organic matter levels (Sorensen, 1981). While soil 
water content is variable and heavily influenced by temperature and rainfall, it is also 
linked to soil texture. The field capacity; the moisture content after the soil has been 
saturated and allowed to drain for 2-3 days, depends on the texture. Fine-textured soils 
(clay) have a higher field capacity than coarse-textured soils (sand) due to their smaller 
pore size (Reynolds et al., 2000). It is thought that the amount of organic matter in soil 
positively correlates with the amount of water retained due to the hydrophilic nature of 
organic matter. However, there is no consensus. Some studies have reported positive 
effects (Bauer & Black, 1992), while others have reported limited effects (Bell & Van 
Keulen, 1995). Despite this, the positive effect of organic matter on water retention does 
seem to be more prominent in coarse-textured soils (Minasny & McBratney, 2018). 
Microbial community structure and activity levels appear to be strongly linked to soil 
organic matter and water content and may be more influenced by these factors than the 
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vegetative species present (Brockett et al., 2012). Using enzyme assays and phospholipid 
fatty-acid profiles, the study by Brockett et al. (2012) differentiated soil microbial 
communities along a regional climate gradient and found that soil moisture was 
significantly correlated with the functional potential of the microbial community. The 
study also showed the microbial community adapting and compensating for exceptionally 
high or low levels of nutrients. For example, the driest soil had the highest level of 
phosphate and the lowest phosphatase activity while the wettest soil had the lowest level 
of phosphate and the highest phosphatase activity.  
Nutrient levels are an influential abiotic factor, shaping both the microbial and 
eukaryotic community present in an ecosystem. Nitrogen, phosphorous and potassium are 
the main elements that limit the productivity of plants (Chapin III et al., 1986), while 
organic carbon is also a limiting factor for bacterial communities (Aldén et al., 2001). 
Approximately 78% of our atmosphere consists of dinitrogen gas (N2), an unreactive 
molecule that is unable to be utilised by most organisms. Diazotrophs have evolved the 
ability to convert N2 into ammonia (NH3) which can then be utilised by other organisms 
within the ecosystem. The rate of N2 fixation and the amount of biologically available 
nitrogen affect ecosystem productivity and diversity (Vitousek et al., 2002). In nitrogen-
deficient environments, diazotrophs are often the initial colonisers, increasing the amount 
of nitrogen available to other organisms (Walker & Del Moral, 2003). Many factors 
influence N2-fixation activity. These include soil pH (Morrill & Dawson, 1967), the 
availability of other nutrients and the amount of inorganic nitrogen in the system. 
Nutrients such as iron, molybdenum and vanadium are cofactors of the nitrogenase 
enzyme (Masepohl et al., 2002), while the amount of inorganic nitrogen is related to the 
level of nitrogenase activity. Similar to the phosphatase activity investigated by Brockett 
et al. (2012), low nitrogen availability correlates with high levels of nitrogenase activity 
while high levels of inorganic nitrogen correspond to lower levels of nitrogenase activity 
(Vitousek et al., 2002).  
Investigating the effects of soil pH on the microbial community is complex as it is 
intertwined with many abiotic and biotic factors. Factors influencing soil pH include 
climate, topography, soil texture and organisms present. In contrast, pH influences 
nutrient availability, organic carbon levels, moisture content, soil texture and vegetation 
type. Despite being co-dependent with numerous environmental factors, soil pH is a 
reliable predictor of bacterial richness, diversity and community composition, with less 
bacterial diversity seen in more acidic soils (Fierer & Jackson, 2006). However, its effects 
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on the fungal community are less significant (Rousk et al., 2010). This may be because 
pH tolerance levels in bacteria are often limited to a relatively small range. A study by 
Fernández-Calviño & Bååth (2010), isolated several soil bacterial communities found 
over a range of pHs, determining the original pH and the optimal pH for that community. 
They found that an increase or decrease in pH of 1.7 units was sufficient to reduce the 
growth of the community by 50%, more than enough for better-adapted species to 
outcompete the original species in a natural environment. As well as being a direct 
selection pressure on the microbial community, pH also manipulates communities 
indirectly by influencing other properties such as available nutrient levels. For example, 
the rate of nitrogen fixation is significantly influenced by pH. In particular, the rate of 
nitrification; the oxidation of ammonia to nitrite and nitrate, is considerably decreased in 
more acidic soils (Morrill & Dawson, 1967).  
The evidence that climate change is happening and will have a marked impact on 
every environment on the planet, as well as the organisms that inhabit them, is 
indisputable. Increases in greenhouse gases such as carbon dioxide (CO2), temperature 
and weather variability as well as changes in seasonal patterns, precipitation and nitrogen 
availability are all occurring or predicted to occur (Balser et al., 2010). As a consequence, 
we will likely see changes to plant species distribution and ecosystem productivity 
(Tylianakis et al., 2008). In colder climates, such as the Antarctic, subantarctic, and 
alpine, increased temperatures could mean increases in the frequency of freeze-thaw 
cycles. Evidence suggests that the abundance of genes critical to the nitrogen-cycle are 
significantly influenced by a combination of changes in vegetation cover and frequency 
of freeze-thaw cycles (Yergeau & Kowalchuk, 2008). Increases of freeze-thaw cycles 
without vegetation cover significantly increased the number of nirS gene copies present 
while increases of freeze-thaw cycles with vegetation cover significantly decreased the 
abundance of the nirS gene. A similar and statistically significant trend was also seen 
when investigating the nifH gene. This study agrees with a previous study with many of 
the same authors when concluding that fungal communities are less affected by 
temperature than bacterial communities but are more influenced by the presence of 
vegetation (Yergeau et al., 2007).  
1.3 New Zealand Soil  
New Zealand soils are diverse and can be classified into 15 main orders and almost 
2000 suborders (Hewitt & Dymond, 2013). The two most common orders of soil in New 
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Zealand are brown soil and podzol soil. Brown soil covers 43% of the country and is more 
common where summer droughts are rare, and soils remain moist year-round. In their 
natural state, these soils have low fertility and are acidic; however, when fertilised, brown 
soils make for good agricultural land and are regularly used for sheep, beef and dairy 
farming (Hewitt & Dymond, 2013). Podzol soils cover 13% of New Zealand. They are 
found in wet environments and are usually associated with forests with an acid litter. This 
environment and soil type are common on the west coast of the South Island, including 
Fiordland. Podzol soils are known for their poor fertility and extreme acidity but can also 
be manipulated to be productive agricultural or forestry land (Hewitt & Dymond, 2013).  
Primary industries such as forestry and agriculture are critical to New Zealand’s 
economy, providing NZ $38 billion in 2017 and much of New Zealand’s suitable land 
has been manipulated to maximise this value (Fritsche et al., 2018). The impact of climate 
change on natural and manipulated soils and their associated systems is largely unknown 
and there is a high level of uncertainty (Orwin et al., 2015). Climate change will see trade-
offs with some soil processes, such as nitrogen mineralisation, benefitting, while other 
such as water quality, will decrease as more nutrients leach out of the soil (Rustad et al., 
2001). A greater understanding of the trade-offs likely to be seen due to climate change 
could allow the implementation of better land practices through more accurately 
predicting changes to soil ecosystems and their associated processes. 
In the mid to late 1990s, there were great advances in our capacity to sequence DNA 
with the development of high-throughput sequencing (HTS), also known as next-
generation sequencing. High-throughput sequencing techniques were first 
commercialised by the year 2000 and have revolutionised many scientific fields including 
soil microbial ecology (Madsen, 2005). The commercialisation of HTS allowed the 
sequencing of multiple DNA templates from the same environmental sample in parallel. 
This has enabled quantification of microbial diversity at a much higher resolution when 
compared to previous technologies such as culturing and Sanger sequencing. As HTS has 
become more accessible and cost-effective, the number of microbial sequences being 
uploaded to databases has increased dramatically (Fierer & Lennon, 2011). New 
microbial taxa are also being recognised at higher rates and it is now realised that 
microbial diversity was being underestimated as we cannot identify or characterise an 
entire microbiome with conventional culturing methods (Steen et al., 2019).   
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New Zealand has not been excluded from the revolution in soil microbial ecology 
due to the advent of HTS. As mentioned, primary industries such as forestry and 
agriculture are very important to the New Zealand economy. A significant amount of 
research is being performed in New Zealand investigating how the soil microbiome can 
be more effectively utilised in these industries. This is especially apparent in agriculture 
where microbiomes of pastoral soils are being investigated to help with maximising 
yields, lowering costs and reducing pollutants (Dignam et al., 2018; Morales et al., 2015; 
Wigley et al., 2017). Research into the soil microbiomes of environments with more 
subtle economic benefits is less common, however, there is value in understanding the 
complex relationships within these soil microbiomes. For example, the soil microbiome 
could be utilised to help in environmental restoration efforts. A study by Fierer et al. 
(2013), investigated this concept in the tall prairie grasses of the midwestern United States 
that had been converted to agricultural land. They found that it is possible to use 
metagenomic techniques to restore the soil microbial diversity and function to a pre-
agricultural state through analysing relic soils of the land in question. Changes in the soil 
microbial community structure due to climate could also be reversed, however, a key 
component to restoring the microbial community would be identifying and understanding 
the community that was present before a change. Baseline data gives critical information 
on what was present at a specific time point. The benefits surrounding environment 
restoration reach further than the natural environment. It would also help maintain New 
Zealand’s clean, green image, an asset that is difficult to value in a financial sense but 
adds millions to the economy in tourism. 
1.4 Study sites  
1.4.1 Campbell Island/Motu Ihupuku 
Campbell Island is an uninhabited subantarctic island of New Zealand. Located 700 
km (kilometres) south of the South Island and 270 km southeast of the Auckland Islands 
(Figure 1.1), Campbell Island is very isolated. Although there is no archaeological 
evidence of Māori activity on Campbell Island before the arrival of Europeans, there is 
evidence on the Auckland islands, approximately 200 km north (Anderson, 2005). It is 
likely Māori discovered Campbell Island before Europeans while following southern 
royal albatross and migrating southern right whales. The Māori name for Campbell 
Island; Motu Ihupuku is an appropriate description, roughly translating to seal island. The 
first European to sight the island was Captain Frederick Hasselburgh in January 1810 
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while travelling on the sealing brig ‘Perseverance’. He named the island after his 
employer and shipowner, Robert Campbell. Hasselburgh returned to the island less than 
a year later to pick up sealers that he had left there when he discovered the island. 
Unfortunately, Hasselburgh met his fate when his small vessel capsized in Perseverance 
Harbour, drowning himself and two others. Almost 20 years later the sealing brig 
‘Perseverance’ was also wrecked in Perseverance harbour, the only ship known to be 
wrecked at the island. Whalers, sealers and farmers have all tried to use the island as a 
base or resource with limited success. The isolation and hostile climate, as well as an 
unreliable transport system and global recession, resulted in whaling and sealing finishing 
before the turn of the 20th century and farming being abandoned in 1931. 
The 11300 ha (hectare) island was announced as a nature reserve in 1954 and a 
committed eradication project over the next 50 years removed all introduced pests from 
the island. Permanent habitation by humans concluded in 1995 when the weather station 
was updated to take automatic measurements, necessitating only periodic visits to 
maintain the equipment (Quayle, 1995). In a success story for conservation, the largely 
endemic flora and fauna of Campbell Island are now recovering (McGlone et al., 2007). 
The nature reserve of the island is now supported by the surrounding Campbell 
Island/Moutere Ihupuku marine reserve, created in 2014 and the area was also designated 
as a UNESCO world heritage site in the same year. Although the recovery of the 
Campbell Island ecosystem has been largely successful, it is not immune from human 
impacts and climate change. Dracophyllum has spread and established itself on land once 
covered by native tussock grass. It is thought that this is due to the burning of the tussock 
when farming was present on the island and the various impacts of climate change such 
as increased temperature (McGlone et al., 2007).  
1.4.2 Takahē Valley 
Named for the rediscovery of the takahē within the Murchison mountains, Takahē 
Valley is located within Fiordland national park (Figure 1.2). A study site was established 
with the original intention to research the diet and behaviour of the endangered takahē. 
More recently, a number of studies have investigated the long-term flowering patterns of 
Chionochloa species and how they react to differing soil nutrient levels (Lee & Fenner, 
1989; Tanentzap et al., 2012; Williams et al., 1976). Within the alpine zone (800 – 2000 
m above sea level), Chionochloa species dominate with different species dominating 
distinct communities. These communities are likely driven by various factors such as 
 8 
altitude, snow cover and soil age (Williams et al., 1976). The Takahē Valley study site 
covers a significant altitudinal range and the soil collection sites used in this study are 
located at 900 m and 1270 m above sea level (asl). The difference in altitude between the 
two collection sites does have significant implications for other environmental variables 
such as snow cover, temperature and various soil characteristics. The two soil sample 
collection sites are dominated by two different Chionochloa species; C. teretifolia and C. 
rubra, which are segregated by the environmental differences listed above. These 
environmental differences impact resource allocation and flowering in the Chionochloa 
species and the research undertaken in this thesis aims to further investigate the 
relationship between the plants, the associated microbiomes and the environmental 
conditions. To do this, temperature and nutrient levels have been manipulated throughout 
the Takahē Valley site to simulate the potential impacts of climate change. This is further 
explained in chapter 4. It is predicted that climate change will be more severe at higher 
elevations (Gobiet et al., 2014) and that mountainous ecosystems, including alpine, are 
more threatened and more sensitive to climate change (Li et al., 2019; Rogora et al., 
2018). 
1.5 Thesis outline 
The broad objective of this research project is to increase knowledge surrounding 
the soil microbial communities in isolated New Zealand environments. There is very little 
information regarding the soil microbial community of Campbell Island and to the best 
of my knowledge, no published data utilising HTS to investigate this community. This 
offers a unique opportunity to explore the community using HTS to provide information 
as to what is present on an island with an environment that is home to a large number of 
endemic species. The results of this investigation can be found in chapter 3. Unlike 
Campbell Island, work has been performed at Takahē Valley in an effort to provide a 
baseline soil bacterial community. HTS has been utilised to examine the bacterial 
communities associated with Chionochloa pallens and C. teretifolia (Griffith et al., 2017). 
This research project will add to this information through the analysis of soil microbial 
communities, some of which have been manipulated to be exposed to environmental 
changes scientists predict to see as a result of climate change. The fungal community has 
also been investigated in my study, providing both a baseline community and insights 
into how these communities might respond to the climatic changes expected to be seen in 
the near future. The results and analysis of the Takahē Valley project can be found in 
chapter 4.  
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1.6 Chapter aims 
The Campbell Island study aims to 
provide a baseline soil bacterial community for the island, 
provide a baseline soil fungal community for the island, 
investigate trends within and between microbial communities associated with the 
various vegetation types.   
The Takahē Valley study aims to 
provide a baseline soil fungal community for Takahē Valley and a baseline soil 
bacterial community for C rubra, 
investigate the response of the fungal and bacterial communities to increased 
temperature, 





Figure 1.1: Map of Campbell Island in relation to the Auckland Islands, Stewart Island 









Materials and methods 
2.1 Materials  
2.1.1 General labware 
Consumables and equipment used in this study are listed in Table A.1 
2.1.2 Stock solutions  
All stock solutions were stored at room temperature unless stated otherwise. Solutions 
were prepared using Milli-Q de-ionised water (MQ) unless stated otherwise. Percentage 
measures indicate weight/volume. Where appropriate stock solutions were sterilised by 
autoclaving at 15 psi, 120C for 20 min.  
0.5M EDTA, pH 8.0 
93.06 g of ethylenediaminetetracetic acid disodium salt dihydrate (EDTA) was added to 
400 mL of MQ water. The pH was adjusted to 8.0 using NaOH and the final volume 
increased to 500 mL before sterilisation.  
Tris-EDTA (TE) buffer 
10 mM Tris-HCl, pH 8.0; 1 mM EDTA. 
DNA gel electrophoresis 
Tris-acetate EDTA buffer, pH 8.0 (50x TAE) 
For 1 L 50x stock:  
242 gL-1 (2.0 M) trizma base (MW = 121.1); 57.1 mL glacial acetic acid; 50 mM EDTA, 
pH 8.0. A working buffer (1x) was prepared by diluting stock with dH2O.  
Loading dye  
0.25% bromophenol blue; 0.25% xylene cyanol FF; 30% glycerol; MQ to 20 mL. 
Agarose gel 
UltrapureTM Agarose (Thermo Fisher Scientific, New Zealand) was added to 1x TAE 
buffer to form a 1.5% solution as needed. The solution was heated in a microwave until 
the agarose was disolved 
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2.1.3 Commercial kits  
DNeasy PowerSoil® DNA Isolation Kit  
The DNA isolation kit (Qiagen, Germany) was used for the extraction and purification of 
total DNA soil samples to be used for high-throughput sequencing.  
Agencourt® AMPure® XP Purification system 
AMPure XP beads were used to purify PCR amplicons intended for high-throughput 
sequencing. Beads were used in a PCR reaction volume:bead ratio of 1:1.8. The kit was 
purchased from Agencourt Bioscience Corporation, Beckman Coulter (USA), stored at 
4C and mixed well before use.  
Qubit® dsDNA High Sensitivity Assay 
The Qubit HS DNA assay kit (Thermo Fisher Scientific, New Zealand) was used with the 
Qubit® 2.0 Fluorometer for quantification of purified PCR amplicons. Standards were 
stored at 4C, and reagent and buffer stored at room temperature away from light.  
2.2 Methods 
Biological safety cabinets were used when necessary with UV light treatment for 
20 min prior to experiment set-up. Separate biological safety cabinets were used for each 
round of PCR amplification and purification. These were each in different areas of the 
Botany research building and were utilised to minimise the risk of cross contamination of 
samples.  
2.2.1 Sample collection  
Campbell Island 
Soil samples were collected by Associate Professor Paul Guy prior to the beginning 
of the MSc research project. Samples were collected from nine sites around Campbell 
Island. Each soil sample was collected using a clean wooden stick to collect 0.1-0.25 g 
from the soil surface. Two samples were collected at each site, usually 5-10 metres apart. 
Soil samples were transferred to MoBio (now Qiagen) Powerbead tubes and stored at 4°C 



























Figure 2.1: Map of Campbell Island with colour coded soil sample collection sites, the different 
colours represent sites dominated by the different vegetation classes shown in the key. 
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Table 2.1: Description of Campbell Island soil sample collection sites.  




1 1, 2 Poa, Bulbinella tussock grassland above Belinda’s 
garden on top of ridge. 
260* -52.5231 
169.1469 
2 3, 4 Belinda’s garden megaherbfield (soil from beside 
Pleurophyllum plants). 
218  -52.5286 
169.1372 
3 5, 6 Chionochloa and Dracophyllum association near top 
of boardwalk (soil from under Chionochloa tussock). 
160* -52.5326 
 169.1478 
4 7, 8 Chionochloa and Dracophyllum association near top 
of boardwalk (soil from under Dracophyllum). 
160* -52.5326 
 169.1478 
5 9, 10 Dracophyllum forest on side of Beeman Hill, 
overlooking Lookout Bay. 
50* -52.5450 
 169.1408 
6 11, 12 Dracophyllum shrubland, only 2-3 m high, shorter 
than site 5. Near the start of the NW Bay track. 
8.5 -52.5513 
169.1408 
7 13, 14 Chionochloa tussock grassland. 185 -52.5477 
169.1158 








1The altitude of each site was determined using GPS, except where noted with an asterix (*) which were 
estimated from a 1/50,000 Campbell Island map. 
 
Takahē Valley 
Soil samples were collected from Takahē Valley by Andy Nilsen prior to the 
beginning of the MSc research project. Samples were collected from two sites, one site 
near the top of the valley (1270 m asl), dominated by C. teretifolia (Figure 2.2A), and the 
other near the bottom (900 m asl), dominated by C. rubra (Figure 2.2B). The samples 
were collected from an experimental site set up by Dr Adrian Monks, Landcare Research. 
For each of the sites, four blocks were randomly assigned for sampling. Each block 
consisted of six treatments:  
- No solarium, no added nutrients 
- No solarium, added nitrate 
- No solarium, added sugar 
- Solarium, no added nutrients 
 15 
- Solarium, added nitrate 
- Solarium, added sugar 
 
The location of the treatments within each block was randomised. Each treatment 
contained a central tussock surrounded by either a solarium, or a weathered stainless-steel 
cage to deter herbivory. The solarium is designed to increase the temperature within by 
approximately 1C and was successful in doing so (Figure 4.1). The nitrate was applied 
in the form of calcium ammonium nitrate and was sprinkled over the appropriate plots 
evenly once a year; in late November or early December. The amount applied was 10.3 g 
per plot, equivalent to 25 kg per ha. The sugar was applied in the form of sucrose and was 
sprinkled over the appropriate plots evenly three times a year; once in late November or 
early December, once in mid January and once in late February or early March. The 
amount applied was 222.4 g per plot, equivalent to 200 g per square metre. Leaf litter was 
removed from the soil at the base of the tussock and a soil core was taken using a 14 mm 
diameter  96 mm corer. If insufficient material was obtained from a single core, an 
additional core was taken immediately adjacent to the original. This was only required at 
the top site due to a loose organic layer compacting as the core was taken. The soil was 
collected in zip-lock bags and immediately mixed by kneading the bags and frozen on 




Figure 2.2: Example C. teretifolia samples (A) and C. rubra samples (B) with and without solaria. 
Photo credit: Tina Summerfield 8/3/2016 
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2.2.2 Primers used in this study 
The primers used in this thesis for the Campbell Island and Takahē Valley soil DNA 
samples are listed in Table 2.2. 
Table 2.2: Primers used in this study 
Primer Region Sequence 5’ to 3’ Reference 
S-D-Bact-0341-b-
S-17 
16S rRNA gene 
(V3-V4) 




16S rRNA gene 
(V3-V4) 
GACTACHVGGGTATCTA Klindworth et al. 
(2012) 
515F-RB 16s rRNA gene (V4) GTGYCAGCMGCCGCGGTAA Parada et al. (2016) 
806R-RB 16s rRNA gene (V4) GGACTACNVGGGTWTCTAAT Apprill et al. (2015) 
ITS3_KY02 ITS2 GATGAAGAACGYAGYRAA Toju et al. (2012) 
fITS7 ITS2 GTGARTCATCGAATCTTTG Ihrmark et al. 
(2012) 
ITS4 ITS2 TCCTCCGCTTATTGATATGC White et al. (1990) 
 
2.2.3 Preparation of Campbell Island amplicon libraries 
The preparation of the Campbell Island amplicon libraries was completed prior to 
the beginning of this MSc research project.  
The DNA extractions for the Campbell Island samples was performed by Associate 
Professor Paul Guy. DNA was extracted from 0.1-0.25 g of each soil sample using the 
DNeasy PowerSoil® DNA Isolation Kit (Qiagen, Germany) following the manufacturer’s 
protocol. The only exception to this was at step 5, where samples were placed in a bead 
beater (Retsch Mixer Mill MM301) at maximum frequency (30.0 cycles/s) for 2 min. 
DNA was stored at -20°C until use.  
The amplicon library preparation was performed by Tina Summerfield (16S rRNA) 
and Andy Nilsen (fungal ITS). The V3 and V4 hypervariable regions of the 16S rRNA 
gene were amplified using oligonucleotide primers S-D-Bact-0341-b-S-17 (forward) and 
S-D-Bact-0785-a-A-21 (reverse) (Klindworth et al., 2012) (Table 2.2). For each template, 
three 15 µL amplification reactions were performed with: 2.0 mM MgCl2, 0.3 mM 
dNTPs, 0.3 µM 16S rRNA gene primers, and 0.02 U KAPA HiFi DNA Polymerase (Kapa 
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Biosystems, USA). The PCR conditions were: 95°C for 3 min, followed by 30 cycles of: 
98°C for 20 s, 55°C for 30 s, and 72°C for 30 s, followed by 72°C for 5 min. The 
amplicons for each template were pooled and purified using the Agencourt AMPure XP 
DNA purification system (Beckman Coulter, USA) and quantified using a Qubit® 2.0 
Fluorometer. A second PCR round was conducted using: 2 mM MgCl2, 0.2 mM dNTPs, 
0.2 µM TruSeq forward primer, 0.2 µM TruSeq reverse primer, 0.018 U KAPA HiFi 
DNA Polymerase (Kapa Biosystems, USA) and the purified 16S rRNA gene PCR product 
at 0.04 ngµL-1. The PCR conditions were: 95°C for 20 s, followed by 10 cycles of: 98°C 
for 20 s, 55°C for 20 s, and 68°C for 20 s, followed by one cycle of 68°C for 40 s. The 
amplicons were purified using the Agencourt AMPure XP DNA purification kit 
(Beckman Coulter, USA) and a pooled sample was run on the Agilent 2100 Bioanalyzer 
on the High Sensitivity DNA kit (Agilent Technologies, USA) for quality control 
assessment. 
The nuclear ribosomal internal transcribed spacer 2 (ITS2) region was amplified 
using the fungal specific primer ITS3_KY02 (Toju et al., 2012) and ITS4 (White et al., 
1990) (Table 2.2). The PCR reagents were used at the same concentration as the Campbell 
Island 16S rRNA reactions above. The PCR conditions were: 95°C for 5 min, followed 
by 30 cycles of: 98°C, 47°C and 72°C each for 1 min, followed by 72°C for 5 min. After 
amplification, the fungal first-round amplicons were purified and quantified as above. 
Second-round amplicons were produced as described for the Campbell Island 16S rRNA 
gene above. 
2.2.4 Preparation of the Takahē Valley amplicon libraries 
DNA extraction 
DNA was extracted from 0.2-0.25 g of each soil sample using the DNeasy 
PowerSoil® DNA Isolation Kit (Qiagen, Germany) following the manufacturer’s 
protocol. The only exception to this was at step 4, where samples were taped to the vortex 
instead of using the bead tube adapter to attach to the vortex as recommended in the 
protocol. DNA was stored at -20°C until use. 
Quantification using the Nanodrop spectrophotometer 
DNA from soil extracts was quantified with a Nanodrop ND-1000 
spectrophotometer (Nanodrop Technologies, USA). 
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Gel electrophoresis 
Agarose gels (1.5%) containing 0.5 µgmL-1 ethidium bromide were subjected to 
electrophoresis in 1x TAE buffer at a constant voltage of either 90 or 100 V on a 
PowerPac Basic electrophoresis machine (Bio-Rad, USA) DNA or PCR amplicons were 
mixed with 1x loading dye. The molecular weight of DNA products was estimated using 
the 1 Kb plus DNA ladder (Thermo Fisher Scientific, New Zealand). Bands were 
visualised under ultraviolet light and photographed using either the Gel Logic 100 
Imaging System (Kodak, Japan) or the Bio-Rad Gel Doc™ XR+ Imaging System (Bio-
Rad, USA). 
Polymerase chain reaction 
The PCR amplifications were performed in an Eppendorf Mastercycler or 
Mastercycler Gradient thermal cycler (Eppendorf GmBh, Germany). Reactions were 
maintained at 14°C following completion of the PCR until transfer to 4°C for storage. 
Magnetic bead-based purification 
DNA amplicons designated for high-throughput sequencing were purified using a 
magnetic bead capture kit (Agencourt AMPure XP beads, Beckman Coulter, USA) 
following both first and second-round PCR. This was performed following the 
manufacturer’s protocol. DNA was eluted in 30 µL of MQ H2O.   
Nucleic acid quantification and quality control 
Quantification of DNA amplicons was performed using the Qubit dsDNA High 
Sensitivity Assay (Thermo Fisher Scientific, New Zealand) with the Qubit 2.0 
Fluorometer (Thermo Fisher Scientific, New Zealand) following the manufacturer’s 
protocol. All first and second-round amplicons were visualised on 1.5% agarose gels.  
Illumina library generation 
During the first amplification step from soil DNA samples, primers were 
synthesised with overhang adapters that are complementary to the Illumina sequencing 
primer. The sequences of the overhang adapters were 5′-ACGACGCTCTTCCGATCT-
3′ (forward) and 5′-CGTGTGCTCTTCCGATCT-3′ (reverse). A second, limited 
amplification step, was utilised to attach 6-bp multiplexing indices (TruSeq) and Illumina 
sequencing adapters (Tables A.2 and A.3). 
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16S rRNA gene amplicon libraries  
The V4 region of the 16S rRNA gene was amplified using bacterial and archaeal 
primers 515FB and 806RB (Apprill et al., 2015; Parada et al., 2016). This pair of primers 
is recommended by the Earth Microbiome Project and have slight modifications 
compared to the originally recommended primer pair of 515F and 806R (Caporaso et al., 
2012; Caporaso et al., 2011). Amplification of the 16S rRNA gene from DNA was carried 
out in 25 µL reaction volumes containing final concentrations of 5 ngµL-1 of genomic 
DNA, 1x KAPA HiFi Fidelity Buffer, 300 µM of each dNTP, 300 µM of each primer, 1 
µL  of 50 mgmL-1 bovine serum albumin (BSA) and 1 U (unit of enzyme activity) KAPA 
HiFi DNA Polymerase (Kapa Biosystems, USA). The PCR conditions were 95°C for 2 
min, followed by 35 cycles of 98°C for 20 s, 60°C for 30s, and 72°C for 15 s, followed 
by one cycle of 72°C for 1 min. The second-round of PCR was performed with 1 ng of 
purified amplicons from first-round purification used as a template. The same 
concentrations as first-round PCR was used except the BSA was omitted and replaced 
with MQ water. The second-round PCR conditions were 95°C for 2 min, followed by 10 
cycles of 98°C for 20 s, 60°C for 20 s, and 72°C for 20 s, followed by one cycle of 72°C 
for 1 min. 
Internal transcribed spacer region amplicon libraries  
The ITS2 region was amplified using the fungal specific primers fITS7 (Ihrmark et 
al., 2012) and ITS4 (White et al., 1990). This pair of primers was recommended in Lear 
et al. (2018), for their effectiveness for amplification of environmental DNA. The PCR 
reagents were used at the same concentration as the Takahē Valley 16S rRNA reactions 
above. The PCR conditions were 95°C for 3 min, followed by 35 cycles of 98°C for 20 s, 
55°C for 15 s, and 72°C for 1 min. This was followed by 72°C for 10 min. After 
amplification, the fungal first-round amplicons were purified and quantified as above. 
Second-round amplicons were produced as described for the Takahē Valley 16S rRNA 
gene above.  
2.2.5 Bioanalyser quantitation  
Following second-round magnetic bead purification, all amplicons of the same gene 
were pooled in equimolar amounts of 10 nM each. The pooled sample was run on the 
Agilent 2100 Bioanalyser (Agilent Technologies, USA) by the Otago Genomics Facility 
(OGF) for quality control assessment. 
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2.2.6 High-throughput amplicon sequencing  
The 16S rRNA and ITS amplicons from Campbell Island and Takahē Valley were 
sequenced using the MiSeq Illumina sequencing platform by Otago Genomics and 
Bioinformatics Facility (New Zealand Genomics Limited). This produced 2x 250 bp 
paired end reads.  
2.2.7 Bioinformatic analysis  
High-throughput sequencing data analysis  
Initial processing and filtering 
Sequences were demultiplexed using bcl2fastq script (Illumina, USA). Raw 
sequence data were processed and quality controls implemented through the use of the 
DADA2 pipeline and package for R Studio (Callahan et al., 2016). The 16S rRNA gene 
sequences were truncated to 400-430 bp and 250-256 bp for the S-D-Bact-0341-b-S-17/S-
D-Bact-0785-a-A-21 and 515F-RB/806R-RB primer pairs respectively. In contrast, the 
sequence length of the ITS region is highly variable, therefore truncation to a fixed 
sequence length is inappropriate. Instead, to recognise and remove primers in the ITS 
sequences, the cutadapt tool was utilised.  
Amplicon sequence variant (ASV) and taxonomic designation 
The DADA2 algorithm identified each unique sequence read as either the result of 
sequencing errors or a valid amplicon sequencing variant (ASV). Sequence reads that 
were successfully identified as a valid ASV for the 16S rRNA gene data set were assigned 
a taxonomic identification by referencing the DNA sequence against the SILVA (v132) 
database. The ASVs in the ITS data set were referenced against the UNITE database. Any 
ASV in either the ITS or 16S rRNA gene data set that had an unidentified phylum was 
removed from the data set before any further analyses.  
Alpha and Beta diversity analysis 
Subsamples of random 16S rRNA gene and ITS sequences to the lowest number 
across all samples were analysed from each sample to compare richness and diversity 
between sample sites. Alpha and beta diversity metrics were produced using the phyloseq 
package or RStudio (McMurdie & Holmes, 2013).  
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2.2.8 Statistical analysis  
Alpha and beta diversity 
Alpha diversity was estimated using the Shannon diversity index (H’), Simpson’s 
index (1-dominance) and observed richness. To convert the Shannon diversity index 
value into an effective number of species, that is, the number of equally common species, 
exponential(H’) was used (Jost, 2007). Statistically significant differences (P < 0.05) were 
identified via Welch two-sample t-tests or one-way analysis of variance (ANOVA) if the 
relevant data was normally distributed. If the data was not normally distributed, a 
Wilcoxon signed-rank test or Kruskal-Wallis one-way analysis of variance was 
performed. A Tukey’s tests or Dunn test was used as post-hoc test when significant p-
values were indicated by ANOVAs or Kruskal-Wallis tests. When several multivariate 
tests were being performed simultaneously, the Holm method was used to adjust the p-
values (Holm, 1979). Beta diversity was estimated using the Bray-Curtis dissimilarity 
index and nonparametric permutational ANOVAs (PERMANOVAs) were used to check 
statistical significance and reproducibility (Anderson, 2005).  
Campbell Island Venn diagrams 
When constructing the Venn diagrams, bootstrap replication was applied to reduce 
the potential bias from the additional Dracophyllum samples which had six samples 
compared to four for the other vegetation types. Bootstrapping is a commonly used 
technique that utilises sampling with replacement (Rubin, 1981). To minimise bias, the 
values for each segment within the Venn diagrams were calculated 1000 times and the 
mean of these 1000 replicates is shown in the final Venn diagrams.   
Multivariate statistical methods 
Non-metric multidimensional scaling (nMDS) (Kruskal, 1964) was utilised to 
evaluate and observe overall differences within and between various communities. This 
was based on Bray-Curtis dissimilarity distances and was completed using the ‘vegan’ 
package for R (Oksanen et al., 2015). When the effects of independent variables on 
multiple dependent variables were being analysed simultaneously, a multivariate analysis 
of variance (MANOVA) was utilised and completed using the ‘stats’ package on R which 





Bacterial and fungal diversity on Campbell Island/Motu 
Ihupuku 
 
Campbell Island/Motu Ihupuku from the top of the boardwalk, near Dent Island.  










The subantarctic region is the region south of the Subtropical Front and north of the 
Polar Front. It has decreased water salinity compared to the subtropical region, warmer 
water than the Antarctic region and distinctive changes in marine life and climatic 
condition compared to either the subtropical or Antarctic region (Chiswell, 2002; Moore 
et al., 1999). Significant landmasses are scarce throughout the subantarctic region. A 
consequence of this is the lack of a natural windbreak and the small islands found in the 
region are subject to consistently strong westerly winds known as the roaring forties and 
furious fifties, depending on the latitude. The consistency of the wind heavily influences 
climatic conditions on the islands and as a result, subantarctic islands are well known for 
their wet, windy, cool and cloudy weather with little annual and daily temperature 
variation (Pendlebury & Barnes-Keoghan, 2007; Smith & Steenkamp, 1990). For 
example, Campbell Island experiences winds over 60 kmph three days out of four, light 
rain even more often and has less than a 5°C difference between its average temperature 
for its coldest and hottest months (McGlone et al., 2007). 
The Campbell Island group is the southernmost of New Zealand’s subantarctic 
island groups, and is 700 km south of the South Island of New Zealand. It is isolated with 
a rugged landscape shaped by high winds (Meurk, Foggo, & Wilson, 1994). Since 1810, 
sealing, whaling and farming had each been practised on the island having a profound 
impact on the ecosystem (Wilmshurst et al., 2004). From the 1970s, in an attempt to 
preserve the unique flora and fauna found on the island introduced animal species, such 
as sheep and cattle, were removed and one of the largest rat eradication projects in the 
world was undertaken (Howald et al., 2007; Meurk, 1982). Following the eradication 
programmes, the native fauna has been recovering and several species, including the 
Campbell Island teal have been returned to the island (Robertson et al., 2013). The 
Campbell Island snipe and pipit have also reintroduced themselves to the island 
(McClelland, 2011).  
The flora on Campbell Island is unique with approximately 130 native species of 
vascular plants found on the island group, many of which are endemic (Meurk, Foggo, 
Thomson, et al., 1994). This includes the megaherbs that are only found on New 
Zealand’s subantarctic islands and Macquarie Island (Australia). Characterised by their 
very large size, often vibrantly coloured flowers and hairy leaves, megaherbs have 
evolved as a response to the environmental conditions found on these islands (Little et 
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al., 2016). It is suggested that these adaptions offer thermal benefits similar to those seen 
in giant tropical alpine plants (Little et al., 2016). Once threatened with extinction due to 
agricultural practices on many subantarctic islands, the removal of livestock on Campbell 
Island has resulted in the recovery of the megaherbs as well as other native vegetation 
(Meurk, 1982). Research has shown that the vegetation on Campbell Island is influenced 
by altitude and soil nutrient properties, which are linked (Meurk, Foggo, Thomson, et al., 
1994). Rain is common on Campbell Island and is ion-rich; containing a lot of nutrients. 
However, a survey of 134 sites on the island found a nutrient gradient with the highest 
levels of  rain and nutrients found closer to sea level, on the coast, and the lowest levels 
of nutrients found inland, at higher altitudes (Meurk, Foggo, Thomson, et al., 1994). The 
vegetation at lower altitudes on the island is dominated by Dracophyllum, tussock 
grassland dominates the upper slopes and tundra is present above 300 m (Wilmshurst et 
al., 2004). 
In the last 20 years, exploration of the mycoflora on the island resulted in the 
characterisation of numerous fungal and slime mould species. These included eight 
species of zoosporic fungi (Golubeva & Stephenson, 2003), a new coelomycete in the 
genus Cytosporella (Van Der AA et al., 2001), and a new species in the genus 
Phyllachora (Johnston & Cannon, 2004). The genus Phyllachora is found worldwide; 
however, two of the subspecies described in Johnston & Cannon (2004) are only found 
on subantarctic islands. While there have been several fungal studies based on the island 
since the turn of the millennium, bacterial studies have been infrequent. Nonetheless, soil 
chemistry analysis has been undertaken at the island (Foggo & Meurk, 1983), as well as 
a bacterial survey of the peat soil on the island (Stout, 1961). The study by Stout (1961), 
used a culture-based method to analyse soils from different environments around New 
Zealand and the surrounding islands and concluded that the bacterial community of the 
peat soils, including those seen on Campbell Island, are less physiologically active and 
less diverse than the other florae investigated. However, the peat samples from Campbell 
Island had a relatively high bacterial count in the top inch of the peat, compared to the 
other peat samples.  
Microbial communities are heavily influenced by environmental factors such as 
temperature (Yannarell & Triplett, 2004) and pH (Lauber et al., 2009). Distance-based 
gradients are also reported in microbial community composition studies and there is 
evidence that dispersal limitation is a driving factor in microbial community structure 
(Lear et al., 2017). With both environmental factors and dispersal restrictions influencing 
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microbial communities, there is a growing interest to investigate whether unicellular 
organisms follow the same ecological trends seen in multicellular organisms. One of the 
largest and most consistent ecological trends seen is an increased species richness at the 
equator which decreases towards the poles. This has been reported for both prokaryotic 
and eukaryotic organisms (Gaston, 2000; Lear et al., 2017). An explanation for this is 
known as Rapoport’s rule, which hypothesizes that organisms living further away from 
the equator are exposed to and have greater tolerance to a wider range of environmental 
conditions (Stevens, 1989). Closer to the equator there is less seasonal variability. This is 
predicted to select for organisms with more specialized environmental requirements, 
allowing a greater number of species in a given area but also decreasing the species range 
(Lear et al., 2017). Rapoport’s rule is not universally supported and there is criticism on 
the generality of the rule, with suggestions that the rule may only be true in specific 
geographic areas and certain systems (Colwell & Hurtt, 1994; Gaston et al., 1998). 
Whether or not the Campbell Island microbial community conforms to Rapoport’s rule 
remains to be seen but the environmental conditions seen on Campbell Island may suggest 
higher species richness as although the conditions are harsh, they are relatively consistent 
year-round with little seasonal variation.  
High-throughput sequencing (HTS) can provide extensive information on microbial 
diversity without the requirement for culturing (Schuster, 2008; Van Dijk et al., 2014). 
This advantage has led to an increase in studies investigating microbiomes, such as those 
found in soil; with estimates suggesting that a cubic centimetre of soil can harbour a 
diverse community of up to 10 billion microbes consisting of potentially thousands of 
different species (Torsvik & Øvreås, 2002). HTS allows a more in-depth exploration of 
these communities and has confirmed that the soil microbiome interacts with other 
organisms in the ecosystem, such as plants (Hassani et al., 2018), and is involved in 
numerous key ecosystem processes including the carbon and nitrogen cycles (Petersen et 
al., 2012), phytoremediation (Richardson et al., 2015), and disease suppression (Garbeva 
et al., 2004). Comprehensive base-line microbial community composition data can be 
provided through the effective use of HTS. To the best of my knowledge, HTS has not 
been utilised to investigate the bacterial or fungal microbiome on Campbell Island. 
This chapter aims to identify a baseline bacterial and fungal community for 
Campbell Island as well as identify any trends seen within and between the vegetation 
types sampled. High-throughput 16S rRNA gene sequencing will enable in-depth analysis 
of the soil bacterial community while the genetic sequencing of the ITS2 region will be 
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used to explore the fungal community. The study used eighteen soil samples that had 




3.2 Results  
3.2.1 Alpha diversity 
Before alpha diversity metrics were calculated, samples were rarefied to an equal 
number of DNA sequences. The 16S rRNA dataset was rarefied to 48874 sequences per 
sample while the ITS2 dataset was rarefied to 43014 sequences per sample. The number 
of bacterial ASVs varied between samples with a mean of 1340 ± 391 (± SD) and the 
Shannon and Simpson diversity were 5.36 ± 0.82 and 0.95 ± 0.057, respectively (Figure 
3.1). As expected, fungal diversity based on ITS sequences was lower than bacterial 
diversity. The mean number of ITS-based ASVs was 136 ± 38, the Shannon and Simpson 
diversity were 2.66 ± 0.56 and 0.83 ± 0.11, respectively (Figure 3.1). 
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Figure 3.1: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity for the 16S 
rRNA and ITS2 communities. The median (bar) is shown within the 25th-75th interquartile range. 
The symbol above the boxplots represents the p-value between groups (*** P < 0.001) which was 




Boxplots were used to investigate differences between vegetation types for both the 
bacterial and fungal communities. The soil bacterial community from the megaherbfield 
samples had the smallest difference between its lowest and highest value for all alpha 
diversity metrics measured (Figure 3.2). The mean number of ASVs for different 
vegetation types varied from 1068 (± 325) in Dracophyllum to 1627 (± 270) in 
megaherbfield soils (Figure 3.2A). The mean Shannon diversity was lowest in 
Dracophyllum (4.96 ± 0.78) and highest in megaherbfield samples (5.69 ± 0.25) (Figure 
3.2B), and mean Simpson diversity was also lowest in Dracophyllum soil (0.93 ± 0.064) 
but was highest in Tussock soils (0.98 ± 0.016) (Figure 3.2C). One-way ANOVAs were 
used to check for statistical differences between the vegetation types for observed and 
Shannon diversity and the Kruskal-Wallis test was used for the Simpson diversity, 
however, no significant differences were identified. 
For the fungal community, the mean number of ASVs for different vegetation types 
ranged from 189 (± 79) in the Dracophyllum samples to 334 (± 15) in the tussock samples. 
Shannon diversity was lowest in the Dracophyllum samples (2.41 ± 0.64) and highest in 
the tussock samples (3.37 ± 0.15) despite the megaherbfield samples having a higher 
median value. Dracophyllum also had the lowest mean Simpson diversity value (0.77 ± 
0.13) with the tussock samples having the highest mean value (0.92 ± 0.006) (Figure 3.3). 
The Kruskal-Wallis test found significant differences in both observed and Simpson 
diversity with p-values < 0.05. The Dunn post-hoc test identified that the significant 
difference was between the Dracophyllum samples and tussock samples in both cases. 
An ANOVA on the Shannon diversity values resulted in a p-value of 0.049; however, the 
Tukey’s test did not identify significant differences between any of the vegetation types. 
This inconsistency between the ANOVA and post-hoc test is likely due to the small 






Figure 3.2: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity for the 16S 
rRNA community. The median (bar) is shown within the 25th-75th interquartile range. 
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3.2.2 Beta diversity 
When all samples were pooled, ten phyla showed >1% abundance in the 16S rRNA 
community. These ten phyla with the highest relative abundance are shown in Figure 3.4. 
Phyla that were not amongst the top ten most abundant have been grouped together in 
Figure 3.3: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity for the ITS2 
community. The median (bar) is shown within the 25th-75th interquartile range. 
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category ‘Other’. In 15 of the 18 samples, the most abundant phylum is Proteobacteria, 
contributing more than half of the reads in three cases (Samples 5, 11 and 17). In the 
samples where Proteobacteria was not the most abundant phylum the most abundant 
phyla were: Firmicutes (samples 7 and 10) and Acidobacteria (sample 18). These phyla 
represented 9.1 (± 11.1) % and 14.5 (± 7.9) %, respectively. The other consistently 
abundant phylum was Bacteroidetes which contributed 12.4 (± 5.9) % of the reads. 
Within the Proteobacteria phylum, the Gammaproteobacteria class was the dominant 
class in 16 out the 18 samples representing 29.5 (± 16.0) % of the total 16S rRNA reads 
(Figure 3.5). Proteobacteria was the most abundant phylum in every megaherbfield and 
tussock sample, with these vegetation types showing the least variation in relative 
abundance of bacterial phyla between samples. The tussock samples showed the least 
variation with the same five phyla making up the five most abundant phyla within each 
tussock sample. The megaherbfield samples showed the next least variation with six 
phyla making up the five most abundant phyla in each megaherbfield sample. The 
tussock/Dracophyllum and Dracophyllum samples were less consistent with seven and 
eight phyla making up the five most abundant phyla within their samples. 
 
 
For the fungal ITS sequences, the ten most abundant genera are shown in Figure 
3.6. Similar to the phyla for the 16S rRNA data, genera which were not within the top ten 
Figure 3.4: Relative abundance of the ten most abundant phyla based on 16S rRNA gene 
sequences. Phyla outside the ten most abundant have been grouped together and labelled as other. 
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most abundant genera have been grouped together as ‘Other’. The most abundant genus 
in the majority (16/18) of the samples was Mortierella, which comprised 55.4 (± 17.4) % 
of the total ITS reads. In the samples where Mortierella was not the most abundant genus 
(samples 8 and 11), Mucor and Apiotrichum were the most abundant genera, making up 
41.1 % and 72.9 % of their respective samples.  
  
  
Figure 3.5: Relative abundance of the Proteobacteria classes in each sample. 
 34 
 
Figure 3.6: Relative abundance of the ten most abundant genera based on ITS2 gene sequences. 
Genera outside the ten most abundant have been grouped together and labelled as other. 
The nMDS plots (Figure 3.7) using Bray-Curtis dissimilarity values were developed 
to investigate both intra and inter-site variation for bacterial and fungal communities. For 
both the 16S rRNA and ITS2 communities, the megaherbfield samples had the tightest 
grouping, inferring that the megaherbfield vegetation type had the most consistent 
microbiome. The megaherbfield samples also grouped tightly with samples from site 1, a 
tussock site. There was a significant difference between the vegetation types in both the 
bacterial and fungal communities (PERMANOVA, 9999 permutations, p-values of 
0.0017 and 0.0013 for bacterial and fungal communities respectively). To investigate 
whether there was a significant difference between the microbial communities within a 
vegetation type, each vegetation type was subset and PERMANOVAs performed. All 
resulting p-values were all greater than 0.05, indicating no significant difference. 
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3.2.3 The distribution of ASVs in different sites 
Venn diagrams were used show how much ASV crossover there was between 
vegetation types and also to show how many ASVs were found in all four vegetation 
types. As the number of samples that make up a vegetation type was not consistent, 1000 
bootstrap replicates were performed to minimize any biases. The mean value of the 1000 
replicates for each segment within the Venn diagram is shown in Figure 3.8. There is 
specificity for some ASVs with the vegetation type it was found in. Although there is an 
amount of crossover, the proportion of ASVs that were found in only one vegetation type 
is high with 82.83 % of ASVs observed in the 16S rRNA dataset only found in one 
vegetation type and 85.29 % of observed ASVs in the ITS2 dataset . As the number of 
ASVs in the ITS community was significantly lower (Figure 3.1A), the values on the 
Venn diagram representing the ITS community are also lower. The core microbiome, that 
is, the ASVs that were found in every vegetation type, is a higher number of ASVs in the 
16S rRNA dataset compared to the ITS2 dataset; however,  the percentage of ASVs in 
the core is similar for  the 16S rRNA and ITS2 data. The core of the 16S rRNA data 
makes up 0.682 % of the total community while the core of the ITS2 data makes up 1.07 
% of the total community.  
 
  
Figure 3.7: Non-metric multidimensional scaling (nMDS) plots of the 16S rRNA (A) and ITS2 
(B) communities. Bray-Curtis distance matrices were used to ordinate the samples. The label 





Figure 3.8: Venn diagrams of the vegetative distribution of the 16S rRNA (A) and ITS2 (B) gene-
based ASVs. Values are the mean of 1000 bootstrap replicates. 
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3.3 Discussion 
This study aimed to identify and characterise the soil microbiome of Campbell 
Island. Following HTS and statistical analyses, there are several points of interest. Firstly, 
the megaherbfield samples showed the most consistent bacterial community composition. 
Figure 3.2 shows that in all three alpha diversity metrics shown, the megaherbfield 
samples had the lowest overall range, that is, the smallest difference between the highest 
and lowest value. The similarity of the megaherbfield bacterial community composition 
from different samples is also supported by the nMDS plots as these samples were 
grouped tighter than any other vegetation type (Figure 3.7A). This this is not due to all 
four megaherbfield samples being collected in close geographical proximity to each other 
as there is a reasonable distance between the two sites where the megaherbfield samples 
were collected (Figure 2.1 (map of Campbell Island with sample collection sites 
labelled)). Other sites corresponding to the same vegetation type, e.g. Dracophyllum, 
were geographically closer to each other but did not show the same level of consistency. 
The relative abundance bar plot (Figure 3.4) also supports this megaherbfield community 
composition similarity with the relative phyla abundances showing similar values for the 
four megaherbfield samples.  
The consistency of the bacterial community in the megaherbfield samples is 
consistent with an environmental factor associated with the megaherbs soil that influences 
the bacterial composition. The Venn diagram (Figure 3.8) shows an interesting trend in 
the amount of ASVs found in multiple vegetation types. The segments representing the 
amount of ASVs found in more than one vegetation type are lower when the 
megaherbfield vegetation type is included. The exception to this is the number of ASVs 
found in both the megaherbfield and tussock vegetation types but not in the Dracophyllum 
or tussock/Dracophyllum sites. This close relationship between the tussock and 
megaherbfield communities is supported by the nMDS plot (Figure 3.7). Site 1, a tussock 
site, clustered closely to the megaherbfield samples. This may be related to the altitude 
that these samples were collected at (Table 2.1 (Campbell Island site description)). The 
two megaherbfield sites and site 1 had the highest altitudes of all sites sampled. A paper 
by Meurk et al. (1994), measured the level of micro and macronutrients in precipitation 
samples collected at various altitudes and distances from the western coast of Campbell 
Island. The study concluded that ionic concentrations decreased logarithmically away 
from the coast resulting in lower nutrients reaching higher altitudes. This trend can also 
be seen in the soil and is likely to be an important factor in the distribution of vegetation 
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on the island (Foggo & Meurk, 1983; Meurk & Foggo, 1988). Nutrient levels being 
highest near the coast and decreasing inland has also been seen on other sub-Antarctic 
islands such as South Georgia (Smith & Walton, 1975), and Signy island (Smith, 1978). 
This selection pressure at higher altitudes may explain why the tussock site at a similar 
altitude to the megaherbfield sites had a similar bacterial community to the megaherbfield 
samples. While the similar altitudes of sites 1, 2 and 8 may explain some of the bacterial 
community similarities, other samples were collected from sites with similar altitudes 
(Table 2.1) that did not group tightly on the nMDS plot (Figure 3.7).  
The Venn diagram (Figure 3.8) also shows high numbers of ASVs specific to a 
vegetation type. The megaherbfield vegetation type which had the highest number of 
unique ASVs after 1000 permutations. This may be an example of a plant-specific 
community. The plants that make up the megaherbfield are only found on subantarctic 
islands and create a unique environment (Little et al., 2016). There is a knowledge gap 
surrounding the microbiome of these megaherbs on Campbell Island and other sub-
Antarctic islands but the idea of plants engineering their environment, directly or 
indirectly selecting for certain microorganisms has been well researched and is widely 
accepted (Berendsen et al., 2012; Andreote et al., 2014). Leguminous plants are a well-
researched example of this. These plants have a symbiotic relationship with nitrogen-
fixing bacteria giving both parties an advantage in a competitive environment (Wang et 
al., 2019). Whether the microbiome associated with the megaherbs is actively influenced 
by the plants is unknown but in such a harsh environment there are numerous benefits 
that the microbiome can offer a plant, for example, nutrient acquisition and disease 
suppression (Andreote et al., 2014). Further research into the microbiome composition of 
the megaherbfield on Campbell Island as well as other subantarctic islands where 
megaherbs are found would be beneficial in supporting or disputing whether or not the 
microbiome associated with the megaherbs is influenced by the plant, the altitude, a 
combination of the two, or other environmental factors. Bulk soil was used to investigate 
the microbial community in this study but to investigate the influence of the plant more 
specifically, the microbial community of the rhizosphere, known as the root microbiome, 
could be investigated as this microbiome is directly influenced by root secretions 
(McNear Jr, 2013). Another option would be to include more environmental variables 
relevant to the soil, such as pH or levels of nutrients such as nitrogen or phosphorus. 
Some of the trends seen in the bacterial community can also be seen in the fungal 
community. Much like in the bacterial community, the nMDS plot (Figure 3.7) shows 
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that the fungal communities of the megaherbfield samples were the least dissimilar, 
clustering tightly to one-another. Also, site 1 (tussock) samples grouped close to the 
megaherbfield samples. The Venn diagram (Figure 3.8) indicates a relatively high 
number of fungal ASVs found in the megaherbfield and the tussock samples but nowhere 
else. The similarity of the megaherbfield samples and site 1 is likely influenced by the 
relatively high altitude and the environmental conditions associated, such as lower 
nutrient levels (Meurk et al., 1994).  
A defining characteristic of the fungal community is the dominance of a small 
number of ASVs within a sample, with the same ASVs being very rare or even absent 
from other samples. This is true even within the same vegetation type. Examples of this 
include ASV 14 (Humidicutis marginata), the second most abundant fungal ASV in the 
megaherbfield vegetation type. However, it is only found in one megaherbfield sample 
(sample 15), where it makes up almost 40% of reads from the entire sample. Also, ASV 
4 (Mortierella parvispora) is the most abundant fungal ASV in the tussock/Dracophyllum 
vegetation type. It contributes almost 50% of the reads in sample 18 but is absent in one 
of the other tussock/Dracophyllum samples and makes up less than 2% of the other two 
(Table A.4). This inconsistency can also be seen at the genus level. Figure 5 shows the 
relative abundance of the 10 most abundant genera. Genera not included in the top 10 
have been grouped as ‘other’. The Mortierella genus is abundant in all samples but there 
is no other clear trend regarding the abundance of certain organisms or groups of 
organisms for any vegetation type. 
Investigating whether or not the soil microbiome of Campbell Island conforms to 
the theory of Rapoport’s rule was a point of interest in this study as the consistency of the 
environmental conditions on Campbell Island would suggest high species diversity as 
consistent environmental conditions allow greater species specialisation resulting in 
higher species richness in a given area (Lear et al., 2017). If this were to be true, the soil 
microbiomes investigated in this study would not conform to Rapoport’s rule. Based on 
the results in this study, it is unclear whether or not this is the case. It is difficult to 
compare results from this study to other studies investigating the diversity of soil 
microbiomes as there is a significant number of variables when processing raw samples 
and sequence data. These variables include, but are not limited to; primer pairs, 
bioinformatic pipelines and whether a study uses ASVs or OTUs (operational taxonomic 
units). Studies by Masselo et al. (2020), and Wang et al. (2020), both used the same 
primers as this study, used ASVs and the DADA2 pipeline to filter sequence reads. The 
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study by Wang et al. (2020), was also investigating soil microbiomes in Georgia, USA 
(~33° N). Their study had a higher species richness compared to this study. The study by 
Masselo et al. (2020), was investigating the microbiome of water and sediment in hot 
springs in Argentina at latitudes of ~37° S and had lower species richness than this study. 
To more effectively compare studies investigating diversity within soil microbiomes, a 
consistent method of analysis would be beneficial to reduce variation introduced by 
different methods. A greater number of samples from landmasses in the subantarctic at 
similar latitudes would also be useful. 
3.4 Conclusions 
In this study I used HTS to identify baseline bacterial (16S rRNA) and fungal (ITS2) 
communities for Campbell Island soils. We observed distinct bacterial and fungal 
communities associated with the various vegetation types sampled from around the 
island. A trend that appeared was the consistency of the microbiome associated with the 
endemic megaherbs. While this study was a good starting point to investigating the soil 
microbiome on Campbell Island, the results from this chapter indicate the need for further 
research. In particular, to investigate what could be influencing the well-defined and 
consistent microbiome associated with the megaherbs and also what influence the 
microbiome might be having on the megaherbs. Outside of the megaherb samples, there 
was a significant amount of variation seen between samples collected from the same 
vegetation type. Further research into the microbiome of various vegetation types around 
the island would be highly beneficial as it would provide more information and more 
confidence regarding the soil bacterial and fungal communities seen on Campbell Island.  
This is comparable to the mean observed diversity of the entire bacterial dataset on 
for Campbell Island which was 1340 ± 391, however, the tussock samples on Campbell 
Island had a mean observed diversity of 1652 ± 581. The trend of higher observed 
diversity values in the Campbell Island samples continues in the fungal community. The 
mean observed diversity at the C. rubra site in Takahē Valley was 193 ± 43 while the C. 
teretifolia site had a mean observed diversity of 209 ± 32. The Campbell Island tussock 





Effects of increased temperature and nutrients on the soil 
microbiome of soil dominated by different Chionochloa species 
in Takahē Valley  
 
 
View from the top of Takahē Valley overlooking Lake Orbell.  






Evidence suggests Polynesians arrived in New Zealand, Aotearoa around 1280 – 
1350, at which time woody forests are believed to have been much more common around 
the South Island. In the years that followed, widespread burning and deforestation likely 
opened up much of the land and allowed grasses to spread and dominate the newly 
exposed areas (Wardle, 1991). These grasslands remained abundant and it is estimated 
that 31% of New Zealand was covered in tussock grasslands when Europeans started to 
settle in the country in the 1840s. Since European settlement, the majority of these 
grasslands have been severely impacted by land conversion to agriculture and forestry 
and by the start of the millennium, just 44% of the tussock grasslands remained untouched 
(Mark & McLennan, 2005). The North Island has always had less tussock grassland than 
the South Island but it has also had a greater proportion of tussock grassland converted 
for other use and as a result, roughly 95% of remaining indigenous grasslands are located 
in the South Island (Weeks et al., 2013). A significant portion of the remaining indigenous 
tussock grasslands can be found in the Murchison Mountains in Fiordland.  
Altitude is a major factor in segregating different types of grassland in New 
Zealand. At lower altitudes (<800 m), lowland to montane short tussock grasslands are 
present with Festuca and Poa spp. commonly seen. Lowland to montane tall tussock 
grasslands are found between approximately 800-1300 m and contain species such as 
Chionochloa rubra, C. teretifolia and C. rigida. At higher altitudes (1300 – 2000 m), sub-
alpine to low-alpine tall tussock grasslands are present. The Murchison Mountains area 
is dominated by Chionochloa and diversification within this group has resulted in over 
10 Chionochloa species being present (Mark et al., 2013). As of 2012, roughly 9%, or 2.3 
million hectares of New Zealand’s land was classified as tall tussock grassland (Cieraad 
et al., 2015), and these indigenous grasslands play an important role in water 
conservation, erosion control and biodiversity, as well as being culturally significant 
(McAlpine & Wotton, 2009). Due to the reasons mentioned above and the biodiversity 
they contribute to the ecosystem, indigenous tussock grasslands are seeing an increased 
level of conservation attention (McGlone, 2001). 
The level of nitrogen fixation by free-living organisms in temperate grasslands 
varies considerably worldwide. Estimates range between 0.1-21 kg/ha/year and in cases 
where symbionts are rare, the biologically available nitrogen provided by free-living 
organisms can be greater than that provided by symbiotic nitrogen fixation (Reed et al., 
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2011). Global research has shown that fertilisation with either organic or inorganic 
nitrogen decreases nitrogen-fixation rates (Cusack et al., 2009) and higher nitrogen 
concentrations are negatively correlated with the number of nifH copies (Lindsay et al., 
2010; Vitousek et al., 2002). A defining characteristic of New Zealand indigenous 
grasslands is the rarity of leguminous and nitrogen-fixing actinorhizal plants. As a result 
free-living nitrogen-fixing bacteria are very important in providing biologically available 
nitrogen to other organisms in the ecosystem (O'Connor, 1983). Nitrogen limitation is a 
critical element determining nutrient-rich and nutrient-poor sites within the Murchison 
Mountains, impacting the distribution of the Chionochloa species throughout the area as 
well as resource allocation and flowering within the plants (Mark & Galloway, 2012). 
Research has shown that to provide the biologically available nitrogen to the system, 
indigenous tussock grasslands have a greater abundance of genes associated with 
nitrogen-fixation compared to cultivated pasture soil (Wakelin et al., 2013). This suggests 
that the diazotroph communities in these grasslands are sensitive to cultivation.  
The nitrogen-cycle, along with several other nutrient cycles, influence ecosystem 
productivity. These nutrient cycles are also climate-sensitive processes and scientists are 
not in agreeance regarding what will happen to these processes in a warming alpine 
climate. Some suggest that an increase in temperature will likely see an increase in 
nutrients and greater levels of microbial activity (Butler et al., 2012; Hartley et al., 1999). 
Others believe that in cooler climates, frosts help break down organic matter through the 
freeze-thaw process and are concerned that an increase in temperature will decrease the 
frequency of frosts, decreasing nutrient availability (Ueda et al., 2013). In the Murchison 
mountains, either hypothesis will have significant and complex consequences for the 
entire ecosystem. Nutrient levels are crucial in the flowering cycles of Chionochloa 
species, many of which undergo mast-seeding events. High nutrient availability is 
positively correlated with increased frequency and intensity of these mast-seeding events 
(Tanentzap et al., 2012), which in turn, drive both invertebrate and mouse dynamics in 
the area (Wilson & Lee, 2010). This provides more predation opportunities for feral cats, 
birds and stoats. It is likely that the opposite would be true with lower nutrient levels. 
While we are not certain what the impact of increased temperatures will mean for nutrient 
levels in New Zealand’s indigenous tussock grassland, it is apparent that a seemingly 
simple chain of events can have widespread and complicated consequences.  
To gain a better understanding of the ecosystem found in the Murchison mountains, 
a study site in Takahē Valley was established. Several studies have utilised this site to 
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investigate Chionochloa flowering patters in response to climatic changes (Lee & Fenner, 
1989; Tanentzap et al., 2012). More recently, HTS has been beneficial in allowing us to 
more effectively examine the soil microbiome found at the Takahē Valley site (Griffith 
et al., 2017). The study by Griffith et al. (2017), surveyed soil bacterial communities at 
two sites within Takahē Valley and concluded that the bacterial communities are likely 
influenced by the vegetation as well as other soil characteristics and will likely respond 
differently to climatic changes.  
This chapter will follow on from the research undertaken at Takahē Valley by 
exploiting the open-top chamber manipulation sites. Soil samples were collected from 
two sites, with four blocks from each site sampled. Each block contained six experimental 
treatments:  
- No solarium, no added nutrients 
- No solarium, added nitrate 
- No solarium, added sugar 
- Solarium, no added nutrients 
- Solarium, added nitrate 
- Solarium, added sugar 
 
Further explanation of the study site set-up can be found in the methods (Chapter 
2). DNA was extracted from each soil sample to investigate the bacterial (16S rRNA) and 
fungal (ITS2) communities present. In particular, this study aims to provide a baseline 
soil fungal community for C. rubra and C. teretifolia soils in Takahē Valley. To the best 
of my knowledge, HTS has not been utilised to explore the fungal community of the 
valley. This study also aims to investigate the responses of the bacterial and fungal 
communities of Takahē Valley to increased temperatures and increased nutrient input to 






4.2 Results  
4.2.1 Sample site properties  
The minimum, maximum and mean temperatures (in degrees Celsius) at the Takahē 
Valley manipulation sites were recorded at every plot every day between 9/11/2012 and 
8/3/2016 with the raw data supplied by Adrian Monks. Figure 4.1 shows the mean 
temperature for each month at the C. rubra and C. teretifolia sites from samples 
containing solaria and samples without solaria. Welch two-sample t-tests identified 
significant differences between C. rubra samples with a solarium (mean = 7.06) and C. 
rubra samples without a solarium (mean = 6.19) as well as between C. teretifolia samples 
with a solarium (mean = 6.19) and C. teretifolia samples without a solarium (mean = 


































































Figure 4.1: Line graph showing the average temperature at the soil sample collection sites for each 
month from November 2012 to March 2016. CR  and CT correspond to C. rubra and C. teretifolia  
respectively. The + corresponding to samples with a solarium and the - for samples without a 
solarium. The error bars represent the standard error of the mean. 
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Resin bags were placed in the soil (by Dr. Adrian Monks) next to each tussock grass 
plant in this experiment to measure levels of several nutrients. After approximately one 
year, the resin bags were dug out and nutrients extracted with the data supplied by Dr. 
Adrian Monks. To gain a broader picture of the nutrient levels for the sample collection 
sites, the nutrient measurements for approximately three years were compiled and 
averaged with the results shown in Figure 4.2. The time range for this was from the 
1/12/2014 to the 6/12/2017 and puts the soil sample collection date (March 2016) roughly 
in the middle. Figure 4.2A shows the concentration of NO3- extracted from the resin bags 
for each nutrient treatment. The mean concentration of NO3- absorbed in the resin bags 
ranged from 0.0084 (± 0.125 (Standard deviation)) mg/g of resin in the sugar treatment 
to 0.5911 (± 0.6639) mg/g in the nitrogen treatment. The Kruskal-Wallis test identified 
significant differences between the treatments with a p-value of 8.15e-07. The Dunn test 
was used as a post-hoc test and identified significant p-values (< 0.05) between all 
treatment combinations. Figure 4.2B shows the concentration of NH4+ extracted from the 
resin bags. The mean concentration of NH4+ absorbed in the resin bags ranged from 
0.0377 (± 0.0238) mg/g of resin in the sugar treatment to 0.0991 (± 0.0789) mg/g in the 
nitrogen treatment. A p-value of 0.0105 resulted from the Kruskal-Wallis test and the 
Dunn test identified that the only significant difference was between the nitrogen and 
sugar treatments.  
 
Figure 4.2: Boxplots showing nitrate (A) and ammonium (B) levels for the control (CON), 
nitrogen (N) and sugar (SUG) treatments. The median (bar) is shown within the 25th-75th 
interquartile range. 
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4.2.2 Characteristics of the 16S rRNA dataset  
In total, 1,711,461 16S rRNA gene sequences were obtained from 48 DNA samples 
after quality filtering and chimera removal. The number of sequences per sample ranged 
from 10,495 to 56,694 with an average of 35,655. Before rarefaction, eukaryotic, 
chloroplast and mitochondrial sequences were removed as well as sequences with an 
unclassified kingdom or phylum. Samples were rarefied to 23,064 sequences per sample. 
One sample was excluded from further analysis as it had a low number of reads (10,296). 
4.2.3 Alpha diversity in the 16S rRNA dataset 
Boxplots were used to compare alpha diversity metrics between samples with and 
without solaria. Alpha diversity metrics for the C. rubra and C. teretifolia sites for the 
16S rRNA gene dataset are shown in Figure 4.3. The C. rubra samples were found to 
have statistically significantly higher observed diversity than the C. teretifolia samples 
with a mean of 1199 ± 135 (± SD) compared to 1106 ± 156. No statistically significant 
difference was found between the Shannon diversity values of the C. rubra and C. 
teretifolia samples. The mean Shannon diversity for both sites was 6.44. This translates 
to an effective species number of 626 species for both sites. The effective species number 
is calculated by exp(Shannon diversity value) and is the estimated number of equally 
common species (Jost, 2007). In the opposite trend to the observed diversity, a Welch 
two-sample t-test did find significantly different means for the Simpson’s diversity value. 
The mean C. teretifolia value of 0.9972 ± 3.767e-4 was found to be significantly higher 
than the C. rubra value of 0.9967 ± 7.446e-4 suggesting that the C. teretifolia samples 




























Figure 4.3: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity of the 16S 
rRNA microbial communities from C. rubra (CR) and C. teretifolia (CT) soil samples. The 
median (bar) is shown within the 25th-75th interquartile range. The symbol above the boxplots 
represents the p-value between groups (* P < 0.05, ** P < 0.01, NS = Not significant), determined 
by either a Welch two-sample t-test or a Wilcoxon test depending on normality of data. 
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Alpha diversity metrics for C. rubra samples with and without solaria for the 16S 
rRNA dataset are shown in Figure 4.4. The observed diversity was greater in samples 
with a solarium with a mean of 1265 ± 126 compared to 1139  ± 116 for samples without 
a solarium. This difference was found to be statistically significant with a p-value < 0.05. 
In a similar trend to the observed diversity, the Shannon diversity value was higher in 
samples with a solarium compared to samples without with means of 6.5 ± 0.11 and 6.38 
± 0.13. This was also statistically significant, and the means correspond to effective 
species numbers of 665 and 589 respectively. The Simpson’s diversity values were not 
statistically different between samples with and without solaria suggesting that the 
evenness of the communities the same. The mean Simpson diversity values were 0.9969 
± 6.183e-4 for samples with a solarium and 0.9965 ± 8.210e-4 for samples without.  
Alpha diversity metrics for C. teretifolia samples with and without solaria for the 
16S rRNA dataset are shown in Figure 4.5. Although samples with solaria had a greater 
mean for all alpha diversity metrics measured, no statistically significant difference was 
found. The mean observed diversity for C. teretifolia samples without solaria was 1050 
± 142 and with solaria the mean was 1162 ± 155. While not statistically significant, the 
resultant p-value was 0.079, suggesting a trend difference. A similar trend was not seen 
in the Shannon and Simpson diversity values with resultant p-values of 0.28 and 0.6 
respectively. The means for the Shannon diversity index were 6.41 ± 0.14 for samples 
without solaria and 6.47 ± 0.13 for samples with solaria. This translates to an average 
effective species number of 608 for samples with no solarium and 645 for samples with 
a solarium. Much like the C. rubra samples, the Simpson’s diversity values were similar 
for the C. teretifolia samples with means of 0.9972 ± 4.291e-4 for samples without solaria 


























Figure 4.4: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity of the 16S 
rRNA microbial communities from C. rubra soil samples. The median (bar) is shown within the 
25th-75th interquartile range. The symbol above the boxplots represents the p-value between 





Figure 4.5: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity of the 16S 
rRNA microbial communities from C. teretifolia soil samples. The median (bar) is shown within 
the 25th-75th interquartile range. The symbol above the boxplots represents the p-value between 
groups (NS = Not significant) which was determined by a Welch two-sample t-test. 
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4.2.4 ASV distribution in the 16S rRNA dataset 
Venn diagrams were used to visualise the distribution of ASVs throughout the 
vegetation sites and nutrient additions. Figure 4.6 shows the number of 16S rRNA ASVs 
associated with one, or both plant species investigated in this research project. It supports 
the trend shown in the boxplots (Figure 4.3A) in that the C. rubra samples had a higher 
average observed diversity than the C. teretifolia samples. The core community (ASVs 
present in both plant sites) comprises 15.83% of all ASVs, 23.06% of ASVs found in C. 
rubra samples and 33.55% of ASVs found in C. teretifolia samples. This core, however, 
is disproportionately abundant. It contributes 63.22% of all reads from C. rubra samples 
and 76.67% of reads from C. teretifolia samples. To determine how the common ASVs 
were distributed, a relative abundance cut-off was introduced. This removes all ASVs 
below a designated relative abundance threshold. All ASVs included in Figure 4.7 
comprise at least 0.1% of all reads from the entire 16S rRNA dataset and a vast majority 








Figure 4.6: Venn diagram of the distribution of the 16S rRNA gene-based ASVs in C. rubra (CR) 












To investigate the distribution of ASVs between the control, nitrogen and sugar 
treatments, the 16S rRNA dataset was subset into the C. rubra and C. teretifolia sites 
(Figure 4.8). Although almost 3000 more ASVs were observed in the C. rubra samples 
compared to the C. teretifolia samples, the number of ASVs found in all three treatments, 
making up the treatment ‘core’, is similar. The number of ASVs in the C. rubra core was 
1677 while the C. teretifolia core had 1632 ASVs. The two plant sites differed in the 
proportion of ASVs found in the control samples. For the C. rubra samples, the control 
contained the most ASVs with 5089. The opposite was true for the C. teretifolia samples 
with the control providing the lowest number of ASVs with 3497. A greater number of 
ASVs does not necessarily mean greater abundance, however. Following the trend seen 
in Figure 4.6, the core ASVs for both sites are disproportionately abundant. The 1677 
ASVs that comprise the C. rubra core contribute 80.5% of the sequence reads in the 
control samples, 80.86% in the nitrogen samples and 81.38% in the sugar samples. The 
1632 ASVs that make up the C. teretifolia core have a higher relative abundance, 
contributing 88% of all sequence reads in the nitrogen samples, 89.63% of reads in the 






Figure 4.7: Venn diagram of the distribution of common 16S rRNA gene-based ASVs in C. rubra 
(CR) and C. teretifolia (CT) soil samples. Common ASVs had a relative abundance greater than 0.1% 
of the total 16S rRNA dataset. 
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Consistent with the trend seen in Figure 4.7, common ASVs found in either plant 
site were almost exclusively found in the core (Figure 4.9). Common ASVs were defined 
as having a  relative abundance greater than 0.1% for either plant site. Five ASVs had a 
relative abundance greater than 1% for either site. These ASVs are classified as abundant. 
An ASV of the genus Bradyrhizobium (Class Alphaproteobacteria) was abundant in both 
sites. Bradyrhizobium species are gram-negative bacteria, many of which are able to fix 
nitrogen, rendering it biologically available. Two ASVs of the order Ktedonobacterales 
(phylum Chloroflexi) and an ASV of phylum Acidobacteria were abundant in the C. 
rubra site and an ASV of the class Gammaproteobacteria was abundant in the C. 
teretifolia site. 
Figure 4.8: Venn diagrams of the distribution of the 16S rRNA gene-based ASVs in C. rubra (A) 
and C. teretifolia (B) soil samples according to the treatments they were observed in. 
Figure 4.9: Venn diagram of the distribution of common 16S rRNA gene-based ASVs in C. rubra 
(A) and C. teretifolia (B) soil samples according to the treatments they were observed in. Common 
ASVs have a relative abundance greater than 0.1% of the total reads for either plant site. 
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4.2.5 Beta diversity in the 16S rRNA dataset 
Intra and inter-site variation was investigated via ordination of Bray-Curtis 
dissimilarity matrices into nMDS plots. Figure 4.10 compares the two sites. It shows a 
tight cluster for samples from the C. teretifolia site and while not as compact, the C. rubra 
samples grouped separately to the C. teretifolia samples. Permutational analysis of 
variance (PERMANOVA) results indicated that there is a statistically significant 
difference between the C. rubra and C. teretifolia samples with a p-value of 4e-4. As it is 
clear the plant has a significant impact on the bacterial community, each site was subset 
to explore the impact of the solarium and additions without the statistical noise introduced 
by adding another variable in the form of the plant. Figure 4.11 shows the ordination of 
C. rubra (Figure 4.11A) and C. teretifolia (Figure 4.11B) separately. PERMANOVA 
analysis found no significant differences between solarium samples and no solarium 
samples for either C. rubra or C. teretifolia with p-values of 0.6637 and 0.8192 
respectively. The same trend was seen with the control, nitrogen and sugar samples with 
no significant differences found in either site. C. rubra had a p-value of 0.3455 and C. 




Figure 4.10: Bray-Curtis dissimilarity based nMDS plot of the C. rubra (CR) and C. teretifolia 





















The 20 most abundant orders across the 16S rRNA dataset were separated from less 
abundant orders to better identify trends when comparing communities from different 
variables. This was performed to reduce statistical noise and make trends in abundant 
orders more obvious. Also, evidence suggests common species provide more to 
ecosystem function than less common species (Gaston, 2010). The community structure 
of the 20 most abundant orders can be seen in Figure 4.12. The order has been used rather 
than the Phylum in an attempt to provide a better balance between taxonomic coverage 
and environmental sensitivity and was recommended in Salis et al. (2017). As there are 
multiple dependent variables, a MANOVA (Multivariate analysis of variance) was used 
to test for statistically significant impacts of the independent variables on the 20 most 
abundant orders of the 16S rRNA community. It was found that both the plant and the 
addition (control, nitrogen, sugar) had a significant impact on the community with 
resultant p-values of 1.2e-10 and 6.066e-3 respectively. The effect of the solarium was 
found to be insignificant with a p-value 0.464. Effect sizes were also measured via eta-
squared with values of 0.951 for the plant and 0.641 for the additions. The summary of 
each individual order was also provided and can be seen in Table 4.1. 
 Figure 4.11: Bray-Curtis dissimilarity based nMDS plots of the 16S rRNA microbial communities 


























































































































































































































































































Figure 4.12: Relative abundance of the most abundant orders based on sequencing of 16S rRNA gene sequences from C. rubra (CR) and C. teretifolia (CT) 
soils samples. Orders that ranked lower than 20th in relative abundance have been removed. The number after the plant code (1, 2, 4, 5, 7 or 8) represents the 
block where that sample was taken from. The middle letter group represents whether the sample came from a plant that had a solarium (S) or not (N) and the 
final letter represents the treatment corresponding to that sample (C = control, N = nitrogen, S = sugar). 
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Table 4.1: Summary of MANOVA results for each of the 20 most abundant orders in the 16S 
rRNA dataset. Values are p-values, bold values indicate significance (P < 0.05). 
Order Plant Solarium Additions 
Acidobacteriales 3.9e-9 0.61 0.56 
Bryobacterales 1.5e-6 0.98 0.14 
Burkholderiales 0.02 0.82 0.49 
Caulobacterales 1.7e-11 0.68 0.72 
Chitinophagales 0.03 0.05 0.81 
Chthoniobacterales 9.9e-12 0.62 0.07 
Frankiales 3.1e-8 0.66 0.24 
Gammaproteobacteria Incertae Sedis 0.07 0.75 0.68 
Gemmatales 0.92 0.70 0.71 
Isosphaerales 0.24 0.46 0.03 
Ktedonobacterales 1.4e-7 0.35 0.46 
Methylacidiphilales 0.03 0.18 2.6e-4 
Pedosphaerales 2.8e-9 0.81 0.04 
Polyangiales 2.5e-9 0.25 0.25 
Rhizobiales 2.6e-4 0.41 0.04 
Solibacterales 5.2e-4 0.45 0.05 
Subgroup 2 5.5e-8 0.97 0.56 
Tepidisphaerales 5.8e-9 0.63 0.43 
Vicinamibacterales 3.3e-7 0.07 5.2e-4 
WD260 8.9e-13 0.33 0.28 
 
With the plant being such a dominant influence on the abundance of orders, it is the 
orders that were not statistically significantly influenced that are potentially of greater 
interest. Only three of the top 20 most abundant orders were not statistically significantly 
influenced by the plant. These orders were Gammaproteobacteria Incertae Sedis, 
Gemmatales and Isophaerales. It is also worth noting that of those three orders, only 
Isophaerales was significantly affected by any of the three independent variables. None 
of the 20 most abundant orders were affected by all three controlled variables and only 
Chitinophagales was significantly affected by the presence of a solarium. Six orders were 
affected by additions of nitrogen or sugar. These were Isosphaerales, 




4.2.6 Characteristics of the ITS2 dataset 
In total, 1,608,976 ITS2 region gene reads were obtained from 48 DNA samples 
after quality filtering and chimera removal. The number of sequences per sample ranged 
from 19,508 to 79,041 with an average of 33,520. Before rarefaction, sequences with an 
unclassified kingdom or phylum were removed. Samples were rarefied to 17,799 
sequences per sample.  
4.2.7 Alpha diversity in the ITS2 dataset 
Alpha diversity metrics for the C. rubra and C. teretifolia sites for the ITS2 dataset 
are shown in Figure 4.13. There was no statistically significant difference found between 
the C. rubra and C. teretifolia site for any of the alpha diversity metrics measured. The 
mean of the observed diversity for the C. rubra site was 193 ± 43 (± SD) while the C. 
teretifolia site had a mean observed diversity of 209 ± 32. The mean Shannon diversity 
values were 3.72 ± 0.56 and 3.78 ± 0.65 for the C. rubra and C. teretifolia sites 
respectively. This converts to an effective species number of 41 and 44. The mean 
Simpson’s diversity value for the C. rubra site was 0.927 ± 0.057 while the C. teretifolia 








Figure 4.13: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity of the ITS2 
fungal communities from C. rubra (CR) and C. teretifolia (CT) soil samples. The median (bar) is 
shown within the 25th-75th interquartile range. The symbol above the boxplots represents the p-
value between groups (NS = Not significant) which was determined by either a Welch two-sample 
t-test or a Wilcoxon test depending on normality of data. 
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Solaria had no effect on the fungal diversity of C. rubra samples, as measured by 
observed, Shannon and Simpson diversity (Figure 4.14). The mean number of ASVs 
observed in the samples without a solarium was 187 ± 52 while for samples with a 
solarium the mean was 199 ± 33. The means for the Shannon diversity value for samples 
with and without solaria was remarkably similar to one another and with this knowledge, 
unsurprisingly, near identical to the Shannon diversity value seen for the C. rubra samples 
as a whole (Figure 4.13B). A mean value of 3.72 ± 0.62 was seen for samples without a 
solarium and 3.73 ± 0.52 for samples with a solarium. This corresponds to effective 
species numbers of 41 and 42. Simpson’s diversity values were also statistically identical 
with a mean value of 0.931 ± 0.050 for those without a solarium and 0.923 ± 0.065 for 
those with a solarium. 
Continuing the trend seen in the C. rubra samples (Figure 4.14), solaria had no 
impact on the C. teretifolia samples. No significant differences were found in observed, 
Shannon or Simpson diversity (Figure 4.15). The means for the observed diversity were 
205 ± 33 and 213 ± 32 for samples without solaria and samples with solaria respectively. 
Shannon diversity values were similar to those for the C. teretifolia samples in Figure 
4.13. The mean value for samples without a solarium was 3.76 ± 0.67 while for samples 
with a solarium it was 3.79 ± 0.66, giving effective species numbers of 43 and 44. 
Simpson’s diversity values were very similar to one another with means of 0.914 ± 0.094 







Figure 4.14: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity of the ITS2 
fungal communities from C. rubra (CR) soil samples. The median (bar) is shown within the 25th-
75th interquartile range. The symbol above the boxplots represents the p-value between groups  
(NS = Not significant) which was determined by either a Welch two-sample t-test or a Wilcoxon 




Figure 4.15: Boxplots showing observed (A), Shannon (B) and Simpson (C) diversity of the ITS2 
fungal communities from C. teretifolia (CT) soil samples. The median (bar) is shown within the 
25th-75th interquartile range. The symbol above the boxplots represents the p-value between 
groups (NS = Not significant) which was determined by either a Welch two-sample t-test or a 
Wilcoxon test depending on normality of data. 
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4.2.8 ASV distribution in the ITS2 dataset 
Figure 4.16 shows the number of ITS2 ASVs associated with one of, or both plant 
species investigated. It is consistent with the trend seen in the observed diversity of the 
ITS2 dataset in that there is no clear difference in observed diversity between samples 
from C. rubra and C. teretifolia (Figure 4.13A). The core fungal community (ASVs 
present in both sites) comprises 6.88% of all ASVs recorded, 12.6% of ASVs recorded in 
C. rubra samples and 13.2% of ASVs present in C. teretifolia samples. These values are 
low when compared to the 16S rRNA dataset (Figure 4.6) and provides evidence that the 
fungal communities found in the C. rubra and C. teretifolia sites are relatively 
independent to one another. To investigate where the most abundant ASVs were found, 
minimum relative abundance cut-offs were utilised. It was found that 202 ASVs had a 
relative abundance greater than 0.1%. Of these, 50 were found in the core, comprising 
just under 25% of all ASVs over 0.1% relative abundance. This is a marked increase from 
the 6.88% observed in the core with no relative-abundance cut-off. A relative abundance 
cut-off of 1% was also introduced. Twelve ASVs had a relative abundance greater than 






Figure 4.16: Venn diagram of the distribution of the ITS2 ASVs in C. rubra (CR) and C. 
teretifolia (CT) soil samples. 
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The ITS2 dataset was separated into the C. rubra and C. teretifolia sites to compare 
similarities and differences regarding the ASV distribution throughout the treatments 
between the two plant sites (Table 4.2). In both sites, the highest number of ASVs were 
observed in the nitrogen treatment and the lowest number of ASVs were observed in the 
sugar treatment. Both sites had significant numbers of ASVs found in all three treatments. 
Of the 1836 ASVs observed in the C. rubra site, 286 were core ASVs, comprising 15.58% 
of all ASVs observed in C. rubra samples. The core of the C. teretifolia samples was 
larger with 338 of the 1751 ASVs found in all three treatments (19.3%). The cores of both 
sites are disproportionately abundant and this is easily seen with the introduction of 
minimum relative abundance cut-offs. With the introduction of a 0.1% minimum relative 
abundance cut-off, more than half of the ASVs remaining for both sites are found in the 
core and an even greater percentage found in the core with a 1% minimum relative 
abundance cut-off.   
 Table 4.2: Number of  ITS2 ASVs found in each treatment at the C. rubra and C. teretifolia sites. 
The percentage value (> 0.1% or > 1%) corresponds to the minimum relative abundance (RA) 
























1836 286 390 411 387 146 113 103 
C. teretifolia 
(CT) 
1751 338 359 369 350 116 111 108 
RA > 0.1% 
CR 
196 112 19 13 11 17 14 10 
RA > 0.1% 
CT 
184 133 5 8 9 11 11 7 
RA > 1% 
CR 
19 13 2 0 2 1 0 1 
RA > 1% 
CT 
16 14 0 0 1 0 1 0 
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4.2.9 Beta diversity in the ITS2 dataset 
Intra and inter-site variation was investigated via ordination of Bray-Curtis 
dissimilarity matrices into nMDS plots. This was used to determine the influence of the 
various variables on the fungal community as a whole. Figure 4.17 compares the two 
plant sites. Tight clusters are seen for both the C. rubra and C. teretifolia sites with a 
slightly tighter grouping for the C. teretifolia site. A PERMANOVA was utilised to test 
for statistical significance and after 9999 permutations returned a p-value of 1e-4 
suggesting a high level of difference in community composition between the two 
communities. This is supported by the results seen in Figure 4.16 with the Venn diagram 
indicating distinct communities with high percentages of ASVs only found in one of the 
plant sites. To investigate the impacts of the inclusion of a solarium or the addition of 
nitrogen or sugar to the community, each plant site was subset in an attempt to remove 
the statistical noise introduced by the influence of the plant on the fungal community. 
Figure 4.18 shows the nMDS ordination of C. rubra (Figure 4.18A) and C. teretifolia 
(Figure 4.18B) separately. PERMANOVA analysis did indicate statistically significant 
differences between the control, nitrogen and sugar treatments in the C. rubra samples 
with a p-value of 1e-4, however, there was no significant difference between samples with 
and without solaria with a p-value of 0.76. It should be noted however, that the stress 
level for this plot was 0.21. This is just over the value generally considered to be an 
acceptable fit (0.2); however, it is not near the value of 0.35 at which point, samples are 
effectively randomly placed. There were no significant differences between any of the 
variables in the C. teretifolia samples with p-values of 0.82 and 0.99 for additions and 






















Figure 4.17: Bray-Curtis dissimilarity based nMDS plot of the C. rubra (CR) and C. teretifolia 
(CT) ITS2 fungal communities. 
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The 20 most abundant orders across the ITS2 dataset were subset from less 
abundant orders to better identify trends when comparing communities from different 
variables. The relative abundance of the 20 most abundant orders can be seen in Figure 
4.19. It was found only the plant had a significant impact on the community with a p-
value of 2.2e-4 and an effect size (via eta-squared) of 0.798. The effect of the solarium 
and the nitrogen and sugar additions were found to be insignificant with p-values of 0.92 
and 0.17 respectively. The summary of each individual order was also provided and can 
be seen in Table 4.3. Some of the most abundant orders were not taxonomically identified 
to that level, in which case, the best available taxonomic identification has been used in 
its place. 
  
Figure 4.18: Bray-Curtis dissimilarity based NMDS plots of the ITS2 fungal communities for C. 
rubra (A) and C. teretifolia (B). 
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Figure 4.19: Relative abundance of the most abundant orders based on sequencing of ITS2 sequences from C. rubra (CR) and C. teretifolia 
(CT) soils samples. Orders that ranked lower than 20th in relative abundance have been removed. The number after the plant code (1, 2, 4, 5, 
7 or 8) represents the block where that sample was taken from. The middle letter group represents whether the sample came from a plant that 
had a solarium (S) or not (N) and the final letter represents the treatment corresponding to that sample (C = control, N = nitrogen, S = sugar).  
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Table 4.3: Summary of MANOVA results for each of the 20 most abundant orders in the ITS2 
dataset. Values are p-values, bold values indicate significance (P < 0.05). Unidentified orders 
have been replaced with the best available taxonomic identification. 
Order Plant Solarium Additions 
Agaricales 0.51 0.79 0.13 
NA – Class = Agaricomycetes 0.17 0.27 0.50 
Archaeorhizomycetales 0.08 0.66 0.24 
NA - Class = Archaeorhizomycetes 0.35 0.83 0.06 
Archaeosporales 4.2e-5 0.25 0.02 
NA – Phylum = Ascomycota 1.2e-4 0.28 0.32 
Atractiellales                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 0.04 0.43 0.02
Cantharellales 0.78 0.36 0.34 
Chaetothyriales 0.15 0.53 0.76 
Entorrhizales 4.8e-5 0.18 0.84 
NA – Class = Eurotiomycetes 0.15 0.75 0.07 
Filobasidiales 0.01 0.54 3.6e-3 
Geoglossales 6.2e-3 0.72 0.77 
Glomerales 2.7e-5 0.71 0.13 
GS34 1.1e-3 0.50 0.18 
Helotiales 0.27 0.47 1.4e-3 
NA – Class = Leotiomycetes 0.65 0.07 0.35 
Mortierellales 5.5e-4 0.88 0.15 
Pleosporales 3.4e-3 0.57 0.34 
Sebacinales 0.12 0.19 0.40 
 
Exactly half of the 20 most abundant fungal orders had statistically significantly 
different relative abundance values depending on the plant site. Two of the most affected 
were Archaeosporales and Glomerales. These two orders fall under the same phylum; 
Glomeromycota, and are the only two orders within the 20 most abundant to fall under 
this phylum. Members of Glomeromycota are extremely important as they form 
arbuscular mycorrhizal associations with almost 80% of land plants. At least one ASV 
from either Archaeosporales or Glomerales is present in every sample collected from the 
C. rubra site and both are found in 21 out of the 24 samples. This is a stark contrast to the 
C. teretifolia samples where at least one ASV from either order is present in only seven 
of the 24 samples and both are found in just one C. teretifolia sample. None of the 20 
most abundant Orders were significantly affected by the presence or lack of a solarium 
while three were affected by the exposure to either excess nitrogen or sugar. These were 
Atractiellales, Filobasidiales, both part of the Phylum Basidiomycota, and Helotiales, a 
member of Ascomycota. All three are more abundant in samples treated with sugar, 
especially C. rubra samples.   
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4.3 Discussion  
4.3.1 Differing communities between C. rubra and C. teretifolia samples 
This chapter aimed to investigate the response of the soil microbiome to warming 
and nutrient input in a New Zealand indigenous grassland. Previous research has shown 
that Chionochloa tussock grasses (C. teretifolia and C. pallens) in Takahē Valley have 
contrasting bacterial communities and it was hypothesised that the bacterial communities 
would respond to climatic changes differently (Griffith et al., 2017). The results shown 
in this chapter support previous research in that the bacterial communities from different 
Chionochloa species (C. rubra and C. teretifolia) are also different. This chapter provides 
more evidence for this claim as it was the first time the bacterial community of C. rubra 
was investigated via HTS. In addition, my study expanded the microbial community to 
include fungal diversity. Both the bacterial and fungal communities were found to be 
distinct at the two plant sites with statistical backing via PERMANOVA analysis (Figures 
4.10 and 4.17).  
In the 16S rRNA dataset, differing alpha diversity trends between the two sites were 
also seen. The C. rubra site had a significantly higher observed diversity while C. 
teretifolia had a greater Simpson’s diversity value (Figure 4.3). The greater observed 
diversity seen in C. rubra is also supported by the Venn diagram showing the number of 
ASVs found in one or both sites with a significantly larger number found in C. rubra than 
C. teretifolia (Figure 4.6). This disparity in observed ASV numbers is likely due to several 
reasons, however, one contributing factor could be the consistency of the soil at each site. 
Andy Nilsen, a PhD student within the department of Botany at the University of Otago 
collected the samples and commented in his field notes that “in some of the [C. rubra] 
treatments (cages as well as solaria), one side of the treatment had very dry soil but it 
didn’t seem to be on any particular side consistently”.  This difference in soil conditions 
could offer enough environmental variability to support more bacterial species resulting 
in the greater observed diversity. It could also explain the lower evenness (Simpson’s 
diversity) seen in the C. rubra samples (Figure 4.3C), as soil moisture content and 
microbial community structure are closely linked (Brockett et al., 2012). The microbial 
community would be expected to respond to changes in soil moisture content and can do 
so quickly with high rates of change often seen between one day and one month after 
changes in environmental conditions (Shade et al., 2013).  
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4.3.2 Differing community responses to increased temperature 
As well as differing microbial communities, it is apparent that the bacterial 
communities at the two sites had subtle differences in their responses to the introduced 
changes to their environment. The addition of a solarium increased the air temperature by 
roughly 1C in both sites. There is strong evidence to suggest that this did have an impact 
on the bacterial communities associated with the C. rubra samples. Significantly higher 
observed and Shannon diversity values were seen in samples with a solarium (Figure 4.4). 
Similar trends were seen in the C. teretifolia samples, however, these trends were not 
found to be statistically significant with a p-value of 0.079 for the observed diversity and 
0.28 for the Shannon diversity value (Figure 4.5). It is interesting that although significant 
differences were found in alpha diversity values, there was no significant difference 
between samples with and without solaria on the nMDS plots (Figure 4.11). An 
explanation for this could be that nMDS plots do not use absolute abundance, but rather 
rank order when determining community ordination (Kruskal, 1964). This would suggest 
that the bacterial communities associated with C. rubra samples with a solarium are, on 
average, larger than the bacterial communities associated with C. rubra samples without 
a solarium. However, the same taxa are abundant in both communities and the increase 
in observed diversity is largely due to less abundant taxa. This is supported by Table 4.1 
in which the relative abundance of only one of the 20 most abundant orders is significantly 
affected by the presence or absence of a solarium.  
While the bacterial community did respond to the increased temperature provided 
by the solarium, it is clear that the increase in temperature had no impact on the fungal 
community. No significant differences were found for the alpha or beta-diversity metrics 
measured for either site between samples with and without solaria. This is perhaps 
unsurprising with evidence suggesting that both a change in temperature and a change in 
vegetation cover are needed to significantly impact the structure of the fungal community 
(Yergeau et al., 2007).  
4.3.3 Generalist or specialist communities? 
An abundant core microbiome is a common result in the 16S rRNA dataset. It is 
seen both between the two plant sites and between the treatments within each site (Figures 
4.6-4.9). The core seen in each plant site in the 16S rRNA communities, in particular, is 
very abundant providing over 80% of sequence reads at each site despite providing only 
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17.8% of the ASVs seen in C. rubra and 25.1% of ASVs seen in C. teretifolia. Only two 
ASVs over 0.1% relative abundance were found outside of the core community (Figure 
4.9). This could be providing an insight into the active bacterial community without RNA 
analysis. The proportion of a microbial community that is dormant depends on the 
environmental conditions, but the upper value found in nutrient-poor conditions is 
thought to be around 40% (Jones & Lennon, 2010). The proportion of the community 
provided by the core in this chapter is much higher than 40% indicating that a significant 
proportion of the core 16S rRNA community is active.  
To improve survivability, microbes evolve into generalists; those that can adapt to 
a wide range of environments, or specialists; those adapted to specific environmental 
conditions (Barberán et al., 2012; Sriswasdi et al., 2017). An abundant core found over a 
range of environmental conditions would suggest a community dominated by generalists. 
This would be unusual as in most cases, specialist bacteria are more abundant than 
generalists as generalists rapidly evolve into specialists to adapt to their environment 
(Malard et al., 2019; Sriswasdi et al., 2017). This is supported by the generalist-specialist 
evolutionary cycle and microbial adaptive radiation which implies that microbial 
diversity is maintained by the continual replacement of specialist microbes by generalists 
which then diversify rather than the continued survival of the specialist microbes 
(Gavrilets & Losos, 2009; MacLean, 2005).  
Another theory is that the bacterial communities analysed are specialised 
communities and the solarium and nutrient additions do not provide enough 
environmental variation to pressure the bacterial communities into adapting to specialise 
to the new environmental conditions. This would explain the high abundance of the core 
communities in each site and is supported by the nMDS plots (Figure 4.11) which 
identified no significant differences between the communities associated with the control, 
nitrogen or sugar treatments at either site or between samples with and without solaria at 
either site. However, this theory does not explain the high abundance of core ASVs 
between the C. rubra and C. teretifolia sites (Figure 4.6 and 4.7). Other results, such as 
the nMDS plot (Figure 4.10) and MANOVA (Table 4.1) indicate the situation is more 
complex with significant differences between the microbial communities at the two plant 
sites. Therefore, although the core between the two sites is disproportionately abundant, 
the sheer number of ASVs unique to each site support the finding that the less abundant 
members of the communities from the two sites are significantly different and potentially 
specialised as opposed to generalists.  
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Regarding core microbiomes, the fungal community followed a similar trend to the 
16S rRNA dataset. An abundant core was seen both between the two plant sites and within 
the treatments at each site (Figure 4.16, Table 4.2). However, the ITS2 core was 
consistently lower than the 16S rRNA core in terms of percentage of ASVs observed in 
the core and abundance of the core ASVs. This is especially apparent in the inter-site core 
(Figure 4.16) which provided less than 30% of ITS2 sequence reads for each site, 
compared to the 63% and 77% seen for the bacterial community. The greater percentage 
of site-specific ASVs and the higher percentage of sequence reads coming from site-
specific ASVs in the fungal community compared to the bacterial community suggests 
that the fungal community for each plant site is more specialised than the more generalist 
bacterial community. This is supported by the distribution of ASVs after the introduction 
of minimum relative abundance cut-offs. After a 0.1% minimum relative abundance cut-
off is introduced to the ITS2 dataset, roughly 25% of ASVs are found in both sites. This 
is in contrast to the 16S rRNA community which showed roughly 90% of ASVs in both 
sites after the introduction of a 0.1% minimum relative abundance cut-off. The ITS2 
nMDS plots also support this with clear clustering between the two plant sites and 
statistical significance identified via PERMANOVA.  
When looking at the fungal core microbiomes within each site, the trend seen in the 
bacterial dataset re-emerges. The communities for the control, nitrogen and sugar 
treatments at both sites are less distinct when compared to the communities for each plant 
site and there is a large and disproportionately abundant core (Figures 4.17 and 4.18, 
Table 4.2). Much like the bacterial dataset, this is more apparent when a minimum relative 
abundance cut-off is introduced and a majority of ASVs are observed in all three 
treatments (Table 2). Once again this asks the question, is this community dominated by 
generalist fungi or is it a specialist community that is not being affected by the introduced 
variables? The added nitrogen and sugar was found to be largely ineffective at changing 
the community with MANOVA results providing an insignificant p-value and Table 4.2 
showing only three of the 20 most abundant orders were significantly affected by the 
nutrient addition. The solarium was found to be even less effective with no order 
significantly affected by its presence or absence. This would suggest that the fungal 
communities at each site are specialised. Research does support this with evidence 
suggesting that fungal communities are more resistant (more tolerant) but less resilient 
(slower rate of recovery) to climate change conditions than bacterial communities (De 
Vries et al., 2012; De Vries & Shade, 2013; Orwin et al., 2006).  
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4.3.4 Impact of the solaria 
Both the bacterial and fungal communities were largely unaffected by the increased 
temperature provided by the solaria. This is likely due to a combination of the low 
temperatures at Takahē Valley, the margin of temperature increase provided by the solaria 
and the time between the setup of the solaria and soil sample collection. The Takahē 
Valley manipulation sites are set up in an alpine environment, where it is too cold for 
trees to grow. This low temperature has significant implications for the microbial 
community present as the temperature is highly correlated with bacterial growth and rate 
of adaption. Research suggests microbial turnover and rate of adaption increase with 
increasing temperatures, the optimum temperature appears to be around 30C (Pettersson 
& Bååth, 2003; Rinnan et al., 2009). The study by Rinnan et al. (2009) also utilised open-
topped chambers (solaria) on subantarctic islands that increased the temperature within 
by approximately 1C. They predicted that this should have increased the minimum soil 
temperature by 0.24-0.38C. Their results did not indicate significant changes in the 
bacterial community structure as a result of increased temperature and concluded that the 
increase in temperature was likely not enough to trigger changes in microbial community 
structure although they did not have tools precise enough to measure the changes in soil 
temperature.  
The manipulation sites at Takahē Valley were set up in 2012 and the samples 
analysed in this experiment were collected in March 2016. This gave the microbial 
community four years to adapt to the introduced increased temperature. This may not 
have been long enough. The Rinnan et al. (2009) study found that three years of increased 
temperature exposure under open-topped chambers was not enough to influence the soil 
bacterial community. The same finding was presented by Yergeau (2008) in that in most 
cases, there were no substantial changes in bacterial or fungal community structures or 
gene densities after three years under open-topped chambers. Similarly, two years under 
the same open-topped chambers was not long enough to substantially influence 
decomposition rates (Bokhorst et al., 2007) or the arthropod communities (Bokhorst et 
al., 2008) on Antarctic or subantarctic islands. Even a decade may not be enough time in 
such conditions. A study by Rinnan et al. (2007) found that 10 years of temperature, light 
and nutrient manipulation had no impact to the microbial communities in a subarctic 
ecosystem but 15 years had strong effects on the microbial community.   
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4.3.5 Impact of surplus nitrogen 
With the available results, it is difficult to say whether or not the added nitrogen to 
samples has had, or will have, a significant impact on the microbial community at Takahē 
Valley. This experiment measured the amount of nitrate (NO3-) and ammonium (NH4+) 
in the soil via resin bags which absorbed nutrients within the soil (Figure 4.2). Both nitrate 
and ammonium can be assimilated by plants and microorganisms. Nitrate is immediately 
available to be utilised by the organism while ammonium is converted into nitrate via 
nitrification. This process and others are part of the nitrogen cycle, the biogeochemical 
cycle in which nitrogen is converted into numerous chemical forms, some of which are 
able to be used in biological systems. This is very important as nitrogen is commonly a 
limiting resource in many ecosystems (Demoling et al., 2007). Nitrogen-fixing 
microorganisms are crucial to this cycle as they contain the genes necessary to convert 
biologically unusable forms of nitrogen to biologically available ones. The genes 









Figure 4.2B showed that the samples treated with nitrogen (in the form of nitrate) 
had significantly higher ammonium levels than samples treated with sugar, however, 
there was no statistically significant difference between the nitrogen samples and the 
control samples. There was also no statistically significant difference between the control 
samples and the sugar samples. This suggests that the difference between the ammonium 
Figure 4.20: The nitrogen cycle and key functional genes associated. Sourced from Smith et al. 
(2015). 
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levels of the nitrogen and sugar samples, while significant, is minimal. The same is not 
true for the levels of nitrate as there was a large increase in the levels of nitrate absorbed 
into the resin bags in the nitrogen treated samples compared to the control or sugar 
samples. It is clear that the added nitrate has created a surplus in the system and that the 
organisms present cannot assimilate it all. This has resulted in the nitrate ending up in the 
resin bag. MANOVA results suggest that neither the nitrogen nor sugar treatments are 
significantly impacting the fungal community and while MANOVA results suggest that 
at least one of the treatments affected the bacterial community, this treatment is likely to 
be the sugar treatment. The output of the MANOVA does not specify which treatment is 
significantly impacting the community but of the 20 most abundant bacterial taxonomic 
orders, six had significantly different abundances depending on the treatment, of these 
six, five were more or less abundant in samples treated with sugar.  
To gain a better understanding as to how the added nitrate was affecting the biotic 
and abiotic conditions present at the Takahē Valley site, soil pH might have been a useful 
environmental measurement to record. Soil pH is closely linked with nutrient availability 
and the nitrogen cycle, in particular, the process of nitrification (Morrill & Dawson, 
1967). In the process of nitrification, ammonium is oxidised to nitrite and then nitrate. In 
acidic soils (pH < 5.4), this process is significantly decreased. Research has shown that 
the pH of C. teretifolia soils is acidic (pH = 4.5 ± 0.0) (Tanentzap et al., 2012), however, 
I could not find any pH measurements for C. rubra soils. Samples that were supplied with 
nitrate in this study had statistically significantly higher nitrate levels than either control 
or sugar samples and higher ammonium levels than sugar samples, however, this 
difference was substantially smaller than the differences in nitrate (Figure 4.2). Nitrate is 
basic so it could be possible that higher levels of nitrate increased the soil pH and allowed 
for a greater rate of nitrification. This could explain the greater difference in nitrate levels 
between the control, nitrogen and sugar treatments compared to the relatively small 
difference in ammonium levels. 
4.3.6 Impact of sugar addition 
The effect of the sugar treatment on the microbial community is more easily seen 
than the impacts of the nitrogen treatment. In the bacterial community, although nMDS 
plots found no substantial difference in community structure, there are some changes in 
relative abundance of several orders in the bar graph (Figure 4.12) and these changes are 
supported by significant p-values shown in MANOVA summary (Table 4.1). Members 
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of the orders Isosphaerales, Methylacidiphilales and Rhizobiales were all most abundant 
in the sugar treatment at both the C. rubra and C. teretifolia sites. The highest relative 
abundance for Methylacidiphilales was observed in the C. rubra sugar samples were it 
had a mean relative abundance of 3% compared to 0.6% in the C. rubra control and 
nitrogen samples. Pedosphaerales and Solibacterales both had lower relative abundances 
in the sugar samples at both sites compared to the control and nitrogen treatments. 
The sugar treatment significantly affected fewer orders in the fungal community 
than the bacterial community but these changes in abundance are clearer to see in the bar 
graph and MANOVA summary (Figure 4.19, Table 4.3). In addition to this, the nMDS 
plot for the C. rubra site displays tight clustering between the sugar samples and a 
significant PERMANOVA p-value indicating a significant difference between the 
communities for the control, nitrogen and sugar communities (Figure 4.18A). The orders 
Atractiellales, Filobasidiales and Helotiales had their highest relative abundance in the 
sugar samples at both sites, however, this higher relative abundance was greater in the C. 
rubra samples. Atractiellales increased in relative abundance to average over 5% in the 
C. rubra sugar treatment compared to 0.01% in the C. teretifolia sugar treatment. 
Filobasidiales averaged a relative abundance of 7.9% in C. rubra sugar samples and 1.2% 
in C. teretifolia sugar samples while Helotiales had an average relative abundance of 23% 
in C. rubra sugar samples and 8.7% in C. teretifolia sugar samples. While not statistically 
significant, it should be noted that the order Agaricales was, on average, approximately 
half as abundant in C. rubra sugar samples compared to C. rubra control or nitrogen 
samples with the mean sugar sample abundance also being skewed by a single high value.  
The sugar treatment aimed to provide a surplus of energy to the local environment, 
however, it was uncertain how this would affect the abiotic and biotic conditions. The 
orders most affected by the sugar treatment help to gain a better understanding of what 
may have changed. Sugars are acidic and so if it affects soil pH, it would have likely 
decreased it. This may have created more optimal conditions for members of the fungal 
order Filobasidiales which was more abundant in sugar samples (Figure 4.19). All 
members of the order Filobasidiales are yeasts (Vishniac, 2006). Yeasts obtain most of 
their carbon from sugars and many produce alcohols. Members of Filobasidiales have 
been found to increase in abundance in wetter soils with a lower pH (Vishniac, 2006). 
The most abundant member of Filobasidiales in the ITS2 dataset was taxonomically 
identified as Solicoccozyma terricola, a yeast that is of particular interest to scientists as 
it produces lipases in cold temperatures (Baeza et al., 2017). These lipases are commonly 
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used in transesterification, also known as alcoholysis; the process of exchanging the 
organic group of an ester with the carbon group of an alcohol, potentially methanol 
(Bhatia, 2014).  
The increased abundance of members from the bacterial order Methylacidiphilales 
in C. rubra sugar samples could be explained by increased levels of one-carbon 
compounds. Although there is no hard evidence to support increased one-carbon 
compound levels, the increase in abundance of Filobasidiales provides evidence that this 
may be the case. Members of Filobasidiales can utilise methanol and are more commonly 
found in anaerobic environments, where methane is produced (Siniscalchi et al., 2017). 
Methylacidiphilales are methanotrophs and can utilise methane as their sole carbon and 
energy source, producing and utilising methanol to also assimilate formaldehyde (Hanson 
& Hanson, 1996). The bacterial order Rhizobiales was another order to have a 
significantly higher relative abundance in samples treated with sugar. Some species in 
this order, in the family Methylocystaceae are also methanotrophs and the increased 
abundance could also be explained by increased methane levels (Bowman, 2006). 
Other members of the order Rhizobiales are diazotrophic and are able to fix 
nitrogen. As a result, many are symbiotic with plants and lichens (Garrido-Oter et al., 
2018). Many fungi are also symbiotic with plants, such as members of the order 
Helotiales, which was also more abundant in samples treated with sugar. Helotiales is a 
large order containing over 2000 species and also contains the largest number of 
undescribed root-associated fungi (Tedersoo et al., 2009). The other fungal order to have 
a significantly higher relative in sugar samples was Atractiellales. Species from this order 
are commonly thought to be saprobic, meaning they live in an environment rich in organic 
matter but lacking in oxygen, and form basidiomata or conidiomata on woody or 
herbaceous material (Bauer et al., 2006). However, more recent studies show evidence 
that members of this order may be associated with plant roots and are mycorrhizal (Aime 
et al., 2018; Herrera et al., 2019; Suárez et al., 2016). It may be a combined effect of the 
sugar treatment and the C. rubra plant influencing the increase in abundance of organisms 
likely to have a symbiotic relationship with the plant as this increase was much more 
substantial in the C. rubra site than the C. teretifolia site (Figure 4.19). Other evidence 
supporting this is the contrast in abundances of Glomeromycota in the two sites with 
organisms in this order being far more abundant in C. rubra samples (Table 4.2, Figure 
4.19). 
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4.3.7 Mycorrhizal associations 
The roots of the vast majority of plants are colonised by fungi to form mycorrhiza, 
a mutual, symbiotic relationship between a fungus and a plant where the plant supplies 
the fungus with organic molecules such as carbohydrates and the fungus supplies the plant 
with nutrients and water (Smith & Read, 2010). There are two major types of 
mycorrhizas: ectomycorrhizas, which surround root cells, and endomycorrhizas, which 
penetrate root cells. Endomycorrhizal associations are much more prevalent, occurring in 
roughly 80% of vascular plants (Evert & Eichhorn, 2013). The hyphae of the fungi 
penetrate root cells and form structures called arbuscules and so these mycorrhizas are 
commonly called arbuscular mycorrhizas. All arbuscular mycorrhizal fungi (AMF) 
belong to the phylum Glomeromycota (Redecker et al., 2013) and it is interesting that in 
this study, AMF were much more prevalent in C. rubra samples than C. teretifolia 
samples (Figure 4.19, Table 4.3). Information on indigenous AMF of New Zealand is 
scarce and likewise is the information regarding the dependency of Chionochloa species 
to mycorrhizal associations. However, this study showed that although AMF were found 
in soil associated with C. teretifolia, it was uncommon, occurring in less than a third of 
C. teretifolia samples. This could mean that C. teretifolia is not as dependent as C. rubra 
regarding arbuscular mycorrhizal associations. Future research should be undertaken to 
confirm this find and if genetic sequencing is to be used, primers more specific to AMF 
studies such as NS31 and AML2 would be beneficial (Van Geel et al., 2014).  
4.4 Conclusions 
This study utilised HTS, solaria and nutrient addition to investigate the response of 
the soil microbiome to predicted future changes in climate in New Zealand indigenous 
grassland. I found that both the bacterial (16S rRNA) and fungal (ITS2) communities 
were distinct between two edaphically different grassland soils dominated by closely 
related Chionochloa tussock grasses. The solaria, whilst successfully increasing the 
temperature within, had relatively small effects on either community at either site. Alpha 
diversity measurements and MANOVA results implied that the solaria may be having an 
effect on the bacterial community but this effect was not large enough or consistent 
enough to denote that the solaria was modifying the bacterial community. Other research 
has shown that this may change over a longer time frame (Rinnan et al., 2007). Nitrogen 
and sugar additions did correlate with changes in the relative abundance of several 
bacterial and fungal orders; however, there was significant amounts of variation within 
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both plant sites, especially C. rubra. The amount of variation indicates the need for further 
research, the inclusion of more samples to minimise variation would be a useful inclusion. 
If further work investigating the response of the soil microbiome in Takahē Valley 
to climatic changes were to be performed, the investigation of the total community and 
active community via DNA based and RNA based analysis has the potential to be useful. 
This chapter showed encouraging, but ultimately inconclusive evidence regarding the 
effects of increased temperature or nutrient addition. This could be due to several reasons 
including ineffective increases in temperature or nutrients or an insufficient time between 
experiment set-up and soil sample collection. Another reason could be dormancy in 
bacterial and fungal spores. Microbial dormancy as a concept is not new but only recently 
has it been shown to maintain microbial diversity in various ecosystems (Lennon & Jones, 
2011). With RNA based analysis, it is easier to distinguish between active organisms of 
the soil microbiome and dormant members and so it would be easier to determine changes 
in active communities after changing environmental conditions. There are still challenges 
associated with RNA analysis. Dormant microbes also have a basic metabolism and 
biomass turnover, albeit slower than active microorganisms (Joergensen & Wichern, 
2018) and many microbial taxa have scout microbes to identify the right time to exit 
dormancy (Buerger et al., 2012). It is also more difficult to extract RNA from soil 
compared to DNA and yields are poor with RNA recovery from soil rarely exceeding 
10% (Loeppmann et al., 2018). These issues can culminate in the misclassification of 
active communities as dormant communities, especially if the community is transitioning 









5.1 Summary of findings 
Recent developments in metagenomic techniques and analysis have quickly and 
significantly increased not only the amount of publications associated with soil microbial 
ecology but also the capability to characterise the soil microbiome, identify the factors 
which influence the soil microbiome and identify how the soil microbiome influences its 
environment (Fierer, 2017). The previous two chapters have utilised the recent 
advancements in metagenomics, specifically, the commercialisation of HTS, to 
investigate the soil microbiomes of various vegetation types around subantarctic 
Campbell Island and the soil microbiomes of C. rubra and C. teretifolia in the alpine 
Takahē Valley. This work has provided baseline soil microbiome information and in the 
case of Takahē Valley, an insight into how the soil microbiome might react to changes in 
climatic conditions in the near future. Overarching ideas involving both Chapters are 
discussed below. 
5.1.1 The impacts of climate change on Campbell Island 
Campbell Island and the subantarctic is sparsely represented in regards to the 
predicted impacts of climate change but research suggests the most likely impacts of 
climate change are increased temperature and decreased precipitation (Pendlebury & 
Barnes-Keoghan, 2007). Various studies have also identified that numerous organisms 
that occupy the subantarctic are sensitive to climate change (Ashcroft, 2010; Holan et al., 
2019; Mcgeoch et al., 2006). Although the research undertaken in Chapters 3 and 4 did 
not directly look at the impacts of climate change on Campbell Island or the subantarctic, 
it does provide supporting information regarding how the soil microbiome on the island 
might respond to changes in climate. Previous research by Rinnan et al. (2007, 2009), 
investigated the impacts of increased temperature on the soil bacterial communities of the 
subarctic, subantarctic and Antarctic and concluded that an increase in air temperature of 
1 °C was not enough to significantly alter the structure of the bacterial community and 
that it could take more than 10 years to see any changes. The results seen in the Takahē 
Valley investigation support this claim, despite Takahē Valley being located in an alpine 
climate. The temperatures seen in Takahē Valley are comparable to those seen in a 
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subantarctic environment with the mean monthly temperature staying above 0 °C and less 
than 15 °C. The results from Takahē Valley are consistent with the findings from Rinnan 
et al. (2007, 2009), in that the soil microbiome was exposed to an increase in air 
temperature of approximately 1 °C for four years but it did not significantly affect the 
structure of the microbial community.  
5.1.2 Preliminary data investigating Rapoport’s rule on Campbell Island 
An ecological trend seen on a global scale is the highest level of species richness at 
the equator with it decreasing towards the poles (Kreft & Jetz, 2007; Lear et al., 2013). 
Rapoport’s rule hypothesises that this is due to less seasonal variability at the equator and 
more seasonal variability at the poles. The consistent environmental conditions at the 
equator  allow organisms to become more specialised creating more ecological niches but 
decreasing each species ecological range (Lear et al., 2017). The increased seasonal 
variability at the poles exposes organisms to a greater range of environmental conditions 
resulting in organisms with greater environmental tolerance (Stevens, 1989). Rapoport’s 
rule is criticised however, with some suggesting that the rule is too general and may only 
be true in certain environments and systems (Colwell & Hurtt, 1994; Gaston et al., 1998). 
Campbell Island is situated in an interesting location in that there is evidence to 
suggest it should have both low and high species richness. It is located in the subantarctic, 
closer to the south pole than the equator, suggesting lower species richness. Despite this, 
there is low seasonal variation on the island (Pendlebury & Barnes-Keoghan, 2007), 
suggesting high species richness. The results from the Campbell Island study provides 
preliminary data and suggests that Campbell Island may have high levels of bacterial and 
fungal richness when compared to the Takahē Valley study. The two sites at Takahē 
Valley were dominated by tussock in the form of C. rubra and C. teretifolia. These sites 
had observed bacterial diversity of 1199 ± 135 (± SD) and 1106 ± 156. This is comparable 
to the mean observed diversity of the entire bacterial dataset for Campbell Island which 
was 1340 ± 391, however, the tussock samples on Campbell Island had a mean observed 
diversity of 1652 ± 581. The trend of higher observed diversity values in the Campbell 
Island samples continues in the fungal community. The mean observed diversity at the C. 
rubra site in Takahē Valley was 193 ± 43 while the C. teretifolia site had a mean observed 
diversity of 209 ± 32. The Campbell Island tussock samples had a mean observed 
diversity of to 334 (± 15), a considerable increase compared to the Takahē Valley sites. 
While it is difficult to compare these two studies and come to conclusions with a high 
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degree of confidence, this does provide useful information to showcase the potential 
microbial richness of the subantarctic. 
5.2 Final word 
Investigating the response of a bacterial and/or fungal community to environmental 
changes is a complicated assignment. Environmental conditions are constantly changing 
and the biotic and abiotic factors that comprise an ecosystem are intertwined to such a 
degree it is an intricate task to unravel. That being said, this Masters project has taught 
me that every little bit of new information that can be made available to those interested 
can be the start of something bigger than the sum of its parts. I am confident that the 
gradual increases in knowledge surrounding the soil microbiome will continue to make 
solving the mysteries associated easier and the full potential of what can be learned from 
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A.1 Consumables and equipment 
















Barrier pipette tips 10, 20, 200 and 1000 µl MultiMax, NZ 
PCR thin wall tubes; 96 well plates and 8 well strips (0.2 mL) MultiMax, NZ 
8-cap strips (domed and flat) MultiMax, NZ 
Mini gel tank Bio-Rad Ltd., NZ 
Falcon conical centrifuge tubes (15 and 50 mL) Greiner Bio-one, NZ 
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Library name Sample i7 index ID i7 index sequence i5 index ID i5 index sequence
Takahē_Valley_16S 1 RPI3 TTAGGC FPI1 CGTGAT
Takahē_Valley_16S 2 RPI3 TTAGGC FPI2 ACATCG
Takahē_Valley_16S 3 RPI3 TTAGGC FPI3 GCCTAA
Takahē_Valley_16S 4 RPI3 TTAGGC FPI4 TGGTCA 
Takahē_Valley_16S 5 RPI3 TTAGGC FPI5 CACTGT
Takahē_Valley_16S 6 RPI3 TTAGGC FPI6 ATTGGC 
Takahē_Valley_16S 7 RPI4 TGACCA FPI1 CGTGAT
Takahē_Valley_16S 8 RPI4 TGACCA FPI2 ACATCG
Takahē_Valley_16S 9 RPI4 TGACCA FPI3 GCCTAA
Takahē_Valley_16S 10 RPI4 TGACCA FPI4 TGGTCA 
Takahē_Valley_16S 11 RPI4 TGACCA FPI5 CACTGT
Takahē_Valley_16S 12 RPI4 TGACCA FPI6 ATTGGC 
Takahē_Valley_16S 13 RPI5 ACAGTG FPI1 CGTGAT
Takahē_Valley_16S 14 RPI5 ACAGTG FPI2 ACATCG
Takahē_Valley_16S 15 RPI5 ACAGTG FPI3 GCCTAA
Takahē_Valley_16S 16 RPI5 ACAGTG FPI4 TGGTCA 
Takahē_Valley_16S 17 RPI5 ACAGTG FPI5 CACTGT
Takahē_Valley_16S 18 RPI5 ACAGTG FPI6 ATTGGC 
Takahē_Valley_16S 19 RPI6 GCCAAT FPI1 CGTGAT
Takahē_Valley_16S 20 RPI6 GCCAAT FPI2 ACATCG
Takahē_Valley_16S 21 RPI6 GCCAAT FPI3 GCCTAA
Takahē_Valley_16S 22 RPI6 GCCAAT FPI4 TGGTCA 
Takahē_Valley_16S 23 RPI6 GCCAAT FPI5 CACTGT
Takahē_Valley_16S 24 RPI6 GCCAAT FPI6 ATTGGC 
Takahē_Valley_16S 25 RPI7 CAGATC FPI1 CGTGAT
Takahē_Valley_16S 26 RPI7 CAGATC FPI2 ACATCG
Takahē_Valley_16S 27 RPI7 CAGATC FPI3 GCCTAA
Takahē_Valley_16S 28 RPI7 CAGATC FPI4 TGGTCA 
Takahē_Valley_16S 29 RPI7 CAGATC FPI5 CACTGT
Takahē_Valley_16S 30 RPI7 CAGATC FPI6 ATTGGC 
Takahē_Valley_16S 31 RPI8 ACTTGA FPI1 CGTGAT
Takahē_Valley_16S 32 RPI8 ACTTGA FPI2 ACATCG
Takahē_Valley_16S 33 RPI8 ACTTGA FPI3 GCCTAA
Takahē_Valley_16S 34 RPI8 ACTTGA FPI4 TGGTCA 
Takahē_Valley_16S 35 RPI8 ACTTGA FPI5 CACTGT
Takahē_Valley_16S 36 RPI8 ACTTGA FPI6 ATTGGC 
Takahē_Valley_16S 37 RPI9 GATCAT FPI1 CGTGAT
Takahē_Valley_16S 38 RPI9 GATCAT FPI2 ACATCG
Takahē_Valley_16S 39 RPI9 GATCAT FPI3 GCCTAA
Takahē_Valley_16S 40 RPI9 GATCAT FPI4 TGGTCA 
Takahē_Valley_16S 41 RPI9 GATCAT FPI5 CACTGT
Takahē_Valley_16S 42 RPI9 GATCAT FPI6 ATTGGC 
Takahē_Valley_16S 43 RPI10 TAGCTT FPI1 CGTGAT
Takahē_Valley_16S 44 RPI10 TAGCTT FPI2 ACATCG
Takahē_Valley_16S 45 RPI10 TAGCTT FPI3 GCCTAA
Takahē_Valley_16S 46 RPI10 TAGCTT FPI4 TGGTCA 
Takahē_Valley_16S 47 RPI10 TAGCTT FPI5 CACTGT
Takahē_Valley_16S 48 RPI10 TAGCTT FPI6 ATTGGC 
Table A.2: Index primers used in the 16S rRNA amplicon library (RPI = reverse primer index, 
FPI = forward primer index). 
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A.3 Index primers for  the ITS2 amplicon library
Library name Sample i7 index ID i7 index sequence i5 index ID i5 index sequence
Takahē_Valley_ITS 1 RPI3 TTAGGC FPI11 GTAGCC
Takahē_Valley_ITS 2 RPI3 TTAGGC FPI12 TACAAG
Takahē_Valley_ITS 3 RPI3 TTAGGC FPI13 TTGACT
Takahē_Valley_ITS 4 RPI3 TTAGGC FPI14 GGAACT
Takahē_Valley_ITS 5 RPI3 TTAGGC FPI15 TGACAT
Takahē_Valley_ITS 6 RPI3 TTAGGC FPI16 GGACGG
Takahē_Valley_ITS 7 RPI4 TGACCA FPI11 GTAGCC
Takahē_Valley_ITS 8 RPI4 TGACCA FPI12 TACAAG
Takahē_Valley_ITS 9 RPI4 TGACCA FPI13 TTGACT
Takahē_Valley_ITS 10 RPI4 TGACCA FPI14 GGAACT
Takahē_Valley_ITS 11 RPI4 TGACCA FPI15 TGACAT
Takahē_Valley_ITS 12 RPI4 TGACCA FPI16 GGACGG
Takahē_Valley_ITS 13 RPI5 ACAGTG FPI11 GTAGCC
Takahē_Valley_ITS 14 RPI5 ACAGTG FPI12 TACAAG
Takahē_Valley_ITS 15 RPI5 ACAGTG FPI13 TTGACT
Takahē_Valley_ITS 16 RPI5 ACAGTG FPI14 GGAACT
Takahē_Valley_ITS 17 RPI5 ACAGTG FPI15 TGACAT
Takahē_Valley_ITS 18 RPI5 ACAGTG FPI16 GGACGG
Takahē_Valley_ITS 19 RPI6 GCCAAT FPI11 GTAGCC
Takahē_Valley_ITS 20 RPI6 GCCAAT FPI12 TACAAG
Takahē_Valley_ITS 21 RPI6 GCCAAT FPI13 TTGACT
Takahē_Valley_ITS 22 RPI6 GCCAAT FPI14 GGAACT
Takahē_Valley_ITS 23 RPI6 GCCAAT FPI15 TGACAT
Takahē_Valley_ITS 24 RPI6 GCCAAT FPI16 GGACGG
Takahē_Valley_ITS 25 RPI7 CAGATC FPI11 GTAGCC
Takahē_Valley_ITS 26 RPI7 CAGATC FPI12 TACAAG
Takahē_Valley_ITS 27 RPI7 CAGATC FPI13 TTGACT
Takahē_Valley_ITS 28 RPI7 CAGATC FPI14 GGAACT
Takahē_Valley_ITS 29 RPI7 CAGATC FPI15 TGACAT
Takahē_Valley_ITS 30 RPI7 CAGATC FPI16 GGACGG
Takahē_Valley_ITS 31 RPI8 ACTTGA FPI11 GTAGCC
Takahē_Valley_ITS 32 RPI8 ACTTGA FPI12 TACAAG
Takahē_Valley_ITS 33 RPI8 ACTTGA FPI13 TTGACT
Takahē_Valley_ITS 34 RPI8 ACTTGA FPI14 GGAACT
Takahē_Valley_ITS 35 RPI8 ACTTGA FPI15 TGACAT
Takahē_Valley_ITS 36 RPI8 ACTTGA FPI16 GGACGG
Takahē_Valley_ITS 37 RPI9 GATCAT FPI11 GTAGCC
Takahē_Valley_ITS 38 RPI9 GATCAT FPI12 TACAAG
Takahē_Valley_ITS 39 RPI9 GATCAT FPI13 TTGACT
Takahē_Valley_ITS 40 RPI9 GATCAT FPI14 GGAACT
Takahē_Valley_ITS 41 RPI9 GATCAT FPI15 TGACAT
Takahē_Valley_ITS 42 RPI9 GATCAT FPI16 GGACGG
Takahē_Valley_ITS 43 RPI10 TAGCTT FPI11 GTAGCC
Takahē_Valley_ITS 44 RPI10 TAGCTT FPI12 TACAAG
Takahē_Valley_ITS 45 RPI10 TAGCTT FPI13 TTGACT
Takahē_Valley_ITS 46 RPI10 TAGCTT FPI14 GGAACT
Takahē_Valley_ITS 47 RPI10 TAGCTT FPI15 TGACAT
Takahē_Valley_ITS 48 RPI10 TAGCTT FPI16 GGACGG
Table A.3: Index primers used in the ITS2 amplicon library (RPI = reverse primer index, FPI = 
forward primer index). 
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A.4 Relative abundance (%) of a selection of ITS2 ASVs from Campbell Island 
Relative abundance in Dracophyllum samples (%) ASV number Sample 7 Sample 8 Sample 9 Sample 10 Sample 11 Sample 12
Apiotrichum dulcitum 1 0.022 0.687 0.000 0.000 67.557 3.031
Mortierella parvispora 4 0.011 0.000 7.103 0.298 0.026 40.909
Mucor hiemalis 17 0.596 28.522 0.194 0.000 0.000 0.000
Relative abundance in megaherbfield samples (%) ASV number Sample 3 Sample 4 Sample 15 Sample 16
Humidicutis marginata 14 0.000 0.000 39.410 0.000
Mortierella pseudozygospora 29 2.275 11.668 0.067 3.063
Apiotrichum sp. 6 12.856 0.000 0.000 0.562
Relative abundance in tussock samples (%) ASV number Sample 1 Sample 2 Sample 13 Sample 14
Mortierella pseudozygospora 13 0.000 0.000 12.901 11.847
Tetracladium marchalianum 15 13.141 10.475 0.000 0.024
Apiotrichum dulcitum 1 4.513 18.907 0.032 0.000
Relative abundance in tussock/Dracophyllum samples (%) ASV number Sample 5 Sample 6 Sample 17 Sample 18
Mortierella parvispora 4 0.000 0.006 1.173 47.220
Tausonia pullulans 10 33.707 0.000 0.000 0.000
Mortierella cystojenkinii 9 0.158 0.078 21.342 0.041
Table A.4: Relative abundance (%) of a selection of ITS2 ASVs in each vegetation type sampled on Campbell Island. 
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