A fundamental task of the visual system is to extract figure-ground boundaries between 4 objects, which are often defined not only by differences in luminance but also by "second-5 order" contrast or texture differences. Responses of cortical neurons to both first-and second-6 order patterns have been previously studied extensively, but only for responses to either type 7 of stimulus in isolation. Here we examined responses of visual cortex neurons to the spatial 8 relationship between superimposed periodic luminance modulation (LM) and contrast 9 modulation (CM) stimuli, whose contrasts were adjusted to give equated responses when 10 
Introduction

42
Natural scenes contain a multiplicity of complex features that provide important information 43 concerning object position, surface structure, boundaries and contours, spatial scale, motion 44 and relative distance. The visual system uses these cues to detect and identify objects in a 45 scene by segregating them from their background. An object may be delineated from its 46 background by intensive "first-order" properties, e.g. variations in luminance or color within 47 different regions of the image, or by more complex "second-order" attributes in which areas 48 are differentiated by cues such as contrast, texture, relative motion and binocular disparity. In 49 natural images, there is a highly structured spatial relationship between occurrences of first-50 and second-order information (Schofield, where C E = envelope contrast, ω s and ω t = envelope spatial and temporal frequency, and θ = 144 envelope orientation. The compound stimuli were superpositions of the LM and CM patterns: 145 . LM and CM stimuli were considered to be "in-phase" (0 degrees) when the 153 high and low luminance bars of the grating were centered on the high and low contrast bars 154 of the envelope, and "anti-phase" (180 degrees) in the opposite case -this definition was 155 determined a priori. 156
157
Stimulus patterns were presented within a cosine-tapered circular aperture, against a uniform 158 background at the mean luminance of the pattern. The same mean luminance was also 159 maintained during intervals between stimuli, and presented as blank conditions for 160 measurement of spontaneous activity. 161
162
The microelectrode was advanced with a stepping-motor microdrive (M. Walsh Electronics, 165
West Covina, CA). Single units were isolated with a window discriminator (Frederick Haer) 166 and isolation was monitored on a delay-triggered oscilloscope. Manually controlled bar-167 shaped stimuli were used to approximately map the receptive field and determine ocular 168
dominance. The display screen was centered on the receptive field and subsequent stimuli 169 were delivered only to the neuron's dominant eye. Spike times were recorded with 0. Poststimulus time histograms and plots of average spike frequency as functions of varied 176 stimulus parameters were displayed on-line. Spike times and stimulus information were 177 recorded to hard disk files for subsequent detailed analysis. 178
179
Each neuron was quantitatively characterized with conventional tuning-curve measurements 180 using first-order grating patterns to establish its optimal orientation, spatial/temporal 181 frequency, simple/complex classification, and location and size of its receptive field. Each 182 neuron was assessed for responsiveness to second-order stimuli using procedures like those 183 employed previously (e.g., Mareschal & Baker, 1999; Tanaka & Ohzawa, 2006) : contrast 184 envelope stimuli were presented, using envelope parameters (orientation, spatial/temporal 185 frequency) which were optimal for first-order stimuli, and a series of relatively high carrier 186 spatial frequencies were tested (typically ~ 0.5 to 3.0 cpd). A neuron was considered 187 of the carrier, which was clearly distinct from its response to luminance gratings, such that 189 the contrast envelope response clearly could not be mediated by the same mechanism 190 underlying the response to first-order gratings. Then using this optimal carrier spatial 191 frequency, the response to a series of carrier orientations was systematically tested to further 192 optimize the response. All subsequent tests employed these individually optimized 193 parameters for contrast envelopes, and first-order luminance gratings were used with 194 parameters matched to those of the second-order envelopes. Note that this work was carried out in conjunction with other studies on the same animals, 209 being conducted concurrently. Of these neurons, 28 were significantly envelope-responsive 210
and their isolation was maintained sufficiently long (ca 2 hours) to obtain all the preliminary 211 inclusion in the study. 213
214
Data Analysis 215
Spike times were collected into poststimulus time histograms (bin width 10 msec), and plots 216 of time-averaged spike frequency as functions of varied parameters were constructed. 217
Neurons were classified as simple or complex type based on the ratio of response at the first 218 harmonic of stimulus temporal frequency to the average firing rate (Skottun et al, 1991) . 219
Optimal parameters for descriptive mathematical functions (see below) were estimated using 220 curve-fitting functionality of Kaleidagraph (Synergy Software) or Matlab (The Mathworks). 
Results
225
Contrast response functions 226
Neurons were markedly less responsive to CM than to LM stimuli, consistent with previous 227 studies ( Ledgeway et al, 2005) . To maximize the opportunity to detect interactions between 228 the two stimuli, and ensure that the response would not be dominated by the LM stimulus, we 229 amplitude-equated ('matched') the two stimulus types in terms of each neuron's 230 responsiveness. This was achieved by measuring contrast response functions (CRFs) for each 231 stimulus type, using optimized stimulus parameters as outlined above. Note that for each 232 neuron the orientation, spatial frequency, temporal frequency and direction of motion 233 of the modulation waveforms were identical for LM and CM, and in the case of CM the 234 optimal carrier was also used. Based on these measurements we selected values of grating 235 and envelope contrast that elicited an approximately equivalent response ( Fig. 2A,B example of a complex-type cell shown in Figure 2C , the response was markedly dependent 244 on the relative spatial phase difference between LM and CM stimuli, with a peak response at 245 a relative spatial phase somewhat greater than zero (close to phase-alignment, To quantify the magnitude of spatial phase dependence of a neuron's responses, the measured 251 spontaneous activity was subtracted, and the response R as a function of relative spatial phase 252 φ was fit with a descriptive function: neurons typically produced their maximal responses at spatial phase offsets (φ max ) close to 0 304 deg. This was true of both simple (circles) and complex cells (triangles) (Fig. 4) . Indeed, 86% 305 of neurons exhibited their peak response at spatial phases within ± 45 deg of zero. A 306 complete 'null' (PDI = 1.0) was exhibited by 36% of the neurons. The relationship between 307 PDI and goodness-of-fit (R 2 ) values derived from fitting Equation 6 is shown in Figure 5A . 308
Although in principle a relatively low R 2 could equally reflect either a weak phase-309 dependency or a jagged (noisy) but strong phase-dependence, there is a clear systematic trend 310 for low R 2 values to be associated with the low PDI values, suggesting it is predominantly a 311 characteristic of cells exhibiting little or no phase-selectivity. 312
313
Since the anesthesia changed between earlier and later experiments, we checked whether the 314 anesthesia type was predictive of the degree of phase sensitivity. For each anesthesia type, 315 the PDIs were distributed across the possible range. An independent samples t-test showed 316 that the PDIs did not differ significantly with the type of anesthesia (t = 1.76; df = 26; p = 317 0.0902). Therefore we do not believe the change in anesthesia had an effect on the degree of 318 phase sensitivity. 319
320
The preference of most neurons for a near-zero phase might suggest that this is a 321 consequence of visual neurons responding better to "dark" than to "light" stimuli (e.g. where R eq is the firing rate of the neuron that was chosen to equate the grating and envelope 346 contrasts of the stimuli used to investigate phase interactions, and R spon is the neuron's 347 spontaneous firing rate. Note that R spon is not removed in the numerators of these ratios, 348
because R max and R min are obtained from curve-fits to spontaneous-subtracted responses. R eq , 349 however, is a measured response value, which includes the spontaneous rate. The heterogeneity amongst our neuron population (Fig. 5B) .
368
To confirm the appropriateness of our LM and CM response-matching procedure, for a 369 number of neurons we measured phase-dependent interactions between LM and CM at two 370 different response-matched contrasts. An example from a simple-type neuron is shown in 371 Some of the sampled neurons were simple-type cells, and thus had modulated 378 responses to the drifting LM or CM stimuli. We wondered whether analysis of the temporal 379 phases of these responses might be related to the dependence on relative phase of LM and 380 CM stimuli. To do this we examined the temporal phase of the first harmonic at the equated 381 contrast value, in the contrast response measurements (interpolating where necessary) for LM 382 and CM gratings. Figure 7A shows that the amount of phase interaction, PDI, did not show a 383 significant relationship with the difference in temporal phases for LM and CM responses 384 (Pearson product moment correlation coefficient r = -0.4750; df = 6; p = 0.2342), though this 385 clear and statistically significant positive association (r = 0.9088; df = 6; p = 0.0018) with the 387 temporal phase difference. As the temporal phase difference increases, the φ max also 388 systematically increases. So it looks like a lawful and expected relationship, for the simple 389 cells at least, that the variation in φ max away from a relative spatial phase of zero is driven by 390 the difference in the temporal phases of the response to the two types of stimulus. 391 392
Amplitude-dependent responses 393
Neurons typically exhibited an enhanced response when LM and CM stimuli were phase-394 aligned and a diminished response at or around anti-phase (Fig. 2C, Fig. 3 and Fig. 6C,D) . 395
However the magnitude of the neuronal response might be not only determined by the spatial 396 phase offset between LM and CM -it could also be affected by other factors such as the 397 relative amplitudes of the two spatially superimposed stimuli. When LM and CM stimuli 398 were equated in terms of response, neurons produced a 'null' or minimum response at anti-399 phase, compared to their 'in-phase' response. This is presumably because, in the former 400 condition, LM and CM effectively cancelled each other out (Fig. 1F ) and no net driving 401 signal was available to the neuron. At anti-phase, effective visual information can be 402 reintroduced by increasing the amplitude of one stimulus relative to the other so that they are 403 no longer effectively balanced. If one stimulus drives the neuron more strongly than the 404 other, the nulling would be abolished and the neuron should become more responsive. To test 405 this notion, we fixed the amplitude of the CM stimulus at the value used to measure phase-406 dependent interactions, and varied the contrast of the LM stimulus at the neuron's null-phase, 407 so that it was either less than, greater than, or equal to that derived from the response-408 matching procedure (green arrows in Fig. 8 ). When stimuli were superimposed in anti-phase 409 with their amplitudes carefully equated, the neuron produced a minimal response. However 410 20 when the LM contrast was either reduced or increased beyond this match point, the neuron's 411 response increased as the two superimposed stimuli became progressively mismatched. 412 Figure 8B -E shows results from a further four representative neurons. The precise nature of 413 the interaction varied according to the contrast range employed in each neuron, which was 414 determined by the contrast response functions (CRFs) for each stimulus type and constrained 415 by the requirement that the sum of the LM grating contrast and CM carrier contrast cannot 416 exceed 100%. Among the examples of these measurements shown in Figure 8 , some cells 417 exhibited responses that were reasonably symmetrical around the central match point (Fig.  418 8A,B,D), indicating that LM and CM were well equated at this contrast level. In some cases 419 the responses were appreciably less symmetrical, which may be due in part to imperfect 420 equating of the stimulus components (Fig. 8C) or the limited contrast range available (Fig.  421   8E) . It is entirely possible that we may have missed some relevant neurons, due to our protocol. 455
Our neuron search stimulus was a bar of light and, as such, would not reveal neurons that 456 were responsive to only CM stimulus attributes, or even possibly a CM-driven neuron whose 457 response to CM can be modulated by LM. We only examined neurons that responded both to 458 LM and to CM in isolation, so we might have missed, for example, neurons that are 459 unresponsive to CM in isolation, but whose LM response is differentially affected by 460 that respond only to specific stimulus combinations, but not to LM or CM stimuli alone. 462
Currently there is no evidence for the existence of neurons having such highly nonlinear 463 summation, but if they were present we would have missed them. 464
465
Psychophysical studies of LM and CM mixtures 466
Psychophysical studies have examined the degree to which first-and second-order cues 467 interact perceptually when they are spatially superimposed. Smith and Scott-Samuel (1998), 468 for example, showed that spatial frequency discrimination and speed discrimination could be 469 enhanced when first-and second-order gratings were superimposed compared to when each 470 was presented alone. Similarly Johnson et al. (2007) found that texture discrimination was 471 enhanced or impaired depending on whether the local elements comprising the textures 472 contained spatially correlated or uncorrelated LM and CM information respectively. 473
474
Masking studies have also investigated whether LM and CM gratings interact in a phase-475 specific manner, the underlying assumption being that if the two types of stimuli are encoded 476 by a common mechanism, then detection should be highly dependent on the two patterns' 477 relative spatial phase. For example Badcock and Derrington (1989) explored the possibility 478 that second-order motion, defined by variations in contrast, is detected on the basis of a 479 distortion product, by adding a moving sine grating (LM) to a drifting beat (CM) pattern of 480 the same spatial frequency. The LM was 180 degrees out of phase with the CM and its 481 amplitude was varied in an attempt to null the hypothetical distortion product. They found 482 that direction-identification performance was unimpaired by the presence of the moving LM. 483
Lu and Sperling (1995) also found no appreciable phase-dependency when performance was 484 measured for combinations of drifting LM and CM noise matched for spatial frequency and 485 Studies using stationary patterns are also equivocal with regard to the influence of relative 488 spatial phase. Some have found moderate to strong phase-selectivity (e.g. Henning et al, 489
1975; Nachmias, 1989) whilst others have reported that masking magnitude is independent of 490 phase (e.g. Cropper, 1998; Willis et al., 2000) . A complication is that other factors such as 491 extended practice, individual differences, local luminance cues in the image and the 492 predictability of the phase relationships on each trial are also known to influence performance 493 on this task (Nachmias & Rogowitz, 1983; Badcock, 1984) . One possibility that could 494 reconcile these discrepant results is that the human visual system contains neurons responsive 495 to both LM and CM but with a range of phase selectivity (c.f. Fig. 3 ). Performance in a given 496 situation could depend on which neurons are most sensitive, giving rise to either phase-497 independent or phase-specific masking. 498
499
Neural mechanisms 500
In early visual cortex of the cat and the macaque, a substantial fraction of the neurons 501 respond both to first-and second-order patterns (Zhou & Baker, 1994 As a baseline reference, it is worth considering that a cortical neuron might just linearly add 516 the separately computed responses to LM and CM stimuli. In the case of a simple-type cell, 517 the modulated responses to the LM and CM stimuli would sum maximally at one phase, and 518 cancel out at the opposite phase, giving a PDI approaching unity. In fact the optimal relative 519 phase values were linearly predictable from the phase lags of the LM and CM alone (Fig.  520   7B ). The lack of relationship to the PDI value (Fig. 7A ) may be because the effect of the 521 temporal phase lag is to effectively shift the φ max value in a neuron which already is, or is not, 
