INTRODUCTION
The flow field generated during a torpedo launch from a submarine is quite complex. The complexities arise due to the outer submarine flow entering the cavity of the torpedo bay in the initial stages of the launch, the induced flow field due to the relative motion of the bodies present, and, last but not least, the effect of the water jet that is employed to propel the weapon.
In the past, two methods have been employed to predict the torpedo flow field [1] . The first method is based on a slender body and crossflow drag theories to predict the linear and non-linear hydrodynamics of the torpedo body when it emerges in the launchway, in free flight through, and beyond the submarine flow field. Different hydrodynamic equations and flow field assumptions are used in the three different flow regimes. The submarine flow field has historically been computed in this approach using potential flow panel codes which do not account for the local effects due to the shutter cavity geometry, the torpedo body, or the ejection jet. The second method is based on steady, incompressible, potential flow assumption for the entire flow field. The torpedo is assumed to be on the tube's firing centerline. The hydrodynamic coefficients obtained based on these assumptions, which are used to impose forces and moments on the vehicle, are applied even as the vehicle deviates from the centerline. This could result in inaccuracies in prediction of the launch trajectory while the torpedo is in the launchway. The method being developed in the on-going task couples an incompressible flow solver together with adaptive remeshing thus making the use of hydrodynamic coefficients unnecessary. Forces and moments can be obtained directly from the computed pressure field for the instantaneous dynamic conditions. This information can then be provided to the potential flow trajectory code. The main goal of this effort is to perform this coupling in an efficient manner.
Advances in computer speed and memory offer the potential of simulating these flows in a timely manner. Thus, one can expect this type of advanced CFD to gradually take the lead role in the design process for applications such as this. The present effort represents a first step in this direction. First we state the goals and design considerations for the present effort. Our goal is to develop an efficient tool for the simulation of incompressible flows about complex geometry two-body flows. This brings with it the following requirements: a) Ability to grid complex geometries rapidly: this requirement is met by using unstructured grids (tetrahedra) in conjunction with CAD-tools to define the geometries.
b) Ability to mesh appropriately high Reynolds-number cases: this requirement is met by employing arbitrary semi-structured grids close to wetted surfaces and wakes [2] .
Manuscript approved November 3, 1995. c) Simple elements: in order to be as fast as possible, the overhead in building element matrices, residual vectors, etc. should be kept to a minimum. This requirement is met by employing simple, low-order elements that have all the variables (velocities, pressure) at the same location. d) Ability to simulate transient and steady-state solutions: in many cases, particular high Reynolds-number flows, the resulting flow fields will exhibit a tendency to unsteadiness. It is important that the flow solver be able to capture the unsteadiness of a flow field if such exists. The present flow solver is built as time-accurate from the onset, allowing local timestepping as an option. e) Inviscid, Incompressible Flows: in order to study trends, an engineer may wish to approximate a high Reynolds-number flow by an inviscid flow. An inviscid flow will require a much coarser grid, which translates into fast turnaround. Therefore, the flow solver must also have the ability to solve the incompressible Euler equations. f) Body Motion: a further degree of complexity is added for the class of problems considered here due to the relative motion of the bodies present. The bodies move through an already complex, highly nonlinear flow field, modifying it constantly.
THE INCOMPRESSIBLE FLOW SOLVER
The incompressible Navier-Stokes equations in the Arbitrary Lagrangian Eulerian (ALE) form can be written as 0'V T + va" Vv + Vp = V" or
where p denotes the pressure, va = v -w the advective velocity vector (flow velocity v minus mesh velocity w) and both the pressure p and the stress-tensor a have been normalized by the (constant) density p, are discretized in time using an implicit timestepping procedure. The resulting expressions are subsequently discretized in space using a Galerkin procedure using linear tetrahedral elements with all variables located at the nodes (u,v,w,p) [3] . This leads to the following matrix system
For practical 3-D problems, the direct solution of this coupled system of equations is beyond the reach of current supercomputer technology. The most common way to reduce the storage and CPU-requirements is to decouple the system of equations into separate elliptic problems in the following iterative loop, sometimes referred to as preconditioned Uzawa algorithm [3] :
Ul) Given Ap, compute Av:
U2) Given Av, compute Ap:
If not yet converged: goto Ul).
Of course, little is gained unless an inexpensive approximation IK to Kv-1 can be found. Fortunately, such an approximation exists if we simply take
where MI denotes the lumped mass-matrix. The reason why this approximation works is that in the limit, as the mesh size h tends to zero, Eqs.(3b,4) will approximate the analytic result
which is obtained by taking the divergence of the momentum equations (la).
As one can see, the bulk of the computational work lies in the Poisson-like problems given by Eqs.(3a,3b). These matrix systems are solved iteratively using a preconditioned gradient algorithm (PCG). The preconditioning is achieved through linelets [4] . The flow solver has been successfully evaluated for both 2-D and 3-D, laminar and turbulent flow problems by Ramamurti et al. and was also parallelized in order to improve its efficiency and portability to various supercomputer architectures [5, 6] .
RIGID BODY MOTION
In order to fully couple the motion of rigid bodies with the hydrodynamic or aerodynamic forces exerted on them, consistent rigid body motion integrators must be developed.
The governing equations of motion for rigid bodies can be found in textbooks on classical mechanics. The rigid body motion in 3-D is not straightforward due to its nonlinear character [7] . Therefore, a more detailed description of the equations and the incorporation of the rigid body motion in the numerical scheme for solving the fluid flow are described in this section.
Given the position vector of any point of the body r=r,+ro , (6) where r, is the position vector of the center of mass and r 0 is the position vector of any point relative to the center of mass, then the velocity and acceleration of this point can be written as
and i= w + x ro + w x (w x ro)
respectively.
The linear and angular accelerations ire and w can be related to the fluid pressure through the balance of forces and moments which are written as follows.
where m is the mass of the rigid body, p is the hydrodynamic pressure and
-I.. I -ly" I.. + IYy is the matrix of moment of inertia. Observe that in 2-D, the second term on the left-hand side disappears, considerably simplifying the equations. However, in 3-D it usually does not. Another complication that arises only in 3-D is the temporal variation of the inertial matrix E. As one can see from Eq. (9), the values of 8 will vary as the body rotates. This implies that during the simulation one has to follow the local frame of reference of the body.
The velocity and position of the rigid bodies in time are updated using an explicit time-marching scheme. Thus, the velocity v, is updated as n+1n l n +Aten V C
+C (9 )
The magnitude of the timestep At is unknown before the start of the flow field update. In the present study, the timestep corresponding to the previous flow field update is used instead. This implies that the body movement is lagging behind the flow field by at most one timestep. However, the actual error is much smaller as the magnitude of At does not change abruptly. The velocity at the body surface is then updated using the average velocity of the center of mass
together with Eq. (7a).
ADAPTIVE REMESHING
Fast regridding capabilities are needed because the motion of bodies may be severe, leading to distorted elements which in turn lead to poor numerical results. As the bodies in the flow field may undergo arbitrary movement, a fixed mesh structure will lead to badly distorted elements. This means that at least a partial regeneration of the computational domain is required. On the other hand, as the bodies move through the flow field, the positions of relevant flow features will change. Therefore, in most of the computational domain a new mesh distribution will be required. The idea is to regenerate the whole computational domain adaptively, taking into consideration the current flow field solution. In order to generate or regenerate a mesh we use the advancing front technique [8, 9] .
Recent Developments
A typical simulation where bodies undergo severe motion typically requires hundreds of remeshings. Therefore, the grid generator must be reliable and fast.
Reliability:
We have recently increased the reliability of the grid generator to a point where it can be applied on a routine basis in a production environment. This significant increase in reliability was achieved by: a) not allowing any unacceptable elements during the generation process; and b) enlarging and remeshing those regions where new elements could not be introduced.
Thus, we first attempt to complete the mesh, skipping those faces that do not give rise to good elements. If pockets of unmeshed regions remain, we enlarge them somewhat, and regrid them. This 'sweep and retry' technique has proven extremely robust and reliable. It has also made smoothing of meshes possible: if elements with negative or small Jacobians appear during smoothing, these elements are removed. The unmeshed regions of space are then regridded. By being able to smooth, the mesh quality was improved substantially.
Speed:
The following means are used to achieve speed: a) Use of optimal data structures: In order to perform the required search operations as quickly as possible, the following data structures are used:
-Heap-lists to find the next face to be deleted from the front; -Quad-trees (2-D) and Octrees (3-D) to locate points that are close to any given location; -Linked lists to determine which faces are adjacent to a point.
The detailed implementation of these data-structures may be found in [10] . b) Filtering: Typically, the number of close points and faces is far too conservative, i.e. large. As an example, consider the search for close points: there may be up to eight points inside an octant, but of these only one may be close to the face to be taken out. The idea is to filter out these 'distant' faces and points in order to avoid extra work afterwards. While the search operations are difficult to vectorize, these filtering operations lend themselves to vectorization in a straightforward way, leading to a considerable overall reduction in CPU requirements. c) Automatic Reduction of Unused Points: As the front advances into the domain and more and more tetrahedra are generated, the number of tree-levels increases. This automatically implies an increase in CPU-time, as more steps are required to reach the lower levels of the trees. In order to reduce this CPU-increase as much as possible, all trees are automatically restructured. All points which are completely surrounded by tetrahedra are eliminated from the trees. We have found this procedure to be extremely effective. It reduced the asymptotic complexity of the grid generator to less than O(NlogN). In fact, in most practical cases one observes a linear O(N) asymptotic complexity, as CPU is traded between subroutine call overheads and less close faces on average for large problems.
d) Global h-refinement: While the basic advancing front algorithm is a scalar algorithm, hrefinement can be completely vectorized. Therefore, the adaptive remeshing process can be made considerably faster by first generating a coarser, but stretched mesh, and then refining globally this first mesh with classic h-refinement [11] . Typical speed-ups achieved by using this approach are 1:6 to 1:7.
Currently, the advancing front algorithm constructs grids at a rate of 60,000 for very small grids to 80,000 tetrahedra per minute for large grids on the CRAY-C90.
Local Remeshing
Practical simulations revealed that the appearance of badly distorted elements occurred more often than expected. Given the relatively high cost of global remeshing, we explored the idea of local remeshing in the vicinity of the elements that became too distorted. An outline of the method developed for local remeshing is as follows: L.5 Regrid the 'holes' using the advancing front method.
Typically, only a very small number of elements (< 10) becomes so distorted that a remeshing is required. Thus, local remeshing is a very economical tool that has allowed us to reduce CPUrequirements by more than 60% for typical runs.
MESH MOVEMENT ALGORITHMS
An important question from the point of view of mesh distortion and remeshing requirements is the algorithm employed to move the mesh. Given that the mesh velocity on the moving surfaces of the computational domain is prescribed, wlr =w 0 , (11) and, at a certain distance from these moving surfaces, as well as all the remaining surfaces the mesh velocity vanishes
the question is how to obtain a mesh velocity field w in such a way that element distortion is minimized. A number of algorithms have been proposed. They may be grouped together into the following categories. a) prescribing the mesh velocity analytically, b) smoothing the coordinates, and c) smoothing the velocity field.
Prescription Via Analytic Functions
In this case the mesh velocity is prescribed to be an analytic function based on the distance from the surface. Using heap-lists, as well as other optimal data structures, the distance from the surface may be obtained in O(N log N) operations, where N is the number of grid points. Given this distance p, and the point on the surface closest to it xlr, the mesh velocity is given by w = w(xlr), f(p) (13) The function f (p) assumes the value of unity for p = 0, and decays to zero as p increases. This makes the procedure somewhat restrictive for general use, particularly if several moving bodies are present in the flow field. On the other hand, the procedure is extremely fast if the initial distance p can be employed for all times [12] .
Smoothing of the Coordinates
In this case, we start with the prescribed boundary velocities. This yields a new set of boundary coordinates at the new timestep. xn+1 r = xnlr + At. wlr (14) Based on these new values for the coordinates of the boundary points, the mesh is smoothed. In most cases to date, a simple spring analogy smoother has been employed. The new values for the coordinates are obtained iteratively via a relaxation or conjugate gradient scheme [13, 14] . As before, a good initial guess may be extrapolated via
The smoothed mesh velocity is then given by
Most of the potential problems that may occur for this type of mesh velocity smoothing are due to initial grids that have not been smoothed. For such cases, the velocity of the moving boundaries is superposed to a fictitious mesh smoothing velocity which may be quite large during the initial stages of a run. Moreover, if spring analogy smoothers are employed, there is no guarantee that negative elements won't appear.
Smoothing of the Velocity Field
In this case, the mesh velocity is smoothed, based on the exterior boundary conditions given by Eqs. (11, 12) . The aim, as stated before, is to obtain a mesh velocity field w in such a way that element distortion is minimized. Consider for the moment the 1-D situation sketched in Fig. 1 . At the left end of the domain, the mesh velocity is prescribed to the w 0 . At the right end, the mesh velocity vanishes. If the mesh velocity decreases linearly, i.e.
Ow Tx
then the elements will maintain their initial size ratios. This is because for any two elements, the change in size 6h during one timestep is given by Jh=(w 2 -Wl).At=Aw.At .
(18)
The size-ratio of any two elements i, j is given by
This implies that all elements in the regions where mesh velocity is present will be deformed in roughly the same way (think of 3-D situations with rotating or tumbling bodies immersed in the flow field). Solutions with constant gradients are reminiscent of Laplacian operators, and indeed, for the general case, the mesh velocity is obtained by solving
with the Dirichlet boundary conditions given by Eqs. (11, 12) . This system is again discretized using Finite Elements. The resulting system of equations may be solved via relaxation as
where
and the optimal At-sequence is given by
nvJ
The starting estimate for new mesh velocity vector may be extrapolated from previous timesteps, e.g.
Since the mesh movement is linked to a timestepping algorithm for the fluid part, and since the body movement occurs at a slow pace compared to the other wavespeeds in the coupled fluid/solid system, normally no more than two to five steps are required to smooth the velocity field sufficiently, i.e. 3 < n < 5. The overhead incurred by this type of smoothing is very small compared to the overall costs for any ALE-type methodology for Euler or Navier-Stokes flow solvers.
If the diffusion coefficient appearing in Eq. (20) is set to k = 1, a true Laplacian velocity smoothing is obtained. This yields the most 'uniform deformation' of elements, and therefore minimizes the number of remeshings or remappings required. Alternatively, for element-based codes, one may approximate the Laplacian coefficients Ki' in Eq.(21) by
This approximation is considerably faster for element-based codes (for edge-based codes there is no difference in speed between the true Laplacian or this expression), but it is equivalent to a diffusion coefficient k = h 2 . This implies that the gradient of the mesh velocity field will be larger for smaller elements. These will therefore distort at a faster rate than the larger elements. Obviously, for uniform grids this is not a problem. However, for most applications the smallest elements are close to the surfaces that move, prompting many remeshings.
Based on the previous arguments, one may also consider a diffusion coefficient of the form k = h-P,p > 0. In this case, the gradient of the mesh velocity field will be larger for the larger elements. The larger elements will therefore distort at a faster rate than the smaller ones, a desirable feature for many applications.
One of the possible disadvantages of mesh velocity smoothing is that the appearance of negative elements, i.e., inverted volumes, cannot be guaranteed. While there are a number of situations where the appearance of such elements cannot be avoided (e.g. tumbling or rotating objects), a number of researchers have preferred to work with coordinate smoothing. In order to see more clearly the relative merits of the mesh velocity smoothing and the coordinate smoothing, consider the simple box shown in Fig. 2 . Suppose that face A is being moved in x-direction. For the case of mesh velocity smoothing, only displacements in the x-direction will appear. This is because the Dirichlet boundary conditions given by Eqs. (11, 12) do not allow any mesh velocity other than in the x-direction to appear. On the other hand, for the case of coordinate smoothing, there will, in all likelihood appear mesh velocities in the y and z-directions. This is because, as the mesh moves, the smoothing technique will result in displacements of points in the y and z-directions, and hence velocities in the y and z-directions. Therefore, this will not retain the original representation of the surface of body. In order to recover the original surface definition, one has to use the CAD definition to correct the points on the body surface. This operation has to be performed every time step and will be costly in terms of CPU time.
REGION OF MOVING ELEMENTS
As the elements (or edges) move, their geometric parameters (shape-function derivatives, jacobians, etc.) need to be recomputed every timestep. If the whole mesh is assumed to be in motion, then these geometric parameters need to be recomputed globally. In order to save CPU-time, only a small number of elements surrounding the bodies are actually moved. The remainder of the field is then treated in the usual Eulerian frame of reference, avoiding the need to recompute geometric parameters. This may be accomplished in a variety of ways, of which the two most common are a) by identifying several layers of elements surrounding the surfaces that move, and b) by moving all elements within a certain distance from the surfaces that move. Both approaches have their advantages and disadvantages, and are therefore treated in more detail. a) Layers of Moving Elements: In this case the elements moved are obtained by starting from the moving surfaces, and performing n passes over nearest neighbours to construct the n layers of elements that move. This procedure is extremely fast and works only with integer variables. On the other hand, for situations where the element size varies rapidly, the extent of the moving mesh region can assume bizarre shapes. This, in turn, may force many remeshings at a later stage. This type of procedure is most commonly used for Euler calculations [15] [16] [17] .
b) Elements Within a Distance: This second approach requires the knowledge of the distance a point has from the moving surfaces. All elements within a prescribed distance from the moving surfaces are considered as moving. Although this procedure required more CPU-time when being built, it offers the advantage of a very smooth boundary of the moving mesh region. Moreover, by specifying two distances, the region close to the moving surfaces may be moved in the same way the surfaces move, while further away the mesh velocity is smoothed as before. This allows the movement of Navier-Stokes type grids that are very elongated, and hence sensitive to any kind of distortion [5] .
The extent of the region of moving elements chosen, given by the number of layers and/or the distance from the moving surfaces, can have a pronounced effect on the overall cost of a simulation. As the number of elements moved increases, the time-interval between regridding increases, but so also does the cost per timestep. Therefore, one has to strike a balance between the CPU requirements per timestep and the CPU requirements per regridding. In most of the calculations carried out by the authors, it was found that five to twenty layers of elements represent a good compromise.
Layers of Gliding Points
In the case of the torpedo launch simulation, the gap between the launchway tube and the torpedo surface is quite small. This allows only a very few, (typically one or two,) layers of elements in this gap. Due to the closeness of the moving body to the stationary tube and to the lack of sufficient layers of elements, the distortion of the mesh will be pronounced, resulting in increased number of remeshings. One way to circumvent this problem is to allow the points on the surface of the launchway tube to glide along the surface. The velocity of these gliding points are set from the velocity of moving bodies. This is achieved by first smoothing the velocity over the layers of elements that surround the moving body. Then, the velocity at points along the gliding surfaces are smoothed. The velocity along the gliding surfaces are then restricted to be tangential to the surface. This ensures that the surface does not get distorted. During a 20 time step simulation of the torpedo launch, the number of local remeshings was reduced from 5 to 1 and the number of global remeshings was reduced from 2 to 1 by invoking gliding points along the launchway tube surface.
THE OVERALL ALGORITHM
Before discussing the application to the torpedo launch problem, we will summarize the coupled algorithm of the flow solver with adaptive remeshing and rigid body motion as follows: A.4 Given the surface velocities wr on the boundaries of the global domain, obtain the global velocity field wo for the element movement.
A.5 Advance the solution by one timestep using the flow solver. This yields the actual timestep Atn.
A.6 Given the actual timestep Atn and the velocity field for the element movement wn, update the coordinates of the points.
A.7 Update the shape-function derivatives and other geometric parameters for the elements that have been moved.
A.8 Update the centers of mass r, for the bodies, as well as the coordinates of the points defining the body geometry. 
DISCUSSION OF RESULTS

Torpedo Launch
One of the goals of this effort is to couple the adaptive remeshing flow solver, FEFLOIC, with the trajectory prediction code UVLDS. The schematic of this hybrid simulation process is shown in Fig. 3 . The simulation starts with the UVLDS code and passes information about the torpedo positions and angles to FEFLOIC. The flow solver then advances the flow with the prescribed motion of the torpedo from the current position to the UVLDS predicted positions. The pressure on the torpedo is then integrated and the hydrodynamic forces and moments are then passed on to the UVLDS code. This completes the loop for the hybrid simulation. During the flow solver phase, numerous remeshings will be required in order to advance the flow from the current body position to the final position. In order for this hybrid simulation to be an efficient prediction tool, the number of remeshings and hence the CPU time required by FEFLOIC have to be minimized. Hence, a major portion of this effort is directed towards minimizing the number of remeshings and the total CPU time required by the flow solver.
The inviscid flow past a submarine and a torpedo during the launch process was simulated first. The grid that was employed consisted of approximately 60,000 points and 280,000 tetrahedra. The motion of the torpedo was prescribed from experiments and is shown in Fig. 4 . First a steady state solution of the flow was obtained. In this case, the torpedo was stationary in the launchway with the shutterway fully opened. The unsteady simulation was continued with this steady state as the starting point. The starting time for this unsteady simulation, t, = 0.42 sees., was obtained from the experimental trajectory corresponding to the position of the torpedo in the launchway. The velocity of the torpedo and the velocity of the water that is employed to propel the torpedo were obtained from experiments and imposed as boundary conditions. The launch simulation was continued until a time t 2 = 0.94 sees. During this interval, there were 765 local remeshings and 122 global remeshings. The CPU time for advancing the flow by one timestep was approximately 16 seconds. The CPU times for one local and one global remeshings were 36.0 sees. and 293.0 sees. respectively. The force on the torpedo was computed by integrating the surface pressure (Eq. 8a). The acceleration of the torpedo along the centerline of the launchway tube was then computed and compared to the experimental acceleration. This solution was dominated by the transients generated during the impulsive starting process.
In order to eliminate these transients, a new initial flow configuration was developed. This was done by including a portion of the torpedo which would glide and expand from the base of the launchway tube in a manner similar to an extrusion process as shown in Fig. 5 . The points on this cylindrical portion were allowed to glide. The velocity at these points was obtained using velocity smoothing as explained in the previous section. The launch simulation was started from time to = 0.0 sees. The process was continued until the extruded body length becomes equal to the torpedo length. At this instant, t = 0.635 sees., the torpedo completely clears the launchway base. Hence, a new configuration containing the actual torpedo geometry replaced the extruded body. In order to perform this metamorphosis, the flow solution from the extruded body had to be interpolated to this new configuration. The inflow condition at the base of the launchway tube was also modified to include the water jet that is used to propel the torpedo. The launch simulation was continued until t 2 in 2100 time steps. During the interval t, -t 2 , there were 386 local remeshings and 53 global remeshings. The reduction in the number of remeshings was due to the use of gliding points. These reductions translated to a savings of 10 CPU hours for this portion of the simulation. Further, the local and global remeshing algorithms in addition to the flow solver, were parallelized on the Cray C-90 using auto-tasking. For steady state calculations, i.e., without remeshing, the speed-up obtained was 3.2 out of 4 processors. For unsteady flow simulation with global remeshing, the speed-up obtained in a production environment (not dedicated), was 1.7 out of 4 processors. This reduced the wall clock time by a factor of 1.7.
The time history of pressure at three stations along the inner wall near the shutterway opening were tracked and are shown in Fig. 6 . At the station farthest from the opening, the pressure reached a peak at t = 0.375 secs. and dropped to a minimum at t = 0.605 secs. The pressure reached a peak again at t = 0.655 secs. This corresponds to the pressure increase due to the water jet at the base reaching this location. At the station midway between the opening and the first station, the pressure reaches a maximum at t = 0.655 secs. and a minimum at t = 0.705 secs. At the station on the opening of the shutterway, the pressure reaches a maximum at t = 0.735 secs. and a minimum at t = 0.78 secs. The minimum pressure at these stations occurs when the nose of the torpedo had just crossed that location. The time history of forces on the torpedo, shown in Fig. 7 , exhibits a peak at t = 0.3 secs. corresponding to the peak acceleration in the experiment at around this time. Also, there is a large shift in both the forces and moments at t = 0.635 secs. which corresponds to the time at which both the configuration change and the velocity boundary condition at the launchway base were imposed. Figure 8a shows the surface triangulation at t 2 as the torpedo emerges from the shutterway. Figures 8b and 8c show the surface pressure and velocity vectors at this instant.
Forces and moments were computed on the extruded portion of the torpedo which extends beyond the launchway opening up to t = 0.635 secs. and on the complete torpedo after this instant of time. The computed centerline acceleration of the torpedo, aextruded is shown in Fig. 9 . In order to compare the centerline acceleration of the torpedo with experiment, the force due to the water pressure at the base of the torpedo has to be included. This force was obtained from experiments, and the corrected acceleration is acorr in Fig. 9 . This exhibits a double peak which was absent in the experiments. The most likely reason for the discrepancy are lack of grid resolution and the leakage of water at the base of the launchway. These issues are being investigated further.
In order to assess grid dependence of the solution and to study the diffusive effects of remeshings, a finer grid was employed in the vicinity of the torpedo. The generated grid for the initial configuration consists of 155K points and 819K tetrahedra approximately and had two layers of elements in the narrow gap between the torpedo and the launchway tube. The computed acceleration is compared to the coarse grid results and is shown in Fig. 10 . From this figure, it is clear that both aextruded and acor remain nearly unchanged due to grid refinement. Therefore, the coarse grid is sufficient for capturing the dynamics due to the surface pressure.
Another major deviation of the simulation from the experiment is the leakage of water that is used to propel the weapon at the base of the launchway. In order to address this issue, the boundary conditions at the base of the launchway on the extruded portion of the torpedo were corrected. This was done so that the velocity at these points was equal to the water jet velocity. The unsteady simulation was performed until t = 0.39 secs. In this interval, 5 global remeshings and 59 local remeshings were required. The force on the torpedo was computed and the centerline acceleration was compared to the previous computation and the experiment and is shown in Fig. 11 . The peak acceleration without water leakage was approximately 280ft/sec 2 compared to the experimental value of 200ft/sec 2 . The effect of including the water leakage is to cut the peak acceleration to about 220f t/sec 2 .
One of issues examined was whether the computed force due to pressure includes the force due to added mass. The force experienced by a submerged body moving at a constant acceleration a in a potential flow is equal to (m + madd)a, where m is the mass of the body and madd is the added mass. This madd depends on the shape of the body and the direction and type of acceleration the body is subjected to. In order to clarify the nature of the added mass contribution to our results, the force on a 1:6 prolate spheroid moving at a constant acceleration was computed. First, a steady state solution was obtained. Then, the body was accelerated with a prescribed constant acceleration. During this computation there were several local and global remeshings. The force during the interval t = 0.0 to t = 1.0, was increasing steadily and not reaching an asymptotic value. If the computation has to be continued for a longer period, there is the danger of the body exiting the computational domain. A simple and obvious fix to this problem is to linearly increase the inflow velocity of the computational domain. For this case, the computation was continued to t = 12.0. Even in this case, the force did not reach an asymptotic value. Another test case where the inflow velocity was accelerated up to t = 0.5Secs. and held constant thereafter, was computed. The time history of the force is shown in Fig. 12 . For this case, the flow reached a steady state and the total force on the body was negligible and similar to the steady force on the body before acceleration. It is now becoming apparent that extraction of the added mass contribution is not a straightforward matter. Our computations are solutions to the Euler equations and thus include rotational effects which are not present in a potential flow solution. Also, the added mass is a local effect and our computations are not local but include the increase in kinetic energy throughout the domain. It is therefore considered not worthwhile to attempt to isolate the added mass contribution to the Euler computations.
Integration with UVLDS
For the integration of the FEFLOIC code with the UVLDS code of NUWC, first, the flow solver was made into a subroutine which can be called from the UVLDS code. The flow solver passes the forces computed on the torpedo to the trajectory code and receives the new position information. A coarse grid consisting of approximately 7500 points was generated to test the integration. First, a steady state solution was obtained on the SGI workstation at NUWC. The integrated flow solver advanced the flow for 80 time steps and experienced difficulties after that. These were traced to differences in the coordinate systems employed by the two codes and they were corrected. Also, the restart capability in FEFLOIC was modified so that the two codes were not synchronized.
Turbulence Models
For viscous flow simulations of the launch problem, it is important to have an efficient and yet reasonably accurate turbulence model. The Baldwin-Lomax (B-L) turbulence model was evaluated for flow past a prolate spheroid at an angle of attack of a = 100 and a Re = 4.2 x 106 [6] . The results show that comparison of surface pressure coefficient, Cp, with experiment was good up to x/L = 0.689 and deviated from the experimental results near the trailing edge. It is well known that the standard B-L model is inadequate for modeling separated flows. Hence, effort was focused on improving the turbulence models that are implemented in the incompressible flow solver. To this end, first, the Degani-Schiff (D-S) correction to the Baldwin-Lomax (B-L) algebraic turbulence model was incorporated. This involved selecting the first peak closer to the wall in the F distribution of the B-L model. Also, in the vicinity of the primary and secondary separated flow, the choice of Fmax and YImax were such that the distribution of F and y are smooth in the streamwise and crossflow directions.
During the implementation of the D-S correction, it was found that in the original B-L implementation, in the calculation of y+, the vorticity at the wall was used instead of the wall shear. Both these quantities are same for 2-D flows over flat plate but the differences could be large for surfaces with large curvature. Hence, the r, was computed and used in the y+ calculation.
The B-L model with the r'w correction and the B-L with D-S correction were employed first for the flow over a flat plate at Re = 106. All of these models yielded identical results. Next, these models were applied to compute the flow over a NACA0012 airfoil at an angle of attack a = 5' and a Re = 1.7 x 10 5 . The Cp distribution on the airfoil in all the three cases, viz., B-L, B-L with 7,', correction and B-L with D-S correction, were compared to the experimental values. All the three cases are almost identical with the D-S correction exhibiting a marginally improving the results near the trailing edge. The comparison with the experiments, shown in Fig. 13 , is good up to x/C of 0.5 and over predicts thereafter on both the suction and pressure sides.
Next, the Baldwin-Lomax (B-L) model with the Degani-Schiff (D-S) correction was applied to compute the flow past NACA 0012 airfoil at Re = 1.7 x 105, and various angles of attack a from 5' to 11.50. For the lower a case, both B-L and B-L with D-S correction yielded almost the same results. However, for the larger a case, the B-L with D-S correction was not converging adequately. A closer look at the pt distribution revealed that the distribution was not smooth near upper surface of the airfoil. When local time steps were employed to accelerate convergence, the p't distribution near the upper surface worsened and eventually degraded to jIL. The cause for this behaviour was traced to the sensitivity in the selection of the first peak in the function F in the B-L model. In order to obtain the first peak near the wall, the D-S correction states that the peak in F is attained if F drops to 0.9 of its maximum value. If this factor was reduced, it was observed that the convergence improved. Finally, in order to obtain a fully converged solution, this search was turned off. The results were compared with experiments and also with B-L without the D-S correction. The Cp distribution on the upper surface was slightly improved with the D-S correction. The discrepancy near the trailing edge of the airfoil when compared to the experiments was still present. Another flow case with large separated flow was computed. This configuration is the flow past NACA 0012 at Re = 3.9 x 106 and a = 20'. Figure 14 shows that for this case, the B-L and B-L with D-S correction yielded similar results. The Cp distribution on the upper surface deviated from the experiments for almost 90% of the chord length. Therefore, it was clear that the D-S correction did not result in any improvement for the 2-D separated flows tested here.
UUV Hydrodynamics
First the flow over a 2-D Rankine oval near a wall was computed. The centerline of the 1:7 oval was situated at 0.75D from the wall, where D is the diameter of the oval. A grid consisting of approximately 350 points on the body and a total of 4600 points was employed. The computed force showed a suction force toward the wall, as expected. Figure 15 shows the surface pressure distribution and it is clear that a large suction pressure is created on the lower surface of the oval. Figures 16a and b show the grid that was employed and the pressure distribution for this configuration.
Next, the flow past a 3-D Rankine ovoid near a wall was computed. The centerline of the 1:7 ovoid was situated at 0.75D from the wall, where D is the diameter of the ovoid. A grid consisting of approximately 58K points and 325K tetrahedra was employed. A steady state solution was obtained in 500 steps. The residual errors dropped by more than 6 orders of magnitude with the use of local time steps. The Cp distribution on the symmetry plane of the body was obtained and is shown in Fig. 17 . The distribution on the line closer to the wall was similar to that away from the wall. This is distinctly different from the 2-D result. The reason being that the flow has relief in the spanwise direction. The force towards the wall was approximately 0.0494, compared to the 2-D result of 6.0615. In order to establish grid independence, a finer grid was chosen. The computational domain in this case was halved using the fact that the flow is symmetric in the spanwise direction. The grid employed consisted of 94K points and 518K tetrahedra in the half domain. The number of points on the body is almost 4 times that of the previous case. The Cp distribution on the symmetry plane was compared in Fig. 17 . Results show grid convergence was achieved for the pressure distribution on the body. The computed force toward the wall was 0.0247 which is exactly half of the coarser grid result. Figure 18 shows the pressure contours on the surface of the ovoid, the symmetry plane and the wall.
Another series of computation of hydrodynamic forces and moments on the torpedo body at various lateral offsets from the submarine was performed. First in this series is the simulation where the centerline of the torpedo was located at 1D away from the hull, where D is the diameter of the torpedo. Both the submarine and the torpedo were moving at 5 knots. Three different grids were employed for the simulation; a coarse grid consisting of 37K points, a medium grid consisting of 89K points and a fine grid consisting of 148K points. Steady state solutions were obtained on these three grids. Forces and moments were computed and the results showed that the lateral force did not converge for the three cases. In order to locate the origin of this, the Cp distribution on the torpedo body along the symmetry plane was obtained. Figure 19a shows that the pressure distribution for the medium and fine grid results converged for most of the length of the torpedo. Considerable differences were seen near the propulsor plane of the torpedo as shown in Fig. 19b . This is due to the fact that both the propulsor inflow and outflow planes were blocked in our computation and recirculation zones formed in front of the inflow plane and behind the outflow plane. Hence, the force calculation was cut off before the propulsor plane, and a grid converged result was obtained.
The results of the simulation where the centerline of the torpedo was located at 1D away from the hull, where D is the diameter of the torpedo, showed that a grid consisting of 89K points was sufficient to obtain a grid converged solution. Figure 20 shows the pressure distribution on the torpedo and the submarine hull. This grid was employed to simulate the flow with the centerline of the torpedo 0.625D and 0.75D away from the submarine hull. The computation of the force on the torpedo was cut off before the propulsor plane. For the case of HID = 1D, the lateral force on the torpedo was 8.941bs; for HID = 0.75D, the force was 14.591bs and for HID = 0.635D, the force increased to 20.761bs. The Cp distribution on the symmetry plane of the torpedo, y = 0, is shown in Fig. 21 . It is clear that variation of HID has very little effect on the surface away from the hull and has a pronounced effect on the inner surface towards the submarine hull. The post-processing code was also modified to extract the surface pressure distribution on the hull along the symmetry plane. Figure 22 shows that for all the three cases, the Cp attained a positive maximum ahead of the nose of the torpedo and drops to a minimum and recovers to the free stream value. The magnitude of the maximum and minimum peaks increase with decrease in HID, as expected.
SUMMARY AND CONCLUSIONS
A new, 3-D incompressible flow solver based on simple finite elements with adaptive remeshing has been developed. The main algorithmic ingredients for mesh movement were described. These were directed towards reducing the number of remeshings and hence the total CPU time involved in the simulation. The torpedo launch problem represents just one of many cases where the combination of adaptive remeshing techniques, flow solvers for transient problems with moving grids, and integrators for rigid body motion allows the simulation of fully coupled fluid-rigid body interaction problems of arbitrary geometric complexity in three dimensions. Areas that deserve further study are the diffusive effect of interpolation while remeshing and extension to Navier-Stokes problems. czzzi.z. 
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