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Some combinatorial properties of the Golay binary code are emphasized and 
used for two main purposes. First, a new nonlinear code having 256 code words 
of length 16 at mutual distance 6 is exhibited. Second, a majority decoding 
method, quite similar to Massey’s threshold decoding, is devised for the Golay 
code and various related codes. 
1. INTRODUCTION 
Assmus and Mattson [l-4] recently pointed out connections between 
perfect codes and some tactical configurations. Among known perfect 
codes, the two Golay codes [IO, 191 are of special interest, at least for two 
reasons. First, they constitute the only known examples of perfect e-error- 
correcting-codes, e # 1, except for the trivial example of repetition codes. 
Second, their automorphism groups are strong@ related with the Mathieu 
groups [23]. These connections, first pointed out by Paige [16], were 
recently set up by Assmus and Mattson [3]. Recently discovered graphs 
[9] and simple groups [8, 111 are connected with the extended Golay 
(24, 12) binary code. The combinatorial properties of this latter code will 
be emphasized and used here for two main purposes: 
(1) It will be shown to contain a non-linear code of length 16, having 
256 code vectors at mutual distance at least 6. The weight distribution of 
this code is derived and is shown to be translation-invariant, hence giving 
the distance properties. Dropping one digit, a code equivalent to the 
Nordstrom-Robinson optimum code [15], analyzed by Robinson [22], is 
easily obtained. The distance structure of this code was studied by 
Preparata [20], who recently proved [21] the converse of our statement, 
that is that the Golay code is an extension of the Nordstrom-Robinson 
non-linear code. 
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(2) A majority step-by-step decoding method, quite similar to Massey’s 
threshold decoding [14], will be devised. It applies to several codes derived 
from the extended Golay (24, 12) code. 
2. THE TACTICAL CONFIGURATIONS OF THE (24,12) CODE 
A tactical conjiguration (A; t, d, n), or a t-design, [4, 121, is a coilection 
of subsets, or blocks, each of cardinality d, of a set S of cardinality n, such 
that every subset of S of cardinality t is contained is exactly h distinct 
blocks. A (1; t, d, n) configuration is a Steiner system. 
The weight distribution of the Golay code is well known [13, 181. From 
this weight distribution, one easily deduces [17, p. 701 that the extended 
(24, 12) code exactly contains 
759 vectors of weight 8, 
2576 vectors of weight 12, 
759 vectors of weight 16, 
1 vector of weight 24. 
Each of these collections of vectors forms a 5-design. The (24, 12) code 
thus contains 3 non-trivial designs, namely 
(1; 5, 8, 24), (1) 
(48; 5, 12, 24), (4 
(78; 5, 16, 24), (3) 
the first of which is the well-known Steiner system having the Mathieu 
group MZ4 as automorphism group [23]. The code (24, 121 itself and thus 
also each of the above designs has MZ4 as automorphism group [3]. Note 
that (1) and (3) are complementary, while (2) is self-complementary. 
A number of Balanced Incomplete Block Designs (BIBD) can be 
derived from these designs. A first series is given in Table I, where 0, k, b, r 
are the classic parameters, and Xi is the number of times each 
i-tuple appears in the design. Design number 1 is the Steiner (5, 8,24) 
system, of which number 2 and 3 are the residual designs on 23 points; 
again, number 4 and 5 are residuals of number 2 on 22 points, etc. Higman 
and Sims [ll] recently exhibited a simple group of degree 100, where the 
design number 4 plays a central role. The symmetric design number 7 is, 
of course, the projective plane of order 4. We emphasize that two other 
series of BIBD on 21 22, and 23 points could be obtained in a similar way 
from the two other 5-designs. Further details are given in [9]. 
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TABLE I 
Some BIBD Derived from the (5, 8,24) Steiner System 
1 24 8 159 253 77 21 5 1 
2 23 7 253 77 21 5 1 
3 23 8 506 176 56 16 4 
4 22 6 77 21 5 1 
5 22 7 176 56 16 4 
6 22 8 330 120 40 12 
7 21 5 21 5 1 
8 21 6 56 16 4 
9 21 7 120 40 12 
10 21 8 210 80 28 
3. SOME SUBCODES OF THE (24,12) CODE 
We first prove two lemmas which will be useful later : 
LEMMA 1. Let A be a linear code (n, k, d), that is of length n, dimension 
k, and minimum distance d, and let its dual code have minimum weight w. 
Then A contains a proper subcode of length n - w, dimension k + 1 - w, 
and minimum distance at least d. 
Proof. Since the dual code has minimum weight w, every set of w - 1 
coordinate functions is linearly independent, while at least one set of w 
coordinates is dependent. Hence the subcode of A, all of whose vectors 
have zero as coordinate in these w positions, has simension k - (w -- 1) = 
k + 1 - w. Since it is a subcode of A, its minimum distance is at least d. 
LEMMA 2. Let A be a linear binary code (n, k, d), whose dual code has 
minimum weight w; and let there exist N binary vectors of length w and even 
weight whose mutual distance does not exceed d’. Then, there exists a set 
of N . 2k+l-w vectors of length n - w, whose mutual distance is at least 
d - d’. 
Proof. According to the preceding lemma, A contains a linear code B 
of dimension k + 1 - w, effective length n - w, and minimum distance 
at least d. The code A is partitionned into 2w-1 cosets, with respect to the 
subcode B, each coset being a “translation” of the code B, entirely charac- 
terized by a given fixed vector of length w (necessarily of even weight), in 
the w coordinate positions where B is zero. Dropping these n’ positions, 
one obtains 21L-1 non-linear codes, with the same distance properties as B. 
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Let us denote these coset codes by B, , B, , B, ,..., and the corresponding 
vectors of length w, by z+, , u1 , v, ,... . We emphasize that two vectors. of 
length IZ - w, in the same Bi are at least distance d apart, while two 
vectors belonging to distinct coset codes Bi , Bj , have mutual distance at 
least n - d’, if d’ is the mutual distance of the corresponding o’i , vj . Now, 
the announced result easily follows by taking the union of the N coset 
codes Bi whose corresponding D, have mutual distance not exceeding d’. 
REMARK. The code obtained in Lemma 2 is, in general, non-linear. It 
is linear if and only if the N vectors vi of length w form a linear space. It is 
well known that the binary (24, 12) code is self-dual [19], which implies 
that each vector of the code intersects the other vectors in an even number 
of points. Applying Lemma 1, one deduces that A(24, 12, 8) contains a 
linear subcode B(16, 5, 8), that is of minimum distance at least 8. This 
minimum distance is exactly 8, since, from the properties of the Steiner 
(5, 8,24) system, (design 1, Table l), one deduces [9 Lemma 5.11 that each 
octuple intersects 280 octuples in 4 points, 448 octuples in 2 points, and 
30 octuples in no point. These last 30 vectors of weight 8 thus belong to 
B( 16, 5, S), which in addition contains one vector of weight 16 and the 
null-vector. From the properties of the automorphism group [5, Problem 
15.31, this code is easily shown to be equivalent to the first-order Reed- 
Muller code of length 16. From an analysis of the above-mentioned 
5-designs (I), (2), (3) it can be shown that the weight distribution in the 
coset codes Bi is as in Table II, where coset weight means the weight of the 
vector vi of length 8 associated with the coset code Bi , as defined in 
Lemma 2. 
TABLE II 
Weight Distributions in Coset Codes of the (24, 12) Code 
Coset weight 0 4 
Weight distribution 
6 8 10 12 16 
0 and 8 1 - - 30 - - 1 
2 and 6 - - 16 - 16 - - 
4 - 4 - 24 - 4 - 
THEOREM 3. The extended Golay code contains a non-linear code 
(16, 8, 6), that is, containing 28 = 256 vectors of length 16 at mutual 
distance at least 6. 
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Proof. Consider the following eight vectors of length 8: the null- 
vector and seven vectors, each of weight 2, having a given non-zero 
coordinate in common. These eight vectors of even weight are at a mutual 
distance exactly equal to 2. Hence, applying Lemma 2 to the self-dual 
(24, 12, 8) code, one obtains the announced result. 
THEOREM 4. (i) The above-defined non-linear code has the weight 
distribution given in Table III. 
(ii) This weight distribution is invariant under any translation which 
brings a non-zero vector of the code to the all-zero vector. Thus, the weight 
distribution of the code gives the distance properties. 
TABLE III 
Weight Distribution of the Non-linear (16,8) Code 
0 6 8 10 16 
1 112 30 112 1 
Proof. (i) The weight distribution is easily deduced from Table II, 
since our non-linear code was defined as the union of one coset code of 
coset weight 0 and seven coset codes of coset weight 2. 
(ii) From the way the coset codes were chosen, it is clear that any 
translation which brings a non-zero vector to the null-vector will result in 
a new set of coset codes of respective weights 0 (1 time) and 2 (7 times). 
The announced result easily follows. 
REMARKS. According to Calabi and Myrvaagnes [6], a linear code 
(16,8,6) cannot exist. The preceding discussion shows that such a non- 
linear code exists. By dropping one digit, one obtains a (15, 8, 5) non- 
linear code, which is equivalent to the Nordstrom-Robinson code [15], of 
which a decoding method has been devised [22]. It is interesting to note 
that our non-linear code (16, 8, 6) has a triply transitive automorphism 
group, hence implying the existence of the 3-designs (4; 3, 6, 16) 
(3; 3, 8, 16) and (24; 3, 10, 16). This group has order 
j MZ4 j/24.23.1 1 = 16.15.14.12 (4) 
and is (16, 1) isomorphic with A, , the alternating group on 7 letters [7]. 
If A is a linear code (n, k) over GF(2) and B its dual code, and if Ai , Bi 
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denote the number of vectors of weight i in A, B respectively, one has, 
according to MacWilliam’s relations [ 131, 
z (” ; ‘) Ai = 2n-k i (” - ‘) B, 
f j=o n - r 
It is quite surprising that the weight distribution (Table III) of our non- 
linear code (16, 8) satisfies (5) with Ai = Bi , just as a self-dual linear code. 
4. MAJORITY DECODING OF THE GOLAY CODE 
As recalled above, the (24, 12) code is self-dual. Any set of vectors of 
the code can thus be chosen as parity checks for the code itself. Let us take 
as parity checks the 253 vectors of weight 8 passing through a given point 
(see design 1, Table I), These 253 vectors, except for the fixed coordinate, 
together form the b rows of design 2. From the properties of the configura- 
tion, one easily deduces that, when one error occurs, the number of 
parity check failures will be 253 or 77, according as the fixed digit is in 
error or not. On the other hand, if two errors occur, the number of parity 
check failures will be 253 - 77 = 176 in the first case, and 
2(77 - 21) = 112 in the second case, as the two columns involved in the 
latter case contain 21 times (1, I), and (77 - 21) times (1, 0) and (0, 1) as 
rows. Finally, in case of 3 errors, there will be 253 - 112 = 141 parity 
check failures in the first case, and 
1 x 5 + 3(77 - 2 x 21 + 1 x 5) = 125 
in the second case. For the same reasoning as above shows that, in the 
latter case, the odd weight patterns appearing in the 3 involved columns 
are: (1, 1, 1) appearing 5 times and each 1-tuple of type (1 , 0,O) appearing 
77-2x21+1x5=40 
times. 
Putting these numbers in a table (Table IV), one easily sees that whether 
or not the fixed digit was in error can be decided by a majority vote on the 
parity checks provided not more than 3 errors occurred. This procedure is 
quite similar to Massey’s threshold decoding, based on “orthogonal 
checks sets” [14]. 
The (23, 12) code is obtained from the preceding one by dropping one 
digit, while its dual code (23, II) is the subcode of (24, 12) all of whose 
vectors have zero in the above dropped position. This last code contains 
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design 3 of Table I. Let us take as parity checks for the code (23, 12) the 
176 vectors of weight 8 passing through a given point. With the same 
reasoning as above, the number of parity check failures is easily obtained 
(Table V). Again, it can be decided by a majority vote whether or not the 
fixed digit was in error, provided not more than 3 errors occurred. 
TABLE IV 
Number of Parity Check Failures; Code (24, 12) 
Fixed digit 
Number of errors in error 
1 253 
2 176 
3 141 
not in error 
17 
112 
12.5 
TABLE V 
Number of Parity Check Failures; Code (23, 12) 
Fixed digit 
Number of errors in error not in error 
1 176 56 
2 120 80 
3 96 88 
Since the automorphism groups of these codes are (multiply) transitive, 
such majority decisions can be done for each digit, resulting in a step-by- 
step decoding. 
A number of related codes can be decoded in the same way. Some of 
them are given below, with the number of the BIBD of Table I which can 
be taken as parity check set. 
(23, 11, 8) : design 2; up to 3 errors, 
(22, 12, 6) : design 6; up to 2 errors, 
(22, 11, 6) : design 4; up to 2 errors. 
This last code is self-dual and consists of those vectors of (24, 12, 8) 
which have either two zeros, or two ones in two given positions. 
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5. CONCLUSION 
Our investigation of the combinatorial properties of the Golay code 
led to two interesting results, the second of which could have some 
practical significance. 
The method used here to prove the existence of our non-linear (16, 8, 6) 
code could be used to find some other “good” non-linear codes and thus 
have more significance than the result itself. Nevertherless, the exhibited 
combinatorial properties of this non-linear code could suggest simpler 
decoding methods than the one proposed by Robinson [22]. 
The majority decoding of the Golay code, as devised here, could be of 
great practical interest, since the previously known decoding methods 
for the Golay code either do not use the full error-correcting ability of the 
code, or are not easy to implement. Implementation of our method, 
being quite similar to Massey’s threshold decoding, has not been dis- 
cussed. 
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