In this paper we address the physical parallelization of a very efficient genetic algorithm (GA) 
Introduction
The goal of this paper is to extend the existing work dealing with a new model for optimization in continuous domains with genetic algorithms (GAs). GAs are stochastic search techniques that iteratively improve a set of tentative solutions (population of individuals) by applying crossover operators (merging two or more parents to yield one or more offsprings) and mutations of their contents (random alterations of the problem variables).
The gradual distributed real-coded GA (GD-RCGA) model of search [8] is a kind of distributed technique that runs eight populations concurrently in a cubic topology with sparse migrations of individuals among them. Distributed algorithms are a subclass of decentralized evolutionary algorithms [1] aimed at reducing the convergence to local optima, promoting diversity, and finding alternative solutions to the same problem. The GD-RCGA model is suitable for the optimization of continuous functions, because it includes in the basic improvement loop of the algorithm the utilization of crossover operators for float genes (variables), engineered with fuzzy logic technology to deal with the traditional "fuzzy" GA concepts of exploration and exploitation.
The whole configuration of GD-RCGA is a cube with eight populations, four of them targeted to improve the exploration of the algorithm and another four ones aimed at exploiting the neighborhood of the best solutions. It performs sparse migrations of individuals inside and outside these two sets of four sub-algorithms (islands).
There exist some studies on GD-RCGA in the literature. However, although the algorithm exhibits a straightforward parallelization, only sequential implementations exist; in them, a concurrent execution of the islands is simulated at hand on a monoprocessor. The contribution of this work is, first, to provide a parallel implementation that really runs in a cluster of machines. This should show an improvement in terms of wall-clock time, and therefore should enlarge the complexity of the tasks solved by the algorithm. Additionally, we are interested in investigating the advantages that could outcome from an asynchronous design, instead of the synchronous search that the basic GD-RCGA suggests.
The paper is organized as follows. Section 2 presents the background to understand the GD-RCGA. In Section 3, we briefly introduce the problems contained in our benchmark. We then proceed to present the parameterization used here, and to analyze the results from a numerical and run time point of view in Section 4. Finally, we summarize the conclusions and discuss several lines for future research in Section 5.
Gradual Distributed Real-Coded Genetic Algorithms
In this section we describe the basic behavior of the gradual distributed real-coded genetic algorithm (GD-RCGA) [8] , and explain how we have parallelized it as a set of concurrent objects using the JACO environment [12] in Java.
GD-RCGA
The present availability of crossover operators for realcoded genetic algorithms (RCGAs) allows the possibility of including in the same algorithm different exploration or exploitation degrees, which leads to the design of heterogeneous distributed RCGAs based on this kind of operators [7] . GD-RCGA is included into such class of heterogeneous algorithms, since it applies a different crossover operator in each of its component sub-populations. Fig. 1 contains a graphic outline of the algorithm. The distribution scheme of GD-RCGA is based on a hypercube topology with three dimensions. There are two important faces in this hypercube that have to be considered:
• The front side is devoted to exploration. It is made up of four sub-populations E 1 , · · · , E 4 , in which several exploratory crossovers are applied.
• The rear side promotes exploitation. It is composed of sub-populations e 1 , ... , e 4 that apply exploitative crossover operators.
One feature of GD-RCGA is the use of an elitist strategy [10] in the sub-populations, an important factor that may have some undesired influence on rapid convergence. However, this is necessary in order to solve complex problems because the best individual could disappear due to crossover or mutation.
The discussed structure is a parallel multi-resolution method using several crossover operators which allow to achieve simultaneously a diversified search (reliability), and an effective local tuning (accuracy). Furthermore, subpopulations are adequately connected for exploiting the multi-resolution in a gradual way, since the migrations between sub-populations belonging to different categories may induce the refinement/expansion of the best emerging zones.
Let us explain the migration schema and selection mechanism used in GD-RCGA for establishing a correct coordination between refinement and expansion.
Migration Schema
Distributed genetic algorithms behavior is strongly determined by the migration mechanism's action [4, 6] percube, and each subsequent migration takes place along a different dimension of the hypercube. Particularly, the best element of each population is sent towards the corresponding sub-population every 160 iterations, as shown in Fig. 2 . The sequence of application is, first, the refinement migrations; second, the refinement/expansion migrations; third, the expansion migrations; and finally, the sequence starts again. The place of an emigrant is always taken by the incoming individual. This migration schema keeps a global elitist strategy, since the best element of all sub-populations is never lost, although it is moved from one sub-population to another.
Selection Mechanism
Here, we use the same selection mechanism as in [8] . Linear ranking selection is used because its pressure can be easily adjusted. In linear ranking selection, the individuals are sorted in order of raw fitness, and then the selection probability, p s , of each chromosome C i is computed according to its rank rank(C i ), with rank(C best ) = 1, by using the following non-increasing assignment function:
where N is the population size, and η min ∈ [0, 1] specifies the expected number of copies for the worst chromosome (the best one has η max = 2 − η min expected copies). The selection pressure of linear ranking is determined by η min . If η min is low, high pressure is achieved, whereas if it is high, the pressure is low. Linear ranking is combined with stochastic universal sampling [3] . This procedure guarantees that the number of copies of any chromosome is bounded by the floor and ceiling of its expected number of copies.
We have assigned a different selection pressure degree to every sub-population of the GD-RCGAs, by using the η min values shown in Table 1 .
We have implemented a GD-RCGA endowed with fuzzy connectives-based crossover operators, called GD-FCB [8] . FCB-crossover operators have different exploration or exploitation degrees which allow us to produce gradual effects by configuring them correctly.
GD-RCGA Parallelization using JACO
Two parallelizations of the GD-RCGA have been carried out by using the JACO runtime system [12] : a Synchronous GD-RCGA and a Asynchronous GD-RCGA. Both, the runtime system and the parallelizations, are discussed below.
The JACO Runtime System
JACO (JAva-based Concurrent Object system) is a runtime system implemented in Java. With JACO we can use Java to fast writing parallel programs according to a concurrent object model (high abstraction). This model considers a concurrent object as an active entity, with an internal state and a public interface. Objects can have also synchronization constraints, which disable some operations when they are not allowed.
Parallelization of GD-RCGA
Two versions of GD-RCGA have been implemented: Synchronous GD-RCGA and Asynchronous GD-RCGA. In the first one, every sub-population, for each migration phase, sends its best individual and it waits for another one coming from the corresponding neighbor. In the async mode, this consideration is not taken into account; thus, any individual stored in its buffer is valid to be included in the population at any time.
Problems
In this section we present the benchmark used to test our algorithms. We have analyzed the results of minimization experiments on six test functions and three real-word problems in order to better sustain our claims. We selected the same benchmark that [8] because it is very complete and for comparison purposes. They are described in sub-sections 3.1 and 3.2, respectively.
Test Functions
We have considered six classical and well-known test functions [8] : (f Gri ), and expansion of f10 (ef 10 ). Fig. 3 shows their formulation. The dimension of the search space is 10 for ef 10 and 25 for the remaining test functions. Each one has its particular features:
• f Sph is a continuous, strictly convex, and unimodal function.
• f Ros is a continuous, nonseparable (nonlinear interactions among variables), and unimodal function, with the optimum located in a steep parabolic valley with a flat bottom (i.e., hard progress to the optimum).
• f Sch is a continuous and unimodal function. Its difficulty concerns the fact that searching along the coordinate axes only gives a poor rate of convergence because the gradient of f Sch is not oriented along the axes. It presents similar difficulties to f Ros , but its valley is much narrower.
• f Ras is a scalable, continuous, and multimodal function, which is made from f Sph by modulating it with a · cos(ω · x i ).
• f Gri is a continuous and multimodal function. This function is difficult to optimize because it is nonseparable.
• f 10 is a function that has nonlinear interactions between two variables. Its expanded version ef 10 is built in such a way that it induces nonlinear interactions across multiple variables. It is nonseparable as well.
Real-World Problems
We have chosen the following three real-word problems: systems of linear equations [5] , frequency modulation sounds parameter identification problem [14] , and polynomial fitting problem [13] . They all are described below.
Systems of Linear Equations
The problem may be stated as solving for the elements of a vector X, given the matrix A and the vector B in the expression A · X = B. The evaluation function used for these experiments is
Clearly, the best value for this objective function is f sle (x * ) = 0. Furthermore, the range for parameters is [−9.0, 11.0]. Inter-parameter linkage (i.e., nonlinearity) is easily controlled in systems of linear equations, their nonlinearity does not deteriorate as increasing the number of parameters used, and they have proven to be quite difficult. We have considered a ten-parameter problem instance. Its matrices are included in Fig. 4 . 9 7 1 1 7 2 2 6 6 9 3 1 8 6 9 7 4 2 1 6 8 3 7 3 7 5 3 9 9 5 9 5 1 6 3 4 2 3 3 9 1 2 3 1 7 6 6 3 3 3 1 5 7 8 1 4 7 8 4 8 9 3 8 6 3 4 7 1 8 1 8 2 8 5 3 8 7 2 7 5 2 1 2 2 9 8 7 4 4 Figure 4 . Matrices of the linear equations problem instance.
Frequency Modulation Sounds Parameter Identification Problem
The problem is to specify six parameters a 1 , ω 1 , a 2 , ω 2 , a 3 , ω 3 of the frequency modulation sound model represented by
with θ = (2 · π/100). The fitness function is defined as the summation of square errors between the evolved data and the model data, as follows:
where the model data are given by the following equation:
Each parameter in the range [−6.4, 6.35] . This is a highly complex multimodal problem having strong epistasis, with minimum value f fms (x * ) = 0.
Polynomial Fitting Problem
This problem lies in finding the coefficients of the following polynomial in z:
where T 2k (z) is a Chebyshev polynomial of degree 2k.
The solution to the polynomial fitting problem consists of the coefficients of T 2k (z). This polynomial oscillates between -1 and 1 when its argument z is between -1 and 1. Outside this region, the polynomial rises steeply in the direction of high positive ordinate values. This problem has its roots in electronic filter design, and challenges an optimization procedure by forcing it to find parameter values with grossly different magnitudes, something very common in technical systems. The Chebyshev polynomial employed here is
It is a nine-parameter problem. A small correction is needed in order to transform the constraints of this problem into an objective function to be minimized, called f Cheb (see [8] for the details). We consider that C = (c 0 , · · · , c 8 ) is the solution to be evaluated, and f C (z) = The objective function value of the optimum in f Cheb (C * ) = 0.
Experiments
In this section, we present the parameters used for the GD-RCGA (Sub-section 4.1), and then discuss the experimental results obtained (Sub-section 4.2).
GD-RCGA Parameters
All our parallel GD-RCGA's use 20 individuals per subpopulation. The probability of mutation (p m ) is 0.125, and the crossover probability is 0.6. Moreover, λ = 0.35 for M-crossover of the FCB mechanism.
The mutation operator applied is nonuniform mutation [11] . This operator needs two parameters: b (set to value 5), which determines the degree of dependency on the number of iterations [9] ; and T , which is the maximum number of generations. The original GD-RCGA work imposed a predefined number of iterations, but we cannot do the same because we want to measure the time to find equivalent solutions between the sync/async versions and with respect to the original work. Thus, we have calculated a maximum number of iterations for every problem (Table 2) , and we have defined our goal as to reach the fitness value appearing in this table (that corresponds to the average of the best fitness function found in the reference work [8] 
Results
Let us proceed with the analysis of the results. We show in Table 3 the execution time of synchronous and asynchronous versions of GD-RCGA for the nine problems. We consider first the one processor case. We can observe that the synchronous algorithm has produced a faster execution than the asynchronous one, and in fact we can notice that there exists statistical confidence for this claim (see the "+" symbols meaning significance of t-test) for six problems. However, we report similar times for the three complex instances. Although this is somewhat surprising, we can check in the right part of Table 3 that sync and async differences vanish when running the eight sub-algorithms in eight CPUs.
These results can be explained because of the very fast optimization achieved for the classical test functions, in which fitness evaluation is extremely fast and then residual times (setting up processes, delays in communications, etc.) dominate the whole execution time.
Then, we conclude that the run times provided by the parallel GD-RCGA model are relatively independent from the synchronization mechanism, because of its multimigration scheme. However, we do report a great improvement in the efficiency of the asynchronous models with respect the synchronous ones. We include in the last column of Table 3 the Improve value as the difference between the efficiency of async and sync executions. One can notice that all but two values are positive and even very large numbers, meaning that the efficiency (and thus scalability and quality of the parallelization) is really higher in the asynchronous case. For f sle the efficiency remains almost the same, and f Cheb is an exception since there exist a large variance in the time and evaluations to find a solution. Now, we turn to the analysis of the number of evaluations, i.e., the numerical effort to solve the problems with the sync and async algorithms. Overall, it seems that the two versions need a similar effort to solve all the optimization tasks, what is an expected result since all the machines have a similar computational power. There is an exception with the f Gri function, in which the sync model is always more efficient numerically. For the rest, either they are similar ("-" symbol) or we find one of them more efficient than another depending on the number of CPUs. Hence, we cannot conclude nothing about the superiority of any of they two.
Conclusions and Future Work
In this paper we include a first study on parallelizing a sequential algorithm called GD-RCGA. The motivation for analyzing its parallel execution is that the algorithm has a extremely high accuracy for optimization problems coming from the continuous domain in mathematics. Since the algorithm performs a search based in the separate execution of eight sub-populations with migrations in a cube, it has been readily direct its physical parallelization. If we analyze the 1 CPU case, the sync model is faster; sync and async are quite similar when we shift to use 8 CPUs. There exist three exceptions (runtime point of view) and one exception (effort point of view) in which the sync model is faster than the async one, both on 1 and on 8 CPUs. We must conduct further research to confirm whether these few exceptions are due to the parallelization (JACO system) or it is an intrinsic property of the problems.
What remains a clear conclusion is that the asynchronous parallelization can provide a larger efficiency for all the problems, which confirm other existing results like [2] . The only exception is polynomial fitting, but we believe this is so because of the high variance in the results with the GD-RCGA model.
As a future work, we will construct the parallel models directly on Java, and possibly on C++. Also, we plan to introduce a restart technique, and a new modified model of search to improve the results on even more complex problems. 
