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Erosion is concentrated in steep landscapes such that, despite accounting for only a small 
fraction of Earth’s total surface area, these areas regulate the flux of sediment to downstream basins, 
and their rugged morphology records transient changes (or lack thereof) in geologic and climatic 
forcing. Steep landscapes are geomorphically active; large sediment fluxes and rapid landscape 
evolution rates can create or destroy habitat for humans and wildlife alike, and landslides, debris 
flows, and floods common in mountainous areas represent a persistent natural and structural hazard.  
Despite the central role that steep landscapes play in the geosciences and in landscape management, 
the processes controlling their evolution have been poorly studied compared to lower-gradient 
areas.  This thesis focuses on the basic mechanics of sediment transport and bedrock incision in 
steep landscapes, as these are the fundamental processes which set the pace and style of landscape 
evolution.  Chapter 1 examines the spatial distribution of slow-moving landslides; these landslides 
can dominate sediment fluxes to river networks, but the controls on their occurrence are poorly 
understood.  Using a case-study along the San Andreas Fault, California, I show that slow-moving 
landslides preferentially occur near the fault, suggesting a rock-strength control on landslide 
distribution.  Chapter 2 provides the first field-measurements of incipient sediment motion in 
streams steeper than 14% and shows a large influence of slope-dependent flow hydraulics and 
grain-scale roughness on particle motion.  Chapter 3 presents experimental evidence for bedrock 
erosion by suspended sediment, suggesting that, in contrast to prevailing theoretical predictions, 
suspension-regime transport in steep streams can be the dominant erosion agent.  Steep streams are 
often characterized by the presence of waterfalls and bedrock steps which can have locally high 
rates of erosion; Chapters 4 and 5 present newly developed, experimentally validated theory on 
sediment transport through and bedrock erosion in waterfall plunge pools.  Finally, Chapter 6 
explores the formation of a bedrock slot canyon where interactions between sediment transport and 
bedrock incision lead to the formation of upstream-propagating bedrock step-pools and waterfalls. 
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I n t r o d u c t i o n  
Erosion of bedrock shapes the surface of Earth and other planets, creating steep 
landscapes which awe the public, from snow-capped mountain peaks to raging waterfalls 
to deeply incised canyons.  Understanding the controls on the formation and evolution of 
these landscapes lies at the heart of the geosciences. Landscapes adjust their rate and 
style of erosion in response to changes in climate, tectonics, and sea-level (e.g., Anderson 
and Anderson, 2010; Whipple et al., 2013), such that surface morphology and landscape 
features can be used to infer the past environmental history on Earth, Mars, and other 
planets (e.g., Baker and Milton, 1974; Bull, 1991; Perron et al., 2006).  
As landscapes steepen, their rates of erosion tend to increase (e.g., Gilbert, 1877; 
DiBiase et al., 2010), such that the majority of erosion on Earth is concentrated in 
mountain ranges and other areas of high relief (Milliman and Syvitski, 1992; Larsen et 
al., 2014). High relief in these mountainous areas allow steep landscapes to record 
changes in base-level and climate through, for example, the formation of upstream 
propagating waterfalls (e.g., Gilbert, 1907; Seidl et al., 1994; Seidl et al., 1996; Crosby 
and Whipple, 2006; Lamb et al., 2007; Mackey et al., 2014) (Fig. 0.1) and successive 
river terraces (Bull, 1991; Hancock et al., 1999; Fuller et al., 2009). Steep landscapes also 
set the flux of sediment to basins downstream, such that interpretations of environmental 
signals in sedimentary records benefit from a detailed understanding of the erosional 
processes upstream (e.g., Romans et al., in press). 
Over shorter timescales, sediment transport and erosion in steep landscapes have 
important implications for environmental management.  Sediment fluxes from upstream 
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set the rate at which man-made dams fill with sediment and require dredging, and the 
magnitude and grain-size distribution of sediment delivered by steep channels can aid in 
both the building and destruction of habitat in riparian areas (e.g., Lisle, 1989; Buffington 
et al., 2004; Montgomery, 2004).  Landslides, debris flows, and floods are common in 
steep landscapes, and understanding the controls on their occurrence is critical to natural 
hazards prevention (e.g., Cannon et al., 2009; Petley, 2012).  
Given the critical role steep landscapes play in both short and long-term geologic 
processes, it is surprising that the main processes responsible for shaping steep 
landscapes remain poorly studied compared to lower-gradient portions of landscapes.  
This thesis attempts to address this knowledge gap through a detailed study of the 
mechanics of sediment transport and bedrock erosion in steep landscapes.  The thesis is 
organized following the path of sediment from mountain ridges to channels downstream. 
I begin on hillslopes where sediment is delivered to rivers below, and then cover first the 
transport of sediment in steep channels, followed by the bedrock erosion which results 
from transported sediment, with an emphasis on sediment transport and erosion 
mechanics at waterfalls.  
Chapter 1 focuses on slow-moving landslides, which can be the primary source of 
sediment to rivers (Kelsey, 1978; Roering et al., 2009), but for which the controls on 
occurrence are poorly understand.  Through a detailed case-study, I show that slow-
moving landslides preferentially form in areas of reduced rock strength proximal to fault 
zones, and provide a conceptual model for prediction of slow-moving landslide 
occurrence throughout landscapes. 
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Chapter 2 provides a detailed overview on the controls of initial motion of 
sediment in steep streams.  The presence of large cobbles and boulders, low flow depth to 
roughness ratios, and large-woody debris cause the sediment transport laws developed in 
lower-gradient streams to break down when applied to steep channels (e.g., Lamb et al., 
2008b; Yager et al., 2012; Prancevic and Lamb, 2015). Over three years of field 
monitoring, I collected and analyzed data to determine the competing influences of flow 
hydraulics and grain-scale roughness on sediment motion in steep streams, and provide a 
framework to incorporate these effects in sediment transport predictions.   
Sediment transport produces erosion via bedrock abrasion from impacting 
particles.  This erosion is often maximized during large floods in steep channels (e.g., 
Stark et al., 2010; Cook et al., 2012) when high shear stresses can lead to the transport of 
sediment in suspension.  However, commonly used bedrock-abrasion models (e.g., Sklar 
and Dietrich, 2004) assume erosion rates drop to zero during particle suspension, leading 
to counter-intuitive predictions of decreasing erosion rates with increasing flood 
magnitude.  In Chapter 3, I performed controlled laboratory experiments documenting 
bedrock incision from suspended sediment.  The experimental results agree with a 
recently-developed theoretical model (Lamb et al., 2008a), and suggest that suspension-
regime erosion can dominate bedrock incision in steep streams and in large floods. 
Waterfalls are common in steep streams, and can retreat upstream at rates which 
outpace standard fluvial incision by orders of magnitude (Mackey et al., 2014), thus 
providing the dominant erosion mechanism across many steep landscapes.  Chapters 4 
and 5 cover the mechanics of waterfall sediment transport and erosion, which have 
intrigued geomorphologists for over a century (Gilbert, 1890; Holland and Pickup, 1976; 
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Young, 1985; Crosby and Whipple, 2006; Haviv et al., 2010), but for which little 
progress in terms of mechanistic understanding has been made.  Erosion and upstream 
retreat of waterfalls requires, at minimum, the transport of sediment away from the 
waterfall base, such that sediment transport may represent the rate-limiting step in 
waterfall erosion.  In Chapter 4, I developed a theory to predict sediment transport 
through waterfall plunge-pools and performed controlled laboratory experiments testing 
and calibrating the model.  Chapter 5 combines this waterfall plunge-pool sediment-
transport model with an existing bedrock-abrasion model (Lamb et al., 2008a), modified 
to make appropriate for plunge-pools.  This model is validated by laboratory experiments 
eroding plunge pools into artificial bedrock, and allows predictions of relative rates of 
plunge-pool vertical-incision versus lateral-waterfall-retreat.   
Finally, Chapter 6 represents a synthesis of the previous work by examining the 
competing influences of sediment transport at steep slopes, suspension erosion, and 
waterfall plunge-pool retreat on bedrock-channel morphology and erosion.  Chapter 6 
explores the development of a deeply incised slot canyon in a controlled laboratory flume 
tilted to 19.5% channel slope, showing plunge pools and waterfalls can form 
autogenically through internal dynamics between sediment transport, flow hydraulics, 
and evolving bedrock topography, and that these features can dominate total channel 
lowering.  
The work presented in this thesis offers new tools to predict bedrock erosion in 
steep landscapes, and allows for comparison with existing bedrock erosion models which 
fail to incorporate waterfalls and suspension-erosion processes. For example, most 
landscape evolution models ignore waterfall processes, instead predicting that increases 
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in uplift can create steepened channel sections (knickzones) which retreat by standard 
fluvial erosion processes (Fig 0.2A) (e.g., Egholm et al., 2013).   Applying existing 
fluvial incision models to these steepened channel sections give competing results with 
stream-power style models (e.g., Howard, 1994; Whipple and Tucker, 1999) predicting 
erosion rates increase with increasing slope while the most widely-used process-based 
model (Sklar and Dietrich, 2004) predicts erosion rates decrease with increasing slope 
due to the onset of sediment suspension (e.g., Wobus et al., 2006; Crosby et al., 2007). 
For knickzones formed by successive waterfalls (Fig. 0.2B), our waterfall-erosion model 
generally predicts increased rates of waterfall retreat compared to models designed for 
lower-gradient rivers.  This implies that the presence of waterfalls can enhance the rate of 
transmission of changes in base-level to upstream catchments.  Thus, when using the 
morphology of steep landscapes to invert for timing of changes in geologic or climatic 
forcing (e.g. Fig. 0.1), accounting for waterfall erosion processes should yield earlier 
estimates of the timing of base-level change relative to lower-gradient river incision 
models. 
The progress made in this thesis highlights many opportunities for future research.  
The waterfall erosion work presented in Chapters 4-6 focuses exclusively on waterfalls 
with bedrock plunge-pools; however, not all waterfalls display plunge-pools, and 
additional waterfall-erosion mechanisms exist such as a toppling of bedrock columns 
(e.g., Young, 1985; Weissel and Seidl, 1997; Lamb and Dietrich, 2009). Furthermore, it 
is not straightforward to scale-up the reach-scale erosional processes covered in this 
thesis to long-profile evolution models which have waterfalls separated by lower-gradient 
river reaches.  Doing this requires mechanistic theory describing the controls on the 
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formation of waterfalls and spacing between waterfalls in steep rivers.  Despite progress 
made in Chapter 6 addressing these questions, such detailed theory does not yet exist and 
remains a ripe question for future work.   
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Figure 0.1: (A) Google Earth perspective view of Apsley River, southeast Australia. The high-relief, 
dissected landscape in the lower portion of the image is eroding headward into the low-relief landscape 
above following rifting along the Australian continental margin ~ 85 Ma [e.g., Seidl et al., 1996].  
White-dashed line marks transition between the transient-landscape below and relict landscape above. 
(B) The head of the Apsley River canyon features a series of waterfalls.  Red arrow in (A) notes orienta-




Figure 0.2: (A) Example of knickzone modeled as steepened river section without the presence of 
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Slow-moving landslides (earthflows) can dominate hillslope sediment flux and 
landscape erosion in hilly terrain with mechanically weak, fine-grained rock. Controls on 
the occurrence of slow-moving landslides are poorly constrained, and need to be 
understood for landscape evolution models, sediment budgets, and infrastructure and 
hazards planning. Here we use airborne interferometric synthetic aperture radar (InSAR) to 
document 150 previously unidentified active earthflows along the central, creeping portion 
of the San Andreas Fault, California, USA. The earthflows move seasonally in response to 
winter rainfall, occur on hillslopes at ~20-40% gradients (less than typically associated with 
rapid, catastrophic landslides), and have similar morphological characteristics to earthflows 
in different climatic and tectonic settings. Although our data extend up to 10 km from the 
fault trace, approximately 75% of detected landslides occur within 2 km of the active fault. 
Topographic, precipitation, and rock type metrics alone are not enough to explain the 
observed spatial distribution of earthflows. Instead, we hypothesize that earthflows cluster 
near the creeping San Andreas Fault because of a fault-induced zone of reduced bulk-rock 
strength that increases hillslope susceptibility to failure. In addition, similar lithology, 
topography, and climate exist north of the creeping section of the fault, yet earthflows there 
are rare. This may be due to large-magnitude earthquakes episodically triggering co-
seismic rapid landslides, which preferentially remove weak rock from the fault damage 
zone. Our analysis suggests the necessary conditions for earthflow formation in central 
California include some combination of reduced rock strength, fine-grained sedimentary 
rock, threshold precipitation and relief, and possibly the absence of large-magnitude 
earthquakes. These conditions likely hold for earthflow development in other areas, and our 
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work suggests local variations in rock strength and seismicity, such as those associated with 
fault zones, need to be accounted for to accurately predict earthflow occurrence.  
 
1.2 Introduction 
In areas of weak, fine-grained bedrock with low to moderate hillslope gradients, 
slow-moving landslides can be the primary drivers of hillslope lowering and the dominant 
source of sediment to river networks (Kelsey, 1978; Schwab et al., 2008; Roering et al., 
2009; Mackey and Roering, 2011). The transport of sediment from hillslopes to river 
networks via slow-moving landslides has direct implications for fluvial erosion and river-
profile evolution (e.g., Kelsey, 1978; Korup, 2006), sedimentation engineering and loading 
(e.g., Brown and Ritter, 1971), and aquatic habitat (e.g. Lisle, 1989; Montgomery, 2004). 
Furthermore, slow-moving landslides can damage roads and structures (e.g., Putnam and 
Sharp, 1940), and pose further hazards to property and life via mobilization into debris 
flows (Reid et al., 2003).  
We use the terms slow-moving landslides and earthflows interchangeably to refer 
to active hillslope mass failures involving non-turbulent downslope movement of hillslope 
material, typically at rates of millimeters to meters per year (Cruden and Varnes, 1996). 
These landslides can exceed 5 m in depth, deform via a combination of basal sliding and 
internal deformation, can be continually active for periods of years to centuries, and are 
distinct from rapid, catastrophic landslides that occur over periods of seconds to minutes 
(e.g., Kelsey, 1978; Bovis and Jones, 1992; Coe et al., 2003; Mackey and Roering, 2011). 
Earthflow thickness is commonly assumed to extend to near the base of the zone of 
weathered bedrock (e.g., Swanson and Swanston, 1977; Trotter, 1993; Booth and Roering, 
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2011), resulting in transport of both weathered bedrock and soil. Since earthflows require 
readily available material to transport, the bedrock weathering rate may limit earthflow 
activity (Mackey and Roering, 2011).  
While the kinematics and mechanics of individual earthflows have been studied for 
over 70 years (e.g., Putnam and Sharp, 1940; Hutchinson and Bhandari, 1971; Kelsey, 
1978; Keefer and Johnson, 1983; Iverson and Major, 1987; Angeli et al., 1996; Schulz et 
al., 2009), the controls on the spatial distribution of active earthflows are still poorly 
understood. In comparison, the spatial distribution of large catastrophic landslides has been 
widely shown to depend on uplift rates, climate, lithology, topography, rock structure, and 
seismicity (e.g., Keefer, 1984; Gabet et al., 2004; Roering et al., 2005). Similarly, the 
locations of smaller shallow landslides frequently correlate with soil depth, drainage area, 
convergent topography, intense precipitation, and removal of vegetation (e.g., Montgomery 
and Dietrich, 1994; Dietrich et al., 1995; Montgomery et al., 2000; Schmidt et al., 2001). 
Although slow-moving landslides are known to preferentially occur in Mediterranean-type 
climates with moderate hillslope gradients and mechanically weak sedimentary rock (e.g., 
Kelsey, 1978; Keefer and Johnson, 1983), there are numerous landscapes with these 
environmental conditions where active earthflows are not present, as well as mountainous 
areas with more extreme climates which feature active earthflows (e.g., Angeli et al., 1996; 
Leprince et al., 2008; Schulz et al., 2009). Where earthflows do occur, they tend to cluster 
spatially (e.g., Kelsey, 1978; Keefer and Johnson, 1983), suggesting some combination of 
environmental factors is required for extensive earthflow activity (Mackey and Roering, 
2011). Understanding the controls on the spatial distribution of slow-moving landslides is 
needed to assess their contribution to erosion and landscape morphology, which in turn are 
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essential inputs to landscape evolution modeling (e.g., Tucker and Hancock, 2010), 
geomorphic transport laws (Dietrich et al., 2003), and hazard analysis (e.g., Radbruch-Hall 
et al., 1982).  
The spatial distribution of earthflows may be influenced by a number of geologic, 
biologic, climatic, and topographic factors including, but not limited to, rock type, rock 
strength, bedrock fracture density, bedrock weathering rate, uplift rate, vegetation type and 
density, precipitation rate and intensity, hillslope azimuthal orientation (i.e., topographic 
aspect), and hillslope gradient (Kelsey, 1978; Keefer and Johnson, 1983; Bovis, 1985; 
Iverson, 1985; Zhang et al., 1993; Mackey and Roering, 2011). The majority of these 
variables have not been explored in a systematic way, and, in most cases, it is difficult to 
link earthflow distribution to a certain process. For example, several studies note a 
preference for earthflow occurrence on south facing hillslopes (e.g., Putnam and Sharp, 
1940; Kelsey, 1978; Mackey and Roering, 2011), but there are competing explanations for 
this dependency including the lack of deep-rooted vegetation (Kelsey, 1978) and 
desiccation cracking (McSaveney and Griffiths, 1987; Mackey and Roering, 2011).  
Here, we focus on two possible controls on the spatial distribution of slow-moving 
landslides that have not been previously explored: the influence of fault zone damage and 
large-magnitude earthquakes. Discrete seismic events along faults create a near-fault zone 
of fractured and pulverized rock (e.g., Chester and Logan, 1986; Ben-Zion and Sammis, 
2003; Dor et al., 2006; Mitchell et al., 2011; Savage and Brodsky, 2011). The width of this 
damage zone varies, but can range from intense fracturing at the meter to hundreds-of-
meter scale centered on the fault trace, with less intense fracturing extending several 
kilometers from the fault at the Earth surface (e.g., Fialko et al., 2002; Ma, 2008; Finzi et 
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al., 2009; Savage and Brodsky, 2011). Fault damage zones influence erosional processes 
(Wechsler et al., 2009), and one hypothesis we explore herein is that these zones may be 
favorable for slow-moving landslides due to reduced bulk-rock strength and the presence of 
bedrock fractures. However, an alternate hypothesis is that rapid, catastrophic landslides, 
which commonly occur following large earthquakes (e.g., Lawson, 1908; Keefer, 1984; 
Malamud et al., 2004), may preferentially remove fractured and weathered rock from the 
fault damage zone (e.g., Parker et al., 2011), leaving behind stronger bedrock in which 
earthflow formation is minimized.  
 To test these two competing hypotheses for fault zone controls on the spatial 
distribution of earthflows, we investigated the central portion of the San Andreas Fault 
(SAF) in central California, where fault zone damage can be isolated from large co-seismic 
landslides due to the presence of a “creeping” section of the fault that lacks large 
earthquakes.  We use airborne interferometric synthetic aperture radar (InSAR) to map 
slow-moving landslides along the creeping section of the central SAF (Fig. 1.1), and 
compare these results to 1) earthflows in northern California, which occur in a similar 
lithology, but under different climatic and tectonic conditions (Mackey and Roering, 2011), 
and 2) earthflows (or a lack thereof) along the locked section of the central SAF. We begin 
by providing a description of the study area and the methods employed in processing and 
analyzing the airborne InSAR data. Next we present results on the morphologic 
characteristics of the earthflow population; seasonal changes in earthflow activity; the 
observed spatial distribution of active landslides in relationship to geologic, climatic, and 
topographic variables; and comparison to earthflows in northern California. Finally, we 
explore the role of reduced rock strength in the SAF damage zone as a possible mechanism 
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for the observed earthflow spatial distribution, and compare earthflow distributions in the 
creeping versus locked sections of the SAF to examine the influence of large-magnitude 
earthquakes.  
 
1.3 Study area 
The region bounding the creeping section of the San Andreas Fault in central 
California provides an ideal location to investigate the influence of fault damage zones and 
seismicity on the spatial distribution of earthflows. The area is subject to a common 
tectonic history and features many previously unmapped slope failures with morphologies 
characteristic of slow-moving landslides. The landslides occur dominantly along a narrow 
zone running parallel to the SAF, thus providing a long, linear swath ideal for spatial 
analysis (cf. Hilley and Arrowsmith, 2008). We examine the spatial distribution of active 
earthflows over a ~145-km-long by 22-km-wide swath parallel to (and approximately 
centered on) the creeping segment of the San Andreas Fault (Fig. 1.1).  
The SAF is a right-lateral strike-slip fault and is divided into locked sections that 
exhibit stick-slip behavior due to large-magnitude earthquakes, and a creeping section that 
exhibits near continuous deformation. The creeping section of the San Andreas Fault 
extends north-northwest from Parkfield, CA to San Juan Bautista, CA and creeps at a rate 
of ~3 cm/yr (Savage and Burford, 1973; Burford and Harsh, 1980; Titus et al., 2005; 
Roladone et al., 2008; Ryder and Bürgmann, 2008) (Fig. 1.1). North and south of the 
creeping section, the fault is locked and generates relatively large-magnitude earthquakes, 
while within the creeping section there are small (Mw<4) but frequent earthquakes (e.g., 
Nadeau and McEvilly, 2004).  
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Rock type southwest of the creeping section of the SAF consists of marine 
sandstones, mudstones, and shales dominantly from the Pancho Rico, Santa Margarita, and 
Monterey Formations. Lithology northeast of the fault consists of Franciscan mélange, 
serpentinite, marine sandstone of the Etchegoin Formation, and shales of the Monterey, 
Gravelly Flat, and Panoche Formations (Dibblee, 2005; 2006; 2007a-j). The area southwest 
of the fault is characterized by low-relief rolling hills (up to ~200 meters ridge to valley 
relief), while the area northeast of the fault is steeper and of higher relief (up to ~900 m 
ridge to valley relief), which may be due to more competent bedrock. Average annual 
precipitation, as measured by rain gauges, ranges from approximately 225 – 500 mm/yr in 
the study area, with higher average annual levels of precipitation northeast of the SAF 
(Western Regional Climate Center).  
At the southern and northern extent of the San Andreas Fault creeping section, 
seismic data sets show the presence of a low velocity zone up to ~6 km wide at the surface, 
with a wider damage zone on the northeastern side of the fault (e.g., Thurber et al., 1997; Li 
et al., 2004; Lewis et al., 2007). This asymmetry is likely due to lithology differences on 
either side of the fault that induce preferential propagation directions for seismic waves 
(e.g., Ben-Zion and Shi, 2005; Dor et al., 2008). Electromagnetic imaging in the creeping 
section shows areas of low-resistivity overlapping with low seismic velocity zones 
(Unsworth et al., 1999; Bedrosian et al., 2004). Both low seismic velocity and low 
resistivity have been inferred to represent high bedrock fracture density, which acts to 
reduce bulk-rock strength (Bedrosian et al., 2004; Clarke and Burbank, 2010). A fault 
damage zone likely exists throughout the creeping section of the SAF, as measurements of 
fault offset features suggest the SAF has experienced 300 – 320 km of cumulative 
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displacement (compared to the approximately 150 km length of the creeping zone), 
ensuring that material currently in the creeping section has previously passed through 
locked portions of the fault subject to stick-slip behavior (Huffman, 1972; Matthews, 1976; 
Graham et al., 1989; Revenaugh and Reasoner, 1997). 
 
1.4 Airborne InSAR acquisition and processing 
We mapped active earthflows using InSAR data that were acquired by the 
Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR) system, which is 
operated by NASA’s Jet Propulsion Laboratory, and are publicly available from the Alaska 
Satellite Facility (http://uavsar.jpl.nasa.gov/). UAVSAR is a left-looking, L-band (24-cm 
wavelength, 1.25 GHz), fully polarimetric, repeat-pass-capable SAR system that, at the 
time of data collection, was flown aboard a NASA Gulfstream III aircraft. The system is 
capable of collecting data with a 1.9 m range (cross-track) and 0.8 m azimuth (along-track) 
resolution (Hensley et al., 2009b). The use of an airborne platform distinguishes UAVSAR 
from more conventional spaceborne SAR systems (e.g., ALOS, ERS, etc.), which typically 
provide greater spatial coverage at the expense of coarser resolution, fixed flight tracks, and 
fixed repeat-pass times. 
Compared to data acquired from satellites, random aircraft motions complicate the 
processing task, and are, to a significant degree, accounted for using data from UAVSAR’s 
native differential GPS system and inertial navigation unit, which operate in conjunction 
with the precision autopilot system. The centimeter-scale residual motion between aircraft 
repeat passes (i.e., residual interferometric baseline) that is uncompensated for using 
onboard metrology data is estimated from the imagery registration information between the 
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two InSAR passes to generate geodetically useful data (Hensley et al., 2009a). Small 
residuals can remain after this process, but because UAVSAR maintains a very small 
baseline (typically less than 2 m) interferometric noise (decorrelation) is primarily due to 
temporal variations in the study area.  
UAVSAR data are geo-located and typically averaged over a 3 x 12 (range x 
azimuth) pixel window prior to public distribution to give a usable resolution of 5.7 m in 
range and 9.6 m in azimuth. Unwrapped interferograms are available with the UAVSAR 
repeat-pass interferometry (RPI) data, but we chose to unwrap the interferograms ourselves 
using the Statistical-Cost, Network-Flow Algorithm for Phase Unwrapping (SNAPHU) 
(Chen and Zebker, 2000;2001;2002) software suite, because the high relief in the study 
area yields branches of low interferometric correlation (high noise) which can cause the 
standard unwrapping algorithm used in the UAVSAR processing chain to neglect large 
portions of usable data. We filtered the interferograms using the Goldstein-Werner filtering 
method (filtering exponent = 0.5, filtering window = 3 x 3, and interferometric correlation 
estimation window = 5 x 5) (Goldstein and Werner, 1998) prior to unwrapping with 
SNAPHU and we excluded data that have interferometric correlation values less than 0.3 
(Rosen et al., 2000; Simons and Rosen, 2007).  
 
1.5 Earthflow morphology and bulk characteristics 
1.5.1 Methods 
Even with high resolution imagery and topographic data, it can be difficult to 
differentiate between active and dormant earthflows which can retain morphological 
signatures of movement long after flowing has ceased (Mackey et al., 2009; Mackey and 
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Roering, 2011). To objectively identify active features, we mapped landslides within the 
spatial extent of UAVSAR line 14003 (heading 140˚ from north), which runs parallel to the 
creeping section of the SAF (Fig. 1.1, Table 1). We also used ~1 m2 resolution aerial 
photographs (Bing Maps, http://www.bing.com/maps/) which are accurately orthorectified 
within ESRI ArcMap 10, and a 10 m resolution (National Elevation Dataset, 
http://ned.usgs.gov/) digital elevation model (DEM) with vertical accuracy of 2.4 meters 
(Gesch et al., 2002; Gesch, 2007). Because InSAR measurements are only sensitive to the 
component of motion along the radar line-of-sight (LOS), we examined an additional 30 
interferograms generated from UAVSAR flight lines that were flown perpendicular to the 
SAF (Table 1). We note that the majority of active landslides documented herein are 
observable in the interferograms formed from UAVSAR flight line 14003. The high 
resolution of airborne InSAR and ability to fly at any desired heading allows 
documentation of deformation on small active earthflows (> 50 m in width). The data set 
includes three different lines-of-sight covering different lengths of time (~0.5 years to 
almost 2 years repeat pass time). 
 We identified active landslides as areas that showed a departure from the background  
interferogram phase and were coincident with morphometric features (observed in high-
resolution aerial images) indicative of slow-moving landslides (e.g., lateral margins, 
pressure ridges, and hummocky terrain (Kelsey, 1978; Cruden and Varnes, 1996; McKean 
and Roering, 2004; Booth et al., 2009; Mackey and Roering, 2011)). To minimize false-
positives in active landslide classification, we required both characteristic earthflow terrain 
in aerial images and motion revealed by InSAR for identification. Field reconnaissance of 
InSAR-identified earthflows revealed deformed roads and active highway maintenance as 
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additional evidence of recent activity (Fig. 1.2). The majority of identified earthflows 
exhibited increased velocity during winter months as is commonly observed for slow-
moving landslides (discussed below), suggesting that InSAR detected true landslide 
motion. Finally, we note the absence of large landslide scars within the study area, 
suggesting that the earthflows are not related to rapid, catastrophic landslides. 
1.5.2 Earthflow slope distribution 
We identified a total of 150 slow-moving landslides that were active within the 
study region between May 2010 and July 2011. These landslides vary in active width from 
~50 to 1,500 m, active length from ~100 to 2,500 m, active area from ~0.005 to 2 km2, and 
show a lognormal distribution of areal extent (Fig. 1.3). Mean earthflow slope (defined as 
the mean of all slope values calculated on a pixel by pixel basis within an earthflow) is 
limited to a narrow range (0.32   0.1; mean   1 sigma standard deviation) (Fig. 1.4A). 
We interpret the narrow slope distribution of earthflows to suggest slow-moving landslides 
may regulate hillslope gradients and create threshold hillslopes (e.g., Carson and Petley, 
1970; Burbank et al., 1996; Mackey and Roering, 2011). That is, when hillslopes exceed a 
threshold angle, gravitational stresses become large enough to induce earthflow activity; 
earthflows then advect material downslope until the hillslope gradient falls below a 
threshold angle and movement ceases due to the reduction in gravitational stress. This 
finding is significant as threshold hillslopes are typically associated with rapid landsliding 
(e.g., Burbank et al., 1996; Larsen and Montgomery, 2012) which limit hillslope gradients 
to slopes of approximately 0.6 (~30°) (e.g., Roering et al., 2001; Binnie et al., 2007; 
Ouimet et al., 2009), compared to earthflows which appear to limit hillslopes to much 
lower gradients (i.e., slopes of ~0.3). 
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A complication to the threshold hillslope hypothesis above is our observation of 
earthflow slope varying inversely with landslide areal extent (Fig. 1.3). Assuming 
earthflow area scales with landslide thickness, as has been shown for rapid-landslides (e.g., 
Larsen et al., 2010), thicker earthflows failing at lower slopes suggests earthflows initiate 
movement at a threshold basal shear stress rather than a threshold slope. However, this is a 
second order effect in our study area, as mean earthflow slope decreases by a factor of 
approximately one third over two orders of magnitude change in landslide areal extent.  
We compared the slope distributions of earthflows in this study to another 
population of 122 slow-moving landslides within the Eel River watershed in northern 
California (Mackey and Roering, 2011). The Eel River watershed has similar lithology to 
our study site (most earthflows occur in Franciscan Complex mélange), with ~2-3 times 
greater annual average precipitation rates, and slightly higher vegetation densities (Mackey 
and Roering, 2011). Both populations of earthflows show narrow distributions of mean 
earthflow slope, and have statistically indistinguishable mean slope distributions (p = 0.62 
in a two-sample t-test at 5% confidence level, Fig. 1.4B). The observation of earthflow 
populations in distinct climates and tectonic regimes with indistinguishable hillslope 
gradient distributions further supports the idea that earthflows set threshold hillslopes. 
1.5.3 Earthflow aspect distribution 
Earthflows along the SAF occur dominantly on southwest facing slopes of ~170 – 
250° aspect (Fig. 1.4C). The aspect dependence could be influenced by the distribution of 
slopes adjacent to the SAF, where earthflows are most common; however, southwest facing 
hillslopes only account for one third of the terrain immediately adjacent to the SAF 
compared to the approximately two thirds of earthflows with average aspects of 170-250° 
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(Fig. 1.4). Additionally, although the southwest aspect of earthflows matches the radar 
LOS of the line 14003 interferogram, the observed aspect dependence should not be an 
artifact of limited radar LOS diversity as we mapped landslides using interferograms with 
three different LOS directions, thereby eliminating bias due to a single imaging geometry. 
Southwest aspect dependence could arise due to increased solar insolation on south facing 
hillslopes which induces desiccation cracks facilitating water flow to the earthflow failure 
plane (McSaveney and Griffiths, 1987; Mackey and Roering, 2011), or due to an absence 
of deep-rooted vegetation on south facing hillslopes which increases hillslope susceptibility 
to rapid-landslides (e.g., Montgomery et al., 2000; Schmidt et al., 2001; Roering et al., 
2003) and has been argued to apply to earthflows (Kelsey, 1978; Zhang et al., 1993). We 
note that southwest hillslopes observed here lack trees or other deep-rooted vegetation 
(both on stable and active terrain), and the southwest aspect dependence of earthflows is 
more pronounced than that found by Mackey and Roering (2011) (Fig. 1.4D). This may be 
due to more systematic variation in vegetation with aspect in our study area compared to 
Mackey and Roering (2011), who found no systematic difference in vegetation cover 
between hillslope directions in their study area, and would thus suggest that both lack of 
deep-rooting vegetation and increased solar insolation are important factors for predicting 
earthflow spatial distribution. Interestingly, Beaty (1956) noted a preference for earthflows 
on north facing hillslopes near Berkeley, CA, and argued that reduced solar insolation on 
north facing hillslopes allowed increased moisture retention. In our study area, we see no 
preference for earthflows on north facing hillslopes, suggesting that vegetation and solar 
insolation-induced desiccation cracking may be more important in controlling earthflow 




1.6 Earthflow velocities 
1.6.1 Methods 
The study area is characterized by an increase in precipitation during winter months 
(Fig. 1.5), and comparison between the May 11, 2010 – November 16, 2010 line 14003 
interferogram (hereafter referred to as the “summer interferogram”) and the November 16, 
2010 – July 12, 2011 line 14003 interferogram (hereafter referred to as the “winter 
interferogram”, see Table 1 for full interferogram identifications) allowed us to document 
changes in earthflow activity, spatial extent, and velocity between a relatively dry and a 
relatively wet period. 
 LOS velocities for individual earthflows were calculated for the fault-parallel  
interferograms by locally subtracting the mean phase value of the area around the landslide 
from the unwrapped interferogram. Since InSAR only measures LOS velocity, we do not 
know true downslope earthflow velocities. However, the majority of landslides are oriented 
at similar angles with respect to the radar LOS direction, thus allowing meaningful relative 
comparison of LOS velocities between earthflows. 
In order to examine the total number of earthflows that showed an increase in LOS 
velocity, we compared the distribution of the ratio vw/vs, where vw and vs are the median 
LOS velocities of a given landslide in the winter and summer interferogram, respectively. 
We excluded all areas with interferometric correlation of less than 0.3 in our analysis of 
velocity and defined a value, a*, representing the fraction of a given earthflow area with 
interferometric correlation values greater than 0.3; for example, a value of a* = 0.9 means 
90% of the pixels within the earthflow areal extent have interferometric correlation > 0.3.  
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1.6.2 Seasonal controls on earthflow velocity and areal extent 
Comparisons between the winter and summer interferograms showed that both 
landslide velocity and areal extent tend to increase in the wetter (i.e., winter) period (cf. 
Calabro et al., 2010). For example, a seasonal increase in individual earthflow activity is 
clearly illustrated for a large landslide in the study area where we observed that the winter 
interferogram showed downslope movement in many portions of the earthflow not active in 
the summer interferogram, as well as 25-200% increase in LOS velocity relative to the 
summer interferogram (Fig. 1.6).  
We found that approximately 75% of earthflows showed an increase in median 
velocity (vw/vs > 1) between the summer and winter interferograms, with many landslides 
more than doubling velocity, and a maximum rate of increase of velocity of vw/vs = 10.2 
(Fig. 1.7A). The calculated increase in median velocity was not particularly sensitive to 
values of a*, except at very high a* values where low sample size may have introduced 
error (Fig. 1.7B). We also note that when examining the 90th LOS velocity percentile, 
greater than 80% of earthflows are interpreted to have increased in velocity in the winter 
interferogram, and there is a slightly stronger dependence on a* (Fig. 1.7C).  
We interpret the observed increase in velocity and earthflow areal extent in the 
winter interferogram as due to winter precipitation that increased pore-water pressure 
within earthflows (e.g., Iverson and Major, 1987; Schulz et al., 2009). Seasonal, 
precipitation-driven increases in earthflow velocity have been well documented for several 
individual and small groups of earthflows (e.g., Putnam and Sharp, 1940; Angeli et al., 
1996; Coe et al., 2003; van Asch, 2005; Calabro et al., 2010), but no study, to our 
knowledge, has documented such behavior across an entire study area. The increase in 
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areal extent of active earthflows in the wet period suggests the possibility of a yield 
strength, whereby portions of an individual landslide can switch between active and 
inactive.  
 
1.7 Spatial distribution of earthflows 
1.7.1 Methods 
In order to examine controls on the spatial distribution of active earthflows along 
the creeping section of the SAF we divided the study area into sets of evenly spaced SAF-
parallel and SAF-perpendicular swaths for which we calculated zonal statistics of earthflow 
activity, topographic metrics, precipitation metrics, and rock type. This analysis was 
designed to test for confounding variables that may explain the distribution of earthflows 
independent of the association with the SAF. The fault-perpendicular swaths are 4 km 
(along-fault) by 12 km (cross-fault) and extend along the full ~145 km length of the study 
area (Fig 8A). The fault-parallel swaths are 1 km (cross-fault) by 75 km (along-fault) 
extending approximately from Parkfield, CA to Bitterwater, CA (Fig. 1.8B). Both sets of 
swaths were selected so that the majority of active landslides would be included within the 
swaths, but small enough so that landslide-prone areas and landslide absent areas were not 
included within a single swath. For each swath segment we calculated the percent of terrain 
that was actively deforming, the mean hillslope gradient (from the 10 m NED DEM), the 
fraction of southwest facing hillslopes, the total precipitation over the study period (May 
2010 - July 2011, estimated for 4x4 km grid cells by a spatial climatic interpolation 
(PRISM Climate Group, Oregon State University)), maximum predicted seven-day rainfall 
intensity for a two-year recurrence interval period (estimated for ~0.9 x 0.9 km grid cells by 
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a spatial climatic interpolation (Perica, 2011)), and the fraction of the dominant regional 
rock types (sandstone, mudstone, shale, and Franciscan mélange) exposed within each 
swath segment. Lithology was mapped by digitizing major units in 13 geologic maps along 
the SAF (Dibblee, 2005;2006;2007a-j); each unit was characterized by its dominant 
lithology. 
In addition to the above variables, we also compared measures of seismicity to 
earthflow occurrence within swaths along the creeping section of the SAF in order to 
investigate if an anti-correlation exists between large-magnitude earthquakes and earthflow 
activity as suggested above. We used peak ground acceleration (PGA) as a ground motion 
variable to represent seismicity because catastrophic landslide spatial density following 
large earthquakes has been shown to scale with PGA (Meunier et al., 2007; Meunier et al., 
2008). We calculated PGA at 1 km2 grid cells for all 3576 earthquakes (Mw>0.5) which 
occurred between May 11, 2010 and July 12, 2011 within our study area (the time frame 
corresponding to line 14003 interferograms which were used in landslide mapping), as well 
as for 42731 earthquakes which occurred during a 20-year period from January 1, 1991 – 
December 31, 2010. The 20-year dataset has 33 earthquakes with 4wM  , including the 
2004 Parkfield Earthquake (Mw=6.0). We obtained earthquake magnitudes and locations 
from the Northern California Earthquake Data Center (http://quake.geo.berkeley.edu/), and 
calculated PGA with a generic attenuation law (Boore and Atkinson, 2007) using average 
shear-wave velocity values between 0 and 30 m depth (Vs30) provided by the United States 
Geological Survey at ~1 km2 grid cells which define our PGA grid (http://earthquake-
.usgs.gov/hazards/apps/vs30/). While no attenuation law exists which is calibrated for low-
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magnitude earthquakes (Mw<~5.0), the Boore and Atkinson (2007) model produces PGA 
values that decay with distance from the source, so that the general trends in PGA across 
the study area should hold, even if the exact PGA values are inaccurate. For both sets of 
earthquakes, we computed the median PGA (across all earthquakes) at each grid cell and 
the single maximum PGA value achieved at a grid cell over the study period to compare 
with earthflow distribution. We chose to use maximum and median PGA in order to 
investigate the relative influence of single, large events versus small, frequent events, 
respectively.  
1.7.2 Cross-fault earthflow spatial distribution 
 Active earthflows in the study area are most densely concentrated within a ~2 km  
zone on either side of the SAF between Parkfield, CA and Bitterwater, CA (Fig. 1.1). 
Approximately 60% of landslides occur within 1 km of the fault (~75% occur within 2 km 
of the SAF), and the earthflows are slightly preferentially distributed east of the SAF (Fig. 
1.9). This distribution may be a result of a larger fraction of southwest facing slopes being 
present east of the fault or from asymmetric damage zones along the fault (e.g., Dor et al., 
2006; Lewis et al., 2007; Mitchell et al., 2011). North of Bitterwater we observe nearly all 
earthflows are northeast of the SAF (Fig. 1.8A), coincident with geophysical surveys that 
show relatively weak, fractured rock (Thurber et al., 1997; Bedrosian et al., 2004).  
 Zonal swath mapping parallel to the SAF allows examination of the influence of  
changes in topographic and climatic conditions on earthflow spatial distribution in relation 
to distance from the SAF. Within our fault-parallel swaths, the percent of active terrain 
(i.e., the percent of area occupied by earthflows within a given swath) peaks at ~7% along 
the SAF, and ranges from 0-3% away from the SAF (Fig. 1.10A). Median topographic 
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slope (over the entire area within the swath) is anti-correlated with percent of active terrain, 
dropping to ~0.27 along the SAF, and ranging between ~0.34 – 0.38 away from the fault 
(Fig. 1.10B). Topographic relief is small southwest of the SAF (< ~300 m), increasing to 
maximum values of ~750 m northeast of the SAF (Fig. 1.10C). The percent of swath area 
with southwest facing hillslopes is similar to the percent of active terrain, with a peak at 
~35% near the fault, and dropping to ~22% (the expected value if hillslope aspect is evenly 
distributed) away from the SAF (Fig. 1.10D). Annual precipitation and maximum expected 
seven-day rainfall intensity both show a steady increase from southwest to northeast (Fig. 
1.10E). The distribution of the fraction of Franciscan Complex (dominantly mélange) 
exposed in a swath is similar to the distribution of the percent of active terrain, but there is 
no obvious visual correlation between other lithologies and active terrain (Fig. 1.10F). 
We interpret none of the above metrics as sufficient to fully explain the observed 
cross-fault spatial distribution of earthflows. As earthflows likely suppress the development 
of steeper slopes (discussed above), mean hillslope gradient in earthflow dominated areas is 
partially set by earthflows themselves. Thus we discount the anti-correlation between 
topographic slope and earthflow activity (Fig. 1.10A,B). Hillslope aspect does not appear 
to be a sufficient condition to explain earthflow spatial distribution. If availability of 
southwest facing aspects limits earthflow development we would expect only a slight 
reduction in earthflow spatial density away from the SAF where ~20% of the landscape has 
southwest facing hillslopes, not a drop to almost 0% active terrain. Threshold values of 
relief and precipitation are likely necessary for earthflow activity, but not sufficient 
conditions for earthflow generation, as we observe onset of earthflows coincident with 
increases in relief, annual precipitation, and rainfall intensity. However, we note that relief 
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and precipitation are correlated in nature, and, furthermore, the precipitation interpolations 
used here employ elevation as a predictor of rainfall, thus limiting our ability to determine 
the influences of relief and precipitation independently. Finally, earthflows occur in several 
different rock types which exist throughout the study area, thus lithology does not appear to 
be restricting earthflow extent to areas near the SAF.  
We suggest that the extent of the reduced rock strength and bedrock fracturing 
within the fault damage zone is a primary control on the cross-fault spatial distribution of 
earthflows in our study area. The high density of earthflows within 2 km of the SAF is 
within the range of general theoretical predictions and geophysical measurements for fault 
damage zones widths (Thurber et al., 1997; Fialko et al., 2002; Bedrosian et al., 2004; Ma, 
2008; Finzi et al., 2009), and no other morphometric or climatic variable we analyzed is 
sufficient to explain the cross-fault earthflow spatial distribution. Reduced rock strength 
and high fracture density within the fault damage zone should exist along the entire length 
of the SAF and its splays. Therefore, if fault damage is the determining factor affecting the 
presence of earthflows, we would expect to see earthflow activity outside of the creeping 
zone. 
1.7.3 Along-fault earthflow spatial distribution 
In the along-fault direction, the highest spatial density of earthflows occurs between 
Parkfield, CA and Bitterwater, CA; only one active earthflow was mapped south of 
Parkfield (Figs. 1.1, 1.8, and 1.10G). North of Bitterwater, earthflows decrease in spatial 
density and are mostly northeast of the SAF (with some crossing the Calaveras-Paicines 
fault system) (Figs. 1.1 and 1.8). Zonal swath mapping in the study area perpendicular to 
the SAF shows median topographic slope is lowest south of Parkfield, is consistently 
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between 0.30 – 0.40 for ~100 km north of Parkfield, and falls to ~0.22 at the northeastern 
extent of the study area (Fig. 1.10H). Maximum topographic relief is smallest south of 
Parkfield, increases to ~750 m at ~50 km north of Parkfield, and then slowly decreases 
(Fig. 1.10I). The fraction of terrain with southwest facing aspects is scattered between ~20 
– 30%, but is generally above what is expected for an equal distribution of aspects (~22%, 
Fig. 1.10J). Annual precipitation and rainfall intensity have similar distributions to the 
percent of active terrain, with lows on the southwestern and northeastern extent of the 
creeping section, and peaks between Parkfield and Bitterwater (Fig. 1.10K). There is no 
visual correlation between the distribution of rock type and percent of active terrain (Fig. 
1.10L). As with the fault-parallel swaths above, topographic slope, hillslope aspect, 
precipitation, and lithology do not appear to individually exert a strong control on the 
spatial distribution of earthflows.  
1.7.4 Seismic controls on earthflow spatial distribution within the creeping SAF 
The abrupt increase in earthflow occurrence coincident with the beginning of the 
creeping section of the San Andreas Fault suggests that earthflow spatial distribution may 
be influenced by the lack of large-magnitude earthquakes in the study area. We use the 
fault-perpendicular swaths to test for correlation between spatial density of earthflows and 
seismic ground motion. There is no visual correlation of earthflow occurrence with either 
maximum or median PGA in both the 20-year (1991 – 2011) and 427 day (May 2010 – 
July 2011) sets of earthquakes (Fig. 1.11). In fact, there is a slight anti-correlation between 
earthflow occurrence and maximum PGA for the 20-year period (Fig. 1.11B,D). Anti-
correlation between maximum PGA and earthflow occurrence is consistent with our 
hypothesis that co-seismic landslides produced by large-magnitude earthquakes remove 
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weak material on hillslopes, effectively limiting earthflow source material. If co-seismic 
landslides are on average 1 meter deep and the weathering rate of bedrock averages 0.5 
mm/yr (DeLong et al., 2012), a large earthquake could suppress earthflow development for 
a period of up to 2000 years (i.e., 1 m / 0.5 mm yr-1), if not longer. Under such conditions, 
earthquake data sets extending hundreds to thousands of years would be needed to fully 
capture the relationship between seismic ground-motion and earthflow spatial distribution.  
 
1.8 Discussion 
1.8.1 Mechanisms for fault damage controls on earthflow activity 
We argue that the presence of a fault damage zone is the primary control on the 
cross-fault distribution of earthflows within the creeping section of the SAF, and could 
increase earthflow activity in three ways. First, through decreasing mechanical rock 
strength and thus increasing susceptibility towards hillslope failure (e.g., Molnar et al., 
2007; Clarke and Burbank, 2010). Second, through creating bedrock fractures which act as 
conduits for groundwater and rain flow. Fractures extending to the surface can aid in the 
rapid delivery of rain water to the landslide failure plane and has been suggested as a 
mechanism to increase pore-water pressure resulting in landslide movement (McSaveney 
and Griffiths, 1987; Coe et al., 2003). Third, through higher rates of weathering due to 
increased fracture density (e.g., Molnar et al., 2007). Water and biological organisms, 
which enter bedrock through fractures, enhance weathering via hydrolysis of minerals and 
root-development (Graham et al., 2010). As earthflow failure surfaces are commonly near 
the base of the zone of highly weathered bedrock (e.g., Swanson and Swanston, 1977; 
Trotter, 1993; Booth and Roering, 2011), this process can produce increased availability of 
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earthflow source material and thicker earthflow deposits, thus driving earthflow activity via 
increased gravitational stresses. Increased weathering rates may be particularly important 
as earthflows have been argued to undergo long periods of inactivity while waiting for 
weathering processes to renew sufficient source material for movement to re-initiate 
(Mackey and Roering, 2011). The availability of readily transportable material may be 
especially high for earthflows that cross or have heads abutting the SAF (22% of 
earthflows within our study area, Fig. 1.1B). For these earthflows, the creeping motion of 
the fault may drive landslide activity via lateral advection of material into the earthflow 
sediment source zone at rates faster than background weathering processes. That is, motion 
along the SAF could potentially supply source material to earthflows faster than earthflow 
movement depletes the available supply.  
1.8.2 Do large-magnitude earthquakes suppress earthflow development? 
We showed a potential anti-correlation between earthflows and maximum PGA 
within the creeping section of the SAF and further investigate the hypothesis that large-
magnitude earthquakes inhibit earthflow development by comparing the spatial distribution 
of earthflows in the creeping versus northern locked section of the SAF and its major 
splays (the Hayward and Calaveras faults). North of the creeping section, the SAF passes 
through the Santa Cruz Mountains, eventually entering the Pacific Ocean ~10 km south of 
San Francisco, CA. Earthflows in the Santa Cruz Mountains exist (Wieczorek et al., 2007), 
but are rare, and the area has a high density of rapid-landslides as opposed to earthflows 
(Nolan and Marron, 1985). Similarly, earthflows are not common within the fault damage 
zone of the Calaveras or Hayward faults. Keefer and Johnson (1983) summarized literature 
and conducted extensive aerial and ground-based reconnaissance to identify areas of high 
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earthflow spatial density over a large portion of the San Francisco Bay area, including the 
entire lengths of the Calaveras and Hayward faults. Comparing mapping by Keefer and 
Johnson (1983) with earthflows identified in this study shows earthflows are more 
continuously distributed along the creeping section of the SAF than along the Calaveras 
and Hayward faults (Fig. 1.12). While Keefer and Johnson (1983) mapped an area of high 
earthflow density at the northern extent of the Calaveras and Hayward faults, earthflows 
here extend distances up to 12 km from the fault, suggesting factors besides fault zone 
damage are influencing the earthflow spatial distribution. 
Both the Santa Cruz Mountains and the areas adjacent to the Calaveras and 
Hayward faults feature abundant exposure of Franciscan mélange and other lithologies 
which have been documented to host earthflows (Jennings and Burnett, 1961; Rogers, 
1966), suggesting rock type does not limit earthflow occurrence north of the creeping 
section. To investigate the controls of relief, hillslope gradient, aspect, and annual 
precipitation on earthflow spatial distribution, we performed a swath analysis similar to that 
presented above for the area extending ~2 km on either side of the SAF from the 
Transverse Ranges to the San Francisco Peninsula. These swaths showed that relief, slope, 
and aspect are similar between the northern locked and creeping sections of the SAF, 
although annual precipitation is higher in the former.  
Given the similarity in lithology, topography, and climate between the northern 
locked and creeping sections of the SAF, we expect an equal spatial distribution of 
earthflows within the fault damage zones of both areas. The lack of earthflows within the 
fault damage zone north of the creeping section may be controlled by large-magnitude 
earthquakes which induce co-seismic landslides. The Santa Cruz Mountains experienced 
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many co-seismic landslides during the 1906 San Francisco Earthquake (Mw=7.9) and the 
1989 Loma Prieta Earthquake (Mw=6.9) (Lawson, 1908; Keefer, 2000). Similarly, 
paleoseismology on the Hayward Fault shows large-magnitude earthquakes have a 
recurrence interval of ~160 years, with the last earthquake in 1868 (Mw=6.8) (Lienkaemper 
et al., 2010), and that there have been 13 Mw>5 earthquakes on the Calaveras Fault in the 
past 150 years (Oppenheimer et al., 1990; Manaker et al., 2003). Co-seismic landslides 
associated with these large-magnitude earthquakes may preferentially remove weathered 
and fractured bedrock from hillslopes, thus limiting the availability of source material for 
earthflow transport, and suppressing earthflow development. This last point is difficult to 
unambiguously prove as climatic, topographic, and geologic conditions vary when moving 
from the creeping to the locked sections of the SAF (Fig. 1.13). For example, heavy rainfall 
associated with an El Niño year (1997-1998) produced a large number of rapid landslides 
in the Santa Cruz Mountains (Baum et al., 1999), suggesting that rainfall-induced shallow-
landsliding may also limit earthflow source material. Similarly, Keefer and Johnson (1983) 
show areas of high earthflow density outside of the fault damage zone, perhaps driven by 
increased regional precipitation in the San Francisco Bay area which could allow earthflow 
development despite increased rock strength. Ultimately, the competing influences of 
topography, climate, lithology, rock strength, and seismicity all can affect earthflow spatial 
distribution.  
Comparing earthflow distribution between the creeping and southern-locked 
sections of the SAF is difficult. At the southern extent of the creeping section, co-seismic, 
rapid landslides have been documented for the 1966 and 2004 Parkfield Earthquakes (both 
Mw=6.0) (Brown et al., 1967; Rymer et al., 2006). Unfortunately, despite observing the 
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southern extent of our mapped earthflows coincident with the onset of co-seismic 
landslides, we are unable to test the anti-correlation of earthflows and seismicity in this 
region. Our swath analysis showed relief, hillslope gradient, and precipitation decrease 
south of the creeping section of the SAF, as the SAF enters a broad, low relief valley (Fig. 
1.13). Thus, topography and climate in the southern locked section is not suitable for the 
generation of earthflows, regardless of the degree of seismicity.  
We interpret the observed earthflow spatial distribution within the creeping section 
of the SAF to be a unique case where low regional precipitation and the absence of large-
magnitude earthquakes limits the spatial distribution of slow-moving landslides to the 
reduced rock strength and high fracture density fault damage zone, thus allowing a test of 
rock strength and bedrock fracture controls on earthflow spatial distribution. It is possible 
that under changing environmental conditions (for example, increased precipitation) 
earthflows could become more frequent in areas outside of the fault damage zone of the 
creeping SAF. In such a scenario, earthflows within the fault damage zone may occur at 
lower slopes due to decreased rock strength. 
We find that faulting introduces competing influences that can both promote and 
suppress the occurrence of slow-moving landslides through reduced rock strength and 
large-magnitude earthquakes, respectively. These processes should be accounted for in the 
development of landscape evolution models and geomorphic transport laws, which 
incorporate earthflow processes. Future work on the relative influences of tectonics, 
climate, topography, and lithology is needed to develop a robust model to predict the 
spatial distribution of earthflows, similar to previous work for shallow-landslides (e.g., 





We use a combination of airborne InSAR and high-resolution aerial images to map 
the occurrence and extent of active, slow-moving landslides in a ~145 by 22 km swath 
centered on the creeping portion of the San Andreas Fault, CA. The majority of mapped 
landslides show high interferometric correlation and display seasonal increases in line-of-
sight velocity corresponding to periods of increased precipitation. The earthflows occur 
dominantly with mean hillslope gradients near 0.32, suggesting slow-moving landslides 
create threshold hillslopes at slope angles significantly lower than commonly assumed for 
rapid-landslides. We find a strong association between earthflow occurrence and distance 
from the SAF, with ~75% of mapped landslides occurring within 2 km of the fault trace. 
This zone corresponds to theoretical predictions and field measurements of the surficial 
extent of the San Andreas Fault damage zone. The observed spatial distribution of 
earthflows cannot be explained by topographic metrics, rock type, or climate alone. Instead, 
we suggest the extent of the fault damage zone locally controls the spatial distribution of 
earthflows along the creeping section of the SAF. The fault damage zone features fractured 
and pulverized rock which reduces bulk-rock strength, increases bedrock permeability, and 
may increase bedrock weathering rates (and hence, earthflow thickness), all of which 
promote earthflow activity. Earthflows occur at lower spatial densities north of the creeping 
section, perhaps as a result of large-magnitude earthquakes inducing co-seismic landslides 
that suppress earthflow development via removal of earthflow source material from 
hillslopes. We suggest that reduced rock strength, bedrock fracturing, threshold 
precipitation and relief, fine-grained rock, and possibly the absence of large-magnitude 
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earthquakes are necessary conditions for earthflow development in central California. None 
of these variables alone are sufficient for earthflow formation, but in certain cases a single 
variable can exert a strong control. 
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05016 50 26-Oct-09 18-Nov-10 387 SanAnd_05016_09085-012_10082-004_0387d_s01_L090_01
05016 50 26-Oct-09 21-Apr-11 541 SanAnd_05016_09085-012_11015-003_0541d_s01_L090_01
05016 50 20-Feb-09 18-Nov-10 635 SanAnd_05016_09007-018_10082-004_0635d_s01_L090_01
05018 50 18-Nov-10 21-Apr-11 154 SanAnd_05018_10082-002_11015-001_0154d_s01_L090_01
05018 50 13-Nov-09 18-Nov-10 370 SanAnd_05018_09089-001_10082-002_0370d_s01_L090_02
05020 50 13-Nov-09 18-Nov-10 370 SanAnd_05020_09089-003_10082-000_0370d_s01_L090_01
05022 50 13-Nov-09 16-Nov-10 367 SanAnd_05022_09089-005_10081-001_0367d_s01_L090_01
05022 50 13-Nov-09 12-May-11 544 SanAnd_05022_09089-005_11027-010_0544d_s01_L090_01
05024 50 13-Nov-09 16-Nov-10 367 SanAnd_05024_09089-007_10081-003_0367d_s01_L090_01
23009 230 3-May-10 21-Apr-11 353 SanAnd_23009_10034-004_11015-010_0353d_s01_L090_01
23011 230 3-May-10 21-Apr-11 353 SanAnd_23011_10034-006_11015-008_0353d_s01_L090_01
23011 230 26-Oct-09 18-Nov-10 387 SanAnd_23011_09085-007_10082-009_0387d_s01_L090_01
23013 230 18-Nov-10 21-Apr-11 154 SanAnd_23013_10082-007_11015-006_0154d_s01_L090_01
23013 230 26-Oct-09 18-Nov-10 387 SanAnd_23013_09085-009_10082-007_0387d_s01_L090_01
23015 230 18-Nov-10 21-Apr-11 154 SanAnd_23015_10082-005_11015-004_0154d_s01_L090_01
23015 230 26-Oct-09 18-Nov-10 387 SanAnd_23015_09085-011_10082-005_0387d_s01_L090_01
23017 230 13-Nov-09 18-Nov-10 370 SanAnd_23017_09089-000_10082-003_0370d_s01_L090_01
23019 230 13-Nov-09 18-Nov-10 370 SanAnd_23019_09089-002_10082-001_0370d_s01_L090_01
*Heading is aircraft flight direction in degrees from north
†Full interferogram ID refers to the NASA Jet Propulsion Lab identification code as listed at http://uavsar.jpl.nasa.gov/
San Andreas Fault parallel interferograms
San Andreas Fault perpendicular interferograms
TABLE 1: UAVSAR INTERGEROGRAMS USED IN THIS STUDY 46







































































































































Figure 1.1: (A) Location map showing the study area including active earthflows (pink dots), the 
San Andreas Fault (SAF) and Calaveras Fault (CF) (red lines), towns along the SAF (black 
squares, PF = Parkfield, CA BW = Bitterwater, CA, SJB = San Juan Bautista), and regional rain 
gages (black diamonds, PN = Pinnacles National Monument, KC = King City, PV = Priest 
Valley). The large black outline shows the extent of UAVSAR line 14003, which coincides with 
the extent of our landslide mapping area, yellow shaded area represents extent of Fig. 1B. Other 
UAVSAR lines in Table 1.1 are oriented perpendicular to and partially overlap with the shown 
line 14003 extent. Inset shows location in California. (B) Unwrapped interferogram (line 14003, 
collected May 11, 2010 and 12 July 2011, 427 days elapsed between collections) with black 
outlines indicating mapped active landslides; the SAF is shown in red with arrows indicating 
right-lateral motion. Negative velocities indicate movement opposite the line-of-sight (LOS) 
direction and phase has been converted to m/yr. Arrow indicates radar LOS pointing from aircraft 








































Figure 1.2: (A) and (B) Examples of deformed and fractured roads due to two separate 
earthflows crossing California State Highway 198. Ongoing highway maintenance 
confirms these earthflows are currently active. Note person and orange traffic cone for 
scale in (A) and (B), respectively. (C) Bing Maps aerial photograph showing extent of 
earthflows (black outlines) photographed in (A) and (B); white arrows denote location 
and orientation of photographs. (D) Unwrapped interferogram (line 14003, collected 
November 16, 2010 – July 12, 2011, 238 days elapsed between collections) showing 
movement of earthflows superimposed over high resolution airborne laser swath map-
ping shaded relief map (obtained from OpenTopography; 
http://www.opentopography.org); black arrow indicates aircraft line-of-sight (LOS) 
pointing from aircraft to ground, and contours show elevation in meters above sea level. 
The San Andreas Fault is ~850 m to the southwest from the earthflows shown. Borders 







































Slopes SAF Earthows (this study)
Slopes Eel River Earthows (Mackey and Roering, 2011)
Binned slopes SAF (this study)
Binned slopes Eel River (Mackey and Roering, 2011)
Cumulative probability SAF Earthows (this study)
Cumulative probability Eel River Earthows (Mackey and Roering, 2011)
*
Figure 1.3. Mean slope versus earthflow area and cumulative probability of earthflow 
area for landsides examined in this study and in Mackey and Roering (2011). Small data 
points show individual earthflow slopes, large points are earthflows binned into logarith-
mically spaced slope intervals (with 1σ error bars), and lines show cumulative probabil-
ity distribution. Both the earthflows in this study and in Mackey and Roering (2011) 
show lognormal probability distributions of earthflow area. SAF—San Andreas fault.
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SAF Earthows Eel River EarthowsSAF Study Area
(Mackey and Roering, 2011)(this study) (this study)
Figure 1.4: (A) Histogram of mean slopes of active earthflows (calculated as mean value 
of all slope pixels over the entire earthflow extent) compared with histogram of slopes 
across the entire study area. (B) Histogram of mean slopes for active earthflows in this 
paper (“SAF Earthflows”) compared with those reported by Mackey and Roering (2011) 
(“Eel River Earthflows”). The Eel River Earthflows have a slightly higher mean slope 
and narrower distribution (0.33 +/- 0.1, mean +/- 1 sigma standard deviation) than the 
SAF Earthflows (0.32 +/- 0.1), although the populations are statistically indistinguishable 
(p = 0.62 in a two-sample t-test at 5% confidence level). (C) Histogram of average aspect 
for individual earthflows and the study area as a whole; ~65% of earthflows have aspects 
between 170-250° despite these hillslope aspects encompassing only ~25% of the study 
area. (D) Histograms of aspects of the earthflows examined in this study compared with 
those from Mackey and Roering (2011). For (A) and (B) slope data is binned in 0.04 m/m 
bins, for (C) and (D) aspect data is binned in 10 degrees bins with due north equal to 0 
degrees. Both slope and aspect data calculated from the 10 m resolution National Eleva-
tion Dataset Digital Elevation Model.
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Figure 1.5: Monthly precipitation totals from rain gages near the study area for May 
2010 – July 2011. Solid black and dashed gray line mark the time period covered by the 
summer and winter interferogram respectively. Note the absence of precipitation occur-
ring over much of the summer interferogram interval, and the increased precipitation 
over the winter interferogram interval. See Fig. 1.1 for rain gage locations.
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Figure 1.6: Line-of-sight (LOS) velocity measurements for an example earthflow for the 
(A) winter interferogram and (B) summer interferogram. See Fig. 1.1B for location. LOS 
direction (denoted by black arrow) points from aircraft to ground resulting in negative 
velocity for motion opposite direction of the LOS. Hollow arrow denotes landslide flow 
direction. A-A’ and B-B’ boxes in (A) and (B) show areas over which LOS velocity was 
averaged (over 5 m wide bins placed perpendicular to transect direction) to create velocity 
profiles. Comparison between (C) A-A’ (D) and B-B’ velocity transects show increased 
velocity for the winter interferogram (black line) for both transects; shaded areas show 1 
sigma standard deviation in velocity. Borders show UTM coordinates in (A) and (B); 
speckled appearance of interferograms is due to exclusion of pixels with interferometric 

















































































Figure 1.7: (A) Histogram of vw / vs for a* > 0.5 for all earthflows, where vw and vs are 
the median line-of-sight (LOS) velocity of a given earthflow in the winter and summer 
interferograms, respectively, and a* is the fraction of a given earthflow area with inter-
ferometric correlation values greater than 0.3. (B) Fraction of landslides showing higher 
median LOS velocities in the winter interferogram (i.e., vw / vs > 1) versus a* (black 
line). Gray line shows total number of earthflows for given a* values. (C) Same as (B), 
but for 90th percentile LOS velocities.
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Figure 1.8: (A) Location of San Andreas Fault (SAF) perpendicular swaths (4 km by 12 
km). (B) Location of SAF parallel swaths (1 km by 75 km). In both images white circles 
show location of active earthflows and white lines indicate location of SAF and 
Calaveras/Paicines fault system. Borders show latitude and longitude in decimal degrees.
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Figure 1.9: (A) Cumulative distribution of earthflows as a function of distance from 
the San Andreas Fault (SAF). (B) Probability of occurrence of active earthflows on 
either side of the fault. Note slightly higher probability of earthflow occurrence east of 
the SAF, possibly corresponding to greater fault damage (see text for details). For both 
figures, solid line shows distribution by number of landslides and dashed line is based 
on total landslide area. Distances are measured using the minimum distance between 
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Figure 1.10: Summary statistics on earthflow activity and topography. (A,G) Percent of swath area covered 
by active earthflows. (B,H) Mean local topographic slope for each swath (black line) and median slope of 
all active earthflows (gray dashed line). Mean slope in each swath was calculated ignoring points with 
slopes less than 4 degrees to reduce the effect of non-earthflow terrain (e.g. terraces) which occupied large 
portions of some swaths. (C,I) Average, minimum, and maximum local relief within each swath calculated 
with a 1 km radius moving window. (D,J) Fraction of swath area occupied by topography with hillslope 
aspect between 170-250° (black line). Aspect range corresponds to the peak of observed active earthflow 
aspects (see Fig. 1.4C). Gray dashed line is expected fraction for evenly distributed hillslope directions. 
(E,K) Annual precipitation over the study period (May 2010 – July 2011) as estimated by PRISM data 
(black line and circles, left y-axis) and two-year recurrence interval predicted maximum seven-day rainfall 
intensity as estimated by NOAA (gray line and diamonds, right y-axis) (Percia, 2011). (F,L) Fraction of 
lithology present in each swath for the four major lithologies classified, Franciscan is shaded gray for ease 
in identification. (A-F) are for SAF parallel swaths and (G-L) are for SAF perpendicular swaths, each point 
represents a value for an individual swath. 
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Figure 1.11: Association of ground motion predictions and earthflow activity. (A) 
Fraction of terrain composed of active earthflows for each San Andreas Fault 
(SAF) perpendicular swath segment (same as Fig. 10G). Maximum (B) and 
median (C) peak ground acceleration (PGA) estimated in each swath for all 
earthquakes during the 20-year period from 1991 – 2011 (solid line) and for 
earthquakes corresponding to the time period of UAVSAR measurements (May 
2010 – July 2011, dashed line). (D) Spatial distribution of estimated maximum 
and (E) median PGA for the 20-year (1991 – 2011 period). Black outlines show 
mapped landslide locations, UTM coordinates are indicated on figure borders, 



























































Figure 1.12: Map of the San Andreas Fault (SAF), Calaveras Fault (CF), and Hay-
ward Fault (HF) showing the location of areas of high earthflow density mapped by 
Keefer and Johnson (1983) as digitized from their Fig. 1.1. White dots are earth-
flows mapped in this study. Town abbreviations are same as Fig. 1.1; inset shows 



























































































Figure 1.13: (A) Map of the San Andreas Fault (SAF) from the Transverse Ranges (southern extent) to 
the San Francisco Peninsula (northern extent) showing 4 km (cross-fault) by 5 km (along-fault) SAF 
centered swaths. Borders are UTM coordinates, abbreviations are same as Fig. 1.1. Also shown are 
swath-wide statistics of maximum relief (B), median hillslope gradient (C), fraction of area with 
southwest facing hillslopes (D), and 1971-2000 mean annual precipitation as estimated by PRISM data 
for ~0.8 x 0.8 km grid cells (E). Gray dashed lines in (C) and (D) are median slope of all active earth-
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 Steep streams are a major portion of channel networks and provide a link to 
transport sediment from hillslopes to lower gradient rivers. Despite their importance, key 
unknowns remain, perhaps foremost of which is evaluating, in steep streams, empirical 
laws for fluvial sediment transport developed for low-gradient rivers. To address this 
knowledge gap, we painted sediment in situ over three years to monitor incipient 
sediment motion and sediment patch development in five small (drainage areas of 0.04-2 
km2) and steep (slopes of 5 – 37%) tributaries of Elder Creek, California, USA. We found 
that channel beds organized into size-sorted sediment patches which displayed active 
fluvial transport of gravel annually, consistent year-to-year patch median-grain sizes, 
partial transport of bed material, and significantly higher values of critical Shields stress 
for incipient sediment motion compared to that observed for lower gradient rivers. The 
high critical Shields stresses (up to 0.5 for the median grain size) agree within a factor 
of ~3 to theoretical predictions, which accounts for slope-dependent hydraulics, grain 
hiding, and sediment patches. For grains of approximately the same size as the roughness 
length scale, slope-dependent hydraulics and bed patchiness are the dominant controls on 
critical Shields stress values, while grain hiding is important for grains larger or smaller 
than the roughness length scale. Form drag exists in our monitored tributaries, but has a 
smaller influence than the above effects. Our field observations show fluvial processes 
contribute to sediment mobilization in steep channels which are often considered to be 





2.2 Introduction  
 Sediment transport dynamics and rates in steep streams are important for routing 
sediment from hillslopes to river networks (Benda et al., 2005; Cui and Parker, 2005; 
Grant et al., 1990; Montgomery and Buffington, 1997; Wiele et al., 2007), aquatic habitat 
quality (Buffington et al., 2004; Lisle, 1989; Montgomery, 2004), and landscape 
evolution modeling (Dietrich et al., 2003; Tucker and Hancock, 2010). Nonetheless, the 
role of fluvial processes in conveying sediment through steep channels has received little 
study relative to lower gradient channels (S < 1%, where S is channel bed slope), and may 
differ in important ways (Comiti and Mao, 2012). For example, in steep streams workers 
have emphasized the effects of grain hiding, form drag, slope-dependent incipient motion 
criterion, partial transport, and bed-sediment size patchiness on sediment transport (e.g., 
Church and Hassan, 2002; Lamb et al., 2008b; Mao et al., 2008; Recking, 2009; Yager et 
al., 2012a, b). In addition, recent work has shown that fluvial transport in steep streams 
can account for a large portion of the total sediment flux (e.g., Gomi and Sidle, 2003; 
Mao and Lenzi, 2007; Yager et al., 2012b), yet others have argued that periodic debris 
flows are primarily responsible for transporting sediment in streams with slopes greater 
than about 10% (e.g., Stock and Dietrich, 2003; Stock and Dietrich, 2006). Uncertainty 




Accurate predictions of sediment transport in steep streams require knowledge of 
the conditions for incipient sediment motion, which is often calculated using a critical 
Shields stress (τ*c) (Shields, 1936): 
 * cc s gD
    ,         (2.1) 
where τc is the bed shear stress at incipient motion, s  is the density of sediment,   is 
the density of water, g is acceleration due to gravity, and D is particle diameter. In low-
gradient gravel-bed rivers, a constant value of τ*c   0.045 has been shown to accurately 
predict the conditions for sediment motion (e.g., Buffington and Montgomery, 1997). In 
steep streams (e.g., S > 5%), however, a constant value of τ*c may not be appropriate. For 
example, some theoretical models for incipient sediment motion predict τ*c decreases 
with slope due to the increased component of gravity in the downstream direction (e.g., 
Wiberg and Smith, 1987). Yet, flume data at slopes up to 47% show critical Shields 
stresses increase with channel gradient (e.g., Ashida and Bayazi, 1973; Bathurst et al., 
1984; Mizuyama, 1977; Prancevic et al., 2011).  Field data on incipient motion are 
limited for streams with S > 5%, but also show an increase in critical Shields stress with 
increasing slope up to S = 14% (e.g., Lenzi et al., 2006; Mao and Lenzi, 2007; Mao et al., 
2008; Mueller et al., 2005). Recent models show that the critical Shields stress may 
increase with channel slope due to changes in local flow velocity and turbulent 
fluctuations as the flow depth to grain size ratio decreases (Lamb et al., 2008b; Recking, 
2009). Others suggest increased form drag due to the presence of immobile morphologic 
structures results in larger τ*c with increasing channel slope (e.g., Buffington and 
Montgomery, 1999; Ferguson, 2012; Nitsche et al., 2011; Yager et al., 2012b).  
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Predicting incipient motion and bedload transport in steep channels is further 
complicated by the organization of the channel bed into distinct sediment patches (e.g., 
Dietrich et al., 2006; Paola and Seal, 1995; Yager et al., 2012a). Patches are sediment 
size-sorted areas on the bed which likely form through feedbacks between bed 
topography, shear stress distribution, and sediment transport (Nelson et al., 2009; 
Venditti et al., 2010). For example, Yager et al. (2012) showed that standard models for 
bedload transport developed in low-gradient streams over-predict transport rates by an 
order of magnitude in steep streams (S = 9.8 - 17%) because the models do not account 
for patches of immobile grains. Since the critical Shields stress is sensitive to the ratio of 
grain size to the local bed-roughness (Wiberg and Smith, 1987), the presence of patches 
has led workers to argue that patches with different grain-size distributions within the 
same river reach are mobilized at different bed shear stresses (e.g., Paola and Seal, 1995). 
The mobilization of relatively finer patches at lower bed shear stresses leads to reach-
wide partial transport of sediment (i.e., a portion of the grain-size distribution present on 
the channel bed is absent in the bedload) (Paola and Seal, 1995; Yager et al., 2012a). 
While some have argued that grains within a single patch are all mobilized at the same 
critical shear stress (Paola and Seal, 1995), field data from steep streams suggests 
individual patches experience partial transport, with a preference for mobilizing finer 
grains (Yager et al., 2012a).  At the individual particle scale, grain mobilization is a 
function of both the grain weight and grain size relative to roughness on the bed.  
Relatively coarse grains weigh more than fine grains, but also protrude further from the 
bed, and are thus subject to increased drag and lower friction angles (e.g., Egiazaroff, 
1965; Einstein, 1950; Kirchner et al., 1990; Wiberg and Smith, 1987). These competing 
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effects, termed grain hiding, likely influence the mobilization of distinct grain sizes from 
individual patches.  
In steep streams, accurate incipient-motion predictions likely require 
quantification of the extent of bed patchiness, grain hiding, form drag, and slope-
dependent hydraulics.  There is a general paucity of data on critical Shields stress for 
channels with S > 5%, and no study has attempted to quantify the influence of patchiness, 
grain hiding, form drag, and slope-dependent hydraulics together in a field setting. This 
lack of data has led many modelers to treat steep channels with the same semi-empirical 
expressions (e.g., τ*c   0.045) developed for lower gradient gravel-bed rivers (Lamb et 
al., 2008a; Sklar and Dietrich, 2004; Tsai et al., 2012; Tucker and Hancock, 2010; 
Whipple, 2004).  
Here we present results from monitoring sediment mobilization via painting 
sediment patches and tracking the movement of individual grains in five steep (S = 5 - 
37%) tributary reaches of Elder Creek, California, USA. We use our monitoring data to 
calculate critical Shields stresses and to quantify the effects of bed patchiness, grain 
hiding, form drag, and slope-dependent hydraulics via comparison to theory that allows 
isolation of these variables. In this paper we first introduce the study area and describe 
the study reaches. Second we present methods on monitoring hydraulics and sediment 
transport, including surveying channel geometry, field measurements of flow hydraulics, 
modeling bed shear stress with a non-uniform flow algorithm, and documenting grain 
mobilization via repeat surveys of marked tracer particles and patches. Third we discuss 
results from monitoring, including measured flow discharges and velocities, grain 
mobilization from patches, and travel distances of marked particles. Fourth we present 
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analysis of our data to calculate form drag and critical Shields stresses, and examine 
controls on incipient motion. Finally, we discuss the implications of our analysis for 
predicting grain entrainment and sediment transport in steep streams. 
 
2.3 Study area and monitored tributaries 
 Elder Creek is a small (drainage area of 16.8 km2) tributary of the South Fork Eel 
River located in northern California, USA (Fig. 2.1). The stream hosts a U.S. Geological 
Survey hydrologic benchmark station near its mouth with continuous discharge records 
from 1967 to 2013. The local lithology consists of interbedded arkosic sandstone and 
argillite of the Coastal Franciscan Belt (Jayko et al., 1989). The area has a Mediterranean 
climate with annual average precipitation of approximately ~2 m/yr, the vast majority of 
which falls as rain between the months of December and March (Mast and Chow, 2000). 
Elder Creek watershed is located entirely within the University of California’s Angelo 
Coast Range Reserve, and has been free of grazing, logging, mining, and other 
disturbances since 1959 (the basin had only limited logging during the late nineteenth and 
early twentieth centuries) (Mast and Chow, 2000). While there are no records of modern 
debris flows within the catchment, debris flows have been active in the area in the 
Holocene (Scheingross et al., 2008), and many tributaries are incised into debris flow 
fans near their junction with the main stem of Elder Creek. Cosmogenic dating of modern 
stream sediment yields basin average erosion rates for Elder Creek of 0.16 – 0.18 mm/yr 
(Fuller et al., 2009). 
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 We monitored five tributaries of Elder Creek over three water years from 
September 2007 to July 2010. In order to examine effects of slope and roughness on 
sediment motion we chose reaches spanning a range of channel gradients from 5 to 37% 
and median particle diameters of 57 to 155 mm. These reaches range in drainage area 
from 0.04 to 2 km2, bankfull depths from 0.13 to 0.3 m, and bankfull widths from 1.1 to 
4.1 m (Figs. 2.1 and 2.2, Table 2.1). Study reaches 2 and 4 are located in channels near 
the apex of debris flow fans which are deposited over a strath terrace of Elder Creek; the 
other reaches (1, 3, and 5) are located in channelized valleys. For each tributary, we 
selected short, straight reaches (~20-50 meters in length) for monitoring. All monitored 
reaches were mantled with coarse sediment, including boulders. There is no exposure of 
bedrock in the channel beds within any of the study reaches, and bedrock channel beds 
are rarely exposed in the Elder Creek tributaries in general. Sediment on the surface of 
monitored reaches is organized into distinct size-sorted patches. The steepest channels 
examined here (reaches 1 and 2, slopes of 37% and 18%, respectively) have a cascading 
morphology (in the sense of Montgomery and Buffington, 1997) and include isolated 
areas of soil development and leaf litter accumulation within channels (Figs. 2.2a, 2.2b); 
lower gradient channels have more pronounced step-pool morphology, but also include 
short cascading reaches (Figs. 2.2c, 2.2d, 2.2e).  
 
2.4 Methods 
Calculating critical Shields stresses for gravel entrainment in steep streams 
requires characterization of channel geometry, flow hydraulics, bed roughness, and 
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sediment transport.  In this section we first describe our methods of surveying channel 
geometry and grain size distributions.  Next we discuss our methods for measuring flow 
hydraulics and calibrating a flow algorithm to estimate bed shear stress. Finally we 
describe our methods for documenting sediment transport.   
2.4.1 Channel geometry 
  We surveyed channel geometry with high-resolution ground-based light detection 
and ranging (LiDAR) in reaches 2 and 4; in the remaining three reaches we surveyed 
longitudinal profiles and cross-sections with a stadia rod and hand level.  Points along 
longitudinal profiles were surveyed at high densities to capture breaks in slope due to 
steps, pools, and other structures.  Despite large changes in local slope along a 
longitudinal profile, channel cross-sectional shape remained fairly constant over several 
meters (Fig. 2.2), therefore we spaced cross-section surveys approximately every two 
meters in reaches 1 and 3, and every four meters in reach 5. 
2.4.2 Flow hydraulics 
We measured stream discharge and reach average velocity for six flow events in 
reaches 2 and 4 (Table 2.2) using the salt dilution method whereby salt is injected into a 
stream as a tracer, and discharge is estimated assuming conservation of the tracer mass 
(Elder et al., 1990; Hudson and Fraser, 2005). This method is advantageous compared to 
the traditional slug-injection method as it yields the same results for injection of both dry 
salt and salt dissolved into solution.  For each measurement we injected salt at a distance 
of 7 to 10 channel widths upstream of a conductivity meter.  This length scale is near the 
low end of observed mixing lengths in mountain streams (Day, 1977b), and was chosen 
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to avoid large pools and backwater areas where water could stagnate and compromise the 
reliability of the measurement (Elder et al., 1990; Moore, 2003). A single conductivity 
probe was placed at the center of the channel and we manually recorded stream 
conductivity ensuring a minimum of 25 measurements to accurately characterize the 
passing salt wave (Day, 1977a). Conductivity was converted to salt concentration using a 
laboratory-measured calibration coefficient in stream water. We additionally calculated 
reach-averaged stream velocity based on the travel time from salt injection to the center 
of mass of the passing salt wave (i.e., the ‘centroid velocity,’ (Calkins and Dunne, 1970)).  
For one discharge measurement (reach 5, 17 Feb 2009) we recorded the time of 
peak conductivity following salt injection, but did not make sufficient manual 
conductivity measurements to accurately characterize the shape of the passing salt wave.  
For this reach only, we calculated reach-averaged velocity using the time from salt 
injection to peak conductivity (i.e., the ‘peak velocity’ of Calkins and Dunne (1970)), and 
estimated discharge in the reach as Q = Uwh, where Q is water discharge, U is reach-
averaged flow velocity, and w and h are reach-averaged width and flow depth, 
respectively, measured in the field.   
In addition to measurements of flow hydraulics, we instrumented each study reach 
with a pressure transducer measuring atmospheric and total (atmospheric plus water) 
pressure at 15 minute intervals and a crest stage gage (placed adjacent to the pressure 
transducer and built to US Geological Survey standards (Holmes et al., 2001)) to measure 
peak water stage. These instruments allowed estimation of flow hydraulics for periods 
when we were unable to make manual measurements.  
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2.4.3 Modeling bed shear stress 
In low-gradient streams, bed shear stress is often estimated assuming steady, 
uniform flow (i.e., τ = ρgRS, where τ is bed shear stress and R is the hydraulic radius); 
however, these assumptions may be invalid in the steep streams examined here which 
have flow cascading over steps and chutes. Instead, we used a non-uniform flow 
algorithm, HEC-RAS (Hydrologic Engineering Center River Analysis System, available 
at http://www.hec.usace.army.mil/software/hec-ras/), to estimate bed shear stress.  HEC-
RAS has been used successfully by others in channels with S > 1% (e.g., Church and 
Hassan, 2002; Thompson and Croke, 2008), and is convenient to use as it can model 
transcritical flow. HEC-RAS should be used with caution for S > 10% (reaches 1 and 2) 
where the gradually varied flow and hydrostatic assumptions used in the model may be 
invalid (US Army Corps of Engineers, 2010, pg. 2-20 to 2-21); however, available codes 
for rapidly varying, non-hydrostatic flows do not exist, to our knowledge. Here we 
describe the procedures for calibration of our flow algorithm with manually measured 
flow depths, velocities, and discharges.  
Channel geometry for HEC-RAS was taken from our field surveys where each 
survey point in the long profile was used as a node (i.e., cross-section) within the model 
(Fig. 2.3).  In reaches 1, 3, and 5 we did not survey a cross-section at each node within 
the longitudinal profile, and instead used the surveyed cross-section associated with the 
nearest node as the input to HEC-RAS based on our observation that variations in cross-
section geometry was small over the scale of ~2-4 m compared to changes in river-bed 
elevation.  This resulted in a high density of nodes within HEC-RAS sufficient to capture 
steps and other breaks in slope which affect flow hydraulics (Fig. 2.3, Table 2.3).  For all 
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modeling, we set the upstream and downstream boundary conditions to critical depth 
based on the observations of steps and overspilling flow (e.g., Rouse, 1936). We then 
iterated with changing the flow resistance (i.e., Manning’s n) to minimize the misfit 
between our manually measured flow depths and HEC-RAS predicted flow depths (Fig. 
2.3), with all other parameters set to their default values (e.g., expansion and contraction 
coefficients set to 0.3 and 0.1, respectively).    
We estimated the critical shear stress for sediment transport from patches 
assuming sediment was mobilized at the peak flow prior to sediment recovery. HEC-RAS 
parameter settings were the same as described above (i.e., critical upstream and 
downstream boundary conditions, and all other parameters set to default values). We 
iterated with changing both discharge and Manning’s n in HEC-RAS until modeled flow 
depths matched (within 5%) flow depths measured with stage recorders and the predicted 
Manning’s n matched the Darcy-Weisbach friction factor, f, predicted by Ferguson 
(2007) (where f and Manning’s n can be related by definition by 
2/3 1/2 1/2
*/ (8 / )n R S u f        , and u* is the reach-averaged shear velocity defined as u* = 
(τ / ρ)0.5). For all cases but patch 1a in reach 1, local stress was estimated from the cross 
section nearest the patch of interest. For patch 1a in reach 1 (the steepest reach, S = 37%), 
the flow was cascading between two cross-sections with locally changing channel 
gradient. Due to the complex flow for this case, we report the shear stress for both 
bounding cross-sections as a measure of possible variability. 
2.4.4 Monitoring sediment transport 
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Within each reach we selected individual sediment size-sorted patches to monitor 
for grain mobilization, and marked patches (via spray painting) in place. Patches were 
typically ~0.5 by 0.5 m in areal extent, and we attempted to select patches with 
apparently mobile sediment, avoiding areas of the bed with lichen development or 
strongly interlocked grains. For reaches 1 - 4 we selected patches within the channel 
thalweg in order to minimize the influence of cross-channel variations in flow due to 
bars, wall drag, and other morphologic structures. Furthermore, we avoided pools or 
other areas subject to plunging flow and secondary currents. Perennial flow in reach 5 
made it impossible to paint patches in situ within the thalweg; instead we painted 
emerged patches as close to the thalweg as possible at the end of summer when flow 
depth was lowest.  
To compare transport of mobile gravel in active patches to reach-wide transport 
we additionally marked (via spray painting) an average of ten individual cobbles and 
boulders per reach, spanning a range of intermediate grain diameters (D = 90 to 450 mm). 
Repeat photographs of cobble and boulder position were used to determine mobilization 
of these larger grains. 
We monitored sediment motion over three field seasons. Mobilized grains from 
painted patches served as particle tracers, and were recovered when found during and 
after storm events allowing measurements of the particle distance traveled and diameters 
of mobilized particles. During the 2008/2009 winter we made field visits to document 
sediment motion before, after, and during every storm. In the other two seasons of 
monitoring our results came from field measurements made at the end of the rainy season 
(Table 2.4).  
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We measured the grain-size distribution of painted patches using photographs. 
This allowed us to measure particle sizes without disturbing the position of grains on the 
bed. We employed a grid-by-number approach and set grid spacing equal to the 
maximum grain size present within the painted patch, which gives results similar to bulk-
volume measurements (Bunte and Abt, 2001). Given the small areal extent of the patch 
(~0.25 m2) and large grains (up to 150 mm) the total number of particles per count 
averaged ~25 grains. We measured the short axis of particles and multiplied the axis 
length by a factor of 1.07 to account for the fact that the true median axis is not always 
exposed in the photographic image (Bunte and Abt, 2001). Grain-size distributions for 
photographic pebble counts were comparable with field measurements of particle 
intermediate axes made using the grid-by-number method for select patches (Fig. 2.4). 
We additionally measured reach-averaged grain-size distribution spanning the full 
channel reach (including steps and immobile grains within the bed) using grid by number 
sampling of 100-200 grains per reach (Table 2.1).  
 Recovery of painted tracer particles from patches was limited by burial of grains, 
potential loss downstream where tributaries join Elder Creek, wearing away of paint, and 
the fact that painting in situ did not allow marking the underside of grains. We counted 
the painted grain-number density from photographs taken immediately after spray 
painting (i.e., before transport), and measured the patch area absent of painted grains 
from photographs taken the following summer after transport had ceased to estimate the 
number of transported grains (Fig. 2.5). We compared this estimate with the total number 
of recovered grains (Table 2.4) to calculate percent recovery from a patch for a given 
water year. For cases where aggradation occurred within a patch this method 
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underestimates the true recovery rate, thus recovery percents reported here are minimum 
estimates. Recovery rates varied from approximately 2 to 85%; low recovery rates were 
generally associated with fine patches that experienced significant mobility (and hence 
were more prone to burial and loss downstream).  
 
2.5. Field monitoring results 
In this section we report field results on flow hydraulics and sediment transport.  
Sediment transport results are reported in two sub-sections including painted-patch grain-
size evolution and particle-travel distance.  The flow hydraulic and sediment-transport 
data presented here are used to calculate critical Shields stress for grain entrainment in 
section 5.  
2.5.1 Flow hydraulics 
Flow in all study reaches responded to winter storms (Fig. 2.6). Two of the five 
tributaries had ephemeral flow (reaches 1 and 2, which experienced flow lasting hours to 
days following storms, but no sustained winter base flow), two showed intermittent flow 
(reaches 3 and 4, which experienced winter base flow for the majority of the rainy 
season), and one had perennial flow (reach 5). For the ephemeral and intermittent 
streams, flow events were generally longer and had larger peak-stage heights at the end 
of the winter season rather than the beginning. This is likely due to flow events early in 
the winter season raising the groundwater and (for the intermittent streams) creating 
winter base flow.  
75 
 
 Peak discharges during the study period were relatively modest (the largest flood 
occurred in the 2007/2008 winter with a recurrence interval of 1.8 years on Elder Creek). 
Measured peak discharges ranged from 0.03 m3/s for reach 2 to 0.19 m3/s for reach 4 
(Table 2.2). Measured peak reach-averaged velocity was 0.25 and 0.32 m/s and reach-
averaged flow depth was 8.5 and 21 cm for reaches 2 and 4, respectively. These flow 
depths are of similar magnitude to the measured reach averaged median grain size (D50, 
Table 2.1), and both mobile and immobile particles were often emergent from the flow at 
peak discharge (Fig. 2.2b).  
We evaluated the performance of our HEC-RAS modeling by comparing the 
modeled water surface elevation to observed water surface elevations (Fig. 2.3) and by 
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,           (2.2) 
where a1 = 6.5, a2 = 2.5 as suggested by Ferguson (2007), and D84 is the grain size for 
which 84% of the reach-wide bed is finer. We found reasonable agreement between U / 
u* and R/D84 (Fig. 2.7), suggesting that HEC-RAS accurately captures flow hydraulics 
and that f increases with decreased flow depth to roughness ratios for the streams in 
which we measured discharge.  HEC-RAS modeled values of reach-averaged hydraulic 
radius, velocity, and bed shear stress ranged from 0.05 to 0.34 m, 0.2 to 1.1 m/s, and 105 
to 406 Pa, respectively (Table 2.5). 
2.5.2 Sediment mobilization and preservation of patches 
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Despite modest discharges during the study period, eight of the nine painted 
patches experienced grain mobilization annually. Field visits before and after storm 
events showed that sediment movement occurred during large discharge events in the 
middle to the end of the rainy season when stage heights were high. Intensive monitoring 
in winter 2008/2009 showed that transport from the patch in reach 1 was limited to a 
single storm event, two storm events produced sediment transport from the patch in reach 
4, three storm events produced transport from patches in reach 2, and reach 3 experienced 
transport from patches in multiple events (reach 5 was not visited during storms due to 
inaccessibility).  
Repeat pebble counts of painted patches show that patch median grain size (D50) 
remained fairly constant (generally within a factor of three) over the study period for all 
cases (Fig. 2.8). However, when coarsening or fining did occur, these trends were often 
reflected in multiple patches across a reach, suggesting a reach-wide change in grain size.  
Despite mobilization of gravel in patches, a large fraction of the bed was observed 
to be stationary over the study period both within painted patches and in the reaches as a 
whole. For patches with regular grain mobilization, the largest grains available in a patch 
were rarely moved (Fig. 2.9), thus providing evidence that the patches experienced partial 
transport. For example, 75% of transport events from individual patches failed to move 
grains larger than half the diameter of the maximum grain size present within the patch 
(Fig. 2.9). Of the fifty individually painted cobbles and boulders, only six cobbles moved. 
These were generally among the smaller grains (D < 150 mm) and were not interlocked. 
Transport distances for these painted cobbles and boulders were short (0.2 – 1 m). The 
lack of movement of large cobbles and boulders suggests that the tributaries underwent 
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reach-wide partial transport of sediment. Reach-wide partial transport was additionally 
documented in reach 2 where a small dam designed to trap sediment deployed in the 
2008/2009 winter collected 4.3 kg of sediment and showed the maximum grain size 
moved through the reach (70 mm) was less than the reach-averaged median grain size (97 
mm).  
2.5.3 Particle travel distance 
Particle travel distance is a function of both grain weight and the grain size 
relative to the bed (as smaller particles are more likely to become trapped behind larger 
particles (e.g., Einstein, 1950)). In a compilation of worldwide streams, Church and 
Hassan (1992) found an inverse relationship between particle size and distance traveled, 
and other more recent studies (e.g., Ferguson and Wathen, 1998; Hodge et al., 2011; 
Lenzi, 2004; Wilcock, 1997) have found similar trends. An inverse trend between particle 
size and distance transported is expected if grain weight is the dominant control on 
particle travel distance; however, preferential trapping of smaller particles within a bed 
composed of larger grains can cause deviations from this trend (e.g., Kirchner et al., 
1990). Church and Hassan (1992) noted that distance transported may depend strongly 
on grain weight for particles with D/D50 > ~2, whereas particles with D/D50 < ~2 have a 
higher likelihood of being trapped within the bed of coarser grains and therefore their 
distance traveled may depend less on grain weight.  
Data on transport distance for all recovered grains (i.e., all patches with mobile 
sediment) in this study show a slight inverse relationship between travel distance and 
grain size, and general agreement with the shape of the Church and Hassan (1992) 
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relationship, but a systematic offset to lower values of the normalized travel distance 
(Fig. 2.10). Data in Fig. 2.10 suggest smaller particles were transported slightly farther 
than larger particles in our studied reaches. Note that Church and Hassan (1992) 
normalized grain size by D50 of the bed subsurface, and that we normalize by D50 of the 
bed surface. This difference in normalization may explain the systematic offset between 
the data presented here and the Church and Hassan (1992) relationship because the 
surface of the reaches examined in this study were in most cases armored. Despite 
increased probability of trapping small grains for D/D50 < 2, we still observed an overall 
inverse relationship between grain size and particle transport distance. The increased 
travel distance of small particles allows for replacement of gravel within patches by 
similar sized grains which may be sourced from distances several meters upstream. 
 
2.6 Analysis  
In this section we present an analysis of our sediment transport data in order to 
estimate critical Shields stress for incipient motion, and compare our calculated Shields 
stress values to theoretical models. We then use flow hydraulic data to estimate form 
drag, and attempt to quantify individually the effects of form drag, slope-dependent 
hydraulics, bed patchiness, and grain hiding on critical Shields stress. 
2.6.1 Critical Shields stress 
Determining the exact timing of incipient motion for a given particle is difficult. 
Since no universal metric is used to define the onset of incipient motion (Buffington and 
Montgomery, 1997), we calculated critical Shields stresses using two different 
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approaches to avoid biases associated with a single technique. First, we used a flow 
competence approach and assumed the largest transported grain moved at the peak 
observed bed shear stress (τmax) (Andrews, 1983). With this assumption equation (2.1) 
can be rewritten as 
 max* maxc s gD
     ,       (2.3) 
where Dmax is the largest grain observed to move from a given patch for a given storm 
event (or integration of multiple storms). This approach is frequently used in field studies 
of motion in streams with moderate to steep slopes (e.g., Church and Hassan, 2002; Lenzi 
et al., 2006; Mao et al., 2008; Thompson and Croke, 2008).  
Second, we estimated τ*c by assuming all transported grains deposited within one 
meter of the patch from which they originated were at incipient motion during the flood 
peak. For this method we calculated the critical Shields stress as 
 max* 1c s metergD
     ,        (2.4) 
where D1meter is the mass weighted geometric mean grain diameter of all particles (always 
> 5 grains) recovered within one meter downstream of the patch from which they 
originated. We refer to the second approach as the “one-meter method.” The one-meter 
method is similar to the particle displacement approach which is often used in steep 
streams (e.g. Lenzi et al., 2006; Mao et al., 2008); however, we were unable to measure 
sub-grain-diameter movement (as required for the particle displacement approach) since 
grains must move out of the painted patch in order to observe definitive movement. Note 
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that even though we had low recovery rates of grains transported from patches, estimates 
of Dmax and D1meter are likely accurate as large grains (i.e., Dmax) are easier to see, less 
likely to be buried, and travel shorter distances than fine grains (Fig. 2.10). Recovery 
rates of grains deposited near the patch (i.e., D1meter) should be high as these grains come 
from a small area which was thoroughly searched. For both the flow competence and 
one-meter methods we estimated τmax locally using the modeled bed shear stress given by 
HEC-RAS (section 2.4.3, Table 2.4), which reflects shear stress spent on both mobile and 
immobile elements (i.e., the total shear stress). 
 Neither of the above approaches provides a perfect measure of the conditions for 
incipient motion. The flow competence approach assumes the largest grain recovered was 
mobilized at the highest calculated bed shear stress (and therefore that smaller grains are 
mobilized at lower shear stresses than larger grains, a condition that generally exists for 
gravel-bed streams (Parker, 2008)), and is only valid for cases where the largest grains in 
the patch remain stationary (i.e., partial transport of the patch, which was met in this 
study). Wilcock (1992) notes that flow competence estimates are subject to large errors as 
they are based on an extreme value of the transport grain-size distribution. Similarly, 
since the flow competence approach uses only a single grain to estimate critical Shields 
stress, the conditions for mobilization may largely be a function of local pocket 
geometry, protrusion, interaction with surrounding grains (e.g., locked in place or free to 
move), and other local conditions at the grain scale (e.g., Kirchner et al., 1990).  
The one-meter method uses the geometric mean grain diameter of all particles 
recovered, thus averaging over grain-scale heterogeneity inherent with the flow 
competence method. However, the one-meter approach assumes that grains at incipient 
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motion are transported shorter distances than grains at high transport stages (e.g., Wiberg 
and Smith, 1985). While this is consistent with our data in general (Fig. 2.10), in some 
cases, the stopping location of a grain may be a function of the transported grain size 
relative to the local roughness on the bed (e.g., Dietrich et al., 2006) or a function of the 
transported grain size itself (e.g., Church and Hassan, 1992), which may introduce error 
in this method.  
Our inferred critical Shields stress values for particles that moved are similar for 
both the flow competence and one-meter methods, and vary over two orders of 
magnitude from ~0.02 to 2. The majority of τ*c estimates have values greater than those 
typically assumed for gravel-bedded rivers (i.e. τ*c = 0.045). Large variations in critical 
Shields stresses may result from slope-dependent hydraulic effects (e.g., Lamb et al., 
2008b; Mueller et al., 2005; Recking, 2009), grain hiding, (Egiazaroff, 1965; Einstein, 
1950; Wiberg and Smith, 1987), form drag on non-mobile structures (Yager et al., 2012b; 
Yager et al., 2007), and the presence of sediment patches (Yager et al., 2012a), all of 
which exist in the steep streams examined here. These are each evaluated in section 2.6.4 
using a force-balance model. 
2.6.2 Comparison to critical Shields stress models 
 We compared our field-estimated critical Shields stresses to the theoretical 
relationships proposed by Wiberg and Smith (1987) and Lamb et al. (2008b) (which 
gives similar results to Recking (2009)), as well as the empirical relationships proposed 
by Mueller et al. (2005) and Ferguson (2012).  Wiberg and Smith (1987) proposed a 
force balance model which predicts grain motion for coarse grains primarily as a function 
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of the grain size relative to the local roughness (i.e. D/ks, where D is the grain size of 
interest, and ks is the local channel roughness for large particle Reynolds numbers). This 
model predicts that τ*c decreases with increasing slope due to the additional component of 
gravity in the downstream direction.  Lamb et al. (2008b) modified the Wiberg and Smith 
(1987) model to include slope-dependent hydraulic effects and fractional form drag, 
resulting in a prediction of increasing τ*c with slope. For this section we set fractional 
form drag to zero in the Lamb et al. (2008b) model (the influence of form drag is 
examined in section 2.6.4). Mueller et al. (2005) predict a positive linear relationship 
between τ*c (for the median particle size) and slope based on a fit to field data for slopes 
up to S = 0.05. Ferguson (2012) attributes the heightened τ*c with increasing slope 
entirely to form drag.   
 We evaluated the ability of each model to predict our field data by performing a 
two-sample Kolmogorov-Smirnov test of the log-transformed field-estimated and model-
predicted critical Shields stress data. The Kolmogorov-Smirnov test assesses the null 
hypothesis that two populations of values belong to the same distribution. In our case, 
rejection of the null hypothesis indicates a statistical difference between the field-
estimated versus model-predicted critical Shields stress distributions, which we interpret 
to mean the model in question does a poor job of predicting critical Shields stress. The 
Kolmogorov-Smirnov test is advantageous to other goodness of fit measures (e.g., r2 or 
residual sum of squares) as it examines the full cumulative distribution function and is 




 The models described above differ widely in their ability to match our calculated 
critical Shields stresses (Fig. 2.11). The Wiberg and Smith (1987) model tends to 
underpredict critical Shields stresses, which is likely a result of the steep slopes examined 
here for which the model predicts decreased Shields stress due to the increased 
component of gravity in the downstream direction (Fig. 2.11a). Both the Mueller et al. 
(2005) and Ferguson (2012) models predict critical Shields stress for the median grain 
size only, and thus do not match well our data of grains both smaller and larger than the 
median size (Fig. 2.11b, c). The distribution of critical Shields stresses predicted by the 
Wiberg and Smith (1987), Mueller et al. (2005), and Ferguson (2012) models are 
statistically different from the distribution of our field-estimated values by the 
Kolmogorov-Smirnov test (for all three models p < 0.001).  
 The Lamb et al. (2008b) relationship is the only model for which we cannot reject 
the null hypothesis of the Kolmogorov-Smirnov test, and the predicted critical Shields 
stresses are generally within a factor of three of the field data (Fig. 2.13d). The factor of 
three in scatter is observed in other studies as well, including controlled flume 
experiments, and can arise from the stochastic nature of turbulent flow and sediment 
transport alone (e.g., Buffington and Montgomery, 1997; Kirchner et al., 1990; 
Mizuyama, 1977). The data consistency with the Lamb et al. (2008b) model suggests that 
slope-dependent hydraulic effects, local channel roughness, and grain hiding affect 
incipient sediment-motion.  
2.6.3 Form drag  
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 In steep streams the presence of large immobile grains and particle clusters leads 
to a reduced portion of the total shear stress available to act on the mobile sediment (e.g., 
Brayshaw et al., 1983; Buffington and Montgomery, 1999; Millar, 1999; Wiberg and 
Smith, 1991; Yager et al., 2012b; Yager et al., 2007). We accounted for this reduced 
shear stress on mobile grains by calculating a “fractional form drag,” τfd / τT, where τfd is 
the bed shear stress spent on immobile morphologic structures and τT is the total bed 
shear stress. We calculated fractional form drag following Yager et al. (2012) as  
 
20.51 1fd m m
T T T
C U  
       ,                            (2.5) 
where τm is the shear stress on the mobile grains and Cm is the drag coefficient for mobile 
sediment. We used results from the HEC-RAS modeling to solve for the reach-averaged 
τT (section 2.4.3, Table 2.5). Drag coefficients for mobile sediment are not well known, 
thus we estimated Cm with three different methods to check for consistency. 
The first two methods use hydraulic data reported by Marcus et al. (1992) for a 
steep mountain stream. Following Yager et al. (2012), we assumed τT = τm in the data of 
Marcus et al. (1992) based on the observation of minimal boulders, steps, and other 
structures, and calculated Cm from fifteen separate flow measurements using a normal-










       .                          (2.6) 
Note, the channel studied by Marcus et al. (1992) likely has some form drag on immobile 
structures, and our estimates of Cm from this data should be considered maximum values. 
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These Cm estimates vary as a function of R/D84, although the data are scattered.  This 
scatter caused Yager et al. (2012) to adopt a constant value of Cm, 
 0.44mC  ,                                  (2.7) 
which is an average of the mobile drag coefficients calculated from the Marcus et al. 
(1992) data. We used both the mean Cm value, and also fit a power law to the data 
(hereafter referred to as the “power-law Cm” method),  
 0.96840.57( / )m mobileC R D

  ,                      (2.8) 
with r2 = 0.42, and where D84-mobile is the reach-averaged grain size for which 84% of 
mobile sediment is finer. Equation (2.8) allowed calculations of a flow-depth dependent 
mobile drag coefficient for sediment transport events in this study where reach-averaged 
R was obtained from HEC-RAS, and D84-mobile was calculated from our reach-averaged 
pebble counts ignoring all grains larger than the maximum observed mobile particle for a 
given reach (based on painted particle tracer data) (Table 2.1).   
In addition to the two techniques described above, we also calculated Cm using the 
variable power equation (VPE) of Ferguson (2007) (hereafter referred to as the “VPE 
Cm” method) following methods similar to those proposed by Rickenmann and Recking 
(2011) for flow resistance partitioning. We set D84-mobile as the roughness length scale, 
solved for the Darcy-Weisbach friction factor, f, and estimated Cm directly by substituting 
equation (2.2) into (2.6). This last method is independent of the Marcus et al. (1992) 
measurements, is based on a large compilation of flow resistance data, and has been 
shown to accurately predict flow resistance in steep streams (Rickenmann and Recking, 
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2011), although its application to form drag rather than flow resistance has not been 
tested directly. 
 In our monitored tributaries τfd / τT ranged from 0.14 to 0.90, 0.12 to 0.95, and 
0.71 to 0.92 with mean values of  0.65, 0.74, and 0.81 for Cm estimated with the power-
law, mean, and VPE methods, respectively (Fig. 2.12, Table 2.5). Note equation (2.7) 
(i.e., mean Cm) produced two outliers with τfd / τT < 0 which were ignored as negative 
fractional form drag cannot exist. The results are similar across the three different 
methods, with all methods predicting large values of form drag and overlapping 
interquartile ranges (Fig. 2.12).  
We compared our calculated fractional form drag in the Elder Creek tributaries to 
other streams using data from Buffington and Montgomery (1999) and Yager et al. 
(2012). We calculated τfd / τT from data reported by Buffington and Montgomery (1999) 
using the difference between the observed median grain sizes and the median grain sizes 
expected for a channel with no form drag. τT was calculated assuming uniform flow (i.e., 
T ghS  , where h is the reach-averaged flow depth and was used in place of hydraulic 
radius, which was not reported), τfd was calculated using the observed grain-size 
distribution on the bed, * 50( )fd c s gD      (which assumes that the median grain size 
is set by a representative bed shear stress), and τ*c was set to 0.03 as suggested by 
Buffington and Montgomery (1999). To calculate fractional form drag from Yager et al. 
(2012) we digitized data reporting total shear stress (τT) and shear stress on mobile 
sediment (τT – τfd) (their figure A1d for variable Cm), and calculated a discharge-
dependent range of fractional form drag.  
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The range of τfd / τT  from approximately 0.1 to 0.9 in Elder Creek tributaries is 
comparable to (although larger than) the fractional form drag we calculated from the data 
of Yager et al. (2012) (0.53 < τfd / τT  < 0.80) for a stream of 9.8% gradient, and to data 
from Buffington and Montgomery (1999) (0.27 < τfd / τT < 0.95) on lower gradient 
streams with S = 0.2 - 2.7% (Fig. 2.12). While the lower limit of the τfd / τT range is 
smaller in the Elder Creek tributaries, we note the 25th percentile values of τfd / τT are 
greater than 0.65 for all three methods, similar to the range of values reported by Yager et 
al. (2012). Larger values of fractional form drag in the Elder Creek tributaries and the 
Yager et al. (2012) data may be expected due to the presence of immobile steps and 
boulders as opposed to the plane bed and pool-riffle sequences analyzed by Buffington 
and Montgomery (1999). Our range of calculated form drag is also comparable to that 
required for the Lamb et al. (2008b) critical Shields stress model to best match their field 
data compilation (τfd / τT approximately 40 to 80%, in their Fig. 2.10).  
2.6.4 Relative influence form drag, channel slope, patches, and grain hiding on critical 
Shields stress 
 In this section we use our field data and the models of Wiberg and Smith (1987) 
and Lamb et al. (2008b) to investigate the influence of form drag, slope, bed patchiness, 
and grain hiding on critical Shields stress values. While there exist a number of 
theoretical and empirical models to predict critical Shields stress (discussed above), we 
use the Wiberg and Smith (1987) and Lamb et al. (2008b) models because they provide a 
framework to isolate the effects of form drag, channel slope, grain hiding, and bed 
patchiness independently.  
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2.6.4.1 Influence of form drag 
 Our field-estimated critical Shields stresses use HEC-RAS-modeled total bed 
shear stress, and thus include any form drag present within the channel. To asses the form 
drag influence, we compared field-estimated critical Shields stresses to model predictions 
which account for form drag by setting τfd / τT in the Lamb et al. (2008b) model to values 
calculated using the mean (i.e., equation 2.6), power law (i.e., equation 2.7), and VPE Cm 
methods (section 2.6.3). We also set τfd / τT to a constant value of τfd / τT = 0.5 which best 
matches the field and flume data collection of Lamb et al. (2008b), as well as τfd / τT = 0 
for the sake of comparison. For all four form drag parameterizations, as well as the case 
of no form drag, we cannot reject the null hypothesis of the Kolmogorov-Smirnov test at 
the 5% significance level (p values of 0.07, 0.12, 0.19, 0.30, and 0.93 for the mean Cm, 
power law Cm, τfd / τT = 0, VPE Cm, and τfd / τT = 0.5 form drag parameterizations, 
respectively). This result implies that it may be possible to explain the field-estimated 
critical Shields stress values with or without the inclusion of form drag, and thus, the 
effect of form drag may be small compared to other factors which influence critical 
Shields stress (i.e., grain hiding, bed patchiness, and slope-dependent hydraulics 
discussed below). Setting fractional form drag to a constant value of τfd / τT = 0.5 visually 
appears to match the field data well (Fig. 2.13a), and we use this value for the remainder 
of the model calculations; however, using other form drag parameterizations does not 
change the main points of this paper. 
2.6.4.2 Influence of hydraulics at steep slopes 
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 Changes in the flow velocity structure, turbulent fluctuations, and grain 
emergence at low flow depth to bed-roughness ratios leads to increased τ*c for steep 
slopes (Lamb et al., 2008b; Recking, 2009). To isolate these slope-dependent effects on 
critical Shields stress we compared our results to model predictions of Wiberg and Smith 
(1987) which do not include these effects. Following the methodology of Lamb et al. 
(2008b) we added a fractional form drag term (τfd / τT = 0.5) to the Wiberg and Smith 
(1987) model so that differences between the Lamb et al. (2008b) and Wiberg and Smith 
(1987) models reflect only the inclusion of slope-dependent flow hydraulics and grain 
emergence in the former. The Wiberg and Smith (1987) model tends to under-predict the 
field-estimated critical Shields stress values, and is statistically distinct from the 
distribution of field data (p = 0.0002 in a two sample Kolmogorov-Smirnov test, Fig. 
2.13b). This implies that incipient sediment motion is influenced by slope-dependent 
hydraulics.  
2.6.4.3 Influence of patches and local roughness 
 The agreement between calculated and modeled critical Shields stresses in Figure 
2.13a was achieved in part because of the field identification of individual, size-sorted 
sediment patches used to define the local roughness scale of the bed (i.e., ks). Because 
steep streams include both relatively mobile fine gravel and less mobile cobbles and 
boulders (e.g., Yager et al., 2012a, b), using reach-averaged median grain size (D50-reach) 
as the roughness length scale (i.e., ks = D50-reach), as opposed to local median-grain size of 
the patch (D50-patch) as the roughness length scale (i.e., ks = D50-patch), can lead to 
predictions of no sediment motion due to artificially inflated critical Shields stresses. To 
illustrate this point we compared Lamb et al. (2008b) model predictions of critical 
90 
 
Shields stresses to our data using patch- versus reach-averaged median grain size as the 
bed roughness length scale, with  τfd / τT = 0.5. Setting ks = D50-reach tends to over-predict 
critical Shields stress and results in statistically distinct distributions of field and model 
data (p < 10-5, two sample Kolmogorov-Smirnov test, Fig. 2.13c), while using ks = D50-
patch does not (p = 0.93, two sample Kolmogorov-Smirnov test, Fig. 2.13a). These results 
imply that initial sediment motion in steep channels is influenced by local roughness 
controlled by bed surface patchiness. 
2.6.4.4 Influence of grain hiding 
 We compared our calculated τ*c values to those predicted by the Lamb et al. 
(2008b) model with D/ks = 1 (i.e., ignoring grain hiding), versus D/ks set equal to the 
value measured in the field. For both cases we set τfd / τT = 0.5, and used a two sample 
Kolmogorov-Smirnov test to evaluate model performance. A model without grain hiding 
can lead to both over and under-predictions of τ*c depending on whether D/ks is less or 
greater than unity, respectively. This effect is illustrated in Fig. 2.13d where model 
predictions with D/ks = 1 are approximately evenly distributed above and below the 1:1 
line. The distribution of critical Shields stresses predicted with D/ks = 1 are statistically 
distinct at the 5% significance level from the field-estimated Shields stresses (where D/ks 
is allowed to vary, p = 0.037), implying that including grain hiding within patches 
influences initial motion in our dataset. 
 We also examined the influence of relative grain size using a hiding function 
(e.g., Parker, 2008), 
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,         (2.9) 
where τc is the critical shear stress for the grain size of interest, τks is the critical shear 
stress for D = ks, and γ is a non-dimensional constant that describes the relative 
importance of hiding effects on grain mobilization. Following the terminology of Parker 
(2008), we refer to the case when γ = 0 as “size independence” (the critical shear stress to 
mobilize grains is linearly proportional to grain diameter, hence there are no hiding 
effects), and when γ = 1 as “equal threshold” (hiding effects dominate causing all grains 
to move at the same critical shear stress).  
 We estimated γ using our field data to find a best fit to equation (2.9). We used 
HEC-RAS modeling to estimate τc (τmax in Table 2.4), and calculated τks using the Lamb 
et al. (2008b) model (with τfd / τT = 0.5). We found γ = 0.51 based on a linear best fit to 
our log-transformed incipient motion data (Fig. 2.14). The data are scattered (r2 = 0.26), 
but our γ value of 0.51 is statistically distinct from equal threshold of motion (i.e., γ = 1) 
based on a t-test (p = 0.002). The best-fit γ value is lower than other values reported in 
high gradient streams by Mao et al. (2008) (0.79 and 0.64) and Yager et al. (2012) (γ = 
0.62), and is also lower than data compiled by Parker (2008) which shows a mean value 
of γ = 0.79 0.16  (mean standard deviation) on modest sloping gravel-bed streams (S = 
1-1.5%). This low γ value indicates a reduced influence of hiding effects in steep streams 
and suggests that small grains are relatively easier to transport than large grains, 
ultimately leading to the preference of mobilization of distinct size classes during a given 
flow event. A preference to transport smaller grains (i.e., D/ks < 1) is supported by our 
observations of particle transport distances (Fig. 2.10) and partial transport (Fig. 2.9), and 
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leads to increased τ*c values compared to assuming the median grain size will be 
mobilized (i.e., D/ks = 1).  
2.6.4.5 Summary of dominant effects on initial motion 
 We examined the net effect of form drag, slope-dependent hydraulics, bed 
patchiness, and grain hiding by calculating the ratio of the field-estimated (τ*c-field) to 
model-predicted (τ*c-model) critical Shields stress (Fig. 2.15). Effects which increase 
critical Shields stress result in τ*c-field / τ*c-model > 1, while effects which decrease critical 
Shields stress result in τ*c-field / τ*c-model < 1. We took the median τ*c-field / τ*c-model value as a 
proxy for the general degree to which a specific effect increases or decreases critical 
Shields stress according to the model. Slope-dependent hydraulics and form drag 
generally led to increased critical Shields stress compared to that which is expected 
without these effects (median τ*c-field / τ*c-model of 2.9 and 1.8, respectively). Size-sorted 
patches caused reduction of critical Shields stress by a factor of 2.3 (median τ*c-field / τ*c-
model of 0.44) compared to that which is expected without patches. For our field data, 
grain hiding did not cause a substantial change in the median critical Shields stress 
compared to that which is expected without grain hiding, because the effect is only 
significant at the tails of the distribution (i.e. D/ks   1). However, grain hiding is 
statistically significant by both the Kolmogorov-Smirnov (Fig. 2.13d) and t-test (Fig. 
2.14) when examining the entire data set. 
 
2.7. Discussion  
2.7.1 Controls on incipient motion, patch evolution, and partial transport 
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We found that accounting for the effects of slope-dependent hydraulics, grain 
hiding, and local variation in grain size and bed roughness due to sediment-size sorted 
patches yielded critical Shields stress predictions that matched our field data within a 
factor of ~3.  Accounting for slope-dependent hydraulics and local roughness variation 
due to patches appeared to have the strongest controls on predicting incipient motion for 
our field data for grains with D/ks   1, although, these effects have opposite influences 
on critical Shields stress (Fig. 2.15).  
The influence of slope-dependent hydraulics generally resulted in increased 
critical Shields stress as shown by our field data to model comparison (Figs. 2.13 and 
2.15) as well as other field data (e.g., Mao et al., 2008; Mueller et al., 2005) and theory 
(e.g., Ferguson, 2012; Lamb et al., 2008b; Recking, 2009). This heightened τ*c may help 
explain why sediment-transport equations tend to over-predict bedload flux by greater 
than an order of magnitude in steep streams (Yager et al., 2012b). 
The presence of size-sorted patches generally led to decreased critical Shields 
stresses compared to those expected without patches in the streams examined here. This 
is likely due to the fact that local sediment sorting allows for patches of finer material and 
reduces the influence of grain hiding (e.g., Paola and Seal, 1995), suggesting that 
sediment transport is sensitive to local variations in bed roughness (which can induce 
complex feedbacks between bed topography and shear stress distribution (Nelson et al., 
2009; Venditti et al., 2010)). Using reach-averaged roughness rather than local roughness 
can result in erroneous predictions of no sediment transport for cases when sediment 
transport does occur, thus impacting sediment routing and habitat availability predictions 
(Fig. 2.13c). While there have been several studies attempting to quantify slope-
94 
 
dependent hydraulic effects (e.g., Lamb et al., 2008b; Nikora et al., 2001; Recking, 2009) 
and grain hiding (e.g., Egiazaroff, 1965; Einstein, 1950; Kirchner et al., 1990; Wiberg 
and Smith, 1987), no such quantification exists for predicting sediment-patch locations in 
mountain streams, although progress has been made for low gradient channels (Venditti 
et al., 2010). Grain hiding within patches can both increase or decrease critical Shields 
stress depending on whether D/ks is less than or greater than unity, respectively (Fig. 
2.14).  
 Form drag on immobile elements likely exists in the Elder Creek tributaries 
examined here, and has been shown to influence flow hydraulics and sediment transport 
in other rivers (e.g., Buffington and Montgomery, 1999; Ferguson, 2007; Rickenmann 
and Recking, 2011; Yager et al., 2012b); however, correction for form drag on immobile 
elements did not appear to greatly improve model predictions of critical Shields stress to 
our field data, which may indicate that form drag has a smaller influence on incipient 
motion than the other effects examined.  
 Accounting for local roughness length scales, slope-dependent hydraulics, and 
grain hiding, allows predictions for specific areas of the bed (i.e., specific patches) and 
grain-size distributions (i.e., specific grain sizes within a patch) which will be active as a 
function of bed shear stress during modest discharge events. In steep streams with distinct 
patches of different size sediment, and where grain hiding is important (i.e. γ < 1), such 
calculations result in predictions of both reach-wide partial transport of sediment and 
partial transport within individual patches. Reach-wide partial transport is common in 
moderate gradient and steep gravel-bed streams (Church and Hassan, 2002; Gomi and 
Sidle, 2003; Haschenburger and Wilcock, 2003; Hassan and Church, 2001; Mao and 
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Lenzi, 2007; Thompson and Croke, 2008; Yager et al., 2012a), and was observed in the 
tributaries examined here (Fig. 2.9). Partial transport within patches has been documented 
by Yager et al. (2012a) in two high gradient streams (S = 5% and 9.8%), and is also 
observed for patches in this study. Both reach-wide and patch-scale partial transport of 
sediment during moderate discharge events in steep streams may be a result of grain 
hiding and the presence of distinct size-sorted patches across the bed.   
 In addition to influencing grain entrainment, patches likely also play a role in 
grain deposition. We observed near constant median grain sizes of patches over the 
monitoring period, suggesting mobilized grains were replaced by sediment of similar 
sizes (Fig. 2.8).  This process of grain replacement with unchanging patch grain-size 
distribution and areal extent has been observed previously in streams up to S = 9.8% 
(Yager et al., 2012a) and other lower gradient gravel-bed streams (Dietrich et al., 2006; 
Yuill et al., 2010), but has not been documented in channels with slopes up to 37% 
examined here. Such observations lend support to arguments for patch evolution via 
feedbacks between bed topography, bed shear stress, and sediment transport (Nelson et 
al., 2009; Venditti et al., 2010).  
During very large floods the coupling between local roughness, patch evolution, 
and sediment transport is likely disrupted via reorganization of the channel bed and 
resetting of the local roughness length scale. Studies in the Erlenbach River, Switzerland 
(S = 9.8%), for example, showed partial transport under modest flow conditions, and bed 
reorganization, boulder mobilization, and the destruction of step-pool morphology in 
extreme events (discharges with 25-50 year recurrence intervals) (Turowski et al., 2009; 
Yager et al., 2012a). This also has been documented in other moderate to high gradient 
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rivers where mobilization of grains greater than the median-grain size only occurs during 
floods of recurrence intervals greater than 5 to 10 years (Haschenburger and Wilcock, 
2003; Mao and Lenzi, 2007; Thompson and Croke, 2008). We expect to find bed 
reorganization and mobilization of all grains in very large floods in the tributaries 
examined here, although it is possible large grains are only moved in debris flow events 
and subsequent fluvial action may undermine these grains and abrade them in place.  
2.7.2 Influence of fluvial processes in steep streams on landscape evolution  
Data on incipient motion and patch development in high gradient streams are rare, 
and this is the first attempt, to our knowledge, to document field-based critical Shields 
values for streams with S > 14%. While it is often assumed that steep streams are 
dominated by debris flow processes (e.g., Stock and Dietrich, 2003; Stock and Dietrich, 
2006), we found that fluvial processes active at moderate gradient gravel-bedded streams 
(S1-5%) occurred in the steep streams examined here (S > 5%); although often only a 
select fraction of the bed was mobilized as the reaches experienced partial transport of 
sediment. These results show fluvial processes play a key role in transporting gravel 
downstream during storms in very steep channels (at least up to 37% slope), with 
implications for sediment routing models and habitat assessment for aquatic organisms 
(which often have distinct relationships with the local substrate (e.g., Lisle, 1989)). 
While our results show fluvial sediment transport occurs, it is difficult to assess 
the relative importance of fluvial versus debris flow processes over landscape evolution 
timescales in our study area. Almost all of the tributaries joining Elder Creek are incised 
into debris flow fans, which often have boulders larger than one meter in diameter. These 
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entrenched channels with imbricated cobbles suggest that fluvial processes entrain and 
transport material from debris flow deposits (and gravel entering the river between debris 
flow events) to lower gradient streams within the Elder Creek watershed. Fluvial and 
debris flow processes likely occur over different time scales in the tributaries monitored 
here, with fluvial mobilization of gravel on an annual basis, and intermittent debris flow 
activity occurring over centuries to millennia (Scheingross et al., 2008). 
 
2.8. Conclusions  
 We monitored mobilization of sediment in five small (drainage areas of 0.04 to 2 
km2) and steep (S = 5 – 37%) tributaries of Elder Creek, CA. Our results show smaller 
grains tended to travel further distances than larger grains and sediment patches tended to 
maintain near constant median grain sizes temporally. There was partial transport of 
sediment both reach-wide and within individual patches, indicating that large portions of 
the bed (usually composed of large grains) are immobile during modest flow conditions.  
Flow resistance was similar to that predicted by Ferguson [2007] where the friction 
factor increased with increasing relative roughness.  Using three different methods to 
calculate form drag on immobile elements, we found that form drag on immobile 
structures accounted for approximately 80% of the total bed stress, with the remaining 
20% of the total bed stress available for sediment transport.  Field-estimated values of the 
Shields stress at incipient motion range from 0.02 to 2 and agree with theoretical 
predictions within a factor of ~3 when slope-dependent changes in flow hydraulics, 
sediment-size sorted patches, and grain hiding effects were taken into account. We saw 
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no improvement of model predictions when including the effect of form drag, suggesting 
form drag influences critical Shields stress less than the other effects examined. Slope-
dependent hydraulics and the presence of patches had the strongest (although opposite) 
influence on incipient motion, resulting in increased and decreased τ*c, respectively. For 
grains smaller or larger than roughness length scale, grain hiding influenced incipient 
motion. Larger grains tended to move at higher shear stresses leading to partial transport 
both within patches and reach-wide.  
Our results suggest that accounting for the effects of local variation in roughness 
due to patches, slope-dependent hydraulics, and grain hiding allows for prediction of both 
specific patches that will be active, and for the approximate grain size distribution 
mobilized from patches as a function of bed shear stress. Such predictions offer an 
improvement over traditional methods (i.e., assuming τ*c   0.045 and that all grains are 
mobilized at the same time), and should be useful for sedimentation engineering, stream 
restoration efforts, and predictions of aquatic habitat availability. In very steep channels, 
often considered to be dominated by debris flows, our results show that fluvial sediment 
transport occurs even for modest flows with implications for sediment routing and 
landscape evolution. 
2.9 Notation: 
Cm  – drag coefficient for mobile sediment [dimensionless]. 
D – grain size [L]. 
D16, D50, D84 – grain size for which 16, 50, and 84%, respectively, of the grain size 
distribution is finer [L]. 
D50-patch – grain size for which 50% of the grain size distribution of a patch is finer [L]. 
D50-reach – grain size for which 50% of the grain size distribution reach-wide is finer [L]. 
D84-mobile – grain size for which 84% of the mobile sediment reach-wide is finer [L]. 
D1meter – mass weighted geometric mean grain diameter of particles transported < 1 m 
from a patch [L]. 
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Dmax – maximum grain size moved from a patch [L]. 
f – Darcy-Weisbach friction factor [dimensionless]. 
g – acceleration due to gravity [L T-2]. 
h – reach-averaged flow depth [L]. 
ks – roughness length scale [L]. 
L – tracer particle travel distance [L]. 
LD50 – Expected travel distance for a grain with the median diameter grain size based on a 
power law fit to L versus D [L]. 
R – reach-averaged hydraulic radius [L]. 
S – channel gradient [dimensionless]. 
U – reach-averaged flow velocity [L T-1]. 
u* – bed shear velocity [L T-1]. 
γ – hiding function constant [dimensionless]. 
  – fluid density [M L-3]. 
s  – sediment density [M L-3]. 
τ – bed shear stress [M L-2 T-2]. 
τmax – bed shear stress at peak stage height [M L-2 T-2]. 
τc  – critical bed shear stress [M L-2 T-2]. 
τfd – bed shear stress borne on immobile morphologic structures [M L-2 T-2]. 
τks – critical bed shear stress for the median grain size [M L-2 T-2]. 
τm – shear stress borne on the mobile sediment [M L-2 T-2]. 
τT – total bed shear stress [M L-2 T-2]. 
τ*c – critical bed Shields stress [dimensionless]. 
τ*c-field – field-estimated values of critical bed Shields stress [dimensionless]. 
τ*c-model - model-predicted values of critical bed Shields stress [dimensionless]. 
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width (m) D 16 (mm) D 50 (mm) D 84 (mm)
D 84-mobile
(mm)
1 0.04 37 0.13 1.1 10 57 133 45
2 0.12 18 0.15 1.5 21 97 279 145
3 0.55 7b 0.15 3.5 15 101 286 143
4 0.84 9 0.3 4.1 23 155 446 197
5 (Misery Creek) 2 5 0.28 3.5 11 72 201 90
b This reach features a ~1 m alluvial step.  The local slope below the step is 5% and the local slope above the step is 9%. 
Table 2.1: Reach-averaged hydraulic geometry and basic characteristics of monitored reachesa
a D 16, D 50, and D 84, are the 16
th, median, and 84th percentile grain sizes, respectively, for reach-averaged pebble counts (including 
steps and immobile grains). D 84-mobile  is the 84
th percentile grain size for reach-averaged pebble counts of mobile sediment.
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Reach Date Discharge (m3/s) U (m/s) h (m)
2 17 Feb 2009 0.0006 0.033 0.03
2 23 Feb 2009 0.014 0.19 0.085
2 24 Feb 2009 0.03 0.25 0.09
2 3 March 2009 0.013 0.16 0.08
4 24 Feb 2009 0.19 0.32 0.21
4 3 March 2009 0.14 0.19 -
a U  and h are measured reach-averaged flow velocity and flow depth, 
respectively. Measurements made on 24 February 2009 represent near bankfull 
discharge. 





Number of longitudinal 
profile nodes




1 16.4 30 8 0.55
2 16.6 39 39 0.43
3 16.1 18 9 0.89
4 34.3 20 20 1.72
5 (Misery Creek) 19.8 16 7 1.24

















1 1a Winter 2007/2008 37 54 127 49 15.9 178
1 1a 24-Feb-09 7 10 28 27 12.5 329
1 1a Winter 2009/2010 21 30 15 15 11.5 194
2 2a Winter 2007/2008 38 112 100 15 50.2 124
2 2a 24-Feb-09 18 19 11 11 30.4 95
2 2a Winter 2009/2010 - 20 10 0 38.3 106
2 2b Winter 2007/2008 61 90 90 7 36.7 203
2 2b 25-Dec-08 21 25 19 19 50.3 108
2 2b 24-Feb-09 89 115 125 44 50.3 172
2 2b Winter 2009/2010 - 110 58 5 52.4 185
3 3a Winter 2007/2008 - 76 114 3 25.1 104
3 3a 14-Nov-08 14 20 27 27 33.6 12
3 3a 25-Dec-08 19 30 116 79 33.6 19
3 3a 24-Feb-09 57 70 126 13 33.6 28
3 3a Winter 2009/2010 - 52 51 0 25 52
3 3c Winter 2007/2008 - 72 26 4 58.8 119
3 3c 25-Dec-08 16 20 8 8 62.7 30
3 3c 24-Feb-09 26 45 109 100 62.7 39
3 3c Winter 2009/2010 - 48 60 1 40.2 65
4 4a Winter 2007/2008 - 25 8 1 64.1 204
4 4a 24-Feb-09 11 90 79 57 85.6 176
4 4a Winter 2009/2010 - 40 9 2 53.4 209
5 5a Winter 2007/2008 - 48 10 0 38.6 93
5 5a 24-Feb-09 24 35 48 29 33.3 47
5 5a Winter 2009/2010 - 32 3 0 34.5 82
5 5b Winter 2007/2008 33 45 51 10 14.1 53
5 5b 24-Feb-09 22 30 71 11 13.5 21
5 5b Winter 2009/2010 - 130 11 3 19.4 44
Table 2.4: Transport data for patches in specific sediment transport eventsa  
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a D 1meter  is the the mean grain size of the recovered tracer particles deposited within one meter downstream of the 
patch, where " - " indicates five or less grains were collected within one meter of the patch and one-meter estimates 
were not made. D max  is maximum grain size recovered from a given patch in a given storm event. k s  is the geometric 
mean grain size of the patch from where moved grains originated. τ max  is HEC-RAS calculated peak shear stress used 
in calculating critical Shields stress. Listing of individual storm dates (e.g. 24-Feb-09) indicates measurements were 
made for a specific storm event. Listing of a season (e.g. Winter 2007/2008) indicates measurements integrate multiple 
storm events over an entire season, with the peak observed discharge event assumed to have transported all the 
sediment. 
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Reach Storm τ T  (Pa) U (m/s) R  (m) R /D 84-mobile
τ fd / τ T 
power-law Cm
τ fd / τ T  
mean Cm
τ fd / τ T  
VPE Cm
1 Winter 2007/2008 199 0.50 0.08 1.78 0.77 0.72 0.89
1 24-Feb-09 239 0.30 0.05 1.00 0.89 0.92 0.92
1 Winter 2009/2010 222 0.34 0.05 1.21 0.86 0.89 0.91
2 Winter 2007/2008 256 0.48 0.12 0.82 0.68 0.8 0.75
2 25-Dec-08 150 0.20 0.06 0.44 0.83 0.94 0.87
2 24-Feb-09 216 0.37 0.10 0.67 0.75 0.87 0.76
2 Winter 2009/2010 233 0.42 0.11 0.73 0.74 0.85 0.77
3 Winter 2007/2008 185 0.86 0.32 2.24 0.37 0.12 0.73
3 14-Nov-08 231 0.22 0.09 0.59 0.90 0.95 0.9
3 25-Dec-08 202 0.28 0.11 0.78 0.85 0.91 0.87
3 24-Feb-09 172 0.33 0.14 0.95 0.79 0.86 0.85
3 Winter 2009/2010 164 0.51 0.20 1.39 0.63 0.65 0.79
4 Winter 2007/2008 388 0.72 0.26 1.33 0.70 0.71 0.84
4 24-Feb-09 406 0.53 0.20 1.01 0.79 0.85 0.85
4 Winter 2009/2010 388 0.75 0.27 1.37 0.68 0.68 0.83
5 Winter 2007/2008 107 1.05 0.34 3.83 0.14 -1.27 0.71
5 24-Feb-09 108 0.48 0.20 2.22 0.71 0.53 0.89
5 Winter 2009/2010 105 0.91 0.30 3.35 0.25 -0.74 0.74
Table 2.5: Reach-averaged flow hydraulic data for specific sediment transport eventsa  
a τ T  , U , and R  are reach-averaged bed shear stress, flow velocity, and hydraulic radius calculated with HEC-RAS. D 84-mobile  is the 84th percentile 
reach-averaged mobile grain size, and τ fd  / τ T  is fractional form drag for the power-law, mean, and VPE C m  methods (section 2.6.1).  Listing of 
individual storm dates (e.g. 24-Feb-09) indicates measurements were made for a specific storm event.  Listing of a season (e.g. Winter 2007/2008) 
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South Fork Eel River
Elder
Creek
Figure 2.1: Airborne laser swath mapping (1 m2 resolution) derived shaded relief map 
showing the Elder Creek watershed and the location of the five tributary reaches we 
studied (white circles with numbered boxes).  The stream network is color coded by 
channel slope (S) calculated over channel lengths with 10 m change in elevation; note 
the vast majority of the channel network exists at slopes greater than 15%.  UTM 
coordinates are displayed along figure borders.  Inset shows outline of California with 












Figure 2.2: Field photographs of study reaches.  (a) Reach 1; (b) reach 2, circled staff 
gage is 1 meter long; (c) reach 3, channel width indicated by white line in foreground is 
~2 meters; (d) reach 4, note circled 1.2 cm wide white measuring tape stretched parallel 
to stream for scale; and (e) reach 5 (Misery Creek), note person (circled, crouching) for 
scale.  Photos (b) and (d) show near bank full conditions.  Vertical, white PVC pipes 
house pressure transducers and crest stage gages measuring water depth.  
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Figure 2.3: Comparison of modeled water surface to flow depth measurements. HEC-
RAS modeling for the (a) 3 March 2009 event in reach 2, and (b) the 24 February 2009 

























Figure 2.4: Comparison of field and photo-based grid-by-number pebble 
counts for reach 5, patch 5b (a) and reach 4, patch 4a (b). Median grain sizes 
generally agree within less than a factor of two, and there is no systematic 
bias toward over or under predicting grain size distributions with the 
photograph-based method. Differences in manual and photograph counts 
should be expected as the exact grains counted in each method were not the 
same, and the use of a grid-by-number method over a small area limits the 






25 cm 25 cm
Figure 2.5: (a) Patch 3a (reach 3) immediately after spray painting in summer 2007 
and (b) summer 2008 after one year of fluvial transport.  (c) Patch 2b (reach 2) in 
summer 2008 and (d) summer 2009. Blue grains in (d) were painted in summer 
2007, buried in winter 2007/2008 (when the patch was painted red), and then 
re-exposed in winter 2008/2009.  Flow is left to right in all images. Yellow note-
books in (a) and (b) are ~18 cm in length, white scale bars are ~25 cm in length in 
(c) and (d). Black outlined and highlighted grains show a single unmoved grain to 


































Figure 2.6: (a) Hydrographs of water stage height for reaches 2 and 
3 during winter 2008/2009. (b) Cumulative rainfall for the same 
time period as in (a) from a weather station < 2 km from the Elder 














Figure 2.7: Comparison of the HEC-RAS iterated values of U/u* to those 
predicted by Ferguson [2007] (eq. 2.2) as a function of R/D84. U, u*, and R 
are the reach-averaged flow velocity,  shear velocity, and hydraulic radius, 
respectively, as predicted by HEC-RAS.  D84 is the grain size for which 84% 
of the bed is finer (i.e., the reach-averaged D84). Horizontal and vertical error 
bars show standard error of the mean, error is smaller than the symbol where 
no error bars are shown.
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Figure 2.8: Median grain size (D50) and 95% confidence intervals [Bunte and Abt, 2001] 
for individual patches examined in this study.  Each plot represents a different studied 
reach, and each line series within a plot is a unique patch for the given reach (noted by 




















Max grain size moved
Max grain size present
Figure 2.9: Probability distribution of the maximum grain size moved 
from a patch for a given storm event relative to the maximum grain size 
available in the patch for movement. This data integrates all observed 
transport events for each individual patch over the three year study period.
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Church and Hassan, 1992
This study
Fit by Church and Hassan, 1992
Figure 2.10: Binned relative grain size moved versus relative distance traveled 
for tracer pebbles in this study (black diamonds) and other studies (gray 
squares).  Error bars are 1 geometric standard deviation of binned data.  Solid 
black line is prediction from Church and Hassan [1992].  L is the travel 
distance of a single particle, LD50 is the expected travel distance of the median 
grain size based on a power law fit to the data, D is the grain size of the 
moved particle, and D50 is median grain size of the surface (this study) or 
subsurface (Church and Hassan [1992]).
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Figure 2.11: Comparison of theoretical and empirical predictions to calculated critical 
Shields stresses (τ*c). Theories examined include (a) Wiberg and Smith [1987], (b) 
Mueller et al. [2005], (c) Ferguson [2012] and (d) Lamb et al. [2008a]. In all plots 
dashed line is 1:1 line and solid lines show factor of three deviation from 1:1 line. Open 
squares and gray circles are Shields stresses calculated using the flow competence (Dmax) 
and one-meter (D1meter) methods, respectively. For Ferguson [2012] predictions, all 
constants were set to recommended values in Ferguson [2012], D84 was set to D84-mobile, 
D50 was set to the D50 of the local patch in question, and the HEC-RAS calculated reach-
averaged hydraulic radius was used in place of flow depth. For both the Wiberg and 
Smith [1987] and Lamb et al. [2008a] predictions fractional form drag was set equal to 
0. Results of the two sample Kolmogorov–Smirnov test comparing field-estimated vs. 
model-predicted Shields stress distributions are displayed for each plot, p < 0.05 indi-






































































Figure 2.12: Box and whisker plots of fractional form drag (τfd / τT ) from different 
morphology channels in Buffington and Montgomery [1999] and from this study; 
solid gray box shows range of form drag calculated from Yager et al. [2012a].  For 
this study, we report fractional form drag ranges using the VPE, power law, and mean 
Cm methods (see text for details). Boxes bound the data between the 25th to 75th 
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Figure 2.13: Comparison of modeled to calculated critical Shields stress (τ*c) examining the effects 
of slope-dependent hydraulics, bed patchiness, and grain hiding. (a) Lamb et al. [2008a] predic-
tions which include the effects of slope-dependent hydraulics, form drag, grain hiding, and 
patches.  (b) Form drag modified Wiberg and Smith [1987] model which includes form drag, 
patches, and grain hiding effects, but does not include slope-dependent hydraulics. (c) Lamb et al. 
[2008a] model predictions (where the reach-averaged D50 was used as the roughness length scale 
rather than the patch D50) which includes form drag, slope-dependent hydraulics, and grain hiding 
effects, but does not include the effect of bed patchiness. (d) Lamb et al. [2008a] model predic-
tions (with D/ks = 1) which includes form drag, patches, and slope-dependent hydraulics effects, 
but does not include grain hiding effects. For all predictions fractional form drag was set to 0.5, in 
plots (a, b, and d) the patch D50 was used as the roughness length scale, ks. In all plots dashed line 
is 1:1 line and solid lines show factor of three deviation from 1:1 line, open squares and gray 
circles are Shields stress calculated using the flow competence (Dmax) and one-meter (D1meter) 
methods, respectively. Results of the two sample Kolmogorov–Smirnov test comparing field-
estimated vs. model-predicted Shields stress distributions are displayed for each plot, p < 0.05 


































Figure 2.14: Calculated critical shear stress (τc) normalized by shear stress for D = 
D50 = ks of the patch surface (τks) versus sediment size (D) normalized by the 
roughness length ks for both flow competence and one-meter data. Here D is Dmax 
for flow competence data and D1meter for the one-meter method, and ks is the mass 
weighted geometric mean grain diameter of the surface of the patch from which 
the grain originated. The solid line is a best fit to all the data (τc/ τks = (D/ks)
1-0.49), r2 
= 0.10. Also labeled are lines of equal threshold and size independence. 
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Figure 2.15: Box and whisker plots of the ratio (δτ*c) of field (τ*c-field) to model 
(τ*c-model) calculated critical Shields stress (τ*c). Boxes bound the data between the 
25th to 75th percentile values, the line within the box is the data median, and whis-
kers show data extent. For all model predictions, fractional form drag was set to 0.5 
and the patch median grain size was used as the roughness length scale, unless 
otherwise specified. Model predictions used include the Wiberg and Smith [1987] 
theory (‘no slope-dependent hydraulics’),  Lamb et al. [2008a] theory with fractional 
form drag set to zero (‘no form drag’), Lamb et al. [2008a] theory with D/ks = 1 (‘no 
grain hiding’), and Lamb et al. [2008a] theory where the reach-averaged D50 was 
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EXPERIMENTAL EVIDENCE FOR FLUVIAL BEDROCK INCISION BY 
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* Adapted from Scheingross, Joel S., et al. “Experimental evidence for fluvial bedrock 








Fluvial bedrock incision sets the pace of landscape evolution and can be 
dominated by abrasion from impacting particles. Existing bedrock incision models 
diverge on the ability of sediment to erode within the suspension regime, leading to 
competing predictions of lowland river erosion rates, knickpoint formation and evolution, 
and the transient response of orogens to external forcing. We present controlled abrasion 
mill experiments designed to test fluvial incision models in the bed-load and suspension 
regimes by varying sediment size while holding fixed hydraulics, sediment load, and 
substrate strength. Measurable erosion occurred within the suspension regime, and 
erosion rates agree with a mechanistic incision theory for erosion by mixed suspended 
and bed-load sediment. Our experimental results indicate suspension-regime erosion can 
dominate channel incision during large floods and in steep channels, with significant 
implications for the pace of landscape evolution. 
 
3.2 Introduction 
River incision into bedrock controls the flux of sediment to basins, links hillslopes 
to channels, and dictates the rate at which landscapes evolve (e.g., Whipple et al., 2013). 
Bedrock incision theory allows predictions of fluvial response to external perturbations, 
and the most commonly used models assume erosion is proportional to stream power or 
bed shear stress (e.g., Howard and Kerby, 1983). Such models have been widely used in 
landscape evolution modeling (e.g., Tucker and Slingerland, 1994), as well as in studies 
examining feedbacks between climate, tectonics, and topography (e.g., Willett, 1999). 
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However, stream-power models do not explicitly capture the physical processes of river 
erosion (i.e., the coupling of fluid flow, sediment transport, and channel erosion), limiting 
their predictive ability. 
An alternative approach is to more directly account for processes eroding rock. 
The saltation-abrasion model (Sklar and Dietrich, 2004) predicts river-bed abrasion from 
single-sized sediment transported in bed load over a planar bed, and several of its basic 
tenets have been confirmed in laboratory and field settings (e.g., Sklar and Dietrich, 
2001; Johnson and Whipple, 2010). This has led the model, and other similar models 
(e.g., Turowski et al., 2007), to be widely adopted in predicting reach-scale erosion (e.g., 
Cook et al., 2012), river-profile evolution (e.g., Crosby et al., 2007), and landscape 
evolution (e.g., Egholm et al., 2013). The saltation-abrasion model differs from the 
stream-power model in important and sometimes counter-intuitive ways. For example, 
the saltation-abrasion model predicts decreased erosion rates for heightened bed shear 
stresses, leading to slower transient river network response to base level change (Crosby 
et al., 2007; Gasparini et al., 2007), the preservation of relief in tectonically inactive 
mountain ranges over much longer time scales than with stream-power modeling 
(Egholm et al., 2013), and the formation of landforms which do not arise in stream-power 
modeling such as permanent fluvial hanging valleys (Crosby et al., 2007) and static 
knickpoints that can grow infinite in height (Sklar and Dietrich, 2008). Additionally, in 
sand- and silt-bedded rivers and deltas where the majority of bed sediment is transported 
in suspension during floods, the saltation-abrasion model predicts zero erosion, counter to 
stream-power predictions and field observations of fluvial incision into consolidated 
sediment (Nittrouer et al., 2011; Shaw et al., 2013). 
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Differences between the saltation-abrasion and stream-power models arise, in 
part, because the saltation-abrasion model assumes an infinite hop length for particles 
transported within the suspension regime, such that particles are assumed not to impact 
the bed and erosion rates are predicted to be zero (Sklar and Dietrich, 2004; 2006). The 
transition from the bed-load regime to the suspension regime is often defined as the point 
in which bed shear velocity, u* (a fluid turbulence proxy), surpasses particle terminal 
settling velocity, ws (Bagnold, 1966; McLean, 1992), such that turbulence strongly 
influences particle trajectories. In the suspension regime, some particles are advected 
high into the water column by turbulence (i.e., the suspended load); however, the largest 
concentration of particles is still near the bed (Rouse, 1937) where particles impact the 
bed via rolling, sliding, and saltation (i.e., bed load), and there is active exchange of 
particles between the bed-load layer and suspended load above (e.g., McLean, 1992; 
Garcia and Parker, 1993). To account for erosion due to particle-bed impacts within the 
suspension regime, Lamb et al. (2008) (hereafter referred to as the total-load model) 
recast the saltation-abrasion model in terms of near-bed sediment concentration rather 
than particle hop lengths. The saltation-abrasion and total-load models produce similar 
results for erosion within the bed-load regime, but within the suspension regime the total-
load model predicts nonzero erosion rates that increase with increasing fluid bed stress, 
leading to contrasting predictions for landscape evolution, especially during large floods 
and in steep channels where bed sediment is suspended. 
Laboratory experiments offer a means to test the validity of existing bedrock-
erosion theories under controlled conditions that are otherwise difficult to achieve in 
natural rivers. Previous experimental work suggests that channel-bed erosion in the 
129 
 
suspension regime is possible (Sklar and Dietrich, 2001; Cornell, 2007; Chatanantavet et 
al., 2010), but experiments have not been conducted that allow full testing of existing 
models within the suspension regime. Herein we present results from controlled abrasion 
mill experiments and find significant rates of erosion within the suspension regime, in 
agreement with the total-load erosion model, and with important implications for 
landscape evolution. 
 
3.3 Experimental setup 
In natural river channels, erosion rates are likely influenced by multiple sediment 
sizes in transport, complex bed topography, and jointed rock that may promote plucking 
(e.g., Hancock et al., 1998). Our goal is not to reproduce this complexity, but rather to 
test the competing predictions of the saltation-abrasion and total-load erosion models 
under the simplest possible scenarios and in accordance with inherent assumptions in the 
models, including single-sized sediment, and a planar river bed of massive, unjointed 
rock. Testing existing models under these simplified conditions is important because such 
baseline tests have yet to be performed, and the existing theories are widely applied to 
natural landscapes and used in landscape evolution simulations despite these assumptions 
(e.g., Cook et al., 2012; Egholm et al., 2013). 
To explore bedrock erosion rates over a wide range of transport conditions, we 
conducted experiments in abrasion mills (Fig. 3.1) identical to those used by Sklar and 
Dietrich (2001) in their study of erosion rates in the bed-load regime. In abrasion mills, 
suspension of sediment can be achieved by increasing the flow speed (i.e., increasing u*), 
decreasing the sediment size (i.e., decreasing ws), or both. Increasing flow speed to 
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suspend gravel in the abrasion mills is problematic, however, because higher flow speeds 
require larger diameter mills to eliminate co-varying changes in secondary flow 
circulation. Thus, we chose to conduct experiments varying sediment diameter (0.46 < D 
< 44 mm; Table S3.1) to achieve flow conditions spanning both the suspension and bed-
load regimes (0.15 < u*/ ws < 2.9), while holding propeller speed (1000 rpm, u* ≈ 0.15 
m/s; Sklar and Dietrich, 2004) and total sediment load (70 g) constant to match previous 
experiments (Sklar and Dietrich, 2001). Note that under the imposed conditions of 
constant sediment load and flow speed, finer sediment will necessarily produce smaller 
erosion rates, regardless of whether transport is in the suspension regime or not, because 
of smaller particle mass and fall velocity. Erosion rates should also approach zero with 
decreasing grain size as impacts become viscously damped for particle Stokes numbers 
(St, a non-dimensional number which weights the kinetic energy of particle impacts to the 
fluid viscosity) below ~10–100 (Joseph et al., 2001). 
To achieve measurable erosion rates, we used low-tensile strength (σT = 0.32 
MPa) polyurethane foam as a highly erodible bedrock simulant rather than natural rock. 
Tests show foam follows the same erosion-rate scaling relationship with tensile strength 
as observed by Sklar and Dietrich (2001) for rock and concrete (Supplementary Material, 
Fig. S3.1), allowing our results to be properly scaled to natural rock. 
For each experiment, we secured a 38-mm-thick foam disc to the base of the 
abrasion mill, loaded the mill with siliciclastic, well sorted, sub-angular to sub-rounded 
sediment, and filled the mill to a depth of 49 cm with water. A propeller induced flow 
and sediment transport, and experiments were run long enough for measurable wear of 
the foam disc by either volume loss (using a submillimeter-precision laser scanner) or 
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mass loss (using a 0.1-g precise scale), depending on total volume eroded. For grain 
diameters D   2.4 mm we collected flow samples at three elevations above the bed (1, 3, 
and 10 cm) to quantify the suspended sediment concentration profile (Fig. 3.1; 
Supplementary Material). 
 
3.4 Sediment transport 
Using a transparent mill, we observed that grains with D 7 mm (u*/ws   0.44) 
were transported exclusively in bed load, moving via rolling, sliding, and saltating along 
the bed, grains with D   1.2 mm (u*/ws   1.3) moved in both bed and suspended load, 
and grains ~2.0–2.4 mm diameter (0.61 u*/ws   1.0) were intermediate between 
exclusive bed load and intermittent suspension (Fig. S3.2; Movies S3.1–S3.4). In the 
radial direction, sediment concentrated in an annulus around the center of the mill due to 
secondary circulation (Sklar and Dietrich, 2001; 2004); however, secondary circulation 
was typically less than ~10% of the mean azimuthal flow velocity and did not appear to 
strongly influence erosion rates (Supplementary Material). 
Measurements of sediment concentration, c, for D < 2 mm had vertical profiles 
(Fig. 3.2) comparable to those predicted by classic theory (Rouse, 1937), 
*(1/ ) (1/ )







    
 , (3.1) 
where z is height above the bed, H is flow depth, cb and Hb are near-bed sediment 
concentration and bed-load layer thickness calculated following Lamb et al. (2008),  is a 
dimensionless constant weighting the diffusivities of sediment relative to fluid 
momentum, and  = 0.41 is von Karman’s constant. Despite the different flow hydraulics 
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in abrasion mills versus the unidirectional, steady, turbulent boundary layer assumed in 
the derivation of Equation 3.1, the Rouse model shows reasonable agreement with our 
measurements for  = 2 (Fig. 3.2), a value similar to that found in unidirectional flows 
(e.g.,  = 0.5–3;  Graf and Cellino, 2002). 
 
3.5 Bedrock erosion 
Measurable erosion of synthetic bedrock occurred in all experiments, including 
those within the suspension regime. Under fixed total sediment load, erosion rates 
decreased with decreasing grain size from ~102 cm3/hr for the largest grains that were 
transported in the bed-load regime (D = 40 mm, u*/ws = 0.15) to ~102 cm3/hr for the 
smallest grains that were transported in the suspension regime (D = 0.46 mm, u*/ws = 2.9) 
(Fig. 3.3A; Table S3.1). The observed erosion rate versus grain size relationship for the 
bed-load regime matches that observed by Sklar and Dietrich (2001) or grains eroding 
limestone, except we observed higher erosion rates due to the use of a lower tensile 
strength substrate. To directly compare our results to those of Sklar and Dietrich (2001) 
we scaled volumetric foam erosion rates (Ev-f) to equivalent values for erosion of 
limestone (Ev-ls) using the tensile-strength scaling relationship proposed by Sklar and 
Dietrich (2001)  and confirmed here (Fig. S3.1B), i.e., 
2
T ls







     
, (3.2)  
where T-f and T-ls are the tensile strengths of foam (0.32 MPa) and limestone (9.8 MPa), 
respectively. The scaled foam data collapse to nearly the same values as those found by 
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Sklar and Dietrich (2001), and extend the combined data set to smaller sediment sizes 
with higher u*/ws (Fig. 3.3A). 
The saltation-abrasion model (Sklar and Dietrich, 2004) predicts zero erosion for 
D < ~2 mm due to the onset of suspension, which does not match our data (Fig. 3.3B). 
The total-load model (Lamb et al., 2008), on the other hand, over-predicts erosion rates 
within the suspension regime when viscous dampening of impacts is neglected. The best 
model fit to the data is the total-load abrasion model where impacts are viscously damped 
for St < 75, this value is within the range of partial dampening found in particle-wall 
collision studies (e.g., Joseph et al., 2001). 
 
3.6 Discussion and implications 
Our experimental results provide direct evidence for fluvial incision in the 
suspension regime, show viscous dampening reduces erosion rates for low-energy 
impacts, and support the use of the total-load model for predicting erosion in both the 
bed-load and suspension regimes. Our observations show that suspension-regime erosion 
occurs because particles are transported both in a bed-load layer with high sediment 
concentrations near the bed, and in a more dilute suspended-load layer above (e.g., Fig. 
3.2; Fig. S3.2), with active interchange of particles between the two layers and active 
particle-bed impacts. Erosion rates in our experiments decreased across the bed-load to 
suspension regime primarily because we decreased grain size while holding sediment 
load and flow speed constant, and, under these conditions, smaller particles have lower 
kinetic energy upon impact, regardless of the transport mode. The total-load model 
predicts that suspension-regime erosion rates would be of similar magnitude to bed-load-
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regime rates if experiments were instead conducted by varying u* while holding grain 
size constant (Fig. 3.4), and would outpace bed-load regime rates by several orders of 
magnitude if sediment load increases with u* (Supplementary Material; Fig. S3.3). 
Although more difficult experimentally, these alternate scenarios are likely in natural 
rivers during floods, suggesting that erosion by sediment in the suspension regime may 
be more important in natural rivers than demonstrated in our experiments. 
In natural rivers, the relative efficiency of erosion within the suspension regime 
depends strongly on the ability of a flood to suspend bed sediment. Bankfull floods in 
gravel-bed rivers rarely suspend bed material (Parker et al., 2007), such that, for typical 
mass flux ratios of bed to suspended load, erosion from gravel and cobbles moving 
exclusively in bed load likely outpace suspension-regime erosion from sand and silt 
which have smaller impact velocities and in which impacts may be viscously damped. 
Suspension-regime erosion will dominate fluvial abrasion when bed sediment is 
suspended however, which regularly occurs in sand-bedded rivers, in coarse-grained 
rivers during large floods, and in steep channels and knickzones. For example, the total-
load model successfully predicts erosion of consolidated mud in the Wax Lake Delta 
where the majority of grain sizes present on the bed are transported in the suspension 
regime during bankfull flows (Shaw et al., 2013). These conditions are common in other 
lowland distributary rivers (e.g., Nittrouer et al., 2011), where the dominance of 
suspension-regime transport would cause the saltation-abrasion model to erroneously 
predict zero erosion. Suspension of bed material can also occur during large-magnitude 
storms in coarse-bedded mountain rivers. For example, typhoon-induced floods in the 
Da’an River, Taiwan, resulted in ~20 m of vertical incision over a four year period (Cook 
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et al., 2012). We calculate that grains up to 1 m in diameter were within the suspension 
regime in the narrowest portion of the gorge where erosion was rapid (Supplementary 
Material), which is far larger than the median grain diameter of the bed material (15 cm; 
Cook et al., 2012), suggesting that the bulk of erosion occurred within the suspension 
regime.  
In landscape evolution modeling, suspension-regime erosion causes erosion rates 
to increase on steep channel slopes, similar to stream-power models (Supplementary 
Material; Fig. S3.3), and may prevent formation of over-steepened, non-eroding reaches 
that develop in simulations that use the saltation-abrasion model (e.g., Wobus et al., 
2006; Crosby et al., 2007; Sklar and Dietrich, 2008). Suspension-regime erosion 
additionally allows steep river reaches to propagate more rapidly through a landscape 
resulting in faster transmission of changes in base-level than observed with saltation-
abrasion models (Crosby et al., 2007; Gasparini et al., 2007), and this in turn may 
influence the predictions of morphology and lifespan of mountain ranges. For example, 
recent predictions using the saltation-abrasion model attribute the long-term preservation 
of relief in tectonically inactive mountain ranges to landslide-modulated sediment supply 
to river networks (Egholm et al., 2013). However, including suspension-regime erosion 
in modeling should yield higher erosion rates which, will more rapidly reduce relief both 
on steep slopes and under high rates of sediment supply if bed sediment is suspended 
(e.g., Fig. S3.3).  
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Figure 3.1. Schematic diagram of abrasion mill and sediment concentration measure-
ment system (modified from Sklar and Dietrich, 2001). B: Contrast-enhanced, side-view 
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Figure 3.2. Rouse sediment concentration profiles (dashed and solid lines) for different 
grain sizes with β = 2 (β is a dimensionless constant weighting the diffusivities of 
sediment relative to fluid momentum), for a total sediment load of 70 g. Symbols corre-
spond to the mean of the sediment concentration measurements (n = 3); x- and y-error 
bars represent the geometric standard deviation of the measurements and the radius of 
the sampling tubing (3 mm), respectively.
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Figure 3.3. A: Volumetric erosion rate, Ev, versus grain size, D, in this study and from 
previous experiments eroding limestone. We show both measured foam erosion rates 
(Ev-f) and limestone-equivalent rates (Ev-ls; Eq. 2.2). Error bars correspond to the limits of 
unimodal grain size distributions as reported in Table A1.1. B: Same as panel A with 
lines showing theoretical predictions of the saltation-abrasion model (Sklar and Dietrich, 
2004), and the total-load model (Lamb et al., 2008) with and without viscous dampen-
ing. The cover term was neglected due to low sediment loading, and non-dimensional 
constant kv was set to 3 × 10
5 to account for the fact that particle tensile strength was 
greater than substrate tensile strength (see Sklar and Dietrich [2004] for details).
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Figure 3.4. Volumetric erosion rate, Ev, versus transport stage, τ*/τ*c, for abrasion mill 
experiments. Lines show theoretical predictions of the total-load model (Lamb et al., 
2008) for transport stage varied by changing grain size (D, solid line), as was done in the 
abrasion mill experiments, and by changing shear velocity (u*) with constant flow depth 
(dashed line). Symbols show mean and 1 sigma standard deviation of erosion rates for 
abrasion mill experiments, with foam erosion rates converted to limestone-equivalent 
rates (Ev-ls) using Eq. 3.2. Models include viscous dampening of impacts for particle 
Stokes number < 75, β = 2, kv = 3 × 10




Supplementary material for Chapter 3 
S3.1 Scaling foam-to-rock erosion 
The erosion rate of natural rock and concrete has been shown to depend primarily 
on the substrate tensile strength, σT (Sklar and Dietrich, 2001).  To test this scaling 
relationship for polyurethane foam, we designed a set of abrasion mill experiments 
eroding foam of different tensile strengths (0.3< σT < 17 MPa, Table S3.2) and densities 
(0.06 to 0.96 g/cm3) while holding all other variables constant, including sediment load 
(150 g) and grain size (D = 6 mm). These experiments are identical to erosion-rate versus 
tensile-strength experiments presented in Sklar and Dietrich (2001), except here we use a 
foam substrate rather than rock or concrete. Results show foam erosion rates by mass 
loss, Em, varied inversely with tensile strength from ~101 to 10-2 g/hr, and were slightly 
lower than Em measurements from Sklar and Dietrich (2001) for material of similar 
tensile strength (Fig. S3.1A). Accounting for the low density of foam compared to rock 
results in a reasonable match between foam and rock erosion, where volumetric erosion 
rates, Ev, scale with σT-2 (Fig. S3.1B).  This agreement suggests that foam acts as a 
suitable rock analog. 
Note that Sklar and Dietrich (2004) further proposed that erosion rate depends on 
the material Young’s modulus, Y,  and a (material specific) non-dimension constant, kv. 
Unlike natural rock which has little variation in Y and kv, the Young’s modulus of foam 
used in this study varied from 3.9 to 330 MPa.  This implies that to achieve the observed 
relationship between foam tensile strength and erosion rate, either kv must vary in 
proportion to Y (which goes against the theoretical expectation of constant kv  (Engle, 
1978)), or that Young’s modulus may have little influence on erosion rate, as has recently 
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been suggested (Beyeler et al., 2009). In either case, the agreement in erosion rate versus 
tensile-strength relationship for foam, natural rock, and concrete allows results obtained 
between the three substrates to be directly compared. 
 
S3.2 Sediment concentration measurements 
We sampled suspended and bedload sediment within abrasion mills using 6.4 mm 
diameter siphons inserted through the abrasion mill walls, a sampling velocity (~0.65   
0.1 m/s) similar to the mean flow velocity (Winterstein and Stefan, 1983), and sample 
volumes that did not exceed 1.75 L (~12% of the abrasion mill water volume). Sediment 
concentration was measured by weighing and drying the samples, and weighing the 
sediment. 
 
A3.3 Secondary circulation 
We used high speed video (240 frames per second) looking up through the bottom 
of a clear abrasion mill with foam removed to track particle motion and quantify 
secondary flow circulation. We manually tracked individual particle trajectories for 
distances of one to four full rotations about the mill, and averaged trajectories over seven 
frames to calculate the ratio of azimuthal to radial distance traveled. For five grains of 6.8 
mm diameter, we found median values of azimuthal to radial distance traveled ranged 
from ~7 – 17. Particle trajectories for grains smaller than 6 mm could not be measured 
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due to high particle velocities and small particle size which exceeded the speed and 
resolution of our high speed camera. 
Sklar and Dietrich (2001; 2004) attributed suspension-regime erosion in abrasion 
mill experiments to secondary circulation, which they argued induced bedload transport 
in a way not representative of natural rivers. However, our observations are consistent 
with previous workers who showed that high concentrations of particles and active 
particle-bed interactions are expected near the bed (i.e., in a bedload layer) even within 
the suspension regime (e.g., Rouse, 1937; McLean, 1992). Furthermore, although 
secondary circulation is an important component of flow in the abrasion mills, several 
observations suggest it did not dominate particle trajectories or strongly influence 
bedrock erosion rates. First, secondary circulation in natural rivers with flow around 
bends as well as in straight channels is of similar magnitude (~10% of the mean 
azimuthal flow velocity (Dietrich and Smith, 1983; Nikora and Roy, 2012)) to our 
abrasion mill observations (Fig. S3.2; Movies S3.1–4). Second, the agreement between 
sediment-concentration measurements and Rouse-profile predictions (Fig. 2) suggest the 
abrasion mills reasonably replicate natural river fluid flow and sediment transport. Third, 
we observed fluting and grooves on the eroded foam surfaces parallel to the azimuthal 
flow direction, suggesting radial sediment transport due to secondary circulation did not 
exert a detectable influence on erosion.  
 
S3.4 Role of slope, flow depth, sediment size, and sediment load 
Suspension of sediment during fluvial transport can be achieved either by 
decreasing particle size (i.e., lowering settling velocity, ws), or increasing fluid shear 
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stress (i.e., increasing shear velocity, u*).  In the experiments presented here, we 
decreased grain size while holding shear velocity and sediment load constant to achieve 
suspension.  While tractable experimentally, this is not an ideal representation of natural 
bedrock rivers where the transition from bedload to suspension regime transport occurs 
primarily due to increases in shear velocity associated with flood events, which 
additionally tend to increase sediment supply (e.g., Leopold et al., 1964). Here we 
explore how changes in grain size, shear velocity, and sediment supply influence erosion 
rates in both the bedload and suspension regimes.  
We ran the total-load and saltation-abrasion models under variable transport 
stage, τ*/ τ*c, where τ* is the non-dimensional Shields stress defined as 
 * s f gD
     ,  (S3.1)  
τ is bed shear stress, g is acceleration due to gravity, ρs = 2650 kg/m3 and ρf = 1000 kg/m3 
are the sediment and fluid densities, respectively, and τ*c = 0.03 is the critical Shields 
stress for sediment motion. We assumed steady, uniform flow such that  
2
*f fu ghS     ,  (S3.2) 
where h and S are the channel flow depth and slope, respectively. Under these 
assumptions, increases in τ*/ τ*c arise from increasing h or S, or decreasing D.  The total-
load model is dependent upon h and S individually, whereas the saltation-abrasion model 
is dependent upon shear velocity (i.e., the product hS). We varied transport stage to cover 
conditions from incipient motion to well within the suspension regime (100 < τ*/ τ*c < 
104). Values of τ*/ τ*c do not correspond to identical values of u*/ ws across different 
146 
 
model runs; however, the transition from bedload to suspension regime transport 
generally occurs when τ*/ τ*c exceeds ~20-40. We ran two separate scenarios, first for a 
constant sediment load, qs, and second, letting qs = 0.5qsc, where 
3 1/2 3/2
* *c5.7( ) ( )scq RgD     is the sediment transport capacity calculated using the 
empirical fit of Fernandez Lueque and van Beek (1976), and ( ) /s f fR      is the 
submerged specific density of sediment. For all cases we used base conditions 
representative of the South Fork Eel River, California, USA (D = 60 mm, h = 0.95 m, S = 
0.0053, qs = 8.9 x 10-4 m2/s), which has been used as a reference site for the saltation-
abrasion and total-load models previously (Sklar and Dietrich, 2004; 2006; 2008; Lamb 
et al., 2008). Models were run by varying one of either grain size, channel slope, or flow 
depth while holding the remaining two variables constant. 
 Under constant sediment load, parameterizations of the total-load and saltation-
abrasion models generally agree within the bed load regime (τ*/ τ*c < ~20), but diverge 
within the suspension-regime (Fig. S3.3A). The saltation-abrasion model predicts that 
erosion rates tend towards zero as the threshold for suspension is approached regardless 
of how changes in transport capacity are achieved (thin gray lines in Fig. S3.3A), in 
contrast to total-load model predictions (black lines in Fig. S3.3A).  When transport stage 
varies with grain size (as was the case for the abrasion mill experiments presented here), 
the total-load model predicts erosion rates decrease with increasing τ*/ τ*c due to reduced 
kinetic energy of fine grain impacts, asymptotically approaching zero erosion near the 
threshold for viscous dampening (dashed black line in Fig. S3.3).  For transport stage 
varying with flow depth (black dashed-dotted line), or varying with slope (solid black 
line), both of which are likely in field situations but which we were unable to test 
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experimentally, the total-load model predicts non-zero erosion rates. Increases in 
transport stage reduce near-bed sediment concentration due to faster particle advection 
and the lofting of a portion of the sediment load above the bedload layer as particles enter 
suspension. These effects decrease the number of particle impacts, and in turn, erosion 
rates. For the case of varying slope, decreases in near-bed sediment concentration are 
offset by increases in impact velocity for τ*/ τ*c > ~100, such that suspension-regime 
erosion rates match and can exceed bed load-regime erosion rates (see Lamb et al. (2008) 
for further discussion). 
 Bedrock erosion in mountain channels occurs during floods large enough to 
mobilize bed-sediment, and increases in flood-magnitude generally yield increases in 
sediment supply (e.g., Leopold et al., 1964). Repeating the above analysis for sediment 
supply proportional to transport capacity (Fig. S3.3B) gives markedly different total-load 
model predictions to those made under constant sediment supply (Fig. S3.3A), as setting 
qs = 0.5qsc maximizes erosion rates for a given grain size and shear velocity (Sklar and 
Dietrich, 2004). When transport stage is varied by reducing grain size, erosion rates 
decrease with transport stage well before the threshold for suspension in the saltation-
abrasion model is reached (thin gray dashed line in Fig. S3.3B), because increased 
sediment supply does not offset the effect of reduced kinetic energy of impact for fine 
grains.  When transport stage is varied by changing shear velocity, total-load erosion 
rates increase monotonically with τ*/ τ*c (solid and dashed-dotted black lines in Fig. 
S3.3B), and suspension-regime erosion rates can exceed bedload regime erosion rates by 
multiple orders of magnitude. Thus, for large-magnitude floods in bedrock rivers, we 
expect suspension-regime erosion to contribute significantly to, and in cases dominate, 
148 
 
the total fluvial abrasion signal, as likely occurred during typhoon-induced storms in the 
Da’an River, Taiwan (Cook et al, 2012).  Additionally, in the suspension regime, bedrock 
erosion can occur even if the sediment supply exceeds the bedload transport capacity, 
because the excess sediment, which otherwise would form a static cover and protect the 
bed, can be transported as suspended load. 
 Saltation-abrasion and total-load erosion rate predictions can also be compared to 
those predicted using a stream power model (e.g., Howard and Kerby, 1983),  
E K   ,  (S3.3) 
where we set K = 0.41 mm / (year Pa) and γ = 1 to match the observed long-term erosion 
rates in the South Fork Eel River (Sklar and Dietrich, 2006).  Unlike the saltation-
abrasion and total-load models, stream power predicts monotonically increasing erosion 
rate with transport stage, independent of sediment supply, slope, flow depth, or grain size 
(thick gray dashed line in Fig. S3.3). When sediment supply is proportional to sediment 
transport capacity, the ratio of suspension-regime to bedload-regime erosion rates 
predicted by the total-load model roughly matches that predicted by stream-power for 2 < 
τ*/ τ*c < ~200 (Fig. S3.3B). 
 
 
S3.5. Da’an River suspension calculations 
We calculated u*/ ws in the Da’an River, Taiwan for all reaches in which Cook et 
al. (2012)  report data (their Table III) for a characteristic typhoon-induced flood 
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discharge of 1300 m3/s. We solved for shear velocity by combining Equations S3.1 and 
S3.2 using reported values of non-dimesnional Shields stress and the medium grain 
diameter (D = 15 cm) (Cook et al., 2012). We estimated terminal settling velocity for a 
range of particle sizes using the Dietrich (1982) empirical formula with values 
appropriate for natural particles (Corey Shape Factor = 0.8; Powers Roundness = 3.5), 
and defined the maximum grain size expected to be in the suspension regime, Dsusp, as the 
largest grain for which u*/ws   1 (Table S3.3). Note that Cook et al. (2012) removed the 
constraint suppressing suspension-regime erosion in their implementation of the 
saltation-abrasion model such that they calculated non-zero erosion rates in reaches 
within the suspension regime. Viscous dampening of particle impacts is not expected to 
influence abrasion rates for floods which produced measurable erosion in the Da’an River 
due to the presence of coarse bed-material and large particle Stokes numbers. 
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S3.7 Movie captions 
Movie S3.1. Side view of suspension-regime transport for D = 1.2 mm sand (u*/ws = 1.3) 
taken with a high speed camera (240 frame per second, total elapsed time is ~3.25 
seconds).  
 
Movie S3.2. View looking up through clear abrasion mill with D = 1.2 mm sand in 
suspension-regime transport (u*/ws = 1.3) taken with a high speed camera (240 frame per 
second, total elapsed time is ~3.25 seconds). The abrasion mill is 20 cm in diameter.  
 
Movie S3.3. Side view of bedload regime transport for D = 6.8 mm gravel (u*/ws = 0.44) 
taken with a high speed camera (240 frame per second, total elapsed time is ~3.25 
seconds).  
  
Movie S3.4. View looking up through clear abrasion mill of bedload regime transport for 
D = 6.8 mm gravel (u*/ws = 0.44) taken with a high speed camera (240 frame per second, 
total elapsed time is ~3.25 seconds). The abrasion mill is 20 cm in diameter. Note radial 
particle velocity due to secondary circulation exists, but is substantially smaller than 



































D-0.46-A 0.34 0.46 0.58 4.9 Scan 365.4 0.0134 2.9 99.7 0.5 2.5
D-0.46-B 0.34 0.46 0.58 6.1 Scan 365.4 0.0167 2.9 99.7 0.5 2.5
D-0.46-C 0.34 0.46 0.58 4.5 Scan 365.4 0.0122 2.9 99.7 0.5 2.5
D-0.46-D 0.34 0.46 0.58 6.6 Scan 430.0 0.0153 2.9 99.7 0.5 2.5
D-0.46-E 0.34 0.46 0.58 3.2 Scan 430.0 0.00746 2.9 99.7 0.5 2.5
D-0.46-F 0.34 0.46 0.58 4.9 Scan 430.0 0.0113 2.9 99.7 0.5 2.5
D-0.75-A 0.56 0.75 0.99 6.2 Scan 21.0 0.295 1.8 82.3 0.5 2.5
D-0.75-B 0.56 0.75 0.99 5.5 Scan 21.0 0.261 1.8 82.3 0.5 2.5
D-0.75-C 0.56 0.75 0.99 8.7 Scan 21.0 0.413 1.8 82.3 0.5 2.5
D-1.2-A 0.89 1.20 1.58 9.7 Scan 5.0 1.94 1.3 35.5 0.5 2.5
D-1.2-B 0.89 1.20 1.58 12.2 Scan 5.0 2.44 1.3 35.5 0.5 2.5
D-1.2-C 0.89 1.20 1.58 9.9 Scan 5.0 1.97 1.3 35.5 0.5 2.5
D-1.2-D 0.89 1.20 1.58 6.1 Scan 2.5 2.45 1.3 35.5 0.5 2.5
D-2.0-A 1.55 2.02 2.50 25.5 Scan 1.5 17.0 1.00 7.26 0.48 2.5
D-2.0-B 1.55 2.02 2.50 29.8 Scan 1.5 19.8 1.00 7.26 0.48 2.5
D-2.0-C 1.55 2.02 2.50 29.8 Scan 1.5 19.9 1.00 7.26 0.48 2.5
D-2.0-D 1.55 2.02 2.50 23.5 Scan 1.5 15.6 1.00 7.26 0.48 2.5
D-2.4-A 2.0 2.4 2.8 73.0 Scan 1.5 48.6 0.61 3.77 0.69 5
D-2.4-A 2.0 2.4 2.8 60.0 Scan 1.5 40.0 0.61 3.77 0.69 5
D-6.8-A 5.6 6.8 8.0 29.8 Scan 0.3 89.3 0.44 <0.1 0.57 3.5
D-6.8-A 5.6 6.8 8.0 29.8 Scan 0.3 89.3 0.44 <0.1 0.57 3.5
D-6.8-A 5.6 6.8 8.0 58.0 Scan 0.3 174 0.44 <0.1 0.57 3.5
D-24-A 22.0 24.0 26.0 292.2 Scale 1.0 292 0.25 <0.01 0.5 4.5
D-24-B 22.0 24.0 26.0 156.3 Scale 0.5 313 0.25 <0.01 0.5 4.5
D-24-C 22.0 24.0 26.0 73.4 Scale 0.4 176 0.25 <0.01 0.5 4.5
D-24-D 22.0 24.0 26.0 40.6 Scale 0.4 97.5 0.25 <0.01 0.5 4.5
D-24-E 22.0 24.0 26.0 39.1 Scale 0.4 93.8 0.25 <0.01 0.5 4.5
D-40-A - 40.9 - 182.8 Scale 0.5 366 0.16 <0.01 0.65 5.5
D-40-B - 43.7 - 121.9 Scale 0.5 244 0.15 <0.01 0.65 5.5
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* For all experiments, sediment loading was 70 g, propeller was set to 1000 RPM, and the substrate was 0.064 g/cm3 foam with 0.324 
MPa tensile strength and 3.92 MPa Young's modulus. Grains 2.02 mm in diameter and smaller were measured via particle image 
analysis with a Microtrac DIA, and D 16 , D , and D 84  are the 16th percentile, median, and 84th percentile grain size of the sediment 
used for erosion. Grains 2.4 mm in diameter and larger were hand sieved and manually measured; for these grains, D 16 , D , and D 84 
represent the lower limit, average, and upper limit of the particle distribution, respectively. A single grain was used where D 16  and 
D 84  are not reported. 
† Scan refers to eroded volume measured with sub-mm precision laser scanning, and scale refers to mass eroded measured with 0.1-g 
precision dry-weighing before and after experiments. The two methods gave similar results when both were performed, for certain 
cases mass loss measurements were advantageous over volume loss measurements, and vice versa (for example, low-density foam 
with small erooded volumes leads to negligible mass loss such that scan measurements are more accurate). 
§u *  is the fluid shear velocity. w s  is the terminal settling velocity calculated for particles of size D using measured values of Corey 
Shape Factor and Powers Roundess and the Dietrich (1982) empirical formula.
# Percent of viscously damped impacts was calculated for particles of size D  assuming damping of impacts for Stokes numbers <75, 
and impact velocities based on particle fall height and Gaussian turbulent fluctuations as parametrized in Lamb et al (2008). 
152














Tensile-1-A 0.32 3.92 0.064 1.0 5.6 87.4
Tensile-1-B 0.32 3.92 0.064 1.0 6.6 103
Tensile-1-C 0.32 3.92 0.064 1.0 4.3 67.1
Tensile-1-D 0.32 3.92 0.064 1.0 5.2 81.2
Tensile-1-E 0.32 3.92 0.064 1.0 4.3 67.1
Tensile-1-F 0.32 3.92 0.064 2.0 7.0 54.6
Tensile-1-G 0.32 3.92 0.064 2.0 10.0 78.0
Tensile-1-H 0.32 3.92 0.064 2.0 9.7 75.7
Tensile-1-I 0.32 3.92 0.064 0.7 21.0 447
Tensile-2 0.50 5.38 0.096 4.0 20.6 53.6
Tensile-3 1.79 25.58 0.240 18.0 11.1 2.57
Tensile-4 2.70 47.18 0.320 67.0 11.4 0.531
Tensile-5 5.38 104.80 0.481 71.4 16.6 0.484
Tensile-6 9.20 186.04 0.641 121.2 2.0 0.026
Tensile-7 13.17 265.79 0.769 121.2 2.0 0.021
Tensile-8 16.62 329.56 0.961 168.0 4.0 0.025
* For all experiments, sediment loading was 150 g of 5.6-6.3 mm sieved grains, and propeller was set to 1000 RPM. 
Mass loss measurements were made by weighing discs before and after the experiment with a 0.1-g precision scale. 
Eroded discs are commercially available closed cell polyurethane foam (http://precisionboard.com). Tensile strength 
and Young’s modulus are measured by the manufacturer using standard procedures (American Society for Testing 
and Materials standard D-1623).
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Pre-uplift/upstream of uplift 0.091 221 0.98 2.0
Pond in 1999 0.016 38.8 0.19 0.36
Upstream of hinge 0.081 197 0.86 1.8
Downstream of hinge 0.18 437 2.2 4.0
Scarp/knickpoint in 2001 1.02 2480 15 23
Pond in 2004 0.047 114 0.50 1.0
Narrow knickpoint 50.6 123000 110 1100
Knickzone 0.4 971 6.1 8.9
Gorge downstream of knickzone in 2010 0.11 267 1.2 2.4
* Shields stress data and reach naming convention as reported by Cook et al. (2012). All calculations 
based on a  water discharge of 1300 m3/s.
† D susp  is the largest grain size capable of being within the suspension regime for the reported bed shear 
stress.
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Figure A1.1. (A) Mass erosion rate (Em) and (B) volumetric erosion rate (Ev) for foam, rock, and concrete versus tensile strength (σT). Solid lines in (A) and (B) show 
power-law best fit to the data, subject to the theoretical expectation that erosion is 
inversely proportional to the squre of tensile strength (Sklar and Dietrich, 2004). The 
similar scaling between erosion rate and tensile strength for variable-density foam 
and natural rock suggests that foam is a suitable rock analog. Circled triangles and 
dots correspond to the foam (σT= 0.32 MPa) and limestone (σT = 9.8 MPa) used in 
erosion-rate versus grain-size experiments (Figs. 3.3 and 3.4; Table A1.1). Mass 
erosion rates from Sklar and Dietrich (2001) were converted to volumetric erosion 
rates using densities provided by L. Sklar (personal communication, 2014). 
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D = 0.75 mmu* / ws = 1.8
D = 6.8 mm
u* / ws = 0.44
D = 2.4 mmu* / ws = 0.61
D = 2.0 mm















D = 1.2 mm
u* / ws = 1.3
Suspension regime
Figure A1.2. Side view and bottom-up view photographs showing sediment transport for five different grain sizes in abrasion mill 
experiments. White arrows indicate flow direction. For both cases, an unerodible clear bed was used for easier visualization. For 
bottom-up view photographs, note the orientation of particle streaks (due to slow shutter speed) indicate transport dominantly in 
the azimuthal flow direction. The sediment free area at the center of the mill is the location where the propeller-induced vortex 
impinges on the bed. In side view photos, ruler on right shows units of cm; in bottom view photographs, the abrasion mill is 20 
cm in diameter for scale. Grains of 2.0 and 2.4 mm diameter were intermediate between exclusively bed load and full suspension, 
moving via long hop lengths, but with hop height rarely exceeding the predicted maximum bedload layer height of ~1.5 cm using 




























































S = 0.0053, D = 60 mm, variable h
h = 0.95 m, D = 60 mm, variable S
S = 0.0053, h = 0.95 m, variable D
D = 60 mm, variable u*
u* = 0.22 m/s, variable D
Total-load (Lamb et al., 2008):
Saltation-abrasion 





















































Figure A1.3. Erosion rate predicted with saltation-abrasion, total-load, and stream-
power models under variable transport stage (τ*/ τ*c) for conditions representative of 
the South Fork Eel River, California. Transport stage was varied by changing one of 
either grain size (D), flow depth (h), or slope (S), while (A) holding sediment supply 
(qs) constant or (B) setting sediment supply to half of the transport capacity (qsc). 
Note the saltation-abrasion model is dependent upon shear velocity, u* (i.e., the 
product hS), rather than h or S individually. Following Sklar and Dietrich (2004) we 
set base values of D, h, S, and qs to 60 cm, 0.95 m, 0.0053, and 8.9 x 10
-4 m2/s, 
respectively. For all models rock tensile strength was 7 MPa, Young’s modulus was 
5 x 104 MPa, non-dimensional constant kv was 10
6, and impacts with particle Stokes 




C h a p t e r  4  
SEDIMENT TRANSPORT THROUGH SELF-ADJUSTING, BEDROCK-WALLED 
WATERFALL PLUNGE POOLS 
Joel S. Scheingross and Michael P. Lamb 



































* Adapted from Scheingross and Lamb, “Sediment transport through self-adjusting, 
bedrock-walled waterfall plunge pools,” currently under review, Journal of Geophysical 







Many waterfalls have deep plunge pools that are often partially or fully filled with 
sediment.  Sediment fill may control plunge-pool bedrock erosion rates, partially 
determine habitat availability for aquatic organisms, and affect sediment routing and 
debris-flow initiation. Currently, there exists no mechanistic model to describe sediment 
transport through waterfall plunge pools. Here, we develop an analytical model to predict 
waterfall plunge-pool sediment-transport capacity by combining existing jet theory with 
sediment-transport mechanics. Our model allows calculation of plunge-pool sediment-
transport capacity from field-measureable variables, and predicts plunge-pool sediment-
transport capacity increases with increasing water discharge, waterfall drop height, and 
water velocity, and decreases with increasing plunge-pool depth, radius, and sediment 
grain size.  Applying the model allows estimation of plunge-pool alluvial depth, and 
predicts that plunge pools self-adjust their depth in response to changes in imposed 
sediment supply.  To test our theoretical predictions, we performed laboratory 
experiments measuring plunge-pool sediment-transport capacity under varying waterfall 
and plunge-pool geometries, flow hydraulics, and sediment size.  These experiments 
support our conceptual model whereby plunge-pools self-adjust their alluvial depth to 
reach equilibrium with the imposed sediment supply; however, our theory has variable 
success in matching the observed depths.  The model can be used to predict periods of 
sediment fill and evacuation in bedrock-walled plunge pools in response to variable water 





 Landscape evolution in mountain areas is often set by waterfall processes, 
where waterfalls can retreat at rapid rates and dominate sediment production (Crosby and 
Whipple, 2006; Hayakawa et al., 2008; Mackey et al., 2014; DiBiase et al., 2015).  Many 
waterfalls display deep, bedrock plunge pools at their base (e.g., Fig. 4.1). When present, 
such pools have been argued to focus bedrock erosion through undercutting of the 
waterfall face (e.g., Gilbert, 1890, 1907; Holland and Pickup, 1976; Young, 1985; Haviv 
et al., 2010) and vertical incision at the plunge-pool floor (Howard et al., 1994; Lamb et 
al., 2007), although additional waterfall-erosion mechanisms exist including toppling of 
bedrock columns (e.g., Young, 1985; Weissel and Seidl, 1997; Lamb and Dietrich, 2009).   
 Waterfall plunge pools can fill with sediment and evacuate to bedrock 
over annual timescales (Fig. 4.1A-D). When empty of sediment, plunge pools provide 
critical habitat for a wide range of aquatic organisms (Hawkins et al., 1993).  Low water 
velocities within plunge pools may provide refuge for aquatic organisms during periods 
of high flow (e.g., Rempel et al., 1999). During warm periods, thermal stratification of 
deep pools provides cool water, allowing fish to escape lethal temperatures reached in 
shallower water (e.g., Matthews et al., 1994; Nielsen et al., 1994; Matthews and Berg, 
1997; Torgersen et al., 1999). As water flow within river networks become disconnected 
during droughts, individual plunge pools provide isolated refugia for invertebrates and 
fish (Boulton, 2003; Lake, 2003; Magoulick and Kobza, 2003), and have been 
highlighted as areas of high priority for protection from disturbance and sedimentation 
(Bond et al., 2008). These ecological benefits are diminished when plunge pools partially 
or completely fill with sediment.  In addition, plunge-pools completely filled with 
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sediment in steep mountain catchments pose a natural hazard, as the availability of a 
thick, alluvial deposit below a waterfall jet provides ideal conditions for mobilization of 
debris flows via the ‘firehose effect’ (e.g., Griffiths et al., 2004; Larsen et al., 2006; Godt 
and Coe, 2007). As such, developing plunge-pool sediment-transport capacity theory can 
aid land managers in predicting habitat availability and in natural hazards assessments 
 While there has been recent progress on predicting sediment transport in 
steep streams (e.g., Yager et al., 2007; Recking, 2009; Nitsche et al., 2011), including 
those with small vertical steps (Zimmermann et al., 2010; Yager et al., 2012), such 
models cannot be applied to waterfall plunge pools, where the impinging waterfall jet and 
deep plunge pool create significantly different hydraulics than those assumed in existing 
river sediment-transport models (e.g., Meyer-Peter and Mueller, 1948; Parker et al., 
1982).  Over long timescales, plunge-pool sediment –transport capacity is a key unknown 
needed to make more realistic waterfall retreat models (Lamb et al., 2007; Lamb et al., 
2015), and the lack of a specific theory has led to the application of river-erosion models 
to waterfall plunge-pool systems which may be inappropriate (e.g., Seidl et al., 1994; 
Chatanantavet and Parker, 2006; Berlin and Anderson, 2007; Crosby et al., 2007; Loget 
and Van Den Driessche, 2009).  
 Most existing work on sediment transport through plunge pools has 
focused on soil-mantled landscapes where plunge pools form beneath small alluvial 
headcuts, and below man-made dams and sills. For example, Mason and Arumugam 
(1985) compiled laboratory and larger-scale prototype data from engineered overfalls and 
spillways to develop an empirical formula predicting maximum plunge-pool alluvial-
scour depth for clear-water discharge.  Field studies (Lenzi and Comiti, 2003; Lenzi et 
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al., 2003) and laboratory experiments (Lenzi et al., 2002; Gaudio and Marion, 2003; 
Marion et al., 2004; Tregnaghi et al., 2011) have led to empirical relations to predict 
geometry and time-evolution of scour holes formed beneath sills and check-dams. 
Similarly, Pagliara and colleagues  have conducted extensive laboratory experiments 
evaluating the influence of jet impact angle, jet air entrainment, tailwater depth, grain 
size, clear-water discharge, and more on the dimensions and evolution of plunge-pools 
formed into loose sediment (e.g., Pagliara et al., 2008a; Pagliara and Palermo, 2008; 
Pagliara et al., 2010; Pagliara et al., 2012b).   While the above studies focused on 
developing empirical relations, Stein et al. (1993) employ an approach which has been 
widely adopted (e.g., Bormann and Julien, 1991; Stein and Julien, 1993; Alonso et al., 
2002; Hanson et al., 2002; Stein and LaTray, 2002) to predict the maximum scour depth 
of plunge pools below channel headcuts based on the threshold of grain motion.  
Applying the existing work to bedrock plunge pools in mountain streams is 
difficult for two main reasons. First, existing work has focused on alluvial plunge pools 
carved into loose sediment where the plunge-pool geometry evolves over similar 
timescales to that of changes in  flow hydraulics (e.g., Stein and Julien, 1993; Gaudio and 
Marion, 2003; Pagliara et al., 2008b; Tregnaghi et al., 2011) and sediment supply (e.g., 
Marion et al., 2006; Wells et al., 2010; Pagliara et al., 2011, 2012a). This is in contrast to 
bedrock-bound plunge pools carved into massive, crystalline rock and dominated by 
erosion from particle impacts (e.g. Fig. 4.1). For these plunge pools, the bedrock 
geometry likely evolves over order 102 – 105 yr timescales, such that the flow hydraulics 
and geometry of bedrock walls are decoupled over the timescale of individual floods.  
Sediment fill, however, can be deposited on top of the bedrock floor, allowing alluvial 
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pool-depth to vary in response to changing hydraulics and sediment supply over 
individual flood timescales (e.g., Fig. 4.1). 
Second, for plunge pools below channel headcuts and dams, there is often 
negligible sediment supply from upstream, thereby enhancing the ability of the waterfall 
jet to scour sediment from the plunge pool compared to a natural channel transporting 
sediment.  Despite many studies on plunge-pool hydraulics (e.g., Ervine et al., 1997; 
Robinson et al., 2000; Bennett and Alonso, 2005; Pasternack et al., 2007) and sediment 
transport under clear-water flow (Mason and Arumugam, 1985; Bennett et al., 2000; 
Lenzi et al., 2002; Pagliara et al., 2006), there exist a limited number of experiments 
addressing the influence of upstream sediment supply on resulting plunge-pool 
morphology (Marion et al., 2006; Wells et al., 2010; Pagliara et al., 2011, 2012a). There 
experiments show that plunge pools tend to shallow their alluvial depth in response to 
increasing sediment supply; however, no theory has been developed to date to predict 
equilibrium scour depth as a function of sediment supply.  These rare studies illustrate the 
need to include sediment supply into mechanistic theory of plunge-pool sediment 
transport. 
 In this paper we focus specifically on sediment-transport mechanics at 
deep waterfall plunge pools which have bedrock-sidewalls and sediment deposited over 
bedrock floors (e.g., Fig. 4.1). We first propose a conceptual model where plunge-pool 
sediment-transport capacity is modulated by dynamic adjustment of pool alluvial-depth.  
Second we develop a physically-based model to predict the sediment-transport capacity 
and alluvial depth of bedrock-bound waterfall plunge pools.  Third we describe 
controlled laboratory experiments designed to test the bedrock plunge-pool sediment-
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transport model and we further explore model predictions and limitations.  Fourth, we 
apply the model at field scale. Finally, we discuss the implication of these results in the 
context of bedrock plunge-pool sediment transport over short timescales and bedrock 
erosion over longer timescales. 
 
4.3. Hypothesis and motivation 
 Similar to alluvial rivers which self-adjust their slope, width, and depth in 
response to changes in sediment supply (e.g., Mackin, 1948; Lane, 1955), we envision 
bedrock-bound waterfall plunge pools are dynamic systems that self-adjust their alluvial 
depth to maintain an equilibrium between plunge-pool sediment-transport capacity 
(Qsc_pool, units of [L3/T], see Notation section at end of document) and the imposed 
sediment supply from upstream (Fig. 4.2).  For example, a bedrock plunge-pool that 
reaches an equilibrium, steady-state alluvial depth for a given sediment supply and water 
discharge is expected to deposit sediment and aggrade to a new equilibrium alluvial depth 
following an increase in sediment supply or decrease in water discharge.  Conversely, 
following a decrease in sediment supply or increase in water discharge, pools are 
expected to scour and deepen until either a new equilibrium alluvial depth is reached or 
the bedrock plunge-pool floor is exposed. Changes in plunge-pool alluvial depth 
influence Qsc_pool in at least two distinct ways. First, decreasing alluvial pool-depth results 
in a reduction in shear stress at the pool floor, as the waterfall jet must diffuse through a 
deeper water column before impinging upon the bed, thus decreasing the ability of the jet 
to entrain sediment (e.g., Albertson et al., 1950; Rajaratnam, 1976; Stein et al., 1993). 
Changes in alluvial pool-depth likely also influence lift forces within the pool, although 
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this effect has yet to be studied in detail (Fiorotto and Rinaldo, 1992; Pasternack et al., 
2007). Second, as alluvial pool-depth increases, sediment must be suspended higher in 
the water column in order to be transported out and over the plunge pool-lip and into the 
river reach downstream. Under this framework, plunge pools formed from clear-water 
overspill such as those below dams and sills (e.g., Mason and Arumugam, 1985; Gaudio 
et al., 2000; Bollaert and Schleiss, 2003), should have deeper alluvial depths than natural 
plunge pools, all else held constant, due to the presence of upstream sediment supply in 
natural systems (e.g., Marion et al., 2006; Wells et al., 2010; Pagliara et al., 2011, 2012a).  
 To explore the potential validity of this hypothesis for natural waterfalls 
we conducted field surveys of 75 waterfall plunge-pool systems to estimate the degree of 
sediment filling in nature.  The vast majority of the bedrock-bound plunge pools we 
surveyed had alluvial plunge-pool floors, and in many cases were completely filled with 
sediment to the level of the downstream plunge-pool lip (Table S4.1, Fig. 4.1, see Section 
4.7.2 for field-survey details).  Observations of sediment deposited over bedrock plunge-
pool floors as well as cycles of sediment fill and evacuation suggest that plunge-pools 
dynamically adjust their alluvial depth in response to changes in water discharge and 
sediment supply.  Quantitative predictions of sediment fill and evacuation from natural 
plunge pools therefore require theory to predict waterfall plunge-pool sediment-transport 
capacity, which we develop below. 
 
4.4. Theory  
 We seek to develop theory to predict the sediment-transport capacity of 
waterfall plunge pools that have fixed bedrock walls and fluctuating levels of alluvial fill.  
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The ideal theory should work over short timescales (i.e., individual flood events) during 
which fluid hydrodynamics and sediment transport are coupled to allow for predictions of 
evolving plunge-pool alluvial depth, but should also be computationally tractable to use 
over geomorphic timescales where plunge-pool bedrock geometry evolves due to 
abrasion from impacting particles (e.g., Lamb et al., 2007). This approach is akin to a 
geomorphic transport law (sensu Dietrich et al., 2003), and should allow for coupling 
with existing sediment-transport and bedrock-erosion models such that waterfall plunge-
pool sediment transport and erosion processes can be included in larger-scale river long-
profile and landscape evolution models.  Self-adjustment of bedrock plunge-pool alluvial 
depth in response to changes in sediment supply and flow hydraulics allows sediment 
transport-capacity models to predict equilibrium alluvial plunge-pool depth via iteratively 
solving for the depth at which the plunge-pool sediment-transport capacity is equal to the 
imposed sediment supply from upstream. 
Natural plunge pool exhibit complex velocity patterns where the impinging 
waterfall jet spreads within the pool before impacting the bed and circulates (e.g., 
Robinson et al., 2000; Bennett and Alonso, 2005; Pasternack et al., 2007).  Determining 
such flow fields requires running computationally-intensive 3D numerical simulations 
(e.g., Xu et al., 2002) which goes against our goal of developing theory which can be 
applied over geomorphically-relevant timescales.  Instead, we make simplifying 
assumptions for the plunge-pool geometry and flow field which allow us to develop an 
analytical solution. Our model is simplified to cylindrical, bedrock plunge-pools, and 
allows for the deposition or scour of a planar alluvial fill deposited over a bedrock 
plunge-pool floor (e.g., Figs. 4.1F, 4.2). Following advances in river sediment-transport 
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capacity, we develop a 1-D (radially-averaged) sediment-transport capacity for bedrock 
plunge pools under assumptions of a channel-spanning pool, and a circular waterfall jet 
which impacts the center of the plunge-pool floor. We hypothesize that sediment 
transport is most sensitive to vertically-directed flow, as it is this flow which suspends 
grains above the plunge-pool lip, allowing transport out of the pool. To this end, we 
simplify water flow within the plunge pool by assuming the pool can be divided into two 
separate, cylindrical regions, a “jet-descending region” where the waterfall jet flows 
downwards to the plunge-pool floor and entrains sediment, and a “jet return-flow region” 
where upward-directed flow carries sediment to the water surface and out of the pool 
(Fig. 4.2). We neglect radial advection of sediment between the two regions, and instead 
drive radial transport by turbulent diffusion. 
Throughout the theory development we describe plunge-pool hydraulics and 
sediment transport within a radial coordinate system with an origin at the point of jet 
impact on the plunge-pool floor where the vertical (z) and radial (r) coordinates are 
positive in the upward and outward direction, respectively (Fig. 4.2).  
4.4.1: Plunge-pool bed shear stress 
 In our theory, the impinging waterfall jet provides shear stress to entrain 
and suspend sediment within the jet-descending region.  Existing river and jet 
hydrodynamic theory show that water flow accelerates towards the brink of the waterfall 
due to the loss of hydrostatic pressure (Rouse, 1936, 1937b; Hager, 1983), and, once past 
the brink, the waterfall jet is commonly modeled as accelerating during freefall through 
the air (e.g., Stein et al., 1993; Ervine et al., 1997).  The jet decelerates after impacting 
the water surface of the plunge pool, but this deceleration is not immediate.  The jet first 
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travels a finite length below the water surface before the friction from the surrounding 
water is felt at the jet centerline, and the velocity of the jet centerline only begins to 
decrease for depths beyond this length. We adopt terminology from the jet hydraulics 
literature (e.g., Albertson et al., 1950; Rajaratnam, 1976), where the zone in which the jet 
centerline maintains constant velocity is referred to as the Zone of Flow Establishment 
(ZOFE), and the zone where the jet velocity decreases with distance is known as the Zone 
of Established Flow (ZOEF) (Fig. 4.2).  
We calculate plunge-pool bed shear stress, τpool, where the waterfall jet impinges 
on the alluvial plunge-pool floor following the framework of Stein et al. (1993) which is 
commonly used to model soil headcuts (e.g., Stein and Julien, 1993; Alonso et al., 2002; 
Hanson et al., 2002; Flores-Cervantes et al., 2006).  Within the jet-descending region, 
τpool is calculated as 
2
_pool f pool impactC u  ,     (4.1) 
where Cf_pool is an empirical friction factor and ρ is fluid density, and uimpact is the 
waterfall jet velocity at impact with the plunge-pool floor. uimpact depends on whether the 
jet is within the ZOEF or ZOFE, such that calculating uimpact first requires an estimate of 
the length scale of the ZOFE, λ, which is commonly represented as (e.g., Stein et al., 
1993) 
22 sind jetC r  .    (4.2) 
Here Cd is a diffusion constant empirically found to be ~2.6 for plunge pools 
(Beltaos and Rajaratnam, 1973; Beltaos, 1976), rjet is the radius of the waterfall jet, and β 
is the angle of jet impact with respect to the plunge-pool water surface. We calculate β 
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from the water velocity at the waterfall upstream lip, ubrink, and the waterfall drop height, 







       
 .    (4.3) 
Stein et al. (1993) does not offer a method to calculate the jet radius. We assume a 
circular jet and apply conservation of mass (i.e., w jet jetQ u A , where Qw is water 
discharge and ujet and Ajet are the jet water velocity and cross-sectional area at impact 







           
 .  (4.4) 
The velocity of the waterfall jet at impact with the plunge-pool water surface is 
calculated assuming conservation of energy and neglecting jet break-up or slowing due to 
air drag and wind, i.e.,   
2 2jet brink dropu u gH    .   (4.5) 
The jet-centerline velocity within the plunge pool is constant with depth in the 
ZOFE (i.e., for z > zλ, where zλ is the elevation at the boundary between the ZOFE and 
ZOEF) and decreases with depth within the ZOEF (i.e., for z < zλ). Jet impact velocity on 
the pool floor can be calculated following well-established theory as (e.g., Albertson et 
al., 1950; Stein et al., 1993), 





   for zsed < zλ , (4.6b) 
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where zwater and zsed  are the elevations of the plunge-pool water surface and plunge-pool 
floor, respectively.  Note that if no sediment is deposited on the pool floor, zsed = zBR, 
where zBR is the elevation of the plunge-pool bedrock floor.  
Combining Eqs (1) – (6) allows calculation of plunge-pool shear stress from 
upstream flow conditions (ubrink and Qw), waterfall plunge pool geometry (zsed and H), 
tailwater elevation (zwater) and constants (Cf_pool and Cd), i.e.,  
 2_ ( 2 )pool f pool brink dropC u gH    for zsed > zλ  , (4.7a) 






( 2 ) 2 sin(tan [ 2 / ])
2
w
pool f pool brink drop d drop brink
brink drop water sed
QC u gH C gH u




        
   for zsed < zλ < 1 , (4.7b) 
Calculating τpool requires an estimate of the flow velocity at the waterfall brink. 
The loss of hydrostatic pressure at the waterfall lip causes flow to accelerate towards the 
brink, such that ubrink can be solved for straight 1-D escarpments following established 
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for Frn < 1 ,   (4.8b) 
For horseshoe-shaped waterfalls where flow converges laterally, Eq. (4.8) can be 
replaced with the theory of Lapotre and Lamb (2015). Frn and un in Eq. (4.8) are the 
Froude number and flow velocity under the assumption of normal flow, which is 
expected to occur upstream of the waterfall. Frn is the ratio of water velocity relative to 








   ,   (4.9) 
where hn is the normal flow depth upstream and g is gravitational acceleration (Fig. 4.2). 
Due to the normal flow assumption (i.e., 
2
_river n f river ngh S C u    , where τriver and 
Cf_river are the river-bed shear stress and friction-factor, respectively), Frn can also be 






  .    (4.10) 
Finally, we estimate the tailwater depth (zwater – zlip, where zlip is the elevation of 
the downstream plunge-pool lip, Fig. 4.2) by assuming conservation of mass for water 
flow (i.e., Qw = ulipW[zwater – zlip], where W is reach-averaged channel width) and a Froude 
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    .    (4.11) 
Equation (4.11) can be rearranged to solve for zwater directly, and, when combined with 
measurements of the elevation of the plunge-pool alluvial or bedrock floor, can be used 
to determine the plunge-pool alluvial depth (zwater – zsed).   
Combining Eqs. (4.7) - (4.11) and again assuming conservation of mass for water 
flow (Qw = unWhn) allows τpool to be calculated from five field-measureable variables (zsed, 
Hdrop, Qw, S, W) and five key constants (Cd, Cf_pool, Cf_river, g, ρ). 
Many empirical relations exist to estimate Cf_river (e.g., Garcia, 2008), and 
relationships are often based on ratios of channel roughness or grain size (D) to flow 




_ [8.1( / ) ]f river nC h D
  .  (4.12) 
Parker (1991) compiled data for sand and gravel-bedded streams showing a range in 
Cf_river from ~ 10-3 – 10-1.  In comparison to river friction factors, less work has been done 
to estimate the plunge-pool friction factor. Stein et al. (1993) estimate Cf_pool with a 
Blasius flow assumption,   0.25_ 0.0275 Ref pool jetC  , where Rejet is the waterfall jet 
Reynolds number.  In natural plunge pools during conditions of sediment transport the 
waterfall jet should be fully turbulent (Rejet >> 102) such that Cf_pool should be 
independent of Rejet, and we set Cf_pool = 10-3 here.  This value falls within the range of 
river friction factors from the Parker (2008) compilation, and also within the range 
predicted by modifying Eq. (4.12) for plunge pools (i.e., 
(1/6) 2
_ [8.1([ ] / ) ]f pool water sedC z z D
  , which yields estimates of 10-4 < Cf_pool < 10-2 for 
common values of plunge-pool alluvial depths and grain sizes).   
4.4.2: Jet spreading and return flow 
Within the ZOEF, the waterfall jet diffuses into the surrounding water, resulting 
in a reduction in velocity and an increase in planform area (e.g., Albertson et al., 1950; 
Rajaratnam, 1976). Decades of experimental work has shown that within the ZOEF 
turbulent jets decrease in velocity and increase in width as they extend further from the 
point of impingement with the water surface, and are characterized by self-similar 
velocity profiles (e.g., Abramovich and Schindel, 1963; Bradbury, 1965; Giger et al., 
1991; Rowland et al., 2009). The radial spreading of the jet within the ZOEF is typically 
described by the length of its half-width, b(z), which represents the radial distance at 
which the jet velocity has dropped to one half of the centerline velocity. Within the ZOEF 
(z < zλ) we assume the half-width increases with increasing depth following existing 
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theoretical expectations and experimental observations (e.g., Abramovich and Schindel, 
1963; Giger et al., 1991), such that 
1( )) 0. ( waterb zz z     for z < zλ ,  (4.13a) 
where γ is a virtual origin which we assume is equal to 0.  The half-width is less sensitive 
to depth within the ZOFE (zsed > zλ) (e.g., Albertson et al., 1950), such that we assume a 
constant half-width within this zone based on the half-width at z = λ, i.e.,  
1( )) 0. ( waterz zb z      for z > zλ ,   (4.13b) 
where we again assume γ = 0. For jets that impact the plunge-pool water surface at near 
vertical angles, Eq. (4.13b) reduces to ( ) 1.4 jetb z r . 
At radial distances of r > 2b(z) the jet velocity approaches that of the surrounding 
fluid, and we define the extent of the jet-descending region to be a vertically-oriented 
cylinder of radius δ = 2b(z=zsed) centered on the point of jet impingement on the plunge-
pool floor (Fig. 4.2).  
We define the jet return-flow region at radial distances δ < r < rpool, where rpool is 
the plunge-pool radius. We assume water flows upwards in this region to return to the 
surface, thus providing a net upward directed current which can aid in the suspension and 
transport of sediment out of the plunge pool (Fig. 4.2). We estimate the averaged-upward 







   ,  (4.14) 
where Apool = πrpool2 is the plunge pool cross-sectional area. Equation (4.14) represents a 
plunge-pool-averaged estimation, assuming wup is constant with z and r. Note that Eq. 
(4.14) uses the jet radius at impact with the water surface rather than a radius based on 
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the size of the jet-descending flow region, this is because plunge-pool sediment-transport 
capacity is sensitive to conditions at the downstream plunge-pool lip.  As such, we use an 
upward flow velocity that is most appropriate near the top of the plunge-pool, this should 
improve predictions of plunge-pool sediment transport capacity, but may create 
unrealistic predictions of return-flow velocity near the plunge-pool floor.    
4.4.3: Plunge-pool sediment concentration 
We track sediment concentration along the boundaries of the jet return-flow 
region of the plunge pool by solving an equation of conservation of mass for sediment 
concentration assuming radially-uniform flow where sediment is mixed due to turbulent 
diffusion from the waterfall jet and vertical advection from a balance between the 
upward-directed return flow and particle gravitational settling.  This approach predicts 
sediment concentration decays non-linearly with distance above the plunge-pool floor 
and away from the sediment source zone, and is similar to classic descriptions of vertical 
sediment concentration in low-gradient rivers (e.g., Rouse, 1937a) and more recent 
attempts to describe lateral variation in sediment concentration across floodplains (e.g., 
Pizzuto, 1987).   
We assume particles are in suspension and follow the fluid such that, for steady 
flow within a cylindrical plunge-pool, the equation of conservation of sediment 
concentration, c, can be written as  
1 1( ) ( ) ([ ] ) 0r up sru c u c w w cr r r z
         .  (4.15) 
Here θ is an azimuthal coordinate, ur and uθ, represent flow velocities in the radial 
and azimuthal directions, respectively, and ws is particle gravitational settling velocity 
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a a RgD    ,  (4.16) 
where ( ) /sR      is the submerged sediment density with ρs as the sediment 
density, v is the kinematic fluid viscosity, and a1 = 20 and  a2 = 1.1 are empirical 
constants.  Equation (4.16) assumes a dilute flow; for cases of high sediment 
concentration grain-grain interactions may alter ws predictions (Richardson and Zaki, 
1954), but such effects are not considered here. We define the net particle settling 
velocity as net s upw w w   which represents a balance between the upward return-flow 
and particle gravitational settling velocity. 
Decomposing velocities and sediment concentration into temporal averages 
(denoted by overbars) and fluctuating components (denoted by prime marks), (i.e., 
'( , ) ( ) ( , )r r ru r t u r u r t  , '( ) ( )up up upw t w w t  , and '( , , ) ( , ) ( , , )c r z t c r z c r z t   where t is 
time (i.e., Reynolds decomposition)), neglecting the mean radial velocity based on our 
assumption of purely vertical flow (i.e., ( ) 0ru r  ), and assuming radially-symmetric 
flow allow Eq. (4.15) to reduce to 
' ' ' '1 ( ) ( ) 0r up net
cru c w c w
r r z z
        ,  (4.17) 
Equation (4.17) states that variation in sediment concentration throughout the 
plunge-pool is set by a balance between turbulent diffusion and particle settling, and 
neglecting radial advection in Eq. (4.17) is partially supported by a recent study showing 
turbulent kinetic energy is a better predictor of scour in alluvial plunge-pools compared 
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to bed shear stress (Ghaneeizad et al., 2015).  Solving Eq. (4.17) throughout the plunge-
pool requires applying boundary conditions that are difficult to determine. As plunge-
pool sediment transport capacity is sensitive to sediment concentrations at the 
downstream plunge-pool lip, we solve for sediment concentration only along boundaries 
at the bottom of the pool and along the walls to avoid applying poorly-defined boundary 
conditions.  We assume there exists a thin layer of well-mixed along the plunge-pool 
alluvial floor of thickness hb, sediment similar in concept to a bedload layer, and define 
sediment concentration along boundaries at the pool wall (r = rpool and hb < z < zwater) and 
floor within the jet return-flow region (i.e., δ < r < rpool and z = hb) 
There is no radial flux of sediment through the plunge-pool walls, such that at r = 
rpool Eq. (4.17) reduces to  
 ' ' ( , )( , ) 0poolup pool net c r zw c r z wz z    .   (4.18) 
This reduction is technically only valid at z < zlip as radial fluxes at zlip < z < zwater are 
responsible for transporting sediment out of the pool; however, for pools that are deep 
relative to the tailwater depth, Eq. (4.18) should approximately hold over all elevations. 
Equation (4.18) represents a balance between net particle settling and turbulent diffusion 
similar to classic descriptions of sediment suspension for shear flows (e.g., Rouse, 
1937a). Following such practices, we represent the mixing of sediment against its 
concentration gradient with a kinematic eddy viscosity, ve, making the additional 
assumption of constant ve throughout the plunge pool,  
' ' ( , )( , ) poolup pool e
c r z
w c r z v
z
    ,   (4.19) 
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Substituting Eq. (4.19) into (18) and integrating under the condition of zero net 
vertical sediment flux at the water surface yields  
( , ) ( , )
( , )pool poolnet pool
e d
dc r z c r zw c r z
dz v L
     .  (4.20) 
The quantity ve / wnet has represents a length scale (Ld) over which turbulence mixes 
sediment, similar in concept to a diffusion length scale. Large values of Ld indicate that 
turbulence is effective in mixing sediment throughout the pool and should contribute to 
higher sediment concentrations at areas away from the point of jet impingement on the 
bed; low values of Ld indicate particle settling dominates over turbulence, leading to 
enhanced sediment concentration near the point of jet impingement on the bed. 
We solve for c(rpool, z) by integrating Eq. (4.20) and applying the boundary 
condition of a known reference sediment concentration at the top of the well-mixed layer, 
c (r = rpool, z = hb) = c0,. Assuming Ld is not a function of z, this integration yields 
0
( )( , ) exp bpool
d
z hc r z c
L
    
.  (4.21) 
We take a similar approach to solve for sediment concentration at the top of the 
well-mixed layer within the jet return-flow region (i.e., δ < r < rpool and z = hb). Following 
our conceptualization of sediment mobilization within the jet-descending region, there is 
no entrainment of sediment within the jet return-flow region such that Eq. (4.17) reduces 
to 
 ' ' ( , )1 ( , ) 0br b net c r hru c r h wr r z     . (4.22) 
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We again represent the mixing of sediment radially against its concentration 
gradient with a kinematic eddy diffusivity which is assumed to be the same as in Eq. 
(4.19), i.e.,  
' ' ( , )( , ) br b e
c r hu c r h v
r
    .   (4.23) 
Substituting Eq. (4.23) into (22), and, for simplicity, assuming that ve is not a function of 
r, yields  
2
2
( , ) ( , ) ( , )1 0b b net b
e
c r h c r h w dc r h
r r r v dz
      .   (4.24) 
Equation (4.24) is a second-order linear partial differential equation which we solve using 
separation of variables and by applying boundary conditions of no sediment flux at the 
plunge-pool walls, known sediment concentration, cb, at the boundary between the jet-
descending and return-flow regions, and that sediment concentration along the floor and 
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where the c0 term has canceled out. I0, K0, I1, and K1 in Eq. (4.26) are the modified Bessel 
functions of the first and second kind of order 0 and 1, respectively, and appear in Eq. 
(4.26) due to the cylindrical geometry imposed.  Formulating the same problem in a 
rectangular geometry would yield a solution with cross-stream exponential decay of 
sediment concentration, analogous to Pizzuto (1987), and may be more appropriate for 
waterfalls with wide, curtain-like jets. Note that Eq. (4.26) is derived specifically for the 
jet return-flow region and should hold r > δ. For r < δ we set ( , )b bc r h c  under the 
assumption that turbulence allows for well-mixed sediment concentration with respect to 
r within the jet-descending region. 
Finally, combining Eq. (4.25c) and (26) to solve for c0 yields our final equation to 
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, (4.27) 
The exponential decay term in Eq. (4.27) describes the decrease in sediment 
concentration with distance above the bed, similar to the standard Rouse profile 
commonly used to predict sediment concentration in low-gradient rivers (Rouse, 1937a).  
This term differs from the Rouse profile in that it accounts for upward transport of 
particles via both turbulent diffusion and advection from the waterfall jet return flow, 
whereas the Rouse profile only includes turbulent diffusion as it was derived for rivers 
under steady uniform flow which do not experience net upward advection of sediment. 
The second term in brackets in Eq. (4.27) predicts a non-linear radial decay of sediment 
concentration with distance away from the sediment source zone.  
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Note that when Ld < 0 (which can occur if wnet < 0, i.e., upward advective velocity 
is greater than particle gravitational settling) we set ( , )pool bc r z c  as the modified Bessel 
functions yield imaginary solutions for negative quantities. Finally, when z < hb (i.e., for 
pool depths shallower than the bedload layer) we remove the exponential term from Eq. 
(4.27) and set ( , )b bc r h c to avoid an exponential increase in sediment concentration 
with depth. 
To apply Eq. (4.27) we must additionally specify means to calculate ve, hb, and cb. 
Following the approach of Prandtl (1925), we assume ve scales with turbulent fluctuations 
on the plunge-pool floor, which we represent with the plunge pool-shear velocity, u*pool , 
as is commonly observed in open-channel flows (e.g., Nezu and Nakagawa, 1993), and a 
mixing length scale over which the impinging jet diffuses into the pool, for which we use 
λ, i.e., 
1/2
1 1 *( / )e pool poolv k k u     .  (4.28) 
Here, k1 is a coefficient which we set equal to 1. Similar Prandtl-style approaches 
have been previously applied to turbulent jets (e.g., Albertson et al., 1950; Abramovich 
and Schindel, 1963; Bradbury, 1965). These studies typically use a turbulent mixing 
length scale related to the jet half-width as they are primarily interested in describing the 
lateral spread of the jet within the ZOEF, whereas we seek a simple approximation of ve 
that characterizes both radial and vertical turbulence throughout the plunge pool.  Using a 
mixing length scale related to jet half-width instead of λ affects the absolute magnitude, 




We assume the height of the well-mixed zone of sediment near the bed extends to 
the peak saltation height of bedload particles, and estimate hb with the empirical formula 
from the Sklar and Dietrich (2004) data compilation for non-cohesive particles with large 
particle Reynolds numbers, i.e., 0.5* *1.44 ( / 1)b pool ch D    . τ*c is the non-dimensional 
critical Shields stress for incipient grain motion which is observed to be approximately 
constant (i.e., τ*c = 0.045) for gravel-sized particles and larger (Buffington and 
Montgomery, 1997), τ*c varies for smaller particle sizes but can be approximated based 
on the empirical fit of Brownlie (1981). τ*pool is the non-dimensional Shields stress at the 
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Following standard entrainment theory (e.g., van Rijn, 1984), we assume that for 
plunge-pools with alluvial-floors the near-bed sediment concentration is equal to the 








    
 . (4.30) 
For cases where τ*pool < τ*c, there is no sediment entrainment and we set cb = 0. 
For very high transport stages cb can grow to unreasonable values; we limit cb to a 
maximum value 0.2 as cb > 0.2 is often associated with debris flows where grain-grain 
interactions play an increasingly important role and the fluid/sediment mixture 
demonstrates different rheology than assumed in our theory for dilute sediment in water 
(Takahashi, 2014). k2 in Eq. (4.30) is an empirical parameter which varies in existing 
literature.  Van Rijn (1984) suggests k2 is a function of grain size, and ranges from ~10-4 
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< k2 < ~10-2 for reasonable sediment sizes.  Re-arranging standard bedload transport 
models (e.g., Fernandez Luque and van Beek, 1976), to yield estimates of near-bed 
sediment concentration rather than bedload flux allows estimations of k2 ranging from 
~10-3 < k2 < ~10-1 depending on flow conditions. We set k2 = 0.02 based on our 
experimental data (Section 4.6) and note it is within the range of reasonable values 
predicted from the literature.  
Figure 4.3 shows profiles of sediment concentration along the bed and walls 
normalized near-bed concentration for an example waterfall plunge pool.  Note that 
( , ) /b bc r h c  is predicted to be constant and equal to 1 for r < δ; this area represents well-
mixed sediment within the jet-descending region.  Similarly, ( , ) /pool bc r z c  is constant for 
z < hb where we assume sediment is well-mixed in a thin layer near the plunge-pool floor.  
The combination of decay of sediment concentration with increasing radial and vertical 
distance from the point of jet impingement results in the plunge-pool lip having the 
lowest sediment concentration.  
4.4.4: Plunge-pool sediment-transport capacity and equilibrium alluvial depth 
For alluvial-floored pools, we define plunge-pool sediment-transport capacity 
(Qsc_pool) as the flux of sediment transported from the plunge pool to the river reach 
immediately downstream, and calculate Qsc_pool as the product of water discharge (Qw) 
and the average sediment concentration at the downstream plunge-pool lip, i.e.,  




sc pool w pool
z z
Q Q c r z dz


     .   (4.31) 
For plunge pools that have large alluvial depths relative to tailwater thickness, Eq. (4.31) 
can be approximated by 
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_ ( , )sc pool w pool lipQ Q c r z  .  (4.32) 
Combining, existing plunge-pool bed shear stress theory, standard flow hydraulics 
upstream of the waterfall, jet spreading and return flow, and our model for plunge-pool 
sediment concentration allows for an analytical expression of Qsc_pool based on 7 field-
measureable variables (Qw, rpool, zsed, D, Hdrop, S, and W) and 9 key constants (Cf_river, 
Cf_pool, Cd, k1, k2, γ, ρ, ρs, and g) from Eqs. (4.7) – (4.11), (4.13), (4.14), (4.16), and (4.27) 
- (4.31). Note that due to the exponential and modified Bessel function terms in Eq. 
(4.27), Qsc_pool only goes to zero in the limit when z or r go to infinity, or when cb = 0.  
Following standard practice for bedload transport threshold of motion, we set Qsc_pool = 0 
when sediment flux falls below a dimensionless reference level (Qsc_pool = 0 for Q*s_pool < 
2 x 10-5, where Q*s_pool = Qsc_pool / (2rpoolRgD3)1/2 is the dimensionless sediment flux) 
(e.g., Parker and Klingeman, 1982; Parker et al., 1982). Finally, while we have 
formulated the above model to predict sediment-transport capacity, the model can also be 
used to predict equilibrium plunge-pool alluvial depth under an imposed sediment flux 
from upstream by iteratively solving for the depth at which the plunge-pool sediment-
transport capacity is equal to the imposed sediment supply.  In this case, if the predicted 
equilibrium alluvial-depth is deeper than the plunge-pool bedrock floor, the pool is 
predicted to be free of sediment cover. 
4.4.5: Non-dimensionalization 
Inspection of Eqs. (4.27), (4.30), and (4.32) shows that ( , )pool lipc r z  can be 
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Here, Qsc_pool/Qw is the ratio of plunge-pool sediment-transport capacity to water 
discharge and is equal to sediment concentration at the pool lip (Eq. 32). τ*pool/ τ*c is the 
plunge-pool transport stage, and is a function of six independent variables (Qw, W, S, 
Hdrop, zsed, and D) and five key constants (Cf_pool, Cf_river, Cd, R, and g) .  Entrainment of 
sediment from the plunge-pool floor only occurs when τ*pool/ τ*c > 1; however, note that 
unlike standard low-gradient river bedload transport models (e.g., Meyer-Peter and 
Mueller, 1948), τ*pool/ τ*c > 1 is a necessary but insufficient condition for Qsc_pool > 0. This 
is because sediment transport out of the waterfall plunge pool requires both entrainment 
of particles from the plunge-pool floor and suspension of particles up and over the 
plunge-pool lip. 
Suspension of sediment out of the plunge pool is governed by the remaining three 
non-dimensional terms in Eq. (4.33), which all compare a length related to the plunge 
pool or jet geometry relative to the sediment diffusion length Ld. The term (zlip – hb) / Ld 
governs the vertical distribution of sediment concentration in our model, such that when 
Ld is large relative to (zlip – hb) sediment is efficiently mixed in the vertical direction, 
resulting in higher sediment concentrations at the top of the plunge pool, and larger 
sediment transport capacities. Both rpool/Ld and δ /Ld characterize the lateral distribution 
of sediment concentration, but work in opposite ways.  Large values of rpool relative to Ld 
indicate the plunge pool is wide compared to the turbulent mixing length scale, resulting 
in lower sediment concentrations at the pool walls and smaller Qsc_pool. In contrast, large 
values of δ relative to Ld indicate that the size of the sediment source zone from which the 
jet entrains is the dominant length scale influencing lateral sediment concentration, 
resulting in increased sediment concentration and Qsc_pool. (zlip – hb)/Ld, rpool/Ld, and δ /Ld 
185 
 
are all functions of seven independent variables (Qw, W, S, Hdrop, zsed, rpool, and D) and 8 
key constants (Cf_river, Cf_pool, Cd, k1, γ, ρ, ρs, and g). 
 
4.5. Experimental methods 
4.5.1 Experiment design and scaling  
We designed laboratory flume experiments in order to test the quantitative 
predictions of our plunge-pool sediment-transport capacity model. We systematically and 
independently varied waterfall drop height, water discharge, grain size, and plunge pool 
radius in order to observe their effect on plunge-pool sediment-transport capacity and 
depth. We attempted to achieve dynamic similarity with natural waterfalls by keeping 
flow supercritical and in the fully turbulent regime (e.g., Paola et al., 2009).  Reynolds 
numbers for our experiments varied between ~4000 – 5000 at upstream waterfall brink, 
and Reynolds particle numbers ranged from ~1000 - 4000 depending on flow discharge 
and grain size.  Froude numbers at the waterfall brink ranged from ~1.5 – 2, similar to 
mountain rivers which typically have super-critical flow during floods.  
Over 10 experimental sets, we made a total of 52 measurements of waterfall 
plunge-pool sediment-transport capacity, each with a unique combination of dimensional 
variables (Table S4.2). Ideally, we would design experiments to vary a single parameter 
in non-dimensional space; however, the self-adjustment of plunge-pool alluvial depth in 
response to changing sediment supply made this logistically challenging as all our non-
dimensional parameters (i.e., Eq. 33) are functions of alluvial pool-depth. Instead, we 
designed our experiments so that the range of dimensionless variables explored 
overlapped in non-dimensional space with our measurements from natural waterfalls 
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(Fig. 4.4, Table S4.1, see Section 4.7.2 for field-survey details). Although our 
experimental waterfalls are smaller than natural waterfalls, the overlap in non-
dimensional space should allow the dynamics in the experiments to be comparable to 
those in natural waterfalls (e.g., Lamb et al., 2015).   
4.5.2: Experiment setup and methods  
Our experimental set up (Fig. 4.5) consisted of a 9.6 cm wide and 2.06 m long 
upstream flume with a fixed rough bed of 2.4 mm sub-rounded quartz grains.  The 
upstream flume was raised and cantilevered over a downstream flume (24 cm wide by 80 
cm long) forming a waterfall where a fully-ventilated jet cascaded off the upstream flume 
and into a plunge pool positioned within the downstream flume below. Water and 
sediment spilled out from the plunge pool into the surrounding downstream flume and 
eventually into a tailbox from which a pump drew water to supply upstream.  We 
designed our experiments to explore plunge-pool dynamics without complications from 
the downstream river sediment-transport capacity (e.g., the formation of bars or ridges at 
the downstream plunge-pool lip (e.g., Pagliara et al., 2008b)), thus sediment transported 
out of the plunge pool was immediately evacuated from the system. A pipe flow meter 
(with accuracy ± 1.5%) measured water discharge and measurements were confirmed by 
weighing the mass of water discharge collected in a bucket over 10-30 second 
increments. A rotating auger fed sediment from a hopper into the system immediately 
upstream of the waterfall brink allowing sediment flux into the plunge pool to be 
controlled independently from upstream river sediment-transport capacity (Fig. 4.5). We 
calibrated the auger feed rate by placing a mesh-bottomed bucket in the waterfall jet and 
weighing the mass of de-watered sediment collected over 60 second increments.  
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Unlike previous experiments evaluating plunge-pool scour in alluvial beds where 
jet hydraulics set the extent of the plunge-pool width and depth (e.g., Stein and Julien, 
1993; Gaudio and Marion, 2003; Lenzi and Comiti, 2003; Pagliara et al., 2006; Wells et 
al., 2010), we used clear, cylindrical PVC tubes ranging from ~10 – 20 cm diameter as 
artificial plunge pools (Fig. 4.5b) to simulate the dynamics of bedrock-walled plunge-
pools with fluctuating alluvial sediment fill (e.g., Figs. 4.1 and 4.2). Pipes were 
sufficiently deep so that the alluvial plunge-pool floor was free to self-adjust without 
hitting the pipe bottom.  These smooth-walled tubes were placed within the downstream 
flume, and aligned so that the waterfall jet impacted the center of the tube. The angle of 
jet impact on the plunge-pool surface was dictated by the water discharge and waterfall 
drop height but was typically at angles of ~80 degrees, and we back-tilted the PVC tubes 
by ~10 degrees to force impingement perpendicular to the plunge pool walls.  Pipe back-
tilting allowed the jet to impinge directly on the plunge-pool alluvial floor, but also 
caused the downstream lip of the plunge pool to be raised to slightly higher elevations 
than the upstream lip. For plunge pools with diameters greater than ~15 cm, the ~2 cm 
difference in elevation between the upstream and downstream plunge-pool lip caused 
preferential water flow out the upstream end of the plunge pool; we mitigated this effect 
by affixing 10 degree wedges to the top of the PVC tubes creating plunge-pool tops 
perpendicular to gravity. We observed no preferential water flow out the upstream 
plunge-pool lip for 10.2 cm diameter pipes due to the smaller elevation difference 
between the upstream and downstream plunge-pool lip, and thus did not affix a wedge 
onto these plunge pools. Comparisons of plunge-pool depth and sediment flux for 10.2 
cm diameter plunge pools with and without a wedge showed differences on the same 
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scale as the error associated with topographic bed roughness and variability in sediment 
feed rate.  
We inferred plunge-pool sediment-transport capacity by feeding sediment at a 
known rate from upstream, and allowing the pool to reach a stable, steady-state depth 
such that the sediment flux into the pool equaled the sediment flux out.  The imposed 
sediment flux from upstream was thus equal to the sediment-transport capacity of the 
plunge pool for the given experimental conditions at steady state. We designed 
experiments to exploit our conceptual model prediction of a dynamic relationship 
between plunge-pool depth and sediment-transport capacity whereby a pool self-adjusts 
its depth in order to pass the imposed sediment load.  We measured plunge-pool 
sediment-transport capacity for several experimental sets. In each set, we forced self-
adjustment of plunge-pool alluvial depth via changing the imposed sediment supply, 
while holding all other independent parameters constants. 
Each experimental set began with a plunge pool filled with single-grain-size 
sediment and water.  Imposing clear-water discharge caused the pool to scour to steady-
state alluvial depth where the jet still entrained sediment, but was no longer able to 
suspend sediment out of the pool.  After recording this depth, a small step-wise increase 
in sediment from upstream was imposed forcing aggradation of the pool to a new steady-
state alluvial depth.  This process was repeated with subsequent increases in sediment 
flux until the plunge pool either filled to its lip with sediment or the maximum sediment 
flux of the feeder was reached. For each steady-state depth, we measured the maximum, 
minimum, and average depths across the plunge-pool alluvial floor based on cm scale 
topographic variability; we use the difference between the maximum and minimum 
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depths as a representation of measurement error. At the end of the experimental set, we 
returned to clear-water discharge to confirm the pool alluvial depth returned to the 
original clear-water value observed at the set start. Each experimental set thus yielded 
multiple measurements of plunge-pool sediment-transport capacity as the pool self-
adjusted its depth in response to the imposed sediment supply (Table S4.2).  Steady-state 
alluvial depths following changes in imposed sediment flux were typically reached in < 1 
minute, and we waited until pool depths were constant over a period of ~5-10 minutes 
(~10-15 minutes total wait time) before changing the imposed sediment flux.  Assuming 
the entire sediment supply contributes to pool aggradation, the wait time expected to 
reach a steady-state alluvial depth (Δtwait) can be calculated as /wait sed pool st z A Q   , and 
our wait times varied from ~1.5 to 300 times Δtwait, with an average of ~30 Δtwait. Plunge-
pool sediment beds typically had cm scale topographic variability across their surface as 
the impinging jet created a small scour hole at its point of impact. For each steady-state 
alluvial-bed configuration, we measured the maximum, minimum, and average plunge-
pool depths with a ruler.  We measured depth while the experiment was running (i.e., the 
dynamic depth (sensu, Pagliara et al., 2006)) to prevent sediment suspended in the water 
column from settling onto the bed which would result in artificially shallow depths.  
We explored measuring sediment-transport capacity using narrow (7.8 cm 
diameter) pipes, but these experiments were subject to a host of problems.  For these 
narrow pipes the waterfall jet diameter began to approach that of the pipe, and it was 
difficult to keep the jet centered within the pool and impinging on the plunge-pool 
alluvial floor.  Small (order mm) shifts in the pipe location caused the jet to impinge on 
the pipe sidewalls rather than the alluvial-pool floor, and this resulted in changes in the 
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equilibrium alluvial pool-depth of the same order as achieved by varying sediment 
supply, thus complicating the analysis of these results.  Furthermore, for many of these 
experiments the large waterfall jet to plunge-pool radius ratio allowed the jet to spread to 
δ > rpool such that the entire plunge-pool floor was within the jet-descending region, 
violating our model assumption of distinct jet-descending and return-flow regions.  Our 
model performed poorly when attempting to predict sediment-transport capacity for these 
narrow pipes, and we do not report the results from narrow pipe experiments here as they 
probe conditions for which our model was not designed to handle. 
 
4.6. Experimental and theoretical results 
In this section we first describe sediment transport observations from our flume 
experiments.  We then present model predictions and experimental measurements of 
plunge-pool sediment-transport capacity under changing sediment supply, pool depth, 
water discharge, waterfall drop height, grain size, pool radius, and Froude number.  
Finally we compare our experimental results to existing plunge-pool scour depth 
formulae, evaluate the overall model performance, and discuss model limitations.  
4.6.1:  Sediment transport observations 
For a typical experimental set, plunge pools initially completely filled with 
sediment rapidly scoured to deeper alluvial depths after turning on clear-water discharge.  
The rate of plunge-pool scour decreased as pools progressively deepened and approached 
their steady-state alluvial depth.  At steady-state depth under clear-water discharge, 
sediment was mobilized from the bed, but not suspended high enough to be transported 
over the plunge-pool walls.  
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Following the onset of an imposed sediment flux from upstream, plunge-pool 
sediment transport continued to occur primarily via suspension of grains. The impinging 
jet created a small scour hole in the sediment bed where grains were initially entrained. 
Scour holes were characterized by steep walls which acted as ramps, and mobilized 
grains would roll or saltate a short distance up this ramp before becoming suspended in 
the return flow of the jet (Fig. 4.5b, Movie S1). Suspended grains were typically 
concentrated on the downstream side of the waterfall jet, but were observed throughout 
the plunge pool.  Grains were suspended in a mixture of water and air (with air likely 
entrained by the impinging jet) and were brought to the top of the water column within 
this mixture before being transported out of the plunge pool as water spilled up and over 
the pool walls.  Both the rate of entrainment of sediment and the vigor with which the 
water, air, and sediment mixture boiled over the plunge-pool walls appeared to fluctuate 
over timescales of order 1 s, likely reflecting turbulence within the pool.  
As plunge pools aggraded to shallow alluvial depths, the concentration of 
sediment in the water column and vigor with which grains were suspended visually 
increased and an active layer of sediment transport developed near the plunge-pool floor.  
This active layer visually appeared to be ~5 grain diameters thick and was defined by a 
zone of highly concentrated grains below a more dilute layer above (although it was 
difficult to precisely and consistently define this boundary).  Grains in the active layer 
were those which had moved through the jet-created scour hole and appeared to be in a 
state of incipient suspension (grains were partially suspended off the plunge-pool floor, 
and actively moving ~1-2 grain diameters up and down in the vertical direction).  When 
pools aggraded sufficiently close to the plunge-pool lip (depths less than ~5 cm in our 
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experiments), the sediment bed appeared fluidized, and the pool rapidly aggraded the 
short remaining distance to the top of the pool lip, after which grains were transported out 
of the pool as bedload. 
4.6.2: Influence of sediment supply and pool depth  
In all our experiments, we observed plunge pools aggraded in response to step-
wise increases in imposed sediment supply with all other parameters held constant (Fig. 
4.6, Table S4.2). The magnitude of pool aggradation was typically greatest when 
switching from clear-water discharge to a small sediment supply, with subsequent 
increases in sediment supply resulting in continued aggradation, but at a magnitude that 
was often on the same order as the topographic roughness of the plunge-pool floor.  An 
exception to this was for pools which aggraded to shallow enough alluvial depths to 
allow fluidization of the bed, and in turn rapid aggradation of the plunge pool (e.g., filled 
squares in Figs. 4.6C and D).  For all experiments, plunge-pool equilibrium depth under 
clear-water flow was the same at the start and end of the experiment set within 
measurement error.  We interpret observations of plunge-pool aggradation following an 
increase in sediment supply to be in agreement with our conceptual model of self-
adjustment of alluvial plunge-pool depth to maintain equilibrium between sediment 
supply and transport capacity.   
Our plunge-pool sediment-transport capacity model shows variability in its 
goodness of fit to the experimental data when setting the constant k2 = 0.02 (solid lines in 
Fig. 4.6).  In all cases, the model predicts sediment-transport capacity increases with 
decreasing plunge-pool depth in agreement with our experimental observations where 
pools aggraded their alluvial depth in response to increased sediment supply. The 
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relationship between plunge-pool alluvial depth and sediment-transport capacity is 
controlled by two main factors in our model.  First, deeper alluvial-depths require 
sediment to be entrained higher in the water column in order to be transported out of the 
plunge pool, resulting in reduced sediment concentration at the plunge-pool lip, and, in 
turn, reduced values of Qsc_pool. Second, within the ZOEF, τpool decreases with increasing 
pool depth, which in turn reduces both the entrainment of sediment from the pool floor 
(lower cb) and the efficiency of turbulent mixing (lower Ld).  This second influence 
disappears when zsed > zλ and τpool is independent of alluvial-depth (Eq. 7), resulting in a 
different relationship between sediment supply and equilibrium-alluvial plunge-pool 
depth (this transition is marked by red stars in Fig. 4.6).  
4.6.3: Influence of water discharge, waterfall drop height, and grain size 
We explored the influence of changing waterfall drop height, water discharge, 
grain size, and pool radius on plunge-pool sediment-transport capacity by varying one of 
these parameters while holding all other variables constant.  For the same imposed 
sediment load, plunge pools with greater water discharges in our experiments always had 
deeper alluvial floors than those with smaller discharges (Fig. 4.6A).  Similarly, greater 
waterfall drop heights (Fig. 4.6B), and finer grain sizes always led to deeper alluvial 
pool-depth (Fig. 4.6C), all else held constant.  Because plunge-pool alluvial depth tracks 
directly with plunge-pool sediment-transport capacity in our experiments, deeper alluvial 
pool-depths at the same imposed sediment supply imply higher sediment transport 
capacities such that we interpret our experimental observations as evidence that plunge-
pool sediment-transport capacity increases with increasing waterfall drop height, 
increasing water discharge, and decreasing grain size.   
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 While the exact value of theoretical predictions show variable success in 
predicting sediment-transport capacity (19 of 40 theoretical predictions agree with 
experimental observations within measurement error in Figs. 4.6A-C), the theory does 
capture the experimental observations which show that increasing water discharge, 
increasing waterfall drop height, and decreasing grain size all result in increased 
sediment-transport capacity (Fig. 4.6).  
Increases in water discharge and waterfall drop height both increase the total 
energy that is delivered to the plunge pool; however changes in water discharge and drop 
height have distinct effects within our theoretical framework. Increases in water 
discharge lead to non-linear increases in Qsc_pool in our model for three distinct reasons.  
First, because Qsc_pool is calculated as the product of sediment concentration at the 
plunge-pool lip and water discharge (Eq. 31), increasing Qw results in a direct increase in 
Qsc_pool even for cases of constant sediment concentration. Second, wup increases with 
water discharge due to both increased water flux and larger waterfall jet radii (which 
force the return flow through a smaller annulus) (Eq. 14), allow partially offsetting of 
gravitational particle settling, and in turn increased sediment concentration at the plunge-
pool lip.  Third, τpool increases with water discharge, which acts to increase both sediment 
entrainment (cb) and turbulent mixing (Ld).  
Unlike increasing water discharge which leads to wider waterfall jets and larger 
wup values, increase in Hdrop cause waterfall jets to narrow and wup to decrease (Eqs. 4, 5, 
and 14). Despite this effect, plunge-pool sediment-transport capacity still increases with 
waterfall drop height in our model framework primarily due to the associated increase in 
waterfall jet velocity with Hdrop (Eq. 5). Higher jet velocity acts to increase τpool, leading 
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to enhanced sediment entrainment and increased efficiency of turbulent mixing, as 
discussed above. 
 Increases in grain size decrease plunge-pool sediment-transport capacity in 
our model due to the decrease in transport stage and increase in particle settling velocity 
associated with larger grains.  Note that, because τpool is independent of grain size, the 
decrease in transport stage with grain size (due to the normalization by D in calculating 
Shields stress) acts to lower cb, but does not influence the kinematic eddy viscosity.  
However, the increased settling velocity for large particles does result in lowering Ld, 
ultimately leading to reduced sediment concentrations throughout the plunge pool. 
4.6.4: Influence of plunge-pool radius 
The influence of plunge-pool radius on sediment-transport capacity is not as 
straightforward in our experiments compared to changing Qw, Hdrop, and D.  For 
experiments with D = 7 mm grains, plunge pools with rpool = 7.7 cm were completed 
filled with sediment even for clear-water discharge, while narrow (rpool = 5.1 cm) pools 
showed steady-state alluvial depths which decreased with increasing sediment supply. 
This trend is in agreement with our theory where decreasing plunge-pool radius leads to 
higher sediment-transport capacity and deeper equilibrium pool-depth (Fig. 4.6D). 
However, when using finer sediment (D = 2.4 mm), plunge pools of different radii had 
approximately the same depth (within measurement error) for identical forcing (with the 
exception of at the largest sediment fluxes when small differences in pool depth 
emerged), in contrast to our model predictions that sediment-transport capacity should 
increase with decreasing rpool (Fig. 4.6E). 
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Increases in plunge-pool radius result in a reduction of Qsc_pool in our model for 
two main reasons.  First, increasing radius causes a decrease in sediment concentration at 
the plunge-pool lip as there is a longer length scale over which sediment must be 
transported (e.g., Fig. 4.3). Second, for a constant water discharge and jet diameter, 
increases in plunge-pool radius reduce wup thereby enhancing the influence of particle 
gravitational settling (lowering Ld) and reducing sediment concentrations in the plunge 
pool.  
The discrepancy in properly accounting for variations in plunge pool radius on 
sediment-transport capacity in coarse versus fine grain sediment may indicate a grain-size 
control on the size of the sediment source zone which is not accounted for in the model 
framework.  If this is correct, performing replicate experiments with wider plunge pools 
and fine grain sizes would be expected to show similar behavior to that observed for 
coarse grain sizes (i.e., a decrease in sediment-transport capacity with increasing pool 
radius).  Similarly, replicate experiments with narrower plunge pools and coarse grain 
sizes may be expected to show no variation in sediment-transport capacity with pool 
radius. However, performing experiments with rpool < 5.2 cm is difficult as the plunge-
pool diameter approaches that of waterfall jet, significantly complicating the 
interpretation of results as discussed above. 
4.5.5: Influence of Froude number 
 Although not explored experimentally, our model predicts plunge-pool 
sediment-transport capacity is independent of Frn for subcritical flows (Frn < 1). This is 
because flow acceleration towards the waterfall brink results in a constant value of ubrink 
(Rouse, 1936, 1937b; Hager, 1983) for Frn < 1.  For supercritical flows (Frn > 1), 
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increasing Frn gives increasing ubrink which raise τpool values (Eq. 7), ultimately leading to 
increases in Qsc_pool; however, this effect is small compared to the influence of changing 
water discharge, waterfall drop height, grain size, pool depth, and pool radius examined 
above. Note that Fr may also play an additional role for 2-D waterfalls with lateral flow 
convergence (Lapotre and Lamb, 2015).  
4.6.6: Comparison to previous models and overall model performance 
There exist no previously published models capable of predicting waterfall 
plunge-pool sediment-transport capacity subject to sediment supply from upstream; 
however, there are multiple theories which predict maximum alluvial-plunge-pool depth 
under clear-water flow. We compared our experimental measurements of maximum 
clear-water alluvial-plunge-pool depth (Table S4.2) to predicted theoretical alluvial 
depths using a variety of existing models.  
Theoretical model often assume clear-water pool-depth is set by the threshold of 
motion for sediment (e.g., Stein et al., 1993).  To compare to such models, we calculated 
expected clear-water depths by solving for the alluvial pool-depth where τ*pool < τ*c using 
Eq. (4.7) and setting τ*c = 0.045.  This method causes over-prediction of observed steady-
state depths by a factor of ~1.5 to 4 (Fig. 4.7A), suggesting that grain motion alone is not 
sufficient to explain sediment transport from deep, cylindrical pools.  Our clear-water 
experiments showed sediment was mobilized from the alluvial-pool floor, but not 
suspended high enough to clear the plunge-pool lip, suggested that steady-state pool 
depths are set by the ability of the waterfall jet to suspend sediment out of the pool rather 
than be the ability to mobilize grains. 
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We also compared our clear-water results with prediction of steady-state alluvial-
depth from the empirical models of Pagliara et al. (2006) and Mason and Arumugan 
(1985).  These models produced mixed results with the Pagliara et al. (2006) model 
tending to over-predict experimental clear-water depths by up to a factor of ~2 (Fig. 
4.7C), while the Mason and Arumugan (1985) model under-predicts our experimental 
alluvial depths up to a factor of ~2.5 (Fig. 4.7B).  Part of this mis-match between 
experimental observations and model predictions may arise from the fact that these 
models are designed to predict scour depth of alluvial-pools with self-formed walls in 
contrast to our experiments with fixed, cylindrical walls. To partially mitigate this effect, 
we used the 2D Pagliara et al. (2006) model which more closely fits our 
conceptualization of bedrock-bound cylindrical pools than the 3D model which also 
exists (Pagliara et al., 2008a).  Mis-match between experimental observation and Mason 
and Arumugan [1985] model predictions may also come from calibration of their model 
using a database which included scour of cohesive soils in contrast to the loose alluvium 
in our experiments.    
Our model tends to over-predict equilibrium-alluvial clear water plunge-pool 
depth by up to a factor ~2 (Fig. 4.7D).  This may occur in part due to the decay of 
sediment concentration in our model such that ( , )pool lipc r z is always positive for τ*pool/ τ*c 
> 1.  Steady-state clear-water pool depths are typically defined in our model for τ*pool/ τ*c 
> 1 but where sediment transport falls below the reference Q*s_pool value (e.g., Qsc_pool = 0 
for Q*s_pool < 2 x 10-5, Section 4.4.4).  Using a larger value of Q*s_pool would shift points 
closer to the 1:1 line in Figure 4.7D; however, achieving agreement with theory 
predictions within a factor of ~1.5 requires unreasonably high Q*s_pool values. 
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Models based on the threshold of motion (e.g., Stein et al., 1993) as well as the 
empirical models of Pagliara et al. (2006) and Mason and Arumugan (1985) are not 
designed to account for sediment supply, and predict a constant depth independent of 
sediment supply (as demonstrated by the shifting of points leftwards in Figs. 4.7A - C). 
The theory developed here accounts for the influence of upstream sediment supply, and 
shifts predictions of steady-state plunge-pool alluvial depth under variable sediment 
supply such that 37 of our 40 measurements match our theoretical predictions within a 
factor of ~1.5 with 19 of 40 measurements matching theoretical predictions within 
measurement error (R2 = 0.8 when comparing to the 1:1 line in Fig. 4.7D). The ability to 
predict steady-state pool-alluvial depth subject to an imposed sediment flux allows 
examination of plunge-pool evolution in natural streams which cannot be adequately 
explored with existing clear-water only theory.   
Predictions of plunge-pool sediment-transport capacity have increased variability 
compared to steady-state alluvial-depth predictions due to the non-linear relationship 
between Qsc_pool and alluvial depth (Fig. 4.6). As such, our order cm scale measurement 
error in pool depth results in approximately order of magnitude variability in predictions 
of sediment-transport capacity.  Accounting for this range in measurement error, 31 of 
our 40 measurements from our sediment supply experiments match our theory-predicted 
Qsc_pool within a factor 1.5 (and 37 of 40 measurements match within a factor of ~2.5) 
(Fig. 4.6).  For clear-water experiments at steady-state depths where Qsc_pool = 0 by 
definition, our model predicts Qsc_pool > 0, but is highly non-linear in this region (Fig. 
4.6). While our predictions of sediment-transport capacity have higher error than steady-
state pool depth, we note large errors are common in predictions of sediment-transport 
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capacity, for example using standard sediment-transport capacity equations in steep 
mountain streams often leads to order of magnitude or larger error (e.g., Recking, 2010; 
Nitsche et al., 2011; Yager et al., 2012).  
4.6.7: Discussion of limitations of model predictions 
Our plunge-pool sediment-transport capacity model has variable success in 
matching the experimentally-observed values of plunge pool steady-state alluvial depth.  
This could occur due to incorrect parameterizations of constants within our model (e.g., 
k2, Cf_pool, ve, etc.), or due to the lack of inclusion of important physical processes within 
our model framework. We explored the effect of changing the sediment entrainment 
coefficient k2, the mixing length-scale and coefficient k1 (which determine the eddy 
viscosity ve), and the plunge-pool friction factor Cf_pool. Increases in k2, Cf_pool, and ve all 
lead to predictions of higher sediment-transport capacity or deeper equilibrium alluvial 
pool-depth, all else held constant.  While changing these coefficient values can lead to 
better predictions for a single experimental set, they cause predictions for other 
experimental sets to worsen and do not collapse the data overall.  This suggests that 
discrepancies between the model predictions and experimental observations likely come 
from physical processes present within plunge-pools which are not incorporated within 
our model. 
Our experimental sediment transport observations (Section 4.6.1) highlight many 
physical processes that are not included in our theory development.  For example, for 
shallow alluvial pool-depths (zsed < ~5 cm) we observed a change in process where stress 
from the impinging jet went into fluidization of the bed, reducing the stress available to 
entrain grains, and likely changing the effective fluid density and viscosity in that region 
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(e.g., Coussot, 1997).  This process promotes shallower pools, and its lack of inclusion 
within our model framework is evident by model-predictions of deeper alluvial pool-
depths than experimentally observed cases where the bed fluidized (Exp 9 and Exp 10 in 
Figs. 4.6C and 4.6D).  Similarly, we observed grain-grain interactions within the near-
bed active layer and at times between grains suspended in the water column in our 
experiments (Movie S1). These grain-grain interactions are not accounted for in our 
model, but could yield lower settling velocities via hindered settling (e.g., Richardson and 
Zaki, 1954; Kneller and Branney, 1995; Tomkins et al., 2005). We also note that for very 
shallow pools there is likely a process change from transport via suspension of grains to 
bedload transport.  Our model assumes transport occurs by suspension everywhere except 
in the bedload layer within the jet-descending region, such that if bedload transport 
dominates for shallow pools, pools may be deeper than predicted by our theory. 
Our experimental plunge pools demonstrated complex hydraulics where eddies of 
various scales developed causing the flow to overturn, sediment transport occurred in 
pulses, and sediment was concentrated on the downstream pool wall (Fig. 4.5B, Movie 
S1).  These observations call into question our parameterization of radially uniform flow, 
a constant eddy viscosity in the vertical and radial directions, and assumption of constant 
wup within the jet return-flow regions. While these assumption are necessary to achieve 
an analytical solution, eddy viscosities are typically parametrized to vary with distance 
for shear flows (e.g., Rouse, 1937a), and the upward return flow is likely highly variable 
as shown by velocity measurements below overfalls (e.g., Robinson et al., 2000; Bennett 
and Alonso, 2005). Including radially-variable and radially non-uniform eddy viscosity 
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and jet return flow may help to improve for changing plunge-pool radius where our 
model performs poorly (e.g., Figs. 4.6D and E).   
Our experiments had a small degree of aeration within the waterfall jet, and the 
impinging jet further entrained air into the plunge-pool (e.g., Fig. 4.5B, Movie S1).  Air 
entrainment in steps and waterfalls is common (e.g., Valle and Pasternack, 2006); 
however, the relationship between plunge-pool depth and aeration is complicated. 
Experiments have shown jet aeration typically leads to a reduction in plunge-pool alluvial 
depth (e.g., Canepa and Hager, 2003; Xu et al., 2004; Pagliara et al., 2006), although 
aeration has also been suggested to more efficiently allowing plucking of bedrock blocks 
which could increase pool bedrock depths (Bollaert, 2002; Bollaert and Schleiss, 2003). 
Within our experiments, air entrainment could have competing effects where the 
formation of void space could lower the fluid density making it more difficult to entrain 
grains (e.g., Eq. 29), while the collapse of air bubbles and pockets could provide lift 
forces to aid in grain entrainment and suspension (e.g., Pasternack et al., 2007). Including 
air entrainment within our model framework may lead to improved sediment-transport 
predictions, although, we also note the effects of air entrainment may be partially 
subsumed into the constant k2 which is partially-tuned to match experimental data. 
The extent to which these effects (i.e., bed fluidization, grain-grain interactions, 
complex flow hydraulics, and aeration) influence sediment transport may also depend on 
the particle grain size. For example, large-grains with high settling velocities may be 
more sensitive to small changes in flow-hydraulics and aeration than smaller grains.  This 
may be a possible explanation for our experimental observations of sediment-transport 
independent of plunge-pool radius for D = 2.4 mm grains compared to decreasing 
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sediment-transport capacity with increasing plunge-pool radius observed for D = 7 mm 
grains (Figs. 4.6D and E).   
These limitations highlight topics for future research that could be addressed to 
improve model predictions.  Despite these limitations, we are encouraged that our 
plunge-pool sediment-transport model captures the dynamics of self-adjusting alluvial 
pool-depths, and also agrees with our experimental observations that plunge-pool 
sediment-transport capacity increases in response to increasing water discharge, 
increasing waterfall drop height, and decreasing grain size. Our model thus provides a 
starting point to predict how changes in waterfall geometry and flow hydraulics may 
influence plunge-pool sediment transport. 
 
4.7. Application to natural waterfalls 
In this section we first use a reference field site to explore the influence of the key 
non-dimensional variables governing sediment-transport capacity.  Second, we use 
measurements from our field survey of waterfall plunge-pools to compare the observed 
alluvial depths to model predictions for cases of clear water discharge and with sediment 
supply. 
4.7.1 Influence of non-dimensional variables on plunge-pool sediment-transport capacity 
Here we explore the model predictions at field scale by independently varying the 
non-dimensional variables defined in Eq. (4.33) using values from Lower Switzer Falls 
(Table S4.1) as a reference site. Lower Switzer Falls, located on Arroyo Seco in the San 
Gabriel Mountains, CA, is a 5 m tall waterfall which empties into a ~9 m diameter 
bedrock-bound plunge pool.  The plunge pool has been observed to go through multiple 
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sediment fill and evacuation cycles between 2009 and 2015, suggesting that sediment is 
actively transported through the pool, and we set the plunge-pool alluvial depth constant 
at 2 m for all calculations here.  Sediment deposited on the plunge-pool floor during our 
field visits has been predominately sand and fine gravel, although the pool has a 
downstream bar of imbricated, rounded cobbles ranging in diameter from ~ 10 cm – 1 m.  
We set D = 0.1 m in all our calculations for Lower Switzer Falls, this approximates a 
balance between the fine grains we observe deposited in the plunge pool and the cobbles 
deposited downstream, and is in line with the median grain size we measure downstream 
on Arroyo Seco ranging from ~0.02 – 0.2 m.  Arroyo Seco water discharge has been 
monitored by the U.S. Geological Survey since 1910 (gauge 11098000), and we estimate 
water flux at Lower Switzer Falls (~11 km upstream from the gage) assuming a linear 
scaling of discharge with drainage area.  
We calculated Qsc_pool/Qw as a function of τ*pool/ τ*c, (zlip–hb)/Ld, rpool/Ld, and δ /Ld 
following Eq. (4.33). In each calculation, we set base values of non-dimensional variables 
based on their Lower Switzer Falls value, and then varied a single parameter individually 
while holding the others 3 parameters constant to explore model predictions. Increases in 
transport stage increase Qsc_pool/Qw proportionally to the quantity (τ*pool/ τ*c -1)1/2 from Eq. 
(4.30) up until the point at which cb = 0.2 and is set constant (Fig. 4.8A).  Similarly, 
increases in (zlip–hb)/Ld result in an exponential decrease in Qsc_pool/Qw from the 
exponential term in Eq. (4.27) (Fig. 4.8B).  The influence of changing rpool/Ld, and δ /Ld is 
slightly more complicated as these quantities appear in multiple locations in the modified 
Bessel functions in Eq. (4.27).  For cases when rpool/Ld  > δ /Ld, Qsc_pool/Qw decreases non-
inearly with increasing rpool/Ld and increases non-linearly with increasing δ /Ld, reflecting 
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the influence of changing plunge pool radius and sediment source zone size, respectively 
(Figs. 4.8C and D). Cases when rpool/Ld < δ /Ld correspond to plunge pool radii smaller 
than the jet-descending region, and for these cases we set c(r,z) = c0(z) to so that there is 
no radial variation in Qsc_pool/Qw.  
4.7.2. Waterfall field surveys 
 Our field survey focused on waterfalls within the San Gabriel Mountains, 
California, but also included waterfalls in the Sierra Nevada Mountains, California, and 
on the island of Kauai, Hawaii.  These three field localities cover a range of sediment 
supply regimes where sediment supply is high in the San Gabriel Mountains due to high 
erosion rates (~0.1 – 1 mm/yr (DiBiase et al., 2010)) and the occurrence of wildfires 
which led to enhanced sediment supply during the period when many of our field 
observations were made (2009 – 2011) (Lamb et al., 2011). In contrast, sediment supply 
is variable across the waterfalls we surveyed in Kauai, HI, due to a strong rainfall 
gradient which modulates the rate of shallow landsliding (Ferrier et al., 2013). All 
surveyed waterfalls had clearly defined bedrock steps and ranged in drop height from 1 – 
120 m, in plunge-pool bedrock radius from 0.5 – 40 m, and had upstream drainage areas 
ranging from < 1 – 94 km2 (Table S4.1). We surveyed pools during periods of low flow 
as waterfalls are often inaccessible and hazardous to survey during large flood events. 
Many plunge pools were filled or partially-filled with sediment during our field 
campaign, with alluvial depths ranging from 0 m (i.e., completely-filled with sediment) to 
5 m.  We estimated plunge-pool alluvial depth using a variety of methods (see 
Supplement and Table S4.1). Grain size estimates were estimated visually in the field or 
via a random-walk pebble count.  Channel slope upstream of the waterfall was taken 
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from digital elevation models ranging in resolution from 1m-LiDAR (most of the San 
Gabriel Mountain locations) to 10m-National Elevation Dataset data.  We estimated 
water discharge using 2-year recurrence interval discharge values taken from US 
Geological Survey stream gages located either within the same catchment as our field 
surveyed waterfall, or within an adjacent catchment.  We assumed a linear scaling 
between discharge and drainage area to convert discharge values taken at stream gage 
locations to waterfall locations which were often at smaller drainage areas.     
4.7.3. Importance of upstream sediment supply on plunge-pool alluvial depth 
Our field surveys allow comparison of plunge-pool alluvial depth field 
measurements to the expected clear-water alluvial depth using existing empirical 
formulations (e.g., Pagliara et al., 2006) as well as the theory developed here. Our 
surveyed plunge pools are ~3-300 times shallower than predicted for clear-water 
overspill during a 2-year recurrence interval flood when using the empirical formula of 
Pagliara et al. (2006) (Fig. 4.9A). The Pagliara et al. (2006) empiricism assumes both 
clear-water discharge and self-formed alluvial pool walls, such that it is difficult to 
determine whether or not the discrepancy between prediction and field measurements is 
due to differences in pool geometry or the influence of imposed sediment supply from 
upstream.  Comparing field measurements of alluvial pool-depth to the predicted clear-
water depth using the theory developed can address this discrepancy as our model is 
developed for cylindrical, bedrock bound plunge pools similar to those we surveyed in 
the field.  As with the Pagliara et al. (2006) predictions, surveyed pools are shallower 
than predicted under clear-water flow using our theory (Fig. 4.9B), suggesting that 
natural plunge pools are likely adjusted to a characteristic, non-zero sediment flux from 
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upstream. The few plunge pools with field depths deeper than predicted for clear water 
tended to be characterized by relatively coarse sediment within the pool, which we 
interpret may have been deposited in a larger flood event than the two-year recurrence 
interval flood used in our calculations.  
The difference between the observed pool depths and those predicted by clear-
water theory in Fig. 4.9B can be explained as a result of upstream sediment supply.  We 
used out model to calculate the expected sediment concentration for a two year 
recurrence interval flood discharge (Qs/Qw) that is necessary to fit the observed pool 
alluvial depths at steady state (Fig. 4.9). This analysis indicates that the observed pool 
depths can be explained by upstream sediment concentrations that range from less than a 
tenth of a percent to greater than ten percent by volume, and our field sediment 
concentration values partially overlap with the range of sediment concentrations (c ≈ 10-1 
– 10-3) observed in experiments of plunge-pool develop into alluvial beds (Stein and 
Julien, 1994). Higher predicted sediment concentrations are associated with shallower 
pool depths in our field survey, suggesting that shallower pools are adjusted to higher 
sediment supply, in agreement with our conceptual model.  
 
4.8. Implications for habitat, hazards, and bedrock erosion 
We interpret our experimental observations of plunge pools filling in response to 
increases in sediment supply to support our conceptual model of self-adjustment of pool 
alluvial depth in response to changes in sediment supply from upstream.  Waterfall 
plunge-pools typically have small volumes compared to total fluvial sediment flux over 
the course of a flood, so that storage of sediment in (or scour of sediment out of) pools 
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does not largely influence overall sediment budgets.  During floods, sediment supply may 
be large relative to pool volumes, such that plunge pools are likely to fill or empty 
rapidly.  As such, field-measurements of alluvial pool-depth are likely sensitive to recent 
flow conditions and sediment load. 
The depth of sediment fill has implications for habitat availability and natural 
hazards, with deep, sediment-free pools providing habitat for aquatic organisms (e.g., 
Matthews et al., 1994; Lake, 2003; Magoulick and Kobza, 2003; Bond et al., 2008) and 
sediment-filled pools providing conditions to initiate debris flows (e.g., Griffiths et al., 
2004; Larsen et al., 2006).  The model developed here provides a first-order tool for land-
managers to estimate sediment filling and evacuation of waterfall plunge pools in 
response to changes in river hydraulics or upstream sediment supply.  For cases where 
the upstream sediment supply (Qs) is known, our plunge-pool sediment-transport capacity 
model can be used to route sediment through plunge pools and track plunge-pool alluvial 
filling and evacuation, as sediment should be deposited in pools when Qsc_pool < Qs, 
sediment should pass through pools when Qsc_pool = Qs, and sediment should be scoured 
from pools when Qsc_pool > Qs.  For example, increases in upstream sediment supply from 
disturbances such as wildfire or land-use change may result in filling of plunge pools. 
Similarly, pools are likely to fill during periods of reduced water discharge, but may 
scour to bedrock during large floods.     
Our plunge-pool sediment-transport capacity model can be coupled with 
physically-based bedrock erosion models (e.g., Sklar and Dietrich, 2004; Lamb et al., 
2007) to predict waterfall plunge-pool bedrock abrasion over geomorphically relevant 
timescales.  Over such timescales, cycles of sediment fill and evacuation from waterfall 
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plunge-pools should influence bedrock erosion as vertical incision requires exposure of 
the pool bedrock floor, while plunge-pool walls are free to erode even when the bed is 
covered. Plunge-pool sediment-transport capacity therefore may modulate relative 
vertical versus lateral erosion rates in waterfall plunge pools by dictating the deposition 
or scour of sediment from the plunge-pool floor.  When Qsc_pool > Qs, pools can scour to 
bedrock and vertically incise, whereas when Qsc_pool < Qs sediment deposits at the base of 
the pool, armoring the bed, and preventing vertical incision (but potentially still allowing 
for lateral erosion), analogous to the role sediment cover plays in controlling channel 
bedrock width (e.g., Sklar and Dietrich, 2004; Finnegan et al., 2007; Turowski et al., 
2008).   
 
4.9. Conclusions  
 We developed an analytical model to predict waterfall plunge-pool 
sediment-transport capacity based on seven field-measurable variables (water discharge, 
waterfall drop height, plunge-pool depth and radius, grain size, and upstream channel 
slope and width). Our model is developed for bedrock-bound pools with cylindrical 
geometry where alluvial pool-depth is free to fluctuate.  We assume that plunge-pools 
self-adjust their alluvial depth to reach equilibrium with the imposed sediment supply 
from upstream, such that the model can be used to predict steady-state plunge-pool 
alluvial depth subject to a given sediment supply and water discharge. Laboratory 
experiments demonstrated self-adjustment of plunge-pool alluvial depth in response to 
changes in sediment supply, and both experiments and theory showed plunge-pool 
sediment-transport capacity increases with increasing water discharge and waterfall drop 
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height, and decreases with decreasing grain size.  The theory, however, has variable 
success with matching experimental observations within measurement error, and this is 
likely due to complicated flow hydraulics, grain-grain interactions, and jet aeration which 
is not accounted for in the theory development but is observed experimentally.  Field 
surveys of over 70 waterfall plunge pools show that pools tend to be filled with sediment 
to alluvial depths shallower than that predicted for 2-year recurrence interval clear-water 
discharge, suggesting that the upstream sediment supply plays an important role in 
plunge-pool morphodynamic evolution.  The model presented here provides a framework 
to explore how sediment is routed through bedrock-bound waterfall plunge pools, and 
can be used to estimate periods of sediment fill or evacuation in assessment of habitat 
availability or for hazards mitigation, as well as in predictions of plunge-pool bedrock 
erosion.   
4.10 Acknowledgements 
 We are grateful to Brian Fuller for assistance with laboratory experiments, and 
benefitted from conversations with Jeff Prancevic, Andy Thompson, Patrick Sanan, Mike 
Gurnis, and Jeremy Venditti. Roman DiBiase and Chris Brennen assisted with waterfall 
surveys, and, together with Kelin Whipple, kindly shared photographs and data from 
plunge pools in the San Gabriel Mountains. Greg Pasternack, two anonymous reviewers, 
and the Associate Editor provided constructive comments which improved the structure 
and presentation of this manuscript.  We thank Mike Oxford and the US Forest Service 
for access to the San Dimas Experimental Forest. We acknowledge funding from the 
National Science Foundation via grant EAR-1147381 to M.P.L and a Graduate Research 
Fellowship to J.S.S, as well as funding from NASA grant 12PGG120107.  
 
4.11 Notation 
Ajet  waterfall jet area [L2] 
Apool  plunge pool area [L2] 
Cd  waterfall jet diffusion coefficient [dimensionless] 
Cf_pool  plunge pool friction factor [dimensionless] 
Cf_river  river friction factor [dimensionless] 
D  grain diameter [L] 
Frn  normal Froude number upstream of the waterfall [dimensionless] 
Hdrop  waterfall drop height [L]  
Ld  characteristic length scale over which turbulence mixes sediment [L] 
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Qs  upstream sediment supply [L/T3] 
Q*s_pool  dimensionless plunge pool sediment flux [dimensionless] 
Qsc_pool  plunge-pool sediment-transport capacity [L/T3] 
Qw  water discharge [L/T3] 
R  submerged sediment density [dimensionless] 
Rejet  waterfall jet Reynolds number [dimensionless] 
S  channel slope [dimensionless] 
W  channel width [L] 
b  jet half width [L] 
c  sediment concentration [dimensionless] 
c   sediment concentration temporally averaged over turbulence 
[dimensionless] 
cb reference near-bed sediment concentration in jet-descending region 
[dimensionless] 
co reference sediment concentration at (r = rpool, z = hb) [dimensionless] 
g  gravitational acceleration [L/T2] 
hb  thickness of the well-mixed layer along the plunge-pool floor [L] 
hn  normal flow depth upstream of the waterfall [L] 
hpool  plunge-pool depth [L] 
k1  coefficient in estimating kinematic eddy diffusivity [dimensionless] 
k2  constant in sediment entrainment formula [dimensionless] 
rjet  waterfall jet radius at point of impact with water surface [L] 
rpool  plunge pool radius [L] 
t  time [T] 
Δtwait  expected wait time to reach steady-state alluvial pool-depth [T] 
u*pool  shear velocity at the plunge-pool bed [L/T] 
ubrink  water velocity at the waterfall brink [L/T] 
uimpact  jet velocity upon impact with the plunge-pool floor [L/T] 
ujet  jet velocity upon impact with the plunge-pool water surface [L/T] 
ulip  water velocity at the downstream plunge-pool lip [L/T] 
un  normal water velocity upstream of the waterfall [L/T] 
ur  radial water velocity [L/T] 
u’r  turbulent fluctuations in radial water velocity [L/T] 
uθ  azimuthal water velocity [L/T] 
w  vertical water velocity [L/T] 
wnet  net particle settling velocity [L/T] 
ws  particle gravitational settling velocity [L/T] 
wup  vertical velocity of the jet return flow [L/T] 
w’up  turbulent fluctuations in vertical velocity of the jet return flow [L/T] 
z  vertical coordinate [L] 
zBR  elevation of the plunge-pool bedrock floor [L] 
zlip  elevation of the downstream plunge-pool lip [L] 
zsed  elevation of the plunge-pool alluvial floor [L] 
zwater  elevation of the plunge-pool water surface [L] 
zλ  elevation of the boundary between the ZOEF and ZOFE [L] 
β  angle of waterfall jet impact [rad] 
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γ  virtual origin in estimation of jet half-width [L] 
δ radial distance which sets boundary between descending-flow and je 
return-flow regions, equal to twice the jet half-width measured at the pool 
alluvial floor [L] 
θ  azimuthal coordinate [L] 
λ  length of ZOFE [L] 
ve  kinematic eddy diffusivity [L2/T] 
ρ  fluid density [M/L3] 
ρs  sediment density [M/L3] 
τpool  plunge-pool bed shear stress [M L-1 T-2] 
τriver  river bed shear stress [M L-1 T-2] 
τ*c  critical Shields stress for grain motion [dimensionless] 
τ*pool  plunge-pool bed Shields stress [dimensionless] 
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Figure 4.1: (A) - (D) Show examples of sediment filling and evacuation of waterfall plunge pools on Arroyo Seco, San Gabriel Mountains, California. (A) 
and (B) are of Upper Switzer Falls (USF, Table A2.1), (C) and (D) are of an un-named ~2.5 meter bedrock step (ASP4, Table S4.1).  (E) Photo and (F) 
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Figure 4.3: Profiles of radial (A) and vertical (B) sediment concentration normalized by near-bed 
concentration in the jet-descending region (cb) along the plunge pool floor at z = hb and along the 
plunge-pool wall at r = rpool, respectively. For this calculation Qw = 4.8 m
3/s, H = 5 m, D = 0.1 m, 
rpool = 4.4 m, and Frn= 1.9.








Figure 4.4: Comparison of range of non-dimensional variables influencing plunge-
pool sediment-transport capacity from flume measurements (gray boxes, Table S4.2) 
versus field measurements (white boxes, Table S4.1). Note that field values of non-
dimensional variables were calculated using the median grain diameter deposited 
within the plunge pool and we set Cf_river = 0.01 as estimating the river friction factor 
requires detailed hydraulic measurements which are difficult to make near waterfalls 



















































Figure 4.5: (A) Flume schematic with key variables labeled. (B) Example photo of sediment trans-
port through a waterfall plunge pool during Experiment 12 (Table S2). Plunge pool is 10.2 cm in 
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Qw = 0.76 L/s, Exp 1
Qw = 0.58 L/s, Exp 2
Hdrop = 63 cm, Exp 4
Hdrop = 17 cm, Exp 7
Hdrop = 37 cm, Exp 6
D = 2.4 mm, Exp 1
D = 7 mm, Exp 9
rpool = 5.1 mm, Exp 9
rpool = 7.7 mm, Exp 10
rpool = 5.1 mm, Exp 1
rpool = 7.7 mm, Exp 4
rpool = 10.2 mm, Exp 5
Exp 12
Figure 4.6:  Plots of experimentally measured equilibrium plunge-pool depth versus imposed upstream 
sediment flux for experiments varying (A) water discharge (Qw), (B) waterfall drop height (H), (C) grain size 
(D), (D) plunge pool radius (rpool) with 7 mm diameter sediment, and (E) plunge pool radius with 2.4 mm 
diameter sediment, with all other variables held constant.  (F) Shows Exp 12 with D = 5.6 mm sediment. See 
Table S4.2 for all experimental parameter values. Lines show theoretical predictions where theory and experi-
mental data match in color (e.g., gray circles match gray lines, black squares match black lines, and white 
triangles match white lines). All data points are at steady state so that imposed sediment flux is equal to 
plunge-pool sediment-transport capacity (Qsc_pool), vertical error bars reflect topographic variability across the 
plunge-pool floor and horizontal error bars show standard deviation of sediment flux measurements.  Symbols 
show experimental measurements (Table S4.2) and lines show model predictions. Red stars indicate transition 
from ZOEF (above red star) to ZOFE (below red star). Filled plunge pools had depths which ranged from ~ 0 – 
5 cm; we make no model predictions at these depths where we observed a change in process from grain 
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Figure 4.7: Comparison of experimentally measured alluvial-pool depth from our 
experiments with predictions based on (A) threshold of motion for sediment, (B) Mason 
and Arumugam [1985], (C) Pagliara et al. [2006], and (D) this study. Error bars in panel 
(D) denote topographic variability of alluvial-pool floor, identical error bars apply to 
panels (A) - (C) but were removed for visual clarity. Note that the threshold of motion 
approach, Mason and Arumugam [1985], and Pagliara et al. [2006]  are not designed to 
handle sediment supply and therefore predict alluvial depth independent of sediment 
flux (causing datapoints to plot in rows).  We calculate tailwater detph above the 
plunge-pool lip assuming Fr = 1 for both the Pagliara et al. [2006] and Manson and 
Arumugam [1985] predictions. The Pagliara et al. [2006] model also requires an 
estimate of jet air content which we did not measure in our experiments and set to 0.5. 
Shaded gray box in all panels marks measured depths less than 5 cm where we observed 
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Figure 4.8: Model predictions of Qsc_pool / Qw for varying values of the four non-
dimensional parameters governing plunge pool sediment concentration, (A) transport 
stage (τ*pool/ τ*c), (B), (hpool– hb) / Ld , (C) rpool/Ld, and (D) 2b/Ld.  In each plot multiple lines 
show influence of varying a second non-dimensional variable and gray squares show 
values for the Lower Switzer Falls reference site.  Non-dimensional parameters not being 
varied in a specific plot were held constant at their Lower Switzer Falls’ values: τ*pool / τ*c 
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Figure 4.9:  Comparison of field-measured alluvial-pool depth (zlip-zsed, Table S4.1) versus 
model-predicted clear-water depth for 2-year recurrence interval flood using (A) the 
Pagliara et al. [2006] empirical formula and (B) the theory developed in this study.  Points 
below the 1:1 line represent pools shallower than predicted for clear-water flow. Points in 
panel (B) are color coded by the upstream sediment concentrations (Qs /Qw) needed to fit the 
observed pool depth at steady state, indicating that greater departure from the 1:1 line (i.e., 
partially-filled and filled pools) requires higher sediment concentration from upstream to 
maintain a steady-state depth. The circled point on y-axis in (B) is a plunge pool which is 
predicted to be completely filled with sediment under clear-water discharge.  All model 
calculations performed with the grain size of the sediment deposited in the plunge pool. For 
predictions in panel (A) we assumed a jet air content of 0.5.
Qs /Qw< 10
-4
10-4 < Qs /Qw< 10
-3
10-3 < Qs /Qw< 10
-2
10-2 < Qs /Qw< 10
-1
10-1 < Qs /Qw




Supplementary material for Chapter 4 
S4.1 Waterfall field survey methods 
During our field surveys we measured the depth of waterfall plunge-pools using a 
variety of methods.  All our field measurements were made at low to moderate water 
discharges when plunge-pools were safe to survey and accessible. For the vast majority 
of plunge pools surveyed, we made manual measurements of the depth to the plunge-pool 
floor.  Most plunge-pools were alluviated during our surveys such that we report pool-
alluvial depth (i.e., zlip – zsed), but for some cases (as denoted in Table S1), bedrock was 
exposed on the pool floor allowing measurement of plunge-pool bedrock depth (i.e., zlip – 
zBR).  In some cases the distinction between a sediment and bedrock floor was not 
denoted, and we make no distinction as to whether such depths are alluvial or bedrock 
pool depths. We measured the vertical distance from the plunge-pool lip to the plunge-
pool floor using either a stadia rod or plumb-bob attached to a tape measure.    
Several plunge-pools were completely filled with sediment (i.e., zlip – zsed ≈0) and 
many were partially-filled during our field surveys.  These shallow alluvial depths are 
likely a result of our surveying at low flow and perhaps additionally due to temporal 
variability in sediment supply (for example, many of our measurements in the San 
Gabriel Mountains, California occurred within 1-3 years of the 2009 Station Fire when 
sediment supply was likely elevated by up to an order of magnitude compared to 
background levels [Lamb et al., 2011]. To mitigate this effect, for 16 out of 75 of our 
surveyed plunge-pools we report pre-existing data indicating deeper plunge-pools 
measurement depths than obtained during our surveyed.  This data came from three 
separate sources.  For Wailua Falls, Hawaii (“WF” in Table S1) we use the depth 
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measured by Doughty [2010] when SCUBA diving in the plunge-pool.  For upper 
Ho'opi'i Falls, Hawaii (HFU Table S1), 3 separate falls on Arroyo Seco, California (MSF, 
LSF, ASP4), and 1 waterfall on Fall Creek, California (FCR1) we estimate the minimum 
plunge-pool depth as 2 m based on countless accounts of cliff-jumping from heights > 2 
m.  Finally, many depth-estimates of plunge-pools within Little Santa Anita Canyon, CA 
and one estimate from Fox Creek, CA are unpublished data provided by Prof. Chris 
Brennen who assisted with field surveys.  These data were collected by Prof. Brennen 
over countless visits to these canyons while researching a canyoneering guidebook for the 
San Gabriel Mountains [Brennen, 2000], and the measurements should be treated as 
estimates with up to 25% error.  The measurement technique used for each surveyed 
plunge-pool is denoted in Table S1. 
S4.2 References 
Brennen, C. (2000), Adventure hikes and canyoneering in the San Gabriels, Dankat Publishing Company, 
Pasadena. 
Doughty, A. (2010), The Ultimate Kauai Guidebook, 7th ed., Wizard Publications, Lihu'e, Hawai'i. 
Lamb, M. P., J. S. Scheingross, W. H. Amidon, E. Swanson, and A. Limaye (2011), A model for fire-
induced sediment yield by dry ravel in steep landscapes, Journal of Geophysical Research-Earth 
Surface, 116, doi:10.1029/2010jf001878. 
S4.3 Movie Captions 
Movie S1.  Video of plunge-pool sediment transport during Experiment 12 (Table S4.2). 
Plunge pool is 10.2 cm in diameter for scale. Movie taken with a high speed camera 
recording at 240 frames per second, resulting in approximately a factor of 5 slow-down 
compared to real time. 
 
Table S4.1. Measurements of field-surveyed plunge pools and calculation of non-dimensional variablesa
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Colby Canyon CP1 0.06 5 2.5 2.3 0.9 0.01 0.15 2.62 1.03 0.12 9.17 0.54 1.45 0.29 395326 3792758 meas. (s)
Colby Canyon CP2a 0.07 4 2 0.9 0.65 0.015 0.15 1.64 0.64 0.12 5.28 0.34 0.48 0.21 395467 3792855 meas. (s)
Colby Canyon CP2b 0.07 4 0.6 1.9 0.4 0.015 0.15 1.64 0.64 2.1 x 10-3 2.76 0.63 3.14 0.55 395467 3792855 meas. (s)
Colby Canyon CP3 0.06 3 1.2 1.8 0.5 0.015 0.15 1.64 0.64 0.01 3.83 0.60 2.33 0.47 395463 3792879 meas. (s)
Colby Canyon CP4b 0.05 3 3.2 1.5 1 0.02 0.15 1.61 0.63 0.03 5.29 0.98 1.57 0.39 395568 3792957 meas. (s)
Colby Canyon CP4c 0.05 3 1.9 2.3 1 0.02 0.15 1.61 0.63 1.9 x 10-3 3.54 1.28 3.06 0.52 395568 3792957 meas. (s)
Little Santa Anita LR1 0.08 3.5 8.5 1.0 0.1 0.02 0.1 5.49 1.43 0.96 14.25 0.00 0.16 0.07 403678 3782944 meas. (s)
Little Santa Anita LR2 0.08 5 4 2.9 0.5 0.02 0.1 5.49 1.43 0.05 7.60 0.31 2.08 0.34 403681 3782993 comm.
Little Santa Anita LR3 0.08 4 3.5 0.7 0.3 0.02 0.1 5.54 1.44 0.32 7.30 0b 0b 0b 403700 3782879 meas. (br)
Little Santa Anita LR4 0.08 5 8 2.0 1.5 0.02 0.1 5.55 1.45 0.25 13.00 0.73 1.04 0.23 403707 3782848 comm.
Little Santa Anita LR5a 0.08 4 5.5 0.8 1.5 0.02 0.1 5.55 1.45 0.54 9.99 0b 0b 0b 403704 3782825 comm.
Little Santa Anita LR5b 0.08 4 1.25 1.3 1.5 0.02 0.1 5.55 1.45 0.04 4.27 0.90 0.78 0.26 403704 3782825 comm.
Little Santa Anita LD1a 0.08 5 1 0.6 0.24 0.02 0.1 5.59 1.46 0.08 3.59 0b 0b 0b 403707 3782759 meas. (br)
Little Santa Anita LD1b 0.08 5 4 0.7 0.1 0.02 0.1 5.59 1.46 0.34 7.63 0b 0b 0b 403707 3782759 meas. (s)
Little Santa Anita LR6 0.08 6 5.2 1.9 2 0.02 0.1 5.6 1.46 0.10 8.99 1.08 1.06 0.27 403719 3782712 comm.
Little Santa Anita LR7a 0.08 6 4.5 1.0 0.3 0.02 0.1 5.6 1.46 0.36 8.05 0.03 0.13 0.07 403675 3782679 meas. (s)
Little Santa Anita LR7b 0.08 6 0.75 1.5 1.5 0.02 0.1 5.6 1.46 0.01 3.00 1.38 1.42 0.39 403675 3782679 comm.
Little Santa Anita LDF 0.1 6 1.5 2.1 0.1 0.02 0.1 5.7 1.48 0.04 4.71 0.04 1.99 0.40 403693 3782583 meas. (s)
Little Santa Anita LR8 0.11 6 4.5 2.0 0.1 0.02 0.1 5.72 1.49 0.25 9.12 0.01 1.24 0.28 403699 3782457 meas. (s)
Little Santa Anita LR9 0.11 5 2.7 2.0 2 0.02 0.1 5.76 1.50 0.03 7.11 1.44 1.50 0.31 403722 3782369 comm.
Little Santa Anita LR10 0.09 3 3 1.5 1 0.02 0.1 5.8 1.51 0.16 7.81 0.54 0.88 0.24 403870 3782433 comm.
Little Santa Anita LR11 0.09 2.5 4.7 2.3 4 0.02 0.1 5.82 1.52 2.1 x 10-3 5.46 3.59 2.05 0.73 403910 3782489 comm.
Rubio Canyon RR1 0.13 4 23 1.9 0.25 0.01 0.1 2.26 0.88 0.72 69.02 0.05 0.67 0.10 397227 3785825 meas. (s)
Rubio Canyon RR2 0.13 3 6.5 1.6 0.2 0.01 0.1 2.26 0.88 0.72 26.07 0.06 0.72 0.15 397226 3785809 meas. (s)
Rubio Canyon RR3 0.13 4 4.6 1.5 0.1 0.01 0.1 2.27 0.89 0.75 19.48 0.02 0.75 0.17 397223 3787590 meas. (s)
Rubio Canyon RR4 0.15 4 6.2 2.3 0.1 0.01 0.1 2.27 0.89 0.42 25.27 0.02 1.27 0.18 397178 3785777 meas. (s)
Rubio Canyon RR5 0.15 3 7.5 2.0 0.1 0.01 0.1 2.27 0.89 0.55 30.58 0.01 1.04 0.16 397172 3785769 meas. (s)
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Rubio Canyon RR6 0.18 4 8.5 1.4 0.1 0.01 0.1 2.28 0.89 0.87 33.84 0.01 0.51 0.11 397152 3785725 meas. (s)
Daisy Canyon DC1 0.1 2 1.5 0.8 0.3 0.01 0.11 0.75 0.29 0.20 7.84 0.30 0.90 0.24 395633 3792897 meas. (s)
Daisy Canyon DC2 0.1 3 2.3 1.3 0.65 0.01 0.11 0.75 0.29 0.07 9.10 0.77 1.67 0.30 395615 3792880 meas. (s)
Daisy Canyon DC3 0.1 2 1.1 1.0 0.5 0.01 0.11 0.76 0.30 0.07 6.80 0.67 1.38 0.30 395604 3792828 meas. (s)
Daisy Canyon DC4 0.1 2 1.5 1.0 0.1 0.01 0.11 0.8 0.31 0.18 8.01 0.08 1.28 0.28 395581 3792807 meas. (s)
Daisy Canyon DC5 0.1 2 4 1.0 0.1 0.01 0.11 0.85 0.33 0.69 14.91 0.04 0.87 0.20 395508 3792735 meas. (s)
Arroyo Seco USF 0.035 5 12 7.3 0.5 0.01 0.21 12.08 4.73 0.28 35.76 0.09 1.49 0.16 393659 3791349 meas. (s)




LSF 0.035 5 5 4.4 2 0.01 0.21 12.28 4.81 0.40 16.94 0.45 1.00 0.20 393855 3791207 comm.
Arroyo Seco ASP1 0.014 4 1.21 3.0 0.3 0.01 0.21 12.53 4.90 0.12 4.90 0.07 0.74 0.28 394148 3790733 meas. (s)
Arroyo Seco ASP2 0.049 3 1.45 3.0 0.5 0.01 0.21 12.51 4.90 0.43 11.41 0.13 0.84 0.18 394085 3790816 meas. (s)
Arroyo Seco ASP3 0.052 5 2.18 3.0 0.3 0.01 0.21 12.49 4.89 0.54 11.62 0.06 0.69 0.18 394042 3790846 meas. (s)
Arroyo Seco ASP4 0.035 5 2.32 3.0 3 0.01 0.21 12.49 4.89 0.17 7.46 0.59 0.60 0.23 394048 3790853 comm.
Arroyo Seco ASP5 0.016 4 1.23 3.0 0.1 0.01 0.21 12.48 4.88 0.14 5.11 0.02 0.74 0.27 394066 3790866 meas. (s)
Fall Creek FCR1 0.05 3 10.5 1.9 2 0.02 0.025 5.68 0.26 6.9 x 10-4 7.40 3.51 3.51 0.73 392877 3796770 comm.
Fall Creek FCR2 0.05 4 12 3.7 0.7 0.02 0.025 5.68 0.26 3.5 x 10-3 16.62 0.75 4.71 0.25 392885 3796758 meas. (s)
Fall Creek FCR3 0.05 3 7 3.9 0.55 0.02 0.025 5.68 0.26 7.6 x 10-4 9.98 0.69 5.73 0.33 392890 3796746 meas. (s)
Fall Creek FCR4 0.05 4 23 3.9 0.5 0.02 0.025 5.68 0.26 7.8 x 10-3 31.43 0.37 4.18 0.18 392895 3796728 meas. (s)
Classic Canyon CC1 0.12 4 1.5 1.5 0.4 0.03 0.05 1.42 0.07 0.00 1.72 2.02 8.35 0.78 392893 3796323 meas. (s)
Classic Canyon CCR1 0.12 3 6.5 2.3 0.8 0.01 0.05 1.49 0.07 4.6 x 10-4 13.35 1.86 5.70 0.40 392684 3796459 meas. (s)
Classic Canyon CCR2 0.12 3 9 2.3 0.5 0.02 0.05 1.49 0.07 4.3 x 10-4 12.83 1.09 6.18 0.29 392675 3796474 meas. (s)
Classic Canyon CCR2a 0.12 3 2 1.4 1.3 0.02 0.05 1.49 0.07 0.00 1.76 7.23 7.80 1.47 392675 3796474 meas. (br)
Classic Canyon CCR2b 0.12 3 2 1.6 0.3 0.01 0.05 1.49 0.07 1.3 x 10-3 6.80 0.76 4.68 0.39 392675 3796474 meas. (s)
Fox Creek FXR1 0.05 2 3 2.3 1 0.005 0.03 22.75 7.27 1.00 42.42 0b 0b 0b 391431 3797425 meas. (br)
Fox Creek FXR2 0.05 5 13 3.5 0.75 0.005 0.03 22.75 7.27 0.96 84.29 0.03 0.17 0.04 391467 3797391 meas. (s)
Fox Creek FXR3 0.05 3 3.5 3.5 1 0.03 0.03 22.75 7.27 0.10 6.48 0.33 1.29 0.31 391482 3797388 meas. (s)
Fox Creek FXR4 0.05 3.6 7.5 3.4 0.85 0.03 0.03 22.75 7.27 0.31 9.69 0.19 0.90 0.24 391495 3797399 meas. (s)
Fox Creek FXR5 0.05 4 3.5 2.8 0.7 0.03 0.03 22.75 7.27 0.15 5.90 0.17 0.78 0.25 391501 3797420 meas. (s)
Fox Creek FXR6 0.05 7 27 2.0 0.5 0.03 0.03 22.75 7.27 0.98 26.14 0.02 0.11 0.05 391565 3797461 meas. (s)
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Fox Creek FXR7 0.05 4 6 3.0 2 0.03 0.03 22.75 7.27 0.19 8.14 0.49 0.78 0.24 391582 3797472 comm.
Fox Creek FXR8 0.05 4 3.5 3.5 0.7 0.03 0.03 22.75 7.27 0.10 5.90 0.22 1.26 0.32 391611 3797487 meas. (s)
Fox Creek FXR9 0.05 5 16 3.5 0.5 0.03 0.03 24.6 7.86 0.76 16.87 0.07 0.72 0.18 391524 3796514 meas. (s)
Millard Canyon M1 0.075 5 17 2.9 0.3 0.01 0.05 5.1 2.00 0.69 50.87 0.05 0.75 0.12 394833 3787038 meas. (s)
Wolfskill Canyon W1 0.1 6 9 5.0 1.2 0.01 0.17 5.2 0.55 0.01 27.00 0.77 3.43 0.20 430738 3781897 meas. (s)
Dry Meadow Ck STC1 0.05 12 2.66 6.2 3.9 0.1 93.5 3.66 - - - - - 366139 3984275 meas.
Dry Meadow Ck STC2 0.05 12 3.74 4.8 2 0.1 93.5 3.66 - - - - - 366143 3984266 meas.
Dry Meadow Ck STC3 0.05 12 5.34 9.2 5 0.01 0.1 93.5 3.66 0.01 13.66 1.66 3.07 0.33 366146 3984250 meas. (s)
Dry Meadow Ck STC4 0.05 12 3.89 5.9 4.62 0.01 0.1 93.5 3.66 0.04 11.82 1.51 1.93 0.30 366155 3984237 meas. (s)
Dry Meadow Ck STC5 0.05 12 1.24 4.9 2.21 0.1 93.5 3.66 - - - - - 366159 3984225 meas. (br)
Dry Meadow Ck STC6 0.05 12 2.85 7.4 2.53 0.1 93.5 3.66 - - - - - 366166 3984219 meas.
Dry Meadow Ck STC7 0.05 12 2.36 4.5 2.55 0.01 0.1 93.5 3.66 0.07 8.87 0.87 1.55 0.30 366175 3984206 meas. (s)
Dry Meadow Ck STC8 0.05 12 11 4.4 1.35 0.1 93.5 3.66 - - - - - 366191 3984207 meas.
Dry Meadow Ck STC9 0.05 12 13.99 6.4 3.57 0.1 93.5 3.66 - - - - - 366246 3984191 meas.
Kapaa Stream HFU 0.007 12 6 4.0 3 0.15 16.8 111.73 - - - - - 464537 2444738 comm.
SF Wailua River WF 0.006 12 49 40.0 10 0.1 62 412.33 - - - - - 460951 2436662 comm.
Huleia Stream KP 0.003 10 5.6 22.3 7.5 0.2 47 177.76 - - - - - 456876 2427414 meas.
Kaulaula Valley KA 0.13 6 39 3.7 0.2 0.01 0.3 3.2 2.31 0.66 115.27 0.01 0.75 0.08 425986 2442220 meas.
Hanakapiai Stream HF 0.4 10 120 22.0 4.7 0.3 4.5 27.19 - - - - - 438743 2453474 meas.
a S  and W  refer to channel reach-averaged slope and width upstream of the waterfall. Plunge pool grain size measurements reported are typically from visual estimates, and reach-
averaged grain sizes are a mixture of visual estimates and random-walk pebble counts. 2-year recurrence interval discharge estimates (Q 2yr ) are made from USGS gage 11098000 for 
plunge pools on Arroyo Seco, Colby Canyon, Millard Canyon, and Rubio Canyon, from gage 11100500 for pools on Little Santa Anita, from gage 11095500 for pools on Classic 
Canyon and Fall Creek, from gage 11095000 for pools on Fox Creek, from data provided by the US Forest Service Forest San Dimas Experimental Forest for plunge pools on 
Wolfskill Canyon, from gage 11186000 for plunge pools on Dry Meadow Creek, from gage 16060000 for pools on Kapaa Stream and S Fork Wailua River, and from gage 16055000 
for Huleia Stream, from gage 16130000 for Kaulaula Valley, and from gage 16115000 for Hanakapiai Stream.  Non-dimensional variables were calculated using the median grain 
diameter deposited in the plunge pool, discharge equal to Q 2yr , and Cf _river  set to 0.01. We did not calculate non-dimensional variable values for streams in which we did not make a 
measure of the plunge pool grain size and denote such cases with '-'. Depth reported column distinguishes between our measured pool depths (meas.) versus maximum observed depths 
communicated to us from hikers and canyoneers (comm.), letter in parantheses refers to whether the pool bottom was filled sediment (s) or whether bedrock was exposed (br) at the 
time of measurement, lack of letter indicates no distinction was made at time of measurement.
b These are cases with large discharges relative to pool diameter and grain size such that w net  < 0 and, as a result, L d  is infinite.
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Min h pool 
(cm)
Max h pool 
(cm)
Average 
h pool  (cm)
Q sc_pool
/ Q w 
τ *pool
/ τ *c 
(h pool – h b )




/ L d 
1 0 ± 0 0.76 66 5.1 2.4 0.61 ± 0.1 21.7 27.4 24.9 0 3.31 3.33 0.70 0.68
1 3.14 ± 0.33 0.76 66 5.1 2.4 0.61 ± 0.1 18.2 23.4 20.8 0.0024 3.97 2.52 0.64 0.52
1 5.12 ± 0.44 0.76 66 5.1 2.4 0.61 ± 0.1 17.2 22.9 20.3 0.0039 4.06 2.43 0.63 0.50
1 8.84 ± 0.63 0.76 66 5.1 2.4 0.61 ± 0.1 13.8 21.5 18.4 0.0068 4.48 2.09 0.60 0.43
1 13.26 ± 0.93 0.76 66 5.1 2.4 0.61 ± 0.1 12.8 21.5 17.5 0.01 4.71 1.93 0.59 0.40
1 16.88 ± 1.24 0.76 66 5.1 2.4 0.61 ± 0.1 13.8 21.5 18.1 0.013 4.56 2.03 0.60 0.42
2 0 ± 0 0.58 66 5.1 2.4 0.61 ± 0.1 20.7 25.9 23.6 0 3.07 4.48 0.99 0.91
2 3.14 ± 0.33 0.58 66 5.1 2.4 0.61 ± 0.1 16.2 20.0 18.5 0.0031 3.91 3.08 0.88 0.64
2 5.12 ± 0.44 0.58 66 5.1 2.4 0.61 ± 0.1 14.3 20.0 17.9 0.0051 4.04 2.93 0.86 0.61
2 8.84 ± 0.63 0.58 66 5.1 2.4 0.61 ± 0.1 13.3 19.0 16.6 0.0088 4.36 2.60 0.83 0.54
2 16.88 ± 1.24 0.58 66 5.1 2.4 0.61 ± 0.1 9.8 17.0 14.7 0.017 4.94 2.13 0.78 0.45
3 0 ± 0 0.76 63 3.9 2.4 0.61 ± 0.1 22.2 25.4 23.5 0 3.39 1.11 0.19 0.23
3 3.14 ± 0.33 0.76 63 3.9 2.4 0.61 ± 0.1 19.2 23.0 20.9 0.0024 3.82 0.93 0.18 0.19
3 5.12 ± 0.44 0.76 63 3.9 2.4 0.61 ± 0.1 18.2 22.5 20.6 0.0039 3.86 0.91 0.18 0.19
3 8.84 ± 0.63 0.76 63 3.9 2.4 0.61 ± 0.1 17.2 22.0 19.8 0.0068 4.02 0.85 0.17 0.18
3 13.26 ± 0.93 0.76 63 3.9 2.4 0.61 ± 0.1 18.7 22.5 20.4 0.01 3.91 0.89 0.18 0.18
3 16.88 ± 1.24 0.76 63 3.9 2.4 0.61 ± 0.1 18.7 24.5 21.7 0.013 3.67 0.98 0.18 0.20
4 0 ± 0 0.76 63 7.7 2.4 0.61 ± 0.1 23.6 25.1 24.2 0 3.30 4.73 1.54 0.97
4 3.14 ± 0.33 0.76 63 7.7 2.4 0.61 ± 0.1 19.2 21.2 20.3 0.0024 3.94 3.60 1.41 0.74
4 5.12 ± 0.44 0.76 63 7.7 2.4 0.61 ± 0.1 18.7 20.2 19.5 0.0039 4.09 3.40 1.38 0.70
4 8.84 ± 0.63 0.76 63 7.7 2.4 0.61 ± 0.1 17.7 19.2 18.9 0.0068 4.23 3.22 1.36 0.67
4 13.26 ± 0.93 0.76 63 7.7 2.4 0.61 ± 0.1 16.2 18.7 17.5 0.01 4.56 2.86 1.31 0.59
4 16.88 ± 1.24 0.76 63 7.7 2.4 0.61 ± 0.1 15.8 18.7 17.0 0.013 4.70 2.73 1.29 0.57
5 0 ± 0 0.76 61 10.1 2.4 0.61 ± 0.1 20.7 23.1 22.1 0 3.53 4.56 2.15 0.94
5 3.14 ± 0.33 0.76 61 10.1 2.4 0.61 ± 0.1 18.7 20.2 19.6 0.0024 3.97 3.80 2.02 0.78
5 5.12 ± 0.44 0.76 61 10.1 2.4 0.61 ± 0.1 17.7 19.7 18.9 0.0039 4.13 3.58 1.99 0.74
5 8.84 ± 0.63 0.76 61 10.1 2.4 0.61 ± 0.1 17.2 18.7 17.8 0.0068 4.37 3.27 1.93 0.68
5 13.26 ± 0.93 0.76 61 10.1 2.4 0.61 ± 0.1 15.3 17.2 15.9 0.01 4.89 2.74 1.82 0.57
5 16.88 ± 1.24 0.76 61 10.1 2.4 0.61 ± 0.1 11.8 13.3 12.6 0.013 6.20 1.88 1.62 0.40
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6 0 ± 0 0.76 37 7.7 2.4 0.61 ± 0.1 18.7 19.7 19.4 0 2.78 3.65 1.49 0.75
6 3.14 ± 0.33 0.76 37 7.7 2.4 0.61 ± 0.1 13.8 15.8 14.8 0.0024 3.64 2.40 1.30 0.50
6 5.12 ± 0.44 0.76 37 7.7 2.4 0.61 ± 0.1 12.8 14.8 13.6 0.0039 3.95 2.11 1.25 0.44
6 8.84 ± 0.63 0.76 37 7.7 2.4 0.61 ± 0.1 11.8 13.8 12.2 0.0068 4.36 1.79 1.19 0.38
6 13.26 ± 0.93 0.76 37 7.7 2.4 0.61 ± 0.1 10.8 11.8 11.5 0.01 4.36 1.67 1.19 0.38
6 16.88 ± 1.24 0.76 37 7.7 2.4 0.61 ± 0.1 10.8 12.8 11.4 0.013 4.36 1.66 1.19 0.38
7 0 ± 0 0.76 17 7.7 2.4 0.61 ± 0.1 11.3 15.8 13.5 0 2.12 2.50 1.46 0.54
7 3.14 ± 0.33 0.76 17 7.7 2.4 0.61 ± 0.1 7.9 9.8 8.8 0.0024 2.12 1.60 1.46 0.54
7 5.12 ± 0.44 0.76 17 7.7 2.4 0.61 ± 0.1 6.9 9.4 8.0 0.0039 2.12 1.46 1.46 0.54
7 8.84 ± 0.63 0.76 17 7.7 2.4 0.61 ± 0.1 5.9 8.9 7.2 0.0068 2.12 1.30 1.46 0.54
7 13.26 ± 0.93 0.76 17 7.7 2.4 0.61 ± 0.1 5.9 8.4 6.9 0.01 2.12 1.24 1.46 0.54
7 16.88 ± 1.24 0.76 17 7.7 2.4 0.61 ± 0.1 5.4 7.4 6.2 0.013 2.12 1.11 1.46 0.54
8 0 ± 0 0.76 63 3.9 7 0.61 ± 0.1 20.7 25.5 23.1 0 1.18 5.34 0.92 1.09
8 2.36 ± 0.26 0.76 63 3.9 7 0.61 ± 0.1 16.2 21.0 19.2 0.0018 1.43 3.97 0.84 0.82
8 3.75 ± 0.38 0.76 63 3.9 7 0.61 ± 0.1 15.8 17.6 17.1 0.0029 1.60 3.31 0.79 0.69
8 5.9 ± 0.43 0.76 63 3.9 7 0.61 ± 0.1 15.8 17.6 16.8 0.0045 1.63 3.21 0.78 0.67
8 9.12 ± 0.93 0.76 63 3.9 7 0.61 ± 0.1 14.8 18.1 16.5 0.007 1.66 3.11 0.77 0.65
8 16.57 ± 0.78 0.76 63 3.9 7 0.61 ± 0.1 14.3 16.1 14.9 0.013 1.84 2.65 0.74 0.56
8 27.24 ± 1.6 0.76 63 3.9 7 0.61 ± 0.1 13.7 15.1 14.6 0.021 1.88 2.55 0.73 0.55
8 35.69 ± 1.78 0.76 63 3.9 7 0.61 ± 0.1 11.8 14.0 13.1 0.027 2.09 2.14 0.69 0.46
9 0 ± 0 0.76 66 5.1 7 0.61 ± 0.1 16.7 22.0 19.6 0 1.45 5.53 1.50 1.15
9 2.36 ± 0.26 0.76 66 5.1 7 0.61 ± 0.1 11.8 18.5 15.1 0.0018 1.88 3.63 1.31 0.77
9 3.75 ± 0.38 0.76 66 5.1 7 0.61 ± 0.1 10.8 17.5 15.1 0.0029 1.88 3.63 1.31 0.77
9 5.9 ± 0.43 0.76 66 5.1 7 0.61 ± 0.1 6.9 15.6 11.4 0.0045 2.49 2.26 1.14 0.51
9 8.22 ± 0.12 0.76 66 5.1 7 0.61 ± 0.1 0.5 4.5 2.5 0.0063 2.61 0.27 1.11 0.47
10 0 ± 0 0.76 63 7.7 7 0.61 ± 0.1 0.5 4.5 2.5 0 2.50 0.33 2.03 0.58
11 0 ± 0 0.42 61.5 3.9 5.6 0.48 ± 0.12 12.3 14.8 13.5 0 1.83 4.27 1.30 0.90
11 2 ± 0.17 0.42 61.5 3.9 5.6 0.48 ± 0.12 9.4 13.3 11.3 0.0028 2.19 3.19 1.19 0.69
11 5.53 ± 0.07 0.42 61.5 3.9 5.6 0.48 ± 0.12 7.9 10.8 9.4 0.0077 2.65 2.31 1.08 0.52
11 16.87 ± 0.03 0.42 61.5 3.9 5.6 0.48 ± 0.12 0.5 4.5 2.5 0.024 3.02 0.35 1.01 0.43
11 34.27 ± 0.07 0.42 61.5 3.9 5.6 0.48 ± 0.12 0.5 4.5 2.5 0.048 3.02 0.35 1.01 0.43
12 0 ± 0 0.58 64 5.1 5.6 0.61 ± 0.12 19.2 19.7 19.4 0 1.56 6.29 1.71 1.30
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12 2.32 ± 0.65 0.58 64 5.1 5.6 0.61 ± 0.12 15.8 16.7 16.2 0.0023 1.87 4.72 1.56 0.99
12 3.33 ± 0.33 0.58 64 5.1 5.6 0.61 ± 0.12 11.3 12.8 12.1 0.0033 2.52 2.91 1.34 0.63
12 5.67 ± 0.13 0.58 64 5.1 5.6 0.61 ± 0.12 7.9 8.9 8.4 0.0056 3.17 1.68 1.20 0.45
12 9.48 ± 0.2 0.58 64 5.1 5.6 0.61 ± 0.12 5.9 6.9 6.4 0.0094 3.17 1.22 1.20 0.45
12 16.77 ± 0.17 0.58 64 5.1 5.6 0.61 ± 0.12 5.4 6.9 6.2 0.017 3.17 1.16 1.20 0.45
12 26.77 ± 0.23 0.58 64 5.1 5.6 0.61 ± 0.12 0.5 4.5 2.5 0.027 3.17 0.31 1.20 0.45
12 34.23 ± 0.03 0.58 64 5.1 5.6 0.61 ± 0.12 0.5 4.5 2.5 0.034 3.17 0.31 1.20 0.45
13 0 ± 0 0.42 65.5 5.1 5.6 0.48 ± 0.12 0.5 4.5 2.5 0 3.21 0.39 1.52 0.48
a For all experiments, upstream flume width was 9.6 cm, and upstream water surface slope was approximately 0.007.  Qs  - sediment flux (mean 
± standard deviation), Qw  - water discharge, H  - waterfall drop height, r pool  - plunge pool radius, D  - grain diameter, u brink  - water velocity at 
waterfall brink (calculated from conservation of mass based on discharge, channel width, and flow depth at brink, mean ± standard deviation 
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 Landscapes often respond to changes in climate and tectonics through the 
formation and upstream propagation of waterfalls.  However, little work has been done 
on the mechanics of waterfall retreat, and instead most landscape-scale models neglect 
waterfalls or use stream-power rules that must be locally calibrated.  Here, we combine 
existing waterfall sediment-transport and fluvial bedrock-incision theories to develop a 
physically-based model to predict waterfall plunge-pool erosion.  Our model assumes 
erosion occurs from abrasion of particle impacts, with incision rates governed by 
sediment concentration, particle impact velocity, and the presence or absence of sediment 
cover which can act as an armor layer to inhibit erosion.  The model captures the general 
behavior observed in plunge-pool erosion experiments where evolving plunge pools 
display initially high vertical erosion rates that slow and eventually cease as pools deepen 
and deposit sediment; however, the model does not perfectly capture the timing of the 
onset of sediment deposition and magnitude of erosion.  Lateral erosion of the exposed 
plunge-pool side walls continues regardless of cover in both our experiments and model 
predictions, allowing for potential waterfall undercutting and retreat.  Model results 
suggest that waterfall retreat can occur over a wider range of conditions than normal 




 Waterfalls are ubiquitous in upland areas and have been documented to retreat 
rapidly upstream at rates up to 100 to 103 mm/yr (e.g., Gilbert, 1907; Philbrick, 1974; 
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Crosby and Whipple, 2006; Lamb et al., 2007; Hayakawa et al., 2008; Mackey et al., 
2014), far outpacing standard fluvial incision rates into bedrock which typically range 
from ~ 10-3 to 100 mm/yr (Portenga and Bierman, 2011). As waterfalls retreat upstream, 
local base-level lowering causes adjacent hillslopes to steepen resulting in increased 
erosion rates (e.g., Clark et al., 2005; Berlin and Anderson, 2009; DiBiase et al., 2015).  
In this way, waterfall erosion and retreat rate can set the pace and style of landscape 
evolution.  Yet, not all waterfalls retreat rapidly.  DiBiase et al. (2015) showed that 
waterfalls within the same drainage basin can have opposite influences on landscape 
scale adjustment, where some waterfalls retreat rapidly and drive landscape evolution 
while others appear to be fixed in place, slowing landscape response to perturbations.  
While DiBiase et al. (2015) suggest this difference in behavior is due to variation in rock 
strength and sediment supply, evaluating this hypothesis is made difficult by a lack of 
process-based models describing waterfall erosion and retreat. 
 Waterfall retreat is most commonly modeled using a generic celerity or stream 
power model which assumes waterfall retreat is proportional to drainage area, A, i.e.,  
pdx kA
dt
 ,  (5.1) 
where x is the waterfall position, t is time, and k and p are empirically calibrated 
constants which incorporate the effects of rock type, sediment supply, climate variability, 
waterfall geometry, retreat mechanism, and more (e.g., Seidl et al., 1994; Stock and 
Montgomery, 1999; Crosby and Whipple, 2006; Berlin and Anderson, 2007; Loget and 
Van Den Driessche, 2009). Equation (5.1) is limited in its predictive power as k and p 
must be calibrated individually at each site.  Hayakawa and Matsukura (2003) proposed a 
slightly more detailed model which accounts for rock compressive strength; however 
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their model requires an empirically calibrated constant similar to k in Eq. (5.1) which 
lumps the influence of sediment supply, climate, and more.  
 An alternative approach is to model the erosion mechanics, allowing for the 
evaluation of the specific controls on waterfall retreat, such that, for example, predictions 
of changing waterfall retreat rate in response to changes in water discharge or sediment 
supply can be independently evaluated.  Few process-based models for waterfall erosion 
and retreat exist, and those that do are limited to specific cases which are not appropriate 
for the vast majority of waterfalls found in mountainous environments.  For example, 
Lamb and Dietrich (2009) proposed a model whereby waterfalls retreat via toppling of 
bedrock columns, and is not appropriate for waterfalls formed into massive, 
homogeneous rock (e.g. Fig. 5.1C).  Gilbert (1890) proposed that waterfalls in layered 
rock retreat via undercutting of the lower, weaker layer until the point of failure of the 
cantilever caprock.  Models describing the mechanics of failure of over-hanging caprock 
exist (e.g., Stein and LaTray, 2002; Haviv et al., 2010; Hayakawa and Matsukura, 2010); 
however, no model has been proposed for the abrasion of bedrock within the plunge-
pool, which is often assumed to be the rate-limiting step to waterfall retreat in the above 
models. 
 Here we focus on erosion which occurs exclusively in waterfall plunge pools (Fig. 
5.1).  Deep plunge pools provide a locus for waterfall erosion where the impinging 
waterfall jet delivers sediment to the plunge pool floor which can abrade bedrock, and 
creates high shear stress capable of entraining deposited sediment which can further 
abrade the plunge pool floor and sidewalls.  Plunge pools are commonly observed below 
waterfalls, and occur across a variety of rock types from massive homogenous rock (e.g., 
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Fig. 5.1C), to jointed basalt (e.g., Figs. 5.1AB), to layered sedimentary rock (e.g. Niagara 
Falls (Gilbert, 1890)).  Acceleration of flow towards the waterfall brink often causes 
waterfall jets to fully detach from the waterfall face during free-fall, such that plunge-
pool erosion, rather than erosion of the waterfall face, is likely the dominant erosion 
mechanism for many waterfall systems (e.g., Gilbert, 1890; Lamb et al., 2007).  While 
engineers have developed theories for plunge-pool erosion via plucking of bedrock 
blocks below dams and overspills (e.g., Robinson et al., 2001; Bollaert and Schleiss, 
2003b, a), these theories cannot be applied to plunge pools formed in massive, crystalline 
rock where abrasion is the dominant erosion process (e.g., Fig. 5.1C).  Furthermore, 
abrasion by sediment impacts seems to be a dominant erosion mechanism even in select 
cases of jointed (e.g., Fig. 5.1AB) or layered rock (e.g., Gilbert, 1890). 
 The only theory, to our knowledge, which describes bedrock-abrasion of waterfall 
plunge pools is that of Lamb et al. (2007).  The Lamb et al. (2007) model is built off 
existing fluvial bedrock abrasion framework (Sklar and Dietrich, 2004) and predicts 
plunge-pool abrasion via vertical impacts from particles which accelerate during free-fall 
from the upstream waterfall brink to the plunge-pool floor.  The model represents an 
incomplete description of plunge-pool erosion processes for two distinct reasons.  First, 
the model is essentially zero-dimensional in that it describes erosion only at the center of 
the pool and assumes plunge-pool erosion only occurs in the vertical direction.  Waterfall 
retreat and headwall propagation, therefore, occur via successively drilling pools in the 
model, the formation of which is assumed to not be a rate-limiting step.  Second, while 
erosion in the model is reduced and eventually ceases as sediment supply approaches and 
exceeds sediment-transport capacity, there is no description of the controls on waterfall 
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plunge-pool sediment-transport capacity. Therefore, erosion predictions with the Lamb et 
al. (2007) model require either neglecting the sediment cover term, or developing a 
plunge-pool sediment-transport capacity theory (e.g., Scheingross and Lamb, in review) 
which can be used within the existing model framework. In addition to these two 
limitations, the model has yet to be tested at field or laboratory scale.  While the Lamb et 
al. (2007) model has offered insights into the rate of waterfall lowering, predictions of 
waterfall retreat via plunge-pool abrasion require a complete model which can account 
for vertical and lateral erosion rates, as well as tracking the scour and deposition of 
sediment armor.   This lack of a process-based model for waterfall retreat via plunge-pool 
abrasion represents a major knowledge gap which limits our ability to predict landscape 
response to external forcing from changes in climate, tectonics, and sea-level.   
 In this paper we develop a theory for waterfall plunge-pool erosion and retreat 
which is capable of tracking sediment fill and evacuation.  We first describe the theory 
which is built off our previously developed waterfall plunge-pool sediment-transport 
capacity theory (Scheingross and Lamb, in review) and combined with elements of both 
the Lamb et al. (2007) plunge-pool erosion model as well as existing fluvial bedrock 
incision theory (Sklar and Dietrich, 2004; Lamb et al., 2008).  Second, we present flume 
experiments of waterfall plunge-pool erosion and compare experimental results to theory 
predictions.  Finally we discuss the morphodynamic evolution of waterfall plunge pools, 
and use our plunge-pool erosion theory to explore the controls on waterfall retreat via 
plunge pool lateral erosion. 
 
5.3 Theory  
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5.3.1 Conceptual overview and modeling framework 
Our model is designed to predict plunge-pool erosion from particle abrasion and 
does not account for erosion via plucking (e.g., Whipple et al., 2000; Chatanantavet and 
Parker, 2009; Lamb and Fonstad, 2010; Lamb et al., 2015), toppling (e.g., Weissel and 
Seidl, 1997; Lamb and Dietrich, 2009; Baynes et al., 2015), or other erosional processes 
such as bedrock weathering (e.g., Haviv et al., 2010). Observations of smooth and well-
polished surfaces across a variety of waterfall plunge pools (e.g., Fig. 5.1) suggests that 
particle abrasion is common, and abrasion is often evoked or implied in studies of both 
fluvial bedrock incision (e.g., Whipple et al., 2000; Sklar and Dietrich, 2004) and 
waterfall plunge pool erosion (e.g., Gilbert, 1890; Young, 1985; Howard et al., 1994; 
Lamb et al., 2007).    
We attempt to develop a flexible model which can be used to predict waterfall 
erosion over a wide range of timescales from individual floods lasting hours to days to 
landscape response to changing climate or tectonic forcing over ~103 – 106 yr periods.  
Accurate erosion predictions require coupling with hydrodynamics and sediment 
transport which drive erosion, but calculations must be simple enough to apply over the 
relevant geomorphic timescales over which landscapes evolve (e.g., Dietrich et al., 2003). 
To this end, we develop a plunge-pool abrasion theory under the constraints of a channel-
spanning cylindrical plunge pool. Our theory is quasi two-dimensional in that plunge 
pools are allowed to erode laterally and vertically, however we force pools to maintain 
cylindrical geometries. This geometric constraint allows for an analytical solution, 
whereas more complex pool shapes would likely require a computationally expensive full 
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3-D simulation, which goes against the goal of developing a model capable of predicting 
erosion over long timescales.  
Approaching a free over fall, flow experiences a spatial acceleration due to the 
loss of hydrostatic pressure on the downstream side (Rouse, 1936, 1937b; Hager, 1983).  
This accelerated water can detach from the face of the bedrock step, forming a sediment-
laden jet which further accelerates during free fall to the ground below.  We envision 
that, if no depression exists at the base of the waterfall, a plunge-pool will rapidly 
develop as the force of the waterfall jet scours away existing sediment cover, and 
particles entrained within the jet will impact the bedrock floor at high velocities 
producing rapid abrasion (e.g., Sklar and Dietrich, 2004; Lamb et al., 2007). Once a 
plunge pool is developed, subsequent erosion will be strongly coupled to the 
development and evolution of the pool.  As pools deepen, particles slow due to drag, 
leading to reduced impact velocities and erosion rates.  Furthermore, plunge-pool 
sediment-transport capacity decreases with increasing pool depth (Scheingross and Lamb, 
in review), such that pools which erode to sufficient depth will experience sediment 
supply in excess of transport-capacity, forcing deposition of sediment on the pool floor 
which can act as an armor layer to inhibit further vertical incision (e.g., Gilbert, 1877; 
Sklar and Dietrich, 2001; Lamb et al., 2007).  Once alluviated, plunge-pools may still 
experience lateral erosion and widening via abrasion on the exposed channel sidewalls 
(Fig. 5.2), similar to adjustment of river width following sediment deposition (e.g., 
Hartshorn et al., 2002; Finnegan et al., 2007; Turowski et al., 2008; Yanites and Tucker, 
2010; Nelson and Seminara, 2011).  Under this conceptual model, waterfall retreat can 
occur via lateral abrasion and undercutting of the waterfall face, and, for waterfalls to 
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persist as vertical steps, the combined rate of vertical incision on the pool floor plus rate 
of gain in elevation from waterfall upstream retreat must outpace fluvial incision at the 
waterfall brink. 
To explore this hypothesis quantitatively, here we develop a 1-D model for 
plunge pool vertical and lateral erosion rates.  The model follows the framework of 
previously developed bedrock abrasion theory (Sklar and Dietrich, 2004; Lamb et al., 
2007), where erosion rate (E) can be parameterized as the product of the volume of rock 
detached per particle impact (Vi), the rate of particle impacts per unit bed area per time 
(Ir), and the fraction of bedrock exposed (Fe), e.g., 
i r eE V I F  . (5.2) 
Lamb et al. (2008) modified Eq. (5.2) to be expressed in terms of (dimensionless) near-
bed sediment concentration (cb) and particle impact velocity (wi), e.g.,  
3
b i eE c w F .       (5.3) 






A k  ,      (5.4) 
where ρs and σT are rock density and tensile strength, respectively, kY ~ 0.05 MPa is an 
empirical constant related to the energy required to erode a unit volume of rock and rock 
elasticity (Lamb et al., 2015), and A1 < 1 is a constant which we set equal to 0.5 reflecting 
the fact that grains can be advected both towards and away from the bedrock surface. 
Because erosion rates scale non-linearly with impact velocity, Lamb et al. (2008) replace 
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wi in Eq. (5.3) with an effective impact velocity, weff, which includes non-linear averaging 
over particle turbulent fluctuations (see Section 5.3.3). 
We modify Eq. (5.3) to predict both vertical (Evert) and lateral (Elat) plunge-pool 
abrasion rates. We replace cb with a spatially-variable sediment concentration along the 
plunge-pool floor cbed(r) and walls cwall(z) (where r and z are radial and vertical 
coordinates with an origin at the center of the bedrock plunge-pool floor), respectively, 
and separately parameterize the vertical versus lateral effective particle impact velocities 
(wvert_eff(r) and ulat_eff(z), respectively), as well as the fraction of exposed bedrock on the 
plunge-pool floor and walls (Fe_bed and Fe_wall, respectively).  Our basic equation for 
plunge-pool abrasion is thus  
3
_ _( ) ( )vert bed vert eff e bedE c r w r F  , (5.5a) 
3
_ _( )lat wall lat eff e wallE c z u F .     (5.5b) 
We devote the following three sub-sections to presentation of theory to predict sediment 
concentration, particle impact rates, and fraction of bedrock exposure in waterfall plunge 
pools. In the final sub-section, we apply the theory to an example plunge. 
5.3.2: Sediment concentration 
5.3.2.1: Overview and key parameters 
We predict spatially-variable sediment concentration within plunge pools building 
off our previously-developed plunge-pool sediment-transport capacity model 
(Scheingross and Lamb, in review). The Scheingross and Lamb [in review] model builds 
on decades of work on jet hydrodynamic theory development, which we review 
conceptually below.  As a waterfall jet impinges into a standing pool of water it travels a 
finite distance within the Zone of Flow Establishment (ZOFE) (e.g., Albertson et al., 
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1950; Rajaratnam, 1976) where the jet maintains a constant velocity along its centerline.  
As the jet impinges deeper, it enters the Zone of Established Flow (ZOEF) where friction 
from the surrounding boundary reaches the jet-centerline, exerting a drag which results in 
deceleration.  Within the ZOEF, the jet spreads as it decelerates such that the sediment-
laden waterfall jet mixes with the surrounding fluid (e.g., Abramovich and Schindel, 
1963; Giger et al., 1991). This ultimately results in the jet impinging on the plunge-pool 
floor over a circular area that we refer to as the “sediment source zone.” The impinging 
jet entrains sediment from within this sediment source area into a near-bed bedload layer 
where sediment concentration is constant with depth, and above which sediment 
concentration decays, similar to standard fluvial sediment transport theory (Rouse, 
1937a).  In the radial direction, sediment concentration is assumed to be constant within 
the sediment source zone, but decays with increasing radial distance in the annulus 
outside of the sediment source zone, which we refer to as the “sediment transport zone” 
(Fig. 5.3).  
Predictions of cwall(z) and cbed(r) thus depend on the bedload layer height and the 
radius of the sediment source zone. The bedload layer height, hb, can be estimated using 
the empirical data compilation by Sklar and Dietrich (2004), where hb is a function of 
transport stage.  The radius of the sediment source zone depends on the rate of jet 
spreading within the ZOEF.  Jet spreading is typically described in terms of the jet half 
width (b, the radial distance at which the jet velocity is half its centerline width), and 
increases linearly with depth in the pool (e.g., Abramovich and Schindel, 1963; Giger et 
al., 1991). At r > 2b the jet velocity approaches that of the surrounded fluid, such that 
Scheingross and Lamb [in review] define the sediment source zones as r < 2b. For cases 
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when the plunge pool floor is within the ZOFE, the sediment source zone is set to r < rjet, 
where rjet is the waterfall jet radius at impingement with the plunge-pool water surface. 
The Scheingross and Lamb (in review) model predicts spatially-variable sediment 
concentration assuming steady, radially uniform flow and solving an equation of 
conservation of mass which balances particle advection from gravitational settling and 
fluid flow with turbulent diffusion.  This approach is similar to Rouse’s (1937a) classic 
method predicting suspended sediment concentration in shear flows, and to more recent 
approaches predicting variable sediment concentration across floodplains (Pizzuto, 1987). 
Sediment mixing scales with a diffusive length scale, Ld, which represents a balance 
between turbulence (parametrized through the kinematic eddy viscosity, ve) and net 






   , (5.6) 
where ws is particle gravitational settling calculated following Ferguson and Church 
(2004), and wup is the averaged-upward velocity from the jet return flow.  In general, 
larger positive values of Ld lead to more efficient sediment mixing, and higher sediment 
concentrations throughout the plunge pool.  
An approach similar to that of Prandtl (1925), allows approximation of plunge 
pool eddy viscosity as  
*ev u  ,     (5.7) 
where u* is the plunge-pool shear velocity, calculated following Stein et al. (1993) and λ 
is the depth of the ZOFE which varies with jet radius and angle of jet impact (Beltaos and 
Rajaratnam, 1973; Beltaos, 1976; Stein et al., 1993). wup in Eq. (5.6) is calculated 
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following conservation of mass based on the water discharge (Qw) and cross-sectional 







   .  (5.8) 
Note that for small plunge pools or for large discharges it is possible for the return flow 
to exceed the particle settling velocity (i.e., wup > ws).  For these cases, sediment is 
predicted to be rapidly advected out of the pool with no mixing, and the diffusive length 
scale Ld goes negative, such that the Scheingross and Lamb [in review] predicts no spatial 
variation in sediment concentration. 
5.3.2.2: Pool-floor sediment concentration 
 Following Scheingross and Lamb [in review], the sediment concentration along 
the plunge-pool floor varies with radial distance as  
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 for r > 2b , (5.9b) 
where cb is the bedload layer sediment concentration within the sediment source zone and 
rpool is the plunge-pool radius. Equation (5.9a) reflects the assumption of constant 
sediment concentration within the sediment source zone, while Eq. (5.9b) incorporates 
the radial mixing of sediment, where I0, K0, I1, and K1 are the modified Bessel functions 
of the first and second kind of order 0 and 1, respectively, which occur in the solution due 
to the cylindrical geometry imposed. 
5.3.2.3: Pool-wall sediment concentration 
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 Sediment concentration along the plunge pool walls varies with height above the 
pool floor, and depends on whether the plunge-pool radius is greater or less than that of 
the sediment source zone.  Thus, cwall(z) is defined in four separate zones, i.e.,  
( )wall bc z c  for rpool  < 2b and z < hb  ,  (5.10a) 
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 for rpool > 2b and z > hb ,   (5.10d). 
Equations (5.10a) and (5.10b) represent the case when the plunge-pool radius is 
less than that of the sediment source zone, such that there is no radial variation in 
sediment concentration.  Therefore, the sediment concentration at the base of the pool 
wall is equal to the bedload layer concentration at the pool center (Eq. 5.10a), and 
sediment concentration decays with distance above the bedload layer height (Eq. 5.10b). 
Equations (10c) and (10d) are for pool radii greater than the sediment source zone, and 
include a radial reduction in sediment concentration moving away from the sediment 
source zone.  Equation (5.10c) represents the bedload layer concentration at the pool 
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wall, whereas Eq. (5.10d) incorporates reduction of concentration with distance above the 
pool floor.  
5.3.2.4: Estimating cb 
 Solving for sediment concentration in Eqs. (5.9) and (5.10) require an estimate of 
cb which we back-calculate based on the imposed sediment flux from upstream, Qs.  If the 
imposed sediment flux is less than the plunge pool sediment transport capacity (Qsc_pool), 
there will be no aggradation of sediment within the plunge pool, and the sediment flux 
out of the pool will be equal to sediment flux in, i.e.,  
( )s w wall lipQ Q c z ,  (5.11) 
where zlip is the elevation of the downstream plunge-pool lip.  Inserting Eq. (5.9) or 
(5.10) into (5.11) and re-arranging allows solving for cb as a function Qs. Solving for cb 
requires knowledge of the plunge pool geometry (pool depth, pool radius, and waterfall 
drop height), as well as the total water discharge, and flow conditions upstream of the 
waterfall, and is explained in detail in Scheingross and Lamb [in review].   
5.3.3 Particle impact velocity  
5.3.3.1: Vertical impacts 
We assume vertical impacts are a mixture of low velocity impacts from grains 
falling out of suspension, which we estimate have velocities equal to wnet = ws – wup, and 
relatively high velocity impacts from particles falling from the waterfall brink above.  
Lamb et al. (2007) solved for vertical particle fall velocity, wfall, based on the difference 
between acceleration from gravity and deceleration due to drag as a particle travels 
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.  (5.12) 
wa in Eq. (5.12) is the particle fall velocity at impact with the plunge-pool water-surface 
after falling a distance equal to the waterfall drop height, H, and 
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where ρf is the fluid density (ρf is set equal to water density for C1w and C2w, and air 
density for C1a and C2a), Ap and Vp are particle cross-sectional area and volume, 
respectively, and Cdrag is a drag coefficient. 
 We solve for the drag coefficient in still water using an empirical calibration for 
natural particles (Ferguson and Church, 2004). In waterfall plunge pools, the downward 
force of the waterfall jet exerts a drag on particles not present in still water, which we 









  for wfall/ujet_impact < 1 ,  (5.15a) 
_drag drag stillC C  for wfall/ujet_impact > 1 ,   (5.15b) 
where ujet_impact is the jet velocity at impact with the plunge-pool floor and can be 
calculated following Stein et al. (1993) and Scheingross and Lamb (in review). Equation 
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5.15 represents a crude approximation but allows for reproduction of behavior observed 
in our experiments described below.   
Where sediment is well mixed within the sediment source zone (r < 2b) we 
assume an equal mixture of grains falling out of suspension and grains falling from the 
top of the waterfall, whereas for r > 2b we assume all impacts are due to grains falling 
out of suspension. Recognizing that erosion scales with impact velocity cubed (Eq. 5.5), 
we estimate average vertical impact velocity, wi, as  






  for r < 2b ,  (5.16a) 
i netw w  for r > 2b .  (5.16a) 
 In addition to particle fall velocity, grains can also be advected towards the bed 
due to turbulent fluctuations and we account for such fluctuations following Lamb et al. 
(2008) where the probability density of vertical velocity fluctuations, w’ is given by  
2
2
1 ( ')( ') exp
22 ww
wP w 
    
,   (5.17) 
and 2'w w   is the time-averaged standard deviation of fluctuations.  In open channel 
flow σw = u*  (Nezu and Nakagawa, 1993), and we assume this approximation holds for 
plunge pools. Again, recognizing that erosion scales with impact velocity cubed, we 
calculate an effective average vertical impact velocity, wvert_eff, including turbulent 
fluctuations, as 
1/36 3
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
       , (5.18) 
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where the limits of integration are chosen to include almost all the positive velocity 
fluctuations and exclude any negative impacts (i.e., turbulence advecting particles away 
from the bed), which can occur if w’ > wi.  
5.3.3.2: Lateral impacts 
 We assume lateral impacts are driven entirely by fluid turbulence and calculate 
lateral impact velocity following a method similar to that outlined above for vertical 
impacts.  Again, we assume a Gaussian probability density of horizontal velocity 
fluctuations, u’;  
2
2
1 ( ')( ') exp
22 uu
uP u 
    
,  (5.19) 
where 2'u u  is the time-averaged standard deviation of horizontal fluctuations.  
Following observations in open channel flow, we assume σu = 2u* (Nezu and Nakagawa, 
1993) and calculate an effective lateral impact velocity, ulat_eff, as 
1/36 3
_ 0
( ') ( ') 'ulat effu u P u du
       , (5.20) 
For simplicity, we assume that ulat_eff is constant with elevation above the plunge pool 
floor. In actuality, ulat_eff is likely set by large-scale eddies and backrollers which form 
within plunge pools (e.g., Robinson et al., 2000; Bennett and Alonso, 2005), the inclusion 
of which requires 3-D flow models which make solving for erosion over landscape 
evolution timescales impractical. 
5.3.4 Fraction of bed exposed 
As was originally hypothesized by Gilbert (1877), and more recently shown in both 
experimental and field studies (Sklar and Dietrich, 2001; Finnegan et al., 2007; Turowski 
et al., 2008; Hobley et al., 2011; Yanites et al., 2011), increases in the sediment supply 
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decrease erosion rates via creation of a cover layer which armors the bed from impacts.  
Following Sklar and Dietrich (2004), we represent the influence of increased sediment 
supply based on the fraction of the bed exposed to impacts, assuming a linear scaling 
between Fe_bed and the ratio of sediment supply to transport capacity, i.e., 
_
_ _
1 1s be bed
sc pool b capacity
Q cF
Q c
     , for Qs < Qsc_pool  (5.21a) 
_ 0e bedF   , for Qs > Qsc_pool  (5.21b) 
where cb_capacity is the bedload layer sediment concentration at capacity and is calculated 








    
 .  (5.22) 
Note that if cb > cb_capacity, the imposed sediment flux is greater than the plunge pool 
sediment transport capacity, and the pool should aggrade with sediment following 
Scheingross and Lamb [in review]. 
We use a linear function estimating the fraction of bedrock exposed on the 
plunge-pool floor to account for the fact that there may be partial alluviation across the 
pool diameter.  The plunge-pool walls, however, cannot experience partial cover and we 
instead use a binary function to estimate the fraction of bedrock exposed, i.e.,  
Fe_wall = 1 for z > zsed , (5.23a) 
Fe_wall = 0 for z < zsed , (5.23b) 
where zsed is the level of sediment deposition on top of the plunge pool bedrock floor (zsed 
= zBR  for cases of sediment-free plunge pools, and zBR = 0 is defined as the elevation of 
the plunge-pool bedrock floor).  
5.3.5 Plunge-pool averaging and sample calculation 
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Calculation of spatially-variable erosion across the plunge-pool floor can be 
performed by inserting Eqs. (5.9), (5.18), and (5.21) into Eq. (5.5a); similarly, spatially-
variable lateral erosion comes from inserting of Eqs. (5.10),  (5.20), and (5.23) into Eq. 
(5.5b). We calculate radially-averaged, vertE , and depth-averaged, latE , plunge-pool 

























 ,  (5.24b) 
 We perform a sample calculation of plunge-pool erosion in order to illustrate how 
sediment concentration, impact velocity, fraction of cover, and erosion rate vary as 
functions of pool radius and depth (Fig. 5.4A).  We use Lower Switzer Falls, a 5 m tall 
waterfall in the San Gabriel Mountains, California as a reference site (Scheingross and 
Lamb, in review).   In the radial direction, cbed(r) is highest and maintains a constant 
value within the sediment source zone (r < 2b) when the impinging jet entrains sediment 
off the pool floor; for r > 2b, sediment concentration decays non-linearly due to turbulent 
diffusion.   wvert_eff is represented by  a step function where it is high within the sediment 
source zone due to impacts from grains falling from the waterfall brink below, and drops 
to a lower value for r > 2b where impacts are from grains which fall out of suspension in 
the water column (Eq. 5.16).  Fe_bed is constant and non-zero for this example, 
representing a uniform reduction of erosion rate.  The combination of near-bed sediment 
concentration, impact velocity, and cover result in a spatially-variable vertical erosion 
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rate which is constant within the sediment source zone and decays non-linearly for r > 2b 
due to reductions in concentration and impact velocity (Fig. 5.4A).  
 In the vertical direction, cwall(z) is constant within the bedload layer (z < hb) and 
decays with increasing height above the bed for z < hb due to the balance between 
gravitational settling, turbulent diffusion, and vertical advection of particles by the return 
jet flow (Fig. 5.4B).  Unlike in the radial direction, lateral impact velocity is assumed to 
be constant throughout the water column, and Fe_wall is also constant for all depths.  Thus, 
Elat(z) decreases with depth for z < hb due entirely to changes in sediment concentration 
(Fig. 5.4B). 
 
5.4. Experimental setup and methods 
 We designed laboratory flume experiments where a sediment-laden waterfall jet 
eroded a plunge pool into an initially planar bed under constant forcing. Measurements of 
the evolving pool geometry, combined with multiple runs varying sediment size and flux, 
allowed for a test of our theoretical and conceptual models outlined above. In this section 
first we describe the basic flume set up, second we go over the individual experiments, 
third we present methods for calculating erosion rates from the experiment, and finally 
we present methods for comparing experimental versus theoretical predictions.  
5.4.1 Flume setup 
 Experiments were carried out in a custom designed flume built specifically to 
study waterfall processes (Fig. 5.5).  In all experiments, water was fed by a pump into a 
9.6 cm wide by 2.06 m long upstream flume tilted to ~2 deg, with a fixed bed of 2.4 mm 
sub-rounded quartz grains. Flow at the waterfall brink was in the fully turbulent regime 
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(Reynolds numbers of ~6 x 103 and Reynolds particle numbers of ~1 x 103) such that the 
experiments should have dynamic similarity with field-scale waterfalls (Paola et al., 
2009), and flow was supercritical (Fr ~ 1.1) at the upstream end of the flume, similar to 
mountain streams during floods. A fully-ventilated waterfall cascaded off the end of the 
upstream flume and fell into a lower flume (24 cm wide x 80 cm long) where we fixed an 
erodible polyurethane foam block (~18 cm wide by 27 cm long) in which a plunge pool 
could be formed.  We aligned the flume such that the waterfall jet impacted the center of 
the block.  A rotating auger position immediately above the waterfall brink fed sediment, 
allowing sediment transport rates to be controlled independently from the upstream flume 
sediment transport capacity.  Sediment was entrained in the flow, and carried by the 
waterfall jet to impact the foam block below.  We tilted the downstream flume by 10 – 
14.5 deg to ensure that any sediment transported out of the plunge pool was immediately 
transported out of the system; therefore the influence of downstream sediment transport 
capacity on plunge pool evolution was minimized. In order to allow the plunge pool to 
develop with minimal downstream controls, experiments were designed to minimize 
erosion on the downstream plunge-pool lip, and the lip was protected when detectable 
erosion occurred.  Upon exiting the downstream flume, sediment fell into a tail box and 
was collected for manual re-circulation.   
 We used a homogenous, polyurethane foam as a bedrock simulant that follows the 
same tensile-strength vs. erosion-rate scaling as observed in natural rock and concrete, 
and its low tensile strength (σT = 0.32 MPa) allows for observable erosion over laboratory 
timescales (Scheingross et al., 2014; Lamb et al., 2015). Preliminary experiments using 
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weak (10:1 sand to cement ratio) concrete produced plunge pools with similar 
morphologies to those of our subsequent experiments eroding foam.  
5.4.2 Individual experiments 
 We performed two separate sets of waterfall plunge-pool erosion experiments 
(Table 5.1).  Both sets of experiments were designed so that the key non-dimensional 
variables controlling waterfall sediment transport were within the range of natural 
observations (Scheingross and Lamb, in review), thus, the dynamics observed in these 
experiments should be similar to those observed in natural waterfalls (e.g., Lamb et al., 
2015).   
In Experiment 1 (Exp1) we fed 2.4 mm diameter sub-rounded grains from a 
waterfall drop height of 41.5 cm and allowed a plunge-pool to develop under constant 
sediment flux and water discharge.  In Experiment 2 (Exp2) we fed 7 mm diameter sub-
angular grains from a waterfall drop height of 52.5 cm.  We allowed the pool to evolve 
under constant water discharge and (low) initial sediment flux of ~9 g/s for ~15 hours, 
after which we imposed an approximately five-fold increase in sediment flux to Qs ~ 45 
g/s, while holding water discharge constant, to force aggradation of the pool and increase 
lateral erosion rates.  In this way our two experiments independently explored the 
influence of changing grain size and sediment flux on plunge-pool evolution.  
We measured the evolving plunge pool geometry in both experiments by 
periodically pausing the run to make topographic measurements, during which we also 
noted the presence or absence of sediment deposition within the pool. We used a high-
resolution laser-scanner to detect the lowest point within the plunge pool and measured 
the pool depth as the gravity-parallel distance from the deepest point in the pool to the 
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downstream plunge-pool lip. In Exp1 we used a scanner with ~1 mm lateral resolution 
(FARO Focus 3D); however, complications with the scanner led to inaccuracies in depth 
measurements by up to 20% for deep and narrow pools.  In Exp2 we used a different 
laser scanner (E-SCAN) with sub-mm resolution in both the lateral and vertical 
directions.  We used a ruler to make hand measurements of the average plunge-pool 
cross-stream width and along-stream length at the top of the foam (i.e., at the level of the 
water surface when flow spills out of the pool), and used the average of these 
measurements to estimate pool radius. Because laser scanning did not capture undercut 
portions of the plunge pool, we measured the total pool volume by weighing the mass of 
water needed to fill the pool to the point of overspill. 
For cases when sediment was deposited in the pool, we measured the elevation of 
sediment fill by measuring the gravity-parallel distance from the downstream plunge-pool 
lip to top of the sediment deposit.  These measurements slightly over-estimate the 
elevation of fill (i.e., estimate fill levels closer to the pool-lip) as they include both 
sediment that was deposited during the experiment, as well as sediment which fell out of 
suspension within the plunge pool when pausing the experiment to make measurements.  
5.4.3 Erosion rate calculations 
We calculated vertical erosion rates in our experiments by differencing the 
maximum plunge pool bedrock depth between successive measurements and dividing by 
the time elapsed, i.e.,  
1( ) | ( ) |lip BR t i lip BR t i
vert
z z z z
E
t
        . (5.25) 
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While Eq. (5.25) gives a maximum erosion rate, it should be comparable to our spatially-
averaged theoretical prediction (i.e., Eq. 5.24a) as both equations represent the rate of 
lowering of the plunge-pool floor.  
We used our measurements of changing plunge-pool volume, Vpool, and depth to 
estimate lateral erosion rates in a two-step procedure.  First, we back-calculated a plunge-
pool averaged radius, rpool_avg at each time-step by assuming a cylindrical plunge pool 







z z    .  (5.26) 
We then calculated pool-averaged lateral erosion rates in a fashion similar to our vertical 
erosion rate calculations,  





     .  (5.27) 
Estimating spatially-averaged lateral erosion rate over a cylindrical surface area as in Eq. 
(5.27) allows for straightforward comparison with our theoretical erosion prediction 
using Eq. (5.24b).  
5.4.4 Methods for comparing experimental and theoretical predictions  
 Our plunge-pool erosion model predicts erosion rates as a function of pool 
geometry, grain size, and flow hydraulics.  We calculated theoretically-predicted average 
erosion rates (e.g., Eq. 5.24) at each time-step in our experiment for a cylindrical pool 
with dimensions equivalent to our measurements of rpool_avg and either plunge-pool 
bedrock depth or depth to sediment depending on if the pool was free of sediment or 
alluviated.  This represents the most simple and straightforward way to compare 
experiments and theory, without additional complications (e.g., the imposition of 
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complex pool geometry for which the theory is not designed).  In Exp1, we made no 
measurements of pool volume for the first 20 hours of experimental run time, and instead 
estimate rpool_avg for all Exp1 theory-predicted erosion rates using the plunge-pool radius 
at the pool surface. This gives radius estimates of up to ~50% larger than those from Eq. 
(5.26), and results in slightly lower theory predictions for both lateral and vertical erosion 
rates.  
 For cases when the sediment supply exceeded the theoretically predicted sediment 
transport capacity, our theory predicts the onset of alluvial cover (i.e. Fe_bed = 0) such that 
vertical erosion rates go to zero.  For pools partially filled with sediment, we used the 
Scheingross and Lamb [in review] theory to calculate cwall(z) at capacity (i.e., we used 
Eq. (5.22) to substitute cb_capacity for cb in Eq. (5.10)), and used this value of sediment 
concentration to drive lateral erosion predictions.  
 
5.5 Experimental results and comparison with theory 
   Both experiments showed the same general behavior and evolution where the 
sediment-laden waterfall jet impacted an initially flat surface and rapidly developed a 
plunge pool which increased in planform area to approximately match the width across 
which vertical sediment impacts rained down from above (Fig. 5.6).  As the experiment 
progressed, pools deepened (to maximum depths of ~20 and 15 cm in Exp1 and Exp2, 
respectively), and both vertical and lateral erosion rates slowed from their initial rapid 
values (Fig. 5.7).  Following our conceptual model, continued plunge-pool deepening in 
Exp1 led to the onset of sediment deposition as the imposed sediment supply exceeded 
the plunge-pool sediment transport-capacity. Similarly, the increase in imposed sediment 
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flux in Exp2 also led to alluviation.  In both cases, the onset of sediment deposition 
caused cessation of vertical erosion and focused lateral erosion around the level of 
sediment fill (Figs. 5.7 and 5.8).  Erosion in these experiments was accomplished 
exclusively via abrasion from sediment impacts.  A preliminary clear water experiment 
with conditions identical to those in Exp1 showed no erosion of foam after 24 hours of 
constant forcing, in contrast to observations of visible erosion in Exp1 and Exp2 within 
minutes of initiating sediment impacts (e.g., Fig. 5.7). Below, we describe our 
experimental results in terms of plunge pool deepening and vertical erosion rates 
separately from pool widening and lateral erosion, and make use of our plunge-pool 
erosion theory to compare to and help explain the observed experimental behavior.  
5.5.1 Vertical erosion  
Both Exp1 and Exp2 showed initially rapid rates of vertical erosion (order ~10 
cm/hr) which decreased as the experiments progressed (Figs. 5.9 and 5.10).  Theory 
predictions of area-weighted averaged plunge-pool erosion (Eq. 5.24a, gray symbols in 
Figs. 5.9B and 5.10B) typically matched experimental observations within less than a 
factor of ~3 for Exp1 and less than a factor of ~5 for Exp2 up until the point where the 
theory predicted the onset of sediment deposition. Decreases in erosion rate with 
increasing pool depth can occur in our plunge-pool erosion theory due to a reduction of 
sediment concentration on the plunge-pool floor (which results in fewer impacts), a 
decrease in vertical impact velocity, or an increase in the fraction of cover protecting the 
sediment bed (e.g., Eq. 5.5).  Theoretical predictions for the conditions in Exp1 and Exp2 
suggest that the rapid decrease in vertical erosion within the first ~ 5 hours of run time 
occurred primarily due to a reduction in particle vertical impact velocity (Figs. 5.9C and 
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5.10C). Impact velocity decreased with increasing pool depth, as drag within the plunge 
pool caused particles to decelerate.  For deeper pools, particles reach terminal settling 
velocity and impact rates are not a function of depth, as may have occurred after ~10 
hours of run time in Exp1 (Fig. 5.9C). Note that in the first ~5 hours of Exp1 and Exp2 
our theory predicts no changes in near-bed sediment concentration or fraction of sediment 
cover.  This occurs due to the initially shallow plunge pool depths such that the plunge 
pool floor remains in the ZOFE and the shear stress on the pool floor is predicted to 
remain constant.  
After initially high rates of deepening, plunge-pool vertical incision slowed in 
Exp1 (Fig. 5.9B).  Our erosion theory predicts this slowing is due to a reduction in 
vertical-impact velocity as described above, as well a progressive increase in sediment 
cover (Fig. 5.9C). Cover increases for deeper pools, as the waterfall jet must impinge 
through a deeper water column, leading to lower shear stresses on the plunge pool floor, 
and sediment concentrations closer to the transport capacity.  Interestingly, the theory 
predicts the reduction in shear stress and pool deepening also leads to an increase in 
sediment concentration on the pool floor.  This occurs due to the constant sediment flux 
imposed from upstream, such that holding sediment flux out of the pool constant (which 
must occur so long as sediment is not deposited within the pool) requires larger values of 
cb to make up for the reduced transport efficiency (lower Ld) and increased length scale 
over which sediment must be transported to exit the pool. For both Exp1 and Exp2, our 
theory predicts the increase in cover outweighs the influence of the increase in sediment 
concentration, such that erosion rates continue to decrease with increasing pool depth 
(Figs. 5.9 and 5.10).  
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At t ~ 40 hr in Exp1 we observed the start of sediment deposition within the 
plunge pool. For the geometry of the Exp1 pool at t = 40 hr and all later times, our 
erosion theory predicts sediment supply is greater than transport capacity, forcing pool 
alluviation and cessation of vertical incision (Fig. 5.9B), in agreement with our 
experimental observations which also showed the start of sediment deposition at t = 40 hr 
(Fig. 5.9A). Our erosion model predicts vertical incision reduces to zero following the 
deposition of a single grain-layer of sediment (Fig. 5.9B); however, we observed 
continued deepening at lower vertical-erosion rates for Exp1 from t = ~40-60 hr (Figs. 
5.9A and B), suggesting that erosion continued until the sediment deposit became 3 – 10 
grain-diameters thick (Fig. 5.9A).  The increasing thickness of the sediment deposit with 
time was likely due to continued lateral erosion after the onset of alluviation (Section 
5.5.2, Fig. 5.11), such that the plunge-pool self-adjusted its alluvial depth in response to 
an increase in pool radius as in Scheingross and Lamb (in review).  
Exp1 and Exp2 had essentially identical conditions with the exception of larger 
grain sizes and slightly higher drop height in Exp2. This increase in grain size and drop 
height had no detectable influence on plunge-pool vertical-erosion rates (Fig. 5.11).  Our 
theory predicts Exp2 erosion rates should exceed those of Exp1 by a factor of 
approximately one to four, due primarily to the higher impact velocities associated with 
more massive grains falling a greater distance.  However, this difference is probably 
within error of theoretical predictions, as errors already present in the underlying 
sediment transport theory (Scheingross and Lamb, in review) and bedrock erosion theory 
(Sklar and Dietrich, 2004) are compounded in our plunge-pool erosion model. An 
example of this can be seen in the vertical-erosion rate predictions in Exp2 which cease 
264 
 
after t = 5 hr as the underlying sediment transport theory predicts pool alluviation in 
contrast to experimental observations.  Overall, we are encouraged that the erosion model 
presented above does a reasonable job of reproducing the trends observed in our 
experimental observations, despite not always matching the magnitude.  
5.5.2 Lateral erosion 
5.5.2.1: Depth-averaged lateral erosion 
Exp1 and Exp2 showed similar trends in lateral erosion rate over the course of the 
experiments (Figs. 5.12 and 5.13).  Plunge-pool radius increased rapidly during the first 
~1-5 hours of experiment time, resulting in large initial lateral erosion rates.  These high 
lateral erosion rates are somewhat misleading in that during this time the pool adjusted its 
radius to approximately match the size of the sediment-laden waterfall jet impacting the 
pool.  As such, while pool widening occurred, the mechanism of widening was 
predominately vertical sediment impacts from above, as opposed to lateral impacts within 
the plunge pool.   
After the initially rapid widening, pool lateral erosion slowed in both experiments 
until the onset of sediment deposition.  In our theory, this can occur due to decreasing 
lateral impact velocities as plunge-pool radius grows (e.g., Fig. 5.12C). However, the 
theory predicts roughly constant lateral erosion rates, as the reduction in impact velocity 
is offset by an increase in the average cwall(z) which occurs due to pool deepening and 
widening as described above (Figs. 5.12 and 5.13). 
Sediment deposition at t = ~40 hr in Exp1 and t = 14.75 hr in Exp2 led to 
temporary increases in lateral erosion rates, after which rates returned to approximately 
stable values (Figs. 5.12 and 5.13).  While this behavior is not captured by our model 
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predictions, the initial increase in erosion rate following the onset of sediment deposition 
is consistent with our model framework.  This enhanced lateral-erosion can occur from 
rising wall-impact velocities as the pool floor aggrades allowing higher values of u*, as 
well as increased sediment concentration along the wall.  The return of lateral-erosion 
rates to a background value after an initial pulse of widening is also not captured by our 
model.  This likely happens due to decreases in particle-impact velocity with increasing 
radius, an effect not included in our model framework which predicts impact velocity is 
constant with changing radius (Fig. 5.4).   
5.5.2.2: Spatial-variation in lateral erosion 
We used topographic scans of the deposited sediment and plunge-pool bedrock 
evolution in Exp2 to evaluate spatial-variation in lateral erosion. Lateral erosion in both 
Exp1 and Exp2 tended to be concentrated at or slightly below the level of sediment 
deposition in our experiments (e.g., Figs. 5.7 and 5.8).  From t = 14.75 to t = 17.7 hr 
lateral erosion was fairly uniform across the upstream plunge-pool wall (Fig. 5.8) during 
the period when total sediment deposition in the pool was increasing.  After t = 17.7 hr, 
lateral erosion was focused at and up to ~10 grain diameters below the layer of sediment 
fill, with the plunge pool experiencing a slight undercutting of its upstream wall and a 
pronounced undercutting of its downstream wall (Fig. 5.8).  This erosion below the level 
of sediment fill is consistent with observations of vertical erosion with up to ~10 grain 
diameters sediment fill in Exp1, and suggests that lateral erosion in our plunge-pool was 
concentrated in a fairly deep active-layer where sediment was likely entrained in high 
concentrations allowing for frequent grain impacts. A 10 grain-diameter-deep active layer 
would be slightly larger than the approximately three to six times the median grain size 
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typically observed in gravel-bedded rivers (Parker, 2004), and may reflect the influence 
of the vertically-directed impinging waterfall jet compared to bed-parallel shear flow in 
standard river transport. The presence of a deep-active layer is further supported by 
careful removal of grains, spray painting, and replacement between t  = 43.8 and 45.7 hr, 
which showed grains up to ~ 10 grain diameter depth tended to be replaced, while those 
deeper tended to remain in place.  
Erosion within the active-layer is not accounted for by our theory, which predicts 
no erosion following the onset of cover, but is consistent with our conceptual model 
where lateral retreat continues after sediment deposition.  While incomplete scans due to 
overhangs make it difficult to evaluate the full evolution of the pool walls in Exp2, total 
erosion amount seemed to be approximately equal between the upstream and downstream 
walls.  However, the style of erosion was different with upstream walls showing 
approximately parallel retreat, compared to distinct undercutting on the downstream wall 
(Fig. 5.8).  These observations are counter to the Gilbert (1907) model where 
undercutting is focused on the upstream pool wall, perhaps reflecting the use of a 
homogenous substrate in our experiments compared to the hard over weak stratigraphy 
envisioned in the Gilbert (1907) model.  
  
5.6 Plunge-pool morphodynamics and implications for long-profile evolution 
 Our experimental observations and plunge pool erosion theory suggests plunge-
pool evolution generally follows our conceptual model outlined above, with rich 
feedbacks between the flow hydraulics, sediment transport, and evolving topography.  As 
plunge pools increase their depth, shear stress on the pool floor decreases, and the 
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distance over which sediment must be suspended to escape the pool increases, both 
leading to a reduction in plunge-pool sediment transport capacity (Scheingross and Lamb, 
in review).  For a given water discharge and sediment supply, pools which erode below a 
critical depth will no longer have the capacity to transport the sediment supplied from 
upstream, and will instead deposit sediment, forcing aggradation of the pool floor, 
allowing the pool to self-adjust its alluvial depth to reach a new equilibrium between 
sediment supply and plunge-pool transport capacity (e.g., Fig. 5.9A). This process of 
sediment deposition covers the bed and, so long as it is sufficiently thick, prevents further 
vertical incision, but still allows for lateral erosion.  In fact, the formation of an alluvial 
cover can increase lateral erosion rates (e.g. Figs. 5.12 and 5.13) by increasing sediment 
concentration along the plunge pool wall and by raising the elevation of the sediment 
bed, thereby increasing shear stresses, and, in turn, particle lateral impact velocity. Once 
sediment is deposited, lateral erosion of the sidewalls should widen the pool, with erosion 
focused within the active layer where sediment concentrations are high (Fig. 5.8), further 
reducing sediment transport capacity, and causing further sediment aggradation.  Under 
constant forcing, with no erosion of the upstream waterfall brink or downstream plunge-
pool lip, plunge pools are expected to reach a final state where they are filled with 
sediment, but have bedrock topography which increases in radius with increasing 
distance above the pool floor.   
In natural rivers, complications between variability in water discharge, sediment 
supply, and grain-size distribution can keep plunge pools from evolving to their expected 
equilibrium forms under constant forcing.  However, it seems likely that, given adequate 
time, plunge-pool bedrock depth evolves to reflect a characteristic water discharge and 
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sediment flux. If this is the case, it may be possible to use field measurements of plunge-
pool bedrock geometry to infer relative rates of upstream waterfall retreat to vertical 
incision.  For example, waterfalls which retreat rapidly should have under-developed 
plunge pools with bedrock depths shallower than those expected for the characteristic 
water and sediment flux, and narrow widths.  In contrast, slowly-retreating waterfalls 
should have fully-developed plunge-pools with bedrock-depths adjusted to the imposed 
conditions, and relatively wide widths with undercutting. 
The relative rates of plunge-pool vertical to lateral erosion, as well as relative 
rates of river downcutting at the upstream waterfall brink and downstream plunge pool 
lip, ultimately control whether waterfalls grow or diminish in height, retreat upstream, or 
stall in place.  Our plunge-pool erosion theory developed above, used in combination 
with existing theory for fluvial bedrock incision (Sklar and Dietrich, 2004; Lamb et al., 
2008), allows us to evaluate the controls on waterfall plunge-pool retreat and resulting 
long-profile evolution from a mechanistic perspective, and to compare against predictions 
from commonly-used, generic stream-power or celerity models (e.g., Rosenbloom and 
Anderson, 1994; Seidl et al., 1994; Crosby and Whipple, 2006; Berlin and Anderson, 
2007; Loget and Van Den Driessche, 2009).   
We explore two simple cases for waterfall retreat and growth in height, again 
using conditions at Lower Switzer Falls as a reference site.  Lower Switzer Falls is an ~5 
m tall waterfall that discharges into a pool with a depth of at least 2 m (although the true 
depth to bedrock may be deeper), and which has experienced cycles of sediment fill and 
evacuation.  We compare the relative rates of plunge-pool vertical and lateral erosion to 
the rate of waterfall lip lowering, Elip, taking into account flow acceleration and increased 
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shear stress due to drawdown at the brink (Rouse, 1936, 1937b; Hager, 1983), as well as 
to the erosion rate under normal flow conditions, En, which we assume approximates 
fluvial incision of the downstream plunge-pool lip. We use our plunge-pool sediment 
transport capacity model (Scheingross and Lamb, in review) to keep track of sediment 
deposition in the plunge pool, and calculate river hydraulics assuming a constant friction 
factor, Cf_river = 0.01, steady, uniform flow (τriver=ρfghnS where hn is the normal flow 
depth in the river and S is channel slope) and conservation of mass (Qw = unWhn where un 
is the normal river flow velocity and W is reach-averaged channel width). 
We explore the influence of changing water discharge on plunge-pool erosion and 
retreat by holding sediment supply and all other variables constant, while allowing Qw to 
vary from 1 – 1000 m3/s. We set Qs = 10-2 m3/s to approximate average sediment flux at 
Lower Switzer Falls based on its 12.3 km2 drainage area, assuming a 1% intermittency 
factor for periods of sediment flux, and assuming a catchment average erosion rate 
between 0.1 – 1 mm/yr as is typical in the San Gabriel Mountains (DiBiase et al., 2010). 
Relative rates of plunge pool and river erosion are predicted to be strongly modulated by 
the presence of sediment cover (Fig. 5.14A).  At low discharges, sediment flux exceeds 
transport capacity for both the river and plunge pool such that there is no erosion and the 
plunge pool is predicted to be filled with sediment.  As water discharge increases, the 
pool begins to partially empty, allowing lateral erosion of the plunge pool walls, but no 
vertical incision.  For these discharges, sediment supply is still greater than river transport 
capacity, such that fluvial erosion is prevented by cover on the river bed. Further 
increases in discharge approaching the two-year recurrence interval (Q2yr) value cause the 
pool to empty of sediment, allowing plunge-pool vertical incision, but with cover still 
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preventing erosion in the fluvial reaches above and below.  Under these conditions, 
plunge-pool vertical incision outpaces lateral erosion by over an order of magnitude, and 
the pool should deepen. As water discharges continue to increase river sediment transport 
capacity exceeds sediment supply (first at the waterfall brink where flow is accelerated, 
and later for normal flow conditions) such that river incision can occur; however, plunge-
pool vertical incision outpaces river incision such that the waterfall should persist.  
While stream-power and celerity based waterfall retreat models predict that 
increases in drainage area, a proxy for water discharge, result in faster retreat rates, our 
simple modeling exercise does not show this trend.  Assuming that plunge-pool lateral 
erosion is the rate-limiting step to waterfall retreat, retreat is maximized at relatively 
modest discharges when cover prevents fluvial erosion and vertical waterfall incision. 
Furthermore, because these low-discharge periods occur more frequently than large-flood 
events, the combination of high lateral erosion rates and long time periods may lead to 
large retreat distances.  As water discharges increase under constant sediment flux, 
plunge-pool lateral erosion rates decrease by almost two orders of magnitude, in contrast 
to standard stream-power predictions. A paucity of field data documenting waterfall 
retreat makes it difficult to compare these predictions to natural examples; however, it is 
possible that increases in waterfall retreat with increasing drainage area could occur 
through increases in sediment supply rather than increases in water discharge. 
We explore the influence of sediment supply on plunge and river evolution by 
predicting erosion rates under varying sediment supply from 10-4 m3/s < Qs < 100 m3/s 
while setting water discharge to its two-year recurrence interval value (Q2yr = 4.8 m3/s) 
and holding all other parameters constant. For these conditions, both fluvial and plunge-
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pool erosion rates increase with increasing sediment flux, up until the point that sediment 
flux exceeds sediment transport capacity causing cover (Fig. 5.14B).  For conditions at 
the Lower Switzer Falls reference site, our modeling predicts that increasing sediment 
supply will lead first to the cessation of fluvial erosion due to the onset of cover, then to 
cessation of plunge-pool vertical incision, and finally to the cessation of plunge-pool 
lateral erosion. Unlike the behavior predicted for increasing water discharge, lateral 
erosion is predicted to continually increase with increasing sediment flux, and relative 
rates of lateral erosion will be maximized for high sediment supplies when all other 
erosion ceases due to cover effects. 
In natural rivers, discharge and sediment supply often co-vary, such that larger 
sediment fluxes at larger drainage areas may lead to increased rates of waterfall retreat as 
predicted by stream-power models.  Determining the full controls on when plunge pool 
retreat and resulting long-profile evolution requires modeling the co-evolution of plunge-
pool and river long-profile geometry, as changes in plunge pool depth, radius, waterfall 
drop height, and channel slope all feedback on resulting erosion rates in complicated 
ways.  While such a modeling task is beyond the scope of this paper, the theory 




 We have developed a model to predict plunge-pool erosion via particle abrasion, 
building off previously developed plunge-pool sediment transport capacity (Scheingross 
and Lamb, in review) and fluvial bedrock incision (Sklar and Dietrich, 2004; Lamb et al., 
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2007; Lamb et al., 2008) models.  Our model and flume experiments show similar 
behavior for plunge pool evolution where pools have initially rapid rates of vertical 
incision, which slow as pools deepen and particle impact velocities decrease.  Pools 
deepen until the point of sediment deposition, after which lateral erosion can continue, 
and in certain cases, may increase in rate. Comparing model-predictions of plunge pool 
erosion to existing fluvial incision shows that the onset of sediment cover strongly 
modulates relative rates of plunge pool versus fluvial erosion, suggesting sediment supply 
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5.9 Notation  
A  drainage area [L2] 
A1 constant indicating fraction of particle concentration which impacts    
   bedrock surfaces [dimensionless] 
Ajet  waterfall jet area [L2] 
Ap  particle cross-sectional area [L2] 
Apool  plunge pool area [L2] 
C1a  constant in particle acceleration for grains falling through air [M L-2 T-2] 
C1w  constant in particle acceleration for grains falling through  
     water [M L-2 T-2] 
C2a  parameter in particle acceleration for grains falling through air [L] 
C2w  parameter in particle acceleration for grains falling through water [L] 
Cdrag  drag coefficient for non-still water [dimensionless] 
Cdrag_still drag coefficient for still water [dimensionless] 
Cf_river  river friction factor [dimensionless] 
E  river vertical erosion rate [L/T] 
Elat  plunge-pool lateral erosion rate [L/T] 
latE    depth-averaged plunge-pool lateral erosion rate [L/T] 
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Elip  waterfall brink erosion rate from fluvial incision [L/T] 
En  river normal flow erosion rate [L/T] 
Evert  plunge-pool vertical erosion rate [L/T] 
vertE   area-averaged plunge-pool vertical erosion rate [L/T] 
Fe  fraction of bedrock exposed in river bed [dimensionless] 
Fe_bed  fraction of bedrock exposed on plunge-pool floor [dimensionless] 
Fe_wall  fraction of bedrock exposed in plunge-pool walls [dimensionless] 
H  waterfall drop height [L] 
Ir  particle impact rate [impacts / L2T] 
Ld  characteristic length scale over which turbulence mixes sediment [L] 
Qs  sediment supply [L/T3] 
Qsc_pool  plunge-pool sediment-transport capacity [L/T3] 
Qw  water discharge [L/T3] 
Q2yr  water discharge for two-year recurrence interval flood [L/T3] 
S  channel slope [dimensionless] 
Vi  Volume of bedrock eroded for particle impact [L3] 
Vp  particle volume [L3] 
Vpool  plunge pool volume [L3] 
W  reach-averaged channel width [L] 
b  jet half width [L] 
c  sediment concentration [dimensionless] 
cb  bedload layer sediment concentration in the sediment  
  source zone [dimensionless] 
cb_capacity bedload layer sediment concentration in the sediment source zone at  
  transport capacity [dimensionless] 
cbed(r)  sediment concentration along the plunge-pool floor [dimensionless] 
cwall(z)  sediment concentration along the plunge-pool wall [dimensionless] 
g  gravitational acceleration [L/T2] 
hb  bedload layer height [L] 
hn  river normal flow depth [L] 
k  empirical constant in stream power waterfall retreat model [dimensionless] 
kY  empirical constant relating energy transfer and elasticity [M/(LT2)] 
p  empirical constant in stream power waterfall retreat model [dimensionless] 
r  radial coordinate [L] 
rjet  waterfall jet radius at point of impact with water surface [L] 
rpool  plunge pool radius [L] 
rpool_avg  average plunge pool radius for non-cylindrical pools [L] 
t  time [T] 
ujet_impact jet velocity upon impact with the plunge-pool floor [L/T] 
ulat_eff  effective particle lateral impact velocity for erosion [L/T] 
un  normal river flow velocity [L/T] 
u*  shear velocity at the plunge-pool bed [L/T] 
u’  lateral turbulent velocity fluctuations [L/T] 
wa  vertical particle velocity at impact with water surface [L/T] 
wfall  vertical particle impact velocity when falling from the 
    waterfall brink [L/T] 
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wi  average vertical particle impact velocity without turbulence [L/T] 
wnet  net particle settling velocity [L/T] 
ws  terminal particle gravitational settling velocity [L/T] 
wup  vertical velocity of the jet return flow [L/T] 
wvert_eff  effective particle vertical impact velocity for erosion [L/T] 
w’  vertical turbulent velocity fluctuations [L/T] 
z  vertical coordinate [L] 
zBR  vertical coordinate of the plunge-pool bedrock-floor [L] 
zlip  vertical coordinate of the plunge-pool downstream lip [L] 
zsed  vertical coordinate of the plunge-pool alluvial-floor [L] 
κ  constant in bedrock erosion theory [T2/L2] 
λ  length of ZOFE [L] 
ve  kinematic eddy diffusivity [L2/T] 
ρf  fluid density [M/L3] 
ρs  sediment density [M/L3] 
σT  tensile strength [M/(LT2)] 
σu  standard deviation of lateral turbulent velocity fluctuations [L/T]  
σw  standard deviation of vertical turbulent velocity fluctuations [L/T]  
τriver  river bed shear stress [M L-1 T-2] 
τ*c  critical Shields stress for grain motion [dimensionless] 
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Figure 5.1: Examples of waterfall plunge pools. A) An unnamed waterfall in Radal Siete 
Tazas National Park, Chile carved into basalt pictured at low water flow and (B) shortly 
after the 2010 Maule Earthquake (Mw = 8.8) which temporarily caused the river to run 
dry as flow upstream was diverted into groundwater; note person in foreground for scale. 
Yellow dashed line in (B) denotes contact between exposed bedrock and sediment 
deposit. Pronounced undercutting is visible in (B) which is hidden below the water 
surface (A), highlighting the role of plunge-pool erosion.   C) Successive plunge pools 
carved into massive granite on Dry Meadow Creek, California (commonly referred to as 
the Seven Tea Cups), large waterfall in center of photo has surveyed drop height of 5.3 m 
for scale. Photograph credits: (A) - Juan Francisco Bustos, (B) - Guillermo Vergara 














Figure 5.2: Conceptual model showing feedback between sediment supply, 
transport capacity, and plunge pool lateral versus vertical erosion. When sedi-
ment supply (Qs) is less than plunge-pool sediment transport capacity (Qsc_pool), 
pools flush out all sediment, exposing bedrock floors and walls, and allowing for 
both lateral and vertical erosion. When Qs > Qsc_pool, pools deposit sediment to 
reach an equilibrium alluvial depth, covering the bedrock bed to prevent vertical 
























Figure 5.3: Schematic of partially-filled waterfall plunge-pool system 
with key variables labeled.
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Figure 5.4: Example calculation of variation in erosion rate, sediment concentra-
tion, particle impact velocity, and sediment cover. (A) Variables plotted against 
radial distance (r) from the center of the plunge pool normalized by the radius of 
the sediment source zone (2b). (B) Variables plotted against vertical distance (z) 
above the plunge-pool floor normalized by bedload layer height (hb).  We used 
parameters from the Lower Switzer Falls reference site [Scheingross and Lamb, 
in review] for this calculation (H = 5 m, (zlip - zBR) = 2 m, rpool = 4.4 m, Qs = 4.8 x 


























Figure 5.5: (A) Cartoon schematic of experimental set up and (B) photograph of 
Exp1 at start of experimental run.
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flow
Figure 5.6: Photos showing progressive evolution of Exp2.  Flow is from top to 














deposit After removing 
sediment
After removing sediment
(A) t = 1 hr (B) t = 7.25 hr
(C) t = 16.7 hr (D) t = 16.7 hr
(E) t = 36.9 hr (F) t = 36.9 hr
Figure 5.7: Photos showing progressive plunge-pool erosion during Exp2.  (A and B) 
Show erosion during the first portion of the experiment with low sediment flux and prior 
to pool alluviation.  (C  and E) Show pools with sediment deposit and (D and F) after 
manual removal of sediment at t = 16.7 hr and 36.9 hr, respectively. Undercutting and 
widening of the pool is visible in (F).  Flow is from bottom to top in all photos. Portion 






































Figure 5.8: Long-profiles from high-resolution laser-scans showing plunge-pool 
evolution and sediment deposition during Exp2.  Gaps in profile lines are from 
overhangs which limited laser-scanner line of sight.  Some overhangs were 
partially captured by merging multiple scans in post-processing using open-
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Figure 5.9: (A) Evolution of experimentally measured bedrock depth (black squares) and 
elevation of sediment cover (white diamonds) for Exp1.  Error bars on bedrock depth reflect 
~20% uncertainty in laser-scanner measurements. (B) Measured experimental (black squares) 
and theoretically predicted (gray diamond) vertical erosion rates in Exp1. Error bars on theory 
prediction depict the range of predicted erosion rates as a function of radial distance from the 
plunge pool center (e.g., Fig. 5.4, Eq. 5.5a), with the data points plotted for the area-weighted 
mean erosion rate (Eq. 5.24a). (C) Theoretical predictions of area-weighted mean sediment 
concentration on the plunge pool floor (black circles), particle effective vertical impact velocity 

















































































Qs = 9 g/s Qs = 45 g/s
No cbed or wvert_eff predictions made
after pool alluviates
Figure 5.10: (A) Evolution of Exp2 bedrock depth (black squares) and elevation of sediment deposit 
(white diamonds). (B) Measured experimental (black squares) and theoretically predicted (gray diamond) 
vertical erosion rates in Exp2. Error bars on theory prediction depict the range of predicted erosion rates 
as a function of radial distance from the plunge pool center (e.g., Fig. 5.4, Eq. 5.5a), with the data points 
plotted for the area-weighted mean erosion rate (Eq. 5.24a). (C) Theoretical predictions of area-weighted 
mean sediment concentration on the plunge pool floor (black circles), particle effective vertical impact 
velocity (gray squares) and fraction of bedrock exposed (white diamonds). Dashed line at t = 14.75 hr in 
all panels denotes timing of increase in sediment supply (Qs) from Qs = 9 g/s (t < 14.75 hr) to Qs = 45 g/s 
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Figure 5.11: (A) Comparison of plunge-pool bedrock depth and (B) 




















Figure 5.12: (A) Experimentally measured total pool volume (gray diamonds) as well as 
average pool radius measured at the top of the plunge pool (i.e., in the plane of z = zlip) 
for Exp1.  (B) Experimentally measured (black squares, Eq. 5.27) and theoretically 
predicted (gray diamonds, Eq. 5.24b) plunge-pool lateral erosion rates.  Error bars on 
theory prediction show the range of predicted erosion rates as a function of vertical 
distance above the plunge pool floor (e.g., Fig. 5.4, Eq. 5.5b). (C) Theoretical predic-
tions of depth-averaged sediment concentration along the plunge-pool wall (black 










































































































Figure 5.13: (A) Experimentally measured total pool volume (gray diamonds) as well as plunge pool 
radius measured at the top of the plunge pool (i.e., in the plane of z = zlip) for Exp2.  (B) Experimentally 
measured (black squares, Eq. 5.27) and theoretically predicted (gray diamond, Eq. 5.24b) plunge-pool 
lateral-erosion rates. Error bars on theory prediction show the range of predicted erosion rates as a 
function of vertical distance above the plunge pool floor (e.g., Fig. 5.4, Eq. 5.5b) and are smaller than the 
symbol where not shown. (C) Theoretical predictions of depth-averaged sediment concentration along the 
plunge-pool wall (black circles) and particle effective lateral impact velocity (gray squares). Dashed line 
at t = 14.75 hr in all panels denotes timing of increase in sediment supply (Qs) from Qs = 9 g/s (t < 14.75 
hr) to Qs = 45 g/s (t > 14.75 hr). 
Exp2 (D = 7 mm)
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Figure 5.14 : Example calculations of average plunge-pool vertical (Evert) and lateral 
erosion (Elat), versus fluvial erosion under normal flow conditions (En) and at the water-
fall brink (Elip) for (A) variable water discharge (Qw) normalized by 2-year recurrence 
interval discharge (Q2yr) and (B) variable sediment supply normalized by plunge-pool 
sediment transport-capacity. Also shown is a prediction of the thickness of sediment fill 
(zsed – zBR) above the plunge pool bedrock floor. All calculations use base values for the 
Lower Switzer Falls reference site [Scheingross and Lamb, in review], (H = 5 m, (zlip – 
zBR) = 2 m, rpool = 4.4 m, Q2yr = 4.8 m
3/s, D = 4.4 cm, S = 0.035). River sediment trans-
port capacity is calculated using the empiricism of Fernandez-Luque and van Beek 
[1976] based on the normal river flow, where we have reduced total transport capacity 
by an order of magnitude reflecting the fact that such predictions tend to greatly over-
predict sediment fluxes in mountain rivers [e.g., Recking, 2010; Nitsche et al., 2011; 
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Fluvial bedrock incision sets the pace of landscape evolution, but little is known 
about the mechanics of bedrock erosion in steep streams where channels commonly 
display bedrock steps, pools, and waterfalls, which can retreat upstream.  We performed a 
controlled laboratory experiment designed specifically to examine bedrock incision 
processes at steep slopes under constant forcing. Under low sediment supply, a deep 
inner slot was rapidly incised into the initially planar, 19.5% sloping channel.  Small-
wavelength spatial variation in vertical incision rate led to the development of bedrock 
crests and troughs, which migrated downstream and grew into distinct step-pool 
topography, and at times, waterfalls.  Pools deepened to the point of sediment deposition, 
after which selective erosion of adjacently exposed bedrock caused upstream propagation 
of the bedrock step, formation of a new upstream pool, and destruction of the original 
pool. While step-pool dynamics dominated the total incision within the flume, reach-
average erosion rates were well predicted by mechanistic bedrock incision theory which 
assumes a planar bed.  Our experimental results highlight the importance of bedrock step-
pool dynamics in setting the rate and style of bedrock incision in steep streams.  While 
waterfalls and bedrock steps are often assumed to form from changes in climatic or 
tectonic forcing, autogenic formation of these features in our experiment suggests care 
must be taken to distinguish between waterfalls and knickpoints formed by internal 





River incision into bedrock drives landscape evolution and sets the flux of 
sediment delivered from mountain ranges to sediment basins downstream (e.g., Whipple 
et al., 2013).  A process-based understanding of the controls on river incision allows 
predictions of landscape response to changes in climate and tectonics over geologic 
timescales, as well as predictions of sediment yield and reach-scale erosion over 
timescales of a single storm to multiple years.  In mountainous areas where erosion is 
concentrated (e.g., Larsen et al., 2014), steep streams (slope, S > 10%) often make up the 
majority of the channel network in terms of total channel length (e.g., Benda et al., 2005).  
Yet, despite over a century of work on river incision into bedrock (e.g., Gilbert, 1877; 
Shepherd and Schumm, 1974; Howard and Kerby, 1983; Whipple et al., 2000a; Sklar and 
Dietrich, 2004), most workers have focused on relatively low to moderate gradient 
reaches (S < 10%), while those working in steep reaches often assume erosion is 
dominated by debris flow processes (e.g., Stock and Dietrich, 2006). 
 The mechanics of channel incision in steep channels is further complicated by the 
presence of bedrock steps, pools, and waterfalls, which can retreat upstream at rates far 
outpacing standard fluvial incision rates (e.g., Mackey et al., 2014).  Predictions of 
landscape evolution in steep areas thus require descriptions of both waterfall and standard 
fluvial incision, as well as interactions between the two.  While mechanisms have been 
proposed for waterfall retreat via undercutting in layered sedimentary rock (e.g., Gilbert, 
1890; Holland and Pickup, 1976; Haviv et al., 2010; Hayakawa and Matsukura, 2010), 
vertical plunge-pool drilling (Howard et al., 1994; Lamb et al., 2007), and toppling of 
columns in jointed rock (e.g., Weissel and Seidl, 1997; Lamb and Dietrich, 2009), it is 
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unclear what drives waterfall retreat in massive, crystalline rock such as that commonly 
found in granitic batholiths.  
Investigating the mechanics of river incision in the field is made difficult by the 
slow rates involved (~10-3 to 100 mm/yr (Portenga and Bierman, 2011)) and the fact that 
erosion occurs during floods when it is difficult and dangerous to make observations.  
Despite some natural experiments (e.g., Whipple et al., 2000b; Snyder and Kammer, 
2008) and extreme events (e.g., Lamb and Fonstad, 2010; Cook et al., 2012), field 
measurements of bedrock incision come mostly from small scale measurements which 
are limited in spatial and temporal extent (e.g., Hartshorn et al., 2002; Stock et al., 2005; 
Johnson et al., 2010), or are inferred from geochemical measurements which average 
over thousands of years making it difficult to infer process (e.g., Burbank et al., 1996; 
DiBiase et al., 2010).  In contrast, recent advances in simulating bedrock erosion in flume 
experiments has allowed studies of erosion over laboratory timescales where independent 
control of water discharge, grain size, sediment flux, and more has led to the 
development and testing of mechanistically-based bedrock erosion theories (Lamb et al., 
2015).   
 Most laboratory experiments examining bedrock incision have focused on 
incision at moderate slopes (e.g., Shepherd and Schumm, 1974; Finnegan et al., 2007; 
Johnson and Whipple, 2010).  Similarly, waterfall retreat experiments, which have also 
been limited to moderate slopes, have focused on waterfalls formed in layered 
sedimentary rock and have used cohesive substrates as bedrock analogs that make scaling 
between laboratory and field scales difficult (e.g., Holland and Pickup, 1976; Gardner, 
1983; Frankel et al., 2007).  Wohl and Ikeda (1997) and Johnson and Whipple (2007) 
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replicated experiments across a range of slopes of up to 20% and 10%, respectively.  
These experiments documented a slope-dependence in the mechanics and style of 
bedrock incision, where channels tended to narrow and form incised slots, potholes, and 
pools as channel slope increased.   
Slope-driven changes in channel morphology in the absence of external forcing, 
such as those observed by Wohl and Ikeda (1997) and Johnson and Whipple (2007), 
suggest that the internal dynamics of water flow, sediment transport, and abrasion may 
lead to autogenic formation of steps and waterfalls in natural channels, and are supported 
by preliminary observations of the formation of cyclic steps in an experimental bedrock 
channel (Yokokawa et al., 2013). In contrast, steepened channel sections (e.g., 
knickpoints) composed of bedrock steps and waterfalls are frequently assumed to form in 
response to external forcing, and waterfall retreat models are often applied in inverse to 
estimate the timing of changes in climate, tectonics, or sea-level (e.g., Howard et al., 
1994; Whipple and Tucker, 1999; Reinhardt et al., 2007; Whittaker and Boulton, 2012; 
Ye et al., 2013; Mackey et al., 2014; DiBiase et al., 2015).  Thus, if such features form 
autogenically, they must be distinguished from those formed via external forcing to avoid 
bias in estimates of past changes.  
Taken together, the lack of knowledge on the mechanics and processes of bedrock 
incision at steep slopes, including the formation and retreat of bedrock steps, pools, and 
waterfalls, limits our ability to predict erosion rates in mountainous areas and drive 
landscape evolution models. To address this knowledge gap, we performed a controlled 
laboratory flume experiment specifically designed to examine the processes of channel 
incision into bedrock and the formation and propagation of steps and waterfalls at steep 
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slopes. In this paper we first describe our experimental setup and methods. Second we 
present our experimental results providing an overview of the channel evolution, and 
analysis of channel width, slope, step-pool development, alluvial cover, and reach-
averaged erosion rates. Third we discuss our results in terms of controls on channel 
width, interactions between bedrock step-pools and alluvial cover which lead to 
development of short-lived waterfalls and upstream plunge-pool retreat, and reach-
averaged incision rates.  We conclude by discussing the implication of our findings for 
natural rivers.  
 
6.3. Experimental methods 
6.3.1 Experiment design and scaling  
 We conducted our experiment using a 12 m long by 30.5 cm wide by 1 m deep 
flume tilted to 19.5%, within which we installed a 0.76 m thick floor of polyurethane 
foam blocks to serve as a bedrock simulant. Similar to previous experiments investigating 
fluvial bedrock incision (e.g., Finnegan et al., 2007; Johnson and Whipple, 2007, 2010), 
we selected water discharge, sediment flux, and grain size in an attempt to maximize 
incision rates while having sediment flux well below the reach-averaged transport 
capacity. We fed unimodal, siliciclastic sediment with median diameter (D) of 2.4 cm at a 
constant rate of approximately 0.5 ± 0.02 kg/s (mean ± standard deviation). We selected 
large grains to maximize erosion via high kinetic impact energy, and chose an initial 
water discharge (Qw = 14.2 L/s) such that reach-averaged Shields stress (τ* ~ 0.11) would 
be well in excess of the threshold of motion (Chatanantavet et al., 2013), ensuring 
minimal sediment deposition on our initially smooth foam-bed. We also attempted to 
299 
 
achieve dynamic similarity with natural bedrock channels by starting the experiment with 
supercritical flow and fully turbulent flow (e.g., Paola et al., 2009); over the initially 
planar bed, Froude numbers were ~4.5, and Reynolds numbers and Reynolds particle 
numbers were 4.6 x 104 and 5.0 x 104, respectively. 
 We divided the flume into two separate sections in order to investigate both 
channel incision into a planar bed, as well as interactions between waterfall and lower-
gradient fluvial incision. The upstream ~7.3 m of foam consisted of an initially planar 
bed with constant slope of 19.5%.  In the downstream ~2.2 m of the experiment we cut 
two 21 cm waterfall steps. These steps were separated by ~1% sloping treads of ~1.1 m 
length such that average slope from the top of the first waterfall to the downstream end of 
the flume remained 19.5% (Fig. 6.1).  We protected the foam at the downstream end to 
hold base-level constant.  This had the effect of creating two separate waterfall-tread 
systems; the downstream of the two waterfalls was subjected to a fixed base-level which 
promoted alluviation of the channel floor, while the upstream waterfall-tread system was 
free to adjust its base-level via incision at the waterfall step below.  
 For the first 3.7 hours of run time (“Phase 1”) we allowed the channel to evolve 
under a constant water flux of 14.2 L/s and fixed base-level. After 3.7 hours of 
experiment run time, the upstream channel had incised deeply enough to feel the 
downstream base-level control.  At this point, we removed the fixed base-level control 
and simultaneously reduced water discharge by ~40%. This allowed for the channel to set 
its own base-level, while the reduced water discharge promoted sediment deposition 
allowing observations of feedbacks between alluvial cover and channel incision.  We 
continued the experiment holding water discharge approximately constant at ~8.3 L/s for 
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an additional ~5.6 hours of run time (“Phase 2”), ending the experiment after the channel 
had eroded through the available foam substrate.  
6.3.2 Experiment setup  
 We installed four 2.44 m long by 0.76 m tall by 0.3 m wide polyurethane foam 
blocks in succession on the flume floor to make a 9.75 m long erodible test section. Foam 
blocks were glued to the flume floor and pressed together to minimize void space.  We 
used a low tensile strength (σT = 0.32 MPa) commercially available polyurethane foam as 
a bedrock analog. This foam has been shown to follow the same tensile-strength scaling 
with erosion rate as natural rock and concrete, and erodes orders of magnitude faster than 
natural rock allowing for measureable bedrock erosion and topographic evolution over 
experiment timescales (Scheingross et al., 2014; Lamb et al., 2015).  
 Water and sediment entered the flume at the upstream end (Fig. 6.1).  A series of 
conveyor belts re-circulated unimodal gravel from the downstream end of the flume into 
a sediment feeder which held sediment flux into the upstream end of the flume constant. 
Water filled in a headbox before overspilling onto a false floor approximately ~1.5 m 
upstream of the foam. The false floor was lowered ~12 cm below the foam surface, 
allowing a gravel wedge to form upstream of the start of the bedrock reach to aid in flow 
and sediment transport conditioning before entering the test section.  We protected the 
upstream edge of the foam to prevent erosion, thus fixing the upstream bedrock elevation 
and creating a system similar to an alluvial-bedrock transition. Within the test section 




 We ran the experiment with sediment and water flux for periods ranging from 3 – 
60 minutes, before pausing to take topographic measurements.  We used instruments 
affixed to a motorized cart that were capable of taking measurements throughout the test 
section. While the experiment was running, we measured the water-surface profile along 
the channel thalweg at 1 mm intervals using either an ultrasound probe or laser scanner 
(both with sub-mm resolution), depending on the flow width and water aeration.  While 
the experiment was paused, we used the laser scanner to measure the channel topography 
at 1 mm resolution in the along-stream direction and 2 – 10 mm resolution in the cross-
stream direction.  We first scanned the bed with deposited sediment in place, we then 
manually removed all deposited sediment and performed a second scan to measure the 
previously-covered bedrock topography before manually replacing the sediment. We 
paused the experiment by simultaneously cutting power to the water pump and sediment 
re-circulation system, such that grains in active transport at the time of pausing were 
often deposited on the channel-bed, but were not part of a static alluvial cover. To avoid 
bias from including these grains, we considered an area to be alluviated only if the 
sediment thickness was greater than 5 cm (~2 grain diameters). 
 We used our topographic scans of the channel bedrock and sediment elevations to 
extract longitudinal profiles showing the evolution of the channel bed and sediment 
cover. We marked the thalweg as the minimum elevation at each channel cross-section, 
and estimated reach-averaged channel slope from the best-fit line to the thalweg versus 
distance data.  This method slightly over-estimates slopes where planform sinuosity 
develops, but the effect should be minimal here as the incised channel was essentially 
one-dimensional.  We made topographic measurements parallel to the overall flume slope 
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of 19.5%, and rotated all profiles to make the x and z directions perpendicular and 
parallel to gravity, respectively.  
 
6.4 Results 
6.4.1: Overview  
 We describe channel erosion and evolution for the downstream section with pre-
formed waterfalls separately to the planar upstream section as these two channel 
segments exhibited different behavior over the course of the experiment.  In the 
downstream section, channel-spanning plunge pools rapidly developed beneath the 
existing waterfalls (Fig. 6.2).  Incision was limited to ~7 cm on the downstream of the 
two waterfalls as the fixed base-level resulted in alluviation of the lower tread within the 
first hour of experiment run time, providing an armor layer which protected the pool from 
further erosion.  In contrast, the upper pool incised to ~23 cm before sediment deposition 
prevented further incision. Fluvial incision at the waterfall lips outpaced plunge-pool 
incision such that the channel thalweg cut completely through the waterfall face within 
the first ~3 hours of experiment run time.  Following removal of the fixed-base level 
control at the start of Phase 2, alluvial cover at the downstream tread was progressively 
stripped away, and the downstream end of the flume developed an over-steepened 
channel segment (i.e., knickpoint) which translated upstream (Fig. 6.3). 
 In the upstream section an ~8-10 cm wide thalweg was cut into the center of the 
foam within the first hour of experiment time.   This topographic low quickly captured 
the available water and sediment flux, effectively stranding the channel margins and 
resulting in the formation of a deeply incised inner channel resembling a natural slot 
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canyon (Figs. 6.4 and 6.5).  As the slot was incised, small spatial-variation in erosion rate 
led to the formation of a series of repeating steps and pools which grew in amplitude as 
the experiment progressed (Figs. 6.3-6.5).  Initially, these pools migrated downstream as 
sediment impacts were focused on the upstream-facing surface that comprised the 
downstream pool wall (Fig. 6.3).  In Phase 2 of the experiment, the combination of 
reduced water discharge and deepening pools led to sediment deposition, and feedbacks 
between erosion and sediment cover caused upstream pool retreat described in more 
detail below (Section 6.5.2).  
6.4.2 Channel width and planform sinuosity 
 Plunge-pools incised into the downstream section were initially channel-spanning 
as water and sediment cascaded across the entire channel reach upstream. Subsequent 
incision and deepening of pools occurred over a narrower area (~10-20 cm) as slot-
incision at the waterfall brink focused the sediment-laden jet (Fig. 6.2).  An incised slot 
with a small degree of sinuosity emerged downstream of the upper plunge-pool as water 
and sediment were focused towards the channel’s right bank before impacting the 
channel wall and being pushed back towards the center (Figs. 6.2bc).  A similar slot 
developed downstream of the lower plunge-pool following removal of the fixed base-
level (Fig. 6.2c). 
 Incision in the upstream section was focused in an ~8-10 cm wide slot which was 
slightly wider (widths from ~10 – 17 cm) at pools (Figs. 6.4 – 6.6).  Widening at pools 
occurred as water was shot into the air as ‘rooster tails’ when exiting upstream pools, 
such that the upward moving jet could in some cases escape the confinement of the 
incised slot allowing expansion of the flow and sediment impacts over a wider area (Fig. 
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6.7). The initial slot was straight and centered in the channel, with no obvious bends or 
sinuosity in the channel path (Figs. 6.4 and 6.5).  As the experiment progressed, small 
perturbations in channel sinuosity developed which caused the formation of low-
amplitude bends within the channel (Fig. 6.4). 
6.4.3: Slope evolution 
 We estimated reach-averaged channel gradient as the slope of the best-fit line to 
the extracted bedrock long-profiles.  We fit the upstream slope using the profile from 
1015 < x < 8110 mm to avoid inclusion of both the steep waterfall face which formed at 
the upstream end of the flume, as well as the initial waterfalls in the downstream section.  
The downstream slope was fit to the profile for x > 8110 mm in order to capture the relief 
from the pre-cut waterfalls. 
 In the downstream section, channel slope decreased rapidly from ~17% at the 
start of the experiment to ~4% at the end of Phase 1 (Fig. 6.8b).  This occurred as fluvial 
incision at the waterfall lips outpaced plunge pool incision, effectively erasing the 
waterfalls (Figs. 6.2 and 6.3), and the fixed base-level prevented further lowering at the 
downstream end, such that by  t ≈ 3.4 hr (where t is the cumulative water and sediment 
run time) the downstream bed had almost completely alluviated. Following removal of 
the fixed base-level at the start of Phase 2, downstream slope slowly increased from t = 
3.7 to ~6 hr as alluvial cover was progressively stripped from the channel bed (Fig. 6.8d).  
After t ≈ 6 hr a small steepened section developed at the end of the flume and propagated 
upstream allowing rapid increases in the reach-averaged slope of up to ~17.5% by the 
end of the experiment (Figs. 6.3 and 6.8b). 
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Changes in channel slope were much less dramatic in the upstream section.  Reach-
averaged upstream slope remained roughly constant at ~19.5% for the first ~1 hour of 
experiment run time, slowly decreasing to ~17.5% at the end of Phase 1 (Fig. 6.8b). At t 
≈ 3.4 hr, the upstream section had lowered close to the elevation of fixed base-level such 
that this constraint was felt upstream (Fig. 6.3). After removing the fixed base-level at the 
start of Phase 2, the slope along the upstream section continued to decrease, indicating a 
delayed response to the change of base-level control. Starting at approximately t = 5 hr, a 
break in slope can be seen in the channel long-profiles at x ≈ 5500 mm separating the 
steeper channel upstream (which had not felt the effects of fixed base-level) from the 
lower-gradient channel downstream (which had) (Fig. 6.3). 
6.4.4. Development of bedrock step-pools  
We used a measure of bedrock-step relief to quantify the rate at which the channel 
evolved from an initially planar bed to a series of bedrock step-pools. We estimated 
reach-averaged step-relief as the standard deviation of the residuals to our best fit slope 
lines, and calculated step relief along the channel-thalweg only, due to the 1D nature of 
the evolved slot canyon. 
In the downstream section, reach-averaged step-relief was initially high due to the 
presence of the pre-cut waterfalls (Fig. 6.8c).  As the experiment progressed, destruction 
of these waterfalls combined with plunge-pool alluviation resulted in a decrease in step 
relief from t ~ 3 – 6 hr.  After t = 7 hr, we induced base-level fall which led to the 
development of a series of bedrock step-pools in the downstream reach, increasing reach-
averaged step-relief once again. 
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The evolution of step relief in the upstream section was out of phase with that of 
the downstream section (Fig. 6.8c).  Step relief rapidly increased from 0 mm over the 
planar channel bed to values of up to ~70 mm as bedrock step-pools developed. As the 
fixed base-level downstream began to be felt in the upstream section, the decrease in 
channel slope and deposition of sediment led to destruction of step-pools and an overall 
lowering of reach-averaged step-relief down to values of ~35 mm by the end of the 
experiment. Visual comparison of long-profiles for the channel upstream and 
downstream of x ~ 5500 shows overall lower step-relief for the downstream areas where 
the influence of fixed base-level was most pronounced.  
6.4.5 Sediment cover 
 As reach-averaged step-relief increased over the course of the experiment, alluvial 
cover developed providing an armor layer which limited vertical incision.  We measured 
the thickness and extent of alluvial cover by differencing long-profiles of bare bedrock 
from those which included deposited sediment. As sediment cover tended to be uniform 
across the active channel width, these 1D measurements are representative of the entire 
channel. 
 In the downstream section, sediment cover developed as waterfall plunge-pools 
increased in depth due to the fixed base-level at the downstream end.  The initially cover-
free surface experienced near complete alluviation by the end of Phase 1, after which 
sediment was progressively stripped away following removal of the base-level control 
(Fig. 6.8d).  The upstream section experienced progressive alluviation during Phase 1 as 
sediment deposited in deepening bedrock step pools. From the end of Phase 1 until t ~ 7 
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hr, sediment cover stayed roughly constant with ~30% of the bed alluviated, and then 
increased to ~65% by the end of the experiment (Fig. 6.8d).   
6.4.6 Reach-averaged vertical incision rates  
Bedrock incision rates varied over the course of the experiment due to interactions 
between evolving sediment cover and bedrock step-pools.  We calculated reach-averaged 
vertical incision rates by differencing successive long-profiles and taking spatial 
averages.  In the downstream section, vertical incision rates were initially high ( ~50 
mm/hr), progressively slowing to zero erosion as the bed almost completely alluviated 
(Fig. 6.8e).  After removal of the fixed base-level, vertical erosion rates remained low 
until the alluvial cover was removed at t ~ 6 hr.  In the final four hours of the experiment, 
knickpoint development and upstream retreat at the downstream end of the flume caused 
vertical erosion rates to increase to 67 mm/hr. In the upstream section vertical incision 
rates peaked near ~120 mm/hr at the start of the experiment when there was no bedrock 
cover and low bedrock-step relief.  As pools developed and step-relief increased, 
sediment deposition caused erosion rates to drop to ~65-70 mm/hr at the end of Phase 1, 
and rates remained roughly constant at 50-75 mm/hr for the remainder of the experiment 
(Fig. 6.8e).  
 
6.5 Analysis and comparison to theory 
6.5.1 Controls on channel width 
 Repeated experiments have shown that narrow slots tend to incise into bedrock 
when sediment is supplied at low rates over an initially planar bed (e.g., Wohl and Ikeda, 
1997; Finnegan et al., 2007; Johnson and Whipple, 2007, 2010). While the controls on 
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bedrock channel width are poorly understood, Nelson and Seminara (2011) proposed a 
model whereby channels self-adjust their width of active bedload transport in response to 
changes in sediment supply.  This assumption is based, in part, on observations of 
changing active bedload transport width in response to changes in sediment supply in 
alluvial flume experiments (Dietrich et al., 1989), and allowed Nelson and Seminara 
(2011) to reproduce the evolving channel geometry observed in previous bedrock erosion 
experiments (Finnegan et al., 2007).   
 The cutting of an ~8-10 cm wide slot in our experiment allows for testing of the 
Nelson and Seminara (2011) framework.  Nelson and Seminara (2011) assume that the 
width over which sediment is transported self-adjusts such that the imposed sediment 
supply is always transported at its transport capacity. Employing a standard bedload 
transport capacity empirical formula (e.g., Fernandez Luque and van Beek, 1976), the 
active channel width (Wac) can be solved for as  
3/2 3 1/2





RgD   ,   (6.1) 
where Qs is the volumetric sediment flux, τ*c is the critical Shields stress for grain motion, 
R is submerged sediment density, and g is acceleration due to gravity.  We solved Eq. 
(61) for conditions at the start of our experiment when we had thin flow spread over the 
initially 30.5 cm wide channel. Using a reduced value of τ*c = 0.01 to reflect the initially 
smooth bed (Chatanantavet et al., 2013), we calculate Wac = 11 cm, in good agreement 
with our observations of the resulting 8-10 cm slot which was subsequently incised, and 
consistent with the model of Nelson and Seminara (2011).  This finding suggests that 
channels self-adjust their geometry to the minimum possible width to allow transport of 
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the imposed sediment supply, and implies that models such as those proposed by Nelson 
and Seminara (2011) accurately capture the controls on evolving bedrock channel width.   
6.5.2 Comparison with reach-averaged prediction of alluvial cover and erosion rate 
Creation of bedrock step-pool topography in our experiment dominated channel 
roughness, and pool incision appeared to be the primary erosional mechanism.  This step-
pool morphology represents local conditions that are not often accounted for in 
theoretical predictions based on reach-average measurements.  Here, we compare our 
measurements of extent of alluvial cover and average erosion rate with model predictions 
to explore how much local variability may influence our reach-averaged estimates.  
Alluvial cover armors bedrock floors and prevents vertical incision and the 
fraction of cover (Fc) is commonly estimated as being  linearly proportional to the ratio of 
sediment supply to transport capacity (Qsc), i.e., Fc = Qs / Qsc (Sklar and Dietrich, 2004).  
We solved for Fc using our imposed sediment flux of 0.5 kg/s and our measurements of 
reach-averaged flow depth (h) and channel slope (S).  Assuming steady uniform flow and 
a commonly used empirical formula for sediment transport capacity (Fernandez Luque 
and van Beek, 1976), the fraction of cover can be solved for as 
3/2 3 1/2





W hS RD RgD  ,   (6.2) 
where we once again set τ*c = 0.01 to reflect the smooth bed in areas without sediment 
cover (Chatanantavet et al., 2013). Estimates of alluvial cover using Eq. (6.2) are 
generally constant despite a factor two change in Fc over the course of the experiment 
(Fig. 6.8D), supporting the idea that the formation of cover is largely controlled by local 
variability in flow conditions as opposed to reach-averaged assessments (e.g., Johnson 
and Whipple, 2010).  Note that estimating Fc with an exponential instead of a linear 
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model (Turowski et al., 2007) yields essentially equivalent predictions for the low values 
of Qs / Qsc in our experiment. Part of the error in estimating alluvial cover with Eq. (6.2) 
likely comes from our (commonly used) assumptions of uniform flow as well as shear 
stress proportional to flow depth (which likely over-estimates shear stress on the channel 
floor (Nelson and Seminara, 2011)).  Using a more sophisticated model to calculate shear 
stresses (e.g., Kean and Smith, 2004) could reduce this error while still being based on 
reach-averaged measurements. 
 We compared our measurements of reach-averaged vertical incision to those 
predicted from the Lamb et al. (2008b) total load erosion model. The total load model is a 
modified version of the Sklar and Dietrich (2004) saltation-abrasion model whereby 
erosion is predicted to occur from impacting sediment.  Unlike the saltation-abrasion 
model which assumes sediment impacts occur only from saltating bedload particles, the 
total load model is based on near-bed sediment concentration and allows for prediction of 
erosion rates at high transport stages when sediment may be suspended and for which the 
saltation-abrasion predicts zero erosion (Scheingross et al., 2014). The saltation-abrasion 
and total-load model both express vertical erosion rate (E) as  
(1 )i r cE V I F   ,  (6.3) 
where Vi and Ir are the volume of rock eroded for a given particle impact and impact rate, 
respectively, and (1-Fc) represents the fraction of bedrock exposed on the channel bed.  
Equation (6.3) is equivalently expressed in the total load model as  
3 (1 )b i cE c w F   , (6.4) 
where cb is near-bed sediment concentration and wi is particle impact velocity. κ in Eq. 







A k   ,     (6.5) 
where ρs is rock density and A1 is a constant which we set equal to 0.5 reflecting the fact 
that grains can be advected both towards and away from the bedrock surface.  kY is an 
empirical constant related to the energy required to erode a unit volume of rock, rock 
elasticity, and material properties of the impacting particle (Lamb et al., 2015). kY is 
approximately 0.05 when the sediment load and bedrock have similar material properties, 
but, following Sklar and Dietrich (2004), we set kY = 0.17 to account for the siliciclastic 
sediment load impacting weak polyurethane foam in our experiments. We calculated 
total-load model predictions two separate ways using both Eq. (62) and our experimental 
measurements of Fc. 
 Total-load erosion rates generally agree with our measured incision rates within a 
factor of ~2-3 (Fig. 6.8E); a similar degree of error as observed in previous zero-
dimensional abrasion-mill erosion experiments (Sklar and Dietrich, 2004; Scheingross et 
al., 2014). The total-load model under-predicts erosion rates by factor of ~2.5 in Phase 1 
of the experiment before substantial deposition of sediment.  This may reflect enhanced 
erosion of the upstream-facing surfaces of laterally migrating plunge-pools (Section 
6.5.2), which is not accounted for in the model framework which assumes a planar bed 
(e.g., Huda and Small, 2014). In Phase 2 of the experiment when sediment cover 
increases, the total-load model more closely matches the observed measurements, but still 
tends to under-predict the total erosion rate.  Again, this under-prediction could represent 
enhanced erosion from bedrock step-pool dynamics not included in the model.  It is 
further encouraging that errors in predicting Fc do not drastically change the model 
predictions. Note that using the saltation-abrasion model in place of the total-load model 
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leads to further under-prediction and predictions of zero reach-averaged erosion rates as 
the high transport stage in the experiment causes artificially low predictions of erosion 
rates in the saltation-abrasion model (e.g., Scheingross et al., 2014).  
 
6.6 Discussion 
6.6.1 Interactions between bedrock step-pool dynamics and sediment cover 
 While waterfalls and bedrock-steps are frequently observed to retreat upstream 
(e.g., Gilbert, 1907; Seidl et al., 1994; Hayakawa and Matsukura, 2003; Crosby and 
Whipple, 2006; Cook et al., 2012; Mackey et al., 2014), we observed pools tended to 
initially propagate downstream, and retreated upstream following the onset of alluvial 
cover. Downstream propagation occurred primarily for shallow pools, due to sediment 
impacts concentrated on the upstream facing surfaces (Fig. 6.3 (e.g., Wilson et al., 2013; 
Huda and Small, 2014; Wilson and Lave, 2014)).  Similar behavior has been observed in 
other bedrock erosion experiments (Finnegan et al., 2007; Johnson and Whipple, 2010), 
although in our study the relative rates of vertical incision on the pool floor compared to 
lateral migration of the downstream pool lip were similar (vertical to lateral rates of ~0.5 
– 1), compared to lateral migration that outpaced vertical incision by a factor of ~5 in the 
lower sloping (channel slope of ~6.5%) experiments of Johnson and Whipple (2010). As 
pools migrated downstream in our experiment, they left distinct grooves in the slot 
sidewall recording their passage (Fig. 6.9).  These grooves are similar to features 
observed in natural slot canyons (Fig. 6.9) and led to the development of in-phase 
undulating walls (e.g., Wohl et al., 1999).  Examining the frequency and spacing of such 
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grooves in natural channels may provide a metric to determine relative amount of vertical 
incision from plunge-pool erosion versus standard fluvial lowering. 
 Pools deepened during downstream migration and eventually trapped sediment, 
developing an alluvial cover (Fig. 6.10).  This behavior is analogous to that proposed by 
Scheingross and Lamb (in review) where waterfall plunge pools are expected to self-
adjust their alluvial depth via sediment deposition.  Sediment deposits tended to form 
initially on the downstream pool face, limiting further lateral migration, and later covered 
the pool floor, preventing vertical incision (Fig. 6.10).  Exposed bedrock upstream and 
downstream of the alluviated pool continued to erode resulting in destruction of the 
upstream step and a reduction in the thickness of deposited sediment as the downstream 
lip incised below the level of sediment aggradation.  Continued incision reduced overall 
pool-relief, thus reducing the transport efficiency of the impinging jet and allowing 
sediment deposits to persist on the pool floor, ultimately leading to the complete 
destruction of the pool (Fig. 6.10).  
 In at least two cases in our experiment, the above cover and erosion interactions 
led to the generation of short-lived waterfalls which promoted plunge-pool retreat (Fig. 
6.11).  Waterfalls formed at bedrock steps between successive pools when cover in the 
upstream pool caused a beveling of the bedrock surface immediately downstream (Fig. 
6.11A and D). A sharp break in slope developed where the beveled surface met the pool 
walls below such that flow accelerated over the beveled surface, and detached from the 
bed in the form of a ventilated-waterfall jet when passing this break in slope (Fig. 6.11C).  
This led to a reduction in erosion on the newly formed waterfall face due to the lack of 
sediment impacts; however, fluvial incision at the waterfall lip continued and was likely 
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amplified by flow acceleration towards the brink (Rouse, 1936; Hager, 1983).  This 
amplified erosion created a steepened channel reach immediately upstream of the 
waterfall (e.g., Haviv et al., 2006) ultimately eroding through the existing waterfall, 
developing a new plunge-pool upstream, and typically causing the original waterfall 
plunge-pool to alluviate as the energy from the jet upstream was instead focused in the 
newly formed upstream pool.  In this way sediment cover and erosion dynamics led to the 
formation, destruction, and retreat of waterfall plunge-pool systems in our experimental 
set up. While we choose to highlight two cases where distinct waterfalls formed in Figure 
6.11, inspection of the evolution of the thalweg long-profile (Fig. 6.3) shows that plunge-
pools retreated upstream throughout the experiment, and this generally occurred by a 
process similar to that described above.    
6.6.2 Implications for waterfall formation, retreat, and evolution in natural channels  
While waterfalls are often associated with rapid rates of upstream retreat (e.g., 
Gilbert, 1907; Mackey et al., 2014), not all waterfalls are fast retreating.  DiBiase et al. 
(2015) recently showed that waterfalls within the same drainage basin can have markedly 
different retreat rates, with some waterfalls propagating upstream, while others appear to 
be fixed in place and stalled out.  Similarly, waterfalls formed along fault scarps have 
been observed to decrease in height and ‘diffuse out’ during upstream retreat (e.g., Sklar 
et al., 2005; Cook et al., 2012), and others have suggested the dip of sedimentary bed can 
control relative changes in waterfall height during upstream retreat (e.g., Berlin and 
Anderson, 2009). Determining the formation mechanism for waterfalls and bedrock 
steps, and whether, once formed, waterfalls will retreat while maintaining a vertical face, 
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retreat while diminishing in height, or erode in place has important implications for the 
rate and style of fluvial incision and subsequent landscape adjustment. 
 In our experiment, waterfalls which we imposed on the system by pre-cutting 
steps into the bedrock profile were rapidly diminished in height and were destroyed (Fig. 
6.3).  The vertical face of the pre-cut waterfalls combined with high velocity flows 
upstream caused waterfall jets to shoot out from the brink, with plunge pools forming 
downstream of the waterfall base.  The absence of sediment impacts on the waterfall face, 
combined with the inability of plunge pools to undercut the waterfall face due to their 
position sufficiently far downstream resulted in no net lateral migration of these features. 
Instead, rapid vertical fluvial incision at the waterfall brink led to the erosion of the 
waterfall face, with no remaining steepened reaches within the long-profile to suggest a 
waterfall had ever existed.   
In contrast, waterfalls and bedrock step-pool systems which formed autogenically 
promoted upstream plunge-pool retreat such that the channel long-profile remained 
dominated by bedrock step-pool morphology as described in Section 6.5.2. It is 
interesting to note that amplified erosion at the upstream waterfall brink appeared to 
destroy our pre-cut waterfalls, yet acted as the key mechanism to promote formation of 
new upstream-retreating plunge-pools in our autogenically formed step-pools.  The 
difference in this behavior may be partially explained by alluvial cover dynamics.  
Autogenically formed waterfalls were typically part of a series of step-pool systems in 
which alluvial cover in upstream steps promoted bedrock beveling, waterfall formation, 
and eventual plunge pool retreat.  In contrast, the upstream-most of our pre-cut waterfalls 
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was fluvially eroded through prior to the formation of well-developed step-pools (Fig. 
6.3).   
These observations suggest that upstream-driven controls on alluvial cover or lack 
thereof (i.e., ‘tools/cover dynamics’ (Sklar and Dietrich, 2004)) can play an important 
role in setting waterfall retreat or lack thereof.  And that, in certain landscapes, it is likely 
upstream fluvial incision processes, as opposed to waterfall processes, which act as the 
rate limiting step to waterfall retreat.  Steepened channel-reaches, bedrock steps, and 
potholes are often observed upstream of large waterfalls in the field (e.g., Bishop and 
Goldrick, 1992; Haviv et al., 2006), and we suggest that these may represent the start of 
newly forming plunge-pools which can promote upstream retreat by successively 
‘drilling’ plunge-pools which erode vertically but do not appear to undercut the waterfall 
face (e.g., Howard et al., 1994; Lamb et al., 2007).  Assuming that such waterfall retreat 
is driven by tools/cover dynamics, this suggests that changes in sediment supply can lead 
to greater influence on the rate and style of channel evolution than previously 
appreciated. 
Finally, while waterfall formation is often associated with changes in external 
forcing (Howard, 1994; Crosby and Whipple, 2006; Reinhardt et al., 2007; Whittaker and 
Boulton, 2012) or variation in rock resistance to erosion (e.g., Gilbert, 1890; Haviv et al., 
2010), our results suggest waterfalls can form autogenically in response to evolving 
channel morphodynamics.  While the autogenic formation of waterfalls has been 
theoretically predicted (Chatanantavet and Parker, 2006), there has been limited 
experimental evidence documenting the formation of waterfalls via abrasion of 
competent bedrock (e.g., Yokokawa et al., 2013).  The presence of waterfalls and 
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knickpoints, and their upstream retreat rates, are often used in inverse to determine the 
timing of past changes in climate or tectonics (e.g., Lamb et al., 2008a; Ye et al., 2013; 
Mackey et al., 2014; DiBiase et al., 2015).  The possibility of autogenic waterfall 
formation means that both internally and externally forced waterfalls can co-exist and 
that careful analysis should be performed to distinguish between the two prior to making 
interpretations about past events.  
 
6.7 Conclusions 
We used a controlled laboratory experiment to examine the processes of channel 
incision into bedrock at steep slopes. Our experiment showed that under low sediment 
supply, a narrow slot is rapidly formed, the width of which is likely set so that the 
imposed supply matches the sediment transport capacity. Measured reach-averaged 
erosion rates were well predicted by a one-dimensional theoretical model despite the 
complex bedrock topography which developed over the course of the experiment.  Spatial 
variation in erosion rates led to the development of bedrock step-pools which increased in 
amplitude until sediment was deposited, and interaction between flows hydraulics, 
alluvial cover, and evolving bedrock topography allowed generation of short-lived 
waterfalls and upstream plunge-pool retreat.  Overall, our experiment suggests that 
bedrock step-pools can be the dominant erosion mechanism in steep channels.  
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Figure 6.2: Overhead photos showing the downstream flume section at t = 0.4 hr (A), t = 
1.7 hr (B), and t = 7.0 hr (C). Dark mud and silt deposited on downstream tread in panel 
(B) and at the center of pool on upstream tread in panel (C) are from coarse sediment 
deposits which were manually removed prior to photographing to allow for topographic 
measurements.  Flume width is 30.5 cm for scale, all photographs taken when experiment 
was paused for topographic measurements.
(A) t =  0.4 hr
(B) t =  1.7 hr
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Figure 6.3: Time-series of long-profile evolution for the course of the experiment.  All 
profiles show foam bedrock elevations (sediment deposits, when present, were removed 
prior to scanning, see methods).  Gaps in profiles occur in locations where overhanging 
sidewalls prevented measurements of the channel thalweg. Bold black line shows first 
profile from Phase 2, after reducing water discharge and removing the fixed base-level. 
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(A) t = 0.4 hr (B) t = 1.4 hr (C) t = 2.1 hr 
(D) t = 3.1 hr (E) t = 4.3 hr 
(F) t = 7.0 hr 
(G)
flow
Figure 6.5: (A – F) Experiment photographs showing evolving topography and slot 
canyon incision in the upstream flume section.  Dashed lines highlight the x = 3150 
mm cross-section to provide a common tie-point between photos, and arrows point 
downstream.  Note 15 cm long pen for scale in all images.  All photos taken with 
experiment paused and after manual removal of deposited sediment to show bedrock 
topography. (G) Field photograph of Wire Pass, Utah, USA showing similar mor-



























Figure 6.6: Successive cross-sections at x = 3207 mm showing the rapid 
carving of a slot within the first 2 hours of experiment time.
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Figure 6.7: Photo showing water shooting out of channel as ‘rooster 




Upstream (Lamb et al. [2008])
Upstream (Lamb et al. [2008], measured F
c 
)
Phase 1 (high 
discharge, xed base-level)
Phase 2 























































































Upstream (Fc = Qs/Qsc)
Figure 8: (A) Water discharge and upstream-section reach-averaged flow depth over the 
course of the experiment. (B-D) Reach-averaged slope (B), reach-averaged bedrock-step 
relief (C), and fraction of alluvial cover (Fc) within the slot (D) for the upstream and 
downstream flume sections. Also shown in (D) are theoretical predictions of Fc. (E) 
Measured reach-averaged erosion rates for the upstream and downstream sections from 
differencing successive long-profiles.  Also shown are theoretical predictions (Lamb et al. 
[2008]) of reach-averaged erosion for the upstream flume section calculated with the 
fraction of exposed bedrock either calculated from theory (black stars) or input from 



















Figure 6.9: (A – C) Photos from upstream flume section showing downstream migration of 
step-pools which leave distinct grove morphology in the slot sidewalls. Photographs taken 
when experiment was paused for topographic measurements. (D and E) Field photographs 





























Figure 6.10:  Long-profiles showing formation and destruction of a step-pool, solid 
lines shows bedrock topography while shaded areas mark extent of sediment cover.  
Note how plunge pool at x = 6400 mm deepens until the point of sediment deposition at 
t = 2.4 hours, after which vertical incision within the pool ceases and beveling of the 
channel upstream reduces the force of the impacting jet, allowing the thickness of 
sediment cover to extend to the height of the downstream pool lip (t = 2.7 – 3.7 hr).  
Continued erosion of exposed bedrock both upstream and downstream of the sediment 
cover results in the destruction of the original pool by t = 4.7 hr.
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Figure 6.11: Time-series of long-profiles showing waterfall plunge-pool formation, 
destruction, and retreat at x ~  4700 mm (A) and x ~ 6900 mm (D).  Colored lines show 
highlighted bedrock topography, and shaded areas denote sediment deposits.  Gray lines 
show bedrock topography at other times during the experiment. (B) Photograph showing 
waterfall plunge-pool system at x ~  4700 mm at t = 3.4 mm and (C) detailed view of (B) 
where the ventilated waterfall jet is clearly visible.  (E – F) Show formation and evolution 
of the waterfall plunge pool system at x ~  6900 mm. Note how flow over the step is 
initially wide (E) and narrows as a slot is cut and the former channel surface is progres-
sively abandoned (F and G). Black dashed line in (E – F) indicates channel cross section 
at x ~ 6800 mm in for comparison with profiles in (D). 
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