We describe the macroscopic behaviour of a particle system with long-range interactions. We describe conditions on the interaction strength in dependency of the distance of the particles, such that the scaling limit of the particle system is a well-posed stochastic PDE.
Introduction
Interacting particle systems model complex phenomena in natural and social sciences, such as traffic flow on highways or pedestrians, opinion dynamics, spread of epidemics or fires, reaction diffusion systems, crystal surface growth, chemotaxis and financial markets. These phenomena involve a large number of interrelated components, which are modeled as particles confined to a lattice. Their motion and interaction is governed by local rules, plus some microscopic influences, which is modeled by an independent source of noise. Such noise can either be present in nature or it represents unresolved degrees of freedom.
Many models of particle systems are based on discrete on-site variables, so called spins. Our model, however, involves continuous local variables, and is therefore described by a system of interacting stochastic differential equations. Such models are sometimes called interacting diffusions.
In our model (1.1), each particle is subject to force derived from a bistable potential and perturbed by Brownian noise. The interaction between the particles is of long-range type, which means that each particle interacts with all particles which are at distance less or equal to R, where R is very large, but significantly smaller than the total number of particles, which we denote by N .
Setting R = 1 in our model gives the case of nearest-neighbour interactions, whose dynamics has been studied in recent years by many authors. Due to the competition between local dynamics and coupling between different sites, a wide range of interesting behaviour was observed and investigated. Before stating our model and the main result, we give a short overview on the history and some results on the nearest-neighbour case, which is very much related to our case:
Without noise, we know that there exist two stable states of the system. In presence of noise, the behaviour of the system is fundamentally different: Arbitrarily small random fluctuations can enable transitions between stable states at large time scales. Whether such transitions are observed will depend on the timescale of interest. The related concepts of phase transition, metastability and metastable timescales have been developed in the context of statistical-mechanics type models, for an overview see the recent book [7] and the references therein.
For weak coupling, the behaviour is similar to the stochastic lattice models, where one often observes spatial chaos, i.e. independent dynamics at different sites. Also, bifurcations have been studied for the weak coupling regime, see [4] and [15] for a detailed analysis.
However, as the coupling strength increases, the number of equilibrium points decreases. For strong coupling (of the order N 2 , as in our case), the system synchronizes, in the sense that all particles assume almost the same position in their respective local potential most of the time. For large system size N , the behaviour of the nearest-neighbour interaction system is closer to the behaviour of a Ginzburg-Landau partial differential equation with noise, see [8] , [16] and [17] , for example. Metastable behaviour in the large N case (for R = 1) has been studied in [5] and in [2] , where sharp estimates on the metastable transition times between the two stable states have been obtained.
In the current work, we show that after suitable rescaling, our particle system (1.1) converges as R and N simultaneously go to infinity to the stochastic Allen Cahn equation (1.2) in one space dimension. Note that (1.2) can be interpreted as a model of the movement of a random string, see [9] . Existence and uniqueness of solutions to (1.2) has been proved in [11] via an approximation procedure similar to that in [14] . Our proof via discretization in space is similar to the works [12] and [13] .
The close relationship between our model and the nearest-neighbour model becomes obvious also in our main result: We obtain the same continuum limit as in the nearest-neighbour case (though of course the scaling is different), and the reason behind it are the assumptions we make on the interaction strength. We expect that there are weaker assumptions which lead to different, but still well-defined continuum limit, this is subject of ongoing work.
Setting and statement of the main result We consider a system of N coupled particles on a lattice Λ = Z/N Z. Each particle is subject to force derived from a bistable potential V and perturbed by Brownian noise. The particle system can be described as a vector of initial positions
) and a system of N coupled stochastic differential equations
Here, X N i (t) are the components of the vector X N (t) ∈ R N , J R (j) ∈ R + are weights, V (q) = 1 4 q 4 − 1 2 q 2 and B i are independent Brownian motions. γ is a constant and √ 2σ the intensity of the noise. In this model, each particle interacts with all of its neighbours up to distance R. The weights J R (j) describes the strength of the interaction between two particles at site i and i + j.
We look for sufficient conditions on the weights J R (j) such that, after suitable rescaling, in the limit as R, N → ∞, (2.1) gives rise to a well-posed stochastic PDE,
where A is the Laplace operator on [0, 1] with periodic boundary conditions, γ > 0 is the diffusion constant, V a double well potential,
∂x∂t W (x, t) denotes space-time white noise and √ 2σ is the intensity of the noise.
After a suitable rescaling of (1.1), which we will present in detail in the next sections, we obtain the following result (see Theorem 5.6, Theorem 5.7 and Theorem 6.2). Theorem 1.1 Let u h 0 be the piecewise linear approximation of an initial data u 0 ∈ C 4 . Let u(x, t) the solution to (1.2) and u h (x, t) the solution the following system of SDEs
with J R (j) = J j R , where J is positive and satisfies J(x)x 2 dx = 1.
. ii) for all times T > 0, there exists an almost surely finite random variable X such that
Result (iii) is the convergence of transition times of our discrete system to the transition times of the SPDE (1.2). Precise estimates on the transition times for (1.2) have been proved in [1] via a potential theoretic approach. Similar results for a more general class of one-dimensional parabolic stochastic partial differential equations, which include also the bifurcation cases, were obtained in [6] .
Properties of the discrete Operator
Notation and rescaling We rescale the unit lattice Λ = Z/N Z by h = 1 N to arrive at the uniform grid T h = {0, h, . . . , N h} where we identify 0 = 1 = N h. T h is then a discretization of the interval [0, 1] in equidistant nodes. We call h the grid size and will sometimes refer to ih as the "node i".
Moreover, we rescale the coupling constantγ by h −1 and the potential term by h. Then we accelerate time by a factor 1 h , i.e. we set X(t) = X(t/h), which gives us another extra h −1 on the coupling constant and cancels out the previous changes in the scaling of the potential. Moreover, this acceleration of time gives us a different sequence of independent Brownian motions, which we call B i (t). The real-valued stochastic process X h i (t) can then be identified with the real-valued function u i (t, ω) of nodal values at the node i. The resulting rescaled system of SDEs reads
Note that u i (t) is defined only at one specific node i. Via u i (t) := u h (ih, t), the vector-valued function of nodal values u h (t) = (u 1 (t), u 2 (t), . . . , u N (t)) on the grid D h can be identified as a continuous, piecewise linear function on u h (x, t) :
Note furthermore that we can relate the rescaled Brownian noise to space-time white noise via
We can rewrite (2.1) in integral form as
where g h t (x, y) is the semigroup associated with the discrete operator −γA
Central difference operator and weights We interpret the collection of weights J R (j) as a weight function
Typical examples are J R (j) = c exp(−j/R) or J R (j) = c1 |j|≤R . The weights J R (j) are the entries of the j-th subdiagonal of the band matrix A h R , where R indicates the width of the stencil:
Note that the weights J R (j) are fixed and do not change with time, so the central difference operator −A Boundedness of the inverse The big difference between the particle system with long-range interaction and a particle system with nearest-neighbour interaction is that the interaction length R actually tends to infinity as the number of particles go to infinity. We have modelled our particle system as a discretization in the space variable of a continuous limit, which means that instead of discussing the limit as the number of particles N go to infinity, we actually consider the limit h → 0 of a semidiscrete finite difference scheme (with h = 1 N ). As we consider the simultaneous limit of both variables h and R, it is convenient to rewrite R in terms of h, so we define R = h −ζ with 0 < ζ < 1. In the next lemma we derive the admissible values of ζ such that (−A h R ) −1 is a bounded operator:
with R ∼ h −ζ , and J R (j) satisfying (2.4). Let the eigenvalues of (2.6) with periodic boundary conditions be denoted by λ
Proof of Lemma 2.1 Consider first J R (j) = c1 |j|≤R . We need to show that
We split the sum in k ≤ h ζ−1 and k > h ζ−1 . As for k ≤ h ζ−1 we have khj ≤ 1, the increment of the sine squared stays inside the regime 0, π 2 . In this regime, we use the fact that sin
which gives the first term in (2.7).
For k > h ζ−1 , note that for any j there exists a k(j) such that khj = 1, for which we have sin 2 π 2 khj = 1. Therefore, the denominator
2 khj can be bounded from below by this element, which has the value sin 2 (1) = 1. Moreover, note that in the regime 
A direct consequence of Lemma 2.1 is the identity
which is a discrete version of the second moment condition on J. Moreover, we get
Convergence of eigenvalues and eigenvectors In this section, we state some useful facts on the eigenvalues and eigenvectors of the long-range discrete operator −γA h R . Notation: From now on, when writing −γA h R we mean the discrete symmetric stencil with appropriate choices of coefficient and scaling as stated in (2.6).
The eigenvalues of −γA h R with periodic boundary conditions read
Property (2.11) gives immediately the upper bound
and as for 0
π 2 , the following lower bound holds
We will use this inequality frequently for estimates on the discrete semigroup. Thanks to Lemma 2.1 we can conclude convergence of the eigenvalues: 
with rate up h 2−2ζ .
Proof of Lemma 2.2
We use the fact that for 0
3 ):
Note that the rate of convergence depends on ζ. As ζ < 
Consistency of a difference operator Assuming sufficient regularity of the solution up to the boundary of the domain, to ensure convergence of a finite difference operator, we need that it is consistent, which means a vanishing local error as the grid size goes to zero. The order of consistency tells us about the rate of convergence of a difference stencil to a continuous operator. It is derived using the Taylor formula and comparing the coefficients. This approach leads to high regularity restrictions such as u ∈ C m+2 , see for example [18] for details. Exploiting cancellation effects given by the symmetry of the stencil and the equidistant grid, we get for A h R as in (2.6) with initial data
Convergence of the discrete semigroup
Let −γA 
Thanks to Lemma 2.2 and 2.3, we can already prove uniform convergence of
Proposition 2.4 Let g t (x, y) as in (4.1) and g h t (x, y) as in (2.21) with eigenvalues as stated in (2.13) and eigenvectors (2.18). For all t 0 > 0 and ζ < 
Proof of Proposition 2. 4 We first look at the difference g h (x, y) − g(x, y) for fixed k, where we employ the convergence of the eigenvalues for ζ < 
Proof of Lemma 3.1 To derive (3.1), we estimate
The second inequality (3.2) follows from the first by integration, which does not change the bound. To derive (3.3), we estimate
The fourth inequality (3.4) follows from the first by integration, which does not change the bound.
Regularity of the discrete semigroup
Then we have the following estimates:
and in time
Proof of Lemma 3.2 Part 1: Proof of (3.7) Take two grid points x = ih and x ′ = mh. As |v h k (y)| 2 = 2 and
Part 2: Proof of (3.8) By orthogonality of the eigenvectors, we can estimate
3.3 Regularity of the discrete stochastic integral Lemma 3.3 Given the discrete semigroup (2.21) and a sequence u h of random variables which satisfy sup
Define the stochastic integral
Then we have for 1 ≤ p < ∞ and T > 0
with c(p, T ) independent of h. In particular, for (x, t), (z,t) ∈ [0, 1] × [0, T ] and some exponent δ < 1 4 we have the following Hölder regularity estimate
where Y (p, T, δ, h) is a random variable in L p with moment bound independent of h:
Proof of Lemma 3.3
We look at variations in the space and time variable separately. For the variation in space, we employ the Burkholder-Davis-Gundy inequality and Lemma 3.2 to get
using Assumption (3.11) and taking the p/2th power, we arrive at the first part of (3.13). Similarly, for the variation in time, witht = t + r, we get by BDG
Assumption (3.11) and taking the p/2th power gives the second part of (3.13), which concludes the proof. The estimate (3.14) follows from (3.13) by direct application of the KolmogorovCentsov theorem.
Lemma 3.4 The random variable
where sup
with a constant which is independent of h. Moreover, we have for all 1 ≤ p < ∞:
Proof of Lemma 3.4
The Hölder continuity statement (3.19) follows directly from estimate (3.14) of Lemma 3.3. h (x, t)
As m is finite, we conclude with Burkholder-Davis-Gundy
A priori estimates
In this section, we prove a bound on the moments of our discrete solution, which is independent of the grid size h. As the nonlinearity V ′ is not lipschitz continuous, we will first truncate the discrete solution and prove a moment bound on the truncated solutions u h trunc . Using a comparison principle, we can then control the discrete solutions and infer a moment bound on the nontruncated discrete solutions.
Existence of mild solutions
Existence of mild solutions to the continuous equation Let D ⊂ R be a bounded interval and x ∈ D. Given any bounded continuous initial condition u 0 , the Green's function of the heat equation can be expressed as
where λ k = γπ 2 k 2 are the eigenvalues and v k (x) = sin(πkx) the eigenfunctions of the Laplacian with the corresponding boundary conditions. 
We recall the following existence result by Gyöngy and Pardoux [11] . 
The random field u is 2α-Hölder in space and α-Hölder in time for every α ∈ 0, Existence of mild solutions to discrete system Proposition 4.3 Given a suitable deterministic initial condition u 0 ∈ C 4 ([0, 1]) with piecewise linear approximation u h (0), the rescaled system of SDEs (2.1) admits a unique mild solution for all times T .
, and h is fixed, the result follows by classical SDE theory.
Uniform bound on moments of truncated solutions
We start with the bound on the moments of truncated solutions, which is separated in the sup E and E sup-bounds part.
Define the truncated drift
which is a bounded and globally lipschitz function. In particular,
Equations with truncated drift A mild solution to (1.2) with nonlinearity V replaced by V ′ trunc will be denoted by u Z and reads 
where we defined the stopping time
It is convenient to write u
where v h (x, t) = 
Proof of Lemma 4.4 Notice first that the solution to the heat equation is globally bounded: v(t) L 2 ≤ e −λmint u 0 L 2 , where λ min is the smallest eigenvalue under periodic boundary conditions. Recall that A h R is the positive definite coefficient matrix which contains J R (j) on the j-th subdiagonal. Therefore, its exponential has eigenvalues bounded by one, which leads to
As V ′ trunc is bounded by M (see (4.5)), we can estimate the moments of the second term, w h Z (x, t), for all t < T , using BDG and the estimate (3.3) on the discrete semigroup: 
Proof of Lemma 4.5 Thanks to (4.9), we can write
As seen in (4.13), for all t > 0 we have
Therefore, it remains to bound
where
as defined in (3.18). We apply Lemma 3.4 to (II) and get
We conclude from (4.17), (4.19) and (4.20)
As the constant is independent of h, (4.15) follows.
Uniform moment bound without truncation
We use the following comparison theorem to derive from Lemma 4.4 and Lemma 4.5 the uniform moment bound. with initial condition u 1 (x, 0) and u 2 be the solution to
with initial condition u 2 (x, 0), and both equations are subject to the same boundary conditions. Suppose that one of the two verifies existence and uniqueness. If V 1 ≤ V 2 holds and the initial conditions satisfy u 1 (x, 0) ≤ u 2 (x, 0), then, for all t and x,
This result is taken from [10] . Define now the one-sided truncations 
Proof of Proposition 4.8 We apply the comparison theorem 4.6 for
to get for all (x, t) u 
which implies in particular
Convergence of solutions
As above in the truncated case, we write u 
Proof of Proposition 5.1
We know by semigroup properties that ∂ t g t u 0 = g t ∆u 0 and ∂ t g
This means that
The first term in (5.4) can be estimated as
By (2.20), A h R is a stencil on a uniform grid with consistency order 2. Using (3.3), we get
For the last term, we evoke Proposition 2.4 on the convergence of semigroups
Consequently, (5.5), (5.6) and (5.7) give
which proves (5.2).
Convergence of truncated solutions
Recal the splitting (4.9) where u
. Similarly, we split the solution to the continuous truncated equation (4.6) as
where v(x, t) is the solution to the heat equation and w Z the nonlinear term and the stochastic integral. After having showed convergence of v h (x, t) to v(x, t) in Proposition 5.1, we now study the convergence of the truncated nonlinear term and the stochastic convolution. 
We first estimate term (I), which we again split in two parts:
Step 1: Estimates on term (I) Note that by (4.5)
(5.14)
We split
(5.15) For (Ia), we use Cauchy-Schwarz and employ Proposition 2.4
(5.17) Using that u h trunc solves (4.7) and u Z solves (4.6), we can estimate the RHS in (5.17) further as
Summing up estimates (5.16) -(5.18), we get the following estimate for (I):
where we used the notation to avoid writing out the constant C(p, γ, T, lip(V ′ trunc )) on the RHS. As the lipschitz constant of V ′ trunc depends only on Z, we can write
Step 2: Estimates on term (II) We have
Thanks to Lemma 3.4 and its continuous counterpart, we can estimate
This is independent of t, so we get
p , so we take (5.23) to the p-th power to get
Step 3: Conclusion To sum up, we know with (5.12) that
where we used the notation to avoid writing out the constant c(p, γ, δ, t) on the RHS. Gronwall's Lemma with f (t) :
which gives the final estimate
Taking the p-th root leads the desired result.
From the above propositions, we can conclude convergence of truncated solutions in
) and almost surely. 
As for ζ < < Z < ∞ there exists a random variable X Z , which is almost surely finite, such that for ζ < Note with the Markov inequality that 
Z is a.s. finite.
From truncated to non-truncated solutions
Recall the discrete stopping time τ h Z introduced in (4.8)
we define furthermore 
which gives the equality of the events and M > 0:
We estimate the terms arising in (5.45): As X Z is almost surely finite by (5.35) from the last lemma, P[X Z > M ] → 0 for M → ∞, so the last term in (5.45) vanishes in the large M -limit. Moreover, by definition of the stopping time,
and by Markov 
which brings us to the same case as before. We summarize
and conclude (5.39) by first taking the limit in M and then in Z. In fact, (5.39) can be quantifies as such: For any given ǫ > 0 we can choose Z such that
As the sets Ω Z,h0 are ordered and increase when h 0 is decreases,
We have already proved almost sure convergence for truncated solutions in (5.31), which gave a r.v. X Z . Now have to remove the truncation. Theorem 5.6 Let u h 0 be the piecewise linear approximation of an initial data u 0 ∈ C 4 . Let u h (x, t) be the solution to the system of SDEs (2.1) and u(x, t) the solution to (1.2). Then, for all times T > 0, ζ < 1 2 and η < 1 2 − δ there exists a random variable X, which is almost surely finite, sup
In particular, we have almost surely uniform convergence of u h to u.
Proof of Theorem 5.6
Recall from above the definition
We know that the sets Ω Z defined in (5.36) are increasing in the sense of Ω Z ⊂ Ω Z+1 and P[Ω Z ] −→ 1 as Z → ∞ by Lemma 5.5. We conclude that
Z is a.s. finite, the union of Ω Z,XZ has again full measure:
On Ω Z,XZ there exists h 0 (ω) such that for all h ≤ h 0 (ω) we are in the good regime τ h Z > T and τ Z−δ > T . In this regime, we have according to Proposition 5.4
as X Z := sup h X h Z is finite on Ω Z,XZ . Therefore, for sufficiently small h there exists a finite random variable X Z such that
we nest the inequalities (5.57) to construct an almost surely finite random variable X on Z>1 Ω Z,XZ . As this union has full measure due to (5.55), we conclude 
Convergence of transition times
Solutions to equation (1.2) have a metastable behaviour: After spending a long time close to one minimum of the double well potential V , they switch quickly to the other minimum. The time which the solution needs to make this transition is called the transition time. This section adds the observation that the transition times τ h (B) for the discrete system (2.1) converge to the transition times for the limit equation (1.2) , of which precise estimates have been proved in [1] via a nearest-neighbour approximation scheme.
Given the initial condition u 0 close to one minimum of the potential V . We fix a function u min ∈ C([0, 1]) close to the other minimum and take a ball of radius ρ around u min . We want to estimate the time that the trajectory of our solution u(t) enters this neighbourhood of u min for the first time. and calculate and E τ h (ρ, q) −→ E [τ (ρ, q)] a. s. as h → 0 (6.14)
Proof of Theorem 6.2
The proof is very similar to the nearest case treated in [1] . Lemma 6.1 shows the statement for all points of continuity of ρ → τ (ρ, q). As ρ → τ (ρ, q) is cadlag and increasing on almost all ω ∈ Ω, there are at most countably many points of discontinuity. Let us denote by D the points of discontinuity for a fixed ω and by J the jump set: 
