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Abstract
The psychophysical data reported here bear on how the boundaries of an object’s retinal image are processed in early vision.
We propose that the visual system contains a mechanism sensitive to four relationships between two local stimuli some distance
apart and that the output of this hypothetical mechanism encodes and labels orthogonally the four relationships. We measured
the just-noticeable difference in the orientation difference between two test lines as well as the just-noticeable differences in their
mean orientation, mean location, and separation. A pair of noise lines was located between the two test lines. By arranging that
trial-to-trial variations in the orientation difference, mean orientation, mean location and separation of the test lines had zero
correlation with each other and with trial-to-trial variations in the corresponding variables for the two noise lines we could
demonstrate that psychophysical responses were based on the task-relevant variable and that, for each of the four task-relevant
variables, all task-irrelevant variables were ignored. The finding that responses to the test lines were unaffected by the noise lines
implies that discriminations were not influenced by first–stage spatial filters with strictly local receptive fields that responded to
both test lines. Because these findings held for a presentation duration of 20 ms we can exclude the possibility that observers
compared the two test lines by shifting either fixation or attention. We propose that, rather than by attending to two different
locations, the test lines were selected by attending to the output of the long-distance comparator whose ‘separation’ label signaled
the largest magnitude. The above proposals can account for several previously reported phenomena. More generally, an array of
the proposed long-distance comparators constitutes a system that may be capable of specifying the shape, size, location and
implicit orientation of an object’s retinal image. © 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction
A common feature of several models of spatial vision
is that they seek to explain psychophysical data in
terms of the outputs of first-stage spatial filters1 with
strictly local receptive fields that respond to the target
as a whole. These first-stage filters pass only a limited
range of orientations and spatial frequencies (reviewed
in Graham, 1989 and Regan, 2000, pp. 55–205). Their
receptive fields are assumed to be linear (reviewed in
Graham, 1989). Such models fail to account for find-
ings reported by Morgan and Ward (1985). These
authors measured the just-noticeable difference in the
separation between two test lines when the test lines
were closely flanked by two additional lines whose
locations varied from trial to trial in a way that was
uncorrelated with the trial-to-trial variations of the
* Corresponding author. Tel.: 1-416-7365627; fax: 1-416-
7365814.
E-mail address: dregan@yorku.ca (D. Regan).
1 One referee asked what we meant by the term ‘filter’. The use of
the term ‘filter’ in vision research was popularized by Craik. ‘‘Now in
mathematics it is legitimate to seek transformations in which certain
quantities (such as the physical laws of nature and the velocity of
light) remain invariant. In fact, the action of certain physical devices
which ‘recognize’ or respond identically to certain simple objects can
be treated in terms of such transformations. This the essential part of
‘recognizing’ instruments is usually a filter whether it be a mechanical
sieve, an optical filter, or a tuned electrical circuit which ‘passes’ only
quantities of the kind it is required to identify and rejects all others.
Mathematically, the situation here is that, in a perfect filter, the
transformation leaves the desired quantity unaltered, but reduces all
others to zero’’ (Craik, 1960).
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separations of the test lines. Because the flanking lines
were very close to the test lines their variations of
location would have corrupted the signals from any
first-stage spatial filters that responded to both test
lines. But the spatial jitter of the flanking lines did not
affect discrimination thresholds for the separation be-
tween the test lines. Morgan and Ward concluded that,
in their experiment, line separation discrimination
threshold could not be explained in terms of the pattern
of activity within spatial filters that were driven from a
single retinal area and that responded to both lines.
Morgan and Regan (1987) showed that the just-no-
ticeable difference in the separation of two test lines
was not affected by randomly varying the contrast of
one of the lines on a trial-to-trial basis. Because this
line-contrast manipulation caused random variations in
the spatial Fourier transform of the test line pair, this
finding indicated that the visual processing that sup-
ported the discrimination took place in the spatial
domain rather than the spatial frequency domain. Mor-
gan and Regan also reported that discrimination
threshold for line separation was independent of the
contrast of the two lines, provided that contrast was
more than two to four times above line detection
threshold.
A proposed explanation for the several findings just
described has been framed in terms of a second-stage
long-distance interaction between the outputs of first
stage local filters (Regan & Beverley, 1985, footnote 42;
Morgan & Regan, 1987). In particular, it has been
proposed that the human visual system contains a
mechanism that receives inputs from two narrow recep-
tive fields that are located some distance apart. The
hypothetical mechanism has the following properties:
(1) it does not respond to any stimuli that fall between
the two narrow first–stage receptive fields that feed it;
(2) when both first-stage receptive fields receive optimal
stimulation at the same instant, the output of the
second-stage mechanism is much stronger than the sum
of its responses to optimal stimulation of the two
first-stage receptive fields one at a time. Thus, the
hypothetical mechanism acts as a second-stage filter
whose operation is essentially nonlinear. (Reichardt and
Poggio, 1981, p. 187, writing on the topic of neural
information processing, stated that, ‘‘[E]very nontrivial
computation has to be nonlinear, that is, not repre-
sentable (even approximately), by linear operations’’).
Morgan and Regan, called their proposed mechanism a
coincidence detector, though they provided no experi-
mental evidence that it could indeed respond to coinci-
dences. (Discussions of higher-order filters in general
are available in Bock & Goode, 1996).
Morgan and Regan (1987) further proposed that
discrimination threshold for line separation is deter-
mined by the relative activity among a population of
coincidence detectors that prefer different line separa-
tions, and showed theoretically that an opponent-pro-
cess version of their ‘relative activity’ proposal could
account for their findings that (a) discrimination
threshold was not affected by randomly jittering the
contrast of one line and (b) discrimination threshold
was independent of contrast.
A sharp distinction can be drawn between the coinci-
dence detector model of line separation discrimination
and models that are framed in terms of the outputs of
first-stage filters each of which serves a single retinal
location. For example, the line-element model of
Wilson and Gelb (1984) represents a target as a point in
a multi-dimensional spatial filter output space (see
Wilson, 1991). This model is not equivalent to the
model of Morgan and Regan (1987) because it is
framed in terms of the outputs of first-stage spatial
filters with strictly local receptive fields rather than in
terms of the outputs of second-stage long-distance com-
parator mechanisms and therefore, as noted by Wilson
(1991), cannot account for data on the joint processing
of widely separated stimuli such as those reported by
Morgan and Ward (1985) and Morgan and Regan
(1987).2
The output of the long-distance comparator mecha-
nism defined above signals not only a magnitude (of
separation) but also encodes a quality (separation), i.e.
the output carries the label of line separation. (The
concept of ‘label’ is discussed in the Appendix). In this
paper we extend that conclusion by reporting evidence
that the human visual system contains a second-stage
long-distance comparator mechanism whose output en-
codes orthogonally and labels the orientation differ-
ence, the mean orientation, and the mean location as
well as the separation of a pair of lines.
2. General methods
2.1. General rationale
In this paper we address questions of the general
class, ‘‘does the human visual system contain a mecha-
nism that is specialized for the processing of stimulus
variable A?’’. Our approach is to provide empirical
evidence that, when instructed to discriminate trial-to-
2 It is, of course, possible that a line-element model framed in terms
of the outputs of second-stage coincidence detectors could account
for such data, because line-element and opponent-process models
share the common feature that they model discriminations that are
based on the pattern of activity among a population of activated
elements. However, this is not necessarily so. Although line-element
and opponent models are fully equivalent for discriminations based
on linear processes, they are generally not equivalent for discrimina-
tions based on nonlinear processing. [see Appendix D, in Regan
(2000) for a comparison of the line-element and the opponent-process
approaches to modeling discrimination data].
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trial variation in stimulus variable A, observers based
their responses on A and ignored trial-to-trial varia-
tions in all task-irrelevant variables. We use a modified
version of a previously-developed method for quantify-
ing our confidence that observers based their responses
on the task-relevant variable and ignored task–ir-
relevent variables3 (Regan & Hamstra, 1993; Gray &
Regan, 1997; Portfors & Regan, 1997). The advantage
of the method is that it can be used in experiments
where two or more variables co-vary within the stimu-
lus set, a situation in which the partial regression
coefficient procedure is unsatisfactory (Kohly & Regan,
1999).
2.2. Stimulus and apparatus
Stimuli were generated by a PC containing D:A
converters (Cambridge Instruments D300) and dis-
played on a large-screen electrostatically controlled
monitor (Hewlett-Packard model 1321A) with green
P31 phosphor. Optically superimposed on the monitor
via a beam-splitting pellicle was a uniformly illuminated
green screen which masked the slow phase of the phos-
phor afterglow of the line stimuli. The stimuli were
presented in a darkened room on a large monitor and
viewed from a distance of 290 cm.
Fig. 1 illustrates the stimulus. There were two test
lines and two ‘noise’ lines. The noise lines were always
placed between the test lines. The length of any given
line was 0. 25 deg plus a random jitter of 920%. The
line thickness was 0.02 deg. Refresh rate was greater
than 1000 Hz.
When the four-line stimulus was presented in isola-
tion a briefly lived afterimage was just detectable when
the total energy delivered by the lines was 15 times (for
author R.P.K.) or 25 times (for author D.R.) higher
than the energy levels used in the experiment. Neverthe-
less, to curtail the effective duration of the stimulus we
presented a 100 ms masker immediately following each
stimulus presentation. The width of the masker pattern
was 1.5 times the maximum width of the four-line
pattern. Each of the 20 masker lines had an orientation
that was selected randomly from the range of orienta-
tions of the test and noise lines. The location of each
masker line was assigned randomly. Ten different
masker patterns were pre-calibrated, and a random
Fig. 1. (A) The mean orientation of the two test lines was bT deg, the
difference between their orientations was 2aT deg, the separation
between their midpoints was ST deg of visual angle, and their
midpoint was located MT deg of visual angle from a fixed mark. (B)
The mean orientation of the two ‘noise’ lines was bN deg, the
separation between their midpoints was SN deg of visual angle, and
their midpoint was located MN deg of visual angle from a fixed mark.
The two pairs of lines were combined to create the stimulus illus-
trated in panel C. Note that the values of aT, bT, bN are considerably
exaggerated in panels A and B. Panel C gives a better impression of
the values used in the experiment. L1–L4 in panel C were LEDs to
aid fixation. Following each 20- (or 100-) ms presentation a 20-line
masker pattern centered on the location of the four-line stimulus was
presented for 100 ms. A typical masker patterns is illustrated in panel
D.
3 It cannot be assumed that an observer followed instructions to
ignore a task-irrelevent variable when the task-irrelevent variable had
some degree of correlation with the task-relevent variable. For exam-
ple, the question ‘‘does the human visual system contain a mechanism
that is specialized for processing the speed of a cyclopean grating?’’
cannot be addressed by straightforwardly measuring discrimination
threshold for speed; temporal frequency, and distance moved during
a presentation both have 100% correlation with speed when spatial
frequency and presentation duration are held constant, and perceived
contrast may co-vary with speed also (Kohly & Regan, 1999). How
can the experimenter be sure that the observer entirely ignored all
task-irrelevent variables or even that responses were based on a
task-irrelevent variable? (For a case in point, see Gray & Regan,
1999). Asking the observer is of no avail; even experienced observers
are often unsure. A solution to the cyclopean speed problem was
described by Kohly and Regan (1999). The more general problem is
discussed in Regan (2000), pp. 17–22).
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selection from the ten was made after each
presentation.
DC voltages controlled the separation, mean loca-
tion, orientation difference and mean orientation of
both the test and noise lines. The voltages were gener-
ated by digital-to-analog (D:A) converters within a
second PC that controlled the psychophysical proce-
dure. Responses were recorded through a button box
connected to the second PC via A:D converters. Feed-
back was provided following each response.
2.3. Obser6ers
Observer 1 (author R.P.K.) was female, aged 26
years. Observer 2, who was naive as to the aims of the
experiment, was a male aged 19 years. Both observers
participated in all the experiments reported except for
the second part of Experiment 1 which was carried out
by observers 1 and 3. Additional data were collected
from observer 3 (author D.R., a male aged 64 years).
3. Experiment 1
3.1. Purpose
The purpose of Experiment 1 was to find whether the
visual system contains a long-distance comparator
mechanism whose output encodes orthogonally orienta-
tion difference and mean orientation (see Fig. 1).
3.2. Methods
3.2.1. Rationale
We varied aT and bT simultaneously and orthogo-
nally for the following reasons: (1) to ensure that
neither line alone provided a reliable cue to the task.
Our purpose was to force observers to base their re-
sponses on a comparison of the two test lines (see Fig.
1 for explanation of symbols).4 (2) to allow us to test
whether observers could carry out both tasks simulta-
neously and independently of one another, and to bring
out the effect of changing the observer’s task while
keeping the stimulus set constant; (3) To allow a com-
parison of thresholds in the two-task and one-task
conditions while keeping the stimulus set constant.
We randomly jittered the line length of the test and
noise lines so as to remove trial-to-trial variations in the
distance between the ends of the lines as a reliable cue
to the task of discriminating orientation difference (see
Regan, Gray & Hamstra, 1996).
3.2.2. Stimulus organization
In the first part of Experiment 1 there were six values
of aT, six values of bT and six values of bN, all
symmetrically placed about zero. In most runs, the
range of values was the same for aT, bT and bN (94
deg). Within the set of 216 test stimuli there was zero
correlation between aT, bT and bN, i.e. these three
variables were orthogonal. All other variables were held
constant: ST was 49 arcmin and SN was 7.5 arcmin; MT
coincided with MN. In the second part of Experiment 1
MT coincided with MN as in the first part, but SN was
increased to 19 arcmin and the common location varied
by up to 920 arcmin. Two subsets of 36 test stimuli
each were added in which aT and bT, respectively were
orthogonal to the common location of MT and MN.
3.2.3. Procedure
Each trial consisted of one presentation of a test
stimulus. Presentation duration was 20 ms for observers
1 and 2 and 100 ms for observer 3. The observer’s task
was to signal after each trial whether (a) the test lines
were turned outwards (as in Fig. 1) or turned inwards,
i.e. whether 2aT was negative or positive; and (b)
whether the mean orientation of the two lines was
clockwise or anticlockwise of vertical.
3.2.4. Data analysis
Three psychometric functions were obtained for each
of the two sets of responses, giving six functions in
total. Threshold for discriminating the difference in the
orientations of the test lines was defined as [(aT)75
(aT)25] where (aT)75 and (aT)25, respectively, were the
values of aT that gave 75 and 25% ‘test lines turned
inwards’ responses. (Note that the difference in the
orientations of the two test lines was 2aT). Threshold
for the mean orientation of the test lines was defined as
0.5[(bT)75 (bT)25] where (bT)75 and (bT)25, respectively,
were the values of bT that gave 75 and 25% ‘mean
orientation clockwise of vertical’ responses. Thresholds
were calculated by subjecting the response data to
probit analysis (Finney, 1971).
3.3. Results and discussion
From this point on, by ‘the slope of the psychometric
function’ we mean the slope of the straight-line probit
fit on probability paper. First we discuss the results of
the first part of Experiment 1. Fig. 2A–F shows results
for observer 1 with presentation duration 20 ms. It is
evident to eyeball inspection that observer 1 based her
responses on the task-relevant variable and that trial-
to-trial variations of the task-irrelevant variables had
little effect on the observer’s responses. To express these
4 However, there is often a gulf between what should theoretically
be true and what is true in practice when one uses electronic
equipment, and especially where computers are concerned. So, as we
describe later we checked this point empirically. Some background to
what might, to some, seem overcaution is narrated in Regan (2000),
pp. 17–22) ‘‘Clever Hans and worse’’.
R.P. Kohly, D. Regan : Vision Research 40 (2000) 2291–2306 2295
Fig. 2. Discrimination of the difference of orientation (A–C) and the
mean orientation (D–F) of a pair of test lines between which was a
pair of noise lines. The task-relevant variable is plotted along the
abscissas in (A) and (E). Task-irrelevant variables are plotted along
the abscissas in (B, C, D & F). Each psychometric function was based
on 1296 responses. Observer 1.
corresponding to Fig. 2C,F were flat, indicating that
the observer ignored variations in the orientation of the
noise lines. The ratio of the slopes corresponding to
Fig. 2A,B was 0.90:1, not significantly different from
unity. This implies that, when instructed to discriminate
aT, observer 1 was influenced by trial-to-trial variations
in bT to exactly the same extent as trial-to-trial varia-
tions in the task-relevant variable aT. Similarly, the
ratio between the slopes corresponding to Fig. 2E,D
was 1.1:1, and this was not significantly different from
unity. Again as expected, when instructed to discrimi-
nate bT, observer 1 was influenced by trial-to-trial
variations in aT to exactly the same extent as by trial-
to-trial variations in the task-relevant variable bT.6
Our conclusions are as follows. First-stage spatial
filters with strictly local receptive fields that responded
to both test lines must necessarily have been affected by
both noise lines also. We can reject the hypothesis that
discrimination thresholds for orientation difference and
mean orientation were based on the output of such
filters on the grounds that the slope of the psychometric
function in Fig. 2A is far steeper than the slope of the
psychometric function in Fig. 2C and the slope of the
psychometric function in Fig. 2E is far steeper than the
slope of the curve in Fig. 2F.
Now we turn to the question of orthogonality. Eye-
ball inspection of Fig. 2A,B,D,E indicates that trial-to-
trial variations of 94 deg in the mean orientation (b)
of the test lines had a negligible effect on the observer’s
responses when she was discriminating orientation dif-
ference, and that trial-to-trial variations of 98 deg in
the orientation difference (2aT) had a negligible effect
on her responses when she was discriminating mean
orientation. The same was true for observers 2 and 3.
We conclude that our observers could ignore mean
orientation while discriminating orientation difference,
and could ignore orientation difference while discrimi-
nating mean orientation.
This latter conclusion is relevant to previous studies
showing that observers can average over orientations so
as to discriminate the mean orientations within multiple
patches of texture elements, where each patch contains
many texture elements with different orientations
(Dakin & Watt, 1997; Dakin, 1999). Our finding indi-
cates that observers can average the orientation of
selected elements within the field of view while ignoring
the orientations of other elements.
More quantitatively, the act of changing the observ-
er’s task from discriminating orientation difference to
points quantitatively, we measured the ratio (slope A):
(slope B) and the ratio (slope A):(slope C). These ratios
were, respectively, 18:1 and 140:1. As in a previous
report (Kohly & Regan, 1999), we defined the confi-
dence ratio as equal to the smaller of the two ratios.
The confidence ratio expresses our confidence that the
observer based her responses entirely on the task-rele-
vant variable and ignored all task-irrelevant variables5.
The corresponding threshold and confidence ratio for
discriminating trial-to-trial variations in the mean ori-
entation of the test lines were obtained similarly for the
response data shown in Fig. 2D–F. Discrimination
thresholds and confidence ratios for each of the two
tasks are set out in Table 1.
To rule out the possibility that some subtle stimulus
artifact might have undone our rationale we carried out
a control experiment in which only one test line was
presented. Unsurprisingly, the psychometric functions
5 As discussed previously, although we cannot define some critical
value of the confidence ratio above which we have 100% confidence,
we consider that ratios above about 3 indicate a high level of
confidence. But that even when a confidence ratio is close to unity we
cannot conclude that the visual system does not contain a specialized
mechanism for the task-relevant variable (Kohly & Regan, 1999).
6 In a second control experiment we used both test lines and added
two additional stimulus subsets. In one subset, aT and aN were
orthogonal, and in the other bT and aN were orthogonal. The
maximum variation of aN was equal to the maximum variation of aT.
Thresholds for aT and bT were unaffected by the additional variation
in aN and our conclusions were unchanged.
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Table 1
Threshold and confidence ratios (CR) for discriminating the orientation difference (2aT) and mean orientation (bT) of a pair of test lines
Mean orientation thresholdPresentation durationDiscriminationObserver Orientation difference threshold CRCR
(SE)task (SE)(ms)
1 20aT & bT 2.6 (0.1) deg 18 1.5 (0.1) deg 16
202 4.9 (0.2) degaT & bT 15 2.3 (0.1) deg 16
100 2.8 (0.3) deg 25aT & bT 2.2 (0.1) deg3 14
discriminating mean orientation created a ratio
[slope(A)]:[slope (B)] [slope(E)]:[slope (D)] of 288.
When the observer was denied a comparison between
the two test lines, this ratio fell to 0.99, a value not
significantly different from unity.
How did observers 1 and 2 compare the two test
lines? In principle, one way would be to shift fixation
from one to the other line. But this would not be
possible within a total presentation duration of 20 ms;
the shortest reported saccade latency is 100–150 ms
(Kowler, 1990). A second way would be to shift the
focus of attention from one line to the other while not
moving the eyes. But the consensus seems to be that
such a shift could not be achieved within 20 ms (Reeves
& Sperling, 1986; Sperling & Weichselgartner, 1995).
Our findings can be explained along the lines pro-
posed by Morgan and Regan (1987): a second-stage
long-distance comparator mechanism that receives in-
puts from simultaneous stimulation of two first-stage
narrow receptive fields some distance apart. We pro-
pose that discrimination thresholds were determined by
long-distance comparators whose outputs carried orien-
tation difference and mean orientation labels and that
these two variables were signaled orthogonally
(crosstalk less than 0.5%). These outputs were not
affected by stimuli falling between the two narrow
first-stage receptive fields that feed any given long-dis-
tance comparator.
Now we discuss the results of the second part of
Experiment 1. The nearest-neighbour test and noise
lines were separated by only 10 arcmin so that the 920
arcmin random trial-to-trial bodily shifts of the entire
four-line display meant that the observer was unable to
reliably predict the future location of any given line.
For example, the location that was occupied by the left
test line on one trial might be occupied by the left noise
line on the next trial, or the location that was occupied
by the right test line might be occupied by the right
noise line on the next trial. Therefore, an attempt to
direct attention to the expected locations of the test
lines would fail. For observer 1 the psychometric func-
tions corresponding to Fig. 2 gave the following ratios
of slopes: [slope (A)]:[slope (B)]6.4; [slope (A)]:
[slope (C)]\40; [slope(E)]:[slope(D)]\26;[slope(E)]:
[slope(F)]\21. Thus, observer 1 was able to perform
the task even when the location of the 4-line pattern
was randomly varied through 920 minarc. The ob-
server also ignored trial-to-trial variations in the loca-
tion of the 4-line pattern. Because the observer
dissociated aT and bT it follows that she based her
responses on a comparison of the two test lines. We
conclude that the observer did not select the test lines
by directing focal attention to two spatial locations.
Results for observer 3 confirmed this conclusion.
4. Experiment 2
4.1. Purpose
The purpose of Experiment 2 was to find whether the
visual system contains a long-distance comparator
mechanism whose output encodes orthogonally mean
location and separation (see Fig. 1).
4.2. Methods
4.2.1. Rationale
We varied MT and ST simultaneously and orthogo-
nally for reasons analogous to those set out in Experi-
ment 1. We arranged that the maximum variation in
MT was exactly half of the maximum variation of ST to
ensure that the observer could not unconfound the two
variables by attending to one line only. As well, we
randomly jittered the line length of the test and noise
lines so that our observers could not use the aspect
ratio of an imaginary rectangle as a cue to the line
separation discrimination task.
4.2.2. Stimulus organization
In the set of 252 test stimuli there were six values of
MT, six of MN, six of ST, and six of SN. Test stimuli
were divided into two subsets. In one subset of 216
stimuli there was zero correlation between MT, ST and
MN. In the second subset of 36 stimuli there was zero
correlation between ST and SN. Within the first subset,
the six values of SN from the second subset were
randomly allocated among the 216 stimuli and in the
second subset the six values of MT and MN from the
first subset were randomly allocated among the 36
stimuli. This design has been described previously
(Kohly & Regan, 1999). Its purpose is to ensure that
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Fig. 3. Discrimination of the mean location (A–C) and separation (D–H) of a pair of test lines between which was a pair of noise lines. The
task-relevant variable is plotted along the abscissa in (A), (E) and (G). Task-irrelevant variables are plotted along the abscissas in (B, C, D, F &
H). The psychometric functions in (A–F) were based on 1216 responses, in (G & H) on 216 responses. Observer 1.
the observer cannot know from which subset any given
test stimulus was drawn and, therefore, cannot adjust
decision strategy according to subset. The range of
values was 64–94 arcmin for ST, 8–38 arcmin for SN,
and 97.5 arcmin for MT and MN. The values of ST,
MT, SN and MN chosen for the reference stimulus were
equal to the corresponding means for the test stimulus
set.
4.2.3. Procedure
For observer 1 each trial consisted of one 20 ms
presentation of the reference stimulus followed by one
20 ms presentation of the test stimulus in what Macmil-
lan and Creelman (1991), p. 135) call a reminder de-
sign.7 A 100 ms presentation of the masker pattern
immediately followed both the reference and the test
presentations. In between was a blank interval of dura-
tion 500 ms. The observer’s task was to signal after
each trial whether (a) the separation of the two test
lines was greater or smaller than the separation of the
two reference lines, and (b) whether the mean location
of the test lines was to the left or right of the mean
location of the reference lines. An additional feature
was that a random displacement of up to 93.75 ar-
cmin was impressed on the mean location of the test
lines on every trial (the total range of MT was the same
as MN, see Section 4.2.2). This random positional jitter
ensured that the observer could not base discrimina-
tions of test MT on whether test MT was to the left or
right of some mark on the optically superimposed
uniformly-illuminated field. A second consequence was
that the observer was forced to base her discrimination
on a comparison of the test and reference presentations
in any given trial rather than on a comparison of the
test stimulus with a memory of the entire stimulus set
or of the last few presentations.8
Observers 2 and 3 did not use a reference stimulus.
Each trial consisted of a single presentation of a test
stimulus. In this single-presentation procedure it was
not possible to include random positional jitter.
4.3. Results and discussion
Fig. 3A–H shows response data for observer 1 when
presentation duration was 20 ms. It is evidence to
eyeball inspection that observer 1 based her responses
8 Thus, discrimination performance could be described in terms of
the neural representation model of discrimination rather than in terms
of criterion-setting theory of discrimination (Treisman & Falkner,
1984; Treisman & Williams, 1984; Treisman & Falkner, 1985; Lages
& Treisman, 1998; Regan, 2000 pp. 184–191).
7 This design differs from the temporal two alternative forced
choice design which requires the reference stimulus to be presented
first or second on a random basis.
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on the task-relevant variable and that trial-to-trial vari-
ations in the task-irrelevant variables had little effect on
the observer’s responses. To express this point quantita-
tively, we found the ratio of the slopes in (A) and (B) to
be 7:1 and the ratio between the slopes in (A) and (C)
to be 5:1. Corresponding data for observer 2 and 3,
respectively, were as follows: 5:1, 7:1; 4:1, greater than
100:1.
The ratio of the slopes in (E) and (D) was 41:1 and
the ratio of the slopes in (E) and (F) was 41:1. Corre-
sponding data for observers 2 and 3, respectively, were
as follows: 11:1, 23:1; 24:1, 59:1.
The ratios of the slopes in (G) and (H) were greater
than 100:1, 18:1 and 20:1 for observers 1, 2 and 3,
respectively.
Discrimination thresholds and confidence ratios for
each of the two tasks, obtained for our two observers,
are listed in Table 2.
We carried out a control experiment in which only
one test line was presented. The pattern of results was
quite different from that shown in Fig. 3. The psycho-
metric function in the panels corresponding to A, B, D,
& E of Fig. 3 were identical, indicating that our observ-
ers were totally unable to distinguish between trial-to-
trial variations in MT and ST. In particular, the ratio of
the slopes corresponding to Fig. 3A,B was 0.88, and
this was not significantly different from unity. Similarly,
the ratio between the slopes corresponding to Fig. 3E,D
was 1.1:1, again not significantly different from unity.
Unsurprisingly, the observers ignored variations in the
both the separation and mean location of the noise
lines.
Our conclusions are as follows: First-stage spatial
filters with strictly local receptive fields that responded
to both test lines must necessarily have been affected by
both noise lines also. We can reject the hypothesis that
discrimination thresholds for separation and mean loca-
tion were based on the outputs of such first-stage filters
on the grounds that (1) that the slope of the psychomet-
ric function in Fig. 3A is five times steeper than the
slope of the psychometric function in Fig. 3C and (2)
the slope of the psychometric function in Fig. 3E is
more than 41 times steeper than the slope of the
psychometric function in Fig. 3F.
The act of switching the task from discriminating the
mean location of the two test lines to discriminating
their mean separation created a ratio [slope (A)]:[slope
(B)] [slope (E)]:[slope (D)] of 287. When observer 1
was denied a comparison between the two test lines,
this ratio fell from 287 to 0.97, a value not significantly
different from unity.
How did observer 1 and 2 compare the two test lines?
As in Experiment 1 we can reject a shift of fixation or
a shift of attention because our presentation duration
was 20 ms.
Following the line of argument set out earlier, we
conclude that our observers based their discriminations
of MT and ST on the task-relevant variables and ig-
nored all task-irrelevant variables. We propose that the
two discrimination thresholds were determined by long-
distance comparators whose outputs carried mean loca-
tion and separation labels, and that these two variables
were signaled orthogonally with less than 0.5%
crosstalk.
5. Experiment 3
5.1. Purpose
The purpose of Experiment 3 was to find whether the
visual system contains a long-distance comparator
whose output encodes orthogonally orientation differ-
ence and separation (see Fig. 1).
5.2. Methods
5.2.1. Rationale
Because the separation of the test lines varied either
orthogonally or randomly (depending on the stimulus
subset) with respect to the orientation difference of the
test lines, the distance between the ends of the test lines
did not serve as a cue to the orientation difference task.
Consequently, we did not randomly jitter the length of
the test and noise lines in this experiment.
5.2.2. Stimulus organization and procedure
We used the six values of aT, bT and bN that were
used in Experiment 1, the six values of ST, MT and SN
that were used in Experiment 2 and six values of aN
such that the maximum variation of aN was equal to
the maximum variation of aT. The 216 test stimuli were
divided into six equal subsets of 36 stimuli. In subset 1
there was zero correlation between aT and ST; in subset
Table 2
Thresholds and confidence ratios for discriminating the separation (ST) and mean location (MT) of a pair of test lines
Discrimination task Presentation duration (ms) CRObserver CR Separation threshold (SE)Mean location threshold (SE)
415.2 (0.22) arcminST & MT 4.76.2 (0.4) arcmin201
ST & MT 112 8.6 (0.6) arcmin4.95.2 (0.4) arcmin20
5.6 (0.5) arcmin 24100 4.0 (0.7) arcmin3 3.9ST & MT
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Fig. 4. Discriminations of the orientation difference (A–E) and
separation (F–I) of a pair of test lines between which was a pair of
noise lines. The task-relevant variable is plotted along the abscissa in
(A) and (G). Task-irrelevant variables are plotted along the abscissas
in (B–E), (F), (H) & (I). The psychometric function in (A) was based
on 576 responses, the psychometric function in (G) was based on 432
responses and the rest of the psychometric functions in this figure
were based on 144 responses. Observer 1.
stimulus were equal to the corresponding means for the
test stimulus set. Presentation duration was 20 ms for
observers 1 and 2. Observer 2 performed the task by
comparing the test stimulus to a built-up representation
of the mean of the stimulus set. The procedure was
similar to that of Experiment 2 with the exception that
no random jitter was imposed on the mean location of
the test lines. As a control, we repeated the experiment
using the same six values of aT, bT, bN, ST, SN and MT
but aN was always zero.
5.3. Results and discussion
Fig. 4A–I shows response data for observer 1. The
discrimination thresholds for each of the two tasks,
obtained for observers 1 and 2, are listed in Table 3.
Thresholds for aT and ST were unchanged in a control
experiment when aN was held constant at zero.
Following the line of argument set out earlier, we
conclude: (1) that our observers based their discrimina-
tions of orientation difference on the task-relevant vari-
able and ignored all trial-to-trial variations in aN, bT,
bN and ST; and (2) that our observers based their
discriminations of ST on the task-relevant variable and
ignored trial-to-trial variations in aT, SN and MT. We
propose that the two discrimination thresholds were
determined by long-distance second-stage comparators
whose output encoded orientation difference and sepa-
ration. We conclude these mechanisms were insensitive
to any stimuli that fell between the two narrow first-
stage receptive fields that fed them.
Now we turn to the question of orthogonality. Eye-
ball inspection of Fig. 4A–I indicates that trial-to-trial
variations of 915 minarc in ST had a negligible effect
on the observer’s responses when she was discriminat-
ing aT, and that trial-to-trial variations of 94 deg in aT
had a negligible effect on the observer’s responses when
she was discriminating ST. More quantitatively, chang-
ing the observer’s task from discriminating the orienta-
tion difference of the test lines to discriminating their
separation created a ratio (slope A):(slope B) (slope
G):(slope F) of 3000 (and a ratio of 1300 for observer
2). We conclude that our observers were able to ignore
trial-to-trial variations in ST when instructed to dis-
criminate aT and was able to ignore trial-to-trial varia-
tions in aT when instructed to discriminate ST. We
propose that these two variables were signaled orthogo-
nally with negligible crosstalk (less than 0.1%) by long-
2 there was zero correlation between aT and bN; in
subset 3 there was zero correlation between aT and aN.
In subset 4, there was zero correlation between aT and
bT; in subset 5 there was zero correlation between ST
and SN; and in subset 6 there was zero correlation
between ST and MT. As in Experiment 2 we ensured
that the observer could not know from which subset
any given test stimulus was drawn. The values of aT,
aN, bT, bN, ST, SN and MT chosen for the reference
Table 3
Thresholds for discriminating the orientation difference (2aT) and separation of a pair of lines
Separation threshold (SE)Orientation difference threshold (SE)Discrimination taskPresentation duration (ms)Observer
1 4.6 (0.4) arc min20 3.7 (0.3) deg2-task: aT & ST
2 20 2-task: aT & ST 8.1 (0.2) deg 6.6 (0.6) arc min
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Table 4
Single-task thresholds for discriminating orientation difference (2aT), mean orientation (bT), separation (ST), and mean location (MT) of a pair
of lines
Presentation duration (ms) Threshold (SE)Observer CRDiscrimination task
201 2.6 (0.1) degaT 19
bT 20 1.9 (0.1) deg 5
20 4.8 (0.2) arcmin 13ST
20 6.6 (0.5) arcminMT 3
100 2.4 (0.1) deg2 27aT
100 1.9 (0.1) degbT 15
ST 100 2.0 (0.3) arcmin 13
100 3.9 (0.1) arcminMT 9
distance comparators that were insensitive to stimuli
between the receptive field pairs that fed them.
6. Experiment 4
6.1. Purpose
The purpose of Experiment 4 was to find whether the
visual system contains a long-distance comparator
whose output encodes the mean location of a pair of test
lines, and is not affected by trial-to-trial variations in
the mean orientation, orientation difference, and sepa-
ration of the test lines.
6.2. Methods
6.2.1. Stimulus organization and procedure
We used the six values of MT, ST and MN that were
used in Experiment 2 and the six values of aT and bT
that were used in Experiment 1. The set of 144 test
stimuli was divided into four equal subsets. In subset 1
there was zero correlation between MT and MN; in
subset 2 there was zero correlation between MT and ST;
in subset 3 there was zero correlation between MT and
aT; in subset 4 there was zero correlation between MT
and bT. As in Experiment 2 we ensured that observers
were unable to tell from which subset any given stimu-
lus had been drawn. The values of MT, ST, aT and bT
and MN chosen for the reference stimulus were equal to
the corresponding means for the test stimulus set. The
procedure was similar to that of Experiment 2. Presen-
tation duration was 20 ms for observer 1 and 100 ms
for observer 2.
6.3. Results and discussion
Discrimination threshold for mean location was 7.1
(SE0.8) arcmin for observer 1 and 4.8 (SE0.3)
arcmin for observer 2.
Following the line of argument set out earlier, we
conclude that discrimination of MT was based on the
task-relevant variable, and trial-to-trial variations in
MN, ST, aT and bT were ignored. We propose that
discrimination threshold for MT was determined by a
second-stage long-distance comparator whose output
encoded the mean location of the test lines and that the
comparator was insensitive to stimuli falling between
the two narrow first-stage receptive fields that fed it.
7. Experiment 5
7.1. Purpose
The purpose of Experiment 5 was to find whether the
discrimination thresholds measured using the two-task
procedures of Experiments 1 and 2 would be changed if
observers had only one task.
7.2. Methods
7.2.1. Stimulus organization and procedure
The stimulus set and procedures were the same as in
Experiments 1 and 2, but the four discrimination
thresholds were measured in four separate experiments.
7.3. Results and discussion
Discrimination thresholds and confidence ratios are
set out in Table 4. For observer 1, there was no
significant difference between the thresholds for aT and
bT obtained under the one-task and two-task discrimi-
nation experiments (t(5) 0. 23, P\0.50 and t(5)
2.48, P\0.05, respectively). As well, there was no
statistically significant difference between the thresholds
for MT and ST obtained under the one-task and two-
task discrimination experiments (t(5) 2.21, P\
0.075 and t(5)0.24, P\0.5, respectively). For
observer 2, there was no significant difference between
the thresholds for aT obtained under the one- and
two-task discrimination experiments (t(5) 0. 54,
P\0.50); however, there was a small but statistically
significant difference between the thresholds for bT
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obtained in the one- and two-task discrimination exper-
iments (t(5) 2. 6, PB0.05). There was no signifi-
cant difference between the thresholds for MT and ST
obtained under the one- and two-task discrimination
experiments for observer 2 (t(t)0.98, P\0. 50 and
t(5)0.73, P\0.45, respectively).
We conclude that the loading of attentional resources
was not appreciably different in the two-task experi-
ment compared to the one-task experiment, and there
was no significant cross-talk between the early process-
ing of orientation difference and mean orientation or
between the early processing of separation and mean
location.
8. Experiment 6
8.1. Purpose
The purpose of Experiment 6 was to find how the
one-task discrimination thresholds for orientation dif-
ference, mean orientation, separation and relative mean
location of the test lines varied as a function of the
contrast of the test lines.
8.2. Methods
8.2.1. Calibration
The test line display was calibrated using a photo-
multiplier whose linearity over the operating range was
checked by means of calibrated neutral density filters.
The luminance of the test lines relative to the optically-
superimposed background field was established by vi-
sual photometric comparison.
8.2.2. Definition of contrast
There are several definitions of the contrast of a
single isolated target such as a bright line. Rather than
Weber contrast [(L2L1):L1] or Michaelson contrast
[(L2L1):(L1L2)] we chose to use the following defi-
nition: contrast is equal to [(L2L1):L2], where L2 is
the luminance of the line and L1 is the luminance of the
surround. According to Burr, Ross and Morrone (1985)
the rationale for this definition is that the visual re-
sponse to a line is regulated by local gain control that
occurs before spatial summation and before the detec-
tion stage.
8.2.3. Procedure
In the first part of Experiment 6 we measured con-
trast detection threshold for the test lines. We used a
one-interval yes–no psychophysical design to measure
d % (Macmillan & Creelman, 1991). Each trial consisted
of a single presentation of duration 100 ms. The stimu-
lus was one of two possibilities. The test lines were
either presented or not presented. However, the noise
lines and masker were always presented. Equal num-
bers of the two stimuli were presented in any given run.
The mean location of the test and noise lines was
randomly jittered across trials. The observer’s task was
to signal whether or not the test lines had been
presented.
In the second part of Experiment 6 we measured how
discrimination threshold varied as a function of the
contrast of the test lines. The stimulus sets and proce-
dures were the same as in Experiments 1 and 2 with the
exception that observers performed a one-discrimina-
tion task rather than a two-discrimination task and the
contrast of the test lines varied across each threshold
measurement.
8.3. Results
In Fig. 5A–D the contrast of the test lines was
expressed as a multiple of contrast detection threshold
for the test lines (21% for observer 1 and 13% for
observer 2). Fig. 5A–D shows that all four discrimina-
tion thresholds were approximately independent of line
contrast for line contrasts greater than two to four
times line detection threshold for both observers 1 and
2.
9. General conclusions
9.1. Long-distance comparators whose outputs signal
orthogonally four relationships between two lines
Our observers ignored trial-to-trial variations in the
two inner (noise) lines and always based their discrimi-
nations on the task-relevant relationship between the
two outer (test) lines. This finding cannot be explained
entirely in terms of first-stage spatial filters with strictly
local receptive fields. We propose that the human visual
system contains a long-range comparator mechanism
that is insensitive to stimuli that fall between the two
first-stage receptive fields that feed it.
It does not seem likely that attention-directed de-
scending signals could switch visual pathway connectiv-
ity during a 20 ms presentation. We conclude that mean
orientation and orientation difference, mean location
and separation, and orientation difference and separa-
tion are encoded in parallel.
Next we discuss how our observers identified the pair
of test lines, rejecting the five task-irrelevant line pair-
ings. There is a considerable literature on the theoreti-
cal construct focal spatial attention. It has been
suggested that visual attention acts like a spotlight
focussed on some discrete location (Posner, Snyder &
Davidson, 1980) or a zoom lens (Eriksen & James,
1986). At first sight our findings might seem to bear on
the possibility of directing attention simultaneously to
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two sharply-defined locations that are some distance
apart while ignoring stimuli between those two loca-
tions. But we can reject this possibility on the grounds
that, in the second part of Experiment 1 and in Exper-
iments 3 and 4–6, the exact spatial location of one of
other test line in any given presentation could not be
predicted.
Our proposed explanation is as follows. Suppose that
(1) each of the six possible pairings of lines in our
four-line display drove a different population of long-
distance comparators and that (2) the output of each
population encoded four orthogonally-labelled quanti-
ties: orientation difference, mean orientation, separa-
tion and mean location. The magnitude of the
separation-labelled signal component would indicate
which of the six populations of long-distance compara-
tors was driven by the outer pair of lines. By selectively
attending to ‘widest separation’ indicator, an observer
would, in effect, by selectively attending to a feature
(i.e. ‘outermost pair’) that defined the test lines. This is
a quite different thing from attending to a pair of
spatial locations. The concept of feature-based or ob-
ject-based attention as distinct from the concept of
locally-focussed attention has been discussed by Treis-
man and Gelade (1980) and by Roelfsema, Lamme and
Spekreijse (1998).
We assume that, having thus identified the task-rele-
vant population of comparators, the observer could
discriminate the signals from the task-relevant popula-
tion that were labeled with separation, mean location,
mean orientation and orientation difference. This im-
plies that the ‘widest separation’ indicator tags the
orientation difference, mean orientation, and mean lo-
cation signals from the task-relevant population of
long-distance comparators so as to differentiate them
from the corresponding signals from the other five
populations of long-distance comparators. We conclude
that the output of each of the proposed long-distance
comparators encodes orthogonally four labelled signals,
and reject the possibility that there is a different kind of
long-distance comparator for each of the four relation-
ships between the test lines.
Following the algebra set out in the Appendix of
Morgan and Regan (1987) we can understand why the
four discrimination thresholds we measured were inde-
pendent of line contrast for contrasts more than about
two to four times above line detection threshold, if we
make the following assumptions. (1) Discrimination
threshold for the mean location of two test lines was
determined by opponent processing within a population
of long-distance comparator mechanisms, each of
which preferred a different mean location and whose
outputs carried a ‘mean location’ label. (2) Discrimina-
tion threshold for the separation of two test lines was
determined by opponent processing within a population
of long-distance comparator mechanisms, each of
which preferred a different separation and whose out-
puts carried a ‘separation’ label. (3) Discrimination
threshold for the mean orientation of the two test lines
was determined by opponent processing within a popu-
Fig. 5. Effect of the contrast of the two test lines on discrimination thresholds for the orientation difference between the lines (2aT), their mean
orientation (bT), their separation (ST) and their mean location (MT).
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lation of long-distance comparator mechanisms, each of
which preferred a different mean orientation and whose
outputs carried a ‘mean orientation’ label. (4) Discrimi-
nation threshold for orientation difference was deter-
mined by opponent processing within a population of
long-distance comparator mechanisms, each of which
preferred a different orientation difference and whose
outputs carried an ‘orientation difference’ label. The
so-called combinatorial objection to the above pro-
posals is discussed in the Appendix.
9.2. Possible role of long-distance comparators in other
psychophysical findings
Our proposal (Experiment 1) that the human visual
system contains long-distance comparator mechanisms
whose outputs orthogonally signal the mean orientation
of the two test lines independently of their difference in
orientation might account for the finding reported by
Li and Westheimer (1997) that observers can discrimi-
nate the implicit orientation of a crossed pair of lines or
the implicit orientation of an ellipse.
Our finding (Experiment 3) that observers can disso-
ciate and discriminate simultaneous trial-to-trial varia-
tions in both the separation and the difference in
orientation of two lines provides independent evidence
in support of the hypothesis put forward by Wilson and
Richards (1989) that the curvature of a line is encoded
in terms of the separation and difference in preferred
orientation of two narrow spatial filters that are fed
from distant locations.
Our proposal (Experiment 1) that the human visual
system contains long-distance comparator mechanisms
that signal the difference in the orientations of a pair of
lines independently of their mean orientation might
account for our finding that observers can make acute
discriminations of both Vee angle and the angle con-
tained by crossed lines even when there are large ran-
dom trial-to-trial rotations of the Vee or cross (Regan
& Hamstra, 1992; Chen & Levi, 1996; Regan et al.,
1996).
Long-distance comparator mechanisms that signal
the mean location of two test lines independently of
their separation, orientation difference and mean orien-
tation (Experiment 4) would encode the local location
of what has been termed the core of a shape (Burbeck
& Pizer, 1995).
Finally, the long-distance comparator mechanisms
for contour separation could account for the finding
that the aspect-ratio aftereffect caused by inspecting a
solid sharp-edged rectangle transfers to an outlined
ellipse (Regan & Hamstra, 1992). It might also explain
why we can recognize a given shape whether it is the
shape of a solid or the shape of an outlined figure — a
problem of historical interest to the Gestaltists (Koffka,
1935; Ellis, 1967).
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Appendix A
One of the referees stated that the so-called combina-
tional argument that has been invoked in criticism of
the proposal of Morgan and Regan (1987) also applies
to out present extension of that proposal. The criticism
has been stated by Wilson (1991), p. 81) as follows: ‘‘for
each different separation S the model requires a differ-
ent pair of comparators and a different opponent stage.
To cover a large range of separations in two dimensions
this would require a vast number of neurons. For
example, given that there are approximately 1.5 million
ganglion cells in each retina, comparators for all sepa-
rations representing all possible pairs of cells would
require on the order of 2.251012 neurons, about 40
times more than the total population of the visual
cortex!’’.
As stated, this argument is based on the assumption
that there is necessarily a 1:1 relationship between the
boxes (processing stages) within a psychophysical
model and the information encoded by individual neu-
rons, an assumption that we do not hold. Rather, we
assume that at least some of the boxes within a psycho-
physical model correspond to the spatio-temporal pat-
tern of activity within a population of neurons, or
between populations that may be some distance apart
within the brain.
The human visual system is composed of a very large
number of nonlinear parts whose many interconnec-
tions include feedback (feedback connections reach
from prestriate areas such as MST and V4 as far as the
lateral geniculate bodies), feedforward and lateral inter-
connections. There is a sharp distinction between, on
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the one hand, a mathematical (functional) model of
such a complex nonlinear system (for example, a psy-
chophysical model of the system as-a-whole, based on a
comparison of the system’s output and input) and, on
the other hand, a structural (here, physiological) model
of the same system. Formal texts on nonlinear systems
analysis emphasize that, in general, it is exceedingly
difficult to relate the two kinds of model for human-de-
signed systems (Blaquiere, 1966; White & Tauber,
1969). It seems likely that this is even more so for
biological nonlinear systems (Marmarelis & Mar-
marelis, 1978; Mountcastle, 1979). For example: (1) the
sequence of processing in a psychophysical model may
bear little relation to the structural sequence of neural
layers and visual areas because the activities of neurons
in central as well as more peripheral regions of the
brain may contribute to the properties of boxes early as
well as late in the psychophysical model; (2) complex
nonlinear systems commonly have system properties
that, by definition, have no discrete location within the
system. It follows from point (2) that if any given
property of the human visual system were a system
property it would be futile to attempt to locate its
physiological basis within the brain. Further to this last
point it is not evident how any given property of the
human visual system (e.g. sensitivity to motion-defined
form, see Regan, Giaschi, Sharpe & Hong, 1992) could
be shown not to be a system property and, therefore, a
property with no discrete location within the brain.
‘‘The image resides in the temporal relations between
the discharges of many neurons. This is called popula-
tion or ensemble coding, …’’ (Mountcastle, 1998, p. 255,
original italics).
Next we discuss alternatives to the assumption that
there is a 1:1 relation between the information encoded
by individual neurons and the boxes within a psycho-
physical model. The idea that, in addition to encoding
a magnitude, neural signals can carry a label that
encodes a quality of a stimulus with certainty dates
back to Muller’s (1838) original doctrine of specific
nerve energies. It is not difficult to see how information
as to the retinal site of origin of a signal could be
encoded, i.e. that signals from any given point on the
retina carry a local sign that is retained through later
processing stages (Lotze, 1885): there is a point-to-point
projection from retina to primary visual cortex and
beyond; furthermore, reciprocal connections between
prestriate visual areas and many subcortical nuclei are
also organised on a point-to-point basis (Tigges &
Tigges, 1985).
The nature of an ‘orientation’ or a ‘spatial frequency’
label is not so easy to visualize. But Thomas and Gille
(1979) showed that the outputs of first-stage filters
carry an ‘orientation’ label, and Watson and Robson
(1981) proposed that the outputs of these first-stage
filters carry, in addition, a ‘spatial frequency’ label. One
possibility was envisaged more than 30 years ago by
Lettvin and his colleagues. Chung, Raymond and
Lettvin (1970) (p. 72) noted that ‘‘The meaning of the
message in a neuron has usually been guessed by ob-
serving the relation between a stimulus and a change in
the number of impulses discharged by the neuron per
unit time’’. They went on to suggest that ‘‘information
might be encoded in terms of the temporal pattern of
firing, and that a temporal pattern of firing might be
transformed into spatial pattern of acti6ation ’’ (italics
added). Further to this point, Lettvin drew attention to
the striking variety of nerve cell morphologies and to
the correspondingly striking lack of understanding as to
what might be the functional significance of these mor-
phologies. He proposed that the morphology of a par-
ticular neuron transformed a temporal pattern of input
spikes into a particular spatial pattern of output signals
and that the different morphologies caused different
transformations. More specifically, evidence has been
reported that the principal components of the temporal
firing pattern encode information (Optican & Rich-
mond, 1987; Richmond, Optican, Podell & Spitzer,
1987). (A minimally mathematical introduction to Prin-
cipal Component Analysis, with caveats, is provided in
Regan, 1989, pp. 61–64). And it may also be the case
that slow-wave activity encodes information that is
incompletely represented, or even not represented, in
spike firing (Regan, 1972) — in which case the fact that
the brain contains as many glial cells as nerve cells
(Mountcastle, 1997) may have to be taken into account.
It has been proposed that information that is not
encoded in terms of the activity of any individual
neuron may be encoded in terms of the relative activity
within a population of neurons (Mountcastle, 1979;
Victor, Purpura & Mao, 1994). Some of Mountcastle’s
(1998) recent comments are pertinent here: ‘‘ — it is
unlikely that any portion of the brain ever functions in
complete isolation from other parts; the signal process-
ing systems of the brain are distributed in nature’’ (p.
XIII); ‘‘It is the population signal that counts, and the
major objective of those using the method of single–
neuron analysis has been from its inception to recon-
struct population signals’’ (p. 5); ‘‘ — the higher-order
neuronal processing in perceptual operations in the
neocortex is carried out in widely distributed systems,
and the neural images of perceptual events are embed-
ded in the dynamic ongoing activity within those sys-
tems: they converge nowhere ’’ (pp. 5–6); ‘‘The
interactions within those neocortical systems are be-
tween large populations of neurons —’’ (p. 5); ‘‘A
major unknown lurks at the center of this accumulation
of knowledge about brain function. We know very little
of the operations of local circuits in cortical modules,
nor of the operations in the distributed systems of the
cortex formed by the linking together of many mod-
ules’’ (p. XIV, original italics). ‘‘Operations within dis-
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tributed systems thought necessary for discriminations
and categorizations …. are executed within a few hun-
dred milliseconds of intracortical processing time. For
that fleeting instant the neural activities in widely sepa-
rated, but interconnected, areas of the neocortex and
relevant extracortical structures are welded into a coor-
dinated and dynamic whole, a distributed system in
action ’’ (p. 255); ‘‘The dynamic pattern of activity in
those systems …. can seldom be predicted from knowl-
edge of the activity patterns of any single class of
neurons ’’ (p. 381).
In the case that some stimulus attribute were neurally
encoded as a spatio-temporal pattern of activity among
a large population of neurons, any given neuron might
be involved in the neural representation of very many
different stimulus attributes (Chung et al., 1970). It is a
property of this kind of neural representation that the
richness of connectivity within the neural population
rather than the number of neurons limits the number of
stimulus attributes that can be represented orthogo-
nally. Given the average number of synapses on a
neuron is about 10 000 (Mountcastle, 1998, p. 378),
and bearing in mind that the total volume of the brain
is mainly occupied by long-distance connections (white
matter), the number of possible orthogonal patterns of
spatio-temporal activity is vastly greater than the num-
ber of neurons. It can be argued that the crucial
question is not the number of neurons in the visual
pathway but rather the number of stimulus attributes
that can be represented orthogonally in terms of differ-
ent spatio-temporal patterns of activity within the neu-
ral population. (The importance for visually-guided
goal-directed motor action of orthogonality of repre-
sentation is discussed in Regan, 1982). The distinction
between the functional and the structural model of a
distributed nonlinear system is discussed more fully in
Mountcastle (1979, 1997, 1998) and Regan (2000), pp.
26–35 and 385–404).
A further question is the extent to which, rather than
being always in place, the long-distance comparator
mechanism that we propose here is created by task-de-
pendent descending signals that progressively refine
neural connectivity and hence progressively improve
psychophysical performance as the observer learns the
task. (perhaps along the lines of the shifter circuits
proposed by Anderson & van Essen, 1987). Relevant
here is evidence that the learning of a psychophysical
task through practice is remarkably specific to the
particular task, and even to the retinal locus of stimula-
tion (Fahle & Morgan, 1996; Fahle, 1997). One possi-
bility is that task-dependent descending signals might
refine or even enable (render effective) a neural connec-
tivity that forms the physiological basis of our pro-
posed coincidence detectors and opponent-process
stages.
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