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We report spectroscopic observation of Rydberg polarons in an atomic Bose gas. Polarons are
created by excitation of Rydberg atoms as impurities in a strontium Bose-Einstein condensate. They
are distinguished from previously studied polarons by macroscopic occupation of bound molecular
states that arise from scattering of the weakly bound Rydberg electron from ground-state atoms.
The absence of a p-wave resonance in the low-energy electron-atom scattering in Sr introduces a
universal behavior in the Rydberg spectral lineshape and in scaling of the spectral width (narrowing)
with the Rydberg principal quantum number, n. Spectral features are described with a functional
determinant approach (FDA) that solves an extended Fro¨hlich Hamiltonian for a mobile impurity in
a Bose gas. Excited states of polyatomic Rydberg molecules (trimers, tetrameters, and pentamers)
are experimentally resolved and accurately reproduced with FDA.
The interaction of an impurity with a deformable
medium can lead to a collective response and formation
of quasi-particles known as polarons, consisting of the im-
purity dressed by excitations of the background medium.
Polarons play important roles in conduction in ionic crys-
tals and polar semiconductors [1], spin-current transport
in organic semiconductors [2], optical absorption of two-
dimensional materials [3–5], and collective excitations in
strongly interacting fermionic and bosonic ultracold gases
[6–8]. Here, we report spectroscopic observation of Ryd-
berg polarons formed through excitation of Sr Rydberg
atoms in a strontium Bose-Einstein condensate (BEC),
which represent a new class of impurity states beyond
those typically seen in condensed matter settings [9]. Ry-
dberg polarons are distinguished by macroscopic occupa-
tion of bound molecular states that arise from interac-
tion of ground state atoms with the Rydberg electron.
A functional determinant approach (FDA) [10], adapted
to include effects of impurity recoil, solves an extended
Fro¨hlich Hamiltonian for an impurity in a Bose gas and
accurately reproduces the observed excitation spectrum.
Rydberg-excitation experiments have been carried out
previously using a Rb BEC [11, 12]. In Rb, however, a
p-wave shape resonance [13–15] for e-Rb scattering in-
troduces highly non-universal density and n dependence
of Rydberg absorption spectra, complicating the iden-
tification of polaron features. In Sr, such a shape reso-
nance is absent. Deviations in the Sr excitation spectrum
from a mean-field prediction reveal that in the s-wave-
dominated regime, the shape of the polaron spectrum
and the scaling of the spectral width with n are insen-
sitive to quantitative details of the underlying potential,
and, in this sense, universal. Accessing this window of
universality is new in Rydberg physics.
The formation of Rydberg and typical condensed-
matter polarons [9] can both be understood as dress-
ing of the impurity by excitations of the bosonic bath,
which entangles the impurity momentum with that of
the bath excitations [16], but there are important differ-
ences. Most importantly, the spectral width for a region
of uniform density shows that Rydberg polarons exist
not as the ground state of the many-body system but
rather as a set of excited states, which is unusual in po-
laron physics. This highlights the special nature of Ryd-
berg polaron formation where no single many-body state
dominates the non-equilibrium dynamics at late times.
Furthermore, the description of Rydberg polarons relies
on multiple excitations from the BEC - on the order of
the number of atoms within the Rydberg orbit, while
other polaron states are often well described by includ-
ing only single-excitation terms. In addition, whereas
most polarons in condensed matter systems can be de-
scribed fully with excitations to unbound states such as
free particle or phonon modes, for Rydberg polarons it is
essential to include negative-energy bound states.
Bound states are also important for Fermi [6, 17–21]
and Bose polarons [7, 8, 22–28] consisting of ground-state
impurity atoms interacting with atoms in a background
Fermi gas or BEC, respectively. In these cases, con-
tact interactions are tuned with a Feshbach resonance,
while Rydberg impurities introduce long-range interac-
tions with strength tuned by changing n.
The interaction between a Rydberg atom and a bosonic
medium can be described with the Born-Oppenheimer
potential for a ground-state atom a distance r from the
Rydberg impurity [13, 14, 29–31]
V (r) =
2πh¯2
me
As|Ψ(r)|2 + 6πh¯
2
me
A3p|
−→∇Ψ(r)|2, (1)
where Ψ(r) is the Rydberg electron wave function, As
and Ap are the momentum-dependent s-wave and p-wave
scattering lengths, and me is the electron mass. When
2V(r)
FIG. 1. (Color online) Schematic of the excitation of a Ry-
dberg polaron in a uniform-density BEC. Laser excitation
projects the system into final configurations involving atoms
in bound and scattering states |βi〉. Bound states are confined
in the Rydberg potential V (r).
As < 0, V (r) can support molecular states with one or
more ground-state atoms bound to the impurity [30, 32,
33]. The typical form of such a potential is shown in
Fig. 1, which illustrates schematically the formation of
a Rydberg polaron. Laser excitation of an atom in the
BEC creates a Rydberg impurity and projects the system
into a superposition of bound and scattering states |βi〉.
While bound states are confined in the potential V (r),
scattering states can encompass the entire BEC.
The Hamiltonian for a mobile impurity with mass M
at position Rˆ and momentum pˆ, interacting with a gas
of bosons is
Hˆ =
pˆ2
2M
+
∑
k
ǫkaˆ
†
kaˆk +
1
V
∑
kq
V (q)e−iqRˆaˆ†k+qaˆk,(2)
where V is the quantization volume, and aˆk (aˆ†k) are
the annihilation (creation) operators for the bosons with
dispersion ǫk =
h¯2k2
2m
(for details see [16]). The last
term, which gives rise to polaron formation, describes
the Rydberg impurity-boson interaction where V (q) is
the Fourier transform of Eq. (1). In our experiments, the
impurity-boson interaction is much stronger than the in-
teraction between bosons, which hence can be omitted
when calculating the excitation spectrum from a region
of constant density.
The Hamiltonian of Eq. (2) is the basis for various po-
laron models [16]. For instance, applying the Bogoliubov
approximation and keeping only terms that are linear in
bosonic field operators yields the widely-studied Fro¨hlich
Hamiltonian [34]. However, the Fro¨hlich Hamiltonian
does not account correctly for scattering, including for-
mation of bound states [7, 8, 22–28, 35, 36]. Retaining
all impurity-boson interaction terms yields an extended
Fro¨hlich Hamiltonian, which is required (and used here)
to account for the role that bound molecular states play
in Rydberg polaron formation.
The Rydberg excitation spectrum in the linear re-
sponse is given by A(ν) ∝∑γ |〈Ψγ |ΨBEC〉|2 δ[ν− (Eγ −
EBEC)/h], for laser detuning ν. Here |ΨBEC〉 is the BEC
ground state before excitation of the impurity, with en-
ergy EBEC, and the sum is over all many-body eigen-
states |Ψγ〉 of Eq. (2) describing the system after impu-
rity excitation, with energy Eγ [16]. The states |Ψγ〉 are
constructed by the occupation of single-particle bound
and scattering states |βi〉, which are modified by the
Rydberg potential (see Fig. 1). A(ν) is evaluated with
a FDA that was previously developed to describe only
the case of immobile impurities [10]. Here, we extend
the previous work with a canonical transformation that
transforms the system into the frame co-moving with the
impurity [16, 37, 38] and decouples the impurity and bo-
son Hilbert spaces, mapping the problem onto a purely
bosonic system [26]. This allows treatment of impurity
motion, which is crucial for an accurate description of the
observed spectra. Spectra are obtained from the unitary
time evolution of the Hamiltonian in Eq. (2) including
all orders of the impurity-Bose interaction. Finally, we
average the spectrum over the atomic density profile [16].
The Rydberg excitations are carried out in a 84Sr BEC
in a crossed-beam, optical-dipole trap [39, 40]. The BEC
is close to spherically symmetric, with 3.5× 105 atoms, a
peak condensate density ρmax = 3.6 × 1014 cm−3, and
a Thomas-Fermi radius RTF = 8µm. The conden-
sate fraction is η ∼ 75% and the temperature is T ∼
150nK. These parameters are determined from time-of-
flight measurements using resonant absorption imaging
on the 1S0 → 1P1 transition with 461 nm light. The av-
erage nearest-neighbor atom separation at ρmax is 80 nm.
Rydberg spectra are obtained by driving the 5s2 1S0 →
5s5p 3P1 → 5sns 3S1 two-photon transition using 689 nm
and 319 nm light [33, 41]. The 689 nm light is blue-
detuned from the intermediate state by 80MHz while
the frequency of the 319nm laser is scanned. The laser
excitation is applied in a 2µs pulse, immediately followed
by an electric-field ramp that ionizes Rydberg atoms and
molecules in about 1µs and directs the product electrons
towards a micro-channel-plate detector. The time from
excitation to detection is kept short to avoid density-
dependent Rydberg-atom loss [41, 42], which would dis-
tort the spectrum. Typical intensities of the excitation
beams are 200mW/cm
2
and 6W/cm
2
for the 689 nm and
319nm beams, respectively, and they are uniform across
the BEC. This results in a Rydberg excitation rate well
below one per pulse, avoiding Rydberg-blockade effects
and ensuring a linear-response measurement. Excitation
and detection are repeated at a 4 kHz rate. For each fre-
quency point in the spectrum, a new trapped sample is
used and the signal from 1000 pulses is acquired. The
peak atom density varies by less than 5% for each point.
At low principal quantum numbers, resolved Rydberg-
molecular lines dominate the spectrum and are well un-
derstood [43]. This is shown for Sr(5s38s) excitation in
Fig. 2, for which on average three atoms are within the
Rydberg orbital (Norb = ρmax4πr
3
R/3), where rR is the
radius of the outer lobe of the wave function. Individ-
ual spectral lines correspond to Rydberg molecular states
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FIG. 2. (Color online) Spectrum for excitation of the
5s38s 3S1 Rydberg state in the few-body regime. Pure atomic
excitation is at zero detuning, and lines for dimers (X = D)
through pentamers (X = P) are visible. Subscripts (Xij...)
indicate the molecular levels of the Rydberg potential occu-
pied by atoms after laser excitation. FDA matches the data
over several orders of magnitude in signal strength, which is
normalized to the peak at zero detuning.
with one (Dimer), two (Trimer), three (Tetramer), and
four (Pentamer) bath atoms bound in the available levels.
The intricate structure of the molecular lines is reminis-
cent of the nuclear shell model.
We find remarkable agreement between theory and ex-
periment over several orders of magnitude of spectral
strength. For theoretical calculations, the sample tem-
perature, total atom number, trap frequencies, and over-
all signal intensity are taken as adjustable parameters
and lie within experimental uncertainty [16].
For higher n, the average number of ground-state
atoms per Rydberg-orbital volume increases to 13, 50,
and 160 atoms for n = 49, 60 and 72, respectively, and
many-body effects become relevant (Fig. 3). The inter-
play of few- and many-body physics is particularly ev-
ident for n = 49. Here, a series of up to seven-fold-
occupied molecular bound states can be identified for
scaled detuning between zero and -0.5. With increasing
n, the spectrum evolves into a broad continuum, which
is the signature of many-body dressing of the impurity.
The peak in spectral support at zero detuning, comes
almost exclusively from the low-density, non-condensed
atoms. The FDA, which accounts for quantum many-
body effects, describes the data well (details in [16]).
A mean-field treatment using the local density ap-
proximation helps to elucidate the spectral signatures
of polaron excitation in the regime of large numbers of
atoms per Rydberg orbital. This treatment is reminiscent
of Fermi’s original description of Rydberg excitation in
dense thermal gases [29, 43] and predicts an excitation
spectrum of the form A(ν) ∝ ∫ d3r ρ(r)δ[ν −∆(r)]. An
atom in a spatial region with density ρ(r) contributes to
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FIG. 3. (Color online) Rydberg excitation in the many-body
regime for n = 49, 60, 72. The mean-field prediction is for the
condensate atoms only. Deviations between the mean-field
result and data at small detuning (ν/∆max < 0.3) represent
contributions from the non-condensed thermal atoms. The
shaded regions represent the predicted polaron response from
the center of the atom cloud as obtained from FDA. Theory
for this high-density region matches the tail of the experimen-
tal data and represents the Rydberg-impurity spectral func-
tion for a nearly uniform-density region. For uniform density,
the width of the spectrum scales as n−3.
the spectrum at a detuning from unperturbed atomic res-
onance of ∆(r) = ρ(r)
∫
d3r′ V (r−r′)/h. This mean-field
shift reflects a spatial average of the interaction between
Rydberg and ground-state atoms (cf. Eq. (1)). At fixed
density, ∆ varies slightly with n [16].
In Fig. 3, the frequency axis is scaled by the fit value
of the mean-field shift for the peak density in the BEC
(−∆max) [16], and the Rydberg-excitation intensity is
normalized to its integral neglecting the thermal con-
tribution. With this scaling, the mean-field prediction
is independent of n. The rough agreement between ex-
periment and the mean field prediction implies that the
shape of the full experimental spectrum is dominated by
broadening due to the inhomogeneous, in-trap density
distribution. While the mean-field matches the response
at intermediate frequencies, it fails to describe the re-
solved few-body features and the red-detuned tails of the
spectra in Fig. 3.
It is the deviations from mean-field theory that provide
key insight into the nature of Rydberg polarons. While
polarons in condensed matter systems [6] are often de-
scribed through dressing by long wave-length excitations
of the medium such as phonons, the formation of Ryd-
berg polarons relies on the dressing by localized states
bound to the impurity with discrete, negative energies.
These molecular levels are revealed as resolved features
4at small detuning for n = 49. Massive, many-body occu-
pation of these bound states gives rise to the formation of
Rydberg polarons and the broad tail at far red detuning.
FDA predicts that Rydberg polaron formation leads to
a Gaussian profile of the excitation spectrum for systems
of uniform density, with a width that decreases with in-
creasing n, which are both beyond-mean-field effects. To
investigate these predictions, we focus on the spectral tail
at large red detuning where a clear variation between the
different data sets is found. Using FDA, we are able to
isolate the spectral contribution from a small, central re-
gion with the highest density (shaded regions in Fig. 3).
Comparison between experiment and FDA shows that
the tail arises entirely from this high-density region. In
this region the average density is 〈ρ〉 = 0.92ρmax. The
small standard deviation (
√
〈(∆ρ)2〉/〈ρ〉 = 0.04) shows
that the spectral width reflected in the tail cannot be
explained by density inhomogeneity. Since the observed
spectral width likewise cannot be explained by laser res-
olution (400 kHz), we attribute it to the intrinsic excita-
tion of Rydberg polarons. The agreement between the
simulated Rydberg polaron response and the observed
data over an order of magnitude variation in the signal
strength confirms the FDA predictions.
The emergence of a Gaussian profile is one of the
defining properties of Rydberg polaron formation. Its
presence can be understood by decomposing the spec-
tral function A(ν) in terms of excitations from the BEC
ground state to interacting single-particle states. The re-
sulting multinomial distribution is dominated by a few
terms with large probability pi = |〈βi | s〉|2 for bath par-
ticles in state |s〉 to scatter, via interaction with the Ry-
dberg atom, into states |βi〉 (see Fig. 1). For a model
with N particles and only two interacting single-particle
states, i.e. one bound state (e.g. |β0〉, Fig. 1), with
energy ǫB and overlap p0 ≪ 1, and one low-energy scat-
tering state (e.g. |βs〉 ≡ |β3〉) with energy ǫ3 ≃ 0 and
p3 = 1− p0, a binomial distribution results,
A(ν) =
N∑
j=1
(
N
j
)
pj0(1− p0)N−jδ(ν − jǫB/h). (3)
For large N Eq. (3) becomes a Gaussian with mean en-
ergy µ = Np0ǫB and variance Np0(1 − p0) ǫ2B. Since
the single-particle overlap of |s〉 with the bound state
|β0〉 is small, the Gaussian width becomes
√
Np0 ǫB. We
identify Np0 ≡ Norb = 4πρr3R/3, where rR ∼ n2 is the
Rydberg electron radius, and assume that the Gaussian
mean energy corresponds to the mean-field energy h∆.
The Gaussian width then varies as ∼ √ρ/n3, in agree-
ment with experiment and numerical simulation of the
full Hamiltonian (Fig. 3). The spectrum is sensitive to
density-density correlations in the background gas, which
display Poissonian fluctuations for a BEC. The decreas-
ing width with decreasing density also explains why the
data and mean-field prediction agree well at small detun-
ing after subtracting the contribution from the thermal
fraction. The Gaussian lineshape and ∼ √ρ/n3 scaling
are universal features that emerge when s-wave electron-
atom scattering dominates, and they are masked by sensi-
tivity to quantitative details of the underlying interaction
in the presence of a shape resonance, as in Rb [12].
The spectrum A(ν) in the approximate expression (3)
consists of delta-shaped peaks corresponding to quan-
tized molecular levels. In the accurate FDA description,
the binomial distribution is effectively replaced by a
multinomial distribution that yields denser energy levels
and includes coupling to scattering states, which, in prin-
ciple, broadens molecular levels asymmetrically to posi-
tive energies. But this effect is too small to be resolved
within our experimental resolution. The experimentally
observed broadening to the blue of unperturbed atomic
resonance, most clearly visible in Fig. 2, does not arise
from known mechanisms connected to the presence of a
shape resonance [12, 44], nor can it be attributed to finite
temperature, and it remains a subject for future studies.
When the spacings of molecular levels become compa-
rable to the broadening due to scattering states or exper-
imental resolution, the spectrum becomes a continuous
distribution. In this limit the spectrum can also be well
described by a classical statistical model as, e.g., used
to describe Rydberg impurity excitations in a Rb con-
densate [12]. As shown in [16], this model corresponds
to an approximation in which the motions of the im-
purity and bath atoms are neglected. Since this model
‘freezes’ all dynamics in the system it cannot describe
Rydberg molecules (visible as resolved lines in the spec-
trum), which are the underlying building blocks of Ryd-
berg polarons.
In conclusion, we present experimental evidence for
the creation of Rydberg polarons consisting of an impu-
rity Rydberg atom dressed by a large number of bound
excitations of Bose-condensed Sr atoms. By focusing
on the red-detuned spectral tail, we show that a gaus-
sian lineshape and 1/n3 scaling of the linewidth with
principal quantum number are universal features of the
Rydberg-polaron excitation spectrum in a BEC when s-
wave electron-atom interactions dominate. The spectral
width reflects that Rydberg polarons are created in ex-
cited states of the impurity-bath system that originate
from the interplay of many-body dressing and few-body
molecule formation. The spectral width can serve as a
local probe of density-density correlations in the BEC.
Our observations are in remarkable agreement with FDA
predictions including impurity recoil, emphasizing the
quantum nature of the polaron. Important questions re-
main to be explored, such as whether the interactions are
strong enough to lead to self-localization of the impurity,
and the extent to which notions of effective mass, mo-
bility, and polaron-polaron interactions are applicable to
Rydberg polarons. Ramsey interferometry experiments
can probe the intrinsic quantum nature of the dressing
of Rydberg impurities in real time [20, 21, 45, 46].
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