This paper presents an algorithm based on a continuous framework for a posteriori angular and translational assignment in three-dimensional electron microscopy (3DEM) of single particles. Our algorithm can be used advantageously to refine the assignment of standard quantized-parameter methods by registering the images to a reference 3D particle model. We achieve the registration by employing a gradient-based iterative minimization of a least-squares measure of dissimilarity between an image and a projection of the volume in the Fourier transform (FT) domain. We compute the FT of the projection using the central-slice theorem (CST). To compute the gradient accurately, we take advantage of a cubic B-spline model of the data in the frequency domain. To improve the robustness of the algorithm, we weight the cost function in the FT domain and apply a ''mixed'' strategy for the assignment based on the minimum value of the cost function at registration for several different initializations. We validate our algorithm in a fully controlled simulation environment. We show that the mixed strategy improves the assignment accuracy; on our data, the quality of the angular and translational assignment was better than 2 voxel (i.e., 6.54 Å ). We also test the performance of our algorithm on real EM data. We conclude that our algorithm outperforms a standard projection-matching refinement in terms of both consistency of 3D reconstructions and speed. r
Introduction
Three-dimensional (3D) electron microscopy (EM) comprises methods that facilitate the visualization of biological structures with sizes ranging from 100 Å to 1 m [1] [2] [3] [4] . A 3D model of a particle is usually computed from its EM images in a twostep procedure. First, the in-plane coordinates of the center of the particle as well as its in-plane and out-of-plane rotations are determined and assigned to each particle image [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Second, a reconstruction algorithm is applied to compute the 3D model using the particle images and the previous angular and translational assignment [19] [20] [21] . Sometimes, the two steps are performed simultaneously [22, 23] .
We can classify all the techniques for the angular assignment into two groups: referencefree [5, 6, 8, 9, 12, 14, 16, 18] and reference-based [7, 10, 11, 13, 15, 17] . The goal of the reference-based methods is to refine a particle assignment with respect to a reference volume. The operation of positioning an image plane with respect to a volume is known as image-to-volume registration. The goal of the new assignment is to improve the previous 3D reconstruction. As the goal of reference-free methods is to build a volume from scratch, we do not discuss them any further, but we take for granted the existence of an imperfect reference that we want to refine.
The standard reference-based techniques [13, 15, 17] determine the center and the orientation of the particles by a set of quantized parameters. Penczek et al. [13] and Sorzano et al. [17] assign these parameters based on the cross-correlation between the EM images and a library of projections of the reference volume. The cross-correlation is computed using the two-dimensional (2D) Fourier transforms (FTs) of the EM images and of the library images [13] or using their 2D wavelet transforms [17] . We refer to the former method as projection matching (PM), and to the latter as multiresolution projection matching (MPM). By contrast, Radermacher [15] performs the assignment relying on the cross-correlation between the 2D radon transform (RT) of each EM image and the 3D RT of the volume. We refer to this method as radon assignment (RA). The advantage of the latter method is that the 3D RT contains the same information as a discrete set of all possible volume projections but it is represented using a smaller data set. These quantized-parameter methods apply exhaustive-search techniques to determine the optimal parameters. Their main drawback is that the quality of the registration depends on the quantization step. The smaller is the step, the more accurate, but slower is the parameter assignment.
In our previous work, we have developed an algorithm that registers a computed-tomography volume to a set of fluoroscopy images by assigning a set of continuous orientational and translational parameters to the images [24, 25] . This algorithm performs the registration in the space domain. In this paper, we present its FT equivalent applied to a posteriori angular and translational assignment in 3DEM. To determine the center and the orientation of the particles by a set of continuous parameters, it employs a Levenberg-Marquardt (LM) minimization of a least-squares measure of dissimilarity between the 2D FT of the EM image and the extracted corresponding central slice of the 3D FT of the volume based on the central-slice theorem (CST).
The two algorithms that are the most similar to ours are that of Provencher and Vogel [22, 23] and FREALIGN [10] which also compute continuous parameters of the particle orientation and position. The method of Provencher and Vogel [22, 23] performs the parameter refinement and the 3D reconstruction simultaneously. It models the 3D FT of the electron density of the particle by a truncated expansion in a complete orthonormal set of basis functions in spherical polar coordinates. The data are compressed, and the expansion coefficients together with the parameters of the particle orientations are estimated for all particles simultaneously. The estimation is accomplished using a modified Gauss-Newton minimization of a weighted variance of the CST-based fit of the 2D FT of each particle image into the 3D model. Their method optimizes a large number of parameters, which means a higher risk for the algorithm to get trapped into local optima of the cost function, and an augmented dependence on the quality of the starting estimates for the parameters. In contrast, FREALIGN [10] and our algorithm have an easier parameter control since they estimate 5 parameters per particle only, for each particle independently. Another advantage of these algorithms is their versatility since they can be applied in combination with any available reconstruction algorithms within a procedure for iterative refinement of the estimated parameters (Fig. 1) . However, while FREALIGN minimizes the phase dissimilarity between the FT of the experimental image and its model weighted by the amplitude of the FT of the experimental image, our algorithm minimizes both the amplitude dissimilarity between the FT of the experimental image and its model, and the phase one. Both algorithms use a 3D reference model that is created from electron micrographs of the particles. In return, they require interpolation of the 3D FT of the volume.
Contrary to FREALIGN which uses the FT of a box for the interpolation process, our algorithm uses a cubic B-spline model [26] [27] [28] [29] of the volume in the FT domain for an accurate extraction of the slices of the 3D FT as well as for having the gradient of the dissimilarity measure well-defined everywhere. This is a necessary condition for an accurate assignment of the particle orientations and positions in the space of continuous parameters. This interpolation scheme allows us to take advantage of the powerful LM optimization method that is faster than Powell's method of FREALIGN since we have access to the gradient of the cost function. We contribute also to the improvement of the algorithm robustness.
Like all iterative algorithms, our method requires an initial guess for the unknown parameters. To reduce the sensitivity to the choice of the initial parameters, we have developed a novel strategy for the assignment that launches the algorithm for a number of initial guesses and, then, selects the best starting point for each experimental image. As criterion for the selection of the best initialization, we use the minimum value of the dissimilarity measure at registration. The advantage of this strategy is in avoiding ''bad'' starting points, which improves the registration robustness and accuracy. We also weight the dissimilarity measure such that all frequencies are attenuated, particularly the high ones while the DC component is discarded. In this paper, we show the performance of our algorithm when using this strategy based on three starting points. More precisely, we initialize the algorithm using the assignments by MPM, PM, and RA (Fig. 2) . A generalization to any number of points is straightforward.
The paper is organized as follows: we describe the geometry of the problem in Section 2. The basic elements of our frequency-based algorithm are given in Section 3. In Section 4, we validate the algorithm using 3D models of proteins from the Protein Data Bank [30] (PDB) (http://www. rcsb.org/pdb/) and synthesized EM images of these proteins. These images have a known ground-truth alignment with respect to the 3D protein model. This allows an objective measure of the assignment accuracy. We also have at our disposal a set of experimental EM images and a 3D model of a protein for which we do not know the ground-truth alignment. The performance of the algorithm using such data is investigated in Section 5. The conclusions are given in Section 6.
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Geometrical setup
We define the volume orientational and translational parameter a ¼ ða 1 ; a 2 ; . . . ; a 6 Þ in the reference coordinate system (R-COS) by three rotations and three translations of the volume. Let us denote the system of 3D voxel indexes m ¼ ðm 1 ; m 2 ; m 3 Þ 2 R 3 by the voxel coordinate system (V-COS) and the system of 2D pixel indexes k ¼ ðk 1 ; k 2 ; 0Þ 2 R 2 Â f0g by the pixel coordinate system (P-COS). We rotate the volume by applying a 3 Â 3 rotation matrix R to the V-COS coordinate of each voxel of the volume. This matrix is determined by three Euler angles: j; y; and c; that is, R ¼ R z ðcÞR y ðyÞR z ðjÞ; where R x ðaÞ indicates the matrix of rotation around the x-axis by the angle a: The volume translation is described by a vector t ¼ ðDx; Dy; DzÞ; where Dx; Dy; and Dz are translations along the x-, y-, and z-axes. We transform the V-COS coordinate m of a point of the volume into its corresponding P-COS coordinate k ¼ L 1 HðRL 2 m þ tÞ; where L 1 and L 2 are diagonal scaling matrices, and where H projects a 3D vector onto the xy-plane, with (
Similarly, we transform the P-COS coordinate of a point k inside the image into a line of corresponding V-COS coordinates n 0 þ xn; where x 2 R is some free scalar parameter, with
1 e 3 ; and e 3 ¼ ð0; 0; 1Þ: Given an EM image and a 3D model of a particle, our algorithm assigns a set of orientational and translational parameters a to the corresponding image plane in the R-COS such that the volume projection onto the plane is the most similar to the given image. This is equivalent to positioning the volume in the R-COS with respect to a fixed image plane. We repeat the same assignment procedure for each image from a set of given EM images. We compute a by minimizing the cost function which is a real-valued function of five variables a i ; i ¼ 1; 2; . . . ; 5 (the out-of-plane and in-plane rotation angles, and the in-plane translations).
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Note that, in this application, we do not optimize the cost function in all six unknown parameters but in only five of them. These parameters are a ¼ ðj; y; c; Dx; DyÞ: We cannot recover Dz because the parallel-beam projection geometry is invariant with respect to the shift along the projection direction (here, the z-axis).
Algorithm
Our frequency-based algorithm is summarized in Fig. 3 . The input data for the algorithm are: (1) the 3D model of the particle, (2) the EM images of the particle, (3) the pixel and voxel sizes, and (4) the initial angular and translational assignment for the particle images.
This method minimizes the dissimilarity between the FTs of the EM images and the extracted corresponding central slices of the 3D discrete FT (DFT) of the volume; the extraction is performed according to the CST approach given in Section 3.1. The required interpolation in the frequency domain is described in Section 3.2. The weighting of the dissimilarity measure for the robustness improvement is shown in Section 3.3. The optimization algorithm is presented in Section 3.4.
Error-free (sinc-based) interpolation in the FTdomain can be achieved if the data are spacelimited, which is not always the case. To interpolate the data in the FT-domain accurately enough, we assume that they are nearly spacelimited. To enforce this assumption, we perform a spatial apodization of the input volume and images by Gaussian windows with the appropriate standard deviations. The apodization of the input volume and images by Gaussian windows is represented by the two ''Windowing'' blocks in Fig. 3 .
CST approach
Given a volume f whose orientation and translation in the R-COS is described by a (Fig. 4) , a projection of the volume along the ray determined by the unit vector e 3 through the image-plane point with the P-COS coordinate k ¼ ðk 1 ; k 2 ; 0Þ is as follows:
Let us write the 2D FT of the projection p a aŝ
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is a spatial-frequency vector and where hx; yi ¼ x > y stands for the inner product between the vectors x and y: Recalling the definitions of n 0 and n; we can rewrite (3) aŝ
where
where the term in parentheses represents the 3D FTf of the volume f evaluated at the 3D frequency ðL 1 RL 2 Þ > x: The 2D FT of the projection p a is therefore given bŷ
Eq. (6) is a matrix form of the CST suited to our parameterization. It tells us how we can obtain the 2D FT of a projection with the orientational and translational parameters a using the 3D FT of the volume. It comprises the extraction of the central slice at orientation determined by L 1 R L 2 from the 3D FT, the slice phase shift determined by L 1 and t; and the slice scaling given by jdet Lj: Since we have discrete data at our disposal, we replace the FT by the DFT. The slice extraction involves the interpolation of the real and imaginary parts of the 3D DFT of the volume. We model each part of the complex 3D DFT by a continuous B-spline 3D data model presented below.
Data interpolation
Given the discrete samplesx n ¼xðnÞ; n ¼ ðn 1 ; . . . ; n N Þ 2 Z N ; of the FT of a function x, we can reconstruct some continuously defined FT of a function y using the following B-spline model:
where d n are complex coefficients obtained by recursive digital filtering [31] of the samplesx n ; independently for the real and imaginary part of the sequencex n : There,ŷðnÞ ¼xðnÞ; and b n ðxÞ is the N-dimensional B-spline of degree n which is a separable function given by
where b n ðÁÞ denotes the centered B-spline of degree n [29] . The separability makes possible that an operation on N-dimensional data is performed as a successive processing of one-dimensional (1D) data along each of the N dimensions. In return, the data processing is simple and fast.
Interpolation accuracy
Let f T be the function that has been reconstructed from the samples of a function f, that is, f T ðxÞ ¼ P k2Z c k jðx=T À kÞ; where T is the sampling step and where c k are coefficients computed from the samples f k using digital filtering [28] . We can define the error of approximation of f by f T using the mean-square norm 2 ðTÞ The kernel E must vanish at the origin to ensure that the approximation error vanishes for T ¼ 0: The vanishing rate is controlled by two properties of the basis function j: the approximation order L and the approximation constant C40: They determine Z as follows:
where f ðLÞ is the Lth derivative of f. This means that the error predicted by Z decreases like T L as T ! 0: The higher is L, the faster is the decay of the approximation error for the same, sufficiently small T. Also, the smaller is C, the smaller is the approximation error. However, the decay of the approximation error is dominated by T L for TpC which is very often the case. Therefore, C is used for ranking basis functions of identical approximation order L. See [28] for a systematic overview of standard basis functions.
It turns out that the approximation order (and the support) of a B-spline of degree n is equal to L ¼ n þ 1 [28] . They have been shown to be maximally continuous basis functions, with the minimal support for a given order of approximation, and the maximal order of approximation for a given support [35] .
Multiresolution cost function
We minimize the following cost function:
; R a and I a are the real and imaginary part of the discrete version of (6), respectively, and where R and I are the real and imaginary part of the 2D DFT of the EM image, respectively. EM images and projections have different ranges of intensities. To take this into account, we perform a normalization by their standard deviations, s and s a ; respectively, where s 2 ¼ P A coarse-to-fine processing can be performed by increasing the standard deviation of the Gaussian which increases the contribution of the higher frequencies to the cost function.
We adjust the standard deviations of the Gaussian functions, space-limiting and costweighting, such that a good registration accuracy can be achieved. In this paper, we have chosen these standard deviations as s g ¼ N=2; where the image size was N Â N pixel and the volume size was N Â N Â N voxel. The role of the costweighting function is to attenuate all frequencies, particularly the high ones; at the same time, we also discard the DC component at frequency x ¼ 0: We can therefore say that the overall effect of our algorithm is a band-pass filtering. Note that the highest frequency is attenuated by approximately 40%. The attenuation of the higher frequencies is beneficial because of a poor signalto-noise ratio (SNR) at these frequencies.
Optimization
Levenberg-Marquardt optimizer
We apply the LM algorithm to optimize the cost function. It achieves the best tradeoff between the robust but generally inefficient method of steepest descent and the efficient but non-robust Newton method [36, 37] . This method uses the gradient ½=SðaÞ i ¼ qS=qa i ; i ¼ 1; 2; . . . ; 5 and the Hessian = 2 SðaÞ: Let H be a modified Hessian such that the diagonal elements of the Hessian are multiplied by a factor ð1 þ lÞ while its off-diagonal elements are not changed
where Kronecker's delta is given by d i;j ¼ 1 À jsignði À jÞj with i; j 2 f1; 2; . . . ; 5g: Then, the LM optimization algorithm can be described by a ðkþ1Þ ¼ a ðkÞ À ðHða ðkÞ ÞÞ À1 =Sða ðkÞ Þ.
Eq. (12) approximates the gradient algorithm for l ! þ1; albeit with vanishing steps. Similarly, it approximates the Newton algorithm for l ! 0: The parameter l is adaptively tuned [36, 37] to provide a smooth transition from the
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steepest-descent algorithm (used in the beginning) to the Newton algorithm (used as approaching the solution).
Gauss-Newton approximation of the Hessian
The exact components of the true Hessian matrix depend on the first derivatives of R a and I a with respect to the parameters a as well as on their second derivatives. Since the influence of the second derivative terms can be destabilizing when the current guess is far from the solution, we use an approximation of the elements of the Hessian matrix that ignores them [37] . This approximation makes the optimization work better because it is necessarily positive-definite for a sufficiently large l:
Gradient
The gradient of the cost function depends on the first derivatives of R a and I a with respect to the parameters a: To obtain these derivatives, we compute the gradient of the volume in the frequency domain
For B-splines of degree nX2; we have the guarantee that the first derivative d=dxb n ðxÞ is continuous, which is not the case if n ¼ 0 (nearestneighbor interpolation) or n ¼ 1 (linear interpolation). We choose to model the data using cubic Bsplines (n ¼ 3) since they provide a gradient of the cost function which is well-defined everywhere. At the same time, they offer a good tradeoff between computational cost and interpolation quality.
Validation with ground-truth alignment
In this section, we perform an objective evaluation of the accuracy of our algorithm using simulated EM images with a priori known ground-truth orientational and translational parameters. For this purpose, we have designed a measure of the assignment accuracy that we call a measure of misregistration and that we present in Section 4.1. As volumetric data, we use the models of two proteins from the PDB. To obtain the reference images, we simulate a set of cryo-EM images by projecting the 3D protein model with known orientational and translational parameters, by applying noise, and by simulating the effect of the CTF. The volumetric data and the procedure of synthesizing cryo-EM images are given in Section 4.2.
We performed four sets of experiments. The first set (Section 4.3) tests the robustness of the algorithm with respect to the initial values for the parameters a: We compare the robustness of the frequency-based algorithm to that of the spacebased method [24, 25] on the same EM data set. The second set (Section 4.4) was designed to investigate which quantized-parameter method to apply for the initial assignment. It also tests the ''mixed'' strategy based on several different initializations. The third set (Section 4.5) tests the sensitivity of our algorithm when initialized by MPM to the library quantization step. The fourth set (Section 4.6) tests the influence of the quality of the 3D reference model on the performance of the algorithm. We have therefore low-pass filtered the model used for the robustness experiment and repeated it for the same initial conditions.
Measure of misregistration
We transform the 3D index of each voxel of a virtual volume, given in homogenous coordinates m ¼ ðm 1 ; m 2 ; m 3 ; 1Þ; by using two transformations: the ground-truth transformation B and the estimated transformation B ; 120 ; and 240 : We compute the average of the norm of the difference between the two transformed coordinates over all m for each a: We define the misregistration as the minimum averaged norm, that is,
A smaller $ indicates a more-accurate angular and translational assignment. The perfect assignment should result in $ ¼ 0: Note that this measure is expressed in voxel units but takes into account both angular and translational assignment accuracy.
Data
Volumes
The Bacteriorhodopsin (PDB accession code: 1BRD, Fig. 5(a) ), found in Halobacterium halobium, has been solved using high-resolution cryo-EM [38] . The Adenovirus Type 5 Hexon (PDB accession code: 1RUX, Fig. 5(b) ), found in humans, has been solved by X-ray crystallography [39] . Each protein has a threefold rotational symmetry. The two volumes were of size 64 Â 64 Â 64 voxel and their sampling rate was 3.27 Å .
Synthetic EM images
1000 projections of the reference model were computed with random orientation determined by a set of uniformly distributed angles j 2 ½0
; 120 and y 2 ½0
; 175 : The three remaining parameters c; Dx; and Dy were equal to zero for each projection. Noise and the CTF were simulated using a model proposed by Vela´zquez-Muriel et al. [40] . The noise before the CTF (n b ) was modeled by a Gaussian white noise with the standard deviation s b ¼ 0:54: The noise after the CTF (n a ) was modeled by a low-pass filtered Gaussian noise with the standard deviation s a ¼ 2:20 generated at the input n 0 a : The standard deviations were adjusted so that the ratio between the power of the signal and the power of the total noise was approximately equal to 1 3 : The filter and the CTF have been estimated simultaneously [40] from an electron micrograph for the following parameters of the electron microscope: accelerating voltage ¼ 200 kV; defocus ¼ À27700 ( A; spherical aberration ¼ 2 mm; convergence cone ¼ 0:21 mrad: The CTF, the background spectrum filter, and the synthesized EM images were of size 64 Â 64 pixel. The synthesizing procedure is schematically shown in Fig. 6. 
Robustness
We performed four experiments using the Bacteriorhodopsin data. In the first experiment, we initialized the parameters by their ground-truth values. In the second experiment, we initialized the angles by their ground-truth values modified by AE5 with probability 0.5. The initial values for the translation parameters were equal to their groundtruth values. In the third and fourth experiments, the angular perturbation was AE10 and AE15 ; respectively.
The mean values and the standard deviations of the initial misregistration and of the misregistration after having performed the spaceand frequency-based registrations are shown in Table 1 . Starting from the ground-truth assignment, the two algorithms performed in a similar way (with a confidence of 95%). Both algorithms converged to an assignment that was not the ground-truth one. This can be explained by the presence of noise and of the CTF, which makes a synthetic EM image differ from the corresponding theoretical projection. In all three cases of angular perturbation, both algorithms were successful in ARTICLE IN PRESS ; the frequency-based method was slightly more accurate (with a confidence of 99.9%) than the space-based method. In the two remaining cases, AE10 and AE15 ; the frequency-based method was much more accurate (with a confidence of 99.9%) than the space-based method.
The synthesized images were very similar to the data commonly encountered in 3D cryo-EM. Since they were nearly space-limited, their accurate interpolation in the Fourier domain could be achieved using sinc-like basis functions. Our algorithms are based on cubic-spline interpolation. The cardinal cubic spline is quite similar to the sinc function [29] . We observe that the frequency-based registration outperforms the space-based method. We explain this result by the fact that the spacelimitedness assumption is better satisfied by the data at hand than the band-limitedness assumption implicit with real-space data interpolation.
Refinement of a previous assignment
Here, we show the performance of the frequency-based method when initialized by MPM, PM, or RA assignments. We also show their joint result based on the minimum final value of the dissimilarity measure among the three methods.
MPM and PM methods used a library of 1704 images uniformly distributed in the 3D space with an angular step of 5
: The RT was also sampled every 5
: The results of this experiment for the Bacteriorhodopsin and the Hexon are shown in Tables 2 and 3 , respectively. From these tables, we observe that our algorithm was successful in reducing (with 99.9% confidence) the initial misregistration coming from the MPM and PM assignments in the Bacteriorhodopsin case and from the MPM assignment in the Hexon case. We also see that it fails to register data that are initially too much misregistered as in case of the RA assignment for both proteins and of the PM assignment for the Hexon. We notice that the strategy that involves all three methods improves the accuracy of our algorithm for both proteins. For these data sets, it achieves registration with a mean accuracy that is better than 2 voxel (i.e., 6.54 Å ). In these examples, it has rarely selected the starting points coming from RA, which shows an improved robustness. By help of the next two figures, we investigate the quality of this strategy using the Hexon data. In Fig. 7 , we show the goodness of the cost function as a selection criterion by plotting the difference between the two lowestcost functions vs. the difference between the corresponding objective misregistrations. In the cases where both differences are negative, the strategy was right. We see that, because of the noise, it failed in a small region where the difference between the cost functions was close to 0. In most cases, the difference between the corresponding misregistrations was small which means that the assignment error was small too. Fig. 8 shows the initial and final joint misregistrations. We observe that, using this strategy, our algorithm reduces any joint misregistration, as long as it is lower than about 25 voxel.
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As far as speed is concerned, for the image size 64 Â 64 pixel and for the volume size 64 Â 64 Â 64 voxel, our registration takes about 12 s on a Power Mac G4, 733 MHz.
Robustness to the angular step of the library
We explored the effect of a coarser library of projections, used by MPM, on the performance of our frequency-based algorithm. We created a library of 150 projections of the Bacteriorhodopsin with an angular step of 10 : Then, we performed the assignment using MPM. We run our algorithm with the volume and the images initially misregistered by 3:85 AE 3:68 voxel. The registration was achieved with an accuracy of 1:81 AE 1:44 voxel.
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We notice that the initial misregistration was significantly higher (with 99.9% confidence) than the misregistration used to initialize the registration based on the 5 library (Table 4) . In both cases, we significantly reduced (with 99.9% confidence) the initial misregistration. However, the two assignments are not significantly different (with 95% confidence) ( Table 4) , which means that we can initialize our algorithm with the assignment based on a coarser library of projections without any significant loss in accuracy.
Quality of the reference
We have low-pass filtered the 3D Bacteriorhodopsin model described in Section 4.2 to 2.4 nm and repeated the robustness experiment (Section 4.3). We compare in Table 5 the results of the experiment with the low-and the high-resolution reference volumes for the same initial conditions. When the initial assignment is different from the ground truth, the algorithm reduces the initial misregistration in the case of the low-and of the high-resolution volume. For bigger initial misalignments (ground truth AE10
; ground truth AE15 ), we can note a smaller standard deviation of the measure of misregistration in the case of the low-resolution volume than in the case of the highresolution one. This can be explained by a better convergence toward a global minimum of the cost function in the case of a low-resolution volume.
Validation without ground-truth alignment
Given a set of experimental images of a GroEL chaperonin from Escherichia coli and its lowresolution 3D model, we show here the performance of our algorithm in refining this model. In this case, the ground-truth orientation and translation of the particle images are unknown and have to be estimated. This means that we cannot perform an objective evaluation of the accuracy of the assignment anymore. Therefore, we have chosen to evaluate the performance of our algorithm by measuring the consistency of volume reconstructions in terms of the Fourier-shell correlation (FSC).
We had at our disposal a set of experimental GroEL images acquired by De Carlo et al. [41] and a first estimation of their orientational and translational parameters. This first assignment has been obtained after having performed one iteration of PM for refinement of a starting model (the zero-iteration model), as explained in Ref. [41] . Using these data, we reconstructed a 3D GroEL model that had a very low resolution. We refer to this volume as the first-iteration model. We performed one iteration of the refinement of the first-iteration model using MPM. We refer to the subsequent reconstructed volume as the second-iteration model. In the next iteration, we applied our spline frequency-based algorithm to the refinement of the second-iteration model. To provide our algorithm with an initial angular and translational assignment, we performed one iteration of MPM that was also using the seconditeration model as the reference.
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Using the assignment by our algorithm, we reconstructed two volumes from two subsets of the GroEL images, and computed the corresponding FSC curve. The 0.5-FSC for the two volumes was 12.5 Å (Fig. 9) . We reconstructed two more volumes corresponding to the initial angular and translational assignment used by our algorithm, and computed the corresponding FSC curve. The 0.5-FSC for these two volumes was 22.2 Å (Fig. 9) . We also had at our disposal the angular and translational assignment for the images after having performed four iterations of PM for refinement of the zero-iteration model, as explained in Ref. [41] . We therefore reconstructed two volumes corresponding to this assignment, and computed the FSC curve. Their 0.5-FSC was 29.0 Å (Fig. 9) . All six volume reconstructions were accomplished using the algebraic reconstruction technique (ART) with smooth spherically symmetric volume elements [42] . From Fig. 9 , we conclude that our spline frequency-based algorithm improves the consistency of 3D reconstructions. It outperforms PM-based refinement procedure in terms of both consistency and speed; it leads to more consistent 3D reconstructions in a smaller number of iterations (Fig. 10 ).
Conclusion
We have developed a frequency-based algorithm for computing the parameters of orientation and translation of cryo-EM single-particle images with respect to a 3D model of the particle. Our Fig. 9 . Fourier-shell correlation and 0.5 threshold for the following GroEL volume reconstructions: (1) corresponding to the assignment by the spline frequency-based algorithm for refinement of the second-iteration model, (2) corresponding to the initialization of the spline frequency-based algorithm by MPM that was using the same 3D reference, that is, the seconditeration model, and (3) corresponding to the assignment after four iterations of PM for refinement of the zero-iteration model. algorithm assigns a set of continuous orientational and translational parameters to the images. Therefore, its application is the refinement of the assignment obtained by the algorithms that result in a set of quantized orientational and translational parameters. Our algorithm uses a gradientbased iterative minimization of a least-squares measure of dissimilarity between an image and a projection of the volume in the frequency domain. It is based on the CST for computing FT of the projections. To interpolate the data accurately and to compute the gradient of the dissimilarity measure exactly, we use a continuous data model based on cubic B-splines.
ARTICLE IN PRESS
We validated the algorithm in a fully controlled simulation environment where the ground-truth solution was known a priori. We synthesized a set of images with known orientations and translations using a 3D model of a protein from the PDB. We designed a measure of the assignment quality that is expressed in voxel units but takes into account both angular and translational assignment accuracy.
We compared the robustness of this algorithm to that of an algorithm that performs the registration in the space domain. We observed that the frequency-based registration was more robust than the space-based method, which we explain by the space-limitedness assumption that is better satisfied by the EM data than the band-limitedness assumption implicit with real-space data interpolation.
Then, we showed the performance of the frequency-based method when initialized by applying one of three standard quantized-parameter methods. We also showed their joint result obtained by employing a strategy that selects for each image the method that gives the minimum final value of the dissimilarity measure. This strategy improves the robustness of our algorithm; for the data sets used here, it achieves assignment with a mean error that is smaller than 2 voxel (i.e., 6.54 Å ).
Our experiments point out that we could initialize our algorithm with an assignment based on a 10 library of projections without any significant loss in accuracy with respect to an assignment based on a 5
library. This good robustness suggests a strategy where a coarse initialization is performed using any of a series of quantized-parameter algorithms, followed by our continuous-parameter approach.
We also tested the influence of the quality of the 3D reference model to the performance of the algorithm. We have low-pass filtered the model used for the robustness experiment and repeated the robustness experiment with the lower-quality model. When the initial assignment is different from the ground truth, the algorithm reduces the initial misregistration with the low-resolution volume like with the high-resolution reference. We noticed once more that robustness to local minima of the cost function was better in the case of a low-resolution reference than in the case of a high-resolution one.
Finally, we presented the performance of our frequency-based algorithm in refining a 3D model of a GroEL chaperonin using real EM data where there was no ground-truth solution. We initialized it by MPM. We observed that our algorithm improved the consistency of the volumes from a previous iteration and outperformed PM-based ARTICLE IN PRESS Fig. 10 . Experiments performed, with the reconstruction index in parentheses, and with the corresponding FSC resolution. For the proposed method, the effective model is that which results from reconstruction ð2Þ 0 ; and we use the assignments resulting from MPM only as initial conditions. (The reconstruction at 22.2 Å was performed solely for monitoring purposes.) We reach a better resolution in fewer reconstructions than with the PM method. assignment in terms of consistency and speed. In particular, we observed on this data that our proposed approach was able to reach, in three iterations, a better 0:5-FSC accuracy (12.5 Å ) than that achieved by four iterations of PM (29.0 Å ).
Our frequency-based method is available in the Xmipp package [43] .
