In many applications, such as in multivariate meta-analysis or in the construction of multivariate models from summary statistics, the covariance of regression coefficients needs to be calculated without having access to individual patients' data. In this work, we derive an alternative analytic expression for the covariance matrix of the regression coefficients in a multiple linear regression model. In contrast to the well-known expressions which make use of the cross-product matrix and hence require access to individual data, we express the covariance matrix of the regression coefficients directly in terms of covariance matrix of the explanatory variables. In particular, we show that the covariance matrix of the regression coefficients can be calculated using the matrix of the partial correlation coefficients of the explanatory variables, which in turn can be calculated easily from the correlation matrix of the explanatory variables. This is very important since the covariance matrix of the explanatory variables can be easily obtained or imputed using data from the literature, without requiring access to individual data. Two important applications of the method are discussed, namely the multivariate meta-analysis of regression coefficients and the so-called synthesis analysis, and the aim of which is to combine in a single predictive model, information from different variables. The estimator proposed in this work can increase the usefulness of these methods providing better results, as seen by application in a publicly available dataset. Source code is provided in the Appendix and in http://www.compgen.org/tools/regression.
Introduction
The linear regression model is one of the oldest and most commonly used models in the statistical literature and it is widely used in a variety of disciplines ranging from medicine and genetics to econometrics, marketing, social sciences and psychology. Moreover, the relations of the linear regression model to other commonly used For instance, consider the case of a multiple linear regression model that relates the dependent variable, y, with p independent variables, 1 2 , , , p x x x  . The traditional linear regression, models the expectation of y given 1 2 , , , p x x x  . as a linear combination of the covariates: 
The aim of the method is to build the model in Equation (1) , in other words, to find the estimates of the parameters 0 1 , , , p β β β  , using however not the individual data, but rather the information arising from the pairwise relationships among the variables. In the following, the regression coefficients are the elements of the (p + 
On the other hand, we could either have the simple regressions that relate each pair of x i 's:
or, the correlation matrix that describes the linear relationships among the x i 's: 
In Equation (4), the Pearson's correlation coefficient between x i and x j are denoted by r ij for 1 ≤ i, j ≤ p. The first approach for synthesis analysis was presented by Samsa and coworkers [12] who used Equation (2) and Equation (3) in order to calculate the estimates of Equation (1) . In particular, the authors used a previously known result that relates β to the matrices A, S, where β is the p × 1 matrix of the regression coefficients 1 2 , , , p β β β  from the multivariate model of Equation (1), A is the p × 1 matrix of the regression coefficients of Equation (2), S is the p × 1 matrix of the standard deviations of the x i covariates and R x is given by Equation (4). If we denote A and S by: 
then the regression coefficients can be calculated by:
In Equation (6) ,  stands for the element-wise multiplication (also known as the Hadamard product or dot matrix product) and similarly the division (/) is also element-wise. This method, provides estimates for the regression coefficient 1 2 , , , p β β β  , and in order for the intercept, β 0 , to be calculated, one would need to use the estimated 1 2 , , , p β β β  along with the mean values of the variables. Finally, we should mention that the method as described did not provide an estimate for the variance of the coefficients. Thus, construction of confidence intervals and assessment of the statistical significance of the covariates could not be carried out. In a latter work, Zhou and coworkers [13] developed a different method. First, they took expectations on both sides of Equation (1) 
Then, by combining Equation (2) , Equation (3) and Equation (7), they obtained the following result:
Using now Equation (8), they obtained a system of p equations for the p unknown parameters, which are the p elements of β , 1 2 , , , p β β β

, that can be easily solved and p equations for the intercept β 0 , which however they proved that lead to a unique solution. The authors described also a method for calculating the variance-covariance matrix of the estimated coefficients using the multivariate delta method, utilizing the estimated variance-covariance matrix of the individual regression models (Equation (2) and Equation (3)).
The method is very interesting in that it does not assume normality of the covariates in order to estimate the parameters and thus it is expected to be more robust in case of non-normally distributed variables (but assumes the normality of the estimated parameters in order to use the delta method). On the other hand, the method is quite difficult to be implemented for an arbitrary number of covariates. The system of equations arising from Equation (8) should be solved explicitly and the solution will be more difficult as the number of covariates increases (the authors provided explicit solutions for p = 2 and p = 3). The major difficulty however, lies in the calculation of the covariance matrix with the delta method. The difficulty is particularly evident if we consider that the β i 's are highly non-linear functions of the α i 's and γ i 's and thus the partial derivatives require explicit calculations, which are different for different p and can be done only using software that perform symbolic calculations.
Meta-Analysis of Regression Coefficients
In the meta-analysis of regression coefficients, the problem is different. Here, we have a set 1 10) and by Ω the between-studies covariance matrix, given by: 
This is the classic model of multivariate meta-analysis used in several applications [4] [5] [18] . For fitting this model, there are several alternatives, such as Maximum Likelihood (ML), Restricted Maximum Likelihood (REML) or the multivariate method of moments (MM), all of which however require that the diagonal elements of C s . These are the study-specific estimates of the variance that are assumed known, whereas the off-diagonal elements correspond to the pairwise within-studies covariances, thus for ,
we have:
On the other hand, the between studies covariance matrix is estimated from the data. Of course, in model of Equation (9) we could also use * β and include the intercept as well. However, this will rarely be needed in practical applications where the interest lies in the estimation of covariate effects.
The major problem in this method, is, as Becker and Wu point out that "in practice, the covariance matrix among the slopes in primary studies is rarely reported (though matrices of correlations among predictors are sometimes reported)" [3] . Usually, ignoring or approximating the within studies covariance matrix produce reliable estimates for the fixed effects parameters but biased estimates for the variance [19] [20] . Thus, ideally one would want to include reliable estimates for the within studies covariances in order to gain the maximum from the multivariate meta-analysis. Currently, since the majority of studies do not report the covariance matrices, a literature-based (i.e. without having access to individual data) meta-analysis would be forced to assume zero correlations between the regression coefficients, limiting this way the efficiency of the method. An alternative, would be to use the model of Riley and coworkers, which, being no-hierarchical, maintains the individual weighting of each study in the analysis but includes only one overall correlation parameter, removing this way the need to know the within-study correlations [21] . For other effect sizes, such as the odds ratio, the relative risk and so on, recent studies have shown that under certain conditions, the correlation can be estimated using only the pairwise correlations of the variables involved [22] [23] . Thus, a similar approach can be followed here concerning the regression coefficients.
The General Method
We will begin with the multivariate normal model. This is one of the two main approaches for formulating a regression problem (the other one is the approach that assumes that the independent variables are fixed by design). Even though the two approaches are conceptually very different, it is well known that concerning the estimation of the regression parameters (coefficients and their variance), they yield exactly the same results. Consider we have p + 1 variables, y and 1 2 , , , p x x x  that are distributed according to a multivariate normal distribution. The traditional linear regression, models the expectation of y given 1 2 , , , p x x x  as a linear combination of the covariates 1 2 , , , p x x x  according to Equation (1). If we denote by 
In this case, the partial vectors are once again multivariate normal with ( ) 
If we partition Σ in order to obtain Equation (1), then the partial covariance matrices would be: 
whereas, Y 1 would be a univariate normal ( )
2
, y y N y s . Then, the regression coefficients of Equation (1), with the exception of the intercept, will be given by:
The intercept is given simply as a function of the p regression coefficients and the mean vectors of y and x i 's:
The covariance matrix of the coefficients in Equation (1) including the intercept is given by:
where X denotes the n p × design matrix of the independent variables, T X the transpose matrix of X and In Appendix A, we show that the estimated regression coefficients by this method are identical to the ones obtained by Samsa and coworkers [12] . In other words, we show that:
It is obvious that the estimate proposed by Samsa and coworkers [12] is just a re-parameterization of a well-known result and produces identical estimates.
Another commonly used formula, can be derive the estimation of the standardised regression coefficients i b , for each 1, 2, , i p =  , using the correlation matrices x R of Equation (4) 
In Appendix B, we show that the coefficients obtained with Equation (20) and Equation (21), are identical to the ones obtained with the use of Equation (6) and Equation (17) . That is, we show that:
Thus, it is clear that the three methods described above are equivalent and yield identical estimates ( )
Variance-Covariance Matrix
If we want to obtain the variance of the estimated coefficients, we need to turn to Equation (18) , which requires explicit knowledge of the n p × design matrix X and the cross-product matrix:
In synthesis analysis as well as in meta-analysis, one usually does not have access to n × p individual data X , and thus, we have to find a method to estimate the variance with information obtained from the published reports. As we already discussed, Samsa and coworkers [12] did not provide an estimate for the covariance matrix, whereas Zhou and coworkers [13] provided a difficult to obtain estimate, using the delta method. However, the variance of a regression coefficient (let's say β i ) can be obtained relatively easily from summary statistics and it can be shown to be equal to:
The formula in Equation (25) can be found in many textbooks with the proof traced back in earlier versions of Green's Econometrics Analysis [24] ; another elegant proof can be found in [25] . Here, 2 i R is the squared multiple correlation that relates x i with the rest of the independent variables, whereas σ 2 is the total variance of the regression. The term ( )
is usually named "variance inflation factor". In many applications, we may conveniently assume that the total variance remains the same if we add x i in the model, so we may write the variance of the regression coefficient in the full model as a function of the variance of the coefficient in the univariate model of Equation (2):
Clearly, in most of the situations this is an upper bound [25] [26] that leads to conservative estimates but it may be useful in many practical applications. In order to evaluate Equation (25) 
We need to remind however, that since this quantity is usually estimated, in real applications we need to adjust it (see [27] 
On the other hand, an easy way (among others) to obtain 2 i R is using:
where υ ii is the i-th diagonal element of
The main result of this work is to provide a closed-form expression for the covariance, that does not include X . In Appendix C we show that the covariance is given by:
where ;12 ij p r  is the ij-partial correlation of x i with x j -controlling for the remaining variables. For i j ≠ , the ij-partial correlation coefficient is defined [28] as:
with ( ) x ij R being the submatrix that is obtained by deleting the i-th row and j-th column of the correlation matrix x R in Equation (4). Moreover, for i j = the already known from Equation (25) variance of i β is recovered as follows:
Interestingly, the correlation between the coefficients will simply be given by: 
Thus, another useful relation can be obtained if we consider the p p
diag var , var , , var p
where P p is the p × p matrix of ij-partial correlations ;123
The variance of the intercept (β 0 ) can be obtained by using the properties of the covariance function, some well known results from linear regression and Equation (25) , Equation (30): 
Similarly, we may obtain the covariance of 0 β with i β : 
At this point we should note that Equation (33) was also mentioned by Becker and Wu, and was attributed to [29] . However, the formula was given there only as an unsolved problem for the regression with two independent variables. Most probably, Becker and Wu (since they were aware of the formula), overlooked the fact that the partial correlation coefficient can be calculated from the pairwise correlations, using simple matrix manipulations. To the best of the authors' knowledge, Equation (30) and its derivation is novel, since it cannot be found or mentioned in any of the traditional books of linear regression or multivariate analysis [24] [27] [29] - [33] .
Results and Discussion
As an illustrative example for both meta-analysis and synthesis analysis, we used a publicly available dataset concerning Diabetes in Pima Indians. The dataset has been created from a larger dataset and it was obtained from the UCI Machine Learning Repository [34] (http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes). The dataset has been used in the past in several applications for constructing prediction models for diabetes [35] . Here, we chose to use plasma glucose concentration at 2 hours in an oral glucose tolerance test as the dependent variable. For predictors, we used the diastolic blood pressure (mm Hg), the triceps skin fold thickness (mm), the 2-hour serum insulin (mu U/ml), the body mass index (weight in kg/(height in m)^2) and the age (years). The code provided in Appendix D, makes clear that the method, using only the summary statistics, produces identical estimates with the standard linear regression analysis on the original data.
Afterwards, we used the same dataset in order to create an "artificial" meta-analysis dataset. We randomly split the dataset in 10 subsets (which we treat as "studies") of approximate the same number of participants (from 55 to 86). For each dataset, we performed the same calculation and estimated the same model for predicting plasma glucose concentration. The estimates for the regression coefficients and their standard errors in each subset are listed in Table 1 . Then, we applied the various alternative methods in a meta-analysis of these 10 "studies", in order to investigate the effect of the different within-studies covariance matrix.
Firstly, we used the actual within studies covariance matrix obtained from each dataset, which is the ideal but not easily tenable situation. Secondly, we assumed a zero within studies correlation (that is, we used only the variances of the regression coefficients). Thirdly, we applied the alternative method of Riley and coworkers [21] that does not differentiate between and within studies variation (and thus, it requires as input only the variances). And last, we applied the proposed method by assuming a realistic scenario, in which the variances of the regression coefficients are known, but the covariances are not, and thus they are imputed. For all analyses we used the mvmeta command in Stata with the REML option [36] .
By observing the pooled correlation matrix between the independent variables (measured in the combined dataset of 768 individuals), which was found to be equal to: Table 1 . The estimates of the regression coefficients and their standard errors, after randomly splitting the dataset in 10 subsets (which we treat as "studies"). For each dataset, we performed the same calculation and estimated the same model for predicting plasma glucose concentration. The regression coefficients for each subset (s) correspond to diastolic blood pressure (β 1 ), triceps skin fold thickness (β 2 ), 2-hour serum insulin (β 3 ), body mass index (β 4 ) and age (β 5 ). 
This matrix is very simplified, in the sense that large correlations were rounded to 0.25 or 0.5, whereas the smaller ones (which are also the statistically non-significant), were set to zero. In real life applications, such a matrix could have been observed, for instance, in one or more of the included studies, or alternatively, it could have been compiled by collecting pairwise correlations concerning the variables at hand from the literature. Of course, in many applications the obtained matrix would be closer to the actual one, but we deliberately used such a crude approximation in order to simulate a condition in which only vague prior knowledge is available (that is, that two variables are positively correlated or not).
The results of this sensitivity analysis are listed in Table 2 . In the table, we also list the results of the regression on the pooled dataset. For reasons of completeness, we also present the results obtained by the so-called meta-analysis of Individual Patients Data (IPD), in which we perform a stratified (by "study") regression analysis with a linear mixed model with random coefficients for the independent variables [37] .
Even though the interpretation of the results did not change in nearly all analyses, some useful conclusions can be drawn. First of all, four out of the five variables have large and significant effects on glucose (triceps skin fold thickness, insulin, BMI and age) whereas DBP show a negligible (non-significant) association. Most of the methods corroborate to thus, with the exception of the method of Riley which produces a marginally not-significant association for triceps skin fold thickness as well. As expected, the summary meta-analysis using the actual correlation matrix and the meta-analysis using IPD, yield similar even though not identical estimates. Concerning Table 2 . The estimates for the meta-analysis on k = 10 artificially generated "studies", obtained using the different methods. The regression coefficients for each subset (s) correspond to diastolic blood pressure (β 1 ), triceps skin fold thickness (β 2 ), 2-hour serum insulin (β 3 ), body mass index (β 4 ) and age (β 5 ). For the explanation of the methods, see the main text. the other three approaches for summary data meta-analysis, the method that we proposed here, using the "working" correlation matrix, produces the results that resemble closely the ones obtained by using the actual correlation matrix of each "study". This is true for both the regression estimates and their standard errors. The naive method of assuming zero correlation and the method of Riley, produced slightly biased estimates and standard errors, which especially in the case of Riley's method yield a non-significant effect for one of the variables (triceps skin fold thickness). This can be explained, since the regression estimates for triceps skin fold thickness β 2 had the largest variability between studies and given that the method of Riley cannot differentiate the sources of variability, inflates this way the overall estimate of the variance of the particular coefficient. The dataset and the source code are given at http://www.compgen.org/tools/regression. The source code that we provide, presents an easily applied and fast method for calculating the covariance matrix of the regression coefficients given the correlation matrix of the explanatory variables. We applied this method in two important problems, namely in the meta-analysis of regression coefficients and in synthesis analysis, with very encouraging results. Since the expression is mathematically equivalent to the already known expressions, when the correlations are the actual correlations of the sample the results are identical. However, even in the case where the actual correlations are not known from the sample, these can be imputed using data from the literature. In this case, as one would expect, the method is very robust to modest deviations from the actual values. Our results, build upon the earlier works of Riley and coworkers and Wu and Becker, and demonstrate the usefulness of the method. Thus, we knew that by ignoring the within studies correlation may result in biased estimates for the variance of the effect size, and that the alternative model may be useful in several circumstances. Now, we have an ever better approximation that can be used in order to obtain better results. The idea of calculating the correlation of estimates using the pairwise correlation of the variablesinvolved, has already being presented in a general meta-analysis setting [22] [23] , and thus, we expect that this method can be useful both to meta-analysis of regression coefficients and to synthesis analysis.
When we reconstruct the correlation matrix using data from the literature, two things need to be addressed. First, we may encounter the problem of a non-positive definite covariance matrix [38] . The chance of this happening increases with the number of variables included and with increasing correlations among them. When two variables are highly correlated (correlation > 0.99), a simple solution would be to exclude one of them from the model. In all other cases, in order to overcome the problem, the most reasonable solution would be to transform the non-positive definite covariance matrix into positive definite. For this, we can use a simple heuristic consisting of adding the negative of the smallest eigenvalue (which will be negative) plus a small constant (10 −7 ) to the diagonal elements of the covariance matrix, or some other among the correction techniques proposed in the literature [38] - [40] . The second thing to remind, is that when we have multiple sources of evidence concerning a particular correlation, or for the whole correlation matrix, then, the obvious solution would be to pool them using appropriate meta-analysis methods. Methods for pooling correlation coefficients are known for years, but it will be advantageous, when possible, to pool the whole correlation matrix using a multivariate technique that properly takes their own covariances into account [41] - [44] .
Conclusions
In this work, we derive an analytical expression for the covariance matrix of the regression coefficients in a multiple linear regression model. In contrast to the well-known expressions which make use of the cross-product matrix X T X, we express the covariance matrix of the regression coefficients directly in terms of covariance matrix of the explanatory variables. This is very important since the covariance matrix of the explanatory variables can be easily obtained or imputed using data from the literature, without requiring access to individual data. In particular, we show that the covariance matrix of the regression coefficients can be calculated using the matrix of the partial correlation coefficients of the explanatory variables, which in turn can be calculated easily from the correlation matrix of the explanatory variables.
The estimate proposed in this work can be useful in several applications. As we already noted, meta-analysis of regression coefficients is increasingly being used in several applications both in the biological [6] [7] [45] as well as in the social sciences [8] - [11] . Thus, the estimate proposed here, coupled with the advances in multivariate meta-analysis software, can facilitate further the use of the method. Some other, more advanced techniques have also been proposed for synthesizing regression coefficients, especially when the studies are included in the meta-analysis evaluate different set of explanatory variables [46] [47] . However, these techniques require spe-cialised software or user-written code, whereas the traditional approach mentioned here can be fitted using standard software for multivariate meta-analysis. Finally, the influence of the omitted variables (i.e. the variables that are not measured in some of the included studies), can be evaluated and adjusted for using multivariate meta-regression, simply by adding an indicator variable for each of the omitted covariates. We believe that such an approach will be efficient and easily used.
The method proposed here, can also greatly increase the usability of the standard synthesis analysis method. For instance, such methods can be used for constructing multivariate prognostic models using the univariate associations. Of particular importance is the ability to incorporate published univariable associations in diagnostic and prognostic models [14] , or the ability to adjust the results of an individual data analysis, for another recently discovered factor, using estimates from the literature [14] [48] .
Other potential applications can be found in the social sciences, where statistical methods for comparing regression coefficients between models [49] are needed, especially in the study of mediation models, such as in the case of psychology [50] . Moreover, as we showed in the manuscript, the method is already available for use also with the standardized regression coefficients (b). Even though the use of standardized regression coefficients in epidemiology has been the subject of debate [9] [51] [52] , they are routinely used in the social sciences [53] and they become popular in genetics with genome-wide association studies [54] - [56] . Thus, we believe that the method can be useful also in this respect.
The assumptions, on which the method is based, need also to be discussed. For the derivation we assume that the dependent and the independent variables are jointly multivariate normally distributed. This is one of the two main approaches for formulating a regression problem (the other is the approach that assumes that the independent variables are fixed by design). Even though the two approaches are conceptually very different, it is well known that concerning the estimation of the regression parameters (the coefficients and their variance), they yield exactly the same results. The assumption of multivariate normality is more stringent, but it yields an optimal predictor among all choices, rather than merely among linear predictors. Practically, since the estimators are identical, this means that we can use the expressions derived here, even in the case of binary independent variables and in any case the results are identical with the ones produced by any standard linear regression software. We need to mention at this point that the method is developed in [13] , which as the authors claimed does not make the assumption of normality, yields estimates for the regression coefficients that differ from the ones produced by standard regression packages.
When it comes to binary dependent variables however, the situation is more complicated. The method can also be used, after appropriate transformations, for estimating the parameters of such models (i.e. logistic regression). Several similar methods have been proposed in the literature [57] [58], but they are all based on the method of Cornfield [59] , which is approximate and produces biased estimates [60] - [62] . This fact, along with some other fundamental differences between the linear model and the logistic regression model [63] [64] , rings the bell for the use of such methods, and makes imperative the need for new accurate methods for binary data. 
Appendix A
Finally, denoting 
and, the p p × diagonal matrix x V such that. As in Appendix A, Equation (A.1) yields:
Using Equation (B.1), Equation (16) and Equation (17), we derive: Substituting Equation (C.12) and Equation (C.13) in Equation (C.10) arises: 
