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Abstract
In this paper the asymptotic behaviour of the solutions to a non-autonomous 2D-
Navier-Stokes model is analyzed when the initial datum belongs to V, for two frame-
works: the universe of fixed bounded sets, and also for another universe given by
a tempered condition. The existence of pullback attractors in these different uni-
verses is established, and thanks to regularity properties, the relation between these
several families of attractors and the corresponding in H is successfully studied. Fi-
nally, two results about the tempered behaviour in V and (H2(Ω))2 of the pullback
attractors, when time goes to −∞, are obtained.
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1 Introduction
The Navier-Stokes equations govern the motion of usual fluids like water, air,
oil, etc. These equations have been the object of numerous works since the
first paper of Leray was published in 1933 (e.g. cf. [8,17,26,11,16], and the
references therein).
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On the one hand, the theory of attractors was initiated to deal with some
open problems as the understanding of turbulence. Actually, many related
items have been developed in the last decades with partial or total success, as
determining modes and nodes, simplification to finite-dimensional dynamics,
and also applied to general problems in dynamical systems.
On the other hand, the appearance of more complex and realistic models
that aimed to deal with terms depending non-trivially on time involved sub-
stantial changes. While a first (and natural) approach was that of uniform
attractors (e.g. cf. [4,5] and the references therein), other different approaches
appeared to allow unbounded time-depending terms and processes, as random
or stochastic models.
In particular, the theory of pullback attractors has been extensively developed
in the last years in a vast range of problems (e.g. cf. [7,15]). This approach
studies under minimal requirements not only the future of the dynamical sys-
tem but what are the current attracting sections when the initial data come
from −∞.
Namely, it has been applied in many different situations as for instance those
coming from chemical, physical, and biological motivations, and also for several
models related to the Navier-Stokes system (e.g. cf. [10,9,23,13,20,22]).
Recent advances in the theory of non-autonomous dynamical systems include
the consideration of universes of initial data changing in time (usually in
terms of a tempered condition of growth), accordingly to the intrinsically
non-autonomous model (e.g. cf. [6,2]).
However, many questions remained open in this direction, as for instance a
proper comparison between pullback attractors in the classical sense and the
so-called pullback D−attractors (this problem was addressed in [21]), and
pointing out the usefulness of the last concept when dealing with non-compact
but only asymptotically compact processes.
The goal of this paper is to continue the analysis of some of these questions,
and indeed we aim to address them with a non-autonomous 2D−Navier-Stokes
model. Namely, we will present a study on the regularity of the different fam-
ilies of pullback attractors, the relation among them, and their tempered be-
haviour in different norms.
The structure of the paper is as follows. In Section 2 the statement of the
problem is done, recalling some basic definitions and estimates that will be
necessary bellow. Section 3 is devoted to present under minimal assumptions
some abstract results on pullback attractors in different spaces and the relation
among them. The existence of pullback D−attractors in the H1−norm in
several universes is treated in Section 4 by using an energy method which
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relies on the continuity of the solutions (we deal with the two-dimensional
case). Finally, under some suitable additional assumptions, some results about
the tempered behaviour of these families are obtained in Section 5.
2 Statement of the problem
Consider an arbitrary value τ ∈ R, and the following Navier-Stokes problem:
∂u
∂t
− ν∆u+ (u · ∇)u+∇p = f(t) in (τ,+∞)× Ω,
divu = 0 in (τ,+∞)× Ω,
u = 0 on (τ,+∞)× ∂Ω,
u(τ, x) = uτ (x), x ∈ Ω,
(1)
where the set Ω ⊂ R2 is open and bounded with smooth enough boundary,
ν > 0 is the kinematic viscosity, u is the velocity field of the fluid, p is the
pressure, uτ is the initial velocity field, and f is the external force term de-
pending on time.
To start, we consider the following usual function spaces:
V =
{
u ∈ (C∞0 (Ω))2 : div u = 0
}
,
H = the closure of V in (L2(Ω))2 with the norm |·| , and inner product (·, ·),
where for u, v ∈ (L2(Ω))2,
(u, v) =
2∑
j=1
∫
Ω
uj(x)vj(x)dx,
V = the closure of V in (H10 (Ω))2 with the norm ‖·‖ associated to the inner
product ((·, ·)), where for u, v ∈ (H10 (Ω))2,
((u, v)) =
2∑
i,j=1
∫
Ω
∂uj
∂xi
∂vj
∂xi
dx.
We will use ‖·‖∗ for the norm in V ′ and 〈·, ·〉 for the duality 〈V ′, V 〉 . We
consider every element h ∈ H as an element of V ′, given by the equality
〈h, v〉 = (h, v) for all v ∈ V. It follows that V ⊂ H ⊂ V ′, where the injections
are dense and compact.
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Define the operator A : V → V ′ as
〈Au, v〉 := ((u, v)) ∀u, v ∈ V.
Denoting D(A) = (H2(Ω))2 ∩ V, then Au = −P∆u for all u ∈ D(A), is the
Stokes operator (P is the ortho-projector from (L2(Ω))2 onto H). On D(A)
we consider the norm | · |D(A) defined by |u|D(A) = |Au|. Observe that on D(A)
the norms ‖ · ‖(H2(Ω))2 and | · |D(A) are equivalent, and D(A) is compactly and
densely injected in V .
Let us denote
b(u, v, w) =
2∑
i,j=1
∫
Ω
ui
∂vj
∂xi
wjdx,
for every functions u, v, w : Ω → R2 for which the right-hand side is well
defined.
In particular, b has sense for all u, v, w ∈ V, and is a continuous trilinear form
on V × V × V.
Some useful properties concerning b that we will use in the next sections are
the following (see [24] or [26]):
There exists a constant C1 > 0, only dependent on Ω, such that (recall that
we are in dimension two)
|b(u, v, w)| ≤ C1|u|1/2|Au|1/2‖v‖|w|, ∀u ∈ D(A), v ∈ V, w ∈ H, (2)
|b(u, v, w)| ≤ C1|Au|‖v‖|w|, ∀u ∈ D(A), v ∈ V, w ∈ H, (3)
and
|b(u, v, w)| ≤ C1|u|1/2‖u‖1/2‖v‖|w|1/2‖w‖1/2, ∀u, v, w ∈ V. (4)
Assume that uτ ∈ H and f ∈ L2loc(R;V ′).
Definition 2.1 (Weak solution) A weak solution of (1) is a function u that
belongs to L2(τ, T ;V ) ∩ L∞(τ, T ;H) for all T > τ, with u(τ) = uτ , such that
for all v ∈ V,
d
dt
(u(t), v) + ν〈Au(t), v〉+ b(u(t), u(t), v) = 〈f(t), v〉, (5)
where the equation must be understood in the sense of D′(τ,+∞).
Remark 2.2 If u is a weak solution of (1), then from (5) we deduce that for
any T > τ, one has u′ ∈ L2(τ, T ;V ′), and so u ∈ C([τ,+∞);H), whence
the initial datum has full sense. Moreover, in this case the following energy
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equality holds:
|u(t)|2 + 2ν
∫ t
s
〈Au(r), u(r)〉dr = |u(s)|2 + 2
∫ t
s
〈f(r), u(r)〉dr, ∀τ ≤ s ≤ t.
A notion of more regular solution is also suitable for problem (1).
Definition 2.3 (Strong solution) A strong solution of (1) is a weak solu-
tion u of (1) such that u ∈ L2(τ, T ;D(A)) ∩ L∞(τ, T ;V ) for all T > τ.
Remark 2.4 If f ∈ L2loc(R;H) and u is a strong solution of (1), then u′ ∈
L2(τ, T ;H) for all T > τ, and so u ∈ C([τ,+∞);V ). In this case the following
energy equality holds:
‖u(t)‖2 + 2ν
∫ t
s
|Au(r)|2 dr + 2
∫ t
s
b(u(r), u(r), Au(r)) dr
= ‖u(s)‖2 + 2
∫ t
s
(f(r), Au(r)) dr, ∀τ ≤ s ≤ t. (6)
3 Abstract results on attractors theory. Existence of minimal pull-
back attractors
The results in this section are a slight modification and generalization of those
presented in [21] (see also [2] and [3]). In particular, we consider the process
U being closed (cf. [18], see below Definition 3.1). The proofs are not difficult,
but some of them are given explicitly for the sake of completeness.
Consider given a metric space (X, dX), and let us denote R2d = {(t, τ) ∈ R2 :
τ ≤ t}.
A process on X is a mapping U such that R2d ×X 3 (t, τ, x) 7→ U(t, τ)x ∈ X
with U(τ, τ)x = x for any (τ, x) ∈ R×X, and U(t, r)(U(r, τ)x) = U(t, τ)x for
any τ ≤ r ≤ t and all x ∈ X.
Definition 3.1 A process U on X is said to be closed if for any τ ≤ t, and
any sequence {xn} ⊂ X with xn → x ∈ X and U(t, τ)xn → y ∈ X, then
U(t, τ)x = y.
Remark 3.2 In [21] it was observed that the assumption of U being strong-
weak (also known as norm-to weak) continuous is weaker than to ask to U
being continuous (in the sense that for any pair τ ≤ t, U(t, τ) : X → X was
continuous).
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Now we point out that to ask to U being closed is weaker than being strong-weak
continuous. This more relaxed concept may be useful in some situations.
Let us denote P(X) the family of all nonempty subsets of X, and consider
a family of nonempty sets D̂0 = {D0(t) : t ∈ R} ⊂ P(X) [observe that
we do not require any additional condition on these sets as compactness or
boundedness].
Definition 3.3 We say that a process U on X is pullback D̂0-asymptotically
compact if for any t ∈ R and any sequences {τn} ⊂ (−∞, t] and {xn} ⊂ X
satisfying τn → −∞ and xn ∈ D0(τn) for all n, the sequence {U(t, τn)xn} is
relatively compact in X.
Denote
Λ(D̂0, t) :=
⋂
s≤t
⋃
τ≤s
U(t, τ)D0(τ)
X ∀ t ∈ R, (7)
where {· · · }X is the closure in X.
We denote by distX(O1,O2) the Hausdorff semi-distance in X between two
sets O1 and O2, defined as
distX(O1,O2) = sup
x∈O1
inf
y∈O2
dX(x, y) for O1, O2 ⊂ X.
The following result is standard, and it does not use any continuity assumption
on U (e.g. cf. [2,21]).
Proposition 3.4 If the process U on X is pullback D̂0-asymptotically com-
pact, then, for all t ∈ R, the set Λ(D̂0, t) given by (7) is a nonempty compact
subset of X, and
lim
τ→−∞ distX(U(t, τ)D0(τ),Λ(D̂0, t)) = 0. (8)
Moreover, it is the minimal family of closed sets satisfying (8).
Assuming also that U is closed, we obtain the invariance of the family of sets
{Λ(D̂0, t) : t ∈ R}.
Proposition 3.5 Suppose that the process U on X is pullback D̂0-asymptoti-
cally compact and closed, then the family of sets {Λ(D̂0, t) : t ∈ R}, defined
by (7), is invariant for U, i.e.
Λ(D̂0, t) = U(t, τ)Λ(D̂0, τ) ∀ τ ≤ t.
Proof. Consider τ < t and y ∈ Λ(D̂0, τ). Then, there exist sequences {τn} ⊂
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(−∞, τ ] and {xn} ⊂ X satisfying limn τn = −∞ and xn ∈ D0(τn) for all n,
such that U(τ, τn)xn → y.
On the one hand, from the pullback D̂0−asymptotic compactness we have that
{U(t, τn)xn} is relatively compact, so there exists a subsequence U(t, τn′)xn′
→ z ∈ Λ(D̂0, t). Since U(t, τn) = U(t, τ)U(τ, τn) for all n, from the fact that
U is closed, we deduce that z = U(t, τ)y. The inclusion U(t, τ) Λ(D̂0, τ) ⊂
Λ(D̂0, t) is thus proved.
On the other hand, consider z ∈ Λ(D̂0, t), and {τn} ⊂ (−∞, τ ], with τn →
−∞ and xn ∈ D0(τn) for all n, such that U(t, τn)xn → z. By using the
concatenation property of the process, we have that U(t, τn) = U(t, τ)U(τ, τn)
for all n. Now, since the sequence {U(τ, τn)xn} is also relatively compact,
for a subsequence we deduce that U(τ, τn′)xn′ → y ∈ Λ(D̂0, τ). Again, since
U is closed, we have that z = U(t, τ)y. Thus we have proved the inclusion
U(t, τ)Λ(D̂0, τ) ⊃ Λ(D̂0, t).
Let be givenD a nonempty class of families parameterized in time D̂ = {D(t) :
t ∈ R} ⊂ P(X). The class D will be called a universe in P(X).
Definition 3.6 It is said that D̂0 = {D0(t) : t ∈ R} ⊂ P(X) is pullback
D−absorbing for the process U on X if for any t ∈ R and any D̂ ∈ D, there
exists a τ0(t, D̂) ≤ t such that
U(t, τ)D(τ) ⊂ D0(t) for all τ ≤ τ0(t, D̂).
Observe that in the definition above D̂0 does not belong necessarily to the
class D.
Proposition 3.7 [cf. [2, Prop.10]] If D̂0 is pullback D−absorbing for a pro-
cess U, then
Λ(D̂, t) ⊂ Λ(D̂0, t) for all D̂ ∈ D, t ∈ R.
In addition, if D̂0 ∈ D, then
Λ(D̂0, t) ⊂ D0(t) for all t ∈ R.
Definition 3.8 A process U on X is said to be pullback D−asymptotically
compact if it is D̂-asymptotically compact for any D̂ ∈ D, i.e. if for any
t ∈ R, any D̂ ∈ D, and any sequences {τn} ⊂ (−∞, t] and {xn} ⊂ X satisfying
τn → −∞ and xn ∈ D(τn) for all n, the sequence {U(t, τn)xn} is relatively
compact in X.
As a consequence of Propositions 3.4 and 3.5, we have the following
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Proposition 3.9 Assume that the process U is closed and pullback D−asymp-
totically compact. Then, for each D̂ ∈ D and any t ∈ R, the set Λ(D̂, t) is a
nonempty compact subset of X, invariant for U, that attracts D̂ in the pullback
sense, i.e.
lim
τ→−∞ distX(U(t, τ)D(τ),Λ(D̂, t)) = 0. (9)
Moreover, it is the minimal family of closed sets satisfying (9).
Proposition 3.10 Assume that D̂0 = {D0(t) : t ∈ R} ⊂ P(X) is pullback
D−absorbing for a process U on X, which is pullback D̂0-asymptotically com-
pact. Then, the process U is also pullback D−asymptotically compact.
Proof. Consider fixed t ∈ R, D̂ ∈ D, and sequences {τn} ⊂ (−∞, t] and
{xn} ⊂ X, with limn τn = −∞, and xn ∈ D(τn) for all n. We must prove that
from the sequence {U(t, τn)xn} we can extract a subsequence converging in
X.
Observing that D̂0 is pullback D−absorbing for the process U , we deduce
that for any integer k ≥ 1 there exists a τnk ∈ {τn} such that τnk ≤ t − k
and ynk = U(t − k, τnk)xnk ∈ D0(t − k). As U is pullback D̂0-asymptotically
compact, from the sequence {U(t, t − k)ynk} we can extract a subsequence
{U(t, t − k′)ynk′} converging in X. But U(t, t − k′)ynk′ = U(t, t − k′)(U(t −
k′, τnk′ )xnk′ ) = U(t, τnk′ )xnk′ . This finishes the proof.
With the above definitions and results, we obtain the main result of this
section.
Theorem 3.11 Consider a closed process U : R2d × X → X, a universe D
in P(X), and a family D̂0 = {D0(t) : t ∈ R} ⊂ P(X) which is pullback
D−absorbing for U, and assume also that U is pullback D̂0−asymptotically
compact.
Then, the family AD = {AD(t) : t ∈ R} defined by
AD(t) =
⋃
D̂∈D
Λ(D̂, t)
X
t ∈ R,
has the following properties:
(a) for any t ∈ R, the set AD(t) is a nonempty compact subset of X, and
AD(t) ⊂ Λ(D̂0, t),
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(b) AD is pullback D−attracting, i.e.
lim
τ→−∞ distX(U(t, τ)D(τ),AD(t)) = 0 for all D̂ ∈ D, t ∈ R,
(c) AD is invariant, i.e. U(t, τ)AD(τ) = AD(t) for all τ ≤ t,
(d) if D̂0 ∈ D, then AD(t) = Λ(D̂0, t) ⊂ D0(t)X , for all t ∈ R.
The family AD is minimal in the sense that if Ĉ = {C(t) : t ∈ R} ⊂ P(X)
is a family of closed sets such that for any D̂ = {D(t) : t ∈ R} ∈ D,
lim
τ→−∞ distX(U(t, τ)D(τ), C(t)) = 0,
then AD(t) ⊂ C(t).
Proof. As D̂0 is pullback D−absorbing for U, from Proposition 3.7 we know
that Λ(D̂, t) ⊂ Λ(D̂0, t) for any t ∈ R and D̂ ∈ D, and if moreover D̂0 ∈ D,
then Λ(D̂0, t) ⊂ D0(t)X for all t ∈ R.
As U is pullback D̂0−asymptotically compact, by Proposition 3.4, the set
Λ(D̂0, t) is nonempty and compact, for any t ∈ R.
By Proposition 3.10, U is also pullback D−asymptotically compact. Thus,
again by Proposition 3.4 applied to D̂ instead of D̂0, for any t ∈ R and
D̂ ∈ D, the set Λ(D̂, t) is nonempty and compact.
These considerations prove (a) and (d).
Moreover, as evidently
distX(U(t, τ)D(τ),AD(t)) ≤ distX(U(t, τ)D(τ),Λ(D̂, t))
for any D̂ ∈ D, (b) is also a consequence of Proposition 3.4.
Now, in order to prove (c) we observe that by Proposition 3.5, we also have
U(t, τ)Λ(D̂, τ) = Λ(D̂, t) for all τ ≤ t and any D̂ ∈ D. (10)
If y ∈ AD(t), there exist two sequences {D̂n} ⊂ D and {yn} ⊂ X, such that
yn ∈ Λ(D̂n, t) and yn → y. But by (10), yn = U(t, τ)xn, with xn ∈ Λ(D̂n, τ) ⊂
AD(τ). By the compactness of this last set, there exists a subsequence {xn′} ⊂
{xn} such that xn′ → x ∈ AD(τ). But then, as U is closed, y = U(t, τ)x, and
this proves that AD(t) ⊂ U(t, τ)AD(τ). The reverse inclusion can be proved
analogously.
Finally, the minimality is also easy to obtain taking into account Proposition
3.9 and the definition of AD.
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Remark 3.12 Under the assumptions of Theorem 3.11, the family AD is
called the minimal pullback D−attractor for the process U.
If AD ∈ D, then it is the unique family of closed subsets in D that satisfies
(b)–(c).
A sufficient condition for AD ∈ D is to have that D̂0 ∈ D, the set D0(t) is
closed for all t ∈ R, and the family D is inclusion-closed (i.e. if D̂ ∈ D, and
D̂′ = {D′(t) : t ∈ R} ⊂ P(X) with D′(t) ⊂ D(t) for all t, then D̂′ ∈ D).
We will denote DXF the universe of fixed nonempty bounded subsets of X, i.e.
the class of all families D̂ of the form D̂ = {D(t) = D : t ∈ R} with D a fixed
nonempty bounded subset of X. In the particular case of the universe DXF , the
corresponding minimal pullback DXF −attractor for the process U is the pull-
back attractor defined by Crauel, Debussche, and Flandoli, [9, Th.1.1,p.311],
and will be denoted ADXF .
Now, it is easy to conclude the following result.
Corollary 3.13 Under the assumptions of Theorem 3.11, if the universe D
contains the universe DXF , then both attractors, ADXF and AD, exist, and the
following relation holds:
ADXF (t) ⊂ AD(t) ∀t ∈ R.
Remark 3.14 It can be proved (see [21]) that, under the assumptions of the
preceding corollary, if for some T ∈ R the set ∪t≤TD0(t) is a bounded subset
of X, then
ADXF (t) = AD(t) ∀t ≤ T.
Now, we establish an abstract result that allows to compare two attractors for
a process under appropriate assumptions.
Theorem 3.15 Let {(Xi, dXi)}i=1,2 be two metric spaces such that X1 ⊂ X2
with continuous injection, and for i = 1, 2, let Di be a universe in P(Xi), with
D1 ⊂ D2. Assume that we have a map U that acts as a process in both cases,
i.e. U : R2d ×Xi → Xi for i = 1, 2 is a process.
For each t ∈ R, let us denote
Ai(t) =
⋃
D̂i∈Di
Λi(D̂i, t)
Xi
, i = 1, 2,
where the subscript i in the symbol of the omega-limit set Λi is used to denote
the dependence of the respective topology.
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Then,
A1(t) ⊂ A2(t) for all t ∈ R.
Suppose moreover that the two following conditions are satisfied:
(i) A1(t) is a compact subset of X1 for all t ∈ R,
(ii) for any D̂2 ∈ D2 and any t ∈ R, there exist a family D̂1 ∈ D1 and a
t∗
D̂1
≤ t (both possibly depending on t and D̂2), such that U is pullback D̂1-
asymptotically compact, and for any s ≤ t∗
D̂1
there exists a τs ≤ s such
that
U(s, τ)D2(τ) ⊂ D1(s) for all τ ≤ τs.
Then, under all the conditions above,
A1(t) = A2(t) for all t ∈ R.
Proof. Since the omega-limit set is characterized as
Λi(D̂i, t) = {x ∈ Xi : ∃τn → −∞, xn ∈ Di(τn), x = Xi − lim
n
U(t, τn)xn},
by the continuous injection of X1 into X2 we have that Λ1(D̂1, t) ⊂ Λ2(D̂1, t),
for all D̂1 ∈ D1 and any t ∈ R. This implies that⋃
D̂1∈D1
Λ1(D̂1, t) ⊂
⋃
D̂1∈D1
Λ2(D̂1, t) ⊂
⋃
D̂2∈D2
Λ2(D̂2, t).
Again from the continuous injection of X1 into X2, we obtain one inclusion:
A1(t) =
⋃
D̂1∈D1
Λ1(D̂1, t)
X1 ⊂ ⋃
D̂2∈D2
Λ2(D̂2, t)
X2
= A2(t).
For the opposite inclusion, assuming (i) and (ii), consider D̂2 ∈ D2 and t ∈ R
given. For any x ∈ Λ2(D̂2, t) there exist two sequences {τn} and {xn} with τn ≤
t for all n, satisfying limn τn = −∞, xn ∈ D2(τn), and x = X2−limn U(t, τn)xn.
By assumption (ii), there exist a D̂1 ∈ D1 and an integer kD̂1 ≥ 1 such that
U is pullback D̂1-asymptotically compact, and for any k ≥ kD̂1 there exist
xnk ∈ {xn} and τnk ≤ t− k such that
ynk = U(t− k, τnk)xnk ∈ D1(t− k).
As U is pullback D̂1−asymptotically compact, there exists a subsequence of
the sequence {xnk} (relabelled the same) such that
X1 − lim
k
U(t, t− k)ynk = z ∈ Λ1(D̂1, t).
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But taking into account that U(t, t− k)ynk = U(t, τnk)xnk , by the continuous
injection of X1 into X2, we deduce that z = x. Thus, x ∈ Λ1(D̂1, t).
Consequently, ⋃
D̂2∈D2
Λ2(D̂2, t) ⊂
⋃
D̂1∈D1
Λ1(D̂1, t) ⊂ A1(t).
As A1(t) is compact in X1, from the continuous injection, it is also compact
in X2, and in particular, closed. Taking closure in X2 in the above inclusion,
we conclude that A2(t) ⊂ A1(t). The proof is finished.
Remark 3.16 In the preceding theorem, if instead of assumption (ii) we con-
sider the following condition:
(ii’) for any D̂2 ∈ D2 and any sequence τn → −∞ there exist another family
D̂1 ∈ D1 and another sequence τ ′n → −∞ with τ ′n ≥ τn for all n, such that
U is pullback D̂1-asymptotically compact, and
U(τ ′n, τn)D2(τn) ⊂ D1(τ ′n), for all n, (11)
then, with a similar proof, one can obtain that the equality A2(t) = A1(t) for
all t ∈ R, also holds.
Observe that a sufficient condition for (11) is that there exists T > 0 such
that for any D̂2 ∈ D2, there exists a D̂1 ∈ D1 satisfying U(τ + T, τ)D2(τ) ⊂
D1(τ + T ), for all τ ∈ R.
4 Pullback attractors for the non-autonomous
2D-Navier-Stokes model
4.1 Pullback attractors in H
The following results concerning existence and uniqueness of solution for
(1), and continuity with respect to initial datum, are well-known (e.g. cf.
[17,26,24]). We present them summarized.
Theorem 4.1 (Weak and strong solutions) Assume that f ∈ L2loc(R;V ′)
and uτ ∈ H. Then, problem (1) possesses a unique weak solution, which will
be denoted u(·) = u(·; τ, uτ ).
Moreover, if f ∈ L2loc(R;H), this solution u satisfies that u ∈ C((τ, T ];V ) ∩
L2(τ + ε, T ; (H2 (Ω))2) for every ε > 0 and T > τ + ε. In fact, if uτ ∈ V ,
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then u ∈ C([τ, T ];V ) ∩ L2(τ, T ; (H2 (Ω))2) for every T > τ, i.e. u is a strong
solution.
Therefore, when f ∈ L2loc(R;V ′), we can define a process U : R2d ×H → H as
U(t, τ)uτ = u(t; τ, uτ ) ∀uτ ∈ H, ∀τ ≤ t, (12)
and if f ∈ L2loc(R;H), the restriction of this process to R2d × V is a process in
V .
Proposition 4.2 (Continuity of the process) If f ∈ L2loc(R;V ′), for any
pair (t, τ) ∈ R2d, the map U(t, τ) is continuous from H into H. Moreover, if
f ∈ L2loc(R;H), then U(t, τ) is also continuous from V into V.
The asymptotic behaviour in H is also well-known, and again we only sum-
marize the main facts (e.g. cf. [2,3]). Actually, the results in this case can be
obtained in a way analogous, but simpler, to that which we will use later for
the asymptotic behaviour in V .
We will denote λ1 > 0 the first eigenvalue of the Stokes operator A.
Lemma 4.3 Assume that f ∈ L2loc(R;V ′) and uτ ∈ H. Consider any µ ∈
(0, 2νλ1) fixed. Then, the solution u to (1) satisfies for all t ≥ τ :
|u(t)|2 ≤ e−µ(t−τ)|uτ |2 + e
−µt
2ν − µλ−11
∫ t
τ
eµs‖f(s)‖2∗ds.
Once the above estimate has been established, we define the following universe.
Definition 4.4 (Universe) We will denote by DHµ the class of all families
of nonempty subsets D̂ = {D(t) : t ∈ R} ⊂ P(H) such that
lim
τ→−∞
(
eµτ sup
v∈D(τ)
|v|2
)
= 0.
Accordingly to the notation introduced in the previous section, DHF will denote
the class of families D̂ = {D(t) = D : t ∈ R} with D a fixed nonempty
bounded subset of H.
Remark 4.5 Observe that DHF ⊂ DHµ and that both are inclusion-closed.
Corollary 4.6 (DHµ −absorbing family) Assume that f ∈ L2loc(R;V ′) sat-
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isfies that there exists some µ ∈ (0, 2νλ1) such that∫ 0
−∞
eµs‖f(s)‖2∗ds < +∞. (13)
Then, the family D̂0 = {D0(t) : t ∈ R} defined by D0(t) = BH(0, R1/2H (t)), the
closed ball in H of center zero and radius R
1/2
H (t), where
RH(t) = 1 +
e−µt
2ν − µλ−11
∫ t
−∞
eµs‖f(s)‖2∗ds,
is pullback DHµ −absorbing for the process U : R2d×H → H given by (12) (and
therefore DHF −absorbing too), and D̂0 ∈ DHµ .
Indeed, we also have
Lemma 4.7 (DHµ −asymptotic compactness) Under the assumptions of
Lemma 4.3, the process U defined by (12) is pullback DHµ −asymptotically com-
pact, i.e. for any D̂ = {D(t) : t ∈ R} ∈ DHµ , any t ∈ R, and any sequences
{τn} ⊂ (−∞, t] and {uτn} ⊂ H satisfying τn → −∞ and uτn ∈ D(τn) for all
n, the sequence {U(t, τn)uτn} is relatively compact in H.
As a consequence of above, we obtain the existence of minimal pullback at-
tractors for the process U : R2d ×H → H defined by (12).
Theorem 4.8 Assume that f ∈ L2loc(R;V ′) satisfies for some µ ∈ (0, 2νλ1)
the condition (13). Then, there exist the minimal pullback DHF -attractor
ADHF = {ADHF (t) : t ∈ R}
and the minimal pullback DHµ -attractor
ADHµ = {ADHµ (t) : t ∈ R},
for the process U defined by (12). The family ADHµ belongs to DHµ , and the
following relation holds:
ADHF (t) ⊂ ADHµ (t) ⊂ BH(0, R
1/2
H (t)) ∀t ∈ R.
4.2 Pullback attractors in V
The goal of this section is to prove analogous results to those given above, but
concerning to the map U defined as a process in V.
First, we recall a lemma (see [24]) which we will use in the proof of some of
our results.
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Lemma 4.9 Let X, Y be Banach spaces such that X is reflexive, and the
inclusion X ⊂ Y is continuous. Assume that {un} is a bounded sequence in
L∞(t0, T ;X) such that un ⇀ u weakly in Lq(t0, T ;X) for some q ∈ [1,+∞)
and u ∈ C([t0, T ];Y ).
Then, u(t) ∈ X and ‖u(t)‖X ≤ lim infn→+∞ ‖un‖L∞(t0,T ;X) , for all t ∈ [t0, T ].
From now on we assume that f ∈ L2loc(R;H), and satisfies∫ 0
−∞
eµs|f(s)|2 ds < +∞, for some µ ∈ (0, 2νλ1). (14)
We have the following result, which is proved analogously to [12, Cor.2.3 and
Cor.2.5].
Lemma 4.10 Suppose that f ∈ L2loc(R;H) satisfies the condition (14). Then,
for any t ∈ R and D̂ ∈ DHµ , there exists τ1(D̂, t) < t − 3, such that for any
τ ≤ τ1(D̂, t) and any uτ ∈ D(τ), it holds
|u(r; τ, uτ )|2 ≤ ρ1(t) for all r ∈ [t− 3, t],
‖u(r; τ, uτ )‖2 ≤ ρ2(t) for all r ∈ [t− 2, t],∫ r
r−1
|Au(θ; τ, uτ )|2dθ ≤ ρ3(t) for all r ∈ [t− 1, t],∫ r
r−1
|u′(θ; τ, uτ )|2dθ ≤ ρ4(t) for all r ∈ [t− 1, t],
(15)
where
ρ1(t) = 1 +
eµ(3−t)
2νλ1 − µ
∫ t
−∞
eµθ |f(θ)|2 dθ, (16)
ρ2(t) = max
r∈[t−2,t]
{(
1
ν
ρ1(r) +
(
1
ν2λ1
+
2
ν
) ∫ r
r−1
|f(θ)|2 dθ
)
(17)
× exp
[
2C(ν)ρ1(r)
(
1
ν
ρ1(r) +
1
ν2λ1
∫ r
r−1
|f(θ)|2 dθ
)]}
,
ρ3(t) =
1
ν
(
ρ2(t) +
2
ν
∫ t
t−2
|f(θ)|2 dθ + 2C(ν)ρ1(t)ρ22(t)
)
, (18)
ρ4(t) = νρ2(t) + 2
∫ t
t−2
|f(θ)|2 dθ + 2C21ρ2(t)ρ3(t), (19)
and C(ν) = 27C41(4ν
3)−1.
Proof. In order to obtain all the estimates in (15), we will proceed with the
Galerkin approximations and then passing to the limit using Lemma 4.9.
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For each integer n ≥ 1, we denote by un(s) = un(s; τ, uτ ) the Galerkin ap-
proximation of the solution u(s; τ, uτ ) of (1), which is given by
un(s) =
n∑
j=1
γnj(s)wj,
and is the solution of
d
ds
(un(s), wj) + ν((un(s), wj)) + b(un(s), un(s), wj) = (f(s), wj) ,
(un(τ), wj) = (uτ , wj) j = 1, . . . , n,
(20)
where {wj : j ≥ 1} ⊂ V is the Hilbert basis of H formed by the eigenfunctions
of the Stokes operator A. Observe that by the regularity of Ω, all wj belong
to (H2(Ω))2.
Multiplying by γnj(s) in (20), and summing from j = 1 to n, we obtain
d
dθ
|un(θ)|2 + 2ν ‖un(θ)‖2 = 2 (f(θ), un(θ)) , a.e. θ > τ, (21)
and therefore,
d
dθ
(
eµθ |un(θ)|2
)
+ 2νeµθ ‖un(θ)‖2 = µeµθ |un(θ)|2 + 2eµθ (f(θ), un(θ)) , (22)
a.e. θ > τ.
Observing that λ1|un(θ)|2 ≤ ‖un(θ)‖2, and
2 |(f(θ), un(θ))| ≤ 1
2νλ1 − µ |f(θ)|
2 + (2νλ1 − µ) |un(θ)|2 ,
from (22) we deduce
d
dθ
(
eµθ |un(θ)|2
)
≤ e
µθ
2νλ1 − µ |f(θ)|
2 a.e. θ > τ,
and therefore
eµr |un(r)|2 ≤ eµτ |uτ |2 + 1
2νλ1 − µ
∫ r
−∞
eµθ |f(θ)|2 dθ ∀ r ≥ τ. (23)
From (23) we deduce that for each t ∈ R and D̂ ∈ DHµ , there exists a τ1(D̂, t) <
t− 3 such that for any n ≥ 1,
|un(r; τ, uτ )|2 ≤ ρ1(t) for all r ∈ [t− 3, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ), (24)
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where ρ1(t) is given by (16).
Now, multiplying in (20) by λjγnj(s), where λj is the eigenvalue associated to
the eigenfunction wj, and summing from j = 1 to n, we obtain
1
2
d
dθ
‖un(θ)‖2 + ν |Aun(θ)|2 + b(un(θ), un(θ), Aun(θ)) = (f(θ), Aun(θ)) , (25)
a.e. θ > τ.
Observe that
|(f(θ), Aun(θ))| ≤ 1
ν
|f(θ)|2 + ν
4
|Aun(θ)|2 ,
and by (2) and Young’s inequality,
|b(un(θ), un(θ), Aun(θ))| ≤C1|un(θ)|1/2‖un(θ)‖|Aun(θ)|3/2
≤ ν
4
|Aun(θ)|2 + C(ν)|un(θ)|2‖un(θ)‖4. (26)
Thus, from (25) we deduce
d
dθ
‖un(θ)‖2 + ν |Aun(θ)|2
≤ 2
ν
|f(θ)|2 + 2C(ν)|un(θ)|2‖un(θ)‖4, a.e. θ > τ. (27)
From this inequality, in particular we obtain
‖un(r)‖2≤‖un(s)‖2 + 2
ν
∫ r
r−1
|f(θ)|2 dθ
+2C(ν)
∫ r
s
|un(θ)|2‖un(θ)‖4 dθ
for all τ ≤ r − 1 ≤ s ≤ r, and therefore, by Gronwall’s lemma,
‖un(r)‖2≤
(
‖un(s)‖2 + 2
ν
∫ r
r−1
|f(θ)|2 dθ
)
× exp
(
2C(ν)
∫ r
r−1
|un(θ)|2‖un(θ)‖2 dθ
)
for all τ ≤ r − 1 ≤ s ≤ r.
Integrating this last inequality for s between r − 1 and r, we obtain
17
‖un(r)‖2≤
(∫ r
r−1
‖un(s)‖2 ds+ 2
ν
∫ r
r−1
|f(θ)|2 dθ
)
× exp
(
2C(ν)
∫ r
r−1
|un(θ)|2‖un(θ)‖2 dθ
)
(28)
for all τ ≤ r − 1.
Observe that by (21),
ν
∫ r
r−1
‖un(θ)‖2 dθ ≤ |un(r − 1)|2 + 1
νλ1
∫ r
r−1
|f(θ)|2 dθ,
and therefore, from (24) and (28) we deduce that for any n ≥ 1,
‖un(r; τ, uτ )‖2 ≤ ρ2(t) for all r ∈ [t− 2, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ), (29)
where ρ2(t) is given by (17).
Now, by (27),
ν
∫ r
r−1
|Aun(θ)|2 dθ≤‖un(r − 1)‖2 + 2
ν
∫ r
r−1
|f(θ)|2 dθ
+2C(ν)
∫ r
r−1
|un(θ)|2‖un(θ)‖4 dθ, for all τ ≤ r − 1,
and therefore, by (24) and (29), for every n ≥ 1,∫ r
r−1
|Aun(θ; τ, uτ )|2 dθ ≤ ρ3(t) (30)
for all r ∈ [t− 1, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ), where ρ3(t) is given by (18).
On the other hand, multiplying by the derivative γ′nj(s) in (20), and summing
from j = 1 till n, we obtain
|u′n(θ)|2 +
ν
2
d
dθ
‖un(θ)‖2 + b(un(θ), un(θ), u′n(θ)) = (f(θ), u′n(θ)) , (31)
a.e. θ > τ.
Observing that
| (f(θ), u′n(θ)) | ≤
1
4
|u′n(θ)|2 + |f(θ)|2,
and by (3)
|b(un(θ), un(θ), u′n(θ))| ≤C1|Aun(θ)|‖un(θ)‖|u′n(θ)|
≤ 1
4
|u′n(θ)|2 + C21 |Aun(θ)|2‖un(θ)‖2,
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we obtain from (31)
|u′n(θ)|2 + ν
d
dθ
‖un(θ)‖2 ≤ 2|f(θ)|2 + 2C21 |Aun(θ)|2‖un(θ)‖2.
Integrating this last inequality, we deduce that
∫ r
r−1
|u′n(θ)|2 dθ≤ ν‖un(r − 1)‖2 + 2
∫ r
r−1
|f(θ)|2 dθ
+2C21 sup
θ∈[r−1,r]
‖un(θ)‖2
∫ r
r−1
|Aun(θ)|2 dθ,
and therefore, by (24), (29) and (30), we obtain∫ r
r−1
|u′n(θ)|2 dθ ≤ ρ4(t) for all r ∈ [t− 1, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ), (32)
where ρ4(t) is defined by (19).
By Lemma 4.9, and the well-known facts that un converges to u(·; τ, uτ ) weakly
in L2(t− 3, t;D(A)), u′n converges to u′(·; τ, uτ ) weakly in L2(t− 3, t;H), and
u(·; τ, uτ ) ∈ C([t − 3, t];V ), we can pass to the limit when n → +∞ in (24),
(29), (30), and (32), and it turns out that (15) holds.
Remark 4.11 It is clear that under the assumptions of Lemma 4.10,
lim
t→−∞ e
µtρ1(t) = 0.
In other words, the family {BH(0, ρ1/21 (t)) : t ∈ R}, where BH(0, ρ1/21 (t)) is
the closed ball in H of center zero and radius ρ
1/2
1 (t), with ρ1(t) given by (16),
belongs to DHµ .
We will denote by DH,Vµ the class of all families D̂V of elements of P(V ) of
the form D̂V = {D(t) ∩ V : t ∈ R}, where D̂ = {D(t) : t ∈ R} ∈ DHµ .
Again, accordingly to the notation in the previous section, we denote DVF the
universe of families (parameterized in time but constant for all t ∈ R) of
nonempty fixed bounded subsets of V.
Both classes, DH,Vµ and DVF , are (inclusion-closed) universes in P(V ), and
evidently DVF ⊂ DH,Vµ .
Now, the following result is immediate.
Corollary 4.12 Under the assumptions of Lemma 4.10, the family
D̂0,V = {BH(0, ρ1/21 (t)) ∩ V : t ∈ R}
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belongs to DH,Vµ and satisfies that for any t ∈ R and any D̂ ∈ DHµ , there exists
a τ(D̂, t) < t such that
U(t, τ)D(τ) ⊂ D0,V (t) for all τ ≤ τ(D̂, t).
In particular, the family D̂0,V is pullback DH,Vµ −absorbing for the process U :
R2d × V → V.
Now we apply an energy method with continuous functions (e.g. cf. [14,19,22])
in order to obtain the pullback asymptotic compactness in V for the universe
DH,Vµ .
Lemma 4.13 Suppose that f ∈ L2loc(R;H) satisfies the condition (14). Then,
the process U : R2d × V → V is pullback DH,Vµ − asymptotically compact.
Proof. Let us fix t ∈ R, a family D̂V ∈ DH,Vµ , a sequence {τn} ⊂ (−∞, t] with
τn → −∞, and a sequence {uτn} ⊂ V , with uτn ∈ DV (τn), for all n. We must
prove that the sequence {u(t; τn, uτn)} is relatively compact in V. For short,
let us denote un(s) = u(s; τn, uτn).
From Lemma 4.10 we know that there exists a τ1(D̂V , t) < t−3, such that the
subsequence {un : τn ≤ τ1(D̂V , t)} ⊂ {un} is uniformly bounded in L∞(t −
2, t;V ) ∩ L2(t − 2, t;D(A)), with {(un)′} also uniformly bounded in L2(t −
2, t;H). Then, using in particular the Aubin-Lions compactness lemma (see
[1], [17] or [25]) there exists an element u ∈ L∞(t− 2, t;V )∩L2(t− 2, t;D(A))
with u′ ∈ L2(t − 2, t;H), such that for a subsequence (relabelled the same)
the following convergences hold:
un
∗
⇀ u weak-star in L∞(t− 2, t;V ),
un ⇀ u weakly in L2(t− 2, t;D(A)),
(un)′ ⇀ u′ weakly in L2(t− 2, t;H),
un → u strongly in L2(t− 2, t;V ),
un(s)→ u(s) strongly in V, a.e. s ∈ (t− 2, t).
(33)
Observe that u ∈ C([t− 2, t];V ), and due to (33), u satisfies the equation (5)
in the interval (t− 2, t).
From (33) we also deduce that {un} is equi-continuous in H, on [t − 2, t].
Thus, taking into account that the sequence {un} is uniformly bounded in
C([t − 2, t];V ), by the compactness of the injection of V into H, and the
Ascoli-Arzela` Theorem, we obtain that
un → u strongly in C([t− 2, t];H). (34)
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Again by the uniform boundedness of {un} in C([t−2, t];V ), we have that for
all sequence {sn} ⊂ [t− 2, t] with sn → s∗, it holds that
un(sn) ⇀ u(s∗) weakly in V, (35)
where we have used (34) to identify the weak limit.
Actually, we claim that
un → u strongly in C([t− 1, t];V ), (36)
which in particular will imply the relative compactness.
Indeed, if (36) does not hold, there exist ε > 0, a sequence {tn} ⊂ [t − 1, t],
without loss of generality converging to some t∗ and such that
‖un(tn)− u(t∗)‖ ≥ ε ∀n ≥ 1. (37)
From (35) we already have that
‖u(t∗)‖ ≤ lim inf
n→∞ ‖u
n(tn)‖. (38)
On the other hand, using the energy equality (6) for u and all un, and reasoning
as for the obtention of (27), we have that for all t− 2 ≤ s1 ≤ s2 ≤ t,
‖un(s2)‖2 + ν
∫ s2
s1
|Aun(r)|2dr
≤‖un(s1)‖2 + 2C(ν)
∫ s2
s1
|un(r)|2‖un(r)‖4dr + 2
ν
∫ s2
s1
|f(r)|2dr, (39)
and
‖u(s2)‖2 + ν
∫ s2
s1
|Au(r)|2dr
≤‖u(s1)‖2 + 2C(ν)
∫ s2
s1
|u(r)|2‖u(r)‖4dr + 2
ν
∫ s2
s1
|f(r)|2dr. (40)
In particular we can define the functions
Jn(s) = ‖un(s)‖2 − 2C(ν)
∫ s
t−2
|un(r)|2‖un(r)‖4dr − 2
ν
∫ s
t−2
|f(r)|2dr,
J(s) = ‖u(s)‖2 − 2C(ν)
∫ s
t−2
|u(r)|2‖u(r)‖4dr − 2
ν
∫ s
t−2
|f(r)|2dr.
It is clear from the regularity of u and all un that these functions are continuous
on [t− 2, t]. Moreover, from the definition of Jn and (39), we have
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Jn(s2)− Jn(s1)
= ‖un(s2)‖2 − 2C(ν)
∫ s2
t−2
|un(r)|2‖un(r)‖4dr − 2
ν
∫ s2
t−2
|f(r)|2dr
−‖un(s1)‖2 + 2C(ν)
∫ s1
t−2
|un(r)|2‖un(r)‖4dr + 2
ν
∫ s1
t−2
|f(r)|2dr
= ‖un(s2)‖2 − ‖un(s1)‖2 − 2C(ν)
∫ s2
s1
|un(r)|2‖un(r)‖4dr − 2
ν
∫ s2
s1
|f(r)|2dr
≤−ν
∫ s2
s1
|Aun(r)|2dr
≤ 0 for all t− 2 ≤ s1 ≤ s2 ≤ t,
and therefore all Jn are non-increasing functions in [t − 2, t]. Analogously,
using (40) and the definition of J , one deduces that J is also a non-increasing
function in [t− 2, t].
Observe now that by the last convergence in (33), and (34), ‖un(s)‖ → ‖u(s)‖
and |un(s)|2‖un(s)‖4 → |u(s)|2‖u(s)‖4, a.e. s ∈ (t − 2, t). Moreover, as the
sequence {un} is bounded in L∞(t − 2, t;V ) ⊂ L∞(t − 2, t;H), we have that
the sequence {|un(s)|2‖un(s)‖4} is bounded in L∞(t − 2, t). Therefore, from
the Lebesgue’s dominated convergence theorem we deduce that∫ s
t−2
|un(r)|2‖un(r)‖4dr →
∫ s
t−2
|u(r)|2‖u(r)‖4dr for all s ∈ [t− 2, t].
Thus,
Jn(s)→ J(s) a.e. s ∈ (t− 2, t).
Hence, there exists a sequence {t˜k} ⊂ (t − 2, t∗) such that t˜k → t∗, when
k → +∞, and
lim
n→+∞ Jn(t˜k) = J(t˜k) for all k.
Fix an arbitrary value δ > 0. From the continuity of J, there exists kδ such
that
|J(t˜k)− J(t∗)| < δ/2 ∀k ≥ kδ.
Now consider n(kδ) such that for all n ≥ n(kδ) it holds
tn ≥ t˜kδ and |Jn(t˜kδ)− J(t˜kδ)| < δ/2.
Then, since all Jn are non-increasing, we deduce that for all n ≥ n(kδ)
Jn(tn)− J(t∗)≤ Jn(t˜kδ)− J(t∗)
≤ |Jn(t˜kδ)− J(t∗)|
≤ |Jn(t˜kδ)− J(t˜kδ)|+ |J(t˜kδ)− J(t∗)| < δ.
This yields that
lim sup
n→∞
Jn(tn) ≤ J(t∗),
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and therefore, by (33),
lim sup
n→∞
‖un(tn)‖ ≤ ‖u(t∗)‖,
which joined to (38) and (35) implies that un(tn) → u(t∗) strongly in V, in
contradiction with (37). Thus, (36) holds and the relatively compactness of
{u(t; τn, uτn)} in V is proved.
As a consequence of the previous results, we obtain the following Theorem.
Theorem 4.14 Suppose that f ∈ L2loc(R;H) satisfies the condition (14).
Then, there exist the minimal pullback DVF -attractor
ADVF = {ADVF (t) : t ∈ R},
and the minimal pullback DH,Vµ -attractor
ADH,Vµ = {ADH,Vµ (t) : t ∈ R}
for the process U : R2d × V → V defined by (12), and the following relation
holds:
ADVF (t) ⊂ ADHF (t) ⊂ ADHµ (t) = ADH,Vµ (t) for all t ∈ R, (41)
where ADHF and ADHµ are respectively the minimal pullback DHF -attractor and
the minimal pullback DHµ -attractor for the process U : R2d × H → H, whose
existence is guaranteed by Theorem 4.8. In particular, the following pullback
attraction result in V holds:
lim
τ→−∞ distV (U(t, τ)D(τ),ADHµ (t)) = 0 for all t ∈ R and any D̂ ∈ D
H
µ . (42)
Finally, if moreover f satisfies
sup
s≤0
(
e−µs
∫ s
−∞
eµθ|f(θ)|2 dθ
)
< +∞, (43)
then
ADVF (t) = ADHF (t) = ADHµ (t) = ADH,Vµ (t) for all t ∈ R, (44)
and for any bounded subset B of H
lim
τ→−∞ distV (U(t, τ)B,ADHF (t)) = 0 for all t ∈ R.
Proof. The existence of ADVF and ADH,Vµ is a direct consequence of Theorem
3.11, Corollary 3.13, Proposition 4.2, Corollary 4.12, and Lemma 4.13.
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The inclusions and equality in (41) are a consequence of Corollary 3.13, The-
orem 3.15, and Corollary 4.12. Then, (42) is evident.
If moreover f satisfies (43), then, taking into account (16), the equalityADHF (t) =ADHµ (t) is a consequence of Remark 3.14, and the equality ADVF (t) = ADHF (t),
is a consequence of Theorem 3.15.
Remark 4.15 (a) Observe that if f ∈ L2loc(R;H) satisfies the condition (14),
then it also satisfies∫ 0
−∞
eσs|f(s)|2 ds < +∞, for all σ ∈ (µ, 2νλ1).
Thus, for any σ ∈ (µ, 2νλ1) there exists the corresponding minimal pullback
DHσ -attractor, ADHσ .
By Theorem 3.15, since DHµ ⊂ DHσ , it is evident that, for any t ∈ R,
ADHµ (t) ⊂ ADHσ (t) for all σ ∈ (µ, 2νλ1).
Moreover, if f satisfies (43), then, by (44),
ADHF (t) = ADHµ (t) = ADHσ (t) for all t ∈ R, and any σ ∈ (µ, 2νλ1).
(b) In the above results, Theorem 3.15 can also be used with (ii) replaced by
(ii’) from Remark 3.16.
5 Tempered behaviour of the pullback attractors
The tempered behaviour in H of the pullback attractor ADHµ is given by The-
orem 4.8. Indeed, under the assumptions of that result, ADHµ ∈ DHµ , i.e. one
has that
lim
t→−∞
eµt sup
v∈ADHµ (t)
|v|2
 = 0.
In this section we obtain two results about the tempered behaviour of ADHµ (t),
in V and (H2(Ω))2, when time goes to −∞. In fact, we will obtain the tem-
pered behaviour for any invariant family belonging to DHµ . For related results,
see [12].
Proposition 5.1 Suppose that f ∈ L2loc(R;H) satisfies the assumption (43)
in Theorem 4.14, and let D̂ ∈ DHµ be invariant with respect to the process U
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defined by (12) (i.e. such that D(t) = U(t, τ)D(τ) for all τ ≤ t). Then,
lim
t→−∞
(
eµt sup
v∈D(t)
‖v‖2
)
= 0.
Proof. The result is a consequence of the invariance of D̂, the second estimate
in (15) in Lemma 4.10, and the tempered character of the expression (17), since
for f ∈ L2loc(R;H), the condition (43) is equivalent to
sup
s≤t
∫ s
s−1
|f(θ)|2 dθ < +∞, for all t ∈ R. (45)
Assuming now that f ′ ∈ L2loc(R;H), we can obtain the tempered behaviour
in (H2(Ω))2, for any invariant family belonging to DHµ . We first prove the
following result, which completes the estimates obtained in Lemma 4.10.
Proposition 5.2 If f ∈ W 1,2loc (R;H) and satisfies (14), then for each t ∈ R
and D̂ ∈ DHµ there exists τ1(D̂, t) < t− 3 such that
|AU(r, τ)uτ |2 ≤ ρ6(t) for all r ∈ [t− 1, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ),
where
ρ6(t) =
4
ν2
(ρ5(t) + max
r∈[t−1,t]
|f(r)|2) + 2C
(ν)
ν
ρ1(t)ρ2(t)
2, (46)
with ρ5(t) defined by
ρ5(t) =
(
ρ4(t) +
1
νλ1
∫ t
t−2
|f ′(θ)|2 dθ
)
exp
(
C21
ν
ρ2(t)
)
, (47)
and where the ρi(t), i = 1, 2, 4, are given by (16), (17) and (19).
Proof. We consider the Galerkin approximations used in the proof of Lemma
4.10.
As we are assuming that f ∈ W 1,2loc (R;H), we can differentiate with respect to
time in (20), and then, multiplying by γ′nj(s), and summing from j = 1 to n,
we obtain
1
2
d
dθ
|u′n(θ)|2 + ν ‖u′n(θ)‖2 + b(u′n(θ), un(θ), u′n(θ)) = (f ′(θ), u′n(θ)) ,
a.e. θ > τ.
From this inequality, taking into account that
| (f ′(θ), u′n(θ)) | ≤
ν
2
‖u′n(θ)‖2 +
1
2νλ1
|f ′(θ)|2,
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and that by (4)
|b(u′n(θ), un(θ), u′n(θ))| ≤C1|u′n(θ)|‖u′n(θ)‖‖un(θ)‖
≤ ν
2
‖u′n(θ)‖2 +
C21
2ν
|u′n(θ)|2‖un(θ)‖2,
we deduce
d
dθ
|u′n(θ)|2 ≤
1
νλ1
|f ′(θ)|2 + C
2
1
ν
|u′n(θ)|2‖un(θ)‖2, a.e. θ > τ.
Integrating in the last inequality,
|u′n(r)|2 ≤ |u′n(s)|2 +
1
νλ1
∫ r
r−1
|f ′(θ)|2 dθ + C
2
1
ν
∫ r
s
|u′n(θ)|2‖un(θ)‖2 dθ,
for all τ ≤ r − 1 ≤ s ≤ r.
Thus, by Gronwall’s inequality,
|u′n(r)|2 ≤
(
|u′n(s)|2 +
1
νλ1
∫ r
r−1
|f ′(θ)|2 dθ
)
exp
(
C21
ν
∫ r
r−1
‖un(θ)‖2 dθ
)
,
for all τ ≤ r − 1 ≤ s ≤ r.
Now, integrating this inequality with respect to s between r − 1 and r, we
obtain
|u′n(r)|2≤
(∫ r
r−1
|u′n(s)|2 ds+
1
νλ1
∫ r
r−1
|f ′(θ)|2 dθ
)
× exp
(
C21
ν
∫ r
r−1
‖un(θ)‖2 dθ
)
,
for all τ ≤ r − 1 and any n ≥ 1, and therefore, by (29) and (32) we deduce
that for any n ≥ 1,
|u′n(r; τ, uτ )|2 ≤ ρ5(t) for all r ∈ [t− 1, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ), (48)
where ρ5(t) is given by (47).
Finally, multiplying again in (20) by λjγnj(s), and summing once more from
j = 1 to n, we obtain
(u′n(r), Aun(r))+ν |Aun(r)|2+b(un(r), un(r), Aun(r)) = (f(r), Aun(r)) , (49)
a.e. r ≥ τ.
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But
| (u′n(r), Aun(r)) | ≤
2
ν
|u′n(r)|2 +
ν
8
|Aun(r)|2 ,
and
| (f(r), Aun(r)) | ≤ 2
ν
|f(r)|2 + ν
8
|Aun(r)|2 .
Therefore, taking into account (26), we deduce from (49) that
ν
2
|Aun(r)|2 ≤ 2
ν
(|u′n(r)|2 + |f(r)|2) + C(ν)|un(r)|2‖un(r)‖4,
for all r ≥ τ.
Thus, since in particular f ∈ C(R;H), from (24), (29) and (48) we deduce
that for any n ≥ 1,
|Aun(r; τ, uτ )|2 ≤ ρ6(t) for all r ∈ [t− 1, t], τ ≤ τ1(D̂, t), uτ ∈ D(τ), (50)
where ρ6(t) is given by (46).
The result now is a consequence of Lemma 4.9 and (50), taking into account
the well known facts that un(·; τ, uτ ) converges weakly to u(·; τ, uτ ) in L2(t−
1, t;V ), and u(·; τ, uτ ) ∈ C([t− 1, t];V ).
Now, we may conclude a result about tempered behaviour in (H2(Ω))2.
Proposition 5.3 Suppose that f ∈ W 1,2loc (R;H) satisfies the assumption (43)
in Theorem 4.14, and moreover
lim
t→−∞
(
eµt
∫ t
t−1
|f ′(θ)|2 dθ
)
= 0, (51)
and
lim
t→−∞
(
eµt|f(t)|2
)
= 0. (52)
Then, for every family D̂ ∈ DHµ invariant with respect to the process U defined
by (12), one has
lim
t→−∞
(
eµt sup
v∈D(t)
‖v‖2(H2(Ω))2
)
= 0.
Proof. Observe that
|f(r)| ≤ |f(t− 1)|+
(∫ t
t−1
|f ′(θ)|2 dθ
)1/2
for all r ∈ [t− 1, t].
Thus, taking into account (51) and (52), the result follows from the invariance
of D̂, Proposition 5.2, (16), (17), (19), and the fact that, as we observed in
the proof of Proposition 5.1, the condition (43) is equivalent to (45).
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