In this paper we study complexity of an extension of ordered binary decision diagrams (OBDDs) called c-OBDDs on CNFs of bounded (primal graph) treewidth. In particular, we show that for each k ≥ 3 there is a class of CNFs of treewidth k for which the equivalent c-OBDDs are of size (n k /(8c−4) ). Moreover, this lower bound holds if c-OBDDs are non-deterministic and semantic. Our second result uses the above lower bound to separate the above model from sentential decision diagrams (SDDs). In order to obtain the lower bound, we use a structural graph parameter called matching width. Our third result shows that matching width and pathwidth are linearly related.
Introduction
Ordered Binary Decision Diagrams (OBDDs) is a famous representation of Boolean functions being actively investigated from both applied and theoretical perspective. The theoretical research, among other things, has resulted in many upper and lower bounds on OBDD size realizing various classes of functions [17] .
One such an upper bound, established in [8] states that a CNF of treewidth k of its primal graph can be represented by an OBDD of size O(n k ). In terms of parameterized complexity, this is an XP upper bound, that is the degree of the polynomial depends on k. A natural open question is whether this upper bound can be improved to an FPT upper bound, i.e. one of the form f (k) * n c , where c is a universal constant.
This question is of a particular interest in the area of knowledge compilation because of the recent introduction of Sentential Decision Diagrams (SDDs) [6] for which an FPT upper bound does hold. SDDs share with OBDDs a number of nice properties and have a good potential to replace OBDDs in applications. Yet OBDDrelated machinery is much more developed (one reason for that is that OBDDs have been investigated for a much longer time) and hence it is interesting whether this gap between upper bounds can be significantly tightened by finding a better upper bound for OBDDs.
In [13] , we answered this question negatively by demonstrating that for each k ≥ 3 there is a class of CNFs of primal graph treewidth at most k for which the size of equivalent OBDDs is (n k/4 ). In this paper, which can be considered as a followup version of [13] , our motivation is to see how far the OBDD can be generalized so that the above lower bound would hold for the resulting generalization in a way that the lower bound in [13] would follow as a special case. As a result, we extend OBDDs as follows. First, for an arbitrary (but fixed) constant c we use c-OBDDs instead OBDDs. That is, we allow each variable to occur at most c times along each computational path, however the occurrences are ordered as c concatenated copies of the same fixed permutation (in this setting the OBDD is simply 1-OBDD). Second, we allow the model to be non-deterministic. Roughly speaking, this means that instead of applying this restriction on a branching program, the restriction is applied on a switching and rectifier network. Third, we allow this restriction to be semantic, i.e to hold only for consistent paths that do not contain opposite occurrences of the same variable. The inconsistent paths are not constrained at all. We call the resulting model Nondeterministic Semantic c-OBDD and abbreviate it c-NSOBDD. In particular, we show that for each fixed k ≥ 3 there is a class of CNFs (in fact, the same class as we used in [13] ) for which the smallest c-NSOBDD is of size (n k/(8c −4) ). Clearly, the lower bound for OBDDs follows if we substitute c = 1.
The above lower bound shows that c-NSOBDDs are inherently different from SDDs with respect to representation of CNFs of bounded treewidth. Our second result shows that this difference can, in fact, be turned into a (non-parameterized) separation. In particular by, essentially, setting k to log n, we obtain a class of CNFs that can be represented by polynomial size SDDs but require c-NSOBDDs of quasipolynomial size.
Our third result is related to the way the main lower bound is obtained. In particular, the CNFs we consider for the sake of obtaining lower bounds, correspond to undirected graphs. We introduce a graph parameter called matching width and show that the size of c-NSOBDD equivalent to the considered CNF is exponential in the matching width of the corresponding graph. Then we show that there are graphs for which the matching width is (log n) times larger than their treewidth. The lower bound readily follows from the combination of these results. The relationship between matching width and treewidth suggests that the former is similar to pathwdith. Our third result shows that this is indeed true, that is pathwidth and matching width are linearly related.
The last result might seem a little bit out of scope. The reason why we provide it in this paper is that matching width has already been used several times to obtain lower bounds [5, 12, 13] . So, it is interesting to see how it is connected to well known graph parameters. To the best of our knowledge [13] is the first paper where matching width for used for lower bounds, so a follow-up version of [13] , seems the natural place for showing how matching width is connected to pathwidth.
Let us overview the related work. The c-OBDDs have been considered in [11] with exponential lower bounds provided for several functions. The c-OBDD model is known to be more powerful than the ordinary OBDD. In particular, Theorem 7.2.2. of [17] provides a class of functions polynomial for 2-OBDDs and exponential even for Free Binary Decision Diagrams (FBDDs) (that is, read-once branching programs). Moreover, it is known that increse of c adds computational power. In particular, it has been demonstrated in [3] that for each c ≥ 2 there is a class of functions computable by poly-size c-OBDDs and requiring exponential size c − 1-OBDDs. Interesting refinements of this hierarchy involving width of branching programs have been proposed in [1, 10] .
It is also known that non-determinism adds power to OBDDs. In particular, Theorem 10.2.3. of [17] demonstrates a class of functions that can be computed by poly-size non-deterministic OBDDs, yet require exponential size FBDDs. We are not aware of the any existing research specifically on non-deterministic c-OBDDs. They are obviously a special case of non-deterministic read k-times branching programs and hence exponential lower bounds (e.g. [4] ) apply to them. It is well known that semantic rather than syntactic restriction adds a lot of power if the obliviousness requirement is dropped. In particular, [9] demonstrates a class of functions that can be computed by poly-size semantic non-deterministic read-once branching programs but require exponential size if 'semantic' is replaced by 'syntactic'. In fact, no superpolynomial lower bound is known for the former. We are not aware, however, if the semantic restriction adds any power to non-deterministic OBDDs.
The lower bound of [13] has been generalized in [15] to a different direction than the one considered in this paper: namely the obliviousness was dropped. In particular, it has been shown that the non FPT lower bound holds for non-deterministic readonce branching programs.
Matching width can be seen as a special case of maximum matching width introduced in [16] when the underlying tree is a caterpillar. It has been shown in [16] that maximum matching width is linearly related to the treewidth. The linear relationship between matching width and pathwdith, established in this paper, looks natural in this context.
The rest of the paper is structured as follows. Section 2 introduces the necessary background. In particular, c-NSOBDDs are defined in two ways: first, as a restriction of general non-deterministic branching programs and, second, as a generalization of OBDDs. The first definition is the one used for the subsequent technical reasoning, therefore the second definition is provided as a remark. In this section we also introduce a class of CNFs CNF (G) corresponding to a graph G.
Section 3 introduces the notion of matching width and proves that the size of a c-NSOBDD representing CNF (G) is exponential in the matching width of G. Section 4 uses the lower bound of Section 3 to establish a lower bound for c-NSOBDDs for CNFs of bounded treewidth and also uses the latter lower bound to establish a quaipolynomial separation of c-NSOBDDs from SDDs. The proof of linear relationship between matching width and pathwidth is provided in Section 5. Section 6 outlines proposed further research.
Preliminaries
Sets of Literals and Assignments In this paper by a set of literals we mean one that does not contain an occurrence of a variable and its negation. For a set S of literals we denote by V ar(S) the set of variables whose literals occur in S. A set S of literals represents the truth assignment to V ar(S) where variables occurring positively in S (i.e. whose literals in S are positive) are assigned with true and the variables occurring negatively are assigned with f alse.
Satisfying Assignments
If F is a Boolean function or its representation by a CNF or by a branching program, we denote by V ar(F ) the set of variables of F . A truth assignment to V ar(F ) on which F is true is called a satisfying assignment of F .
Primal Graph of a CNF Given a CNF F , its primal graph has the set of vertices corresponding to the variables of F . Two vertices are adjacent if and only if there is a clause of F where the corresponding variables both occur.
Treewidth and Pathwidth Given a graph G, a tree decomposition of G is a pair (T , B) where T is a tree and B is a set of bags B(t) corresponding to the vertices t of T . Each B(t) is a subset of V (G) and the bags obey the rules of union (that is, t∈V (T ) B(t) = V (G)), containment (that is, for each {u, v} ∈ E(G) there is t ∈ V (t) such that {u, v} ⊆ B(t)), and connectedness (that is for each u ∈ V (G), the set of all t such that u ∈ B(t) induces a subtree of T ). The width of (T , B) is the size of the largest bag minus one. The treewidth of G is the smallest width of a tree decomposition of G. If T is a path then (T , B) is a path decomposition. The pathwidth of a graph is the smallest width of its path decomposition. Figure 1 shows a graph and one of its tree decompositions. The width of this tree decomposition is 2 since the size of the largest bag is 3.
Below we define a class of CNFs corresponding to graphs that will be used in this paper for the purpose of proving lower bounds. Definition 1 (CNF(G)) Let G be a graph. A graph based CNF denoted by CNF (G) is defined as follows. The set of variables consists of variables X u for each u ∈ V (G) and variables X u,v = X v,u for each {u, v} ∈ E(G). The set of clauses consists of clauses
In other words, the variables of CNF (G) correspond to the vertices and edges of G. The clauses correspond to the edges of G. 
In the rest of this section we define the necessary terminology and basic facts about non-deterministic branching programs. Special classes of non-deterministic branching programs can be defined by putting restrictions on properties of their root-leaf paths. A restriction is semantic if it is applied to computational paths only and syntactic if it is applied to all the root-leaf paths.
In order to formally define the restriction we used in this paper and to prove basic facts about it, we need to extend the terminology.
Ordering of Literals According to a Permutation of Variables
Let SV be a permutation of variables and let S be a sequence of literals of (some) variables occurring in SV . We say that S is ordered according to SV if for any two variables X and Y occurring in S, the occurrence of X is ordered before the occurrence of Y in S if and only if X is ordered before Y in SV . For instance if SV = (X 2 , X 4 , X 5 , X 1 , X 3 ) then (¬X 4 , X 5 , ¬X 3 ) is ordered according to SV .
Concatenation and Decomposition of Paths
Let P , P 1 , P 2 be paths of a directed graph G. Then P = P 1 + P 2 if P is obtained by appending P 2 to the end of P 1 . That is, the last vertex of P 1 coincides with the first vertex of P 2 . For example, suppose that a path is represented by a sequence of its vertices and let 5 ) and also P = P + (v 5 ) and also P = (v 1 ) + P . This definition is naturally extended to a concatenation. P = P 1 + . . . , P k of an arbitrary number of paths. The sequence P 1 , . . . , P k is called a decomposition of P . The vector (x 1 , . . . , x k−1 ) of vertices such that each x i is the end of P i is called the separation vector of P 1 , . . . , P k . For example the separation vector of the
Mixing of two Paths Let P , Q be two paths of a directed acyclic graph G. Let P 1 , . . . , P k , Q 1 , . . . , Q k be respective decompositions of P and Q. Suppose that k is even and that both P 1 , . . . , P k and Q 1 , . . . , Q k have the same separation vector X = (x 1 , . . . , x k−1 ) Then the path P 1 +Q 2 +. . . P k−1 +Q k is called the (P , Q, X)-mixing. In other words, (P , Q, X)-mixing is created by concatenation of the elements of P 1 , . . . , P k with the odd subscripts and the elements of Q 1 , . . . , Q k with the even subscripts.
For example, let
Now, we are going to define the class of branching programs for which we provide the lower bounds in this paper. This class generalizes the well known Ordered Binary Decision Diagrams (OBDDs). We call this class Nondeterministic Semantic c-OBDDs and abbreviate it c-NSOBDDs.
Definition 3 (c-NSOBDD)
A non-deterministic branching program Z is a c-NSOBDD if there is a permutation SV of its variables and a constant c such that each computational (that is why the restriction is semantic) path P of Z can be represented as P = P 1 + · · · + P c so that on each P i each variable occurs at most once and the sequence of literals labelling the edges along P i is ordered according to SV . SV is called the underlying permutation of Z.
Example 2 Let X 1 , . . . X 6 be a set of variables and consider a permutation SV = (X 3 , X 2 , X 1 , X 4 , X 5 , X 6 ). Let Z be a 2-NSOBDD with V ar(Z) = {X 1 , . . . X 6 } with SV being the underlying permutation of Z. Then S 1 = (X 3 , ¬X 1 , X 4 , X 6 , ¬X 2 , ¬X 1 , ¬X 5 ) and S 2 = (¬X 2 , X 1 , ¬X 3 , ¬X 2 , X 1 , X 4 , X 5 , X 6 ) are both legitimate sequences of literals to occur on computational paths of Z. Indeed, S 1 is the concatenation of the sequences (X 3 , ¬X 1 , X 4 , X 6 ) and (¬X 2 , ¬X 1 , ¬X 5 ) both ordered according to SV . Similarly, S 2 is the concatenation of sequences (¬X 2 , X 1 ) and (¬X 3 , ¬X 2 , X 1 , X 4 , X 5 , X 6 ), again both ordered according to SV . On the other hand, S 3 = (X 1 , X 2 , X 3 , X 4 , X 5 , X 6 ) is not a legitimate sequence of literals to occur on a computational path of Z because S 3 cannot be decomposed into two consecutive subsequences ordered according to SV .
Remark 1 For the sake of completeness, we now define the OBDD and the c-OBDD models and show how the c-NSOBDD can be obtained as a generalization of the c-OBDD rather than a special case of the non-deterministic branching program.
A deterministic branching program is a restriction of a non-deterministic branching program where each non-leaf node u is associated with a variable x and either has two outgoing edges one labelled with x one with ¬x or exactly one outgoing edge labelled with a literal of x. 1 An OBDD is a deterministic branching program associated with a permutation SV of its variables so that the sequence of literals on each root-leaf path is ordered according to SV .
A c-OBDD [11, 17] is a generalization of an OBDD, also associated with a permutation SV and the sequence of variable occurrences on each computational path is a subsequence of c concatenated copies of SV . It is not hard to see that c-NSOBDD applies the same restriction as c-OBDD on non-deterministic branching programs and the restriction is semantic rather than syntactic.
Definition 4 (Decomposition w.r.t. a prefix)
Let Z be a c-NSOBDD with SV being the underlying permutation. Let SV P be a prefix of SV and let P be a computational path of Z. A decomposition P 1,1 , P 1,2 , . . . P c,1 , P c,2 is a decomposition of P w.r.t. SV P if the following two conditions hold.
Fig. 2 Illustration of Example 3
Example 3 As in Example 2, let X 1 , . . . X 6 be a set of variables and consider a permutation SV = (X 3 , X 2 , X 1 , X 4 , X 5 , X 6 ). Let Z be a 2-NSOBDD over X 1 , . . . X 6 with SV being the underlying permutation of Z. Denote the root and the leaf of Z by rt and lf , respectively. Let P = (rt, v 1 , . . . , v 6 , lf ) be a computational path of Z with the edges being respectively labelled by
is a decomposition of P according to SV P . Note that in this particular case this is in fact the decomposition because there is no other such decomposition. However, in general, there may two or more decomposition of a path w.r.t a given prefix, e.g. if there are unlabelled edges.
Proposition 1 Let Z, c, SV , SV P , P be as in Definition 4. Then there exists a decomposition P 1,1 ,
Proof Let P 1 , . . . , P c be a decomposition of P such that for each 1 ≤ i ≤ c, each variable occurs at most once on P i and the literals labelling the edges of P i are ordered according to SV . Such a decomposition exists by definition of c-NSOBDD. Then for each P i , define a node v i as follows.
• If A(P i ) contains at least one literal labelled by a variable of SV P then v i is the head of the last edge of P i labelled by such a literal. • Otherwise, v i is the first vertex of P i .
For each 1 ≤ i ≤ c, let P i,1 be the prefix of P i ending at v i and P i,2 be the suffix of P i beginning at v i . It is not hard to see that P 1,1 , P 1,2 , . . . P c,1 , P c,2 constitute the desired decomposition.
Proposition 2
Let Z be a c-NSOBDD with SV being the underlying permutation. Let SV P be a prefix of SV . Let P and Q be two computational paths and let P 1,1 , P 1,2 , . . . P c,1 , P c,2 and Q 1,1 , Q 1,2 , . . . Q c,1 , Q c,2 be respective decompositions of P and Q w.r.t. SV P . Suppose both these decompositions have the same separation vector X = (x 1 , x 2 , . . . , x 2c−1 ). Let P * be the (P , Q, X)-mixing. Then P * is a computational path of Z.
Proof By construction, a variable u ∈ SV P can appear only on subpaths of P * that are subpaths of P , namely on P i,1 for 1 ≤ i ≤ c. Since P is a computational path it cannot contain two opposite occurrences of u and hence P * cannot contain such occurrences either. A variable u ∈ SV \ SV P can appear only on subpaths of P * that are subpaths of Q with a symmetric reasoning. That is, P * does not contain opposite occurrences of the same variable and hence is a computational path.
Lower Bound Parameterized by Matching Width
Recall that a matching M of a graph G is a set of edges of G such that no two edges are incident to the same vertex. Example 4 Consider a path of 10 vertices v 1 , . . . , v 10 so that v i is adjacent to v i+1 for 1 ≤ i < 10. The matching width of permutation (v 1 , . . . , v 10 ) is 1 since between any suffix and prefix there is only one edge. However, the matching width of the
Since the matching width of a graph is determined by the permutation having the smallest matching width, and, since the graph has some edges, there cannot be a permutation of matching width 0, we conclude that the matching width of this graph is 1.
In the rest of the section we prove that a c-NSOBDD Z representing CNF (G), where G is of matching width at least t, has size at least 2 t/(2c−1) . To prove this, we identify a set S of 2 t satisfying assignments of CNF (G). For each S ⊆ S, we identify P S , a computational path of Z such that A(P S ) ⊆ S. For each such P S , we identify a separation vector Y S w.r.t. to a specially chosen prefix SV P of the underlying permutation SV of Z. The key part of the proof is showing that for any two distinct elements S 1 and S 2 of S,
thus establishing a contradiction). This will imply that there are at least 2 t sequences of nodes of Z of length 2c − 1 and hence the number of nodes of Z is at least 2 t/(2c−1) , as required.
Theorem 1 Let G be a graph of matching width at least t and let Z be a c-NSOBDD computing CNF (G). Then |Z| ≥ 2 t/(2c−1) .
Proof Let SV be the underlying permutation of Z. Let SV G be the permutation of V (G) such that u is ordered before v in SV G if and only if X u is ordered before X v in SV . By definition of a matching width, there is a matching M = {{u 1 , v 1 }, . . . , {u t , v t }} and a prefix SV G of SV G such that u 1 , . . . , u t all occur in SV G while v 1 , . . . v t all occur in SV G \ SV G . Let u be the last element of SV G . Let SV P be the prefix of SV ending with X u . Then it is not hard to see that all of X u 1 , . . . , X u t occur in SV P while all of X v 1 , . . . , X v t occur in SV \ SV P .
Let S be the set of all assignments S to the variables of CNF (G) satisfying the following conditions.
the occurrences of X u i and X v i have distinct signs (if the former occurs positively the latter occurs negatively and if the former occurs negatively the latter occurs positively).
-All the variables besides
Proof For the first statement, note that all the clauses (
are also satisfied by S because one of X u i , X v i is assigned positively. This proves the first statement. There are 2 t ways to assign variables X u 1 , . . . , X u t . By definition of S each such assignment can be extended to an element of S and these elements are clearly all distinct. This proves the second statement.
In light of the first statement of Claim 1, for each S ∈ S we identify a computational path P S of Z such that A(P S ) ⊆ S.
For each P S , pick its decomposition w.r.t. SV P , existing by Proposition 1 (if there are several such decompositions, pick an arbitrary one). Let Y S be the separation vector of this decomposition.
Proof Let X u i be a variable having opposite assignments in S 1 and S 2 . Such a variable necessarily exists because the assignments of X v 1 , . . . X v t are determined by assignments of X u 1 , . . . , X u t . So, if the assignments of each X u i has the same occurrence in both S 1 and S 2 , the same is true regarding each X v i , and hence S 1 = S 2 , a contradiction. We assume w.l.o.g. that X u i occurs negatively in S 1 and positively in S 2 .
Assume that Y S 1 = Y S 2 . Denote P S 1 by P and P S 2 by Q. Let P 1,1 , P 1,2 , . . . P c,1 , P c,2 and Q 1,1 , Q 1,2 , . . . Q c,1 , Q c,2 be respective decompositions of P and Q w.r.t. SV P induced by Y S 1 . Let P * be the (P , Q, Y S 1 )-mixing. By Proposition 2, P * is a computational path.
Observe that neither of X u i , X u i ,v i , X v i belongs to A(P * ). Indeed, suppose that a literal l(X u i ,v i ) of X u i ,v i belongs to A(P * ).
The occurrence of X u i ,v i in both S 1 and S 2 is negative by definition of S. Therefore (X u i ,v i ) = ¬X u i ,v i implying that A(P * ) cannot contain X u i ,v i . If A(P * ) contains a literal (X u i ) of X u i then, since X u i ∈ SV P , (X u i ) ∈ A(P ) by construction of P * . Since A(P ) ⊆ S 1 where X u i occurs negatively, it follows that (X u i ) = ¬X u i . The reasoning about X v i is symmetric with the use of Q and SV \ SV P instead of P and SV P .
We conclude that A(P * ) can be extended to a set S of literals of V ar(CNF (G)) such that
Then S is a satisfying assignment of CNF (G). However, this is a contradiction because S flaisfies the clause (
It follows from Claim 2 and the second statement of Claim 1 that there are at least 2 t distinct separation vectors of computational paths of Z. Each separation vector is a sequence of nodes of Z of length 2c − 1. Clearly, there are at most |Z| 2c−1 such sequences. That is 2 t ≤ |Z| 2c−1 . Hence |Z| ≥ 2 t/(2c−1) , as required.
Lower Bound Parameterized by Treewidth
In this section, given two integers r and k, we define a class of CNFs, roughly speaking, based on complete binary trees of height r where each node is associated with a clique of size k. Then we prove that the treewidth of the primal graphs of CNFs of this class is linearly bounded by k. Further on, we prove a lemma stating that the smallest c-NSOBDD size for CNFs of this class exponentially depends on rk. Finally, we re-interpret this lower bound in terms of the number of variables and the treewidth to obtain the lower bound announced in the Introduction section and use this theorem for quasipolynomial separation of the c-NSOBDD and SDD models.
Denote by T r a complete binary tree of height r. Let CT r,k be the graph obtained from T r by associating each vertex with a clique of size k and, for each edge {u, v} of T r , making all the vertices of the cliques associated with u and v mutually adjacent. Denote CNF (CT r,k ) by F r,k . Figure 3 shows T 2 and CT 2,3 . To avoid shading the picture of CT 2,3 with many edges, the cliques corresponding to the vertices of T 2 are marked by circles and the bold edges between the circles mean that that there are edges between all pairs of vertices of the corresponding cliques.
Then the treewidth of the primal graph of F r,k is at most 2k −1.
Proof The primal graph of F r,k can be obtained from CT r,k by adding one vertex v e for each edge e of CT r,k and making this vertex adjacent to the ends of e. Let (T , B) be a tree decomposition of CT r,k of width at most 2k − 1. For each vertex v e , add a new vertex x to T adjacent to the vertex whose bag contains the ends of e. Associate with x a bag containing v e and the ends of e. It is not hard to see that as a result we obtain a tree decomposition of the primal graph of F r,k . Also, as the size of each new bag is 3 and k ≥ 2, the width of the tree decomposition remains at most 2k − 1. So, it remains to show that the treewidth of CT r,k is at most 2k − 1.
Consider the following tree decomposition (T , B) of CT r,k . T is just T r . We look upon T r as a rooted tree, the centre of T r being the root. The bag B(u) of each node u contains the clique of CT r,k corresponding to u. In addition, if u is not the root vertex then B(u) also contains the clique corresponding to the parent of u. Observe that (T , B) satisfies the connectivity property. Indeed, each vertex appears in the bag corresponding to its 'own' clique and the cliques of its children,if any. Clearly, the set of nodes corresponding to the bags induce a connected subgraph. The rest of the tree decomposition properties can be verified straightforwardly. We conclude that (T , B) is indeed a tree decomposition of CT r,k . As the size of each bag is at most 2k, the width of (T , B) is at most 2k − 1.
The useful property of graphs CT r,k is that their matching width is much larger than the treewidth as established in the following lemma. [13] ) For any r, the matching width of CT r,k is at least rk/2.
Lemma 2 (Lemma 2 of
Combining this lemma with Theorem 1 allows us to derive an exponential lower bound for F r,k .
Lemma 3
The size of a c-NSOBDD computing F r,k is at least 2 rk/(4c −2) . Proof According to Theorem 1, the size of Z implementing F r,k = CNF (CT r,k ) is at least 2 t/2c−1 where t is the matching width of CT r,k Replace t by the lower bound rk/2 on the matching width of CT r,k provided by Lemma 2. The required lower bound 2 rk/(4c−2) immediately follows.
The following lemma reformulates the statement of Theorem 3 in terms of the number of variables of F r,k and k.
Lemma 4
Let m be the number of variables of F r,k . Then the size of a c-NSOBDD computing F r,k is at least ( m 6k 2 ) k/(4c −2) .
Proof Recall that T r has 2 r+1 − 1 nodes. For each node a of T r , F r,k has k variables corresponding to the vertices of the clique of a plus k 2 variables corresponding to the edges of this clique. In addition, if a is a non-root node then it is associated with k 2 variables connecting the clique of a with the clique of its parent. Thus each node of T r is associated with at most k + k 2 + k 2 variables and hence the total number of variables m ≤ (2 r+1 − 1) * (k + k 2 + k 2 ) ≤ 2 r * 6k 2 . Thus 2 r ≥ m 6k 2 . It follows from Lemma 3 that the size of a c-NSOBDD computing F r,k is at least
Two lower bound parameterized by the treewdith now easily follows.
Theorem 2 For each p ≥ 3 there is an infinite sequence of CNFs F 1 , F 2 . . . ,of treewidth at most p of their primal graphs such that for each F i the size of a c-NSOBDD computing it is at least ( m 3p 2 ) p/(8c −4) , where m is the number of variables of F i . In particular, for c = 1 and every fixed p ≥ 3, we obtain the 1-NSOBDD lower bound of (m p/4 ) clearly implying this lower bound for OBDDs and thus generalizing the main result of [13] .
Proof For an odd p, consider the CNFs F r,(p+1)/2 for all r ≥ 1 and for an even p, consider the CNFs F r,p/2 for all r ≥ 1. By Lemma 1, the treewidth of the primal graph of F r,(p+1)/2 is at most p and of F r,p/2 at most p − 1. Thus the treewidth requirement is satisfied regarding these classes.
Taking into account Lemma 4 and performing simple algebraic calculation, we observe the c-NSOBDD size is lower-bounded by ( m 3p 2 ) p/(8c −4) .
Lemma 3 also allows us to separate between c-NSOBDDs and Sentential Decision Diagrams SDD [6] for every fixed c.
Theorem 3 There is an infinite family of functions that can be computed by SDDs of size O(n 3 ) and for which the smallest c-NSOBDDs are of size n (log n) (for each fixed c).
Proof Consider functions F r,r . Let us compute the number n of variables of F r,r . Following the calculation as in Lemma 4, we observe that n = (2 r+1 −1) * ( r * (r−1) 2 + r) + (2 r+1 − 2) * r 2 = 2 r (3r 2 + r) − 5r 2 +r 2 Denote 3r 2 + r by p 1 and 5r 2 +r 2 by p 2 . Then r = log n+p 2 p 1 . In particular, r ≥ log n − log p 1 ≥ log n − r and hence r ≥ log n/2 for a sufficiently large r. Substituting log n/2 instead r and k in the lower bound provided by Lemma 3 gives us lower bound 2 log 2 n 16c−4 = n logn 16c−4 which is (n log n ) for every fixed c. On the other hand, for a sufficiently large n, r ≤ log(n + p 2 ) ≤ log(2n) = log n + 1. By Lemma 1, the treewidth of the primal graph of F r,r is at most 2r − 1 which is at most 2 log n + 1 by the above upper bound. Thus, according to [6] , the size of SDD for T r,r is bounded by O(2 2logn n) = O(n 3 ), as required.
Matching Width vs. Pathwidth
In this section we will show that the matching width, mw(G), of a graph G is linearly related to its pathwidth, pw(G). It particular, we will show that pw(G)/2 ≤ mw(G) ≤ pw(G) + 1.
Let us extend our notation. The maximum matching size of a graph G is denoted by ν(G). Let SV = (v 1 , . . . v n ) be an ordering of vertices of G.
The superscript can be omitted if the ordering is clear from the context. We denote by G SV i or by G i , if the ordering is clear from the context, the graph with the set of vertices V (G) and the set of edges {{u, v}|{u, v} ∈ E(G), u ∈ V i , v ∈ ¬V i }. In other words the edges of G i are exactly those edges of G that have one end in V i and the other end in ¬V i . With this notation in mind, the matching width mw S V (G) of SV can be stated as follows.
If we denote by SV the set of all permutations of vertices of G then
Recall that a vertex cover (VC) of graph G is a set of vertices incident to all of its edges. The smallest size of vertex cover of G is denoted by τ (G).
Observe that each G i is a bipartite graph because V i and ¬V i , partitioning its set of vertices are indepdent sets of G i . It is well known that for a bipartite graph the size of the smallest vertex cover equals the size of maximum matching, that is ν(G i ) = τ (G i ). Hence mw SV (G) can be restated as follows
Now we are ready to prove an upper bound on mw(G).
Theorem 4
For any graph G, mw(G) ≤ pw(G) + 1.
Proof Let (P , B) be a path decomposition of G of width pw(G) . Let x 1 , . . . , x m be the vertices of P chronologically listed as they occur along P . Recall that B = {B(x 1 ), . . . , B(x m )} are the bags of the decomposition and the size of each bag is at most pw(G) + 1. Now we are going to define a permutation SV of V (G) for which we will show that mw SV (G) ≤ pw(G) + 1, which will imply the theorem because, by definition mw(G) ≤ mw SV (G).
For u ∈ V (G), let f (u) be the smallest number i such that u ∈ B x i . Let SV = (v 1 , . . . , v n ) be an arbitrary permutation of V (G) such that u < SV v whenever f (u) < f (v). It is not hard to see that such an order indeed exists. For instance, SV can be created as follows. Arbitrarily order the vertices of B(x 1 ). For each 1 < i ≤ n, suppose that the vertices B(x 1 )∪· · ·∪B(x i−1 ) have been already ordered and let SV be the corresponding permutation. Then create a permutation of B(x 1 ) ∪ · · · ∪ B(x i ) by ordering the vertices of B x i \ SV arbitrarily and appending them to the end of SV .
We are going to show that for each
Observe that this will imply the desired statement that mw SV (G) ≤ pw(G) + 1. Indeed, by definition, there is 1 ≤ i < n such that mw SV (G) = τ (G i ). Combining with the claim we are going to prove, we will have
the first and the second inequalities follow from the definitions of τ and pathwidth, respectively. Next we are going to show that pw(G) ≤ 2 * mw(G). For this we need the following definition.
The following lemma is proved in Section 5.1.
Lemma 5
For each permutation SV of V (G) there are sets V C 1 , . . . , V C n−1 settled w.r.t. SV such that each V C i is a smallest VC of G i .
Theorem 5 For any graph G, pw(G) ≤ 2mw(G).
Proof Let SV = (v 1 , . . . , v n ) be a permutation of V (G) such that mw SV (G) = mw(G). Let V C 1 , . . . , V C n−1 be the smallest VCs of G 1 , . . . , G n−1 , respectively, that are settled w.r.t. SV .
Our candidate for path decomposition of width 2mw(G) is a pair (P , B) where P is a path x 1 , . . . , x n and B is a set of bags B(x 1 ), . . . , B(x n ) defined as follows.
In the rest of the proof we demonstrate that (P , B) is indeed a path decomposition of G having width at most 2mw(G). This amounts to proving the following statements.
- (P , B) satisfies the union property. Indeed, by construction, for 1 ≤ i ≤ n, v i ∈ B(x i ). -(P , B) satisfies the containment property. Indeed, let {v i , v j } ∈ E(G) and assume w.l.o.g. that i < j. This means that {v i , v j } is an edge of each of G i , . . . , G j −1 and hence each of V C i , . . . , V C j −1 has a non-empty intersection with {v i , v j }. Assume that v j ∈ V C i . Then, by construction, {v i , v j } ∈ B(x i ), satisfying the containment property. Assume next that v i ∈ V C j −1 . Then, by construction, {v i , v j } ∈ B(x j ), satisfying the containment property. If none of the above assumptions hold then v i ∈ V C i and v j ∈ V C j −1 . It follows that there is i ≤ j < j − 1 such that v i ∈ V C j and v j ∈ V C j +1 . Then by construction, {v i , v j } ∈ B(x j +1 ), satisfying the containment property. -(P , B) satisfies the connectedness property. Assume by contradiction that the connectedness property is violated. That is, there is a vertex u and i, j > i + 1 such that u ∈ B(x i ), u / ∈ B(x i+1 ), and u ∈ B(x j ). We assume that j is smallest possible subject to this property, that is, u / ∈ B(x j −1 ).
This claim will imply that N G j (u) ⊆ V C j and hence u / ∈ V C j by the minimality of V C j (as all the neighbours of u are already there). Consequently, u / ∈ B(x j ), in contradiction to our assumption, confirming correctness of the connectedness property. It thus remains to prove the claim.
Let v ∈ N G j (u). As i < j and u ∈ V i , u ∈ V j and hence v ∈ ¬V j . Consequently, v ∈ ¬V j −1 . As i < j − 1, u ∈ V j −1 . Thus {u, v} is an edge of G with one end in V j −1 , the other in ¬V j −1 . Hence {u, v} is an edge of G j −1 , that is v ∈ N G j −1 (u) confirming the claim and the connectedness property as specified in the previous paragraph.
-The width of (P , B) is at most 2mw(G). That is, we have to show that for each 1 ≤ i ≤ n, |B(x i )| ≤ 2mw(G) + 1. By definition, |V C i | = τ (G i ) for 1 ≤ i < n. According to (3) τ (G i ) ≤ mw SV (G). Thus, in our case, |V C i | = τ (G i ) ≤ mw(G). It follows that for 1 < i < n, |B(x i )| ≤ |V C i−1 | + |V C i | + 1 ≤ 2mw(G) + 1. Clearly, the same upper bound applies to B(x 1 ) and B(x n ).
Proof of Lemma 5
Let G = (U, V , E) be a bipartite graph with set of vertices U ∪ V and the set of edges E, all having one end in U the other end in V . In order to prove Lemma 5, we need the following three auxiliary statements.
Indeed, none of the edges of G \ X are covered by X and hence they are covered by V C \ X.
Lemma 6
Let G = (U, V , E) be a bipartite graph and let X ⊆ V be such that there
In other words, if X is a subset of a smallest VC of G and Y ⊆ V then X \ Y is a subset of a smallest VC of G \ Y .
Proof Assume that the lemma is not true. Further on, assume that Y is a largest possible subset of V for which the lemma does not hold.
Let
respectively. Indeed, each edge e of, say G\Y is covered by V C 1 but it can be covered only by a vertex of V C 1 incident to it and this vertex belongs to V C 1 by definition. Denote V C 1 ∩ V C 1 by P R. Note that P R ⊆ U . Indeed, an edge of G \ Y and and edge of G[U ∪ Y ] cannot have a joint end that belongs to V .
Let V C * 1 be a smallest VC of G \ Y . Observe that P R \ V C * 1 = ∅. Indeed, assume the opposite, that is we assume that
is also a smallest VC of G \ Y . However, this is a contradiction to our assumption in the first paragraph of the proof because X \ Y ⊆ V C 1 . Thus we have confirmed that
Note that Y is not empty as, by definition of P R, each element of it is incident to an edge of G \ Y . Furthermore, as
providing contradiction to our initial assumption and completing the proof.
Proof Let V C 1 be a smallest VC of G. If X ⊆ V C 1 , we are done. Otherwise, we will show that there is another smallest VC of G including X as a subset.
Given G, V C 1 , and Y , let V C 1 , V C 1 , P R be as in Lemma 6.
Observe
. Then e is not covered by any vertex of V C 1 (as all the vertices of V C 1 covering edges of G \ Y belong to P R). Hence e ∈ E(G \ V C 1 ).
Recall that P R ⊆ U . Since G \ Y has a smallest VC including X, it follows from Lemma 6 that (G \ Y ) \ P R has a smallest VC V C 2 including X \ P R.
Then recall that P R ⊆ V and apply Lemma 6 w.r.t. these data.) Employing the previous paragraph we observe that V C 2 is also a smallest VC of G \ V C 1 . By Proposition 3,
Proof of Lemma 5 Let V C 1 be an arbitrary smallest VC of G 1 . For 1 ≤ i < n,
to be such a smallest VC. This construction guarantees the required property for all i.
Further Research
A natural next stage following the proposed result would be to investigate the complexity of Read-c-times Oblivious Branching Programs (Read-c-OBP) on CNFs of bounded treewidth. In this section we define this model and show why it is a natural continuation of the research reported in this paper. Then we demonstrate that the lower bound machinery based on matching width is not useful for Read-c-OBPs. Next, we outline a generalization of matching width presented in [14] that does yield lower bounds for this model. We conclude with a graph-theoretic open question which, if answered positively, will enable the use of machinery of [14] in order to obtain a non-trivial lower bound for Read-c-OBPs computing CNFs of bounded treewidth.
A Read-c-OBP Z is a branching program that is deterministic (see the remark in the Preliminaries section) with the following restrictions applied to each 3 root-leaf path.
-Z is Read c times, that is, each variable occurs at most c times along each computational path. -Z is oblivious. That is, there is a sequence SV of variables of Z where each variable occurs at most c times such that the sequence of occurrences of variables along each computational path is a subsequence of SV . We call SV the underlying sequence for Z.
Note the aspect in which a Read-c-OBP is more general than a c-NSOBDD. For a read-c-OBP, the only constraint for the underlying sequence is a limit of at most c occurrences of each variable along each root-leaf path, while, for c-NSOBDD, the underlying sequence has a much more restrictive pattern being a concatenation of at most c copies of the same permutation. Considering such a weakened constraint on the underlying sequence seems a natural direction of further research.
On the other hand, a Read-c-OBP is also more restrictive than c-NSOBDD due to being deterministic and syntactic rather than non-deterministic and semantic. We suggest such a restriction because our working hypothesis is that even with the weaker restriction on the paths, the n (k) lower bound on CNFs of bounded treewidth is still preserved. Thus it is natural to try to obtain such a lower bounds for a 'simplest' model subject to the constraint on paths.
To demonstrate why matching width is not useful for Read-c-OBPs, we provide a class of graphs G with a large matching width such that the CNFs CNF (G) for G ∈ G can be expressed by small Read-2-OBPs.
In particular, consider a set of n × n grids. These are graphs with vertices v i,j for 1 ≤ i, j ≤ n and with edges connecting vertices of the form {v i,j , v i+1,j } for 1 ≤ i < n, 1 ≤ j ≤ n and of the form
The pathwidth of the n × n grid is known to be linear in n (see e.g. [7] ), thus so is matching width, according to the proven above. Therefore, by Theorem 1, the size of a c-NSOBDD computing CNF (G) where G is an n × n grid is exponential in n for every c ≤ n α where 0 < α < 1. On the other hand, as shown below, CNF (G) can be computed by a linear size Read-2-OBPs.
Let G be the n × n grid. For 1 ≤ i ≤ n, let R i be the i-th row of G that is the subgraph of G induced by vertices v i,1 , . . . , v i,n . Clearly, R i is a path where the vertices occur as listed above. For 1 ≤ j ≤ n let C j be the j -th column of j , that is, the subgraph of G induced by v 1,j , . . . , v n,j . Again, it is clear that C j is a path where the vertices occur in the order they are listed above.
Recall the the union of two graphs G 1 = (V 1 , E 1 ) and
Let Rows(G) = R 1 ∪ · · · ∪ R n and Columns(G) = C 1 ∪ · · · ∪ C n . It is not hard to see that G = Rows(G) ∪ Columns(G). From this, it can be derived that the (set of clauses of) CNF (G) is the union of (sets of clauses of) ϕ R = CNF (Rows(G)) and ϕ C = CNF (Columns(G) ).
The pathwidth of the primal graphs of both ϕ R and ϕ C is at most 2. Therefore, there are linear size OBDDs Z R and Z C computing ϕ R and ϕ C , respectively [8] . Let SV R and SV C be the underlying permutations of respective variables of ϕ R and ϕ C . Then the branching program obtained by identifying the root of Z C with the leaf of Z R is a Read-2-OBP computing CNF (G) whose underlying sequence is SV R + SV C 4 . Thus we have just seen that the notion of matching width is not particularly useful for obtaining lower bounds for read-c-times oblivious branching programs. Nevertheless, in [14] , we proposed a generalization of matching width that does yield exponential lower bounds for this model. We will now introduce this more general parameter and show how it might help to obtain lower bounds for Read-c-OBDDs on CNFs of bounded treewidth.
Given natural numbers c 1 , c 2 , t, we say that the (c 1 , c 2 )-fold matching width of a graph G is at least t if for every sequence SV of elements of V (G) where each element occurs at most c 1 times, there is a partition SV 1 , . . . , SV c of SV into c ≤ c 2 consecutive subsequences (intervals) and a matching {{u 1 , v 1 }, . . . , {u t , v t }} of G such that there is no SV i intersecting both U = {u 1 , . . . , u t } and V = {v 1 , . . . , v t }. Note that the matching width notion we used in this paper is just (1, 2)-fold matching width.
We proved in Theorem 4 of [14] that if (c 1 , c 2 )-fold matching width of G is at least t then the size of a Read-c 1 -OBPs computing CNF (G) is at least 2 t/(c 2 −1) (in fact, Theorem 4 of [14] states this lower bound for a more general model but this is not relevant for the present discussion). Theorem 4 of [14] can yield non-trivial lower bounds for Read−c-OBPs computing CNFs of bounded treewidth if the following open question is answered positively.
Open Question 1 Are there functions f and g such that for each fixed k, the following is true. For each sufficiently large p, there is a class G p of graphs of treewidth at most p such and such that for each graph G ∈ G p with n vertices, the (k, f (k))-fold matching width of G is at least p * log n/g(k).
Suppose that the above question is answered positively. Then, by Theorem 4 of [14] , the size of Read-kOBPs computing CNF (G) for G ∈ G p is n p/(g(k) * f (k)) .
In particular, existence of such a G p implies that for each fixed k there is no fixedparameter tractable upper bound on the size of Read-k-OBPs computing a CNF with the parameter being the treewidth (of the primal graph) of the CNF.
Open Question 1 is also interesting from the purely graph-theoretic perspective. Indeed, in light of the established relationship between pathwidth and matching width, (c 1 , c 2 )-fold matching width can be considered a generalization of pathwidth. It is well known that there are graphs whose pathwidth is (log n) larger than the treewidth. Therefore, it is natural to ask whether the same is true for the (c 1 , c 2 )-fold matching width.
An intriguing aspect related to the Open Question 1 is that establishing a positive answer is likely to require a specialization of a well known structural theorem by Alon and Maass (Theorem 1.1. of [2] ) from arbitrary sets to sets of vertices of a graph. In the context of our discussion the theorem, essentially, states that if S is a sequence of elements of an n-element set U where the number of occurrences of each element is small then S can be partitioned into a small number S 1 , . . . , S c of intervals so that there are large disjoint subsets U 1 and U 2 of U such that no S i contains occurrences of both U 1 and U 2 . Now, if U is a set of vertices of a complete graph K n , then there is a large matching between U 1 and U 2 . That is, for each sufficiently small k compared to n, there is a small s, dependent on k such that (k, s)-fold matching width of K n is large. This implies an exponential lower bound of Read-k-times OBPs computing CNF (K n ) [14] . With graphs K n replaced with a class of graphs of bounded treewidth the above mechanism no longer works because what we need are not arbitrary large sets U 1 and U 2 but ones with a large matching between them! Thus, if the answer Open Question 1 is positive, the proof is likely to require a specialization of Theorem 1.1. of [14] to graphs that allows a more careful selection of sets.
