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Résumé
Dans e travail, nous démontrons le Lemme de l'Ombre sur des variétés
géométriquement nies à ourbure négative variable. Nous en déduisons
un résultat de non divergene des horosphères de telles variétés.
1 Introdution
Soit M une variété riemannienne à ourbure négative. Le ot géodésique
agissant sur son bré unitaire tangent T 1M est un ot hyperbolique ; en parti-
ulier, T 1M est feuilleté par les variétés fortement instables de e ot, enore
appelées horosphères fortement instables.
Si M est une surfae hyperbolique, les feuilles de e feuilletage sont les or-
bites du ot horoylique (ht)t∈R agissant sur T
1M . On sait que lorsque M
est ompate, e ot est minimal : les orbites sont toutes denses dans T 1M .
Quand elle est seulement de volume ni, ertaines orbites sont périodiques, les
autres sont denses dans T 1M (Hedlund [14℄). En partiulier, leur projetion sur
M revient inniment souvent dans la partie ompate de la variété. Ce résultat
qualitatif de retour dans un ompat a été étendu par Margulis [17℄ à l'ation
de ots unipotents sur l'espae des réseaux Λn = SL(n,R)/SL(n,Z).
Ce fut Dani qui, le premier, préisa e omportement en une estimée quanti-
tative : dans le as du ot horoylique d'une surfae hyperbolique dans [8℄, puis
dans le as d'un ot unipotent sur Λn dans [9℄, il montre que pour tout ǫ > 0,
il existe un ompat Kǫ de T
1M tel qu'une orbite non périodique de (ht)t∈R de
longueur T susamment grande passe un temps supérieur à (1− ǫ)T dans Kǫ.
Rappelons que e résultat, dit de non divergene, est un outil essentiel dans le
théorème d'équidistribution des ots unipotents de Ratner.
Dans un adre diérent, mentionnons enore le résultat de Minsky et Weiss
[18℄ de non divergene des orbites du ot horoylique de Teihmüller.
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Le but du présent travail est d'établir l'analogue de e phénomène de non
divergene en l'étendant dans plusieurs diretions : nous onsidérons des variétés
qui sont d'une part de dimension quelonque, d'autre part de ourbure négative
variable, et enn qui sont géométriquement nies de volume inni.
Nous établissons un résultat de e type sur des variétés de volume inni à
ourbure variable majorée par −1. Dans e adre plus général, nous restreignons
notre étude à l'ensemble non errant E du feuilletage horosphérique de T 1M . On
sait alors (Dal'bo [6℄) que ertaines feuilles de E sont ompates, et les autres
sont denses dans E . En partiulier, leur projetion sur M revient inniment
souvent dans la partie ompate de la variété. Notons ER ⊂ E l'union de es
feuilles denses dans E .
En l'absene de paramétrage naturel de es feuilles par un ot, nous onsid-
érons sur haque feuille de grandes boules notées B+(u, r), ave r > 0, pour une
distane adaptée.
Pour donner un sens au  temps passé  par une feuille dans un ompat,
nous étudions le omportement de moyennes sur es boules pour une mesure,
notée µH+ sur haque feuille H
+
, onstruite à partir d'une mesure naturelle sur
le bord ∂M˜ du revêtement universel M˜ de M , la mesure de Patterson.
Plus préisément, si u ∈ T 1M et r > 0, nous dénissons la moyenne d'une
fontion ψ : T 1M → R ontinue par :
Mr,u(ψ) :=
∮
B+(u,r)
ψ(v) dµH+ (v).
Sous une ondition de divergene des usps de M , notée (∗) et énonée plus
loin, notre résultat prinipal est le suivant :
Théorème 4.2 : Soit M une variété géométriquement nie de ourbures se-
tionnelles majorées par −1 dont les usps vérient la ondition (∗). Soit ε > 0
xé, et C ⊂ T 1M un ompat de l'ensemble non errant du feuilletage horosphérique.
Il existe un ompat Kε,C ⊂ E, tel que pour tout veteur non errant u de ER∩C
et pour tout r ≥ 0, on a :
Mr,u(Kε,C) ≥ 1− ε
Ce résultat assure en partiulier que les moyennes (Mr,u)r≥0 ne tendent pas
faiblement vers 0 quand r →∞. Autrement dit, il n'y a auune perte de masse
dans les usps.
Notons que e résultat de non divergene a été démontré par Rudolph [25℄ en
ourbure onstante, mais seulement pour presque tout u ∈ Er (pour la mesure de
Patterson-Sullivan), e qui lui a permis d'en déduire l'ergodiité du feuilletage.
Pour établir e résultat, il nous faudra donner une estimée préise de la
mesure de Patterson de petits ouverts du bord, les ombres. Ce résultat, ap-
pelé Lemme de l'Ombre, est originellement dû à Sullivan sur les variétés hyper-
boliques ompates, et a été étendu à toutes les variétés ompates ou onvexes-
oompates à ourbure négative variable, permettant alors de réinterpréter la
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mesure de Patterson omme la mesure de Hausdor de l'ensemble limite ΛΓ
de Γ dans ∂M˜ . Stratmann et Velani [26℄ l'ont généralisé sur les variétés hyper-
boliques géométriquement nies, et nous adaptons une preuve de leur résultat
due à Peigné [21℄ pour l'établir sur les variétés géométriquement nies de our-
bure variable inférieure à −1 qui satisfont la ondition (∗) énonée i-dessous.
Préisons d'abord quelques notations. Plutt que les ombres onsidérées par
Sullivan, nous onsidérerons des ensembles omparables : si o est un point de
M˜ , ξ un point du bord ∂M˜ , et t ≥ 0, nous noterons V (o, ξ, t) l'ensemble des
points du bord dont le projeté sur le rayon [oξ) est à distane au moins t de o.
Sur une variété géométriquement nie, l'ensemble intéressant d'un point de
vue dynamique se déompose en une partie ompate et un nombre ni de
pointes, les usps. Pour simplier, nous supposerons qu'elle n'en a qu'un seul.
A e usp est assoiée une lasse de onjugaison de sous-groupes paraboliques
de Γ, i.e. des sous-groupes de Γ xant exatement un point de ΛΓ, et maximaux
pour ette propriété.
Nous aurons besoin de faire l'hypothèse suivante, notée (∗), sur la roissane
des sous-groupes paraboliques de Γ. Si o ∈ M˜ est un point xé, pour tout
sous-groupe parabolique Π de Γ, il existe une onstante D ≥ 1 telle que
1
D
exp(δΠT ) ≤ ♯{p ∈ Π, d(o, po) ∈ [T, T + 1[} ≤ D exp(δΠT ), (∗)
où pour tout sous-groupe G de Γ, δG désigne l'exposant ritique de G, déni
par :
δG = lim sup
T→∞
1
T
log ♯{g ∈ G, d(o, go) ≤ T }
En partiulier, δG ≤ δΓ. Nous verrons plus loin (proposition 3.1) que ette
hypothèse est toujours satisfaite si M est une variété loalement symétrique de
rang 1.
Une densité onforme invariante par Γ de dimension δ > 0 est une famille
ν = (νx)x∈M˜ de mesures équivalentes sur le bord ∂M˜ , telles que pour tout γ ∈ Γ
et x ∈ M˜ , νγx = γ∗νx, et pour tous (x, y) ∈ M˜2, dνx(ξ) = exp(−δβξ(x, y)) dνy(ξ),
où βξ(x, y) désigne le oyle de Busemann (voir paragraphe 2.1)
Le Lemme de l'Ombre s'énone alors :
Théorème 3.4 : Soit M = M˜/Γ une variété géométriquement nie à un usp
C1 qui satisfait l'hypothèse (∗). Alors pour toute densité onforme ν = (νx)x∈M˜
Γ-invariante sans atomes normalisée de dimension δ et de support ΛΓ, il existe
des onstantes A0 > 0 et A1 > 0 telles que pour tout ξ ∈ ΛΓ et t ≥ 0, en notant
ξ(t) le point à distane t de o sur [oξ) :
a- si ξ(t) appartient à un relevé de la partie ompate sur M˜ , alors
1
A0
e−δt ≤ νo(V (o, ξ, t)) ≤ A0 e−δt,
b- si ξ(t) est dans un relevé du usp, alors :
1
A1
e−δt+(2δΠ−δ) d(ξ(t),Γo) ≤ νo(V (o, ξ, t)) ≤ A1 e−δt+(2δΠ−δ) d(ξ(t),Γo).
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L'organisation du texte est la suivante : nous ommençons (setion 2) par une
introdution aux variétés géométriquement nies, et nous prouvons une série de
lemmes géométriques élémentaires utiles dans la suite. Au paragraphe 3, nous
énonçons et démontrons le Lemme de l'Ombre (théorème 3.4). Dans la dernière
partie (setion 4), après des rappels sur le feuilletage fortement instable et les
moyennes qui nous intéressent, nous prouvons le théorème 4.2.
Je remerie ma diretrie de thèse Martine Babillot pour m'avoir fait déou-
vrir de belles mathématiques pendant ma thèse, et pour ses letures, ommen-
taires et orretions de nombreuses versions préliminaires de e travail.
2 Variétés géométriquement nies
2.1 Généralités
Nous renvoyons à Bowdith [3℄ pour un exposé omplet sur les variétés
géométriquement nies à ourbure négative pinée, et à Roblin [23℄ pour des
ompléments dans le as des variétés à ourbure seulement majorée ; nous n'ex-
posons ii que e dont nous avons besoin.
Soit M une variété riemannienne à ourbure setionnelle majorée par −1, M˜
son revêtement universel, et Γ = π1(M) son groupe fondamental. Notons T
1M
le bré unitaire tangent de M , et π : T 1M →M la projetion anonique. Nous
noterons d la distane riemannienne sur M et M˜ .
Le bord à l'inni ∂M˜ de M˜ permet de ompatier M˜ en M = M˜ ∪ ∂M˜ .
Le groupe Γ agit sur M˜ par isométries, et sur ∂M˜ par homéomorphismes.
L'ensemble limite ΛΓ ⊂ ∂M˜ de Γ est le plus petit fermé Γ-invariant de ∂M˜ .
C'est aussi l'ensemble des points d'aumulation dans ∂M˜ de l'orbite d'un point
quelonque o ∈ M˜ par Γ : ΛΓ = Γo \ Γo.
Le ot géodésique g = (gt)t∈R de M agit sur T
1M en assoiant à un veteur
v le veteur c˙v(t) tangent à l'unique géodésique (cv(t))t∈R telle que c˙v(0) = v.
Il se relève sur T 1M˜ en le ot géodésique de M˜ , noté g˜ = (g˜t)t∈R. L'ensemble
non errant Ω ⊂ T 1M du ot géodésique s'identie (Eberlein, [10℄) à l'ensemble
des veteurs v ∈ T 1M dont un relevé v˜ ∈ T 1M˜ dénit une géodésique dont les
deux extrémités sont dans ΛΓ.
Un point ξ de l'ensemble limite ΛΓ est dit radial s'il existe un point o ∈ M˜ et
une innité de points de l'orbite Γo à distane bornée du rayon [oξ). L'ensemble
des points limite radiaux sera noté ΛR ⊂ ΛΓ.
Si ξ ∈ ΛΓ est l'unique point xe d'une isométrie parabolique de Γ, il est dit
parabolique. Le stabilisateur dans Γ d'un tel point sera appelé un sous-groupe
parabolique maximal. Le point ξ est parabolique borné si son stabilisateur Π ⊂ Γ
agit de manière oompate sur ΛΓ \ {ξ}. Nous noterons Λpb l'ensemble des
points paraboliques bornés de ΛΓ.
Le groupe Γ est dit oompat si M est ompate, e qui implique que Ω =
T 1M est ompat, et ΛΓ = ΛR = ∂M˜ . Il est dit onvexe-oompat si Ω est
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ompat, et dans e as ΛΓ = ΛR. Enn, il est géométriquement ni si ΛΓ =
ΛR ∪ Λpb.
Le oyle de Busemann est déni sur ∂M˜ × M˜ × M˜ par :
βξ(x, y) = lim
z→ξ
d(x, z)− d(y, z) = ”d(x, ξ) − d(y, ξ)”
C'est une fontion ontinue qui vérie la relation de oyle : βξ(x, y)+βξ(y, z) =
βξ(x, z). Ce oyle permet de donner des oordonnées sur T
1M˜ . Si u ∈ T 1M˜ ,
on notera u+ ∈ ∂M˜ (resp. u−) l'extrémité cu(+∞) (resp. cu(−∞)) de l'unique
géodésique cu telle que c˙u(0) = u. L'ensemble des géodésiques orientées de T
1M˜
est en bijetion ave le  double bord  ∂2M˜ := ∂M˜ × ∂M˜ \ {(ξ, ξ), ξ ∈ ∂M˜}.
Soit o ∈ M˜ un point xé une fois pour toutes. Alors l'appliation i-dessous est
un homéomorphisme :
T 1M˜ → ∂2M˜ ×R
v 7→ (v−, v+, βv−(π(v), o))
o
v− v
∂M˜
|βv−(π(v), o)|
v+
Fig. 1  Coordonnées sur T 1M˜
Sur ∂2M˜ ×R, les ations de Γ et de g˜ ommutent et s'érivent :
γ (u−, u+, s) = (γu−, γu+, s+βu−(o, γ
−1o)) et g˜t(u−, u+, s) = (u−, u+, s+t)
Ainsi on a aussi des homéomorphismes T 1M ≃ (∂2M˜×R)/Γ et Ω ≃ (Λ2Γ×R)/Γ.
Une horosphère H ⊂ M˜ entrée en ξ est une ligne de niveau de l'appliation
y → βξ(y, o). Une horoboule H ⊂ M˜ entrée en ξ est un sous-ensemble H =
{y ∈ M˜, βξ(y, o) ≤ C}, ave C ∈ R. C'est un ensemble géodésiquement onvexe
de M˜ .
Notons C˜(Γ) l'enveloppe onvexe dans M˜ de l'ensemble limite ΛΓ. Le oeur
de Nielsen NΓ de M (ou de Γ) est le quotient NΓ = C˜(Γ)/Γ. La variété M est
géométriquement nie si et seulement si il se déompose en une union nie (voir
Bowdith [3℄ en ourbure pinée, et Roblin [23℄ Prop. 1.10 dans le as général) :
NΓ = C0 ⊔ C1 . . . ⊔ Ck,
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où C0 est un ensemble relativement ompat, de diamètre noté ∆, et les Cl,
1 ≤ l ≤ k (en nombre ni) sont les usps : pour haque l, Cl est isométrique
au quotient de Hl ∩ C˜(Γ) par Πl, où Hl est une horoboule entrée en un point
parabolique ξl, et Πl est le stabilisateur de ξ
l
. Nous noterons C˜l = Hl ∩ C˜(Γ)
l'ensemble relevé à M˜ . Les images de Hl par Γ sont disjointes ou onfondues.
De plus, si l 6= l′, les orbites ΓHl et ΓHl′ sont disjointes.
En pratique, nous onsidérerons plutt la déomposition i-dessus sur M˜ ,
notée de la manière suivante :
C˜(Γ) = Γ C˜0 ⊔ Γ C˜1 . . . ⊔ Γ C˜k.
Notons en partiulier que si o est un point xé de C˜0, son orbite Γo reste
dans ΓC˜0, et n'intersete don pas les orbites ΓHl des horoboules Hl.
2.2 Projetions
Dans toute la suite, les géodésiques seront paramétrées à vitesse 1, et le
paramétrage d'un rayon [xξ), ave x ∈ M˜ et ξ ∈ ∂M˜ sera noté (ξx(t))t≥0. Nous
renvoyons à Bowdith [3℄ pour un exposé omplet.
Rappelons que sur une variété d'Hadamard M˜ , i.e. une variété riemannienne
simplement onnexe à ourbure négative ou nulle (ou plus généralement sur
un espae CAT (0)), la fontion t → d(x, c(t)), distane d'un point x ∈ M˜ à
une géodésique (c(t))t∈R est une fontion propre et stritement onvexe. Cei
permet de dénir le projeté de x sur la géodésique c omme l'unique point c(t0)
qui réalise le minimum de c(t).
Si de plus M˜ est une variété à ourbure majorée par −1 (ou plus générale-
ment un espae CAT (−1)), alors ei s'étend aux points ξ du bord ∂M˜ de
M˜ . Plus préisément, si ξ ∈ ∂M˜ , alors pour tout y ∈ M˜ xé, la fontion
t → βξ(c(t), y) est stritement onvexe, et l'instant t0 où elle atteint son min-
imum ne dépend pas de y. Le projeté c(t0) de ξ sur (c(t))t∈R est don enore
bien déni.
Pour les mêmes raisons de onvexité, on peut également dénir le projeté
d'un point x ∈ M˜ ∪∂M˜ sur un segment géodésique [yz], ou un rayon géodésique
[yξ).
Remarquons enn que si [xξ) et [xη) sont deux rayons géodésiques, alors les
fontions t ∈ R+ → d(ξx(t), ηx(t)) et t ∈ R+ → d(ξx(t), [xη)) sont également
stritement onvexes.
2.3 Espaes hyperboliques au sens de Gromov
La struture de variété riemannienne de M n'est pas essentielle dans tout e
travail. En revanhe, nous utiliserons de manière ruiale le fait que M˜ est un
espae hyperbolique au sens de Gromov, adre détaillé i-dessous, dans lequel
tout e qui préède reste vrai.
Rappelons d'abord que si (a, b, c) est un triangle géodésique de M˜ , le triangle
intérieur (p, q, r) à (a, b, c) est déni omme l'unique triangle vériant p ∈ [bc],
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q ∈ [ac], r ∈ [ab], et d(a, r) = d(a, q), d(b, p) = d(b, r) et d(c, p) = d(c, q). Si
un (ou plusieurs) des sommets, par exemple a est sur le bord ∂M˜ , le triangle
intérieur reste bien déni, à ondition de remplaer la ondition d(a, q) = d(a, r)
par βa(q, r) = 0. Autrement dit, dans e as, les points q et r sont sur la même
horosphère entrée en a. Nous noterons aussi p′, q′, r′ les projetés respetifs des
sommets a, b et c sur le té opposé.
b
a
c
r
p
q
Fig. 2  Les triangles de M˜ sont ns
Le fait que la ourbure de M˜ soit majorée par −1 s'exprime dans la propo-
sition suivante :
Proposition 2.1 ([12℄, [4℄) Il existe une onstante α ≥ 0, telle que M˜ est un
espae α-hyperbolique au sens de Gromov : tout triangle géodésique (a, b, c) de
M˜ ∪ ∂M˜ a un triangle intérieur (p, q, r) de diamètre inférieur à α.
De plus, on peut hoisir α de sorte que les distanes d(p, p′), d(q, q′) et d(r, r′)
entre les projetés des sommets et les sommets du triangle intérieur soient toutes
inférieures à α.
L'hyperboliité permet de bien ontrler le défaut d'égalité dans l'inégalité
triangulaire d(b, c) ≤ d(a, b) + d(a, c). D'un point de vue riemannien, si l'angle
au sommet a est minoré par θ > 0, il existe une onstante C(θ), telle que
d(a, b)+d(a, c)−d(b, c) ≤ C(θ). Réiproquement, si d(a, b)+d(a, c)−d(b, c) ≤ c,
et si les tés du triangle ne sont pas trop petits, alors l'angle au sommet a est
minoré par une onstante θ(c). Bien que plus visuels, les angles riemanniens sont
en fait plus diiles à manipuler que des distanes, et nous préférerons don
l'énoné i-dessous :
Lemme 2.2 Soit (a, b, c) un triangle géodésique de M˜ , et C > 0. Si d(a, [bc]) ≤
C, alors d(a, b) + d(a, c) − d(b, c) ≤ 2C. Réiproquement, si d(a, b) + d(a, c) −
d(b, c) ≤ C, alors d(a, [bc]) ≤ C2 + α.
Cei reste vrai si b ou c est un point du bord, en remplaçant d(a, b) + d(a, c)−
d(b, c) par βb(a, x) + βc(a, x), pour tout x ∈ (b, c).
Démonstration: Par dénition du triangle intérieur, on a d(a, b) + d(a, c) −
d(b, c) = 2d(a, r). Puisque d(a, [bc]) ≤ d(a, r) + α, on en déduit la deuxième
partie du lemme.
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Notons maintenant p′ le projeté de a sur [bc], et supposons que d(a, p′) =
d(a, [bc]) ≤ C. Alors on a :
0 ≤ d(a, b)+d(a, c)−d(b, c) = d(a, b)−d(p′, b)+d(a, c)−d(p′, c) ≤ 2d(a, p′) ≤ 2C.

Si le projeté de a sur [bc] est b, alors il est lair que l'angle au sommet b est
supérieur ou égal à π/2. En termes de distanes, ei se réérit :
Lemme 2.3 Soit (a, b, c) un triangle géodésique de M˜ , et p′ le projeté de a
sur le té [bc]. Si p′ = b, alors la distane de b à [ac] est inférieure à 2α.
Réiproquement, si ette distane est inférieure à 2α, alors la distane de p′ à b
est au plus 3α.
Ce lemme se généralise immédiatement au as où a est un point du bord, à
ondition d'utiliser les fontions de Busemann au lieu de la distane.
Démonstration: D'après la proposition 2.1, on a d'une part d(b, [ac]) ≤
d(b, p) + α, et d'autre part d(p, p′) ≤ α. Si b = p′, on trouve immédiatement
d(b, [ac]) ≤ 2α.
Réiproquement, si d(b, [ac]) ≤ 2α, le lemme 2.2 donne 2d(b, p) = d(b, a) +
d(b, c) − d(a, c) ≤ 4α, et d'après la proposition 2.1, d(p, p′) ≤ α, e qui montre
bien que la distane de b à p′ est au plus 3α. 
2.4 Voisinages d'un point du bord
Il existe plusieurs familles équivalentes de voisinages d'un point ξ du bord.
Nous n'en utiliserons qu'une, mais nous les dénissons toutes, de manière à
donner une bonne image de e que signie  être prohe  pour deux points du
bord. Dans e qui suit, on onsidère un point x de M˜ , un point ξ du bord ∂M˜ ,
et on note toujours (ξx(t))t≥0 la paramétrisation à vitesse 1 du rayon [xξ).
Les voisinages les plus élèbres de ξ sont sans doute les ombres de Sullivan.
On xe un réel r > 0, et pour x ∈ M˜ , ξ ∈ ∂M˜ et t > 0, on dénit O(x, ξ, t)
omme l'ombre faite sur le bord par la boule de entre ξx(t) et de rayon r vue
du point x, soit enore l'ensemble des η ∈ ∂M˜ tels que le rayon [xη) intersete
la boule B(ξx(t), r).
On peut également onsidérer les boules de la famille (dx)x∈M˜ des distanes
de Gromov, ou distanes visuelles sur le bord, dénies pour tout x ∈ M˜ et tous
(ξ, η) ∈ ∂2M˜ par :
dx(ξ, η) = exp
(
−1
2
βξ(x, y)− 1
2
βη(x, y)
)
, ave y ∈ (ξη) .
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C'est ii que nous nous servons du fait que la ourbure de M˜ est majorée par
−1 ; en eet, si elle est inférieure à −b2 ave b < 1, les quantités i-dessus sont
toujours dénies mais ne satisfont plus l'inégalité triangulaire, voir [2℄. Nous
noterons Bx(ξ, r) la boule de entre ξ et de rayon r pour la distane dx.
Les voisinages de Hamenstädt sont dénis omme suit : D(x, ξ, t) est l'ensem-
ble des points η ∈ ∂M˜ tels que la distane de ξx(t) à ηx(t) est inférieure à α. La
proposition suivante montre que es trois familles de voisinages sont pratique-
ment les mêmes :
Proposition 2.4 (Kaimanovih, [16℄) Soit M˜ une variété de Hadamard à
ourbures setionnelles majorées par −1. Il existe des onstantes c1 ≥ 1 et c2 ≥ 1
telles que pour tous x ∈ M˜ , ξ ∈ ∂M˜ et t ≥ 0, on ait :
Bx(ξ,
1
c1
e−t) ⊂ O(x, ξ, t) ⊂ Bx(ξ, c1 e−t), et
Bx(ξ,
1
c2
e−t) ⊂ D(x, ξ, t) ⊂ Bx(ξ, c2 e−t) .
Pour les besoins de la preuve du théorème 3.4, il sera utile de travailler ave
un dernier type de voisinages. Dénissons V (x, ξ, 0) omme l'ensemble des points
η ∈ ∂M˜ dont le projeté sur la géodésique (xξ) appartient en fait au rayon [xξ),
et si t ≥ 0, V (x, ξ, t) ⊂ V (x, ξ, 0) omme l'ensemble de eux qui se projettent
sur [ξx(t) ξ), i.e. à distane stritement supérieure à t de x. Le lemme suivant
montre qu'ils sont enore omparables aux voisinages dénis i-dessus :
Lemme 2.5 Pour tout x ∈ M˜ , ξ ∈ ∂M˜ , et t ≥ 2α, on a :
V (x, ξ, t+ α) ⊂ D(x, ξ, t) ⊂ V (x, ξ, t− 2α).
Notons que même en ourbure onstante égale à −1, es voisinages ne oïn-
ident pas exatement les uns ave les autres. Par exemple, on peut montrer
que si t ≥ 0, V (x, ξ, t) = Bx(ξ, e
−t
√
1 + e−2t
).
Démonstration du lemme 2.5: Soit tout d'abord η un point de D(x, ξ, t),
qui vérie don d(ξx(t), ηx(t)) ≤ α. Notons u0 le minimum de la fontion
ϕ(u) = βη(ξx(u), ηx(t)). Le point ξx(u0) est don le projeté de η sur le rayon
[xξ). L'inégalité trianglaire donne ϕ(t) = βη(ξx(t), ηx(t)) ≤ d(ξx(t), ηx(t)) ≤ α.
D'autre part, si u ≤ t, on a
ϕ(u) = βη(ξx(u), ηx(t)) = βη(ξx(u), ηx(u)) + βη(ηx(u), ηx(t)) ≥ −α+ t− u.
Si u < t − 2α, on en déduit que ϕ(u) > ϕ(t). Par strite onvexité de ϕ,
le minimum de ϕ est néessairement atteint en u0 ≥ t − 2α, e qui signie
exatement que η appartient à V (x, ξ, t− 2α).
Réiproquement, si η ∈ V (x, ξ, t+ α), d'après la proposition 2.1, le sommet
ξx(s0) du triangle intérieur à (x, ξ, η) vérie s0 ≥ t, d'où on déduit
d(ξx(t), ηx(t)) ≤ d(ξx(s0), ηx(s0)) ≤ α. 
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Nous détaillons maintenant ertaines propriétés de es ensembles V (x, ξ, t)
qui nous serviront au ours de la preuve du théorème 3.4. La première est
élémentaire :
Lemme 2.6 Pour tout x ∈ M˜ , ξ ∈ ∂M˜ et t ≥ 0, si η ∈ V (x, ξ, t), alors la dis-
tane de ξx(t) à (xη) est inférieure à 2α. En partiulier, t−4α ≤ βη(x, ξx(t)) ≤ t.
Démonstration: L'inégalité triangulaire donne βη(x, ξx(t)) ≤ t. Le lemme 2.3
implique d(ξx(t), [xη)) ≤ 2α. Par le lemme 2.2, nous en déduisons βη(x, ξx(t)) ≥
t− 4α. 
η
ξx
ξx(t)
V (x, ξ, t)
Fig. 3  V (x, ξ, t)
Dans le lemme suivant, nous montrons omment varient es ensembles V (x, ξ, t)
quand on fait varier légèrement ξ ou x.
Notons le fait évident suivant : si η ∈ Bx(ξ, r/2), alorsBx(η, r/2) ⊂ Bx(ξ, r) ⊂
Bx(η, 3r/2). La partie b- du lemme i-dessous est une simple reformulation de
ette inlusion, et en déoule diretement si on utilise la proposition 2.4 et le
lemme 2.5.
Lemme 2.7 a- Soient x ∈ M˜ , ξ ∈ ∂M˜ , et t ≥ 6α. Alors pour tout η ∈ D(x, ξ, t)
(i.e. tel que d(ξx(t), ηx(t)) ≤ α), on a
V (x, η, t) ⊂ V (x, ξ, t− 6α).
b- Posons K1 = 6α > 0. Soient x ∈ M˜ , ξ ∈ ∂M˜ et t ≥ K1. Pour tout
η ∈ V (x, ξ, t+K1 + α), on a :
V (x, η, t+K1) ⊂ V (x, ξ, t) ⊂ V (x, η, t−K1)
- Pour tout D > 0, notons K2 = K2(D) = 2D + 4α > 0. Soient x et y des
points de M˜ tels que d(x, y) ≤ D, ξ ∈ ∂M˜ , et t ≥ K2. Alors :
V (x, ξ, t+K2) ⊂ V (y, ξ, t) ⊂ V (x, ξ, t−K2) .
Démonstration: a- Soient η ∈ D(x, ξ, t) et ζ ∈ V (x, η, t). Notons ξx(u0) le
projeté de ζ sur le rayon [xξ). Par dénition, u0 minimise la fontion u →
ϕ(u) = βζ(ξx(u), ηx(t)). Or
ϕ(t) = βζ(ξx(t), ηx(t)) ≤ d(ξx(t), ηx(t)) ≤ α
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par hypothèse. Par ailleurs, si u ≤ t, l'inégalité triangulaire et le lemme 2.6
donnent :
ϕ(u) = βζ(ξx(u), ηx(u)) + βζ(ηx(u), ηx(t)) ≥ −α+ t− u− 4α.
Autrement dit, si 0 ≤ u < t−6α, ϕ(u) > ϕ(t). La strite onvexité de ϕ implique
alors que son minimum est atteint en u0 ≥ t− 6α. Cei signie exatement que
ζ ∈ V (x, ξ, t− 6α).
b- Si η ∈ V (x, ξ, t+K1 + α), le lemme 2.5 donne
d(ξx(t), ηx(t)) ≤ d(ξx(t+K1), ηx(t+K1)) ≤ α.
On en déduit, en appliquant deux fois le a, que V (x, ξ, t) ⊂ V (x, η, t −K1) et
V (x, η, t+K1) ⊂ V (x, ξ, t), e qui est le résultat souhaité.
- Soit ζ ∈ V (y, ξ, t), ave t ≥ K2. Posons ϕ(u) = βζ(ξx(u), ξy(t)). Si d(x, y) ≤
D, omme les rayons [xξ) et [yξ) sont asymptotes, on a d(ξx(u), ξy(u)) ≤
d(x, y) ≤ D pour tout u ≥ 0. On en déduit |βζ(ξx(t), ξy(t))| ≤ D. Et pour
tout 0 ≤ u ≤ t, d'après le lemme 2.6,
ϕ(u) = βζ(ξx(u), ξy(u)) + βζ(ξy(u), ξy(t)) ≥ −D + t− u− 4α.
Comme ϕ est stritement onvexe, le projeté ξx(u0) de ζ sur (xξ) vérie u0 ≥
t − 2D − 4α = t −K2, e qui montre que V (y, ξ, t) ⊂ V (x, ξ, t −K2). L'autre
inlusion se prouve de la même manière. 
Pour nir e paragraphe, énonçons un dernier lemme qui nous servira par la
suite, et qui déoule immédiatement des lemmes 2.7 , 2.5 et de la proposition
2.4 :
Lemme 2.8 Soit D > 0 xé. Il existe ε > 0, tel que pour tout o ∈ M˜ , et tout
x ∈ B(o,D) et tout ξ ∈ ∂M˜ :
V (x, ξ, 0) ⊃ Bo(ξ, ε)
2.5 Ation d'une isométrie parabolique sur le bord
Nous allons maintenant nous servir de es ensembles V (x, ξ, t) pour om-
prendre l'ation d'une isométrie parabolique de M˜ sur le bord privé de son
point xe, ainsi que sur les horosphères qu'elle stabilise (i.e. elles qui sont en-
trées en son point xe). Une isométrie parabolique, quand elle est itérée, attire
tous les points du bord d'une part, et de M˜ d'autre part vers son point xe. Ce
que dit le lemme i-dessous, 'est qu'on peut quantier et relier entre eux es
déplaements.
Lemme 2.9 Soient o ∈ M˜ , ξ ∈ ∂M˜ , et K un ompat de ∂M˜ \ {ξ}. Il existe
une onstante K3 > 0, telle que pour toute isométrie parabolique p xant ξ, et
tout t ≥ K3, on a :
a- Si d(o, po) ≥ 2t, alors pK ⊂ V (o, ξ, t−K3) et pour tout η ∈ K,
|βpη(ξ(t), pξ(t)) − d(o, po) + 2t| ≤ 2K3.
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b- Si d(o, po) ≤ 2t, alors pK ∩ V (o, ξ, t +K3) = ∅ et |βpη(ξ(t), pξ(t))| ≤ 2K3
pour tout η ∈ K.
ξ
ηK
ξ(t)
pη
pyη
po
pξ(t)
yη
o
Fig. 4  Lemme 2.9
Démonstration: Si η ∈ K, notons yη l'intersetion de la géodésique (ξη) et
de l'horosphère entrée en ξ et passant par o. Par ompaité de K, on a :
C(K, o, ξ) := sup
η∈K
d(o, yη) < +∞.
Notons (ξ(s))s≥0 le rayon [oξ) et (ξη(s))s≥0∈R la paramétrisation de la géodésique
(ηξ) positive sur le rayon [yη ξ). On a don yη = ξη(0) et o = ξ(0).
Considérons le triangle (o, ξ, pη). Comme βξ(o, pyη) = 0, les sommets des
tés [oξ) et [pη ξ) de son triangle intérieur s'érivent ξ(s0) et ξpη(s0) = pξη(s0),
ave s0 ≥ 0. L'inégalité triangulaire et la dénition du triangle intérieur donnent
failement 2s0 − α ≤ d(o, pyη) ≤ 2s0 + α. D'où on déduit, puisque d(po, pyη) =
d(o, yη) ≤ C(K, o, ξ),
2s0 − C(K, o, ξ)− α ≤ d(o, po) ≤ 2s0 + C(K, o, ξ) + α (1)
D'après la proposition 2.1, le projeté de pη sur [oξ) est à distane au plus α
de ξ(s0). Posons K3 = C(K, o, ξ)/2 + 3α/2. Ave l'enadrement (1), l'inégalité
d(o, po) ≥ 2t implique pη ∈ V (o, ξ, t−K3). Cei étant vrai pour tout η ∈ K, on
a bien pK ⊂ V (o, ξ, t−K3).
Si d(o, po) ≤ 2t, on montre de même que pK ∩ V (o, ξ, t+K3) = ∅.
Il nous reste maintenant à estimer la quantité βpη(ξ(t), pξ(t)) pour η ∈ ∂M˜ .
Remarquons d'abord que
|βpη(pξη(t), pξ(t))| ≤ d(ξη(t), ξ(t)) ≤ d(yη, o) ≤ C(K, o, ξ).
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Il nous sut don d'estimer βpη(ξ(t), pξη(t)). Si s0 ≤ t, alors
|βpη(ξ(t), pξη(t))| ≤ d(ξ(t), pξη(t)) ≤ d(ξ(s0), pξη(s0)) ≤ α.
Supposons maintenant s0 ≥ t, et notons (c(t))t≥0 la paramétrisation du
rayon géodésique [o pη). Le troisième sommet du triangle intérieur à (o, ξ, pη) est
alors c(s0). Par dénition de e triangle intérieur, on a alors βpη(c(s0), pξη(s0)) =
0, d'où on déduit que βpη(c(2s0 − t), pξη(t)) = 0. D'autre part, on a aussi
|βpη(ξ(t), c(t))| ≤ d(ξ(t), c(t)) ≤ α. A l'aide de toutes es inégalités, on obtient :
βpη(ξ(t), pξη(t)) = βpη(ξ(t), c(t))+βpη(c(t), c(2s0−t)) = βpη(ξ(t), c(t))+2(s0−t),
puis |βpη(ξ(t), pξ(t)) − (2s0 − 2t)| ≤ α + C(K, o, ξ). Finalement, en utilisant la
notation u+ = max(u, 0) pour u ∈ R, on peut rassembler les deux as s0 ≤ t et
s0 ≥ t i-dessus pour obtenir pour tout t ≥ 0 :
(2s0 − 2t)+ − α− C(K, o, ξ) ≤ βpη(ξ(t), pξ(t)) ≤ (2s0 − 2t)+ + α+ C(K, o, ξ). (2)
Une manipulation élémentaire des enadrements (1) et (2) permet de onlure
la preuve du lemme. 
3 Mesures onformes et lemme de l'ombre
3.1 Densités onformes
Soit à présent Γ un groupe disret d'isométries de M˜ . Une densité onforme
Γ-invariante de dimension δ > 0 sur ∂M˜ est une famille ν = (νx)x∈M˜ de mesures
nies sur ∂M˜ qui vérient la ondition d'invariane νγx = γ∗νx pour tout γ ∈ Γ,
et pour tous (x, y) ∈ M˜2 et ξ ∈ ∂M˜ :
dνx
dνy
(ξ) = exp(−δβξ(x, y)) , νy − p.s.
Soit o ∈ M˜ un point xé dans toute la suite de e paragraphe. La densité ν sera
dite normalisée si νo est une probabilité.
L'exposant ritique d'un groupe disret d'isométries Γ de M˜ est déni par :
δΓ = lim sup
T→∞
1
T
log ♯{γ ∈ Γ, d(o, γo) ≤ T } .
C'est enore l'exposant ritique de la série de Poinaré de Γ :
P (Γ, o, s) =
∑
γ∈Γ
e−sd(o,γo)
Le groupe Γ est dit de type divergent si la série i-dessus diverge en s = δΓ.
Si Γ est non élémentaire, 'est-à-dire si ♯ΛΓ = +∞, alors δΓ est stritement
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positif, et Roblin [24℄ a démontré que la limite supérieure i-dessus est en fait
une limite. Mais un tel résultat est inonnu pour les groupes élémentaires, par
exemple les sous-groupes paraboliques de Γ. Pour démontrer le théorème 3.4,
nous aurons besoin justement de supposer que 'est bien une limite, et plus
enore : nous supposerons que pour tout sous-groupe parabolique Π de Γ, il
existe une onstante D ≥ 1, telle que
1
D
exp(δΠT ) ≤ ♯{p ∈ Π, d(o, po) ∈ [T, T + 1[} ≤ D exp(δΠT ). (3)
Cette hypothèse est apparue à plusieurs reprises dans la littérature, d'abord
dans [15℄, mais aussi [11℄ par exemple, et semble néessaire à haque fois qu'on
souhaite obtenir des estimées préises à l'intérieur des usps. La proposition
i-dessous montre qu'elle est vériée dès que les usps sont  raisonnables .
Proposition 3.1 L'hypothèse (3) est vériée dès que les usps de M sont
isométriques aux usps d'une variété loalement symétrique de rang un.
Démonstration: Pour haque sous-groupe parabolique Π, on peut vérier
ette hypothèse en supposant que o est dans le usp onsidéré. Or le sous-
groupe parabolique Π stabilise le usp, don Πo reste dans les relevés du usp.
La preuve onsiste alors simplement à vérier que dans les espaes loalement
symétriques, ette ondition de roissane est vériée. Dans l'espae hyper-
bolique réel, 'est un simple alul utilisant d'une part le fait qu'une isométrie
parabolique p xant le point ∞ (dans le modèle du demi-espae supérieur)
agit par translation eulidienne sur les horosphères horizontales, et d'autre part
l'équivalent d(o, po) ≃ 2 log deucl(o, po), où o est le point à hauteur (eulidienne)
1 sur l'axe vertial. Dans les espaes hyperboliques exotiques, il est enore pos-
sible d'obtenir un équivalent exat de ette distane d(o, po) (voir Corlette-Iozzi
[5, Formule 3.5℄), e qui permet de onlure (voir aussi une preuve omplète
dans [19, lemma 3.5℄). 
Cette hypothèse implique de manière immédiate que tout sous-groupe parabolique
Π de Γ est divergent. Des travaux de Dal'bo, Otal et Peigné [7℄, on déduit le
résultat suivant :
Théorème 3.2 (Dal'bo-Otal-Peigné [7℄) Si Γ est un groupe géométrique-
ment ni dont tout sous-groupe parabolique Π est divergent, alors δΠ < δΓ et le
groupe Γ est lui-même divergent.
Si Γ est un groupe disret non élémentaire, un résultat originellement dû à
Patterson [20℄ assure l'existene d'une densité onforme invariante de dimension
δΓ à support ΛΓ. L'étude d'abord faite par Sullivan [27℄ [28℄ en ourbure on-
stante, puis généralisée en ourbure variable[29℄ montre aussi que toute densité
δ-onforme invariante vérie δ ≥ δΓ. Lorsque Γ est divergent, e qui est vérié
d'après le théorème i-dessus sous notre hypothèse (3), on a de plus :
Proposition 3.3 Si Γ est non élémentaire divergent, il existe une unique den-
sité onforme invariante normalisée ν = (νx)x∈M˜ de dimension δΓ à support ΛΓ,
et elle est sans atomes. La mesure νo est alors appelée mesure de Patterson.
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Dans le paragraphe i-dessous, nous travaillerons ave une densité onforme
invariante de dimension quelonque, mais la densité donnée par la proposition
i-dessus sera privilégiée dans tout le paragraphe 4.
3.2 Lemme de l'ombre
Dans le as d'une variété ompate à ourbure négative, le lemme de l'om-
bre, originellement dû à Sullivan [27℄ en ourbure onstante, permet de montrer
que pour tout x ∈ M˜ , la mesure de Patterson νx de Γ est la mesure de Haus-
dor (de dimension δΓ) pour la distane de Gromov dx sur ∂M˜ . En revanhe,
dans le as d'une variété non ompate, la desription de ν est beauoup plus
déliate. Le as des variétés géométriquement nies de ourbure onstante fut
dérit par Stratmann et Velani [26℄, et réemment généralisé aux variétés lo-
alement symétriques de rang 1 par F. Newberger dans [19℄. Nous montrerons
que ette desription est enore valide pour les variétés géométriquement nies
de ourbure variable sous la ondition (3). Pour ela, nous adapterons la preuve
de M. Peigné [21℄ du résultat de Stratmann et Velani.
Les estimées du théorème i-dessous se démontrent usp par usp, nous sup-
poserons don dans e paragraphe que M n'a qu'un seul usp noté C1.
Rappelons les notations du paragraphe 2.1. Le oeur de Nielsen NΓ est un
onvexe qui se déompose en NΓ = C0 ⊔ C1, où C0 est la partie ompate
de la variété, de diamètre inférieur à ∆, et le usp C1 est le quotient de C˜1 :=
H1∩C˜(Γ) par Π, où H1 est une horoboule entrée au point parabolique ξ1 ∈ ΛΓ,
et Π est le stabilisateur de ξ1 dans Γ. On peut alors hoisir un relevé C˜0 de C0
à M˜ , qui soit onnexe et de diamètre inférieur à ∆, et tel que les adhérenes
de C˜0 et C˜1 s'intersetent. On hoisira une famille {γi}i≥0 de représentants de
Γ/Π, et on notera ξi = γiξ1 et Hi l'horoboule γiH1. On a alors On a alors :
ΓC˜1 = ⊔+∞i=1 γiC˜1 = ⊔+∞i=1Hi ∩ C˜(Γ) .
D'autre part, quitte à faire agir le stabilisateur γiΠγ
−1
i de Hi, nous pouvons
supposer que pour tout i ∈ N, γiC˜0 intersete le rayon [oξi) (et le bord ∂Hi
évidemment).
Rappelons pour nir que si ξ ∈ ∂M˜ , ξ(t) désigne toujours le point à distane
t de o sur le rayon géodésique [oξ).
Le théorème i-dessous étend le Lemme de l'Ombre en ourbure variable,
permettant ainsi d'obtenir des estimées préises de la mesure des ombres sur le
bord.
Théorème 3.4 Soit M = M˜/Γ une variété géométriquement nie à un usp
C1, et Π un sous-groupe parabolique de Γ, tel qu'il existe une onstante D ≥ 1,
telle que
1
D
exp(δΠT ) ≤ ♯{p ∈ Π, d(o, po) ∈ [T, T + 1[} ≤ D exp(δΠT ).
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Alors pour toute densité onforme ν = (νx)x∈M˜ Γ-invariante sans atomes nor-
malisée de dimension δ ≥ δΓ et de support ΛΓ, il existe des onstantes A0 > 0
et A1 > 0 telles que pour tout ξ ∈ ΛΓ et t ≥ 0 :
a- si ξ(t) ∈ ΓC˜0, alors 1
A0
exp(−δt) ≤ νo(V (o, ξ, t)) ≤ A0 exp(−δt),
b- si ξ(t) ∈ ΓC˜1, alors :
1
A1
e−δt+(2δΠ−δ) d(ξ(t),Γo) ≤ νo(V (o, ξ, t)) ≤ A1 e−δt+(2δΠ−δ) d(ξ(t),Γo).
En partiulier, le théorème s'applique à l'unique densité δΓ-onforme invari-
ante donnée par la proposition 3.3, qui est sans atomes.
3.3 Preuve du théorème 3.4
Le plan de la preuve est elui de Peigné [21℄ ; la diérene essentielle réside
dans la proposition 3.6, où se manifeste la ourbure variable, et où l'hypothèse
(3) est utilisée. Nous rappelons toutefois toute la démonstration pour la om-
modité du leteur. Elle se fait en plusieurs étapes : le lemme 3.5 est le lemme de
l'ombre lassique, il traite le as où ξ(t) appartient au relevé ΓC˜0 de la partie
ompate. Le résultat lé est la proposition 3.6. De ette proposition déoulent
le orollaire 3.7, qui traite le as où ξ = ξi est un point parabolique et ξ(t) ap-
partient à l'horoboule Hi entrée en ξi, et le lemme 3.8 qui permet de onlure
la preuve du théorème 3.4 dans tous les autres as.
Commençons par une remarque importante : si η ∈ V (o, ξ, t), on a |βη(o, ξ(t))−
t| ≤ 4α par le lemme 2.6. En utilisant la relation de onformité de ν, on obtient :
exp(−4δα+ δt) ≤ νξ(t)(V (o, ξ, t))
νo(V (o, ξ, t))
≤ exp(4δα+ δt). (4)
Autrement dit, pour prouver le théorème 3.4, il sut d'estimer νξ(t)(V (o, ξ, t)),
e que nous ferons par la suite.
Lemme 3.5 Il existe une onstante B0 > 0 telle que si ξ(t) ∈ ΓC˜0, alors
1
B0
≤ νξ(t)(V (o, ξ, t)) ≤ B0.
Vu l'enadrement (4), le lemme 3.5 démontre la partie a du théorème, ave
A0 = B0 exp(4δα).
Démonstration: Si ξ(t) ∈ ΓC˜0, il existe γ ∈ Γ tel que d(ξ(t), γo) ≤ ∆, ave ∆
le diamètre de C0. Par onformité de ν, ei implique :
e−δ∆νξ(t)(V (o, ξ, t)) ≤ νγo(V (o, ξ, t)) = νo(V (γ−1o, γ−1ξ, t)) ≤ eδ∆νξ(t)(V (o, ξ, t)).
Comme νo est une probabilité, la quantité νξ(t)(V (o, ξ, t)) est majorée par exp(δ∆).
D'autre part, omme la distane de γ−1ξ(t) à o est inférieure à ∆, le lemme 2.8
donne
V (γ−1o, γ−1ξ, t) = V (γ−1ξ(t), γ−1ξ, 0) ⊃ Bo(γ−1ξ, ε),
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et omme ν est de support ΛΓ, on en déduit :
1 ≥ νo(V (γ−1o, γ−1ξ, t)) ≥ inf
η∈ΛΓ
νo(Bo(η, ε)) = Cε > 0.

Considérons à présent le as où ξ = ξi est un point parabolique de ΛΓ.
On notera (ξi(t))t≥0 le rayon [oξi), et si l'instant d'entrée du rayon [oξi) dans
l'horoboule Hi, soit enore ξi(si) = [oξi) ∩ ∂Hi.
Proposition 3.6 Il existe des onstantes B1 > 0 et B2 > 0, telles que pour
tout point parabolique ξi et tout t ≥ si, on ait :
1
B1
exp((2δΠ−δ)(t−si)) ≤ νξi(t)(V (o, ξi, t)) ≤ B1 exp((2δΠ−δ)(t−si)), et
1
B2
exp((2δΠ−δ)(t−si)) ≤ νξi(t)(∂M˜\V (o, ξi, t)) ≤ B2 exp((2δΠ−δ)(t−si)).
Corollaire 3.7 Cette proposition démontre le théorème quand ξ = ξi ∈ Λpb et
ξi(t) ∈ Hi.
Démonstration du orollaire 3.7: En eet, dans e as, on a
|d(ξ(t),Γo) − (t− si)| = |d(ξ(t),Γo) − d(ξ(t),ΓC˜0)| ≤ ∆.

Démonstration de la proposition 3.6: La première étape est l'estimation
des mesures νξ1(t)(V (o, ξ1, t)) et νξ1(t)(∂M˜ \V (o, ξ1, t)) quand ξi = ξ1 et ξ1(t) ∈
C˜1. A la n de la preuve, nous expliquerons omment passer de ξ1 à ξi = γiξ1.
Dans e premier as, vus les hoix des relevés C˜0 et C˜1 de C0 et C1, ξ1(s1)
est dans l'adhérene de C˜0, don à distane inférieure à ∆ de o, de sorte que
s1 ≤ ∆. On peut don oublier la ontribution de s1 dans l'estimée i-dessus, ou
plus exatement onsidérer qu'elle est intégrée dans les onstantes B1 et B2.
Soit D un domaine fondamental borélien pour l'ation de Π sur ΛΓ \ {ξ1},
i.e. satisfaisant à νx(∪pD) = νx(ΛΓ \ {ξ1}) et νx(D∩pD) = 0 pour tout p 6= Id,.
On le hoisira relativement ompat dans ΛΓ \ {ξ1}. Comme ν est sans atomes
et de support ΛΓ, on a pour tout x, νx(ΛΓ \ {ξ1}) = νx(∂M˜), d'où :∑
p ∈ Π,
pD ⊂ V (o, ξ1, t)
νξ1(t)(pD) ≤ νξ1(t)(V (o, ξ1, t)) ≤
∑
p ∈ Π,
pD ∩ V (o, ξ1, t) 6= ∅
νξ1(t)(pD).
En utilisant le lemme 2.9 ave K = D, on obtient :∑
p ∈ Π,
d(o, po) ≥ 2t+ 2K3
νξ1(t)(pD) ≤ νξ1(t)(V (o, ξ1, t)) ≤
∑
p ∈ Π,
d(o, po) ≥ 2t− 2K3
νξ1(t)(pD). (5)
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De même, on trouve :∑
p ∈ Π,
d(o, po) ≤ 2t− 2K3
νξ1(t)(pD) ≤ νξ1(t)(∂M˜ \ V (o, ξ1, t)) ≤
∑
p ∈ Π,
d(o, po) ≤ 2t+ 2K3
νξ1(t)(pD) (6)
Aux onstantes près, il nous sut maintenant d'obtenir des estimées des séries∑
p ∈ Π,
d(o, po) ≥ 2t
νξ1(t)(pD) et
∑
p ∈ Π,
d(o, po) ≤ 2t
νξ1(t)(pD) (7)
Nous devons don aluler νξ1(t)(pD). Par onformité de ν, nous avons :
νξ1(t)(pD) =
∫
D
e−δβpη(ξ1(t),pξ1(t)) dνξ1(t)(η) .
Le lemme 2.9 fournit une estimée de βpη(ξ1(t), pξ1(t)) en fontion de d(o, po).
Si d(o, po) ≤ 2t, nous en déduisons :
exp(−2δK3) ≤
νξ1(t)(pD)
νξ1(t)(D)
≤ exp(2δK3).
Et si d(o, po) ≥ 2t, alors :
exp(−2δK3 − δd(o, po) + 2δt) ≤
νξ1(t)(pD)
νξ1(t)(D)
≤ exp(2δK3 − δd(o, po) + 2δt).
Dans les deux as, il reste à estimer νξ1(t)(D). Or par onformité de ν, on a :
νξ1(t)(D) =
∫
D
e−δβη(ξ1(t),o) dνo(η) . (8)
Comme au paragraphe 2.5, notons yη l'intersetion de la géodésique (ηξ1) ave
∂H1. Lorsque η varie dans le ompat D de ∂M˜ \ {ξ1}, la distane de o à la
géodésique (ηξ1) est inférieure à la distane de o à yη, elle-même majorée par une
onstante C = C(D, o, ξ1). En notant (ξη(s))s≥0 le rayon [yηξ1), par le lemme
2.2, nous avons :
0 ≤ βη(o, ξη(t)) + βξ1(o, ξη(t)) = βη(o, ξη(t)) + t ≤ 2C.
D'autre part, on a |βη(ξ1(t), ξη(t))| ≤ d(ξ1(t), ξη(t)) ≤ C, d'où nalement :
t− 3C ≤ βη(ξ1(t), o) ≤ t+ C.
En reportant et enadrement dans le alul (8) i-dessus de νξ1(t)(D), on ob-
tient :
e−δC−δt νo(D) ≤ νξ1(t)(D) ≤ e3δC−δt νo(D).
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Ainsi, aux onstantes multipliatives près, on est ramené à l'estimation des
deux séries : ∑
d(o,po)≥2t
e−δd(o,po)+δt et
∑
d(o,po)≤2t
e−δt
Notons aT = ♯ {p ∈ Π, d(o, po) ∈ [T, T + 1[}. Alors aT ≍ eδΠT d'après l'hy-
pothèse (3). (La notation f(t) ≍ g(t) signie que pour tout t ≥ 0, le quotient
f(t)/g(t) est ompris entre deux onstantes stritement positives.) Alors on a :
∑
d(o,po)≥2t
e−δd(o,po)+δt ≍ eδt
+∞∑
n=[2t]
ane
−δn ≍ eδt
∑
n≥[2t]
e(δΠ−δ)n
D'autre part, on sait que δ ≥ δΓ et δΠ < δΓ. On en déduit l'estimée voulue :
νξ1(t)(V (o, ξ1, t)) ≍ e(2δΠ−δ)t.
La deuxième somme est omparable à
e−δt
[2t]∑
n=0
an ≍ e−δt
[2t]∑
n=0
eδΠn ≍ e(2δΠ−δ)t,
d'où
νξ1(t)(∂M˜ \ V (o, ξ1, t)) ≍ e(2δΠ−δ)t.
Il reste maintenant à onsidérer le as où ξi = γiξ1 6= ξ1. Rappelons la
notation ξi(si) = [o ξi(t)[∩∂Hi. Par hoix de γi, γiC˜0 intersete le rayon [oξi) et
son adhérene intersete elle de C˜i. On en déduit que ξi(si) est dans le bord de
γiC˜0, d'où d(ξi(si), γio) ≤ ∆. En utilisant le lemme 2.7 (ave K2 = K2(∆)), et
le fait que V (o, ξi, t) = V (ξi(si), ξi, t− si), on obtient l'enadrement :
V (γio, ξi, t− si +K2) ⊂ V (o, ξi, t) ⊂ V (γio, ξi, t− si −K2). (9)
Notons (ξ1(u))u≥0 le rayon [oξ1). Les rayons (ξi(u+ si))u≥0 et (γiξ1(u))u≥0 sont
asymptotes, d'où pour tout t ≥ si :
d(ξi(t), γiξ1(t− si)) ≤ d(ξi(si), γiξ1(0)) = d(ξi(si), γio) ≤ ∆ .
La onformité de ν donne pour tout η ∈ ∂M˜ :
exp(−δ∆) ≤ dνξi(t)
dνγiξ1(t−si)
(η) ≤ exp(δ∆). (10)
Les enadrements (9) et (10) montrent qu'à des onstantes multipliatives près,
il sut de savoir estimer les quantités
νγiξ1(t−si)(V (γio, γiξ1, t− si)) = νξ1(t−si)(V (o, ξ1, t− si)), et
νγiξ1(t−si)(∂M˜ \ V (γio, γiξ1, t− si)) = νξ1(t−si)(∂M˜ \ V (o, ξ1, t− si)).
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La première partie de la preuve s'applique alors pour donner les estimées voulues.
Cei onlut la démonstration de la proposition. 
Il reste maintenant à traiter le as général, e qui est fait dans le lemme
i-dessous et onlut la preuve du théorème 3.4 :
Lemme 3.8 Il existe une onstante B3 > 0, telle que si ξ ∈ ΛΓ, et ξ(t) ∈ ΓC˜1,
alors :
1
B3
exp ((2δΠ − δ)d(ξ(t),Γo)) ≤ νξ(t)(V (o, ξ, t)) ≤ B3 exp ((2δΠ − δ)d(ξ(t),Γo))
Démonstration: Soit ξ ∈ ΛΓ, et i ∈ N tel que ξ(t) ∈ C˜i. Nous distinguerons
trois as selon les positions respetives de ξ et ξi.
Premier as : ξi ∈ V (o, ξ, t +K1 + α) (où K1 est la onstante donnée par le
lemme 2.7b).
Montrons que la mesure νξ(t)(V (o, ξ, t)) est très prohe de νξi(t)(V (o, ξi, t)) ≍
e(2δΠ−δ)(t−si) (proposition 3.6), et que la distane de ξ(t) à Γo est à peu près
t− si.
Le lemme 2.7 b donne :
V (o, ξi, t+K1) ⊂ V (o, ξ, t) ⊂ V (o, ξi, t−K1).
D'autre part, pour tout η ∈ ∂M˜ , l'inégalité triangulaire, puis le fait que ξi ∈
V (o, ξ, t+K1+α) donnent : |βη(ξ(t), ξi(t))| ≤ d(ξ(t), ξi(t)) ≤ α. Par onformité
de ν, on en déduit :
e−δα νξi(t)(V (o, ξi, t+K1)) ≤ νξ(t)(V (o, ξ, t)) ≤ eδα νξi(t)(V (o, ξi, t−K1)).
La première estimée de la proposition 3.6 donne alors le résultat, puisque
|d(ξ(t),Γo)−(t−si)| ≤ |d(ξ(t),Γo)−d(ξi(t),Γo)|+|(t−si)−d(ξi(t),Γo)| ≤ α+∆.
Deuxième as : ξi /∈ V (o, ξ, t−K1 − α).
Le point ξi est alors plus prohe du point antipodal de ξ sur (oξ), noté ξ
′
. Intro-
duisons alors l'autre intersetion o′ de la géodésique (oξ) ave ∂Hi : o′ =]ξ(t)ξ)∩
∂Hi, et la distane t′ = d(ξ(t), o′). On a alors V (o, ξ, t) = ∂M˜ \ V (o′, ξ′, t′), et
ξi ∈ V (o′, ξ′, t′ +K1 + α). Le lemme 2.7b donne
∂M˜ \ V (o′, ξi, t′ −K1) ⊂ V (o, ξ, t) = ∂M˜ \ V (o′, ξ′, t′) ⊂ ∂M˜ \ V (o′, ξi, t′+K1).
Aux onstantes près, on est don ramenés à l'estimation de νξ(t)(∂M˜\V (o′, ξi, t′)).
Comme o ∈ C˜(Γ) et ξ ∈ ΛΓ, o′ est aussi dans C˜(Γ). De plus, par dénition,
o′ appartient au bord de Hi, don au bord de ΓC˜0. On peut don trouver un
γ ∈ Γ tel que d(o′, γo) = d(o′,Γo) ≤ ∆. Aux onstantes près, par le lemme 2.7,
on est ramené à estimer νξ(t)(∂M˜ \ V (γo, ξi, t′)).
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Notons (c(s))s≥0 le rayon [γo ξi). En utilisant le fait que ξi ∈ V (o′, ξ′, t′+K1+
α) et que d(o′, γo) ≤ ∆, par les lemmes 2.7 et 2.5, on obtient d(c(t′), ξ(t)) ≤
cste(α,∆). Par onformité de ν, on en déduit :
νξ(t)(∂M˜ \ V (γo, ξi, t′)) ≍ νc(t′)(∂M˜ \ V (γo, ξi, t′))
La proposition 3.6 donne : νc(t′)(∂M˜ \V (γo, ξi, t′)) ≍ e(2δΠ−δ)t
′
. En rassemblant
les approximations suessives i-dessus, on en déduit
νξ(t)(V (o, ξ, t)) ≍ e(2δΠ−δ)t
′
.
Il reste à voir que la distane de ξ(t) à Γo est à peu près t′. Cei déoule
du fait (vu i-dessus) que ξ(t) est à distane bornée de c(t′), et de l'égalité
d(c(t′),Γo) = d(c(t′), γo) = t′.
Dernier as : ξi ∈ V (o, ξ, t−K1 − α) \ V (o, ξ, t+K1 + α).
On pose alors t1 = t − 2K1 − 2α et t2 = t + 2K1 + 2α. On a alors ξi ∈
V (o, ξ, t1 +K1 + α) et ξi /∈ V (o, ξ, t2 −K1 − α). D'où le résultat voulu, d'après
les deux premiers as i-dessus appliqués respetivement à t1 et t2. 
Cei termine don la preuve du Lemme de l'Ombre en ourbure négative
variable. Nous allons à présent voir omment es estimées permettent d'étudier
la non divergene des horosphères.
4 Moyennes horosphériques
4.1 Dénitions
Rappelons que M = Γ\M˜ est une variété géométriquement nie à ourbure
majorée par −1. Le ot géodésique g = (gt)t∈R agissant sur T 1M est un ot
hyperbolique, dont les variétés fortement instables se relèvent sur T 1M˜ en les
variétés fortement instables du ot géodésique g˜ = (g˜t)t∈R de T
1M˜ . Sur T 1M˜ ,
il existe une très bonne desription géométrique de es ensembles.
Une horosphère H ⊂ M˜ entrée en ξ se relève à T 1M˜ en une horosphère
fortement instable H+ := {u ∈ T 1M˜, π(u) ∈ H, et u− = ξ}. C'est enore
l'ensemble des veteurs basés sur H orthogonaux à H , et pointant vers l'ex-
térieur. Si u ∈ T 1M˜ , nous noterons respetivement H(u) ⊂ M l'horosphère
de M entrée en u− et passant par le point base π(u) de u, et H+(u) ⊂ T 1M˜
l'horosphère fortement instable ontenant u. Les horosphères vues sur T 1M˜ sont
les variétés fortement instables du ot géodésique g˜ sur T 1M˜ :
H+(u) = W˜ su(u) := {w ∈ T 1M˜, lim
t→+∞
d(g˜−tu, g˜−tw) = 0}
De la même manière, on dénit l'horosphère fortement stable H−(u) de u par :
H−(u) = W˜ ss(u) := {w ∈ T 1M˜, lim
t→+∞
d(g˜tu, g˜tw) = 0}
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u− u+
H−(u)
H+(u)
H
u
Fig. 5  Horosphères et horoboules
Nous nous servirons de la famille (dH+)H+∈H des distanes de Hamenstädt
sur les horosphères de T 1M˜ Si x ∈ M˜ est un point quelonque, elles sont dénies
pour tous (u, v) ∈ (H+)2 par
dH+(u, v) = exp
(
1
2
βu+(x, u) +
1
2
βv+(x, v)
)
dx(u
+, v+)
En fait, nous les onsidérerons indiéremment omme des distanes sur les
horosphères de M˜ et de T 1M˜ . Elles sont bien dénies (ar l'expression i-dessus
ne dépend pas de x), elles sont invariantes par isométries au sens où pour toute
isométrie g de T 1M˜ , dgH+ (gu, gv) = dH+(u, v), et poussées par le ot, elles
vérient pour tout t ∈ R :
dgtH+(g
tu, gtv) = et dH+(u, v).
Géométriquement (gure 6), 2 log dH+(u, v) représente la distane  algébrique 
entre les deux horosphères H−(u) et H−(v).
u v
u v
r
dH+(u, v) = exp(−r/2) dH+(u, v) = exp(r/2)
r
Fig. 6  Distane horosphérique
Dans le modèle du demi-plan supérieur de l'espae hyperbolique H, ette
distane s'exprime très simplement. Si H+(u) est une horosphère horizontale,
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i.e. si u− = +∞, et v est un veteur de H+(u), alors on a dH+(u, v) = dh , où
d est la distane eulidienne entre les points base de u et v, et h la hauteur
eulidienne de l'horosphère H+(u).
Rappelons que si Γ est un groupe géométriquement ni vériant l'hypothèse
(3), il est divergent, et que par onséquent, il existe une unique densité onforme
invariante normalisée ν = (νx)x∈M˜ de dimension δΓ sur ΛΓ (proposition 3.3).
Pour pouvoir dénir des moyennes horosphériques au paragraphe suivant,
nous aurons besoin d'une famille de mesures sur les horosphères fortement in-
stables, dénies à partir de la mesure de Patterson νo.
Proposition 4.1 La famille de mesures dénies sur haque horosphère H+
par :
dµH+(v) = exp(δΓβv+(o, v))dνo(v
+)
est indépendante de o, Γ-invariante au sens où γ∗µH+ = µγH+ , et passe don
au quotient par Γ en une famille de mesures sur les variétés fortement instables
du ot géodésique. De plus, poussée par le ot, elle vérie pour tout t ∈ R :
dg−t∗ µgtH+(u) = exp(δΓt) dµH+(u) (11)
Remarquons également que, la mesure νo ayant pour support ΛΓ, haque
mesure µH+ dénie i-dessus a pour support {v ∈ H+, v+ ∈ ΛΓ}. En partiulier,
si H+ est entrée dans ΛΓ, µH+ a pour support H
+ ∩ Ω.
4.2 Non divergene des moyennes horosphériques
Quand M est géométriquement nie, la topologie des horosphères fortement
instables est bien onnue. Soit E = {v ∈ T 1M, v− ∈ ΛΓ}. D'après Dal'bo [6℄, les
feuilles entrées en un point parabolique borné sont ompates, elles entrées
en un point limite radial sont denses dans E , et elles qui sont entrées hors de
l'ensemble limite sont fermées et non ompates. Par onséquent, par analogie
ave le as d'un ot, nous appellerons E l'ensemble non errant du feuilletage
horosphérique (instable). Il se déompose en une union disjointe
E = ER ⊔ Epb ,
où ER (resp. Epb) est l'ensemble des veteurs de E entrés en un point limite
radial (resp. un point parabolique borné).
En l'absene de paramétrisation naturelle des feuilles par un ot, nous nous
intéressons ii à des moyennes sur de grandes boules horosphériques pour la
mesure µH+ dénie au paragraphe préédent : pour toute fontion ontinue
ψ : T 1M → R, et tout r ≥ 0, nous posons :
Mr,u(ψ) =
1
µH+(B+(u, r))
∫
B+(u,r)
ψ(v) dµH+ (v).
Si u ∈ Epb, les probabilités (Mr,u)r>0 sont à support ompat inlus dans
H+(u). Mais si u ∈ ER, la mesure µH+ ayant pour support H+∩Ω, es mesures
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(Mr,u)r>0 sont à support dans l'ensemble non errant Ω du ot géodésique, qui
est non ompat lorsque M est géométriquement nie ave des usps.
Pour quantier la non divergene des horosphères, nous allons montrer qu'il n'y
a pas de perte de masse des mesures (Mr,u)r>0 dans les usps. Plus préisément,
notre résultat est le suivant :
Théorème 4.2 Soit M = M˜/Γ une variété géométriquement nie telle que
tout sous-groupe parabolique maximal Π de Γ vérie :
1
D
exp(δΠT ) ≤ ♯{p ∈ Π, d(o, po) ∈ [T, T + 1[} ≤ D exp(δΠT ).
Fixons ε > 0, et C un ompat de T 1M . Alors il existe un ompat Kε,C ⊂ Ω,
tel que pour tout u ∈ C ∩ ER et tout r ≥ 0,
Mr,u(Kε,C) ≥ 1− ε
Démonstration: Nous allons étudier les moyennes sur le revêtement T 1M˜ , et
trouver en fait pour tout ε > 0 et C omme i-dessus un ensemble K˜ε,C , om-
pat modulo Γ, qui satisfait l'assertion du théorème i-dessus.
Première étape : Dans le as où C = π−1(C0) est l'ensemble des veteurs
basés dans C0, nous allons introduire le andidat à être le ompat Kε,C du
théorème, puis ramener l'énoné i-dessus à la reherhe d'estimées de mesures
de boules horosphériques.
Comme Γ est géométriquement ni, il n'a qu'un nombre ni de usps, on
supposera don omme au paragraphe préédent qu'il n'en a qu'un seul. Rap-
pelons que C˜(Γ) se déompose en une union disjointe du usp et de la partie
ompate : C˜(Γ) = ΓC˜1 ⊔ΓC˜0, ave C˜1 = H1 ∩ C˜(Γ), H1 une horoboule entrée
au point parabolique borné ξ1, et Π le stabilisateur de ξ1 dans Γ. Nous renvoyons
le leteur aux notations introduites au paragraphe 3.2
Notons maintenantHN1 ⊂ H1 l'horoboule  rétréie deN , 'est-à-dire l'horoboule
dont le bord satisfait βξ1(∂H1, ∂HN1 ) = N > 0. Le andidat à être K˜ε,C0 est
l'ensemble des veteurs de Λ2Γ×R dont le point base appartient au omplémen-
taire C˜(Γ) \ ΓHN1 de es horoboules rétréies, pour un N = N(ε) susamment
grand.
Nous xons désormais u ∈ ER, et nous supposons que u est basé dans ΓC˜0,
tout en gardant en mémoire que les raisonnements que nous ferons ne doivent
dépendre que de C0. Le as général d'un ompat C quelonque sera traité dans
la dernière étape.
Nous aurons besoin d'estimer la mesure µH+(B
+(u, r) ∩ HNi ), où par abus
de notation, B+(u, r) ∩ HNi désigne l'ensemble des veteurs de B+(u, r) dont
le point base appartient à HNi . Commençons don par étudier l'intersetion
géométrique H+(u)∩H, où H est une horoboule quelonque entrée en un point
ξ 6= u−. Si ette intersetion est non vide, introduisons le veteur le plus haut de
H+(u) dans H, i.e. le veteur v qui réalise le maximum de w → βξ(∂H, π(w))
dans H+(u)∩H. Par strite onvexité des horosphères, e veteur est bien déni
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ΓC˜0
N
H1
Fig. 7  Horosphères rétréies
et s'érit v = (u−, ξ, s(u)) dans les oordonnées T 1M˜ ≃ ∂2M˜×R. Nous noterons
h = βξ(∂H, π(v)) la hauteur à laquelle monte H+(u) dans H.
u−
h
u
H
v
H+(u)
Fig. 8  Intersetion horosphère-horoboule
Lemme 4.3 Soit H une horoboule entrée en ξ ∈ ∂M˜ , et H+(u) une horosphère
fortement instable qui intersete H. Soient omme i-dessus v = (u−, ξ, s(u)) le
veteur le plus haut de H+(u) dans H et h = βξ(∂H, π(v)). Si h ≥ α, on a :
B+(v, e
h−α
2 ) ⊂ H+(u) ∩H ⊂ B+(v, e h+α2 )
l'inlusion de droite restant vraie quand 0 ≤ h < α.
Dans l'espae hyperbolique H, un alul donne préisément pour tout h ≥ 0 :
H+(u) ∩H = B+(v,
√
eh − 1).
Démonstration du lemme 4.3: Soit w ∈ H+(u) ∩ H. On a alors 0 ≤
βξ(π(w), π(v)) ≤ h. Si les horosphères (de M˜) π(H−(v)) et π(H−(w)) s'inter-
setent, alors
dH+(v, w) ≤ 1 ≤ e
h+α
2 .
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On peut don les supposer disjointes. Notons alorsH(v) (resp.H(w)) l'horoboule
dont le bord est π(H−(v)) (resp. π(H−(w))). Dans e as, le triangle (p, q, r)
intérieur à (u−, ξ, w+) est à l'extérieur des horoboules H(v) et H(w). (En eet,
si r appartenait à H(v), par dénition du triangle intérieur, ei impliquerait
p ∈ H(v), puis q ∈ H(w) et enn r ∈ H(w) d'où une ontradition. Les autres
as se traitent de façon analogue.)
Introduisons av et aw les intersetions respetives des horosphères π(H
−(v))
et π(H−(w)) ave la géodésique (ξw+) = (v+w+). Par dénition de dH+ , on a
dH+(v, w) = exp
d(av, aw)
2
. Or
d(av, aw) = βξ(aw, av) = βξ(aw, π(w)) + βξ(π(w), π(v))
≤ d(aw, π(w)) + βξ(π(w), π(v))
Comme q et r n'appartiennent pas à H(w), on a d(aw , π(w)) ≤ d(r, q) ≤ α.
D'autre part, π(w) ∈ H, d'où βξ(π(w), π(v)) ≤ βξ(∂H, π(v)) = h. Finalement,
on en déduit d(av, aw) = 2 log dH+(v, w) ≤ h+ α, et
H+(u) ∩H ⊂ B+(v, e h+α2 ) .
Supposons maintenant que π(w) /∈ H, i.e. βξ(π(w), π(v)) > h. Alors, en
reprenant les aluls i-dessus, on obtient
d(av, aw) = βξ(aw, π(w)) + βξ(π(w), π(v)) > −α+ h .
Lorsque −α+ h ≥ 0, ei donne l'autre inlusion B+(v, e h−α2 ) ⊂ H+(u) ∩H.
 
 


    
u−
w+
H−(v)
v
w
qpH
rav aw
H+(u)
ξ = v+
H−(w)
Fig. 9  Lemme 4.3
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Soit maintenantHi = γiH1 une horoboule intersetantH+(u), vi = (u−, ξi, s(u))
le veteur le plus haut dans l'horoboule, et hi = βξi(∂Hi, π(vi)). On déduit du
lemme 4.3 que si hi ≥ N + α, alors
B+(vi, e
hi−N−α
2 ) ⊂ H+(u) ∩HNi ⊂ B+(vi, e
hi−N+α
2 )
l'inlusion de droite restant vraie pour hi ≥ N . Si hi ≤ N , on a trivialement
H+(u) ∩HNi = ∅.
On ne regarde don que les hi ≥ N . Rappelons que nous herhons N =
N(ε) > 0 assez grand pour que, pour tout u ∈ ER ∩ C0,
µH+(B
+(u, r) ∩ ΓHN1 )
µH+(B+(u, r))
≤ ε . (12)
Introduisons l'ensemble Iu,r,N des i ∈ N, tels que B+(u, r) ∩ HNi 6= ∅. (On
a don hi ≥ N pour i ∈ Iu,r,N .) A l'aide du lemme 4.3, on peut majorer le
numérateur de (12) i-dessus par :∑
i∈Iu,r,N
µH+(B
+(vi, e
hi−N+α
2 )) .
Quitte à remplaer N par N−α, nous oublierons désormais la onstante α dans
l'expression i-dessus.
Pour minorer le dénominateur, rappelons que les horoboules Hi sont deux
à deux disjointes, et don les boules B+(vi, e
hi/2) aussi. Ce dénominateur est
don minoré par ∑
i∈Iu,r,N
µH+(B
+(u, r) ∩B+(vi, ehi/2)) .
Dans la majoration du numérateur, les boules B+(u, r) n'interviennent plus que
via l'ensemble d'indies Iu,r,N . Pour le dénominateur, le problème est qu'il n'y a
auune raison pour que les boules B+(vi, e
hi/2) soient totalement inluses dans
B+(u, r). En revanhe, omme u ∈ ΓC˜0, u n'appartient à auune horoboule Hi,
et si i ∈ Iu,r,N , alors B+(u, r) intersete B+(vi, e
hi−N
2 ), d'où :
ehi/2 ≤ dH+(u, vi) ≤ r + e
hi−N
2 .
Si N ≥ 2 log 3, on en déduit pour tout i ∈ Iu,r,N :
B+(vi, e
hi/2) ⊂ B+(u, 3r).
Le dénominateur est don minoré par :
µH+(B
+(u, r))
µH+(B+(u, 3r))
×
∑
i∈Iu,r,N
µH+(B
+(vi, e
hi−N
2 )) .
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Pour nir, on obtient la majoration suivante (pour N ≥ 2 log 3) :
µH+(B
+(u, r) ∩ ΓHN1 )
µH+(B+(u, r))
≤
∑
i∈Iu,r,N
µH+(B
+(vi, e
hi−N
2 ))∑
i∈Iu,r,N
µH+(B+(vi, ehi/2))
× µH+(B
+(u, 3r))
µH+(B+(u, r))
.
Dans la deuxième étape, nous majorons le premier quotient par ε pour N
assez grand. A la troisième étape, nous montrons que le deuxième quotient est
borné uniformément en u ∈ ER ∩ ΓC˜0 et r > 0. Pour nir, la quatrième étape
traitera le as d'un ompat C quelonque diérent de C0.
Deuxième étape : Pour tout ε > 0, il existe N = N(ε) > 0, tel que pour tout
u ∈ ER ∩ ΓC˜0, tout r > 0 et i ∈ Iu,r,N , on a :
µH+(B
+(vi, e
(hi−N)/2))
µH+(B+(vi, ehi/2))
≤ ε. (13)
Notons wi = g
−hivi ∈ ∂Hi. D'après la relation (11) du paragraphe 4.1, la
quantité i-dessus est enore égale à :
µH+(wi)(B
+(wi, e
(−hi−N)/2))
µH+(wi)(B
+(wi, e−hi/2))
.
Remarquons qu'à i xé, la quantité i-dessus tend lairement vers 0 quand N →
∞ ; mais la diulté vient du fait qu'on herhe une uniformité en i ∈ Iu,r,N .
Pour tout i, notons xi ∈ M˜ le point base de wi, et ξi = γiξ1 ∈ Λpb le point du
bord vers lequel il pointe. Remarquons que xi ∈ C˜(Γ), puisque wi ∈ Λ2Γ × R.
Rappelons que la mesure µH+ est dénie pour x ∈ M˜ quelonque par :
dµH+(v) = exp(δΓβv+(x, v)) dνx(v
+),
ave νx la mesure de Patterson sur ∂M˜ vue du point x. En partiulier, si x = xi,
la quantité exp(δΓβv+(xi, v)) est bornée par exp δΓd(xi, π(v)) ≤ eδΓα pour tout
v ∈ B+(wi, e−hi/2) ⊂ B+(wi, 1).
La quantité à estimer est don uniformément prohe de
νxi(B
+(wi, e
(−hi−N)/2))
νxi(B
+(wi, e−hi/2))
,
où par abus de notation, B+(wi, e
(...)/2) désigne l'image dans ∂M˜ de la boule
horosphérique par la projetion naturelle de H+(wi) dans ∂M˜ qui à w =
(u−, w+, s(wi)) assoie w
+
.
Soient x ∈ M˜, ξ ∈ ∂M˜ et t ∈ R+ ; rappelons que V (x, ξ, t) ⊂ ∂M˜ est l'ensemble
des points η ∈ ∂M˜ dont le projeté sur le rayon géodésique [x, ξ) est à distane
supérieure à t de x. Nous avons alors :
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Lemme 4.4 Si on note Pw la projetion naturelle de H
+(w) dans ∂M˜ \ {w−},
et x = π(w) le point base de w dans M˜ , on a pour tout s ≥ α :
V (x,w+, s+ α) ⊂ Pw(B+(w, e−s)) ⊂ V (x,w+, s− α).
Démonstration: Erivons w = (w−, w+, s(w)). Soit s ≥ 0 et z ∈ B+(w, e−s).
Considérons le triangle idéal (w−, w+, z+), et son triangle intérieur (p, q, r), dont
le diamètre est borné par α.
w−
w+
z+
2s
z
w
aw
az
p
q
r
Fig. 10  Lemme 4.4
Notons aw = (w
+z+) ∩ H−(z) et az = (w+z+) ∩ H−(w). On a dH+(w, z) =
e−d(aw,az)/2 ≤ e−s, d'où d(aw, az) ≥ 2s. D'autre part, en observant les apparte-
nanes des diérents points aux diverses horosphères, on trouve
d(aw, r) = βz+(aw, r) = βz+(π(z), q) = d(π(z), q)
= βw−(q, π(z)) = βw−(p, π(w)) = d(w, p)
= βw+(π(w), p) = βw+(az, r) = d(az , r)
don toutes es distanes sont égales à d(aw, az)/2 ≥ s. Le triangle (w−, w+, z+)
étant n (proposition 2.1), le projeté de z+ sur [ww+) est à distane inférieure
ou égale à α de p, et d(w, p) ≥ s d'après i-dessus. Don z ∈ V (x,w+, s−α). Le
même type d'arguments montre que si z ∈ V (x,w+, s + α), alors dH+(w, z) ≤
exp(−s). 
Nous sommes don ramenés à estimer la quantité :
νxi(V (xi, ξi,
hi+N
2 ))
νxi(V (xi, ξi,
hi
2 ))
.
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Le point base xi de wi appartient à ∂Hi ∩ C˜(Γ). Il est don dans le bord de
γC˜0, pour un ertain γ ∈ Γ tel que γH1 = Hi, et don γξ1 = ξi. On en déduit
d(xi, γo) ≤ diam(C˜0) = ∆. En utilisant la Γ-invariane et la onformité de
ν = (νx)x∈M˜ , ainsi que le lemme 2.7, on trouve que la quantité i-dessus est
prohe, à des onstantes uniformes près, de :
νo(V (o, ξ1,
hi+N
2 ))
νo(V (o, ξ1,
hi
2 ))
.
A l'aide du théorème 3.4, on peut estimer ette quantité :
νo(V (o, ξ1,
hi+N
2 ))
νo(V (o, ξ1,
hi
2 ))
≤ A21 exp
(
2(δΠ − δΓ)(hi +N
2
− hi
2
)
)
= A21 exp(δΠ− δΓ)N.
Cei tend vers 0 uniformément en i quand N → +∞. (Remarquons qu'on n'a
utilisé jusqu'à maintenant qu'une partie du théorème 3.4, la proposition 3.6.)
Troisième étape :
Lemme 4.5 Il existe une onstante C > 0, telle que pour tout u ∈ ER et tout
r > 0, on a :
µH+(B
+(u, 3r))
µH+(B+(u, r))
≤ C .
Démonstration: Comme u− ∈ ΛR, on peut dénir s ≥ 0 le plus petit réel
supérieur à log 3r, tel que g−su ∈ ΓC˜0. On a alors :
µH+(B
+(u, 3r))
µH+(B+(u, r))
=
µH+(B
+(g−su, 3re−s))
µH+(B+(g−su, re−s))
.
Or il existe γ ∈ Γ, tel que d(γo, g−su) ≤ ∆. Par les lemmes 4.4, 2.7b, la onfor-
mité et l'invariane de ν par Γ, la quantité i-dessus est don, à des onstantes
uniformes près, prohe de :
νo(V (o, γ
−1u+, s− log r − log 3))
νo(V (o, γ−1u+, s− log r)) .
Les deux points du rayon [o γ−1u+) à distane respetive s − log r − log 3 et
s − log r de o étant à distane log 3 l'un de l'autre, on peut supposer qu'ils
sont simultanément soit dans ΓC˜0, soit dans ΓC˜1. Dans le premier as, d'après
le théorème 3.4, la quantité i-dessus est majorée par A20 exp(δΓ log 3). Dans le
seond as, elle est inférieure à
A21 exp(δΓ log 3 + |2δΠ − δΓ| log 3).
Cei onlut la preuve du lemme. 
Quatrième et dernière étape : Il reste pour démontrer le théorème à traiter
le as d'un ompat C quelonque de Ω. Quitte à le déomposer en une union
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de plus petits ompats, on peut supposer qu'il existe un T0 > 0, tel que
π(g−T0C) ⊂ C˜0. Alors, il est faile de voir que le ompat Kε,C = gT0(Kε,C0)
onvient. 
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