1. Introduction. Several high-order accuracy difference equations for the heat equation in one space variable [1] have been proposed, but most do not extend to several space variables with any ease, if at all. Two three-level difference equations are discussed here, each of which is fourth-order correct in space and second in time. One is stable and convergent in £2 for as many as four space variables but is limited essentially to the heat equation itself and in the four space variables case to bounded r = At(Ax)~2. The other is stable and convergent in £2 for three space variables and is adapted to extension to more complicated differential equations.
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Alternating direction techniques based on the two three-level formulas are developed. These methods retain the accuracy of the original procedures and require much less arithmetic to complete a problem. Only the results will be given here; their analyses will be presented in another paper [3] as examples of a general approach to alternating direction methods. As both (2.7) and (2.8) involve three time levels, it is necessary to specify both Mo and U\ to start the calculation. The natural choice for u0 is obviously v0 ; the choice of «i will be discussed later.
The equation (2.8) may easily be extended to treat differential equations of the form
at since we need only to approximate the Laplacian of the right hand side [6] .
3. Stability and Convergence for (2.7). We consider the difference equation --( A2enm -2 E E A2i A2 e"m ), n ^ m + 1,
and e* satisfies (3.4c) with e0 = 0, e* = ex, and m = 0. It is necessary to consider en in a somewhat different fashion from the others; we shall see, however, that the method of analysis is the same. Let the grid £2 norm be (3.5) || u || = (hK E I u |2)1/2, ig« and let the operator norm be the induced least upper bound norm. Theorem 1. The difference equation (2.7) is unconditionally stable with respect to the £2 norm for 2V ;£ 4; its solution converges to that of (2.1) with an error || en || = 0(h + K ) /or 2V ^ 4, provided the solution of (2.1) ¿s C and ui is approximated to within an error that is 0(h + K ).
Proof. Lemma 1.
As AÄ is negative-definite, the indicated inversion is legitimate and (i + HP -**)"
Lemma 2. Consider a solution of (2.7) with z0 = 0, zx arbitrary, and zn = 0 on dR for n = 0, 1, 2, • • • . The norm of z is a bounded multiple of \\ zx || for all n, provided that N S 4; i.e., (2.7) is stable.
Proof. Let p = (pi, • • • , p#), and set P = {p'.pj = 1, ■ ■ • , M -1}. Then, we may expand z" in a sine series: AXj sin wpi Xj = I -~2 sin -|-11 /' ( 1 ) = 2 + 8r E XPi -^ E E X" *" ,
First, let us establish that the roots are not greater than one in magnitude. It is clear that if the roots are complex, the modulus of each is the same and is less than 1; thus, we may limit our interest to real roots. In this case, /(l) and/(l) must be nonnegative in order that the roots lie in the unit circle. This places a restriction on the number of space variables we can treat by this high-order correct equation and still maintain unconditional stability. The XPi range from approximately 7i2/4 to very nearly one. Note that In the first case, the argument is essentially unaltered, and we conclude again that Therefore, if || ex || = 0(/i4 + K2), then \\ en || « Q(Ä4 + Z2), and the theorem is demonstrated. If N è 3 (i.e., if the problem arises from physics), then ß is bounded away from one if we assume merely that r is bounded away from zero. Then, the bound C is independent of the choice of r; "however, as remarked earlier, constant r is still the optimum choice.
In order to start the method with ux such that || ex || = 0(h4 + K ), essentially any of the standard difference equations is sufficient. In particular, the explicit equation with the same boundary and initial conditions as before. Theorem 2. The difference equation (2.8) is &r stable for N g 3 ane? convergent with an error that is 0(h4 + K2), provided that the solution of (2.1) is C6, that ux is estimated with error that is 0(Ä4 -f K2 + h'K'1), and that r is bounded below away from zero. 1 ) is negative for 2V á 3. Thus, the roots are less than one in absolute value; the abscissa of the axis of the parabola (4.5) is -8r E XPj + 16r E E XPi XPj It follows from the general results of [3] and a simple calculation for ß that (5.6) || te -v (j -0(h4 + K2)
for r bounded away from zero. Note that the algebraic equations to be solved at each time step become tridiagonal with the choice (5.5), and, consequently, much less arithmetic is required to evaluate this solution than that of (2.7). As no reduction in the order of the accuracy occurs, the alternating direction analogue possesses a large practical advantage. can be brought into the form (2.9) by a well-known transformation. The technique of treating problems of the type (2.10) is discussed in [6] for one space variable. It is noteworthy that the method of analysis we have used here does not extend either to variable coefficients or to regions more general than a rectangle, the latter because of the noncommutativity of A24 and A2Xj on any but rectangular regions. It is pointed out in [6] that the energy methods used there for problems with variable coefficients on general regions apparently are not sufficiently refined to treat the high-order correct schemes discussed here for more than one space variable. The need for a better method of analysis is thus clearly indicated; an analytical method capable of treating the high-order correct analogue of (2.7) would also have important bearing on alternating direction methods [3, 4, 5] for problems of the same type, since the residual terms are quite similar.
