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    ABSTRACT.   
Streamflow quantification in the southeastern (SE) 
landscape is subject to a range of uncertainties due to 
spatially heterogeneous and complex nature of the 
coastal plain hydrological system. This paper aims to 
address the question of how the parameter and total 
uncertainty quantifications in the Soil & Water 
Assessment Tool (SWAT) model can effectively 
influence on streamflow prediction in the Waccamaw 
River watershed, a low-gradient forested wetland 
dominated coastal plain landscape, in North and South 
Carolina. In this study a Markov Chain Monte Carlo 
(MCMC) Differential Evolution Adaptive Metropolis 
(DREAM) algorithm for Bayesian inference 
implemented to SWAT in R to capture the uncertainty 
propagation of daily streamflow dynamics during 
calibration period (2003-2005). The marginal posterior 
distributions of eighteen important streamflow 
parameters values are well identified by DREAM within 
their prior ranges. In this study a Gelman Rubin 
diagnostic of <1.2 was achieved for all parameters after 
about 40000 iterations, indicating that DREAM 
algorithm well sampled the posteriors. A parallelized 
MCMC algorithm demonstrated appropriate likelihood 
function and reduced the error in the hydrological 
quantity. Further the degree to which all uncertainties 
are accounted for is quantified and bracketed 72% and 
70% of daily measured flow by the 95% prediction 
uncertainty (95PPU) in the upstream and downstream 
outlets respectively. The results also indicated that low 
flow value has high impact on the parametric uncertainty 
while the variation of uncertainty propagation narrows in 
the case of high flow events. The posterior distributions 
of output further indicated that flow parameters in the 
upstream and downstream portions have non-unique 
posterior distributions and the corresponding model 
processes appear to be sensitive to a nonlinear function 
of the shallow soil properties and river hydraulic 
characteristics. In particular, DREAM algorithm showed 
flexibility for parallel implementation on distributed 
watershed model; efficiently estimates the posterior 
probability density function and can be therefore 
practice as a basic approach for a data assimilation 
framework under hydrological dynamics. 
 
Keywords: Uncertainty Quantification, Streamflow 
Forecast, Markov Chain Monte Carlo Sampler, SWAT 





Accurate and reliable streamflow forecast is crucial for 
an efficient water resources management and planning in 
the southeastern USA. In this region, intense 
convectional thunderstorms along with shallow aquifer 
contribution are the major contributors to the river 
system and can cause flash flooding (low, medium and 
high) events especially during wet season. The resulting 
extreme events are highly localized, heterogeneous and 
dominate by varying soil wetting fronts, environmental 
gradients, and rainfall and ecosystem properties. Stream 
forecasting within the SE environmental system can be 
challenging due to those heterogeneities and system 
behavior. Although, forecast imperfection is 
consequences of different factors like bias in input data 
and initial condition (Samadi et al., 2014), spatial and 
temporal discretization used in numerical solution 
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schemes, and simplified representations of hydraulic 
property (Gallagher and Doherty, 2007). 
 
A number of studies were conducted in hydrology 
modeling for uncertainty analysis of forecast (i.e. Beven 
and Binley, 1992; Vrugt et al., 2008; Abbasspour et al, 
2007; Gallagher and Doherty, 2007; Joseph and 
Guillaume, 2013; Samadi et al., 2014; among others). 
Now, uncertainty estimates cover a range of different 
methodologies, from global optimization (Yapo et al., 
1996) to Monte Carlo (MC) method (Beven and Binley, 
1992; Uhlenbrook et al., 1999), with additional 
consideration having been given to multi-objective 
approach (Vrugt et al., 2008). Some of those researches 
were conducted within Bayesian frameworks because 
this approach allows user to address parameter 
variability placed within total uncertainty propagation. 
The current research applied the Differential Evolution 
Adaptive Metropolis (DREAM) (Vrugt et al., 2008) 
algorithm to assess parameter uncertainty in the Soil and 
Water Assessment Tool (SWAT) and determined 
posterior parameter distributions and related uncertainty. 
This paper specifically describes the calibration 






    This research tries to identify the degree of 
parameter and total uncertainty arising from multiple 
variables in streamflow estimates. More specifically, 
this study investigates the propagation of every 
uncertain parameter on the streamflow prediction and 
outline a reliable statistical technique to explore a 
more detailed analysis with a view to developing 





    Study Area  
The Waccamaw River watershed is located in North and 
South Carolina (Figure 1). The study area is 311,685 ha 
(delineated by the SWAT model). During simulation period 
(2003-2007) of this study, precipitation ranged from an 
extremely wet year in 2006 to an extremely dry year in 
2007. The soil types in this coastal plain are typically 
sandy loam and sandy clay loam which drained moderately 
well in the upland and poorly in the riparian zones. 
Agriculture, rangeland, forested-rangeland and forested 
wetland are major land use categories and forested wetland 
dominates other classes. 
 
 
Figure 1 Location map of the study area. 
 
SWAT Hydrology Model  
SWAT is a physically based semi distributed hydrology 
model initially developed by Arnold et al., (1993). 
SWAT simulates water quality and quantity over a long 
term period, and requires inputs of climate data, soil 
information, topography and land use data. An accurate 
hydrologic simulation in the SWAT model is possible 
when adequate and proper data provide to the modeling 
process in order to improve model parameter calibration 
and prediction. The hydrological cycle simulated in the 
SWAT is based on the water balance equation found by 
Winchell et al., 2007. The SWAT model has model 
setting options for potential evapotranspiration (PET) 
method, curve number, and flow routing algorithm. This 
study is based on Priestly-Taylor (Priestly and Taylor, 
1972) ET method, the Muskingum channel routing 
method and one-parameter model based on the Soil 
Conservation Society CN procedure (Kannan et al. 
2008). Recently SWAT has linked to different 
uncertainty algorithms. More recently a linkage of 
SWAT and MCMC algorithm was developed by Joseph 
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and Guillaume (2013).  In this research SWAT model 
was linked to MCMC algorithm by modifying Joseph 
and Guillaume (2013) original code. Further DREAM 
algorithm was modified partially to account for different 
likelihood function and this study is still undergoing in 
our research group. 
 
Markov Chain Monte Carlo Sampling with DREAM 
MCMC model as a dynamic framework basically lends 
itself to batch analysis of historical data to improve 
computational efficiency of inference in hydrology 
model. These methods admirably suited to generate a 
random walk through the search (parameter) space and 
iteratively visit solutions with stable frequencies 
stemming from an invariant probability distribution 
(Vrgut et al., 2008). DREAM, as a MCMC sampler 
technique, uses differential evolution for genetic 
algorithm of population evolution. Within this technique 
a preset number (N) of Markov Chains (a chain refers to 
a vector containing one parameter realization) are 
simultaneously run in parallel by 8 cores machine. The 
chains are initialized by Latin Hypercube Sampling and 
the parameter space was adjusted using uniform 
distribution.  
 
During DREAM run, a Markov Chain obtains and the 
stationary distribution of each parameter is the posterior 
distribution of corresponding parameter. After a so-
called burn-in period, the convergence of a DREAM run 
can be monitored with the R̂ -statistic or scale reduction 
factor (Gelman and Rubin, 1992) which compares the 
variance within and between the chains. A value of R̂  
smaller than 1.2 for each parameter ( k
R̂
< 1.2, k=1, 2... 
d) diagnoses convergence to a limiting distribution. The 
samples which generate after convergence can be used 
to summarize the posterior distribution, and 
communicate parameter and model predictive 
uncertainties. The number of steps in each chain 
required reaching stationary; (convergence) is 
commonly called “burn-in” (Dekker et al., 2012) and 
can be different for each calibration period. More 
information about DREAM model can be finding in 
Vrgut et al., 2008. 
 
 
RESULTS and DISCUSSION 
 
    Convergence of MCMC Sampler 
The evolution of the Gelman and Rubin (1992) scale-
reduction convergence diagnostic for each of the model 
parameters is illustrated in Figure 2. DREAM algorithm 
successfully revealed efficiency in traversing the 
parameter space, with convergence to a stationary 
posterior distribution ( R̂ <1.2) for each of SWAT 
parameters for 40000 simulation runs. This convergence 
diagnostic resulted in DREAM sampler reflect a robust 
and efficient search of the parameter space within a 
complex hydrology system. 
 
 As can be found from Figure 2, soil, groundwater and 
hydraulics variables are still variable during calibration 
period; however convergence was relatively achieved 
for most parameters with 40000 runs. While this reflects 
a high variation and sensitivity of flow parameters to 
forecast in a heterogeneous watershed, it also indicates 
that more than 40000 simulation runs (minimum 100000 




Figure 2. Evolution of the Gelman and Rubin scale-





To provide more insights into the parameter ranges of 
the SWAT model, consider Fig. 3 (a) and (b), which 
presents boxplots of the calibration parameters for the 
Waccamaw watershed. These boxplots are created using 
2.5%, 25%, 50%, 75% and 97.5% of parameters values 
generated with DREAM in the N = 8 parallel chains. 
Quantile ranges vary widely between individual 
parameters.  While some parameter values are very well 
defined, others show considerable uncertainty. For 
instance, compare the boxplots of EPCO and 
GW_REVAP parameters. In addition, parameters ranges 
differ substantially in their posterior width and exhibit 
different mean values. The overall mean posterior value 
of the parameters show that, on average most upper 
(97.5%) and lower (2.5%) bands of  each parameter is 
narrow and this reflect that DREAM effectively reduced 
bias and error in parameter estimates. 
 
 
Figure 3 (a). Box plot of simulation parameters after the 
convergence of DREAM run 
 
Figure 3 (b). Quantile plot of simulation parameters after 
the convergence of DREAM run 
 
The SWAT model forecast generally tracks the 
streamflow observations relatively well. Qualitatively, 
there is a strong agreement between the estimates of 
streamflow prediction uncertainty derived in peak flow 
values while low flow values showed relatively more 
uncertainty in both outlets. Parameter uncertainty in the 
SWAT model appears to have moderately large 
contribution to total uncertainty in the Waccamaw 
watershed. The importance of parameter uncertainty is 
related to the heterogeneity of flow parameters during 
different hydrological conditions and complexity of the 
coastal plain watershed as well. We like to emphasize 
that the finding presented in this research is sensitive to 
the choice and length of the calibration time series. 
Larger length of simulation period can change the 
uncertainty propagation or even the uncertainty sources. 
To account for other sources of uncertainty, modeling of 
Bayesian approach based on ensemble data assimilation 
can be further examined and our effort is underway to be 
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