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ABSTRACT 
The quality control in hot strip mills usually include thickness, width, shape, flatness, 
yield strength, tensile strength, ductility, etc.. This research takes the width control at the 
roughing mill of a hot strip mill as an example of Al applications for the quality control of 
the hot strip. The width control consists of the bar-to-bar width control for the mean 
width of bars, the in-bar width control for the width variation within bars and the 
head/tail width control for reducing the crop loss at the crop-shear in front of the finishing 
mills. 
Back-Propagation (BP) neural networks and Radial Basis Function (RBF) neural 
networks were applied to model and predict the bar-to-bar width and the in-bar width. 
The training and the testing of the neural networks are based on the data collected from 
the B H P Steel S P P D roughing mill. Bias and momentum are used in the learning 
process of B P networks for speeding up the learning process. Also Cauchy method is 
applied here to avoid the local minimum of the learning process. Moreover, polynomial 
regression models were developed for the comparison between the neural network 
models and the regression models. The comparison is also conducted for the 
performances between the B P networks and the R B F networks. The factor analysis both 
by B P networks and the regression models are used to show the most effective 
parameters for the width variation. 
The performance of the head & tail stroking system is dependent on the original head/tail 
width shape of the incoming bar and the trace of the edger roll for the stroking. The 
original shapes can be classified as a limited number of basic shapes. O n the other hand, 
the trace of the edger roll for the stroking can be represented by three parameters. Based 
on expert knowledge, B P neural networks are set up for representing the relationships 
between the basic shapes and the stroking parameters. Well trained networks can be used 
V 
to automatically identify the original shapes and then provide the suitable parameters for 
the stroking system. The results of training and testing by some data from the B H P Steel 
roughing mill are provided. General Regression neural networks are also proposed here 
for the comparison between these two kinds of networks. 
An approach of Fuzzy Logic Controllers (FLC) is suggested for the bar-to-bar width 
control. In the set-up (learning) process of the FLC, it is found that B P method can lead 
to the failure of the learning. In order to overcome this problem, a hybrid learning 
algorithm is proposed for the set-up of the FLC. This algorithm includes a self-organised 
learning phase, a supervised learning phase and a mixed learning phase. The methods of 
the self-organised learning used here are the competitive learning and the input-output 
product-space clustering. This hybrid methodology is used to generate initial fuzzy rules 
and initial membership functions, to adjust membership functions and to refine final 
fuzzy rules. It is applied to the learning of the F L C for the bar-to-bar width model. 
Guide-lines to develop the expert system for all quality items at the hot strip mills are 
provided in this thesis. Under these guide-lines a prototype expert system is developed 
for the width control of the roughing mill of a hot strip mill. This expert system is built 
on G 2 system introduced by Gensym Corporation. Neural network models for the bar-
to-bar width, in-bar width and head/tail width can be deployed to C programs which are 
recalled by the expert system. A rule-based system for the roughing mill width 
monitoring is integrated into this expert system. The results of the test running of the 
expert system by the raw data collected from the roughing mill are shown through the 
photos of the main window work-spaces provided in this thesis. 
Further study on applications of BP neural networks is included in this thesis. It 
addresses the choice of architectures, the choice of training strategies and the problems of 
convergence and generalisation. The results of the study confirm that the outcome of the 
learning for B P neural networks is related to many factors. These factors include the 
VI 
formations of input and output variables for B P networks, the number of layers and 
nodes per layer, the type of transfer functions , the learning rule, the sample sizes of 
training and testing, as well as the number of training cycles. The guidelines are 
developed to obtain good results for the applications of B P neural networks. 
vu 
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Hot strip rolling is a key process in the manufacture of steel products. It involves a world 
annual turnover in excess of $ 100,000 million [1]. The investment in plant is 
correspondingly large and, consequently, it is extremely important that high efficiencies 
are achieved. One of the more difficult technical aspects of hot strip rolling is to maintain 
high standards of qualities for the increasingly tougher international market. 
Traditionally, the quality control in hot strip mills is based on a combination of hardware 
and software. The hardware at the finishing mill includes work roll or backup roll 
bending, work roll shifting, hydraulic screw down, automatic gauge control (AGC), 
selective work roll cooling, new type of mills such as H C (High Crown) mills and C V C 
(Continuously Variable Crown) mills, many kinds of sensors, and so on. The softwares 
are mainly mathematical models which are used to predict the qualities of rolled strips, 
such as shape, flatness, thickness, etc.. These methods and equipment play an important 
role in quality control, however, they need to further improvement. The quality problems 
of hot rolled strip are still severe and the customers' demands on this aspect are becoming 
stricter. 
For the past decade, artificial intelligence (AT) has been the most active new technology of 
applications in manufacturing and engineering. In the iron and steel industry, AI has 
been applied successfully on various occasions, according to the literature survey (see 
chapter 3). It is believed that AI technology can improve the current quality control and 
performance of rolling mills in most circumstances. 
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In this thesis, the research concentrates on the width control at the roughing mill of B H P 
Steel S P P D Port Kembla as an example of AI applications for the quality control at the 
hot strip mills, and mainly includes the following work: 
(1) Developing neural networks for modelling and prediction of the bar-to-bar width 
and the in-bar width. The neural networks include Back-Propagation (BP) 
networks and Radial Basis Function (RBF) networks. Statistical techniques are 
also applied here for the comparison between the neural network models and the 
regression models. 
(2) Setting up the knowledge based neural networks for the head & tail width control 
in a hot strip mill. B P networks are used here to classify the basic shapes of head 
& tail width shapes. The training of the neural networks is conducted by the basic 
shapes which are extracted from the real head & tail widths. The testing of the 
networks is based on the real shapes of the bars with the knowledge of the domain 
experts for the corresponding key parameters of the stroking system to control the 
head & tail shapes. 
(3) Investigating the application of fuzzy logic controllers (FLC) for the bar-to-bar 
width control of a hot strip mill. In this process, a hybrid learning algorithm is 
developed for the set-up of the FLC. The algorithm includes a self-organised 
learning phase, a supervised learning phase and a mixed learning phase. The set-
up of the F L C includes generating initial fuzzy rules and initial membership 
functions, adjusting membership functions and refining fuzzy rules. 
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(4) Developing a prototype expert system for quality controls at the B H P hot strip 
mill. This work contains the guidelines to develop the expert system for all quality 
items at hot strip mills and a prototype expert system for the width control. This 
expert system is based on a G 2 expert system introduced by Gensym Corporation. 
Neural network models for the width control can be deployed to C-programs 
which are recalled by the expert system. The test results with the raw data from 
the B H P Steel hot strip mill are provided. 
(5) Further studying the main factors for the learning and the testing of BP networks. 
These factors include the formation of input and output variables, the number of 
layers, the number of nodes in hidden layers, the type of transfer functions, the 
learning rules, the learning rates and the momentum terms. This study also 
addresses the problems of convergence and generalisation which are related to the 
sample size and the number of training cycles. 
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CHAPTER 2 
HOT STRIP MILLS AND THEIR QUALITY 
CONTROL 
2.1 INTRODUCTION 
This chapter presents the basic structure of hot strip mills and the main ideas as well as 
new developments in their quality control. 
The emphasis of this chapter is on the width control of hot strip mills since this is the 
object of this thesis. The literature survey of applications of artificial intelligence for the 
quality control of hot strip mill is presented in chapter 3. 
Steel products are usually manufactured by a fully integrated steelmaking production 
which includes iron-making, steel-making, hot rolling and cold rolling. According to the 
different types of products, hot rolling can be further classified to bar mill rolling, plate 
mill rolling and hot strip rolling. If the required thickness of the strip products is under 
the limitation of hot strip mills, say 2.0 m m , cold strip rolling is requested. 
2.2 HOT STRIP MILL 
There are more than 100 hot strip mills all over the world. Basically, a hot strip mill 
consists of four areas: reheat furnace, roughing mill, finishing mill and Down-coiling, as 
shown in Figure 2.1. The details of their functions and structures are presented in the 
following sections. 
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D o w n Coilers 
Coil Finishing 
Figure 2.1 B H P Steel Hot Strip Mill 
2.2.1 Reheat Furnace 
Reheat furnaces are used to reheat slabs to the appropriate rolling temperature (usually 
extracted at 1225° C). The basic requirement for a reheat furnace include : (1) Extraction 
temperature; (2) Production availability; (3) Reheat of different steel grade; (4) Meet 
special requests from the rolling process line. The main qualities of this production are 
the extraction temperature, the longitudinal and transverse temperature profiles of slabs. 
There are two main types of reheat furnaces currently used in hot strip mills all over the 
world [2]. They are pusher type furnace and walking beam furnace. In a pusher type 
furnace, slabs are put side by side without gap between any two neighbouring slabs. 
W h e n a slab is charged in the entry side of the furnace by a pusher, a reheated slab is 
discharged in the exit side by the push of the neighbouring slab. This is the oldest style 
of the reheat furnace. The problems of the pusher-type furnace mainly include bad 
temperature profile of slabs such as skid chills, low efficiency of operation, high fuel 
consumption and slab surface gouging. 
Walking beam furnaces are finding increasing use in hot strip mills since this type of 
furnace has considerably reduced many of the problems inherent in the pusher type 
furnace. For example, skid marks and mechanical damage caused by abrasion on the 
skids have been minimised, and pile-ups occurring frequently in pusher type furnaces are 
avoided. The sticking of one work-piece to another is eliminated (since the slabs are 
6 
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physically separated) and the furnace may be conveniently emptied in either the forward 
or backward direction when so desired. 
The walking beam may consist of water-cooled steel members topped with refractories in 
such a manner that only the refractories are exposed to the heat of the furnace or, on the 
other hand, the beams and supports may be constructed of water-cooled tubular sections 
with buttons on the top surfaces supporting the work-pieces. The operation of the 
walking beam is a cyclic motion. 
2.2,2 Roughing Mill 
A roughing mill area extends from the furnace discharge to the entry of a coil-box or 
directly to the entry of the crop shear. The goal of the roughing mill is to reduce the 
thickness of the work-pieces from about 200 m m to about 15-40 m m , that is from slabs 
to transfer bars. Hot strip mills use different primary equipment in this area to achieve 
the goal A roughing mill area can include a single stand of roughing mill (such as Hot 
Strip Mill of B H P Steel SPPD) up to six stands of roughing mills (such as Hot Strip 
Mill, Indiana Harbour Works). The primary equipment in the roughing mill area of a hot 
strip mill may have a descaling station, vertical edgers, reversing rougher and related 
table rolls. 
The descaling station uses high pressure water to break the scale and wash them away for 
down-stream rolling process. Width control of transfer bars at roughing mills and even 
the final products after finishing mills are achieved by the vertical edger because it is the 
only equipment to reduce the width effectively by sideway rolling. The key equipment in 
the roughing mill area is the reversing rougher which usually takes 7 to 9 passes to 
achieve the aimed thickness of the bars. 
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A roughing mill usually consists of a vertical edger mill and a horizontal rougher mill as 
shown in Figure 2.2. A n edger is used to reduce the bar width and a rougher is used to 
reduce the thickness of rolling bars. The bar rolling process at a reverse roughing mill 
normally includes several passes. For the forward passes, bars are narrowed by the 
edger and then thinned by the rougher. In the backward passes, the edger usually does 
not perform much reduction and the gap setting is mainly to constrain the material spread 
from the horizontal mill. The edger rolling not only reduces the size in the bar width 
direction, but also creates "dog-bone" in the thickness direction, as shown in Figure 2.3. 
Width Gauge 1 Width Gauge 2 





Figure 2.2 The roughing mill at the B H P hot strip mill 
Flat before edging Dog-bone after edging 
Figure 2.3 Cross-section of rolling bar (Dog-bone) 
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The main product qualities in this area are width, thickness, temperature, profile and 
shape of the transfer bars. 
2.2.3 Finishing Mill 
A finishing mill area extends from the entry of the coil-box or the entry of the crop shear 
to the entry of coilers. The primary equipment in this area usually include a coil-box, a 
crop shear, 4 to 8 stands continuous finishing mill and a run-out table. 
A coil-box is used to coil transfer bars to a tight coil and then uncoil to the finishing mill. 
Using a coil-box has many advantages over conventional rolling, which include better 
product quality, energy savings and increased slab mass by using longer slabs. The crop 
shear has a stop/start rotary drum type shear and is used for cutting head and tail crops 
from the head and tail ends of the transfer bar before it enters the finishing mill. The 
shear can also be used to divide the transfer bar at any part along the length as required. 
A finishing mill takes the intermediate thickness transfer bar from the roughing mill and 
coil-box and rolls it to the final desired thickness using four to eight, four high 
continuous stands. The attached equipment varies from stand to stand to suit the 
changing requirements through each step of thickness reduction. The main features of a 
finishing mill includes automatic roll changing, continuously variable crown (CVC) 
equipment, roll bending for shape and profile control and hydraulic automatic gauge 
control ( H A G C ) . 
A run-out table provides controlled cooling of the hot rolled strip in order to produce the 
desired mechanical properties prior to coiling. Spray jet and laminar jet are the two main 
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types of run-out table currently being used. Usually laminar jet run-out tables can 
provide better cooling control and fewer defects than spray jet tables. 
2.2.4 Coiling 
A coiling area can include one or more down-coilers and equipment for coil handling. 
After being conveyed down the run-out tables from the finishing mill to the down-coilers, 
the strip is deflected by pinch rolls into a chute which guides it into a gap between the 
wrapper rolls and the mandrel to form the coil. A fully automated strapping machine ties 
the coil with steel strapping to maintain the coil wraps. Before being conveyed to the hot 
coil processing and dispatch area, each coil undergoes automatic marking and weighing 
processes for future identification and to determine coil yield and provide accurate coil 
weights on dispatch documents. 
2.3 QUALITY CONTROL IN HOT STRIP MILLS 
2.3.1 Width Control in Hot Strip Mills 
Width is one of the main quality items of hot rolled strip. In the development of width 
control systems for hot strip mills, three main objectives are usually pursued [3]: 
* Meeting a continuous demand for tighter width tolerances of rolled coils. 
* Increasing the range of width changes to permit continuous casting of a fewer 
number of slabs of different widths. 
* Reducing the yield loss caused by an explicit non-homogeneous plastic 
deformation of a slab undergoing thickness and width changes. 
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In searching for ways to achieve these objectives, engineers and research workers are 
usually concerned with the following two main areas of expertise: theory and practice of 
width change, and automatic width control system. This section concentrates on 
automatic width control systems. 
As shown in Figure 2.4, a hot strip mill automatic width control system (HSMAWC) 
consists of roughing mill automatic width control systems (RAWC) and finishing mill 
automatic width control systems (FAWC). The RAWC can include three sub-systems: a 





















Figure 2.4 Hot Strip Mill Automatic Width Control System 
A bar-to-bar width control system is used to control the mean width value of transfer bars 
at the roughing mill area of a hot strip mill. It is usually a statistical based adaptive 
control model. According to the theory of width change, the exit width is mainly related 
to the width spread due to the rougher thickness reduction and the width recovery of 
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"Dog-bone" formed by the edger width reduction (see Figure 2.3). Therefore the input 
variables of a bar-to-bar width model usually include entry width, entry thickness, exit 
thickness and edger roll gap. For the forward passes, the model uses the edger roll gap 
as the adaptive controlling variable to achieve the aimed width. For the reverse passes, 
the model is only used for the prediction of the exit width. Within these kinds of models, 
some adaptors such as pass adaptor, class adaptor and fast adaptor are used to minimise 
the control error of the models. 
fish tail no fish tail 
^ 
Figure 2.5 Shape of "fish tail" 
"Fish tail" is a c o m m o n defect of transfer bars at roughing mills, as shown in Figure 2.5. 
"Fish tail" is mainly caused by the uneven distribution of temperature and mechanical 
properties at the ends of bars. A conventional edger rolling increases the length of "Fish 
tail". "Fish tail" has to be cut off before the bars enter the finishing mill. So longer "Fish 
tail" causes more crop loss. Head and tail short stroking systems are used to reduce the 
length of "Fish tail" or eliminate "Fish tail". A head and tail short stroking system uses 
special traces of edger roll gap at the ends of the bars to produce wider bar at the head and 
tail ends. This bar widening offsets the narrowing of the bar caused by the formation of 
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fish tails during edging and a subsequent horizontal pass by the rougher (refer to head & 
tail width control section on page 119). 
In-bar width control systems are used to control the width variation within a bar. 
Currently there are two kinds of in-bar width control systems reported in the literature [1-
3]. Both of them belong to the feed-forward control system. One system uses the width 
change within the incoming bar as the base for the movement of the edger roll gap which 
can reduce the variation of in-bar width by subsequent rougher rolling. The other system 
includes the change of the edger rolling force as the feed-forward input variable, because 
the edger rolling force is highly related to the width reduction and the entry width. In-bar 
width control systems can only be used for forward passes and makes use of the 
measured results of the previous reverse passes for the feed-forward control inputs. 
Finishing mill automatic width control (FAWC) systems are usually used to predict the 
width spread at the finishing mills. Some F A W C can use inter-stand tensions to reduce 
the width variation within the strip. According to rolling theory, inter-stand tension is 
related to the width spread during hot rolling. Increasing the tension can reduce the width 
spread where the in-strip width exceeds the limit. This system has to highly coincide 
with other quality control systems because inter-stand tensions are the most active rolling 
variables in the finishing mill. For example, the tension is also related to thickness 
control, shape control and speed control. 
2.3.2 Other Quality Control in Hot Strip Mills 
In addition to width, hot strip mills include many more quality parameters for the 
products. They have to be controlled. They are thickness, shape, flatness, mechanical 
properties and other. 
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The thickness control in a hot strip mill is usually achieved by hydraulic automatic gauge 
control ( H A G C ) systems. A H A G C mainly includes three sections: (1) Gauge 
measuring section which measures the actual exit thickness of the work-piece; (2) Gauge 
comparison between the measured gauge with the set-up gauge (aimed gauge) to obtain 
the gauge error. Based on this gauge error and the stiffness of the mill, this section 
provides the value of roll gap adjustment. (3) Roll gap adjusting section. According to 
the value of roll gap change, this section can change the gap by the hydraulic system to 
reduce or eliminate the lengthwise thickness variation. 
HAGC can be classified as three types: (1) HAGC with direct gauge measurement, 
which uses the thickness gauge to measure the thickness at the exit of the final finishing 
mill, obtains the gauge difference by comparison, determines the value of roll gap 
adjustment, and performs the gap change by the hydraulic system. (2) H A G C with 
indirect gauge measuring, which uses the rolling force to indirectly measure the 
thickness. (3) H A G C with predictive control, which uses the gauge measurement at the 
entry side of the rolling mill to determine the thickness difference between the measured 
value and the set-up value of entry slabs, and predictively adjust the roll gap to reduce the 
gauge change of the exiting strip. 
Good Shape Bad Shape 
Figure 2.6 Shape of Hot Rolled Strip 
3 0009 03201142 6 
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Edge W a v e Central buckle 
Figure 2.7 Typical Defects of Flatness in Hot Rolled Strip 
Shape is defined as the lateral thickness change of rolled strips. It can be represented by 
the cross-section of the strip as shown in Figure 2.6. Flatness is the flat view of the 
strips. As shown in Figure 2.7, the typical defects of flatness are edge wave and central 
buckle. The shape and flatness of hot rolled strips rely on the following factors: (a) 
Elastic bending of work rolls; (b) Thermal expansion of work rolls; (c) Roll wear; (d) 
Elastic flattening of rolls; (e) Original roll shape. In order to control these factors, a hot 
strip mill can be equipped with the following control systems: 
(1) Work Roll Thermal Control System 
This system uses the flow and the density of the cooling water along work roll 
length to selectively change the roll crown for shape and flatness control. 
(2) Hydraulic Roll Bending Control System 
Roll bending systems can be a work roll bending or a backup roll bending system. 
In work roll bending systems, the bending can be positive bending or negative 
bending. In this kind of system, roll bending is used to change the roll crown for 
shape and flatness control. 
0000 
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(3) H C (High Crown) Rolling Mill 
H C rolling mills are six high rolling mills which have the middle rolls between the 
work rolls and backup rolls. The middle rolls can axially move according to the 
width of rolling piece. This movement of the middle rolls gives H C rolling mills 
high ability to control shape and flatness. 
(4) VC (Variable Crown) Rolling Mill 
V C rolling mills are four high rolling mills with the backup rolls being able to 
change the crown. In the body of the backup rolls, there is a hydraulic cavity 
which can adjust the backup roll crown by the hydraulic pressure, according to the 
requirement of the shape and flatness control. 
(5) CVC (Continuously Variable Crown) Rolling Mill 
This is a four high rolling mills. The difference with the normal four high mills is 
the original shape of work rolls. The work rolls in a C V C mill have S-shape 
surface which can change the strip shape by axial shifting. 
In the manufacture of hot rolled strips, certain metallurgical properties such as yield 
strength, tensile strength and ductility are sought for the various products. These may be 
achieved, in part, by the selection of proper chemistry in the steel-making operations or, 
in other words, by the choice of suitable alloying elements, such as silicon for electrical 
steels and nickel and chromium for stainless steels. However, the properties of a steel 
are dependent not only on the chemistry of the steel but also on its microstructure. The 
latter in turn is dependent on the thermomechanical processing to which the steel is 
subjected and the various solid-state reactions that occur within it during processing. The 
primary variables which are used to control the metallurgical properties in hot strip mills 
mainly include temperatures at various stages, cooling speeds and water flow at the 
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roughing mill, the finishing mill and the run-out table, time delays in various stages and 
rolling speeds. Currently most hot strip mills apply various mathematical models to set-
up the relationships between these control variables and the metallurgical properties. The 
details of these models are beyond the scope of this chapter. 





Artificial intelligence is the study of intelligence using the ideas and the methods of 
computation to emulate human thinking and decision making and to predict system 
behaviour and performance. It offers a new perspective and a new methodology. Its 
central goal is to make computers knowledgeable, both to make them useful and to 
understand the principles that make intelligence possible. 
The field of artificial intelligence was founded by several generations of researchers. The 
first generation dates back to pre-1950. In this period, Warren McCulloch and Walter 
Pitts made their major contribution to the neural net model of the brain [4]; John Von 
Neumann and Alan Turing developed the design of the E D V A C (Electronic Discrete 
Variable Calculator, an early "stored program" machine) [5]; Claude Shannon shared 
Alan Turing's conviction on the possibility of machines thinking and published the paper 
" Computers and Automata " as weE as " A Chess-Playing Machine" [5]. 
The second generation of AI researchers started with high hopes and expectations in the 
1950s, but by 1970 few of these expectations had turned up. Some significant 
milestones were reached in this period. These milestones include John McCarthy 
developed LISP; Marvin Minsky's theory of "frames" as a major contribution in the area 
of knowledge representation; AI program " Logic Theorist" by A. Newell, H. Simon 
and J. C. Shaw; Edward Feigenbaum's expert system " D E N D R A L "; Seymour Papert 
developed L O G O (a high-level AI language) [5]. 
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The third generation is between 1970 and present. There are too many contributions in 
the ongoing research in AI to mention them all, but some of the major players along with 
the name of the system they helped develop are presented here [6]. Terry Winograd 
wrote one of the most successful programs, S H R D L U , for the manipulations of blocks 
and objects on the very restricted domain of a table top. Bertram Raphael of Stanford 
Research Institute built one of the first robots, S H A K E Y , to respond to human 
instructions. Nils Nilsson and Richard Fikes developed STRIPS, a program to achieve 
goals by the use of plans and a sequence of operators. Daniel Bobrow of M I T wrote the 
program, S T U D E N T , for solving simple algebraic word problems. David Slate and 
Larry Atkin of Northwestern University wrote a number of chess playing programs, one 
of which, C H E S S 4.5 played competitively even with one of the world's chess experts. 
Raj Reddy of Carnegie-Mellon University created the H E A R S A Y system which could " 
understand' human speech with better than 9 0 % accuracy. Roger Schank and Robert 
Abelson of Yale University introduced the concept of SCRIPTS in an attempt to model 
human "common sense' behaviour in routine situations. Edward Shortliffe of Stanford 
University wrote the M Y C I N expert system for diagnosing infectious diseases. Richard 
O. Duda of SRI International wrote P R O S P E C T O R , a geological analysis program 
which has successfully discovered a molybdenum deposit [6]. 
The most significant character of the development of AI in recent time is the expansion of 
applications, particular iron and steel industries. The following survey is concentrated on 
the AI application in the iron and steel industry, and it is divided into three active 
branches of AI: expert system, neural network and fuzzy logic. 
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3.2 APPLICATIONS OF EXPERT SYSTEM (ES) IN IRON AND STEEL 
INDUSTRY 
Expert systems have been applied in the iron and steel industry for about ten years now. 
They are mainly used for process control, diagnosis & maintenance, scheduling and 
consulting systems. 
3.2.1 Applications of Expert System for Process Control 
One of the early systems was reported by J. Wernstedt et al [7]. This system was used 
for operative process control in a steel rolling mill. It consists of some 'consultative 
units'. The purpose of the consultative units is to determine the subjective control 
decisions, which are taken by one single person, by making decisions which are based 
on the results of process analysis, error analysis, optimisation calculations and also on 
the experiences gained by a whole team of operating personnel. These proposals 
represent in a simple way the decision model of man mostly in the tabular form of a class-
logic-combination in a computer. Five consultative units were developed and 
successfully used for the control of the steel quality in a steel rolling mill [8]. 
A similar effort was made by C. H. Fisher [9]. He used the knowledge-based system to 
identify, formalise, encode and use the knowledge of human experts as a basis for high-
performance programs in a steel mill operation. 
Blast furnaces are popular objects for the application of expert system during the last ten 
years. The first report about that was presented by Y. Tzunozaki et al [10]. They 
showed that an expert system endowed with artificial intelligence was installed for 
20 
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Fukuyama Works' No. 5 blast furnace to forecast abnormal conditions and to monitor 
and control the furnace heat 
C. L. Chen et al [11] developed a real-time expert system for supporting stable and 
efficient iron-making blast-furnace operations, i.e., for producing high quality and 
quantity pig iron with low energy cost. The knowledge base of this supporting expert 
system consists of the heuristic experience of operators and some theoretical models 
which include a stochastic time-series model and a coke-reduction model for predictions 
of hot metal temperatures and furnace heat levels, respectively. The concepts of fuzzy 
sets are also used to deal with unavoidable uncertainties inherent in experiential 
knowledge and the commonly used linguistic descriptions about furnace heat levels. The 
system is composed of two parts: an abnormal conditions diagnosis system and a heat 
level control system. Based on furnace information, the system can afford adequate 
judgments of furnace conditions, heat levels and their possible trends and then respond 
with suggested operational actions for every 30 minutes. This blast-furnace supporting 
expert system has been under testing in China Steel Company, during the last ten years. 
In the same time, K. Yui et al [12] also developed an expert system for the blast furnace 
operation in Kimitsu Works of Nippon Steel Corporation. This knowledge engineering 
or expert system that can represent empirical knowledge was applied to No. 3 and 4 blast 
furnaces at Kimitsu Works [13]. The expert system was implemented with emphasis on 
its maintenance ability by operators. A m o n g the measures taken on the adoption of a 
Japanese production language, augmentation of inferred result, and installation of off-line 
terminals for modifying and running the knowledge base. As a result of these efforts, the 
expert system can be largely operated and controlled by field personnel. 
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The expert system developed by K. Matsuda et al [14] consisted of the prediction system 
for blast furnace heat level and the action guidance system for controlling the heat level. 
The prediction system uses two prediction models. One is the rule based model for short 
term heat level variation and the other is the statistical model for long term heat level 
variation. These models are combined using fuzzy inference so that a new prediction 
system can be realised for both short and long term variation. The action guidance 
system determine the appropriate action variables and their values according to the results 
of the prediction model. This system had been applied to operations at Kobe Steel No. 3 
blast furnace. 
Y. Chen et al [15] reported that in 1989, Inland Steel in co-operation with Purdue 
University began a program to place the Blast Furnace Standard Operations Manual into 
an expert system. The goal of this program is to have the computer recommend operating 
variable changes to the blast furnace supervisor. Because of the nature of the furnaces, 
the time delay between the operating variables and the operating indicators, the expert 
system contains a journal. 
A similar effort was made by A. Takekoshi et al [16]. They used the expert systems not 
only for controlling blast furnace thermal condition, but also for scheduling steel making 
processes. 
Expert systems were also applied to the operational control of continuous casting. Y. 
Sasabe et al [17] and S. Kubota et al [18] reported that an expert system had been 
developed for the mould bath level control system of a continuous caster. In this expert 
system, operator's expertise regarding control parameter adjustment is represented in the 
form of a knowledge base which is driven by an inference engine when a significant 
fluctuation in the mould bath level occurs. This system had been applied to a continuous 
Chapter 3 Literature Survey 
22 
caster, and it had effectively regulated mould bath level fluctuations by adjusting the 
controlling parameters to optimise the state of operation when the fluctuation occurs. 
T. Matsuura et al [19] reported that an expert system was used for the hydraulic screw-
down control and the end-thinning control of a rolling mill line for producing small-
diameter seamless steel tubes. S. D. Buckley [20] developed an expert system to 
duplicate some of the functions of a metallurgical expert in establishing steel wire 
processing practices. H e claimed that the prototype system was extremely successful, 
providing better speed, higher accuracy and consistency than the human expert in most 
applications. 
Coils of hot rolled steel are transferred by conveyors, cranes or coil cars in the finishing 
lines. A n expert system has been developed by F. Hirao et al [21] for efficient transfer of 
coils and is n o w in real time operation. The expert system has two main functions: 
selection of a coil to be transferred and a point of loading or unloading of the coil to a coil 
car in a looped track. This expert system consists of 309 rules. The rules for selecting a 
coil occupy the main part This system started operation in September 1988 at the 
Kashima Steel Works [22], and has operated very smoothly since then. 
The fully automated mill pacing control system in the bar mill at Muroran Works of 
Nippon Steel Corporation is a control type expert system reported by S. Sasaka et al 
[23]. This system is used to determine and control the material discharge pitch from the 
re-heating furnace. The material discharge pitch is a dominating factor affecting 
productivity and operating efficiency. The production capacity of mill and finishing line 
is determined from a knowledge base. The results of on-line and real-time mill pacing 
control by the expert system show that it can achieve better performance than the 
conventional system. 
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A similar effort was made by Y. Jimichi et al [24]. They used an expert system building 
tool SMI/Marks-JJ to develop a fully automatic assignment system of slabs for hot strip 
mill. The linkage functions is used to set up a hybrid computer system where ordinary 
language systems and an expert system can cooperate effectively. The result showed that 
the number of assigned pairs is almost equal to that by the expert. Assignments of slabs 
with excessive upper grades can be eliminated as well as job time was reduced from six 
to one hour. 
A sophisticated steel strip temperature control system for the KM-CAL (Kawasaki 
Multipurpose Continuous Annealing Line) has been developed at Mizushima Works of 
Kawasaki Steel [25]. The control system comprises two sub-systems: an expert system 
for smooth processing of steel strips, and a dynamic set-up control system for highly 
accurate strip temperature control. The expert system examines the operating conditions 
of the continuous annealing line and makes decisions on how to properly operate the line, 
while the dynamic set-up control system determines the optimum line speed and 
annealing temperature, using mathematical models based on thermal physics. The control 
system has been successfully applied to the K M - C A L , securing highly accurate strip 
temperature control and greatly contributing to the realisation of fully automated and 
efficient operation of the line. As a result, the control has achieved stable product quality 
at a low production cost. 
3.2.2 Applications of Expert System for Diagnosis and Maintenance 
The maintenance of equipment on large industrial plants such as the iron and steel 
industry conducted by automation and computers is very important. For technical and 
economical reasons, it is often very expensive or impossible to bring the production 
process to a long term halt and therefore the maintenance activities are planed by the 
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predictive maintenance which is based on the condition monitoring of the equipment To 
face this growing complexity of maintenance problems, engineers are looking for new 
systems in order to improve the efficiency of the whole system. One of their choices is 
expert system. 
I. D. Hoskins [26] is one of the early researchers who applied expert systems for 
diagnosis and maintenance in the iron and steel industry. The implementation of his 
'Expert' maintenance system which is capable of supplying the expert's knowledge to 
plant engineering staff, in a form that can expedite fault finding, is the approach adopted 
in maintaining the automatic mould level control on the Lackenby continuous slab caster. 
M. Grandbastien and J. Maroldt [27] used an expert system for the maintenance of a blast 
furnace, while A. Svolou and J. Hudak [28] applied this kind of system for a multi-stand 
hot strip mill. The entire mill consists of five roughing stands followed by six finishing 
stands. This particular prototype addresses the operational aspects of the six finishing 
stands and the effects the stands have on product quality such as thickness and width. 
During the rolling of various products in the mill, problems may occur to the equipment, 
resulting in deformed products or component failures. The prototype demonstrates how 
an expert system can be used to assist an operator or relatively untrained technician in 
fault analysis of the rolling mill. 
Similar effort was made by R. L. Mcintosh [29]. When the rolling of steel strip at the 
Hot Strip Mill of B H P Steel's Sheet and Coil Products Division fails before completion, 
a cobble is said to have occurred. Cobbles occur for a variety of reasons, for example, a 
bar that is too hot may tear during rolling and hit a stand. The Cobble Diagnostic System 
(CDS) is a collection of computer programs that have been developed by B H P Research 
to help the operators promptly diagnose the cause of cobbles in the Finishing Mill. The 
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C D S provides an efficient automation of the diagnostic process by combining a 
knowledge-based system - that encapsulates operator expertise - with a program that 
automatically records important mill process variables. 
H. Ogai et al [30] built a quality diagnostic expert system for the quality control of glass 
films on silicon steels. The knowledge of the quality diagnostic expert is represented in 
tabular form. The final quality properties are predicted from the operating conditions of 
the intermediate process and compared with the target values. A pattern of deviations of 
the final quality properties from the target values is summarised in a table. The practical 
application of this procedure is also related to the architecture and human interface of the 
quality diagnosis expert system for silicon steel. 
T. Kobuchi et al [31] developed a fault finding expert system for a hydraulic screw-down 
of tandem cold mill at Kashima Steel Works. The hydraulic screw-down of a cold strip 
mill is a complex device consisting of a mill system, a hydraulic system, and a control 
system. When trouble occurs in the hydraulic screw-down, it needs expert operators, 
expert mechanical-maintenance-men and expert electric-maintenance-men to discover the 
cause. In addition, this requires too much time. They have developed and employed the 
following two new systems: the Condition Monitoring of the Hydraulic System is to 
prevent troubles, and the Fault Locating System discovers the cause of the trouble 
quickly and easily, even for non-experts. 
K. Tada et al [32] also introduced this technology to the cold strip processing line. They 
used these diagnoses techniques in which information on sheet thickness and information 
on operation are combined with processing signals and machine conditions. The major 
techniques are (1) diagnosis of welding performance, (2) diagnosis of leaks in a 
mechanical descaling pump, (3) diagnosis of cold strip mill (eccentricity of work roll and 
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back up roll) and (4) diagnosis of automatic sheet gauge control system for rolling 
reduction at the cold strip mill. These techniques coupled with fundamental diagnosis 
techniques for rotary machinery, hydraulic lubricant equipment electric and control units 
have led to the development of a diagnosis system in which the functions of automatic 
diagnosis and expert systems are incorporated. This system has been introduced to the 
pickling line, cold strip mill, and continuous annealing line. 
A new application of the diagnosis expert system in the iron and steel industry was 
presented by S. Kumar et al [33]. A n expert system was developed to guide operators in 
analysing quality related problems and to provide them with a ready source of 
fundamental knowledge related to caster operation. Important outcomes of this 
knowledge engineering exercise are: the fundamental and heuristic knowledge required 
for problem solving has been integrated during system development. The formal 
structuring of the knowledge base has a major impact on the domain, as it presents us 
with a structure very similar to our own thought process. The methodology involved can 
handle combinations of defects in billet castings. For the first time, the knowledge 
structure provides the users with a consistent interpretation of the domain knowledge. 
This system provides an opportunity to establish new ideas about the knowledge domain. 
3.2.3 Applications of Expert System for Scheduling 
A scheduling expert system was developed by M. Numao and S. Morishita [34] for 
scheduling steel-making processes. Typical constraints in such processes are a fixed 
sequence of production stages, no machine conflicts among products, low waiting time, 
continuous use of some machines, and a resting time requirement for some machines. 
The presented approach in making a schedule that satisfies the constraints is not to obtain 
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an optimal solution, but rather to obtain a feasible solution efficiently. The reason for this 
is that it is difficult to define an evaluation function for the optimum, and that a 
combinatory explosion m a y prevent a schedule method being introduced, in which the 
system efficiently generates a candidate schedule by a sub-scheduling and merging 
method, and the user evaluates and modifies the candidate schedule by interactive 
refinement 
M. J. Shah and R. Damian [35] used an interactive expert system for the scheduling of 
resources in continuous manufacturing of a variety of products in a hierarchically 
distributed control system. The system allows the relaxation of certain rule constraints to 
attain a feasible schedule when none is available and the processing of an 
expedited/special order even when this results in violating one or more of the constraints. 
The information on a scheduled production run not meeting the specification is 
transmitted to the expert system application from lower-level systems in the hierarchy, 
which perform monitoring and control of the production equipment. They applied this 
technique for a scheduling problem encountered in the continuous casting operation of a 
steel mill [36]. A description is given of dynamic scheduling of production of parts on 
one or more manufacturing machines. The parts to be manufactured are assumed to have 
different characteristics and/or specifications such that either the machines have to be 
constantly adjusted or the machines pose constraints on the manner in which the parts 
may be scheduled. The production schedule is prepared using the I B M Knowledge Tool 
program with a cooperative technique so that while the program is running it allows the 
operator to intervene and override program decisions. 
Expert systems are also applied for tube drawing schedules in a cold drawing plant (M. 
Siddique and I. M . Cole [37]. Traditionally, the tube drawing schedules are prepared by 
making use of personal shop floor experience, judgment and expertise in the field without 
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giving much attention to the aforementioned process parameters. A prototype expert 
system is being developed for process planning in a seamless steel tube plant. By the 
analysis of the process planning system which deals with the generation of tube drawing 
schedules, the proposed system can provide the generation of alternative tube drawing 
schedules, the selection of optimum schedule and the selection of other secondary 
operations. The system is implemented in Turbo-Prolog language and has been tested on 
the actual data of the plant with satisfactory results. 
A material planning system of a hot strip mill is developed by Y. Jimichi et al [38]. This 
system consists of a material arrangement system and a casting and rolling planning 
system. The functions of these systems are to assign orders to stocked slabs and to 
request for slab supply to the up-stream process (steel making process). A fully 
automated assignment system of slabs, which is the kernel function of a material 
arrangement system, has been developed by using an expert system. Technology 
succession and improvement of work efficiency have been realised by extracting complex 
rules from the slab assignment job and by organising them into the knowledge base. 
This expert system can also prevent a chance loss of an assignment, which contributes to 
a reduction in the number of stocked slabs. 
Similarly, expert systems are also applied for the material design of large diameter steel 
pipes [39]. This system has been developed for (1) passing down design technologies 
and expertise to successors, (2) improving design quality, and (3) reducing designing 
time. Given a customer's product requirements on dimensions, strength properties and 
toughness properties, it produces optimal production specifications such as chemical 
ingredients and rolling & heat treatment conditions in consideration of production costs, 
stability of products' quality, and so on. It is a rule-based system and is composed of a 
knowledge base, which contains the expertise of material design specialists, a production 
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data library which is referred to as a base data of designing, and a newly developed hill 
climbing optimisation logic which is used for adjusting values of factors in order to 
improve contradicting interrelated material properties. Since it is implemented as a man-
machine conversational type system, it is easy to use, even person unfamiliar to such a 
system can design material in 10 to 30 minutes. 
3.2.4 Applications of Expert System for Management and Consulting 
Y. Jimichi et al [40] applied the technology of an expert system for melting instructions in 
a steel-making plant The engineering staff in the plant use both technical knowledge and 
production knowledge to write melting instructions. The instructions are written to 
inform the operators of the chemical composition and temperature targets, and to give 
important details of special related conditions. To improve the efficiency of the technical 
staff and ensure successful transfer of technology, they have systematised this procedure 
by applying the technology of an expert system. This system is a 'design-type' expert 
system which runs on a large host computer and which works in conjunction with 
conventional systems. 
A plant-wide quality expert system for steel mills is developed by R. S. H. Mah et al 
[41]. The purpose of this system is to improve quality management of steel mills. In this 
expert system, the quality management consists of three primary functions: quality 
prediction, quality monitoring and quality planning. It is shown that an analysis of 
functional requirements leads naturally to a real-time expert system for quality 
management System design and implementation are considered as a series of issues 
which must be successfully resolved. One solution is provided by the prototype system. 
A later development of this system [42] is a hybrid system which employs the production 
rule sets and nearest neighbour methods for the quality prediction functions. 
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Expert systems are also used for selecting routes on the billet conditioning line [43]. Due 
to the increasing variety of products in the billet conditioning line, it has become difficult 
to attain high productivity using simple sequence logic. A n expert system for deciding 
routes on a billet conditioning line can be used because it easily accommodates heuristic 
rates which can overcome the above problem. The system includes a simulator which 
evaluates the performance of candidates derived from given rules. 
3.2.5 Developing Tools of Expert System in Iron and Steel 
Industry 
Some researchers made great efforts in developing tools specialised in the iron and steel 
industry. L. G. Lock Lee et al [44] designed rapid prototype tools for real-time expert 
systems in the steel industry. The software tools they developed and applied in the steel 
industry have been successful in reducing the time required to produce real-time expert 
system prototypes. BHP's S H E R P A (System for Heuristic Real-time Process 
Assistance) is a facility which integrates modules for knowledge base development, 
signal processing, operator displays, on-line numerical models and data base storage. 
T A B L E A U X is a decision table-based knowledge acquisition tool which can be used in 
combination with S H E R P A for developing real-time expert system applications. Three 
prototypes using S H E R P A have been developed for sinter plants, blast furnaces and 
continuous casters. 
T. Yokoi et al [45] reported that Sumitomo Metal Industries, Ltd. had developed various 
expert systems for controlling abnormal stages of a plant, passing down design 
technologies and knowledge to successors w h o were good at these conditions in 
comparison with conventional computer systems. It made big efforts for researching, 
developing their own tools, and expanding the applications. At the same time, I. 
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Okamura et al [46] also developed an automatic knowledge-acquisition expert system in 
order to reduce the time involved in applying expert systems to the automation of steel 
industry processes. This system automatically gathers a large body of case data and 
generates a decision tree by using information entropy. A n application of the system to 
control the material flow at the cooling bed of a steel plate mill confirmed the 
effectiveness of this knowledge acquisition method. Noise case data, conflict case data, 
and bad attributes, which could be identified by reference to the decision trees, could be 
filtered out to optimise the quality of the acquired knowledge. 
Nippon Steel developed an expert system building-tool for real-time control system [47]. 
It is called F A I N (Fast AI shell of Nippon Steel). In the development of the expert 
system, the prototype method in which the system is developed by adding or revising the 
specifications in a spiral-up manner is employed. The F A I N is the software in which the 
general-purpose, tabular format design document specification suited for the phototype 
method is specified and the program is automatically generated from the specification. 
FAIN was the tool to allow field operators to build expert systems by themselves. 
The recent report by S. Burras [48] shows that a real-time expert system tool called 
C O G S Y S is developed by collaboration of 35 industrial companies, including many of 
the UK's blue chip organisations. In 1990, Cogsys Ltd was established to provide 
practical applications of real-time expert systems and other advanced software technology 
and continue development work. Avesta Sheffield is using C O G S Y S for a number of 
applications at its stainless melting and continuous casting plant in Sheffield, which has a 
capacity of 450,000 tons per annum. These applications are quality predictions of a 
continuous casting product, computer assisted steel-making and efficiency of bag filter 
plant 
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3.2.6 Discussion of the Applications of Expert Systems in the Industry 
Expert systems have been applied from iron-making, steel-making to steel rolling. The 
common characters of the applications can be summarised in the following aspects: 
(1) Availability of knowledge. The crucial pre-condition of setting up an expert system 
is the availability of the practical knowledge. For some cases in the iron and steel 
industry, it is quite difficult to judge whether the practical knowledge is good 
enough to set up an effective expert system because most process control systems 
in the industry are highly automatic systems which give the control personnel few 
chances to develop their practical knowledge. As a result the most expert systems 
are used for diagnosis, maintenance and consulting systems where the practical 
knowledge dominates. It is believed that the knowledge acquisition is the most 
important and difficult work for developing an expert system. 
(2) Formalisation of knowledge. The most expert systems use production rules as the 
format of knowledge, because they are easy to be expressed, understood, and 
used. There are other formats of knowledge used in the industry for the special 
purposes, such as tabular form, network and problem tree. Some expert systems 
combine fuzzy logic and neural networks with rule-bases to overcome the 
disadvantages of the traditional rule-base systems, such as low speed of learning, 
low accuracy of knowledge expression, long time of knowledge acquisition, etc. 
(3) Running system. Although some developing tools of expert systems are reported 
in the industry, it is still difficult to find a suitable commercial package to set up an 
application. Therefore most researchers develop their own programs which usually 
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involve a relative long time for development and are less reliable than commercial 
packages. 
(4) Implementation. The main problem for the implementation is the compatibility to 
the existing system. Usually the application systems in the iron and steel industry 
are multi-million-dollar-production systems. The implementation has to guarantee 
the normal production of the system. Therefore, the extensive off-line running of 
the expert systems is necessary before on-line applications. It is also necessary to 
set up a turn-key system which can switch the existing system to the expert system 
and vice versa. 
3.3 APPLICATIONS OF ARTIFICIAL NEURAL NETWORKS IN IRON 
AND STEEL INDUSTRY 
Iron and steel industry is the new area of the applications for artificial neural networks 
(ANN). They have been introduced into this area within this decade. The main 
applications of A N N so far in the iron and steel industry include diagnosis, pattern 
recognition and process control. 
3.3.1 Application of ANN for Diagnosis 
A K Ray [49] developed a neural network expert system for mechanical equipment fault 
diagnosis in an integrated steel industry. The objective of this work is to automate the 
diagnostic process by an artificial intelligence approach. This approach is characterised 
as a neural network expert system. It is different from traditional rule-based expert 
systems. A neural network consists of a collection of interconnected nodes. Each node 
has an activation value and each interconnecting link has a numerical weight. The 
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network can be trained by giving training examples. Learning here is the generation of 
optimal weights. The resulting weight matrix serves as the knowledge base of the 
system. A hybrid approach has been employed for inference, comprising forward 
chaining and backward chaining. These two processes continue as long as required by 
the satisfying criteria. The system has a powerful explanation facility. 
Y. Miyoshi [50] used a neural network and an adaptive filter to detect the abnormal 
cutting condition in a strip conditioning line. These abnormal conditions include tool 
flank wear, tool fracture and chatter vibration, and they are continuously monitored 
during a cutting operation. The effectiveness of this system is verified by using 
acceleration signals recorded during turning operations. A n auto-regressive model is 
fitted to an acceleration signal by applying an adaptive filter and then the auto-regressive 
parameters are recognised by using a neural network. A n auto-regressive model in front 
of the neural network makes the neural network compact and a learning convergence 
faster. Acceleration signals are recorded during the turning operation of medium carbon 
steel (JIS: S45C) with a piezoelectric sensor mounted at the top of a tool holder. As 
results of simulations on a computer using the actual acceleration signals, which 
correspond to tool flank wear, tool fracture, chatter vibration, useful detection of 
abnormal conditions are achieved and the effectiveness of the method is confirmed. 
Nippon Steel applied the neural network systems for break-out prediction in the 
continuous casting process [51]. In the continuous casting process, break-outs are 
serious problems that force long operation shutdowns and large production losses. A 
break-out prediction system was developed through the application of the neural network 
technology that has made remarkable progress in recent years. The break-out 
phenomenon in the continuous caster mould was analysed in detail, and on the basis of 
the analytical results and simulation test results, a network architecture best suited for 
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break-out recognition was devised. Off-line tests confirmed that the performance of this 
system in predicting break-outs is better than that of the conventional systems. W h e n 
tested on-line at Yawata No. 3 steel-making plant, the neural network system predicted 
break-outs with nearly 1 0 0 % accuracy. 
A. B. Bulsari et al [52] implemented a fuzzy expert system for continuous steel casting 
diagnostics in an artificial neural network. Developing an expert system is often time 
consuming even after knowledge acquisition. Artificial neural networks offer an 
advantageous alternative to coding such knowledge in an expert system shell or writing a 
program for it Earlier work illustrated the feasibility of using a feed-forward neural 
network for knowledge storage and inference, like an expert system, for predicting 
operational problems in continuous steel casting. The inputs to the network were in 
terms of truth values, information about an incoming ladle of steel, and the output was 
about its suitability for successful continuous casting, giving an indication on whether 
problems would be encountered in the beginning and/or at the end of the casting. Sixty 
six rules generated by inductive learning from hypothetical cases were put into the 
productive network consisting of 12 inputs, 82 nodes in the hidden layer and 2 outputs. 
3.3.2 Application of ANN for Pattern Recognition 
Kawasaki Steel employed a neural network model for the recognition of characters 
stencilled on continuously cast slabs [53]. The No. 3 continuous caster at Chiba Works 
of Kawasaki Steel employs identification codes that are stencilled on the surface of cast 
slabs. The stencilled characters are occasionally degraded by blurs or spots and may 
become illegible for the operators who handle the slabs. In order to detect such defects in 
the characters and to assure quality of marking, a character recognition system was 
developed using a three-layer neural network model. Characters are extracted from an 
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image by a pattern matching method. After pre-processing, the images of each character 
are provided to the neural network model, which produces a criterion of similarity 
between the character images and standard patterns. A n alarm is given to the operators 
when the quality of a character is judged to be unacceptable by the neural network model. 
The ability to correctly classify the characters is more than 9 9 % , and the system is being 
successfully used to assure the aimed quality of slab marking. 
Hitachi Ltd. has developed an entirely new pattern recognition and control technique to 
recognise spatially distributed wave-form patterns, and to operate multiple final control 
elements for automatic shape control of cold rolling mills [54]. The new technique 
recognises and controls patterns by means of neural networks and fuzzy logic to realise 
fully automatic shape control. The newly developed technique has been applied to 
automatic shape control of a Sendzimir Rolling Mill. Shape control with this type of 
rolling mill is difficult with conventional automatic control systems because of 
complicated rolling phenomena and the difficulty of making a control model. Tests with 
an actual machine proved that the new technique achieves more accurate control than the 
conventional manual operation by skilled operators. The system has been applied at two 
plants and is operating favourably. 
N. Chen et al [55] applied ANN for data processing within the iron and steel industry. 
Pattern recognition and artificial neural network are especially useful to extract the 
information from complicated data set influenced by many factors. Such data set is often 
involved in many important technical problems in the iron and steel industry. Several 
large and medium iron and steel works in China have used these data processing methods 
in recent years with good results. 
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3.3.3 Application of A N N for Process Control 
Neural networks can be used for the thickness control of a steel rolling mill, reported by 
H. D. Sbarbaro et al [56], Controlling the strip thickness of a steel rolling mill provides a 
real-world application of non-linear neural control. Different control structures based on 
neural models of the simulated plant are proposed. The results of the neural controllers, 
applying internal model control and model predictive control, are compared with the 
performance of a conventional PI controller. Exploiting the advantage of non-linear 
modelling technique, all neural approaches increase control accuracy. In this case, the 
combination of a neural model as a feed-forward controller with a feedback controller of 
integral type gives the best results. 
T. Fechner et al [57] applied ANN models as filters for steel rolling. Rolling mill control 
systems which use measurements of the rolling force (gauge control) must compensate 
for eccentricity of the rolls. The proposed neural eccentricity filter provides this 
compensation without any information about the position of the rolls. This application 
requires fast on-line adaptation of the filter due to time-variant behaviour of the process 
which is provided by a recursive least squares learning algorithm. 
The artificial neural network approach for optimisation of lining resistance of basic 
oxygen furnace is proposed by Y. Cai [58]. A group of samples has been collected to 
study. Thirty three samples are divided into two classes, i.e. good samples (class 1) 
providing a furnace life of more than 1000 heats, and bad samples (class 2) meaning a 
furnace life of less than 1000 heats. Analysis of 18 factors influencing furnace life 
shows that the major factors are supplementary filling amount, blowing time, melting 
time, and production rate. In this research, 25 samples are used as learning material, 
while eight samples are used as testing material for the neural network. The factors of 
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major influence are taken as input variables. As a result, the testing rate reaches 100%, 
which indicates that the model trained is reliable. In order to increase the furnace life 
according to the model, the partial derivative value of the output to each feature variable at 
the average point of class-2 samples was calculated. The results show, that when the 
blowing and melting time had to be decreased, both the supplementary filling amount and 
production rate had to be increased. This is quite consistent with the practical experience 
obtained in the plant. In addition, the neural network approach also has a fault-tolerant 
ability, a better prediction and optimisation of speed. 
Artificial neural network programs are being applied to temper rolling, hot strip rolling 
and a cluster mill [59]. The neural network program M E F N E T is used in three 
applications which are the temper rolling force model, hot strip rolling force model and 
cold strip flatness prediction. M E F N E T uses back-propagation learning algorithm. 
Predicted results are within 2-3% of more rigorous calculations for temper rolling and 
within 5 % for the hot strip mill and cluster mill. 
Siemens AG applies ANN for modernising the automation systems in the hot wide strip 
rolling mill at Voest-Alpine Stahl Linz [60]. In November 1992, Siemens A G was 
awarded a contract for the modernisation of the automation systems on the hot strip mill, 
from the roughing mill through to the coiler unit. In the 7-stand finishing shop a shape 
control system and pre-adjustment of the equipment with the aid of neural networks was 
incorporated as a new element into the automation system. A tried and tested changeover 
concept ensured minimum down-times and maximum availability during the conversion 
phase. 
N. F. Portmann et al [61] applied artificial neural networks at the rolling mill automation 
in the Westfalen hot strip mill. The A N N models are combined with classical algorithmic 
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models as an enhancement Such a combination can take different forms depending on 
what role is intended for the A N N within the combined system. One A N N is used for 
rolling force calculation and another for the prediction of rolling temperature. The 
experimental results shows that large improvements in accuracy have been achieved 
through the application of A N N in combination with algorithmic models in the control of 
a hot strip mill. 
3.3.4 Discussion of ANN Applications in the Industry 
Based on the ANN applications reported so far in the industry, the following issues are 
addressed here: 
(1) Type of neural network. The types of the neural networks used so far in the 
industry include Back Propagation network, Modular network, Radial Basis 
Function network, Self-Organising Maps network and Synthesis network. The 
type chosen is related to the object of the A N N application, and in most cases, it is 
based on trial and test This is because the iron and steel industry is a new area for 
A N N applications and there is no universal way yet to choose the type. Some ideas 
about A N N types can come from neural network theory. 
(2) Working environment. An ANN system can be an independent system or a 
combined system with the conventional system. A n independent A N N system is 
usually used for the purposes of diagnosis, maintenance and other non-control 
tasks. A combined system is often used for the process control in the industry 
because the process is normally so complicated that A N N models can only take 
charge a part of the functions in the process control. 
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(3) Training, testing and implementation. A N N is used to set-up the 
relationships between the input variables and the output variables of the application 
system by real data. The basic steps for developing an A N N application include 
training, testing and implementation. In the A N N applications reported so far in the 
industry, it is hard to know the issues related to training and testing, such as sample 
size, over training, number of nodes in hidden layer, learning speed, etc, and most 
researchers use their o w n packages, and trial and error approach for the 
implementations. 
3.4 APPLICATION OF FUZZY LOGIC SYSTEM (FLC) IN IRON AND 
STEEL INDUSTRY 
Fuzzy logic systems have been applied in the iron and steel industry for more than ten 
years. Most of them are being used for process control related to sintering, blast furnace, 
continuous casting, hot strip rolling and cold strip rolling processes. Moreover, fuzzy 
logic systems have also been applied in some other areas such as grade assignment, 
monitoring and maintenance within iron and steel industry. 
3.4.1 Application of Fuzzy Logic System for the Process Control of 
Sintering, Blast Furnace and Continuous Casting 
Iron and steel-making include complex processes for which it is difficult to make precise 
models and which are dependent on skilled operators. The fuzzy set theory makes use of 
operators' heuristic knowledge with the membership function to control the process in 
place of skilled operators. A n on-line fuzzy control system for feeding return fines and 
FeO meter has been developed and put into practice for the sintering process of the 
Fukuyama Works, N K K Corp. [62]. It was used to stabilise sinter qualities and save 
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energy. This system started on August 1986 and the later report [63] showed that as a 
result the deviation of return fines hopper level decreased from 12 to 4 percent/h and the 
amount of return fines decreased by about 2 kg/t of sinter for No. 4 and No. 5 sintering 
plants in Fukuyama Works. 
H. Zhao and M. Ma [64] applied fuzzy set theory in the building up blast furnace 
smelting process models. The Si ( Silicon ) contained in pig iron forecasting model of 
the blast furnace smelting process is built by the fuzzy algorithms. The analysis of the 
practical data had proven that the algorithms were basically correct. 
S. Yoshii [65] developed a heat level control system used in hot stove for blast furnace 
and described its outline and the results of start-up operation on site. A s a practical 
system using fuzzy control, it was put into operation in hot stoves for No. 3 blast furnace 
of China Steel Corporation, obtaining the confirmation that it assists to alleviate the 
operator workload and to improve the heat efficiency of hot stoves. The heat level 
control system utilises the summation of cold blast mixing flow to judge the heat level for 
the present operation condition. The fuzzy controller calculates target waste and the 
temperature at the time of combustion using the summation, and the amount of fuel gas to 
control the target mentioned above. 
Kawasaki Steel has developed a uniform burning control system in the pallet width 
direction of the sintering machine and a set-point control system of hot stove combustion 
by applying fuzzy control [66]. In the fuzzy control system of the sintering machine, 
burning speed in the pallet width direction is controlled by varying filling density using 5-
split sub-gates. The distribution is detected by observing the waste gas temperature with 
thermometers installed in the same direction. It results in the improvement of uniform 
sintering. In the fuzzy control system of the hot stove, combustion gas flow rate and 
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calories are controlled by observing the residual heat value and brick temperature 
distribution of each stove. As a result, brick temperature dispersion has been decreased 
and hot stove thermal efficiency increased. 
The No. 3 blast furnace of Mizushima Works applies artificial intelligence (AI) 
techniques in its plant control system (O. Iida (1992) et al [67]). AI has been applied in 
the blast furnace operation to diagnose the blast furnace condition and control furnace 
heat (a diagnosis type of expert system), to control hot stove heat by fuzzy theory, to plan 
the material hopper arrangement (a planning type of expert system), to control the 
distribution of granulated slag (a control type of expert system in real-time), and to 
control the feed speed of material by fuzzy theory. These functions have greatly 
contributed to a high degree of automation and efficient operation of the furnace. 
N. Kiupel [68-69] used fuzzy logic systems to improve the mould level control for 
continuous casting. From the metallurgical point of view it is necessary to keep the 
mould-level constant, as large variations of the mould-level cause non-homogeneity in the 
product It was shown that in the case of disturbances an improvement on conventional 
control can be achieved by the use of fuzzy logic, since it provides the advantage that 
under normal operating conditions the conventional controller is still in operation, and in 
the case of a disturbance, the fuzzy controller supports the conventional control. 
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3.4.2 Application of Fuzzy Logic System for the Process Control of 
Steel Rolling 
H. Ogai et al [70] proposed a multi-variable control system of rod bar rolling for free 
tension set-up of rod bar rolling by fuzzy inference method. This system consists of two 
parts: dynamic control (automatic gauge control and free tension control) and set-up. A 
set-up method of roll revolution speed for tension rolling is presented. The change of 
some load parameters is detected when each stand finishes rolling, and the roll revolution 
speed in the next bar is acquired by fuzzy inference. The fuzzy inference also adjusts 
control gain based on the stability of the load parameter. 
In order to control hot strip crown and flatness, a paired crossed roll mill was installed in 
No.l Hot Strip Mill in NKK Fukuyama Works [71]. Mathematical models for cross 
angle setting and a new method to set each stand cross angle have been applied to on-line 
process computer system, in order to control strip crown and flatness effectively. 
Mathematical models of strip crown are based on a roll deformation, and accuracy was 
improved. The characteristic of the mill setting model is the application of fuzzy 
membership function. Using the new control system, strip crown can be controlled 
accurately. 
The improvement of accuracy of strip thickness is required urgently these days. But 
generally speaking, it is very difficult to maintain accuracy under the production of small-
lot orders for many different types of products. As one of the positive countermeasures 
to these difficulties, on-line adaptive methods have been developed at Yawata's hot strip 
mill [72]. The main idea is based on improvement of prediction accuracy of rolling 
forces, by means of the forward slip measuring system, in order to estimate coefficient of 
friction and deformation resistance independently. A further correction method has been 
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introduced employing the fuzzy theory which is a dynamic gap control by finding a 
certain relationship between a predicted rolling force and a measured one. Satisfactory 
results were obtained and it was suggested that this approach is applicable for a gauge 
control method under increasingly diversified production style. 
A fuzzy set theory-based shape control system for cold strip mill was reported by A. 
Hasegawa and F. Taki [73]. Nagoya Works of Nippon Steel developed a shape control 
system for its No. 3 cold strip mill since stabilisation of cold-rolled strip shape has 
become an important issue in recent years. The actual shape of strip being rolled is 
detected by a shape-meter and is feedback controlled by work roll bending, screw-down 
levelling, and coolant zone control. The shape control system is characterised by the 
application of fuzzy set theory in improving control accuracy. Its control performance is 
good for complex shapes as well as simple shapes. 
White fuzzy control algorithm and neural networks are also applied for flatness control of 
a cold rolling process [74]. The capability to simulate the skilled operator has been 
required in fields where conventional control theory can not be applied, such as flatness 
control (shape control). A fuzzy control algorithm, which combines the analytical ability 
of a pattern of neural networks with fuzzy theory, which can handle qualitative 
knowledge, has been developed after analysing manual operation methods. The 
satisfactory and stable operation of this control method has been confirmed in 
simulations, with the aim of using it for flatness control in the Sendzimir rolling mill. 
Similarly, J. Y. Jung et al [75-76] also proposed a fuzzy approach to shape control in 
cold rolling of steel strip. Cross-sectional shape control in the cold rolling of thin steel 
strips has been simulated using a fuzzy controller and emulator developed using fuzzy 
theory and neural networks, respectively, based on production data. Irregular cross-
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sectional shapes of cold-rolled thin steel strips were classified into several types based on 
its irregularity, 'edge wave', 'centre buckle', 'W-type', and 'M-type'. For each irregular 
strip shape, fuzzy control rules were developed and applied continuously until the strip 
shape converged to the desired flat shape. To simulate the continuous shape control, the 
fuzzy controller is combined with the emulator which is developed using neural network. 
The developed fuzzy controller and emulator simulate the cold rolling process until the 
irregularities converge to the tolerable range to produce a uniform cross-sectional shape. 
The results from the various simulations demonstrate that the developed fuzzy control 
algorithm works for various types of irregular cross-sectional shapes as well as simple 
shapes. 
In order to improve thickness accuracy and flatness for cold rolling sheets, quality control 
and operating conditions for workers, the process control computers of a tandem cold 
mill at Kakogawa Works were revamped in October, 1991 [77]. At that time, they 
developed a gauge-compensated control for accelerating and decelerating an automatic 
shape control system using a neural network, and a fuzzy inference and operating 
analysis system for collecting high-accuracy data. 
3.4.3 Application of Fuzzy Logic System for Grade Assignment, 
Monitoring, Management and Maintenance 
To optimise the productivity and yield of a modern high-speed continuous casting 
operation, it is desirable to minimise the number of metallurgical grades that have to be 
melted to satisfy a collection of customer orders. This problem has been addressed 
through the development of an expert system for selecting the set of all potential grades 
for each order and an optimal selection algorithm for determining the actual grades that 
would be required to produce all orders. As a further refinement, a fuzzy formulation 
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with a membership function based on the likelihood of a grade meeting the customer's 
specifications without difficulty has been added [78-79]. This enables the plate mill to 
trade off minimising the number of grades used against maximising the likelihood that the 
customer specifications will be met without difficulty. These concepts are currently being 
integrated into an existing production planning and control system. 
M. Fuss [80] proposed a fuzzy-based automatic inspection of mandrel bars. In the 
manufacturing of seamless tubes in a rolling process mandrel bars are used to produce 
thick-walled tube blanks. The quality of the surface inside of the tube blanks and the 
seamless tubes strongly depends on the surface area of the applied mandrel bar. U p to 
now the surface quality is inspected manually. Through automatic inspection the surface 
area can be continuously observed and therefore defects can be recognised and corrected 
in early stages. A method of solution for an inspection system, which is based on the 
application of fuzzy logic, has been developed. This method determines and reports the 
quality of the mandrel bars surface area. So the mandrel bars can be termed as 'smooth', 
'good' and 'rough'. 
T. H. Piironen et al [81] applied fuzzy set theory for design considerations of a metal 
strip surface inspection system. A s automatic surface inspection systems evolve for 
metal surfaces, factors affecting defect detection need to be identified and addressed. At 
Rautaruukki N e w Technology a system based on a special illumination unit and a C C D -
line scan camera has been developed. The Smartvis system uses a novel image 
compression technique and an adaptive defect detection method in digital image 
processing. It also features a high performance defect classification method including 
knowledge extraction techniques and fuzzy set theory based algorithms. The 
improvement of man-machine inter-actively has been one of the major goals in the 
development In this paper, the factors affecting the decisions made in the system design 
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are discussed. Experiences from system applications for steel strip process lines are 
presented. 
W. Slany [82] proposed a fuzzy expert system for maintenance interval prediction. 
During short-term scheduling in a steel plant, one problem is to know beforehand how 
long equipment will be useable and when it will have to be maintained. The present 
system answers this question in a continuous caster in order to inform another system 
that schedules short-term production. It uses fuzzy inference rules to process input data 
and to compute the life-expectancy of the part. The system performs better than humans 
in predicting the life-expectancy since it considers more types of influence and reasons 
with up-to-date information. For these reasons, the final schedule matches reality closer, 
avoiding vast raw materials and production delays as well as increasing qualities. Both 
systems are developed in a joint project between the Austria Industries Holding and the 
Christian Doppter Laboratory for Expert Systems. 
W. Limbeck and H. P. Lipp [83] developed a fuzzy concept for the operative planning. 
Short-term planning changes in job processing as well as equipment trouble and planned 
repairs require operative control decisions in the steel plant, which should not affect the 
process stability and guarantee the on-schedule production of various high-quality steel 
grades as well as high utilisation of the plant capacity. A fuzzy control system, which 
develops operative production plans to match to the actual process state, assists the 
forward planner in the operative control of the steel plant. The planning and control 
system uses a function model of the steel plant process for the formation of its decisions, 
in which all the production phases of the melts are described as time variable operations 
with fuzzy conditions in the structure of a fuzzy network. 
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3.4.4 Discussion of F L S Applications in the Industry 
The key points of FLS applications in the industry can be summarised as: 
(1) Relationships between FLS and ANN as well as ES. The fuzzy set theory can be 
used to express the heuristic knowledge more accurately by the membership 
function and the fuzzy rules. Therefore in most cases of ES applications, FLS is an 
advantageous alternative to ES. O n the other side, F L S can also develop the 
membership functions and the fuzzy rules from the data , instead of the heuristic 
knowledge, by combining the learning ability of A N N (fuzzy-neural system). 
(2) Problems related to the FLS applications. There is no unanimous way to set-up the 
FLS structure which includes the number of fuzzy sets for input and output 
variables, the shape of membership functions, the number of fuzzy rules, the form 
of fuzzy rules, the algorithm for fuzzy reasoning, etc. 
3.5 SUMMARY 
Applications of expert systems in iron and steel industry have covered the following 
areas: the operational control for blast furnaces, continuous casters and rolling mills; the 
automatic control for tube rolling, coil transferred systems, reheat furnaces and annealing 
lines; the diagnosis and die maintenance for continuous slab casters, hot strip mills, cold 
strip mills and billet castings; scheduling for steel-making processes, continuous casters, 
seamless steel tube plants, material planning for hot strip mills and material design for 
steel pipes; the management and consulting for steel-making plants, steel mills and the 
billet conditioning line. Some professional tools specialised for iron and steel industry 
are also developed. 
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Artificial neural networks have found various applications in the iron and steel industry. 
These applications include: diagnosis for strip conditioning lines and continuous casting; 
pattern recognition for continuous slab casting, Sendzimir rolling mills and data 
processing for large and medium steel works; process control for thickness control of a 
steel rolling mill, filters for steel rolling, basic oxygen furnaces, temper rolling, hot strip 
rolling and cold rolling. 
Applications of fuzzy logic systems in the iron and steel industry are been reported in the 
following aspects: process control of sintering, blast furnace, continuous casting, hot 
strip rolling and cold strip rolling; grade assignment, monitoring, management and 
maintenance for continuous casting, seamless tube mill, strip process lines and integrated 
steel plants. 
In the area of quality controls at hot strip mills, a few of AI applications are reported in 
the literature. These applications include neural networks for the thickness control, 
rolling force models, shape control and prediction of the rolling temperature, fuzzy logic 
systems for the shape control, flatness control and the head-end strip thickness control. 
It is obvious that the width control and many other quality controls remain untouched by 
AI applications. The research in this thesis aims to introduce some new ideas in this area. 
Through the survey of AI applications in the iron and steel industry, the authors find the 
main reasons for different researchers to use different models of ES, A N N and FLS. 
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Expert systems are based on heuristic knowledge which need relatively more time to be 
extracted from domain experts. Expert systems usually have good explanation functions 
which give users clear ideas about how the systems make the optimum decisions. 
Fuzzy logic systems are similar to expert systems in that they require experts to specify 
rules which define a system's operation. Unlike expert systems, however, they are able 
to generalise. In situations where an expert system fails to produce any response, a fuzzy 
logic device will usually output a reasonable control signal. 
Artificial neural network development has proven to be more time and cost effective than 
expert system development in many applications. Neural networks do not require any 
explicit rules. They are often able to find hidden relationships in data. But a neural 
network is referred to as a "Black-box", which is hard to explain how the decision 
originated. 
Recently, more and more hybrid applications use combined systems which include 
neural-expert systems, fuzzy-expert systems and fuzzy-neural systems. Actually, the 
suitable AI system for an application is based on the available resources which include 
financial budget, time limit, manpower, heuristic knowledge, data, developing tool, 
running package, etc. 
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CHAPTER 4 
NEURAL NETWORKS 
FOR MODELLING AND PREDICTION 
OF BAR-TO-BAR WIDTH AND IN-BAR WIDTH 
4.1 INTRODUCTION 
As shown in chapter 2, the bar-to-bar width control is a sub-system of the width control 
system at the roughing mill of a hot strip mill. A conventional model for the bar-to-bar 
width control is a regression model which suffers low speed of convergence and low 
accuracy of predictions. The results of this kind of performance causes more width 
deviation for the final products which may not satisfy the increasingly tighter 
specifications required for domestic and overseas markets. The in-bar width control is 
also a sub-system of the width control system. The current in-bar width model only 
takes into account the entry width as the only input variable for the feed-forward 
control. Actually the in-bar width variation is related not only to the entry width, but 
also to other process variables such as rolling temperature, edger roll gap, inter-stand 
tension and rolling force. The result of the control with the current in-bar width model 
also lead to a high level of width deviation within the bars. 
According to the literature survey in chapter 3, neural networks have been applied in 
increasing numbers of applications in the iron and steel industry. It is believed that 
neural networks provide an advantageous alternative system for modelling and 
prediction of the problems which traditionally are based on regression models. The key 
advantage of the neural network models is the high accuracy of the prediction, and the 
ability to take into account non-linear and unknown factors. 
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In this research, neural networks are first introduced to the bar-to-bar width prediction 
and the in-bar width prediction. Here Back-Propagation (BP) networks and Radial 
Basis Function (RBF) networks are used for the bar-to-bar width modelling, and BP 
networks for the in-bar width models. The choice of N N type is based on N N theory, 
available resources, the function of the application system and the comparison among 
the performances of the different models. Statistical tests are also applied here for a 
comparison between the neural network models and the regression models. This 
application is aimed to increase the control accuracy of the bar-to-bar and in-bar width 
prediction, and to reduce the width deviation of the final products. The application 
includes the structure selections of the neural networks, suitable training and testing 
methods, factor analysis for the importance of each variable and practical 
implementation schedules. 
4.2 MODELLING FOR THE BAR-TO-BAR WIDTH BY THE BP NETWORKS 
4.2.1 The Bar-to-Bar Width Control 
As shown in chapter 2, the bar-to-bar width control is a sub-system of the width control 
system at a roughing mill. This system is used to control the mean width of the rolling 
bars for each pass of rolling at a roughing mill. According to the metal rolling theory 
[84], key related process variables are listed below : 
Input Entry Width, Entry Thickness, Edger Reduction 
Rolling Temperature, Rougher Reduction 
Output Exit Width 
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The control model is first used to set up the relationships between the inputs and the 
outputs. It is then used to predict the exit width by the input variables of the incoming 
bar. If there is a difference between the predicted width with the aimed width, and this 
difference is larger than the required accuracy for width control, the Edger Reduction 
can be adjusted adaptively by the model to match the accuracy demand. Once the 
suitable value of the Edger Reduction is found, this reduction value is fed to the edger 
roll gap control system to achieve the aimed width. So that the first function of the 
model is to set up the relationship between the Exit Width and the rolling parameters of 
the incoming bars. The second function is to adaptively adjust Edger Reduction to find 
the optimal value of the reduction for the aimed width. 
The conventional bar-to-bar width models are mainly based on statistical models. The 
following models are examples used in a hot strip mill [119]. 
Exit Width from a Pass = Entry Width into that Pass + RM Spread (4.1) 
RM Spread = (1+ Dog-bone Adaptor)(Dog-bone Recovery Model) 
+ (1+ Horizontal Adaptor)(Horizontal Spread Model) 
+ Pass Adaptor + Class Adaptor + Fast Adaptor (4.2) 
where 
Dog-bone Recovery Model = *l(Edger Reduction)-'(Entry Thickness)83 
(Entry Width)84 
Horizontal Spread Model = ^Rougher Reduction)"2 
v (Entry Thickness)"3 (Entry Width)b4 v ; 
where al-a4 and bl-b4 are constants which are decided by regression; all adaptors can 
be updated on-line by the error between the predicted width and the measured width. 
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AJUL Architecture of the B P Network 
The proposed neural network (NN) is a three-layer Back-Propagation network, as 
shown in Figure 4.1. There are full connections between layer 1 to layer 2 and layer 2 
to layer 3. All neurones in all layers have the same structure shown in Figure 4.2, 
where ai() is the output function and fi() is the input function. Layer 1 is the input 
layer in which each neuron just passes the input to the next layer. This function can be 
expressed by (4.5) and (4.6). 
Figure 4.1 A neural network model for bar-to-bar width 
Figure 4.2 The basic structure of a neuron in the network 
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/?() = *, (4.5) 
«!() = //() = *, (4.6) 
where Jtj is ith input variable, f) (), a]Q are respectively the input and output functions 
of ith neuron in layer 1. Layer 2 is the hidden layer in which the functions of neurones 
are expressed by (4.7) and (4.8). 
fH) = yt^i+bias*wk (4.7) 
a]() = (ef' - e~ff) / (eff + e~ff) k = 2, 3. (4.8) 
where k=2 means layer 2, w* connection weight between layer 1 and layer 2, wk 
connection weight for bias, uk input, i ith neuron in layer 1, j jth neuron in layer 2. As 
shown in Figure 4.1, each neuron in layer 2 and layer 3 has a connection to bias. It is 
used to reduce the training time. Layer 3 is the output layer where the function of 
neurones is the same as that of layer 2, which is also expressed by (4.7) and (4.8) using 
k = 3. This is a feed-forward network, no recurrence exists. Layer 1 has 5 nodes which 
represent Entry Width, Entry Thickness, Edger Reduction, Rolling Temperature and 
Rougher Reduction. Layer 2 has 20 nodes for hidden nodes. Layer 3 has one node 
which represents Exit Width. Further discussion of B P N N can be found in chapter 8. 
4.23 Data Preparation 
The first purpose of data preparation is to arrange the training and testing samples by 
the grades of the rolling bars and by the rolling passes. As shown in section 4.2.1, the 
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conventional bar-to-bar width model uses the class adaptor and the pass adaptor to take 
into account the effects of the grade and rolling passes. Here in the neural network 
models, the different models are used for the different grades and the different passes. 
This arrangement of models is expected to reduce the prediction error of the models. A 
generalised model accurate for all grades and all passes is the goal for future work. 
Another function of the data preparation is to normalise the sample data to the range 
[-0.9, 0.9], as this data range is the optimal range of the transfer function for neural 
network models. Usually the scale of process variables are quite different. Some of 
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Figure 4.3 Bar-to-Bar Entry Width (Pass 1) 
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Figure 4.5 Bar-to-Bar Edger Reduction (Pass 1) 
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Figure 4.7 Bar-to-Bar Rougher Reduction (Pass 1) 
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4.2.4 Off-line Training and Testing 
Before the NN model is used on-line for adaptive control, it has to be trained off-line by 
the historical data to reduce the adaptive time. The objective of training is to adjust the 
weights in the NN so that the application of a set of inputs to the NN can produce the 
desired outputs. Some training algorithms are proposed here. 
The error function is expressed by (4.9), where y; is the desired output, yt is the 
network output, i is the order of the output. 
£ = iX(y,-y,)2 (4.9) 
60 
Chapter 4 Neural Networks for Bar-to-bar and In-bar Width 
For the normal back-propagation learning algorithm [85], the rules for adjusting 
weights are shown by (4.10) and (4.11). 
, dE 
dwi} 
w*(f + l) = wJ(f) + Aw{ (4.11) 
where f] is the learning rate, Awk weight change, w,*(0 weight before learning, 
w*(f + l) weight after learning. For the network of Figure 4.1, the formulae for 
updating the weights are expressed by the chain rule as following: 
r i _dE__dE_dal^l=dEd^_^l 
***** dwl'dafdft'dwl ft'tf'dwl 
= -(yi-m-0 + af)(l.0-af)u
3
j 
= 53aj (4.12a) 




3 *- 3 2 
a, =y„ Uj=aj 
Layer 2: 
dE_^dE_ dal%ldu]_ %) 
dw\ da] dff ' du) ' df)dw. 
= 8fwl(l.0 + a2)(\.0-a2)u2 
= Sfal=82x; (4.13a) i ~~t ~> 
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where S2 = <5>3(1.0 + a,2)(1.0-a2) (4.13b) 
u?=a]=xi 
One hundred and sixty sample bars data were collected from the roughing mill at BHP 
Steel SPPD (Class A0 6 ) , while 100 samples are used for the training and 60 samples 
are used for the testing. Only the forward passes, such as, pass 1, 3, 5 are considered 
for the N N models because only the forward passes are used to control the bar-to-bar 
width by the edger reduction while no edger reductions are conducted in the reverse 
passes. 
The neural network package Professional II/Plus by NEURALWARE [125] was used 
here for training and testing. With this package, users can build up structures for 
several neural networks. The well trained networks can be deployed to C-language 
programs which can be implemented in any C environment 
The results of the training by the normal BP method are shown in Figure 4.9 to Figure 
4.12 for pass 1, 3, 5 and pass 7. The relative testing results can be seen in Figure 4.13 
to Figure 4.16. 
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Figure 4.10 Training result of pass 3 
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Figure 4.12 Training result of pass 7 
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Figure 4.14 Testing result of pass 3 
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Figure 4.16 Testing result of pass 7 
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In these figures, there is some discrepancy between the observed (measured) width and 
the predicted width both in the training results and the testing results. For example, in 
Figure 4.11, the apparent discrepancy exists from bar number 65 to 70. The possible 
reasons for this phenomenon include the noise in the data and the limit of BPNN. At 
this stage, it is difficult to delete noise from the data because the data itself has a 
random nature determined by the rolling practice. The Radial Basis Function network, 
another type of neural network, has also been used to predict bar-to-bar width in a later 
section. 
The fitness of BPNN models can be described by the statistical index : R-square which 







T7\2 ^ = X(*-50 (4.16) 
where yi is the observed value, yt the predicted value, y mean of yi. The resulting R-
square for all forward passes are shown in Table 4.1 which indicates that both N N 
training and testing models can achieve a high level fitness of modelling, and the 
difference of the fitness between training and testing is not significant. 
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Table 4.2 Comparison between actual and N N predicted results 
Source 
Current 


































Table 4.2 shows the real scale results of the B P N N models and the corresponding 
results of the current system. The mean and standard deviation (STD) errors represent 
the difference between the predicted width and the measured width. The actual results 
of the current regression model is achieved by an adaptive system. The drop off in 
performance against the regression model for the later passes 5 & 7 means that B P N N 
also needs an adaptive system, and the other N N technique such as R B F N has been 
used for all forward passes including pass 5 & 7 in the later part of this chapter (page 
83). The R B F N results are better than the current model. 
The t-test is used to check the significance of means between the BPNN and the 
measured results. 
Test of significance for means (t-test): 
Case 1: Null Hypothesis 1: \i (aimed-observed) = 0 
Alternative Hypothesis 1: [i (aimed-observed) * 0 
Level of Significance: a = 0.05 
Criterion: Reject the null hypothesis 1 if t > 1.96 or t < -1.96 
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where x is mean, a is standard deviation, n is sample size (here n = 160) 
.*. Null hypothesis 1 is rejected for all passes, indicating there is a significant 
difference between aimed width and observed (measured) width. 
Case 2: Null Hypothesis 2: [i (BPNN predicted-observed) = 0 
Alternative Hypothesis 2: \i (BPNN predicted-observed) * 0 
Level of Significance: a = 0.05 











where n = 60 
.-. Null hypothesis 2 is accepted for all passes, indicating that the predicted 
values are very close to the observed (measured) values, and there is no 
significant difference between them. 
4.2.5 On-line Training and Adaptation 
After the off-line training, the NN can be used for on-line adaptive control, as shown in 
Figure 4.17. Some variables among input variables such as R E Roll Gap are chosen as 
they are readily controlled by the control system. That means when a set of inputs (or 
set-up) is presented to the well trained neural network, it will produce a set of outputs. 
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If the difference between the N N output and the target output (E) is higher than the 
requested precision (e), the controllable variables can be adjusted until the demand is 
met. This process is represented by the left-up loop in Figure 4.17. The final result of 
this adaptive modelling can be sent to the control system for implementation. After the 
control, the observed result usually has some difference to the predicted one. If this 
difference can not meet the error requested, the neural network has to be re-trained. At 
this stage, the training is only based on a set of input variables which are the same as 
the off-line training and the output variable, and it takes much less time than the off-line 
training. W h e n the retraining is finished, the N N is ready for the next round of 
adaptation. The method for re-training can be the same as that for the off-line training. 
N e w data for the same batch and grade were used for re-training, which can guarantee 
that the model represents the actual situation. The detail discussion of convergence and 



























Figure 4.17 On-line adaptation and training of B P N N 
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4.2.6 Factor Analysis 
Although the neural networks have the reputation of being " Black Box", they still 
have a means to show the factorial relationships between input variables and output 
variables. For example, the Professional-II package has a function called "Explain". 
"Explain" is used to indicate which of the inputs has the most effect on the outputs. 
"Explain" allows you to dither or jog the input values (from Recall) by plus or minus a 
percentage of the Input Network Range value, and then view how much the outputs 
changed as a percentage of the input change. Figure 4.18 to Figure 4.21 show these 
information for pass 1, pass 3, pass 5 and pass 7 of the BPNN models by recalling 160 
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Figure 4.18 Sensitivity of exit width by dithering input variables (pass 1) 
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Figure 4.20 Sensitivity of exit width by dithering input variables (pass 5) 
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Figure 4.21 Sensitivity of exit width by dithering input variables (pass 7) 
From Figure 4.18 to Figure 4.20 shows that Entry Width and Edger Reduction are 
significant for Exit Width in pass 1, pass 3 and pass 5. While in pass 7, only Entry 
Width is significant for Exit Width. This is due to the fact that usually small Edger 
Reduction is used in the final pass (pass 7). Therefore, Edger Reduction in pass 7 is not 
so significant as in pass 1, pass 3 and pass 5. The results in Figure 4.18 to Figure 4.21 
also indicate that Entry Thickness, Rougher Reduction and Rolling Temperature are not 
significant for Exit Width in all these passes excepted pass 5. W h y Rougher Reduction 
and Rolling Temperature are relatively significant in pass 5 is not clear at this stage. 
The comparison of the results by the dithering process to N N (Fig. 4.18 to 4.21) and the 
regression model (Fig 4.44 to Fig 4.47) show similar identifications of the significant 
factors. 
73 
Chapter 4 Neural Networks for Bar-to-bar and In-bar Width 
4.2.7 Speed of Learning and Global Minimisation 
In order to increase the speed of learning or training, the bias is used for the neurones in 
the output layer and the hidden layer (see (4.7)). The effectiveness of the bias on the 
speed is significant (see Figure 4.22). This result is achieved by 100 bars sample data 
of pass 3. 
Figure 4.22 Training time and bias 
The other way to reduce the training time is to add a term of momentum in the weight 
updating formula (4.10) as shown in (4.17). 
AwJ(* + l) = - r j J ^ + a[Aw*(r)] (4.17) 
where a is the momentum coefficient, Awf (f) the current weight change, Aw,*(f+ 1), 
the next weight change. The relationship between a and the time of the training is 
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shown in Figure 4.23 (100 bars sample data, pass 3). This result confirms that the use 
of momentum in the weight updating process can speed up the training process. 
Figure 4.23 Training time and momentum 
The disadvantage of BP network is the local minimum. In order to avoid local 
minimum, the combined Back-propagation/Cauchy training [85] can be applied here. 
For this algorithm, equation (4.17) becomes (4.18) as shown in the following: 
r)E ,, 
AwkAt + l) = - 7 i — T + a[Aw
k(t)] + x(t + l) 
(4.18) 
x(f + l) = p{r(r)tan[P(*(r))]} (4.19) 
P(x(t)) = T(t)/[T(t)2+x(t)2) (4.20) 
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T(t) = T0/(l + t) (4.21) 
where T(t), To : artificial temperature; x(t+l), x(t): the weight change by Cauchy 
method; p : Cauchy learning rate. The result of the method is shown in Figure 4.24. 
This figure indicates that there is a critical artificial temperature above which the 
training R M S (Root Mean Square) error can be reduced significantly. More discussion 
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Figure 4.24 Training error and the artificial temperature 
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4.3 MODELLING FOR BAR-TO-BAR WIDTH BY THE RADIAL BASIS 
FUNCTION NETWORKS 
4.3.1 Architecture 
Radial Basis Function Networks (RBFN) are general purpose networks which can be 
used for a variety of problems including system modelling, prediction and 
classification. A R B F N in most general term is a network which has an internal 
representation of hidden processing elements (pattern units) which are radially 
symmetric as shown in Figure 4.25. For a pattern unit to be radially symmetric, it has 
the following three constituents: (1) a centre, which is defined by a vector in the input 
space, and which is typically stored in the weight vector from the input layer to the 
pattern unit; (2) a distance measure, to determine how far an input vector is from the 
centre. Typically, this is the standard Euclidean distance measure; (3) a transfer 
function, which is a function of a single variable, and which determines the output of 
the process element by mapping the output of the distance function. A common 
function is a Gaussian function which outputs stronger values when the distance is 
small. In other words, the output of a pattern unit is a function of only the distance 
between an input vector and the stored centre: 
f(X) = (p(\\X-C\\) (4.22) 
where X is the input vector, C the vector of the stored centre. 
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Pattern Unit K 
Xi X2 • • • Xn Input Layer 
Figure 4.25 A pattern unit in the Radial Basis Function Network 








Figure 4.26 R B F N for bar-to-bar width control 
The architecture of a R B F N is shown in Figure 4.26. It includes three layers. The input 
layer is the external buffer to the X training data. This data is distributed through 
outgoing connections to the neurones in the pattern layer. The connection weights from 
the input layer to the kth neuron in the pattern layer store the centre C k of the kth 
pattern. The neurones in the pattern layer are referred to as "pattern units". The 
summation function for the kth pattern unit calculates the Euclidean distance Ik 
between the input vector and the stored centre C k , which is expressed as: 
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where N is the dimension of input vector. The transfer function in the pattern layer 
transforms the calculated summation values Ik through the exponential transfer 
function (Gaussian transfer function) of expression (4.24): 
^K^) (4.24) 
where ok is the width which can be determined by a nearest neighbour clustering, R is 
the Euclidean norm of X expressed by (4.25). 
R=ixi=Ji>? (4-25) 
i=l 
The summation function of the output layer is the standard weighted sum function and 
the output of this network is the direct result of this summation expressed by (4.26). 
y^Xw^ (4.26) 
i=l 
where wA is the weight as shown in Figure 4.26, m is the dimension of the output 
vector. 
4.3.2 The Methods of Training 
The training of the RBFN includes two phases: (1) Unsupervised Learning: A standard 
or adaptive K-means clustering is used to determine the weights cta ;Nearest neighbour 
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heuristic to determine width crk; (2) Supervised Learning: BP method is used to update 
the weights between the pattern layer and the output layer. 
The standard K-means clustering algorithm assumes that all training vectors are 
accessible to the algorithm. Let the set of training vectors for the input layer be: 
{X(t):/ = l,...,Ar,} (4.27) 
X') = (Xt'\...X)) (4-28) 
where t is the iterative step, Nt is the maximum step. 
The aim of K-means clustering is to find a set of K cluster centres: 
Ci,...,Ck (4.29) 
where Ck = (Cki,..., Ckn) (4.30) 
such that the sum of the squares of the distances between each training vector X(0 and 
its closest cluster centre, is a local minimum. More formally, let m be the function 
defining cluster membership: 
m(t) = k <=» Ck is closest cluster centre to X(l) (4.31) 
The K-means algorithm then proceeds as follows: 
Initialisation Step: 
1. Start with a random set of centres Ci,..., Ck 
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Iterative Steps: 
1. Form the membership function m(t) 
2. Create a new set of cluster centres by setting Ck to the average position of all 
training vectors with membership value k. 
3. Terminate after a fixed number of iterations or when the membership function 
m no longer changes. 
The adaptive K-means algorithm requires no storage of past training examples and is 
essentially competitive Kohonen type learning [118]: 
Initialisation Step: 
1. Start with a random set of centres Ci,..., Ck 
Iterative Steps: 
1. Read the next input vector Xu) 
2. Modify only the closest cluster centre Ck as follows: 
Cj~"> = CT> + am(x
{,) - C<oW)) (4.32) 
where aM is a learning rate which decreases as t increases. 
3. Terminate after a fixed number of iterations or when the learning rate has 
decayed to zero 
Once the cluster centres have been established, the next phase in training a pattern unit, 
is to determine the width ak of the transfer function. This can be done using the 
nearest neighbour clustering. Given a cluster centre Ck, let kt, ..., kP be the indices of 
the P nearest neighbouring cluster centres. Then the width of the transfer function is set 
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to the root mean square distance of the given cluster centre to the P nearest neighbour 
cluster centres: 
Notice that no desired output is used to train the pattern units. The hidden layer 
representation is achieved solely by self-organisation, with no mapping information 
present. When this self-organising phase is complete, the output layer can be trained 
using the standard delta rule learning which adaptively minimise Mean Square error: 
where a^ is the desired output vector for X(r) and F(r) is the actual output. 
UJ RBFN Application to Bar-to-Bar Width Control 
The input variables of the RBFN for the bar-to-bar width control include Entry 
Thickness, Exit Thickness, Entry Width, Rolling Temperature, Edger Roll Gap and 
Aimed Width. The output is Exit Width Deviation (Exit Width - Aimed Width). Four 
hundred and fifty (bars) sample data (A06) from B H P Steel SPPD H S M are used for 
the training, and another two hundred and forty (bars) sample data are used for the 
testing. Detail discussion about sample size can be found in chapter 8. The results of 
the testing are listed in Table 4.3, where the mean and standard error of the current 
model represent the difference between the measured width and the predicted width 
while those errors for the N N models represent the difference between the N N predicted 
width and the measured width. The current model here represents the model currently 
used at B H P Steel SPPD H S M . The detail of this model is described in section 4.2.1. 
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It is clear from the testing results that R B F N network is more suitable than the BP 
network for the bar-to-bar width modelling. This is because that R B F N can match the 
nature of the data more closely than BPNN. The data for the bar-to-bar width model 
are distributed by class, pass and schedules. Each schedule is actually a centre of the 
data. According to [125], the R B F N trains faster than the BP networks, and this point 
is confirmed in the process of B P N N and R B F N constructions. 
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In the following paragraph, t-test and F-test are used to check the significance of means 
and standard deviations between the R B F N model and the current model. 
Test of significance for means (t-test): 
Case 1: Null Hypothesis 1: \i 03.BFN predicted-observed) = 0 
Alternative Hypothesis 1: \i (RBFN predicted-observed) * 0 
Level of Significance: a = 0.05 










where x is mean, a is standard deviation, n is sample size (here n = 240) 
.*. Null hypothesis 1 is accepted for all passes, indicating there is no significant 
difference between R B F N predicted width and observed (measured) width. 
Case 2: Null Hypothesis 2: p. (Current predicted-observed) = 0 
Alternative Hypothesis 2: p (Current predicted-observed) * 0 
Level of Significance: a = 0.05 











where n = 240 
.*. Null hypothesis 2 is rejected for all passes except pass 5, indicating that the 
current predicted values have significant difference from the observed 
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(measured) values. Only in pass 5, the difference is not significant. 
Test of significance for standard deviation (F-test): 
Null Hypothesis 3: 0 1 = 0 2 
where 01 = standard deviation of the difference between current predicted and 
measured value; 02 = standard deviation of the difference between R B F N 
predicted values and measured values. 
Alternative Hypothesis: ol * o2 
Level of Significance: a = 0.05 











.*. Null hypothesis 3 is accepted for all passes except pass 1, indicating that 
there is no significant difference between the two standard deviations, but in pass 1, the 
two STDs are significantly different. 
The above t-test and F-test indicate that the RBFN models can achieve better mean 
results than the current model for pass 1, pass 3 and pass 7, and better S T D result for 
pass 1. For the mean of pass 5 and the S T D of pass 3, pass 5 and pass 7, the R B F N 
model has no significant difference from the current model. 
The RBFN models can be used for the adaptive control of the bar-to-bar width and 
receive on-line training by the same way as the B P N N models, as shown in Figure 4.17. 
Different sample sizes (up to 900 bars for training and 450 bars for testing) are used for 
the training and the testing of the R B F N models, and the results show no significant 
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difference with those in table 4.3 (450 bar for training, 240 bars for testing). More 
discussion about sample sizes can be found in chapter 8. 
The RBFN models are used from pass to pass and grade to grade, which is expected to 
achieve high accuracy of the prediction. Although it is possible to develop a 
generalised model which is suitable for all passes and even for all grades, it does not 
have much meaning for the rolling practice. There is a limited number of grades for a 
hot strip mill. For a modernised computer system with high capacity for the quality 
control of a hot strip mill, it makes not much difference to run and store one single 
universal N N model or one with multi-parallel N N models. 
Results of the current system at BHP Steel SPPD HSM and the RBFN model are 
achieved without adaptation system. It is expected that the R B F N models with 
adaptation will achieve better results than those in Table 4.3, as shown in section 4.2.1. 
These results also demonstrate that the R B F N models can more closely represent the 
physical relationships between the key rolling process variables and the mean exit 
width for the bar to bar situation. They are alternate ways to the current system for 
improving width prediction and control. 
4.4 MODELLING FOR IN-BAR WIDTH BY BP NETWORKS 
4.4.1 In-Bar Width Control 
At the roughing mill, a rolling bar (or slab) has three sections: head, body and tail to 
control. Usually the first one to two meters of a bar is called the head. The final one to 
two meters of a bar is called the tail. The rest of the bar is called the body. Normally, 
the in-bar width control includes the head & tail width control and the in-bar-body 
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width control. Because the head & tail width control is related to another control 
system discussed in chapter 5, here the in-bar width control only means the in-bar-body 
width control. The in-bar width control is aimed to reduce the width deviation within a 
bar for forward passes. Currently, this is achieved by a feed-forward control system. 
This system takes the edger rolling force or roll gap as the control variable to 
compensate for the width change at the entry side of the edgers (see Figure 4.27). 
According to the theory of metal rolling [84], the width spread includes two parts. One 
part is the dog-bone recovery, and the other part is the width spread of the thickness 
reduction as shown in section 4.2.1. The idea of the feed-forward control is to use the 
change of the edger roll gap or the edger rolling force to increase the edger reduction 
where the width is too wide, and to decrease the edger reduction where the width is too 
narrow. After the horizontal rolling, this change of the edger reduction can reduce the 
width change by the dog-bone recovery. But the current in-bar width control system 
faces some problems which affect its performance. 
Bar length 
Figure 4.27 Feed-forward gap and in-bar width 
One problem is called " bad tracking". As shown in Figure 4.27, the trace of edger gap 
is symmetric to the trace of the entry width by the X line for good feed-forward control. 
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The entry width values come from the readings of the width gauges at both sides of the 
roughing mill, as shown in Figure 2.2. The width readings are recorded at fixed time 
interval while the feed-forward control needs the width values related to the length 
positions along the bar. So the time interval has to be converted to length interval. But 
the speed of rolling bars is not constant, and there is some extent of slip between rolling 
bars and rolls. All these factors further complicate the tracking process. The tracking 
system includes a metal detecting system which is used to detect the head and tail 
signals for recording the bars, and a distance integrating system for calculating the 
length interval. Because of the tension change between the edger and the rougher, and 
because of the slip change between the rolls and the bars, the converted length by 
tracking system are often mismatched with the real width change along the bars. That 
results in "bad tracking", and leads to the poor performance of the feed-forward control. 
The feed-forward system uses the edger roll gap or the edger roll force to compensate 
only the change of the entry width for achieving good in-bar width after the edger 
rolling and the rougher rolling. But actually other process variables may also contribute 
to the in-bar width change at the exit side, such as rolling temperature, rougher rolling 
force, inter-stand tension, et al. These cause other problems for the feed-forward 
control. 
The proposed neural network model for in-bar width control has two tasks. One is to 
clarify which process variables are significant for the width change. Another task is to 
set up a multi-variable model which includes the entry width to predict the exit width 
change more precisely. 
If the NN model can represent the physical relationship between the in-bar width and 
the other rolling process variables more closely than the current model, this model has 
89 
Chapter 4 Neural Networks for Bar-to-bar and In-bar Width 
the potential to be further implemented as a full control model for enhancing the in-bar 
width control. 
4»42 Architecture 
The BP neural network is used here for the in-bar width control. It is a three layer 
network (see Figure 4.28). The first layer is the input layer which has twelve neurones 
representing twelve process variables. These variables are: 
RE-RR Tension RE Speed 
R R Bottom Motor Current R R Top Motor Current 
R R Force Operator Side R R Force Drive Side 
R E Motor Current R M Width Deviation (RF) 
R R Bottom Motor Speed R E Roll Gap Deviation 
R E Pressure R R Exit Temperature (RF) 
where R R means the Roughing Mill Rougher, R E Roughing Mill Edger, R F reheat 
furnace side. 
The second layer is the hidden layer which has ten neurones. The neurones in the 
hidden layer have full connections to the input layer and the output layer, and have the 
standard function as shown in the section 4.2.2 of this chapter. The third layer is the 
output layer which has one neuron representing the exit width. This neuron is also a 
standard neuron. In order to increase the speed of learning, the bias unit is connected to 
the neurones in the hidden layer and the output layer. 
There are some suggestions for choosing the number of nodes in the hidden layer from 
neural network theory [127]. But the basic process for choosing the number is based on 
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the method of trial and error. One can try different numbers of the hidden nodes at 
early stage, and then chose the suitable number based on the performance of the N N 
and the speed request of the N N model, because the large number of hidden nodes 
reduces the speed of training, testing and running in the application environment. More 
detail discussion about the architecture of B P N N is shown in chapter 8. 
Figure 4.28 BP neural network for in-bar width 
4.4.3 Data Preparation 
The data used here is recorded from the on-line data logging system of the roughing 
mill of H S M , SPPD B H P Steel. All data for thirteen variables have been synchronised 
by the length of the bars, since the different sensors for each variable are set in different 
places throughout the rolling production line (see Figure 2.1), and have different signal 
times to record the readings. Hence the thirteen variables are correlated by the head of 
recordings. Another step of data preparation is to normalise the original data to the 
range which is suitable for neural networks. Some of data are shown in Figure 4.29 to 
Figure 4.34 
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Figure 4.30 RR Bottom Motor Current and RR Force Operator Side (Pass 1) 
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Figure 4.32 R M Width Deviation (RF) and RR Exit Temperature (Pass 1) 
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Figure 4.34 RE Pressure and R M Width Deviation (CB) (Pass 1) 
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4.4.4 Off-line Training and Testing 
The same scheme as used in section 4.2.4 is applied here for training and testing. Pass 
1 is chosen as the example for other passes. The training is based on three bars data and 
the testing on two bars. The numbers of points are shown in Figure 4.35 and Figure 
4.36. The purpose of training and testing is to use the well trained N N to represent the 
physical relationships between the key process variables as shown in section 4.4.2 and 
the in-bar exit width. Based on the relationships, the N N can be used for feed-forward 
control to reduce in-bar width deviation. 
The results of the training and the testing are shown in Figure 4.35 and Figure 4.36. 
The mean and standard deviation of the difference between the predicted values and the 
observed values are 0.0267 and 0.7479 respectively for the training results; 0.0765 and 
1.1251 for the testing results. The t-test for the mean value (t = 0.171 (testing) < llto.osll 
=1.96) indicates that the predicted values are very close to the observed values. 
The same method as used in section 4.2.6 is applied here to check the sensitivity of the 
process variables to the in-bar width deviation (see Figure 4.37). Figure 4.37 shows 
that not only Entry Width (RM Width Deviation (RF)) and R E Roll Gap Deviation, but 
also other rolling process variables such as RE-RR Tension, R R Force Drive Side, R R 
Force Operator Side, R E Motor Current and R E Pressure are all sensitive to the exit in-
bar width. 
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Figure 4.36 Testing result of the N N for pass 1 in-bar width 
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1 RE-RR Tension 
2 R E Speed 
3 R R Top Motor Current 
4 R R Bottom Motor Current 
5 R R Force Operator Side 
6 R R Force Drive Side 
7 R E Motor Current 
8 R M Width Deviation(RF) 
9 R R Exit Temperature 
10 R R Bottom Motor Speed 
11 R E Roll Gap Deviation 
12 R E Pressure 
1 2 3 4 5 6 7 8 9 10 11 12 
Figure 4.37 Output change by dithering input 5% (left column) and 
20% (right column) in the NN for pass 1 in-bar width 
It is very difficult for a feed-forward system to take into account up to 12 input 
variables for controlling the in-bar width deviation. It is necessary to reduce the 
number of input variables to make the feed-forward NN control more possible. 
Actually, according to the rolling practice knowledge, some rolling process variables 
are highly correlative, such as RR Force Operator Side with RR Force Drive Side, RE 
Motor Current, RE Pressure with RE Roll Gap Deviation. Therefore the input variables 
of the in-bar width NN model can be reduced to these four variables by considering the 
significant factors in Figure 4.37: 
RR-RE Tension R R Force Drive Side 
RM Width Deviation (RF) RE Roll Gap Deviation 
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where R R - R E Tension (No.l) is related to R R Bottom Motor Speed (No. 10); R R Force 
Drive Side (No.6) is related to R R Top Motor Current (No.3), R R Bottom Motor 
Current (No. 4) and R R Force Operator Side (No.5); R E Roll Gap Deviation (No. 11) is 
related to R E Motor Current (No.7) and R E Pressure (No. 12). 
A similar NN structure as Figure 4.28 is used for this model. The results of training 
and testing as well as dithering are shown in Figure 4.38 to Figure 4.40. The mean and 
standard deviation of the difference between the predicted values and the observed 
values are 0.0967 and 1.9479 respectively for the training results; 0.0825 and 1.3251 
for the testing results. The t-test for the mean values (t = 0.271 (testing) < llto.osll =1-96) 
indicates that there is no significant difference between the predicted values and the 
observed values. 
By comparing Figure 4.36 (the mean error is 0.0765) with Figure 4.39 (the mean error 
is 0.0825), it indicates that the four-input N N model does not reduce the fitness of the 
model significantly. Figure 4.40 also confirms that R R - R E Tension and R R Force 
Drive Side have significant influence to the in-bar width deviation. But the current 
feed-forward control system cannot take into account these two process variables. One 
alternative is to use the expert system. There are some possible operation and 
maintenance problems behind the variation of R R - R E Tension and R R Force Drive 
Side, such as poor reading, bad tracking, uneven descaling, etc. The expert system can 
address these problems effectively. The detail discussion about this aspect is shown in 
chapter 7. 









10 20 30 40 
Number of Bar 
f 
50 





Number of Bar 
Figure 4.39 Testing result of the four-input N N for pass 1 in-bar width 
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1 RE-RR Tension 
2 R R Force Drive Side 
3 R M Width Deviation(RF) 
4 R E Roll Gap Deviation 
Figure 4.40 Output change by dithering input 5 % (left column) and 
2 0 % (right column) in four-input N N for pass 1 in-bar width 
4.5 MODELLING BY STATISTICAL MEANS 
The purpose of the statistical modelling is to identify the difference between the NN 
modelling and the statistical modelling. The process of statistical modelling needs data 
collection and data preparation as that of neural network modelling. The main 
statistical method used here for modelling is multi-variable regression. Normally, 
multi-variable regression has the following steps: 
(1) Selecting the Type of Regression Function 
Multi-variable regression can be done by polynomial, exponential, logistic, 
periodic and other forms of functions. The selection of the function type is 
related to the knowledge about the application and the analysis on the trend of 
data. 
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(2) Selecting the Combination of the Independent Variables 
At this stage, the problems are how many variables and their orders are good 
enough to set up the model. 
(3) Regression Calculation 
This process can be achieved by some programs like SAS. At the beginning, the 
combination of the variables may be relatively large, because the early model 
should include all possible variables and their interactions combinations as well 
as possible Polynomial orders. But eventually it can be decreased by t-test and F-
test 
(4) Residual Analysis 
The purpose of residual analysis is to check the potential for improving the fitness 
of the model. 
4.5.1 Bar-to-bar Modelling by Regression 
According to the knowledge about the bar-to-bar width control and the analysis on the 
trend of the data related to the bar-to-bar width, polynomial form and exponential form 
are chosen as the forms for the multi-regression. 
The basic variables for the regression are the same as that used in section 4.2, they are : 
(Independent Variables) Entry Thickness (Vi), Rougher Reduction (V2), Rolling 
Temperature (V3), Entry Width (V4), Edger Reduction (Vs) and (Dependent Variable) 
Exit Width (V6). 
The polynomial order for the regression is chosen as order three. The final combination 
of the independent variables is decided by Stepwise Regression based on F-test and t-
test. This regression process is achieved by the package SAS and S H A Z A N . Table 4.4 
shows the statistical descriptions of the sample data for pass 1. Table 4.5 is the initial 
result of pass 1 by Stepwise Regression, where S2 = V
2, S4 = V
2
4, S5 = V
2, Dt = V?, 
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A = V2
3, D3 = V
3
3, Rn^Vft, /?13 = V1V3, * 1 4 = W , ^ = 1 ^ , R35 = V3VS, 
^24 = V\VIVA • fiy the t-test ( 9 5 % confident, two-tailed test, a, = 0.5, degree = 150, 
'«,/2 = 1 9 6 0 > rejection region: \t\<fa/2 ), the variables V3, V4, D3, Ri3 are removed, 
and the final result of pass 1 is shown in Table 4.6. 
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Table 4.5 Initial result of the Stepwise Regression for pass 1 
Sample Size: 160 Dependent Variable: V6 Stepwise parameters: FE=1.11, FX=1.00 
R-Square: 0.9883 R-Square Adjusted: 0.9881 
Variance of the estimate-Sigma* *2 :18.954 Standard Error of the Estimate-Sigma: 4.3537 
Sura of Square Error-S SE: 2805.3 Mean of Dependent Variable: 1014.8 
Parameter Estimates 
VARIABLE ESTIMATED S T A N D A R D t-RATIO PARTIAL STANDARDISED 











































2.2685 -4.5387 -0.3495 
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Table 4.6 Final model of pass 1 by polynomial regression 
Sample Size: 160 Dependent Variable: V6 
R-Square: 0.9882 R-Square Adjusted: 0.9881 
Residual Sum: -0.2556E-07 Residual Variance: 19.575 
Sum of Absolute Error: 497.39 R-Square between Observed and Predicted: 0.9882 
Variance of the estimate-Sigma**2:19.575 Standard Error of the Estimate-Sigma: 4.4244 
Sum of Square Error-SSE: 2955.8 Mean of Dependent Variable: 1014.8 
Parameter Estimates 
VARIABLE ESTIMATED STANDARD t-RATIO PARTIAL STANDARDISED 
















1329.8 207.55 6.4073 0.4623 
0.1997E-02 0.6020E-03 3.3163 0.2606 
-13.154 2.0476 -6.4239 -0.4633 
-0.7102E-06 0.3116E-06 -2.2792 -0.1824 
-10.135 2.9089 -3.4853 -0.2729 
0.1151E-01 0.4722E-02 2.4373 0.1946 
0.4357E-02 0.1764E-04 247.03 0.9988 
-0.4790E-01 0.1697E-01 -2.8231 -0.2239 
-0.2957E-02 0.1113E-O2 -2.6575 -0.2114 
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The exponential form for the regression is expressed as 
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V =h Vh' Vbl Vbi Vh* Vbs (4.35) 
where b0, bx, b2, b3, b4, b5 are the regression parameters. The result of the exponential 
regression for pass 1 is shown in Table 4.7. 
The residual analysis is used to check the potential for improving the fitness of the 
regression models. This is achieved by the analysis on the plots of the residual with 
independent variables. Some of them are shown by Figure 4.41 to Figure 4.43. No 
significant trends appear in the residual figures with the independent variables, which 
means it is not necessary to increase the order of these independent variables for 
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Figure 4.41 Regression residual with Entry thickness and Rougher Reduction 
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Figure 4.43 Regression residual with Edger Reduction and Exit Width 
By comparing the performances of the polynomial model with the exponential model 
from Table 4.6 and Table 4.7, it is significant that the polynomial model is better than 
the exponential model. So for pass 3, pass 5 and pass 7, only polynomial models are 
applied. 
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The same methods and the same processes are used for pass 3, pass 5 and pass 7. The 
final resulting models for these passes by the polynomial regression are listed in Table 
4.8, Table 4.9, and Table 4.10. B y comparing the results of the multi-regression with 
the R B F N models (see Table 4.11) and using t-test and F-test, it confirms that the 
R B F N models can achieve better modelling than the multi-regression. 
Table 4.7 Model of pass 1 by the exponential regression (see eq. (4.35)) 
Sample Size: 160 Dependent Variable: V6 
Residual Sum: 7.0580 Residual Variance: 121.36 
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R-Square: 0.9889 R-Square Adjusted: 0.9889 
Residual Sum : -0.4629E-10 Residual Variance : 10.463 
Sum of Absolute Error: 377.46 R-Square between Observed and Predicted: 0.9889 
Variance of the estimate-Sigma**2:10.463 Standard Error of the Estimate-Sigma: 3.2347 
Sum of Square Error-SSE: 1621.8 Mean of Dependent Variable: 1004.5 
Parameter Estimates 
VARIABLE ESTIMATED STANDARD t-RATIO PARTIAL STANDARDISED 









0.9001 0.1797E-01 50.089 0.9705 0.9172 
0.1827E-01 0.1780E-02 10.268 0.6363 0.5677 
-0.1146E-03 0.1154E-04 -9.9259 -0.6234 -0.3618 
-0.1291E-02 0.2002E-03 -6.4484 -0.4599 -0.3726 
0.7415E-03 0.1869E-03 3.9677 0.3036 0.2397 
-0.9969E-04 0.3458E-04 -2.8831 -0.2256 -0.1567 
0.1939E-05 0.2920E-06 6.6392 0.4705 0.7839E-01 
11.046 3.7919 0.2914 0.0000 
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Table 4.9 Final model of pass 5 by polynomial regression 
Sample Size: 160 Dependent Variable: We R-Square: 0.9899 R-Square Adjusted: 0.9898 
Residual Sum: -0.2676E-08 Residual Variance : 1.5264 
Sum of Absolute Error: 140.45 R-Square between Observed and Predicted : 0.9899 
Variance of the estimate-Sigma* *2 :1.5264 Standard Error of the Estimate-Sigma: 1.2355 
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Table 4.10 Final model of pass 7 by polynomial regression 
Sample Size: 160 Dependent Variable: Ve 
R-Square: 0.9897 R-Square Adjusted: 0.9897 
Residual Sum: 0.6815E-08 Residual Variance: 2.9619 
Sum of Absolute Error: 206.60 R-Square between Observed and Predicted: 0.9897 
Variance of the estimate-Sigma**2: 2.9619 Standard Error of the Estimate-Sigma: 1.7210 
Sum of Square Error-SSE: 453.17 Mean of Dependent Variable: 1011.4 
Parameter Estimates 
VARIABLE ESTIMATED STANDARD t-RATIO PARTIAL STANDARDISED 
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Table 4.11 Results of the regression models 
Model 
R B F N 
Regression 
Current 
R B F N 
Regression 
Current 
R B F N 
Regression 
Current 










































4.5.2 Factor Analysis 
Based on the final regression models, the sensitivity of the input variables to the output 
variables can be viewed by changing the input variables individually on two levels (5%, 
20%) to check the change of the output variable (see Figure 4.44 to 4.47). The change 
of the input variables are measured by the percentage of the range of the variables. The 
change of the output is also viewed by the percentage of its range (vertical coordinate in 
Figure 4.44). These results indicate that Entry Width is the most important factor to the 
Exit Width, and this conclusion coincides with that from the N N models. The effect of 
Entry Width on Exit Width is non-linear from 5 % to 2 0 % levels by the regression 
Ill 
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models, which is quite different from that by the N N models. But the linear relation 
from Entry Width to Exit Width by the NN model is closer to the real situation than that 















Figure 4.44 Sensitivity of independent variables to dependent variable (pass 1) 
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Figure 4.46 Sensitivity of independent variables to dependent variable (pass 5) 
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Figure 4.47 Sensitivity of independent variables to dependent variable (pass 7) 
4.6 DISCUSSION AND CONCLUDING REMARKS 
The results from Table 4.1 indicate that BP neural network models for the bar-to-bar 
width can achieve high level fitness of modelling. That means the B P N N models can 
very closely represent the physical relationships between the exit width and the other 
process variables. 
Using bias and momentum in the learning process of B P networks can speed up the 
learning significantly. In order to overcome the local minimum which B P network 
usually faces, Cauchy method can be applied here. A critical artificial temperature 
exists for a normal problem. W h e n the artificial temperature increases beyond this 
critical value, the training R M S error can reduce significantly. 
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Table 4.3 shows the difference between the B P N N models and the R B F N models. 
These results indicate that the R B F N can yield better fitness for modelling and is more 
suitable than the B P N N for the bar-to-bar width modelling. Furthermore, the R B F N 
trains faster than the B P N N . 
The results in Table 4.3 and the statistical test indicate that the RBFN models can 
achieve better mean results than the current model for pass 1, pass 3 and pass 7, and 
better Standard Deviation result for pass 1. For the mean of pass 5 and the Standard 
Deviation of pass 3, pass 5 and pass 7, the R B F N model has no significant difference 
from the current model. 
Actually, the current bar-to-bar width model has two parts as shown in section 4.2.1. 
One part is a regression-based model and another part is an adaptive model which 
includes several adaptors. The results of the N N models are without the adaptation. 
Usually the adaptation will improve the accuracy of the control, and the N N models can 
be used with an adaptation system. This means the N N models get a better chance to 
improve the bar-to-bar width control. 
Different sample sizes (up to 900 bars for training and 450 bars for testing) are used for 
the training and the testing of the R B F N models, and the results show no significant 
difference with those in table 4.3 (450 bar for training, 240 bars for testing). 
Polynomial regression with order three is found to be suitable for the bar-to-bar width 
modelling. But the results (see Table 4.11) are quite poor, comparing to the R B F N 
models. It confirms that the R B F N models are better than the statistical models for the 
bar-to-bar width modelling. The factor analysis both by B P networks and by the 
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regression show that the entry width is the most effective factor for the exit width in the 
bar-to-bar width models. 
In the process of BPNN modelling for the in-bar width of pass 1, it is found that the 
four-input model can replace the twelve-input model for the in-bar width modelling. 
The result in Figure 4.39 shows that the N N model is a good alternative for the feed-
forward control instead of the current one-input feed-forward control system for 
reducing the in-bar width variation. The similar methodology can be extended to other 
passes to set-up N N models for factor analysis and for being alternative to the feed-
forward control. 
The in-bar width modelling by the BP network indicates that RR-RE Tension, RR 
Force, Entry Width and R E Gap are the main factors for the in-bar width deviation. 
The variation of R R - R E Tension and R R Force are related to some operation and 
maintenance problems which can be addressed by the expert system (see chapter 7). 
Further study on BPNN architectures and some problems with BPNN applications can 
be found in chapter 8. 
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CHAPTER 5 
NEURAL NETWORKS FOR 
HEAD & TAIL WIDTH CONTROL 
IN A HOT STRIP MILL 
5.1 INTRODUCTION 
As shown in Figure 2.4, the head & tail width control is one of the sub-systems of the 
width control in a hot strip mill. The problem of the conventional system for the head 
& tail width control is that this system can not judge the incoming shapes of head & tail 
width of the rolling bars, resulting unnecessary or unsuitable head & tail stroking 
causing more crop loss and more width deviation for the final product. According to 
the survey of the sample data collected from a hot roughing mill, more than half of bars 
received unnecessary or unsuitable stroking. 
The conventional head & tail width control main problem is pattern recognition or 
classification, wheres neural networks are good at this area. Gorman and Sejnowski 
[86] have applied back-propagation (BP) networks to classifying sonar targets. The 
trained network performs favourably to the performance by trained human operators on 
the same data and significantly better than a feature based nearest neighbour classifier. 
Glover [87] has produced good results using B P network in machine vision 
applications. H e uses an optical Fourier processor to map video data in real time to a 
32 element feature vector; the elements of this vector represent ring and sector samples 
of the two-dimensional Fourier transform of the original video image. The feature 
vector is then applied to the 32 input elements of a B P network. The results on the test 
data indicate that B P network is a viable alternative to traditional feature, based on 
classification methods, and has a number of potential benefits. 
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Hitachi, Ltd. [88] has developed new pattern recognition and control techniques to 
recognise spatially distributed wave form patterns, and to operate multiple final control 
elements for automatic shape control of cold rolling mills. Conventionally, skilled 
operators recognise and manually control waveform patterns based on sense and 
experience. The new technique recognises and controls patterns by means of neural 
networks and fuzzy logic to realise fully automatic shape control. The result of the 
application to a Sendzimir Rolling Mill proved that the new technique achieves more 
accurate control than the conventional manual operation by skilled operators. Komatsu 
Ltd. and Fujitsu Ltd. [89] have collaborated to study neural-computer applications, and 
built a system to automatically inspect welding defects, which is conventionally 
performed by skilled workers using their own special techniques. The experimental 
results showed that the defect identification rate of the system is nearly the same as that 
achieved by expert engineers. This system enables automatic and consistent defect 
inspection. 
Nippon Steel Corporation [90] developed a break-out forecasting system based on 
multiple neural networks for continuous casting in steel production. A break-out is 
preceded by an abnormal and subtle change in temperature at the wall of the mould. 
Analysis of temperature patterns showed that multiple time and spatial neural networks 
could recognise the characteristics of the break-out. A n off-line simulation showed that 
the forecasting performance of this system was far better than that of the conventional 
system. A n on-line test conducted at a steel-making plant of Nippon Steel Corporation 
indicated that the system could forecast break-out with an accuracy of nearly 100 
percent. Benjamin, et al [91] used and compared B P and A R T II ( Adaptive Resonance 
Theory ) neural networks as classifiers for facility location. The A R T II and B P 
paradigms are used as examples of A N N s (Artificial Neural Network) developed using 
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supervised and unsupervised learning. Their performances are compared with that 
obtained using a linear Multi-Attribute Utility Model ( M A U M ) to classify the 48 states 
in the continental U S A based on location profiles developed from government 
publications. The models are used to classify the U S A states based on their suitability 
for accommodating new manufacturing facilities. For this data set, the B P A N N model 
displayed robust performance and showed better convergence than the M A U M . 
Cheng [92] developed a multi-layer neural network model for detecting changes in the 
process mean. It is used to determine whether a process is behaving as intended or if 
there are some unnatural causes of variation. The performance of the neural network 
was evaluated by estimating the average run lengths using simulation. A n extensive 
comparison shows that the proposed approach has 20-40% faster detection of small 
process changes than the traditional method. It appears to offer a competitive 
alternative to existing control schemes. 
The above successful applications of neural networks encourages us to think about the 
possibility of developing neural networks to recognise the shape of entering head & tail 
width of rolling bars, and based on the knowledge of the skilled operator or engineers, 
they can provide the key parameters for the optimum head & tail width control. 
This research mainly includes the architecture of the BP NN for the head & tail width 
control, the knowledge base for the relationships between the basic shapes of incoming 
bars and the key parameters of the stroking system, the training and the testing of the 
B P N N and the General Regression N N ( G R N N ) for the head & tail width control. 
Actually, there are many kinds of neural networks which are used for pattern 
recognition or classification, such as Adaline/Madaline N N , Adaptive Resonance 
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Theory NN, Bi-Directional Associative Memory NN, Modular NN, Probabilistic NN, 
Cascade Correlation NN, etc. Some of them are mainly used for bi-state pattern 
recognition, which are not suitable for the head & tail width control. Among the others 
which can be used for multi-state pattern recognition, B P N N and G R N N are relatively 
easy for training, testing and real time application, which is an important priority for the 
head & tail width control. The other reason for choosing B P N N and G R N N here is the 
availability of the package of the NNs. 
5.2 HEAD & TAIL WIDTH CONTROL 
As shown in Figure 2.1, a hot strip mill mainly includes Reheat Furnaces, Roughing 
Mills, Finishing Mills and Down Coilers. Head & tail width control is used in 
Roughing Mills. A roughing mill usually consists of an edger mill and a rougher mill 
as shown in Figure 2.2. The edger is used to narrow the bar width and the rougher is 
used to reduce the thickness of rolling bars. The bar rolling process at a reverse 
roughing mill normally includes several passes. For the forward passes, bars are 
narrowed by the edger and then thinned by the rougher. In the backward passes, 
usually no edger rolling is conducted by the edger. The edger rolling not only reduces 
the size in the bar width direction, but also creates "dog bone' in the thickness direction, 
as shown in Figure 2.3. 
Therefore the final width after a forward pass is related to the "dog bone" recovery and 
the width spread caused by the reduction of the thickness. "Fish tail" is a common 
defect of bars at roughing mills. A conventional edger rolling increases or keeps the 
length of "fish tail", as shown in Figure 5.1. "Fish tail" has to be cut off by the crop-
shear before the transferring bar enters the finishing mill. Therefore longer "fish tail" 
causes more crop loss. 
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trace of edger roll edger d o g b o n e horizontal mill fishtail 
before edging after edging after horizontal pass 
Figure 5.1 Head rolling without stroking 
trace of edger roll 
V / \ / V _ / 
before edging 





after edging after horizontal pass 
Figure 5.2 Head rolling with stroking 
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Figure 5.3 Trace of stroking 
In order to reduce the "fish tail", the gap between edger rolls gradually opens at the tails 
or closes at the heads to produce a wider bar at the head and tail end as shown in Figure 
5.2. This bar widening offsets the narrowing of the bar caused by the formation of fish 
tails during edging and a subsequent horizontal pass by the rougher. This gap control 
system is called head & tail stroking system. 
Actually, the performance of the stroking system relies on the original shapes of head & 
tail and the trace of the edger rolls. As shown in Figure 5.3, the trace of the edger rolls 
is described mainly by an amplitude (A), length (L) and a trace shape which is usually 
fixed to be a cubic root function of the length ( V T ). This trace should match the 
original shape. For example, if the incoming bar has no original fish tail, the stroking 
with the trace in Figure 5.3 will produce bad results. 
Figure 5.4 and Figure 5.5 provide practical examples of unnecessary stroking by the 
current stroking system of a roughing mill. Entry Width in Figure 5.4 shows that the 
incoming bar has no "fish-tail", which is defined in Figure 5.1, before pass 3. But R E 
Roll Gap in Figure 5.4 indicates that the control system still uses the head stroking 
which is about 10 m m of amplitude and 1000 m m of length for the head of the bar. The 
result of this head stroking, which is represented by Exit Width, indicates that the width 
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shape of the head is not better than the shape before stroking. In other words, this 
stroking is unnecessary. A similar conclusion can arises for the tail stroking situation in 
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Figure 5.4 Unnecessary head stroking (pass 3) 
In this situation, even turning off the stroking system can result in a good performance. 
Unfortunately, in a conventional head & tail stroking system, only the operators can 
change the values of A and L, or turning off the stroking system, based on their 
monitors and knowledge about the stroking during a rolling process, and it is 
impossible for operators to often adjust A & L values manually for bar to bar even 
though the original shapes of the head & tail of incoming bars show significant 
difference. But operators and engineers do have some knowledge about the 
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relationships between the original shapes of the head & tail and a suitable trace of the 
stroking. 
The proposed neural networks based on the knowledge discussed above, aim to 
automatically monitor the entry shape of head & tail width, and then provide suitable A 
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Figure 5.5 Unnecessary tail stroking (pass 3) 
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5.3 BP NEURAL NETWORK FOR THE HEAD & TAIL WIDTH CONTROL 
5.3.1 Architecture 
Figure 5.6 shows the BP network for the head & tail width control. This network has a 
total of three layers, with twenty nodes at layer one as input nodes which represent the 
width value for the first one and half metres from the bar ends. Layer three is the 
output layer. The nodes in layer three represent the features of the input head & tail 
width shape, these features are defined in the next section. Layer two is the hidden 
layer which has full connections both to layer one and to layer three. The number of 
nodes in the hidden layer is set to be 15, based on the test and trial method for the 
performances of different numbers such as 5, 10, 15, 20, 25, 30, This network 
consists of the units which have some finite fan-in of connections represented by 
weight values from other units and fan-out of connections to other units (see Figure 
5.7). Associated with the fan-in of a unit is an integration function which serves to 
combine information, activation, and evidence from other nodes. This function 
provides the net input for this node; 
net-input = f|c(u|c,u^--,u^;w|c.,w^.,---,w^.) (5.1) 
where the superscript indicates the layer number, subscript indicates the node number. 
This notation will be also used in the following equations. A second action of each 
node is to output an activation value as a function of its net-input, 
net - output = Ok=ak(fk) (5.2) 
where ak( ) denotes the activation function. 
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Figure 5.6 B P neural network for head & tail width control 
Figure 5.7 A node of the network 
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For example (in a standard form), 
*/\_£„,k„k „-A „k,~ 1 f ( ) = I w u and a*(f) = — ^ — (5.3) 
1 i=i J J l + e 
where k is layer number, j is node number and p is the number of the nodes which are 
connected to jth node in k layer. For the proposed network, the functions of the nodes 
in each layer are described as following: 
Layer 1 : The nodes in this layer just transmit input values to the next layer directly. 
That is 
f ^ u 1 and a ^ f 1 (5.4) 
ii ii v ' 
Layer 2 : The nodes in this layer perform matching between input width shapes and 
output features. That is 
f2 = f w 2 u 2 and a2 = l—— (5.5) 
j _. y i j f2 
l + e" j 
where j indicates the node number of the hidden layer. 
Layer 3 : The node function in this output layer is similar to layer 2. That is 
f3 = I w 3 u3 and a3 = l-^ (5.6) 
J"x l + e" " 
where q represents the node number in this layer. 
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The weight values in all layers are decided by learning. Learning can be classified as 
un-supervised learning, supervised learning and reinforcement learning. The idea of 
Back-Propagation [93] [94] is used in supervised learning. The goal of the learning is 
to minimise the error function: 
E = 0.5(y(t)-y(t))2 (5.7) 
where y(t) is the desired output, and y(t) is the current output. For each training data 
set, starting at the input nodes, a forward pass is used to compute the activity levels of 
all the nodes in the network. Then starting at the output nodes, a backward pass is used 
to compute dEI dy for all the hidden nodes. Assuming that w k is the adjustable 
parameter in a node, the general learning rule used is : 
Awk oc -M- (5.8) 
dw k 
IJ 




where 77 is the learning rate, and 
M. = M.KK. (5.10) 
dwk 3ak dfk dwk 
ij 1 1 ij 
To show the learning rule, the computations of -^- from layer to layer are shown as 
3 w k 
y 
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Note:y,=a3, $b- = a3(1.0 - a\) 
#. 
Layer2- _d^=dE^l<K^L (5 12) 
Layer2- dwl #j #J AiJ dfj a*; {5A2) 
= -(y(t)j - y;(OK
3ao - a»,2(i.o - a))u2 
da2 
Note: u2=a2, ~ j - = a2(1.0-a2). 
In order to decrease the training time, bias can be added to the node input, eq. (5.5) and 





3 + (bias)w3 (5.14) 
i=l 
where w2, w3 are bias weight. Another way to accelerate the training process is to add 
a term of momentum to eq. (5.9), as shown in eq. (4.17) in chapter 4. Also, the 
combined Back-Propagation/Cauchy training [85] can be applied here to avoid the local 
minimum, as shown in (4.18-4.21) in chapter 4. More discussion about BPNN 
architectures is shown in chapter 8. 
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5.3.2 Knowledge Base for Training Patterns and Data Preparation 
The knowledge base is used to correlate the original head & tail width shape of the 
incoming bar with a suitable amplitude (A) and length (L) of the stroking trace for this 
bar. It is consisted of the knowledge of skilled operators and engineers. This 
relationship also includes the necessity of edger roll stroking. Therefore the knowledge 
base includes two aspects of the knowledge. One aspect is about the stroking necessity. 
The other aspect is about the shapes of the original head & tail width, which is 
controlled by the A and L values . 
The twenty nodes in the layer one of the network in Figure 5.6 represent twenty 
normalised width at the first one and half metres from the ends of bars. The formula 
used to normalise is expressed as : 
W0-W 
0.2W ^ = - ^ + 1 (5.15) 
where W n is normalised width, W o observed width, W body mean width provided by 
the mill set up schedule. The purpose of the data normalisation is to make the neural 
network more suitable for all rolling passes, schedules and steel grades. Another reason 
for the normalisation is to change the real scale data range to the range [-0.9, 0.9] 
which is the optimum range for neural networks. The format and the parameters in 
(5.15) are based on these considerations and the real scale data range extracted from the 
data of a hot strip mill. 
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The nodes in the output layer represent the features for stroking. The relationship 
between these features and the values of the stroking amplitude and length are defined 
as : 
A = F A o (5.16) 
L = H L o (5.17) 
where Ao, Lo are basic amplitude and length determined by the mill set up schedule, Al, 
Li the real value of the amplitude and length used for stroking, F = [0,1], amplitude 
factor, one of the output features of the neural network; H = [0,1], length factor, another 
output features of the network. The third output feature (N) of the network is used to 
show the necessity of stroking. Its value is also from zero to one, and the current rule 
is: 
IF N> 0.60, THEN conclude that stroking is necessary (5.18) 
The criterion value in this rule can be adjusted according to the expert's knowledge. 
The lower value of the criterion is regarded as a more conservative control strategy for 
the head & tail width control. 
Based on the definitions above, the original shapes of head & tail width can be 
represented by 20 points normalised widths, and these shapes can be converted to the 
features N, F and H by the knowledge base, as shown in Figure 5.8. Figure 5.9 shows 
some examples of original shapes with the features decided by the knowledge base 
which is consisted of some production rules. These rules are based on operator's 
knowledge, engineer's knowledge, rolling practice and rolling theory. For example, the 
operators can trim the values of stroking amplitude and length according to the result of 
the head stroking by their practice knowledge. 
In rolling practice, the bars have different head & tail width shapes. No bar has exactly 
the same width shape as another one. But all these individual shapes can be classified 
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by a finite number of the shapes which are called the basic shapes by the knowledge 
base. Some basic shapes are shown in Figure 5.10. The horizontal coordinate 
represents the position along the first one and half metres starting from the ends of bars. 
The vertical coordinate represents the normalised width for these one and half metres of 
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Figure 5.9 Original shapes of head width 
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Figure 5.10 Basic shapes of head & tail width 
5.3.3 Training and Testing 
Training is based on the basic shapes and their relative feature values of the stroking 
parameters according to the expert's knowledge. So far 45 basic shapes are extracted 
from the real shapes for training. As shown in Figure 5.11, the 20 point widths of each 
basic shape are fed into the input side of the neural network and the feature values of 
the same basic shape are fed into the output side of the network to set up the parameters 
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of the network by the training process. Instead of the original shapes, using basic 
shapes for training can achieve high representative neural networks by a relatively short 
training process. Some training results are shown in Figure 5.12, where the desired 
output features are decided by the knowledge base, and the predicted output features are 
the training outputs of the network. 
The training results indicate that the correction rate between the desired N and the 
predicted N (for stroking necessity) is 100%, under the consideration of the rule (5.18), 
and the root mean square error (RMS) between the desired F and the predicted F 
(amplitude factor) is 0.01, within the shapes for which N > 0.6; RMS for H (length 
factor) is also 0.01. These results confirm that the proposed neural network can 
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Figure 5.11 Neural network training 
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Figure 5.12 Training result for head & tail neural network 
Testing is used to determine how closely does the neural network represent the 
knowledge base. Figure 5.13 shows the testing method. Samples data of original 
shapes of eighty bars are collected from the roughing mill of a hot strip mill. These 
shapes are fed into the trained neural network, and the neural network outputs the 
relative features (stroking factors N, F, H) for these shapes. On the other hand, the 
same original shapes are assessed by the knowledge base which then assigns another set 
of features for the shapes. 
The testing results are from the comparison of these two sets of features N, F & H. 
Some testing results are shown in Figure 5.14, where the desired results are from the 
knowledge base, the predicted results are from the neural network. These results 
indicate that the correction rate from desired N to predicted N (stroking necessity) 
based on the rule (5.18) is 100%; within the shapes for which N > 0.6 (which means 
that the stroking is necessary), the RMS error from desired F to predicted F (amplitude 
factor) is 0.03, and that of H (length factor) is 0.02. These results also indicate that the 
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Figure 5.13 Neural network testing 
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Figure 5.14. Testing result for head & tail neural network 
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The construction, training and testing of the neural network are achieved via the neural 
network package Professional II/PLUS developed by NeuralWare, Inc. 1993. 
5.3.4 Real Time Application to Head & Tail Width Control 
Well trained network can be converted to C language program functions which are 
executable for Programmable Logic Controller (PLC) or other control systems. The 
working environment for the neural network system is shown in Figure 5.15. This 
system has been integrated into the G2 expert system (Gensym Corporation) which can 
be used on-line for width monitoring and control. The detail about this relationship is 







A = FAo 






Figure 5.15 Actual application of the network 
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5.4 GENERAL REGRESSION NEURAL NETWORK FOR HEAD & TAIL 
PROBLEM 
General Regression Neural Network (GRNN) is a general purpose network paradigm 
proposed by Donald Specht [951 of the Lockheed Palo Alto Research Laboratory. It is 
primarily used for system modelling and prediction. A GRNN is proposed here for the 
head & tail width control modelling (see Figure 5.16). 







Xl(Wl) X2(W2) X20(W20) 
Figure 5.16 GRNN network for head & tail control 
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The network of Figure 5.16 has four layers. The input layer is the external buffer to the 
X training data. This data is distributed through outgoing connections to the nodes in 
the pattern layer. The connection weights from the input layer to the kth node in the 
pattern layer store the centre G{k) of the k,h Gaussian kernel 
- D 2 
kth Gaussian kernel = exp(—*-) (5.19) 
where a is the width parameter, Dk is the Euclidean distance between a vector random 
variable Z and training sample input G w , defined as 
D,=||Z-Gw|| = JX(z i-G[
k>) 2 (5.20) 
where N is the dimension of the inputs space; in other words, the number of input 
nodes of the network. The nodes in the pattern layer are referred to as "pattern units". 
The summation function for the kth pattern unit calculates the Euclidean distance Dk 
between the input vector and the stored centre G{k) . The transfer function in the 
pattern layer transforms the calculated summation values Dk through the exponential 
transfer function of expression (5.19). If the output is a vector variable Y, then each 
component Yj of Y can be estimated by 
Dl 
X[Af>exp(--^)] 
U*>=W. ^r~ i = 1> -. M* (5-21) 
£[ifexp(-^)] 
where M g is the dimension of the output space. The B
(k) coefficients of eq. (5.21) are 
encoded into the connection weights from the pattern layer to the first node in the 
summation/division layer. The A)k) coefficients of eq. (5.21) are encoded into the 
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connection weights from the pattern layer to the remaining nodes in the 
summation/division layer. The summation function of the summation/division layer is 
the standard weighted summation function. Because the A{k) and B(k) coefficients are 
encoded into the weights, the summation function calculates the denominator of 
eq.(5.21) for the first node, and for each value of j, it calculates the numerator of eq. 
(5.21) for the (j+l)th nodes. The output function in the summation/division layer 
divides the summation value of a given node by the summation value of the first node, 
thus implementing eq. (5.21). N o external output is generated for the first node. All 
but the first node in the summation/division layer have fixed unit connections to 
corresponding nodes in the output layer. The output layer is the external buffer which 
outputs the estimated conditional means given in eq. (5.21) and receives desired output 
information during learning. 
The same knowledge base, training and testing data as used in BP network are applied 
here. Training is conducted by the basic shapes as shown in Figure 5.11. Some 
training results are listed in Table 5.1, where Ni, Ft, Hi are the desired outputs of the 
network, and N2, F2, H 2 are relative training outputs. These training results show that 
the correction rate of Ni to N 2 (for stroking necessity) is 100%, under the consideration 
of the rule (5.18), and the R M S error between Fi and F2 (amplitude factor) is 0.006, and 
that of Hi to H 2 (length factor) is 0.006, for the shapes where Ni > 0.6. 
Testing is conducted by the original shapes as shown in Figure 5.13. Some testing 
results are listed in Table 5.2, where NNi, FFi, HHi represent the desired output 
features of the network according to the expert's knowledge, and N N 2 , FF2, H H 2 are 
actual outputs of the network. This table indicates that the correction rate of NNi to 
NN2 (for stroking necessity) is 100%, under the consideration of the rule (5.18), and the 
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R M S error between FFi and FF2 (amplitude factor) is 0.07, and that of HHi to H H 2 
(length factor) is 0.05, for the shapes where NNi > 0.6. 
By comparing the results between Figure 5.12 (N 100, F 0.01, H 0.01 for BPNN 
training) with Table 5.1 (N 100, F 0.006, H 0.006 for GRNN training) and Figure 5.14 
(N 100, F 0.03, H 0.02 for BPNN testing) with Table 5.2 (N 100, F 0.07, H 0.05 for 
GRNN testing), it is observed that the GRNN network does not achieve a better result 
of accuracy than that of the BP network. These results indicate that BP networks can 
provide a more general model than GRNN networks, and this is one of the reasons why 
BP network is the most widely used neural network in applications. 
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5.5 DISCUSSION AND CONCLUDING REMARKS 
The methodology for setting up the neural network model of the head & tail width 
control can be summarised as the following steps: 
(1) Knowledge acquisition and knowledge base building up. The knowledge mainly 
includes the relationships between the original width shapes of incoming bars 
and the key parameters of the stroking system. Based on the amplitude and the 
length of "fish tail" with incoming bars, the knowledge base can recommend 
suitable values of stroking amplitude and stroking length for the bars. Moreover, 
the knowledge is used to classify the original width shapes to a limited number 
of basic shapes for training. 
(2) Neural network setting up. The NN setting up usually includes the choice of NN 
type and NN structure. BPNN and GRNN are chosen here, based on the nature 
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of the head & tail width control and the availability of the package. The 
commercial package Professional II/PLUS developed by NeuralWare Inc. is 
used here for N N construction, training and testing. The structure of a B P N N 
mainly includes the number of layers, the numbers of nodes in each layer, the 
type of transferring functions, the type of learning rules, bias, training and testing 
schedules, etc.. The choice of a structure, such as the number of nodes in a 
hidden layer, is based on the performance of the network obtained by trial and 
error. Similarly, the structure of a G R N N can be decided via Professional 
H/PLUS. 
(3) Neural network training and testing. The training is conducted by the basic 
shapes via the package. Forty-five basic shapes are developed so far by the 
expert's knowledge. These basic shapes are extracted from the original shapes of 
eighty bars from a hot strip mill. It is realised that forty-five basic shapes are not 
enough to represent the whole features of the original shapes for the rolling of a 
roughing mill. Further data acquisition is necessary, but it is quite expensive 
because of the intervention to the normal rolling production. The testing is 
achieved by the original shapes. Eighty bars are used for the testing, and the 
results are shown in Figure 5.14 and Table 5.2. These results confirm that the 
neural networks can represent the knowledge base with high accuracy. More 
study on the training and the testing of B P N N can be found in chapter 8. 
(4) Real time application. Well trained networks can be deployed to C language 
programs by Professional II/PLUS. The programs can be compiled later and 
combined with some other functions such as data processing, to form an 
executive program which can run in a suitable environment such as PLC, G 2 
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etc.. The time for running this program is less than one second, and it is quick 
enough for the real time application of the roughing mill at a hot strip mill. 
This research confirms that the performance of head & tail width control systems are 
related to the original shapes of incoming bars and the key parameters of the stroking 
system. The original shapes can be classified as a finite number of basic shapes which 
are defined by expert knowledge. The relationships between the basic shapes and the 
key parameters of the stroking system are also based on the knowledge base. 
Instead of the original head & tail width shapes, the BPNN and GRNN can be trained 
by the basic shapes to achieve high representative neural network in a relatively short 
time. The well trained neural networks are tested by the real shapes. 
The results of Figure 5.12, Figure 5.14, Table 5.1 and Table 5.2 indicate that the neural 
networks have the ability to integrate the practical knowledge of the head & tail width 
control into the distributed weights in the neural networks. 
These networks can automatically convert the shapes of the original head & tail width 
of incoming bars to the suitable parameter values of the stroking system for the optimal 
head & tail width control. 
According to a survey of a hot strip mill, more than half of bars at the roughing mill 
received unnecessary or unsuitable head & tail edger roll stroking, which can result in 
more crop loss. The neural networks however can guarantee more than 90 % of the 
bars receiving suitable stroking, which indicates that the neural network system for 
head & tail width stroking has the potential to improve the performance of the head & 
tail width control significantly. 
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CHAPTER 6 
A HYBRID LEARNING ALGORITHM FOR 
FUZZY LOGIC CONTROLLER AND ITS 
APPLICATION FOR 
BAR-TO-BAR WIDTH CONTROL 
6.1 INTRODUCTION 
Learning is a very important issue for fuzzy logic controllers (FLC). It can be classified 
as supervised learning, unsupervised learning and reinforcement learning. The source 
of learning can be domain experts or experience. The most interesting and active aspect 
of learning, nowadays, is perhaps the supervised learning by experience (or data) [96]. 
The research effort and their applications in this area even introduces a new branch of 
Artificial Intelligence (AI) fuzzy-neural system. 
Neural networks are trained through supervised learning to act as membership functions 
for phonemes or syllables in acoustic cue detection [97], and fuzzy logic is applied on 
the output of neural networks for speech recognition. Lin and Lee proposed a general 
neural network model for fuzzy logic control and decision systems [98]. Such fuzzy 
control / decision networks can be constructed from training examples by machine 
learning techniques, and the connectionist structure can be trained to develop fuzzy 
logic rules and tune optimal input / output membership functions. A fuzzy-neural 
system is reported to use a hybrid learning procedure for constructing input-output 
mapping based on both human knowledge and stipulated input-output data pairs [99]. 
Similar efforts are made from various disciplines and applications [100-105]. 
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Through literature search on fuzzy systems and fuzzy-neural systems, it is found that 
the Back-Propagation (BP) method is the core part of learning for fuzzy and fuzzy-
neural system. It has been recognised that B P method has the advantage of easy 
understanding, quick convergence and simple manipulation. Also it faces the problem 
of local minimum. This is why some researchers have made a lot of efforts to improve 
the B P method for achieving global minimum [106-109]. In the process of constructing 
fuzzy logic controllers for an application, authors found that for some FLCs used for 
Multi-Input and Multi-Output ( M I M O ) systems, the B P method often lead to failures of 
learning, which means that even a local minimum has not been located before the 
learning is stopped. According to optimisation theory, the B P method is actually the 
Gradient method which is not effective for constrained optimisation problems. While, 
for the F L C learning, fuzzy rules form some kinds of constraints for tuning the 
parameters of membership functions. Without the consideration of these constraints, 
the learning will cause F L C to undershoot or overshoot. A detailed discussion of this 
problem is presented in the next section. 
In order to overcome this problem, many authors developed a hybrid learning algorithm 
for F L C learning. This method includes three phases, and a direct optimisation method 
is used to tune the membership functions. 
As discussed in chapter 2 and chapter 4, width is an important quality item for hot strip 
rolling. One of the sub-systems for the width control is called bar-to-bar width control 
system. The main trouble for bar-to-bar width control is the low accuracy of the 
control. This is because the models used so far are mainly either physical or statistical 
models. Physical models can clearly show the factors of the models and the 
relationship between the dependant and independent variables, because in a physical 
model, factors are explicit regarding to N N models and F L C models where factors are 
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implicit. But physical models produce relatively poor results for the prediction. It is 
because the control objects are so complicated and non-linear that it is almost 
impossible for a physical model to take into account all relevant factors. The 
quantitative relationships between variables are also difficult to express accurately 
because of the inadequate understanding of the rolling process such as friction, spread, 
non-uniform temperature, etc.. Statistical models, which are based on historical data, 
usually can get better results than physical models. In the adaptive control for the bar-
to-bar width, statistical models show an inability to achieve high accuracy, because 
their ability for high accuracy adaptive control is restricted by their features, such as the 
type of expressing function and the order of the expressing formulae. Taking the 
advantage of the statistical model and being free of the limitation of the function type 
and the expression order, fuzzy models may achieve better result for adaptive control. 
During the past decade, fuzzy control has emerged as one of the most active and fruitful 
areas for research in the application of artificial intelligence [96]. The recent successful 
applications of fuzzy control in automatic train operation system [110], turning and 
drilling operation [111] [112], water quality control [113], elevator control [114], 
nuclear reactor control [115] and fuzzy computers [116] encourage the author to think 
about the possibility of using a fuzzy logic controller for the bar-to-bar width control. 
Although this is a pioneering application in this area, it is found that the bar-to-bar 
width control shares the c o m m o n characters of the fuzzy control objects, complex ill-
defined process, and this application is an example for the proposed learning algorithm 
to show its effect on F L C learning. 
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6.2 PROBLEM OF BACK-PROPAGATION METHOD FOR FLC LEARNING 
In order to describe the BP problem mentioned above more clearly, it is necessary to 
briefly introduce the basic structure of FLC, discuses possible rules and actual rules, 












Figure 6.1 Basic parts of a fuzzy logic system 
6.2.1. Basic Structure of Fuzzy Logic Controller 
Figure 6.1 shows the basic parts of a fuzzy logic system, which can be defined as 
X = {(Xi,{Tl ,T
2,v • •• Tkxi },{< ,M
2 ,• • -X; })| ._,..„} (6.1) 
y = {(vMT;,r2,--s^},{M;,M2,---,Mj})|(.=,..J (6.2) 
Jf,=/(*„*„*,) (6-3) 
where X is input vector, Y output vector, *,. input variable, y, output variable, TJ., T^ 
fuzzy sets, Mkx[, AfJ., Mi membership functions, si,wi centre and width of membership 
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functions, / type of membership function which is usually triangular shape or bell 
shape. 
The fuzzy rule base in Figure 6.1 contains a set of fuzzy logic rules. For a MIMO 
system, the rules take the form as : 
IF ( *! is TXi and ••• and xp is T ), THEN ( yx is Tyt and ••• and yq is 7^ ). 
The inference engine in Figure 6.1 is to match the preconditions of rules and perform 
implication. Usually the fuzzy Max-Min algorithm is used here. The Max-Min 
algorithm is the most widely used fuzzy reasoning method which is suitable for most 
occasions. There are some other algorithms which are used in special cases, such as 
Min-Max and Max-Multiply methods [121]. 






= min(M; (JC,), A/; (*2),- • ;M\n CO) <
6-4) 
where i=l, n, A is the fuzzy AND operation. Within each term of output variables, the 
output decision is defined as : 
MJK ((0
J
n) = ai\/(xj-v<xk= max(a,., cy • •, at) (6.5) 
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where a,, a, and a„ represent the firing strength of rules which have the same 
consequence term of output variables, v is the fuzzy OR operation, a^ the variable 
that represents the support values for the output membership functions. 
The defuzzification output is expressed as 
y = - ^ : (6.6) 
6.2.2. Possible Rules and Actual Rules 
The number of possible rules in a fuzzy control system is decided by the partition of the 
input variables and the output variables. For Figure 6.1 system, this number is decided 
as: 
Af/> = *1x*2x-"Xfc„x/[X/2x---x/„, (6.7) 
where Jk,,/, are the number of fuzzy sets for the input variables and the output variables 
respectively, n the number of the input variables, m the number of the output 
variables. While, how many rules which can be actually utilised in the fuzzy rule base 
of a F L C is related to the nature of training samples or data, and usually only a small 
part of possible rules has enough firing strength to be active. For example, Kosko used 
two input variables and one output variable to describe a fuzzy truck backer-upper 
system [117], and the possible rules were 245 ( 5 x 7 x 7 ). By the Differential 
Competitive Learning (DCL) from 2230 samples, only 35 actual rules were elicited. 
Also for the fuzzy truck-and-control system, the possible rules were 735, while the 
actual rules were 105, generated from 6250 samples. This result confirms that the 
actual rules in a F L C are far less than the total number of possible rules. 
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6.2.3. Process of Learning 
The FLC learning usually includes manipulating fuzzy rules and tuning parameters of 
membership functions. The goal of learning is to minimise the error function expressed 
as 
*4ZZ[rf-fff (6.8) 
* P i 
where yf is the actual output of the FLC, yf the desire output of the FLC, i the 
number of the output variables, p the number of the training data pairs. 
The rule manipulation mainly includes rules creation, deletion and combination. 
According to eq. (6.3), the tuning of membership functions is represented by eq. (6.9) 
AS,- or AW{ -> Min(E) (6.9) 
where ASif AW{ are the change of centres and widths of membership functions. 
6.2.4. Restrictions of Fuzzy Rules 
For the same training data pairs ( input and output ), the parameters change of 
membership functions ( AS,-, AW,. ) lead to the change of the relative membership 
values ( Mx , Myi ). According to the fuzzy Min-Max algorithm expressed by eq.(6.4) 
and (6.5), if MXi change to zero, it will result in zero value for the firing strength of 
some rules. Because the actual rules are much less than the possible rules, which is 
discussed above, usually a training pair only fires one or two fuzzy rules. If the 
parameters change of membership functions make the firing strengths of these rules be 
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zero, it will cause the F L C to under-shoot. That means the F L C can not create outputs 
from the inputs. According to eq. (6.4), (6.5) and (6.6), if all the output membership 
values of a training pair are zero, the defuzzifier would not work because the 
denominator of eq. (6.6) is zero. Therefore, tuning the membership functions has to 
consider the role of fuzzy rules as the constraints to the membership functions. 
6.2.5. Problems of BP Method 
By the point view of optimisation, tuning the membership functions is a constrained 
optimisation problem. The B P (Gradient) method is not good at this kind of problem. 
The search on the deepest direction is highly possible to hit the borders of the 
constraints before reaching the minimum of the aimed function, and when this happens, 
BP method shows an inability to change the search direction. That means the search 
has to stop without good result. According to the optimisation theory, constrained 
problems can be converted to unconstrained problems by cost functions or penalty 
functions, and then solved by unconstrained optimisation methods like Gradient 
method. But the precondition of this conversion is that the constraints of the problem 
are simple and explicit. Unfortunately, in the case of tuning membership functions, the 
constraints by fuzzy rules are neither simple nor explicit. 
Therefore the BP method is not suitable for FLC learning in some cases, which gives 
the author the motivation to develop a hybrid learning method to solve this problem. 
Details of the method are shown in the next section. 
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6.3 H Y B R I D L E A R N I N G A L G O R I T H M 
The proposed learning algorithm includes three phases. In phase one, a self-organised 
learning scheme is used to generate initial fuzzy rules and initial membership functions 
from training sample data. In phase two, a supervised learning scheme is used to adjust 
the membership functions for desired outputs. In phase three, fuzzy rules are refined by 
the competitive learning [98] and the product-space clustering [117]. Based on the 
refined rules, membership functions are tuned again by the supervised learning scheme. 
To initiate the learning schemes, training sample data and fuzzy partition must be 
provided from the experts and the outside system. 
6.3.1 Self-organised Learning Phase (phase one) 
The problem for the self-organised learning can be stated as: given the training input 
and output data, the fuzzy partitions and the desired shapes of membership functions, 
one wants to determine the membership functions and find the fuzzy logic rules. 
The centres (or means) and the widths (or variances) of the membership functions can 
be determined directly by analysing the plots of the training data. There are some rules 
recommended to perform this process: 
(1) the membership functions only cover those regions of the input/output 
space where data are present; 
(2) Narrow membership functions are chosen in dense data areas; 
(3) overlap neighbour fuzzy sets about 2 5 % and only two neighbour sets 
are overlapped. 
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Also, the parameters of membership functions can be decided by Kohonen's feature-
maps algorithm! 1 18] or by N-nearest-neighbours heuristic[98]. 
Based on these membership functions, the initial fuzzy logic rules can be generated by 
the competitive learning algorithms[98] or by the input-output product-space clustering 
[117]. 
The expression of the competitive learning used here is defined as : 
»f<0=V»»
 + s-> (6-10) 
where (ot is the weight which represents the strength of the existence of the 
corresponding rule consequence, fi),y(f) the change of co^ by the unit step, S^ the rule 
firing strength expressed by eq. (6.4), SyJ the membership value of the corresponding 
term of the output variable. Eq. (6.10) is used to update the weights for each training 
data set. After the competitive learning through the whole training data set, the 
maximum weight among the weights which represent the link between a rule and an 
output linguistic term is chosen as the rule consequence. 
For using the input-output product-space clustering to generate fuzzy rules, the numbers 
of times when each training data set falls in the non overlapping intervals of the fuzzy-
sets of input and output variables are counted through all training data sets. The fuzzy 
rule with at least once data falling can be chosen as an actual rule. Among the rules 
which have the same pre-condition but different consequence, the rule with the highest 
falling times is determined as an actual rule. The detail process of this learning phase 
will be shown by the example of the width problem in section 6.4.2. 
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6.3.2 Supervised Learning (phase two) 
In order to overcome the BP problem as mentioned before, a direct optimisation method 
is chosen here. It is called Coordinate Rotation Method (CRM). This method takes the 
learning of membership functions as a N-dimension optimisation problem. The 
dimension size N is decided by eq. (6.11) 
N = 2x(kl + k2 + --- + k„+l1+l2+--- + lJ (6.11) 
where ^ - £„,/, - lm are fuzzy partitions of input and output variables respectively. 
The aim function is the error function eq. (6.8), and the constraints are the actual fuzzy 
rules. The searching variables are the centres and the widths of membership functions. 
This method takes the N-dimension problem as N times of an one-dimension problem. 
Before searching, start point Aj0) =[xf),x2
:o\--;x(°)f and initial step size a are 
selected. First, the search is conducted in the space of the first dimension, and other N-
1 coordinates are fixed. After a relative minimum point Xf1} =[*1
(1),j4°V--,xJ0)]r is 
found by directly comparing the aim function values at this point with others, this point 
is taken as the new start point for the search in the space of the second dimension, and 
so on until the Nth minimum point Xf = [x\l\x{2
l\- • •,*J1)f is located. This is the first 
round search, and then one can conduct K round search until the point X^ is found. At 
this point, even very small change of any searching variable in the direction of any 
dimension can not make the aim function F(X{k
n)) decrease, then this point is taken as 
the optimum point and F(X(k
n)) is the minimum value of the aim function. The 
accelerating step is chosen as eq. (6.12a) and (6.12b), and the change of searching 
variables is expressed by eq. (6.13) and (6.14). 
Chapter 6 A Hybrid Learning Algorithm for Fuzzy Logic Controller 
Forward search if successful ak = a0,2a0,4a0,8a0,- • • (6.12a) 
Backward search if failing ak = jcc0,ia0,\a0y-^a0,--- (6.12b) 
Xg^XF + aJ (6.13) 
e'= [0,0,-•-,0,1,0,- -,0,0f (6.14) 
where a0 is the start step size, ak current step size, e' searching direction. As shown 
in Figure 6.2, the basic steps of this optimisation method are given below: 
(1) start point Xi(0) =[oq(0),x2
0),- • -,^0)]r and start step size aQ are chosen, 
and .Xf0) is compatible with the actual fuzzy rules. That means no 
overshooting or undershooting exists. 
(2) Choose e1 = [l,0,--,0]r,a = a0,X™ =[x1
(1),jcf),---,^0)f, if 
F(Xj(1)) < F(Xi0)) and X j 0 e R,R: constrained space by fuzzy rules, then 
the step size a is changed as eq.(6.12a), otherwise it is changed as eq. 
(6.12b) until F[Xlk)] > FIX^IX^ e R. This is the end of the search 
in the first dimension of the first round. Then choose 
e2 = [0,1,0,--,0f ,a = a0, X™ =[xi
1\xi2
1\xi°) -,x^)T for the search of 
the second dimension in the first round, and so on until X^n) is found. 
This is the first round of the searching. 
(3) let a0=\aQ for the next round search until a0 < e,e: the accuracy 
limitation for stopping the searching. 
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X = X INPUT: \X'\am/ 
X(0) is not suitable 





a = a 
l 
X=Xm+aei a = -a 
^^X^+O.Sae1 
K=l 
< RETURN J 
F„= F a=2a 
/ OUTPUT: X* ,F*/+ 
T 
(̂  RETURN ) 
1 = 1+1 
Figure 6.2 Diagram of the Coordinate Rotation Method 
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6.3.3 Refine Fuzzy Rules and Membership Functions (phase three) 
This learning phase includes two steps. In the first step, based on the membership 
functions optimised in the phase two, the fuzzy logic rules are re-generated by the 
competitive learning algorithm[98] or by the input-output product-space 
clustering[117]. This is necessary and worthwhile because the initial fuzzy rules are 
generated from the initial membership functions developed by self-organised learning, 
and initial rules are usually quite coarse. In the second step, membership functions are 
refined, based on the newly refined fuzzy rules. The method used here is the same as 
that in phase two. 
6.4 APPLICATION OF THE ALGORITHM FOR THE FLC USED FOR BAR-
TO-BAR WIDTH CONTROL 
6.4.1 The Working Conditions of the FLC 
A fuzzy logic controller is proposed for the bar-to-bar width control. The working 
environment is shown in Figure 6.3. There are five input variables and one output 
variable in the width control model. These variables are : 
Input: Entry Thickness Rolling Temperature Rougher Reduction 
Edger Reduction Edger Roll Gap 
Output: Exit Width 
This selection of the variables and their formats is an example for FLC applications. 
Detail discussion about the formats of the variables can be referred to chapter 8. 
Similarly to the N N models for the bar-to-bar width control (see chapter 4), this FLC 
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can be used by passes and grades. The aim of the control is to achieve the desired mean 
value width of the incoming bar/strip by the adaptive control. If the difference between 
the aimed width and the predicted width of the model is larger than the error demand, 
Edger Roll Gap can be adaptively changed by the model, and then the control system 
uses this Gap value to perform the width control. 
Rolling Mill 
Mill Input 









Figure 6.3 Fuzzy logic controller for the width control 
Figure 6.4 Membership function of the fuzzy sets 
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6.4.2 Initial F L C Model by the Self-organised Learning (phase one) 
According to expert knowledge about the bar-to-bar width control, five fuzzy sets are 
chosen for all input and output variables. They are Very Small (Ti), Small (T2), 
Median (T3), Large (T4) and Very Large (Ts). The shapes of membership functions are 




s-w12 < x<s + wI 2 
other 
(6.15) 
where Mix ) is the membership function value, x variable value, s centre, w width. 
The symmetric triangle is convenient to manipulate mathematically and graphically. 
According to the fuzzy theory [117] [120], the choice of the type of membership 
function within non-linear function does not affect significantly the results arriving 
from the linear function cases. The author did try other types of membership functions 
such as bell Shape. The results showed no significant difference between the one by 























Figure 6.5 Exit width of the training data 
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Figure 6.7 Edger reduction of the training data 
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One hundred and sixty samples (bars) data are collected so far from a roughing mill for 
the F L C learning, and some data plots (pass 3) are shown in Figure 6.5 to Figure 6.7. 
According to these data plots and considering the cover range, the data density and the 
overlap percentage, initial centres and widths of the membership functions are chosen 



























































































Based on these initial membership functions, the actual rules are generated by the input-
output product-space clustering. Figure 6.8 demonstrates how to generate a rule from a 
training data set by the clustering, where G is Entry Thickness (Gauge), R R Rougher 
Reduction, T Rolling Temperature, E R Edger Reduction, Gap Edger Roll Gap, W Exit 
Width. All vertical coordinates in Figure 6.8 represent the relative membership 
function values and the unit for all horizontal coordinates is m m . For a data set (G is 
161.62, R R 34.28, T 1042, E R 89.41, Gap 986.78, W 1047.86), the highest membership 
value for the gauge (G = 161.62) is in term 1 (Ti), R R (34.28) in T3, T (1042) in Ts, 
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ER (89.41) in Ts, Gap (986.78) in T3 and W (1047.86) in T4. Therefore the 
corresponding fuzzy rule is: 
IF G is Ti, RR is T3, T is T3, ER is Ts, Gap is T3 
THEN WisT4 
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Figure 6.8 Using the clustering to generate the rule (T1-T3-T3-T5-T3-T4) 
from the data set (161.62, 34.28, 1042, 89.41, 986.78,1047.86) 
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Finally, 78 rules are created by the clustering, as shown in Table 6.2. Figure 6.9 shows 
the frequencies that training data sets fall in each actual rule. While the competitive 
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learning expressed by eq. (6.10) creates 175 actual rules. The strength of the existence 
of these rule consequences are plotted in Figure 6.10. 
0 10 20 30 40 50 60 Rule 
Figure 6.9 Initial fuzzy rules by the product-space clustering 
100 200 
Rules 
Figure 6.10 Result of the competitive learning 
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The performance of the F L C with the initial fuzzy rules and membership functions is 
quite poor. The root mean square (RMS) of the difference between the observed width 
and the predicted width for all training data is up to 35 mm. That means the rules and 
membership functions at this stage are very coarse and further training is necessary. 
6.4.3 Tuning the Membership Functions by the Supervised Learning (phase two) 
By the Coordinate Rotation Method described in section 6.3.2, the membership 
functions of the FLC are adjusted. The resulting centres and widths are shown in Table 
6.3. With the new parameters of membership functions, the RMS error of the FLC 
comes down to 11 mm, and the performance of the FLC is shown in Figure 6.11 where 
the mean and STD error of the FLC are 3.56 mm and 8.23 mm respectively, and the 
corresponding values to the current system by the statistical results of the data are 2.17 
mm and 3.63 mm. These results indicate that the membership functions and the fuzzy 
rules are not good enough to achieve better performance than the current system in the 
mill, and therefore further learning (phase three) of the FLC is required. 











































































































0 50 100 150 Bars 200 
Figure 6.11 Performance of the FLC after phase two learning(pass 3) 
6.4.4 Refine the Rules and Membership Functions (phase three) 
This learning phase has two steps. In the first step, based on the membership functions 
optimised in phase two, the fuzzy logic rules are re-generated by the input-output 
product-space clustering! 118]. This is necessary and worthwhile because the initial 
fuzzy rules are generated from the initial membership functions developed by self-
organised learning, and they are usually quite coarse. Table 6.4 contains 76 rules 
generated by the clustering. In the second step, membership functions are refined, 
based on the newly refined fuzzy rules. The method used here is the same as phase 
two. The final resulting parameters of the membership functions are listed in Table 6.5. 
As shown in Figure 6.12, three training phases all contribute to the decline of the error 
of the FLC. 
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Phase I 
Figure 6.12 Comparison of the performance between 
the different learning phases 
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6.5 D I S C U S S I O N 
According to the case study (bar-to-bar width control), the proposed learning algorithm 
is reliable, practical and effective for FLC training from data sets. 
Phase one can generate initial membership functions and initial fuzzy rules which can 
guarantee FLC to work through all the training data sets. No over-shoot or under-shoot 
exist. But the RMS error rate of the FLC at this stage is quite high. This is why further 
training is conducted. 
In phase one, two methods are proposed to generate initial fuzzy rules. The case study 
indicates that the fuzzy rules generated by the product-space clustering can guarantee 
the FLC with no under-shoot. But these rales are conservative. This is because in the 
process of the clustering, one value of each input and output variable only falls in one 
fuzzy set interval. While in the practical working process of the fuzzifier in a FLC with 
overlapped membership functions, one value of input and output variables can correlate 
to two or three membership values at the same time. Conservative rules lead to poor 
results of the FLC predictions. 
The number of the fuzzy rules generated by the competitive learning is much higher 
than that by the clustering for the same training data sets. But these rules are still 
possible to cause the FLC under-shoot. Why does the competitive learning cause the 
FLC under-shoot ? According to Lin and Lee[98], the only goal to modify the weight 
expressed by eq.(10) is to minimise the error function of eq.(8). It is somehow like the 
BP method. It does not consider the restrictions between the training data sets and the 
fuzzy rules. 
Chapter 6 A Hybrid Learning Algorithm for Fuzzy Logic Controller 
By combining the fuzzy rules generated by the clustering with that by the competitive 
learning, the FLC can reduce the RMS error and remove of the under-shoot problem. 
Phase two is used to conduct the further training by the supervised training method for 
the membership functions. The most common used method for this purpose is BP 
method. As discussed in the section 6.2 of this chapter, BP method can cause under-
shoot to FLC. Instead of BP method, a direct optimisation method— Coordination 
Rotation Method is applied here. Although the learning time of this method is much 
longer than that of BP method (about 5 to 10 times according to the sample size), this 
method is still suitable for off-line training and free from under-shoot. The benefit of 
phase two training is realised by a decline of the RMS error, as shown in the case study. 
By the comparison of the parameters in Table 6.1 and Table 6.3, one can find that this 
benefit comes from the adjustment of the parameters. Some of them have been changed 
up to 500%. 
By recognising the relationship between fuzzy rules and membership functions during 
the training process, the author uses phase three in the proposed leaning method to re-
adjust the restrictions of fuzzy rules for membership functions. The benefit of this 
adjustment is shown by the decrease of the RMS error of the FLC in the case study as 
much as 7 mm. From Table 6.2 and Table 6.4, it is shown that about 50% of the total 
rules have been changed after phase three learning. 
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6.6 CONCLUSION AND FUTURE WORK 
This research confirms that the FLC learning process can be considered as a constrained 
optimisation problem. The back-propagation (BP) method is not suitable for this 
problem because BP method may cause overshooting of FLCs. Directive optimisation 
methods can replace BP method for the supervised learning of membership functions 
because direct optimisation methods can guarantee the compatibility between fuzzy 
logic rules and membership functions. For the learning of fuzzy logic rules, the 
resulting rules by the competitive learning[98] also may cause overshooting, while the 
rules generated by the direct matching(DM) method do not have this problem. The 
combination of rules by CPL and DM can create an optimum result. All aspects 
mentioned above are realised by the proposed learning algorithm. 
The proposed learning method is used for off-line training of FLC. Further effort is 
needed to improve the learning speed of the method for on-line applications. The 
proposed supervised learning method still belongs to a so-called local minimum 
method. The future work is how to make the result of the proposed method be the 
global minimum. 
The final result for the well trained FLC is 3.5 mm (RMS). By comparing this result to 
the relative one by the neural network (2.14 mm RMS) and the current adaptive model 
(3.75 mm RMS), it indicates that fuzzy logic controllers are reasonable alternatives for 
the bar-to-bar width control. 
For the practical implementation of the FLC for the bar-to-bar width control, 160 
samples of data are not enough to develop more convergent results, and the FLC 
models for other passes such as pass 1, pass 5 and pass 7 are required. 
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CHAPTER 7 
DEVELOPMENT 
OF AN EXPERT SYSTEM FOR QUALITY 
CONTROL AT BHP STEEL HOT STRIP MILL 
7.1 INTRODUCTION 
As mentioned in chapter 2, the traditional quality control in hot strip mills is based on a 
combination of hardware and software. The hardware includes work roll bending, work-
roll shifting, AGC, selective work roll cooling, new type of rolling mills, many kinds of 
sensors, and so on. The software is mainly mathematical models which are used to 
predict the quality of rolled strip such as strip shape, profile, strength and ductility, etc.. 
It has to be recognised that these methods and equipment play an important role in the 
quality control, but they can still be improved further. The quality problems of hot rolled 
strip are still severe and the customer's demands on this aspect are becoming more and 
more strict. As shown in Figure 7.1, the strip quality at the hot strip mill is affected by 
many factors from the start of the furnace to the end at the coders, where HRM means hot 
roughing mill, HFM hot finishing mill. It can be seen that the specifications of the strip 
exiting the coiler are affected significantly by machine conditions and key process 
variables, and therefore it is important to quantify the inter-relationship between the 
furnace area, the roughing mill area and the finishing mill area. Up to now the 
performance in each area has been optimised by individual efforts made in isolation 
without consideration of the inter-dependency of these individual optimisation efforts. 
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Figure 7.1 Interdependency Between Key Process Parameters, 
Machine Condition and Strip Quality 
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The proposed expert system is to be developed to quantify the independency between key 
process variables and product quality. The expert system is aimed to intelligently 
integrate multiple-sensor information with practical knowledge and experts' intelligence, 
key process variables upstream of the roughing mill and the finishing mill, machine 
condition and strip quality (yield strength, ductility, strip shape, strip dimension, etc.), 
such that it is expected to be able to optimise the quality of the strip exiting the finishing 
mill and that exiting the coder. 
Hot strip rolling is a complicated process influenced by numerous process parameters. 
The proposed expert system mainly includes two functional parts : 
(1) Data Processing 
This part is used to extract the key features of key process variables, and to predict the 
strip quality from the multi-sensors which include the sensors to monitor rolling force, 
rolling speed, strip tension, thickness, width, profile, rolling torque, strip temperature, 
stand vibration, hydraulic pressure, etc.. The key feature of sensor data may be 
minimum value, maximum value, mean, variation, frequency, etc, which are related to 
the knowledge of the quality. The models used to predict the quality may be statistical 
models, fuzzy logic models and neural network models. 
(2) Knowledge Base and Operation System 
The knowledge base is used to correlate the key features of the key variables, the quality 
situations with the possible optimum actions for operators or the control systems. The 
G2 software is used as a tool to develop this expert system, and the roughing mill width 
at a hot strip mill is taken as an example here for the control object of the expert system. 
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The operation system of the proposed expert system is a button-menu system based on 
the facility of the G 2 package. 
7.2 GUIDELINES TO DEVELOP AN EXPERT SYSTEM FOR 
QUALITY ITEMS AT HOT STRIP MILLS 
The development of the expert system mainly includes five stages, as shown in Figure 
7.2. 
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Choosing of Professional Tool 
Setting up the Program or 
System for Data Processing 
Developing the User Interface 
Testing with the Data 
of the Real World 
Addition of More Components 
Refinement of User Interface 
Improving Dynamic Device or System 
Incorporating N e w Expertise. 
N e w Inputs and Outputs 
Figure 7.2 Stages for developing an expert system 
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7.2.1 Stage 1: Problem Research 
In this stage, the knowledge engineers (KE) have to discuss with the domain experts 
(DE) in the following areas: 
(1) Quality Items 
The quality items in hot strip mills mainly include thickness, width, profile, shape, 
flatness, yield strength, ductility and tensile. One or more of these items can be chosen as 
the aimed objects of the expert system. 
(2) Defining the Scope of the Quality Items and Objectives 
Each quality item of the hot strip mill has its definition and the scope in the rolling 
practice. K E and D E have to define the scope of the quality and the objectives of the 
system at the early stage because the rolling process is a complex process. For example, 
in the rolling practice, width can be defined as absolute width, width variation, and width 
deviation from the aimed width. The width change is classified as the in-bar width 
change and the bar-to-bar width change. Also width change can come from the roughing 
mill area and finishing mill area. 
(3) Current Situation of the Quality 
Acknowledgment of the current situation of the aimed quality for the expert system can 
help K E and D E to set more practical objects for the proposed system. 
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(4) Budget of the Project 
It is important to identify the difficulty of the job at an early stage, and to make up the 
budget for the resources which include man power, material and funding. 






Figure 7.3 Knowledge Source 
7.2.2 Stage 2: Knowledge Acquisition and Analysis 
Knowledge acquisition is crucial for the development of an expert system. 
Figure 7.3, knowledge can be acquired from many sources. In this 
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(1) Key Variables 
At first, the variables related to the quality items may be many. It is difficult for the 
expert system to deal with all these variables because of the limitation of the expert 
system and the availability of the data of the variables. It is necessary to choose some 
variables from the normal variables as the key variables. The common way to extract key 
variables from normal variables is based on the available knowledge. In some situations, 
other methods also can be used to further extract key variables. These methods include 
statistical modelling, neural network modelling and fuzzy logic modelling for the 
relationship between the process variables and the strip quality. 
(2) Knowledge of Signal and Noise Features of the Key Variables 
As mentioned above, hot strip rolling is a complex process. The strip quality is not only 
related to the control of the key variables, but also related to the conditions of the rolling 
equipment. The key features of key variables are used to monitor the equipment which 
can affect the quality. For example, water interference can cause poor reading of width 
gauges, and bad readings of the width gauges (noise, electrical drift) can affect the width 
control. The key feature used to monitor this problem can be the variation of the width 
reading. 
(3) Knowledge of Possible Problems or Troubles Related to the Quality 
Usually there are many problems or troubles probably related to the aimed quality item. 
The expert system can only address main problems or the problems which have relative 
key variables for the expert system to monitor. For example, the quality problem of large 
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yield strength variation of hot rolled strip is related to the problems and the conditions 
from furnaces to coilers, as shown in Figure 7.1. The key variables of these problems 
and conditions for an expert system to monitor include slab temperature, exit 
temperatures from roughing mills, finishing mills and coilers, total rolling time from 
furnaces to coilers, etc. 
(4) Knowledge of Possible Correcting Actions 
There are two kinds of correcting actions. Some actions can be taken by operators for 
overcoming the problems or improving the quality situations. Other actions can be 
integrated to the control systems and automatically respond to the troubles. 
7.2.3 Stage 3: Development of Knowledge Base 
The knowledge acquired through stage 2 has to be formalised in a standard form and then 
stored in the knowledge base. The main schemes for knowledge representation include 
Logic, Semantic Network, Frame and Production Rule [121-122]. 
Logic representation is based on various Formal Logics such as Mathematical Logic, 
Boolean Algebra, Propositional Logic, Predicate Logic, etc. One of the most widely 
used computer language for expert systems P R O L O G is based on Predicate Logic and 
Resolution Principle. Knowledge of an object can be represented by describing what is 
known to be true about it with correctly formed sentences of logic. 
Semantic Networks are the most general representational structure and serve as the basis 
for other knowledge representations. A semantic network is a collection of objects 
(commonly referred to as nodes) that are linked together by a relationship. Nodes not 
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only represent objects, but concepts and situations as well, and they are shown 
graphically by dots, circles, or boxes. Relationships between objects are expressed as 
arcs or links and are represented graphically by an arrow between the two nodes for 
which the relationship is intended to be expressed. Semantic nets are identifiable when 
meaning, contextual meaning, or an implicit or explicit relationship is expressed between 
two nodes. 
As a means of representing knowledge, the frame is based on the observation that people 
do not construct their ideas about familiar objects, situations and events from scratch, but 
carry with them a set of expectations about these things. A frame represents an object or 
situation by describing the collection of attributes that it possesses. It does this by listing 
all the attributes of a typical case, and by providing a slot for each. This description of 
the typical case can then be used to capture any individual case by placing the values of its 
attributes in the respective slots. 
Production rules are conditional If-Then and If -Then-Else descriptions of a given 
situation or context of a problem. The If clause describes an object, situation, or 
position. If the If clause is true, the Then clause of the production rule is activated. If 
the production rule contains an Else clause and the If clause is false, the Else clause is 
activated. 
The most popular form is the rule-based expert system. For this kind of knowledge 
base, the work in stage 3 includes the structure of the rules and the order in which they 
are arranged and classified. There is likely to be some iteration between stage 2 and stage 
3. Furthermore, the selection of the format is also related to the package used for the 
expert system. For example, G 2 expert system is a rule-based system. 
1 
Chapter 7 Development of an Expert System for Quality Control at the Hot Strip Mill 
7.2.4 Stage 4: Setting up the Prototype System 
A prototype system usually includes the following aspects: 
(1) Choosing of professional tool 
It is convenient to use a professional tool as G2, NEXPERT, TOGAI to develop an 
application of these expert systems. It is a time-saving and reliable method to set up an 
expert system. Once the tool is chosen, the remaining work is to follow the instruction to 
set up the system which include knowledge base, inference engine, simulator and 
interface. 
(2) Setting up the Program or System for Data Processing 
These systems or programs are used to process data which includes noise processing, 
extract key features, modelling and prediction, etc. The methods used for modelling and 
prediction may be multi-variable regression, neural network or fuzzy logic means. 
(3) Developing the User Interface 
This is usually interactive with the user responding to questions from the computer. But 
inputs could have other forms, such as sensor measurements, the result of search through 
data files, the results of engineering modelling, and so on. Inputs may be sequential, 
occurring at some intermediate conclusions reached by the control system, so that all 
potential system inputs are not necessarily activated. 
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The interfaces include sensor-computer interface, computer-computer interface, file-to-
file interface, etc. 
(4) Testing with the Data of the Real World 
The testing can be conducted by the raw data from the real world. All testing leads to 
modifications, and these will commonly be extensive in expert system development. 
7.2.5 Stage 5: Development and Refinement of a Full System during 
the Application 
By considerable testing of cases in the application, users can make the addition of more 
components, a refinement of the user interface. Any dynamic device or system will 
continue to evolve and improve during its application lifetime. N e w expertise should be 
incorporated, and new inputs and outputs added. Provision must be made to 
accommodate this in the structure of the system. 
7.3 DEVELOPMENT OF AN EXPERT SYSTEM FOR THE WIDTH 
CONTROL 
7.3.1 Problem Research 
As discussion in section 7.1, the aim of developing an expert system here is to improve 
the width control in a hot strip mill. At this stage, the expert system only deals with the 
width control restricted to the roughing mill in the hot strip mill. According to the 
definitions in chapter 2, the width control in the roughing mill can be classified as the bar-
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to-bar width, the in-bar width and the head & tail width. The current situation of the 
width control in the roughing mill is shown in table 7.1, according to the quality reports. 




























7.3.2 Knowledge Acquisition and Analysis 
The purpose of variable analysis is to extract key variables from the variables related to 
the width change, and these key variables can be used as the input and output variables of 
the expert system. Figure 7.4 shows the variables related to the roughing mill (RM) 
width variation. It is difficult for a single expert system to deal with all these variables in 
the early stage. It is determined that the normal users of the expert system are mill 
operators and maintenance personnel. Therefore the expert system only covers the 
variables which are related to the job of the operators and maintenance personnel. Based 
on these considerations, the key variables are determined as shown in Figure 7.5, where 
RF means Reheat Furnace side, CB Coil-Box side, as shown in Figure 7.1. The rolling 
process at the roughing mill usually includes 7 passes, but for some products, 9 passes 
are required. 
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R M Width Variation 
Bar-to-Bar 
Width 
Key Process Variables: 
Mean Entry Gauge 
Mean Exit Gauge 
Mean Entry Width 
Mean Exit Width 
Mean R E Roll Gap 
Mean Rolling Temp. 
Aimed Mean Width 
Grade of Bar 
In-Bar 
Width 
Key Process Variables: 
RE-RR Tension 
R E Speed 
R R Top Motor Current 
R R Bot. Motor Current 
R R Force Operator Side 
R R Force Drive Side 
R E Motor Current 
R M Width Deviation (RF) 
R M Width Deviation (CB) 
R R Bot. Motor Speed 
R E Roll Gap Deviation 
R E Pressure 
R R Exit Temperature (RF) 
Head/Tail 
Width 
Key Process Variables: 
Entry Width Shape of 
Head/Tail 
Key Control Variables: 
Amplitude of Stroking 
Length of Stroking 
Figure 7.5 Key Variables for R M Width Expert System 
The outputs of the expert system are recommendations of actions for operators and 
maintenance workers to improve the RM width control. Therefore the knowledge of RM 
width control can be summarised as a knowledge chain of problem-key variable-key 
feature-rule-conclusion-action. Some of the knowledge chains acquired are shown in 
Figure 7.6, where FF means Feed-Forward, V represents variation, Vo criteria for V, R 
correlation, Ro criteria for R. More complex rules were developed by G2 system which 
are shown in Fig 7.10 to Fig 7.40. However due to time constraint, the required speed 
of response, and the availability of Gensym Neuralonline package, the G2 system is not 
implemented in the in-bar width control. 
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Figure 7.6 Knowledge Chains for the Width Expert System 
7.3.3 G 2 Expert System 
G2 Expert System introduced by Gensym Corporation is chosen for developing and 
running the RM Width expert system. 
G2 is a tool for developing and running real-time expert systems for complex applications 
that require continuous and intelligent monitoring, diagnosis, and control. It is designed 
for a wide range of real-time applications in such diverse fields as process control, 
aerospace, and finance. 
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Application Development Palette 
G 2 Hierarchies 










Tracing and Debugging Facility 
Recover Facility 
Application Package Security Facility 
External Data Interface 
: ,-T"-, , • ._• .. ... .. . . 
| U Z JCUVllUlllUCUl 
Figure 7.7 G 2 Environment 
G 2 combines many technologies including: rule-based reasoning (inference engine), 
simulation, procedural computation, network connectivity, data input and output, object-
oriented modelling, modulated system design, and graphical user interfaces. When 
building applications, users create objects and connect them to model the object process. 
G 2 provides an integrated environment consisting of developer's tools, a robust language 
and hierarchies for structuring applications as shown in Figure 7.7. When beginning 
applications, users can structure knowledge according to the hierarchies as shown in 
Figure 7.8. 
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Items and the Class 
Hierarchy 
Modules and the 
Module Hierarchy 
Workspaces and the 
Workspace Hierarchy 
Figure 7.8 G 2 Hierarchy System 
G2 also has a number of external data interfaces that allow it to interact with other 
processes and to receive data from external sources. These are easy to configure and 
work automatically while a knowledge base runs. The four external data interfaces are : 
* G2 Standard Interface (GSI) 
* G2 File Interface (GFI) 
* G2-to-G2 Interface 
* Foreign Function Interface 
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Figure 7.9 R M Width Expert System 
7.3.4 R M Width Expert System 
This section is going to describe the R M width expert system by the operational view and 
demonstrate the way to use the system. As shown in Figure 7.9, this system is running 
on a SUN SPARC station. The colour copies shown here are taken from the window 
screen of the computer. The NN is used to predict potential width problems which is 
used as a trigger for the expert system to devise corrective action for bar to bar situation. 
Based on this NN package, the technique could not be used for in bar width control. 
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Figure 7.10 is the welcome screen when the expert system starts. Clicking the button 
" Continue " by the mouse pointer will hide this screen and show the next window 
(Figure 7.11). The graph in this window represents the main elements in the roughing 
mill for the width control, which include Rougher, Edger, Pyrometers and Width 
Gauges. 
Clicking the button " Roughing Mill Width " will show the work-space which has four 
buttons on it (Figure 7.12). Clicking the button " Bar-to-bar " will open the work-space 
as shown in Figure 7.13. The monitoring information of the bar-to-bar width can be 
viewed by clicking the buttons " B-B-Pass 1 "," B-B-Pass 3 "," B-B-Pass 5 " and " B-
B-Pass 7 " individually for each forward pass. Usually the edger only produces width 
reduction on the rolling bars in the forward passes. Therefore in this expert system, the 
bar-to-bar width only consider pass 1, pass 3, pass 5 and pass 7. 
In the work-space of bar-to-bar width (Figure 7.14-17), there are some readout tables 
which show the aimed width, measured width, predicted width by neural network (NN) 
models (described in chapter 4), measured edger gap and proposed edger gap for the 
coming bar and previous bars. The up-side figure in the work-space shows the 
difference between the measured edger gap and the proposed edger gap by the N N 
model The vertical coordinate is this difference while the horizontal one is the number of 
the bars. The down-side figures in the work-space show the difference between the 
aimed width and the measured width. 
By clicking the button " In-bar-H-T" on the work-space " Roughing Mill Width " shown 
in Figure 7.12, and successively clicking the buttons such as " Pass 1 Head & Tail" on 
the work-space " In-bar Head & Tail Width " shown in Figure 7.18, operators can 
monitor the situation of head and tail stroking for the forward passes (Figure 7.19-22). 
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The information in each work-space of the head & tail width for operators includes the 
necessity of the stroking, proposed amplitudes of the head & tail stroking, and 
recommended length for head & tail stroking. The head and tail models are neural 
network models described in chapter 5. 
The monitoring system for the in-bar width is a rule-based system (Figure 7.23-40). 
Through the pass buttons on the " Roughing Mill Width " work-space, operators can 
view the main factors of the in-bar width deviation by the processing of the N N models. 
All of these factors are key rolling process variables and some of them can be adjusted by 
the operators. Though the " Problems " and " Correcting Actions " buttons, operators 
can know what problems are related to the current situation of the in-bar width and what 
kind of the actions can be taken to improve the in-bar width control. 
7.3.5 Data Interfaces and Connection to NN Models 
As shown in Figure 7.9, the interfaces used so far for the RM width expert system are 
the foreign function interface and G 2 file interface. The N N models for the bar-to-bar 
width and the head & tail width, which are described in chapter 4 and chapter 5, are 
deployed to C-language programs stored in the operating system level with G2. G 2 can 
access these C code functions by the foreign function interface to get the processing 
results of N N models. The C-language functions can open the data files which are also 
saved in the operating system level with G2. 
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7.3.6 Testing with R a w Data 
The data recorded from the data logging system of a hot strip mill is arranged as the data 
files in the operating system level with G 2 for the in-bar width, the bar-to-bar width and 
the head & tail width (see Figure 7.9). 
The NN models of the bar-to-bar width and the head & tail width can directly access 
these data files, and then send the results to the G 2 relative work-spaces by the foreign 
function interface. The rule-based system for the in-bar width can receive the data by the 
data file interface. 
Fifty bars sample data (grade A06) are used for the testing of the bar-to-bar width, and 
the results are shown in Figure 7.14-17. These results show that the difference between 
the aimed width and the N N predicted width is relatively small. This means that the N N 
model has a good chance to achieve better measured width than that by the current 
system. 
Twenty bars sample data (A06) are used to test the head and tail models of the expert 
system as shown in Figure 7.19-22. The details of the model and the way of testing is 
described in chapter 5. The testing results indicate that the recommended values of the 
stroking systems are confirmed by the knowledge of the domain experts. 
The data of thirty bars is used for testing the rule-based system for the in-bar width 
monitoring. The information shown in the work-spaces includes the situation of the in-
bar width control, the possible problems and the correcting actions recommended by the 
expert knowledge (Figure 7.23-43). The testing results by these data show that this 
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system can provide the correct information for the operators to achieve better control of 
the in-bar width. 
7.4 DISCUSSION AND CONCLUDING REMARKS 
At this stage, this expert system is a prototype system which only deals with the 
problems related to the R M width at a hot strip mill. The potential application of this 
system includes the full scale width control at a hot strip mill and other quality items such 
as strip shape, profile, yield strength and ductility, etc.. 
The general guidelines for developing the full scale expert system for all quality items at a 
hot strip mill are proposed here. The most difficult work in the process of developing 
such an expert system is the knowledge acquisition. This is because the performance of 
the expert system has relied on the number of the knowledge and the quality of the 
knowledge. 
Using a professional tool such as G2 is proved to be a quick and convenient way to set 
up an expert system for the quality control at a hot strip mill. The environment which G 2 
provides is quite suitable for these kinds of problems. The foreign function interface of 
G 2 system provides an effective way to connect the R M width expert system with the 
neural network models which was developed separately. 
The RM width expert system covers the in-bar width, the bar-to-bar width and the 
head/tail width problems. The results of the testing by the raw data from a hot strip mill 
shows that the expert system can use the neural network (NN) models to predict 
accurately the in-bar width performance. 
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Also through the expert system, the N N models for head/tail width can automatically 
process and judge the head/tail width shape of in-coming bars, and recommend the 
suitable values of the key variables of the head/tail stroking system for the operators to 
adjust 
The testing results indicate that the rule-based system for the in-bar width monitoring can 
provide the correct information for the operators to achieve better control of the in-bar 
width. 
Further knowledge acquisition and knowledge refinement are necessary. An industrial 
trial is also in the future work. The full scale width system at a hot strip mill and the 
system for other quality items are under further development 
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Chapter 8 Further Study on Applications ofBP Networks 
CHAPTER 8 
FURTHER STUDY ON 
APPLICATIONS OF BP NETWORKS 
8.1 INTRODUCTION 
As shown in Figure 8.1, BP networks are based on the choices of many factors and 
parameters. The combination of these factors and parameters can be infinite. Therefore 
it is almost impossible to find the optimum combination for an application of B P 
networks. What one can do is to search relatively better results within limited 
combinations. The further study on B P networks in this chapter will provide some 
examples for the choice of architectures, the choice of training strategies and the 
problems of convergence and generalisation. The neural network package -
Professional II/PLUS is used here, and the bar-to-bar width model (pass 3) is chosen as 
the example for the further study. The data used for the study are collected from Hot 
Strip Mill, B H P Steel SPPD. 
j Formation of Input and Output 
/ j Number of Layers 
Number of Nodes in Hidden Layers 




Figure 8.1 Key factors and parameters of B P N N 
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8.2 CHOICE OF ARCHITECTURE 
8.2.1. Formation of Input and Output Variables 
The input and the output variables for the bar-to-bar width model are decided by the 
rolling theory and the rolling practice. But the formation of these variables can be 
manipulated according to the performance of the model which is based on these 
variables. Eight models are presented here to identify the effect of the formation on the 
performances of the models. The variables of each model are listed below: 
MODEL 1: Input: Entry Thickness, Exit Thickness, Entry Width, 
Rolling Temperature, Edger Roll Gap, Aimed Width 
Output: Exit Width Deviation (Exit Width - Aimed Width) 
MODEL 2: Normalised variables in Model 1 to range [-0.9,0.9] which is suitable for 
the transfer function (Hyperbolic tangent) 
MODEL 3: Input: Entry Thickness, Rougher Reduction, 
Entry Width, Edger Reduction 
Output: Exit Width 
MODEL 4: Normalised variables in Model 3 to range [-0.9, 0.9] 
MODEL 5: Input: Entry Thickness, Rougher Reduction, 
Rolling Temperature, Entry Width, Edger Reduction 
Output: Exit Width 
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MODEL 6: Normalised variables in Model 5 to range [-0.9,0.9] 
M O D E L 7: Input: Entry Thickness, Exit Thickness, Entry Width, 
Rolling Temperature, Edger Roll Gap 
Output: Exit Width 
MODEL 8: Normalised variables in Model 7 to range [-0.9,0.9] 
Model 1 uses Exit Width Deviation to highlight the difference between the aimed width 
and the exit width. All variables in this model are non-normalised values and they are 
the same as the R B F N application to bar-to-bar width control (chapter 4). Model 3 
includes the same variables as the current model, while Model 5 adds Rolling 
Temperature to the current model. Instead of the manipulated variables such as Rough 
Reduction and Edger Reduction, Model 7 uses the primary variables. 
There are three kinds of errors which can be used to describe the performance of NN 
models. They are training error, recalling error and testing error. Training error is the 
instantly calculating error between the N N predicted outputs and the desired outputs 
during the process of training. Recalling error is the difference between the N N outputs 
and the desired outputs by presenting whole training set of samples to the well trained 
networks. The error by presenting new samples to the well trained networks is called 
testing error. Testing error is most important for N N applications, because it is the 
closest representation to the real applications. 
The network structure for Model 1 and Model 2 is chosen as: 
6 (input nodes) - 20 (hidden 1 nodes) - 0 (hidden 2 nodes) - 0 (hidden 3 nodes) -
1 (output node) 
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This format for describing B P N N structures is used in this whole chapter. 
The structure for Model 3 and Model 4 is 4-20-0-0-1, and that for Model 5 to Model 8 
is 5-20-0-0-1. The learning rule is Delta-Rule and the transfer function is Hyperbolic 
Tangent (TanH). Nine hundreds and forty five bars (grade class A06) samples data are 
used for training and four hundreds and fifty bars (A06) samples data for testing. 
The training errors for Model 1, 3, 5, 7 are shown in Figure 8.2, and the training errors 
for Model 1 and Model 2 are shown in Figure 8.3. The recalling and testing errors are 
listed in Table 8.1, where M l to M 8 means Model 1 to Model 8, mean and STD errors 
represent the mean and the standard deviation of the difference between the N N 
predicted width and the desired width respectively. 
Table 8.1 Recalling an< 
Models 
Recalling Mean Error 
Recalling S T D Error 
Testing Mean Error 












































It is difficult to see the difference between the training error of the real dimensional 
models like Model 1 and the training error of the relative normalised models such as 
Model 2 (see Figure 8.3). Based on the results of Table 8.1, the difference between the 
testing error of the real dimensional models and that of the normalised models is 0.013-
0.159 m m (from 0.013 to 0.159 m m ) for mean errors, and 0.004-0.066 m m for STD 
errors. These results are definitively not significant. Actually the neural network 
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package has the function of normalisation called MinMax Table, and this function can 
scale the real dimensional values to the suitable ranges for the transfer functions. This 
is why the differences between the real value models and the normalised models are not 
significant, specially for S T D errors. 
Table 8.1 also indicates that the differences between recalling errors and relative testing 
errors are 0.075-0.328 m m for mean errors and 0.007-0.742 m m for STD errors. The 
absolute difference between the maximum result and the minimum result ( A D M M ) 
within the eight models are 0.833 m m and 5.076 m m for the testing mean and STD 
errors respectively. These results demonstrate that using different formations of input 
and output variables can change the learning results dramatically. 
RMS error is used to represent the instant training error for each training data set, and 
STD error is used to represent the training or testing error for a whole data file. The 
training errors for the different models as shown in Figure 8.1 demonstrate that 
Model 1, Model 3 and Model 5 can converge to a low value of R M S after 1000 training 
cycles, while the training is seem to have no effect for Model 1. But the results in 
Table 8.1 indicate that Model 1 can achieve the best results both by testing mean error 
and testing S T D error. This result means that the formation of variables in Model 1 is 
more suitable to predict the exit width than other models. This is because the aimed 
width is important for the measured exit width. Although the aimed width is a constant 
for each pass and each bar, it changes from pass to pass and bar to bar. It is related to 
the draft of bar-to-bar width control. 
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Figure 8.2 Training errors of Model 1, 3, 5, 7. 
2000 4000 6000 8000 10000 
Training Cycle 
Figure 8.3 Training errors of Model 1 and Model 2. 
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8.2.2. Number of Layers and Nodes per Layer 
The choice of the number of layers and nodes per layer is an important decision which 
is related to the performance of NNs. According to the literature survey [121], most B P 
networks will have one to three hidden layers, with the number of nodes in the hidden 
layers usually falling somewhere between the total number of input and output nodes. 
Actually in B P N N applications, they are determined by trial and error. 
Table 8.2 lists the recalling and testing errors of some structures by using the variables 
of Model 1. The differences between recalling errors and testing errors are 0.0142-
0.149 m m for mean errors and 0.0159-0.0349 m m for S T D errors, and the differences 
of testing errors between the structures with different layers are 0.1246-0.5374 m m for 
mean errors and 0.0079-0.0872 m m for S T D errors. These results indicate that the 
testing errors produce significant difference from the recalling errors for the means, but 
not for S T D errors. It is better to use testing errors to describe the performance of N N 
models because new data are used for the well trained N N in testing and the situation in 
testing is the closest circumstance to the real time application. 
More testing results by using different numbers of nodes in different hidden layers for 
Model 1 are listed in Table 8.3. The structures in this table include one with different 
numbers of hidden 1 nodes and hidden 2 nodes, and one with different hidden layers. 
The results in this table indicate that the number of nodes both in hidden 1 layer and 
hidden 2 layer, and the number of hidden layers have no significant effects on testing 
S T D errors ( A D M M 0.0893 m m ) , but have remarkable effects on testing mean errors 
( A D M M 0.7239 m m ) . These remarkable effects appears quite chaotically. There are 
no significant trends among the changes of the testing mean errors. The best structure 
for mean error is 6-10-0-0-1, 
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Table 8.2 Recalling and Testing Errors (mm) of the N N s with Different Hidden Layers 
Models 
Recalling Mean Error 
Recalling S T D Error 
Testing Mean Error 
















Table 8.3 Testing Results (mm) of N N Structures with Different Layers and 
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In order to demonstrate the effect of the number of layers and nodes per layer on the 
performance of the networks, Model 7 is chosen as an example for the study. Figure 
8.4 shows the training errors for three structures ( 5-20-0-0-1, 5-20-10-0-1, 5-20-10-5-
1) by using the variables of Model 7. The testing errors of these structures are listed in 
Table 8.4. Figure 8.4 demonstrates that the N N with three hidden layers can more 
quickly converge to a lower level of R M S than the N N s with one and two hidden 
layers. The difference of training errors between the one-hidden-layer N N and the two-
hidden-layer N N is not significant after 20, 000 training cycles. While the testing 
results of these structures, as shown in Table 8.3, indicate that the N N with two hidden 
layers (5-10-5-0-1) has a better performance than the N N s with one and three hidden 








5-20-0-0-1 N N 
5-20-10-0-1 N N 
5-20-10-5-1 N N 




Figure 8.4 Training errors for the structures with different layers 
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20000 
Training Cycle 
Figure 8.5 Training Errors of the NNs with 0, 20, 50 Nodes in Hidden 1 
10 
STD Error 
20 30~" 40 50 60 
Number of Hidden Nodes 
Figure 8.6 Testing Errors for the NNs with different Hidden Nodes 
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The effect of the number of nodes in hidden layers on training errors and testing errors 
is shown in Figure 8.5 and Figure 8.6. These results are achieved by the NN structures 
with one hidden layer and using the variables of Model 7. Although the training errors 
are quite similar for the NNs with different numbers of hidden nodes after 10000 
training cycles, as shown in Figure 8.5, the effect of the number of nodes in hidden 1 
layer on testing errors is significant (see Figure 8.6). The best result appears at 25 
hidden nodes for testing mean error and at 40 hidden nodes for testing STD error. 
More testing results by using different numbers of nodes in different hidden layers for 
Model 7 are listed in Table 8.4. Both mean errors and STD errors of the structures are 
highly related to the number of hidden nodes and hidden layers. The ADMMs are 
1.3189 and 3.8124 mm for the testing mean and STD error respectively. But no stable 
relationships can be extracted from these results. The structure with the best result for 
Model 7 is 5-20-10-15-1 both by mean and STD errors. 
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Table 8.4 Testing Results (mm) of N N Structures with Different Layers and 






































































8.2.3. Type of Transfer Functions 
The common used transfer functions in B P N N are Linear, TanH, Sigmoid, Dnna and 
Sine functions. Figure 8.7 shows the training errors for using different transfer 
functions in the structure (5-40-0-0-1) by Model 7 variables. This figure indicates that 
Sigmoid function converges more quickly to a low level of RMS than other functions. 
Linear function is quite similar to TanH, and Dnna is similar to Sine both for the 
convergence speed and the convergence RMS values. 
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0.12 
Training Cycle 
Figure 8.7 Training Errors of the Structures with different Transfer Functions 
The testing errors for some structures which include 5-40-0-0-1 are listed in Table 8.5. 
The results in this table show the different story from that by Figure 8.7. For the 
structures using Model 7 variables, transfer functions have significant effects both on 
the testing mean error and the STD error. The ADMMs are 0.049-1.8526 mm for the 
mean error and 0.0444-77.3097 mm for the STD error. For the structure 5-40-0-0-1, 
the best function is TanH for STD error and Sine for mean error. For the structure 
5-20-10-15-1, the best function is TanH both for mean and STD errors. While transfer 
functions have no significant effects on the testing mean and STD errors of the structure 
6-10-0-0-1 (Model 1, ADMMs are 0.049 for the mean and 0.0444 for the STD). 
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8.3 CHOICE OF TRAINING STRATEGIES 
8.3.1. Learning Rules 
The common learning rules and the available ones in Professional II/PLUS are Delta-
Rule, Norm-Cum-Delta, Ext-DBD, Quick-Prop, Max-Prop and Delta-Bar-Delta [122]. 
Figure 8.8 and Figure 8.9 show the training errors of using different learning rules for 
the structure (5-40-0-0-1, Model 7 variables). These figures demonstrate that Delta-
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Rule is the best learning rule both for training speed and training convergence of RMS. 
Ext-DBD, Quick-Prop and Max-Prop are very similar to Delta-Rule after 2, 000 
training cycles. The training error of Norm-Cum-Delta is quite chaotic before 15, 000 
training cycles and then converges to the RMS value which is a little higher than that of 
Delta-Rule. The training error of Delta-Bar-Delta is about twice that of Delta-Rule 








Figure 8.8 Training Errors for Different Learning Rules (1) 
20000 
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Figure 8.9 Training Errors for Different Learning Rules (2) 
20000 
The testing results by using different learning rules for the structure (5-40-0-0-1, Model 
7 variables) are listed in Table 8.6. This table indicates that using different learning 
rules will result in different NNs with remarkable differences of testing mean errors and 
STD errors. The ADMMs are 2.513 mm for the mean and 7.3899 mm for the STD. 
The best STD error is achieved by Delta-Rule, while the best mean error by Max-Prop, 
which coincide with the training errors shown in Figure 8.9. 
Different learning rules are also applied to the structure of Model 1 and the results show 
that the learning rule has no significant effect for the performance of Model 1. 
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8.3.2. Learning Rate 
Learning rate is another issue to BPNN learning. It is believed that learning rate is 
sensitive to the results of learning [123]. L o w rate will slow down the learning process, 
while high rate sometimes can not achieve the convergence of the results. Table 8.7 
lists some selections of learning schedules in Professional II/PLUS by using different 
learning rates in the different learning stages for the network (5-40-0-0-1, Model 7 
variables, Delta-Rule, TanH). This table also lists the relative testing results. The 
u*aining errors for schedule 1 and schedule 10 are shown in Figure 8.10. 
These results are contradictory to the common concept about the effect of learning rate. 
They indicate that the change of learning rate has no significant effects on training 
errors and testing errors as well as learning speed (see Figure 8.10). The A D M M s are 
0.049 m m and 0.1268 m m for the testing mean and S T D errors respectively. 
One possible reason for these results is that the values of learning rates in the learning 
schedule dialogue box of the neural network package may not be the same as the one 
used in the learning process. In order to guarantee the learning convergence, this 
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package has the function which can automatically decrease the learning rates, based on 
the learning effect Another possible reason is the nature of the data used for learning. 
The step size (or learning rate) may not be sensitive to the convergence of the learning 
for the relationships between the input and the output data of the N N models. 
Table 8.7 Different Learning Schedules with Different Learning Rates and the 
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Figure 8.10 Training Errors for Different Learning Rates 
8.3.3. M o m e n t u m Term 
Momentum terms are used to speed up the learning process and to avoid local 
minimum. Table 8.8 lists some selections of Learning schedules by using different 
momentum terms in the different learning stages for the network (5-40-0-0-1, Model 7 
variables, TanH), where Mom means momentum term. The testing errors of these 
learning schedules are also listed in this table. The results in Table 8.8 indicate that the 
change of momentum terms can not deteriorate the convergence of the learning process, 
and this change can not speed up the learning process, as shown in Figure 8.11. The 
reasons for these contradictory results to the common concepts are similar to that for 
learning rates. 
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Figure 8.11 Training Errors for Different Momentum 
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8.4 CONVERGENCE AND GENERALISATION 
Theoretically, no proof of convergence has yet been found for the multi-layer BP 
networks! 119]. It has even been shown that back-propagation can sometimes fail to 
provide a solution to even linearly-separable problems which should be solvable using a 
single unit[120]. In the practice of B P applications, what one can do for the proof of 
convergence is to run the same network as many times as possible. In each time of 
running, training errors, recalling errors and testing errors can be all used to check 
whether the learning is converged. Testing errors are more accurate than other errors 
for monitoring the convergence. Once the training network fails to converge, some 
change of parameters or architectures should be made for searching more reliable 
networks for the real field application. 
The main attraction of neural networks is their ability to learn from examples and to 
generalise from these examples so that new and previously unseen examples can be 
correctly classified. The network is effectively interpolating between examples so that 
new examples which are "similar" in some way to one class of examples from the 
training set will be included in that class. But this ability can be undermined by the 
representative of training data and overtraining. 
8.4.1. Representation of Training Data 
It is important to make the distinction between interpolation and extrapolation. It is 
believed that neural networks are very good at interpolating between example patterns 
but very bad at extrapolating beyond the range of input patternsfl 19]. Therefore, it is 
necessary to know the range of the training data so that the output of the network can be 
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classified as within reliable limits, not depending on whether the inputs lie within that 
range. 
For the BPNN application of the bar-to-bar width modelling, the NNs are applied by 
passes and by grade classes. In each grade class, there are many rolling schedules 
which are represented by the slab width and the aimed width of the final product. 
These schedules may be usual, unusual, weekly, monthly and yearly schedules. It is 
necessary to make sure that the training samples include all the schedules which will be 
used with the well trained N N model. 
Sample sizes are also related to the representative of training samples. Too small 
sample sizes may not include all schedules or enough repetition of each schedule for 
learning. While too large sample sizes will increase the cost of the application. 
Therefore the problem of sample sizes is an important issue for developing the B P N N 
with good generalisation. But few guidelines for determining sample size can be found 
in the literature and it seems that trial and error is the popular way to do the job. 
About 1400 bars sample data (grade class A06) are collected from Hot Strip Mill, 
S P P D B H P Steel. They include usual schedules of this class for recent years. These 
data are divided into several sizes of training samples and testing samples. Each set of 
samples both for training and testing can include all of the schedules. But the small 
sample set has low repetition of each schedule, and the large one has high repetition of 
each schedule. 
Table 8.9 and Table 8.10 show the testing mean and STD errors by using different 
training and testing sample sizes for the network (5-40-0-0-1, Model 7 variable, Delta-
Rule, TanH) respectively. These tables also include the mean values of S T D and mean 
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errors for each row (testing size) and each column (training size). Figure 8.12 and 
Figure 8.13 show the S T D and the mean errors by the bar diagrams respectively. These 
results indicate that both training sample size and testing sample size are sensitive to the 
testing results. The A D M M s within all these combinations with different testing and 
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Figure 8.12 Testing STD Errors for Different Sample Sizes 
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Figure 8.13 Testing Mean Errors (absolute value) for Different Sample Sizes 
For the STD errors of testing, it is noticed that the mean value of the errors increases as 
the testing size increases, and it decreases as the training size increases. But this kind 
of trend is not apparent in the testing mean errors. If this trend is not significant at 
some sample sizes, these sample sizes can be used for the final sample sizes of the 
BPNN applications, because at that stage, sample sizes are not sensitive to the testing 
results any more. 
256 
Chapter 8 Further Study on Applications ofBP Networks 
Actually it is difficult for small sample sizes of training to have high representation of 
the data. O n the other hand, it is easy for large sample sizes of testing to have new 
information for the trained network. This is why the convergence is usually more 
difficult as the sample size of testing increases, and easier as the sample size of training 
increases. 
Some criteria are developed here to judge when the trend is not significant and to 
determine how much the sample sizes of training and testing are enough for developing 
the networks with high generalisation. These criteria are defined as : 
Criterion 1: \Ete(Ns +A)- Ete(Ns)\ < e, (8.1) 
Criterion 2: \Etr(Ns +A)- Etr(Ns)\ < e2 (8.2) 
where A is the gain of size (for example, A = 50 for testing size and 100 for training 
size), Ns is sample size, Etr(Ns +A) and Etr(Ns) are the mean value of the errors for 
all testing sizes at training size Ns+A (the mean of Ns + A column in the table) and 
Ns respectively, Ete(Ns +A) and Ete(Ns) are the mean value of the errors for all 
training sizes at testing size Ns + A (the mean of Ns + A row in the table) and Ns 
respectively, e, and e2 are accuracy limits. 
These criteria are suitable for both STD errors and mean errors. An example of 
applying these criteria is shown as: 
If choosing e, = e2 = 0.1mm for the bar-to-bar width network, using the results in 
Table 8.9 and Table 8.10 and by testing S T D error, 
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\Ete (450) - Ete (400)\ = \5.1773 - 4.0799\ = 1.0974 >0.1 
11^(900) - I,r(cSO0)| = \3.1841 - 3.3686\ = 0.1845 > 0.1 
These results mean that both the testing size and the training size are too small, and 
further data collection is necessary. 
By testing mean errors, 
\%e(450) - Ete(400)\ = \0.3051 - 0.2471\ = 0.058 < 0.1 
\EJ900) - Etr(800)\ = \0.2669 - 0.3041\ = 0.0372 <0.1 
These results mean that the sample sizes are suitable for the application. 
8.4.2. Overtraining 
It is believed that overtraining occurs when the neural network tries to fit the training 
data too precisely, which then makes generalisation more difficult [119]. In order to 
avoid this, a method has been proposed [125] where the network is continually tested 
with data other than the training data. As training continues the error for the training set 
and the testing set decreases. A point is reached when further training would result in a 
decrease in the errors in the training data, but an increase in the errors in the testing 
data. At this point the system has started to overtrain and so training should be stopped. 
Figure 8.14 shows the testing errors for three BP networks (5-40-0-0-1, 5-20-0-0-1, 5-
10-0-0-1, Model 7 variables, Delta-Rule, TanH, Training size: 945, Testing size: 450). 
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There are no such points as overtraining even after 260, 000 training cycles. Actually 
since 100,000 training cycles, the training of the networks has already converged to the 
minimum level of testing errors. This figure also indicates that the testing S T D error 
changes quite smoothly as training continuous, and nearly reaches the bottom line of 
the error after 100, 000 training cycles. While the testing mean error changes quite 
radically as training continuous, but it also calms down to a relatively stable level of 
errors after 100,000 training cycles. 
The efficiency of training can be measured by the decline of the testing errors from the 
start to the end of a limited number of training cycles. Figure 8.15 shows the training 
efficiency for both testing S T D errors and mean errors of the networks. This figure also 
indicates that the training efficiency decreases to near zero after 100, 000 training 
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Figure 8.14a Testing Mean Error with Training Cycle 
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Figure 8.15a Training Efficiency by Mean Error 
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Figure 8.15b Training Efficiency by STD Error 
8.5 D I S C U S S I O N A N D C O N C L U D I N G R E M A R K S 
The main work in BPNN applications is the design and the learning/testing of the 
neural networks. A number of issues are related to this work. They are the choice of 
architecture, the choice of training strategies, convergence and generalisation. This 
chapter takes the bar-to-bar width model (pass 3) as the example for the further study, 
and all results are achieved by the neural network package Q?rofessional II/PLUS). 
The choice of architecture mainly includes the formation of input and output variables 
for the neural networks, the number of layers and nodes per layer, as well as the type of 
transfer functions. The study of the example indicates that the formation of input and 
output variables can change the result of B P N N learning significantly. The A D M M s 
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within the eight different models are 0.835 mm and 5.076 mm for the testing mean and 
S T D error respectively. The best results are achieved by Model 1 for the testing S T D 
error and Model 2 for the testing mean error. The study of the formation also shows 
that the differences between using the real dimensional values of input/output variables 
and using the normalised ones are not significant. The A D M M for these differences are 
0.159 for the testing mean error and 0.066 for the testing S T D error. It is because the 
package has the normalisation function called MinMax Table. 
The number of layers and nodes per layer plays an important role in BPNN learning. 
The A D M M s within the networks (in Table 8.4) with different layers and different 
nodes per layer are 1.3189 m m and 3.8124 m m for the testing mean and S T D error 
respectively. There are no laws which can be simply extracted from the results in Table 
8.3 and which can indicate the best number of layers and nodes per layer. What one 
can do is to perform trial and error within the combinations with the number of layers 
and the number of nodes per layer as many as possible. It is noticed that these 
combinations are also affected by the formations of the input/output variables and other 
factors discussed later. The best results for Model 1 are achieved by 6-10-0-0-1 for the 
testing mean error (0.0015 m m ) and by 6-10-5-3-1 for the testing S T D error (2.3329 
m m ) . The best results for Model 7 are achieved by 5-20-10-15-1 both for the testing 
mean error (0.0341 m m ) and for the testing S T D error (3.2503 m m ) . 
The type of transfer functions can also affect the results of BPNN learning dramatically. 
The results in Table 8.4 show that the A D M M s of the structure 5-20-10-15-1 are 1.8526 
m m for the testing mean error and 77.31 m m for the testing S T D error. The best 
function for the structures is TanH both for the testing mean error and for the testing 
S T D error. But for the structure 6-10-0-0-1, transfer functions are not so sensitive to 
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the testing results as the structure 5-20-10-15-1. The ADMM s for 6-10-0-0-1 are 
0.0692 m m and 0.0444 m m for the testing mean and S T D error respectively. 
The training strategies discussed in this chapter include learning rules, learning rates 
and momentum terms. The results by using different learning rules for the structure (5-
40-0-0-1, Model 7 variables) show that the A D M M s are 2.513 m m for the testing mean 
error and 7.39 m m for the testing S T D error. The best results are achieved by Delta-
Rule for the S T D error and by Max-Prop for the mean error. The results in Figure 8.8 
and Figure 8.9 indicate that Delta-Rule is the learning rule with the highest speed for 
convergence. 
The results in Table 8.7 and Table 8.8 demonstrate that learning rates and momentum 
terms are not sensitive to the learning of the example N N . One possible reason for 
these kinds of results is the nature of the data used for learning. Learning rates and 
momentum terms would make no difference to the convergence of the learning for the 
relationships between the input variables and the output variables of the N N models. 
Another possible reason is related to the function of the neural network package. This 
function can guarantee the learning convergence. 
Convergence and generalisation are the problems faced by all BPNN applications. The 
process of convergence can be monitored by training errors, recalling errors and testing 
errors. In some cases, the convergence of training errors does not mean the 
convergence of testing errors (see Figure 8.7 and Table 8.5, Dnna). The A D M M 
between the recalling errors and the testing errors for the example N N s are from 0.014 
m m to 0.328 m m for the mean and from 0.007 m m to 0.738 m m for the STD. 
Therefore testing errors are more accurate than others for monitoring the convergence. 
In addition to the effects of B P N N architectures and learning strategies on the 
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convergence and the generalisation of NNs, the nature of training data is important to 
these problems. Firstly, the training data have to be correlative between input variables 
and output variables. This point can be verified by the relative theories and the 
practice. Secondly, the training data have to be a high representative for the object of 
applications. A high representative here means that the data includes full information 
for the application and have enough repetitions of the information for the N N learning. 
Both points are related to the sample size for training and testing. 
For the BPNN application of the bar-to-bar width modelling, the data and the sample 
sizes have to include all rolling schedules which are used with the networks and have 
enough repetitions for each schedule. The results, by using different sample sizes for 
training and testing, indicate that for the testing S T D errors (Table 8.9), the mean value 
of the S T D errors increases as the testing size increases, and decreases as the training 
size increases. These kinds of trends are not significant in testing mean errors. T w o 
criteria are proposed here to check whether the trends are significant. If the trends are 
not significant by some sample sizes, these sample sizes can be used for the final 
sample sizes for the design and the learning/testing of the neural networks for the 
applications. 
By the proposed criteria, if the criterion limits are chosen as 0.1 mm for the example 
network, the training size (900) and the testing size(450) are good enough for the 
testing mean errors, but not so for the testing S T D errors. If the criteria need to be met 
for the S T D errors, further data collections are necessary. 
The overall view of the effect of all main factors on BPNN learning and testing are 
shown in Table 8.11. The most significant factor is the learning rule for testing mean 
error, and transfer function for testing S T D error. 
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The problem of overtraining has not been found in the example of B P N N applications. 
It is noticed that the testing errors can converge to a low level after a limited number of 
training cycles, and at that point, the training efficiency also decreases to near zero. For 
the example application, this number is 100, 000. 
In conclusion, the further study of the BPNN applications can be summarised as the 
following guidelines for B P N N applications: 
(1) Check the representative of training data. For the bar-to-bar width, the 
training data has to include all the schedules which will be used with 
well trained N N models. 
(2) Carefully divide the data into training data and testing data with several 
sample sizes. The division of the data should not damage the 
representative both for training data and for testing data. For the bar-to-
bar width, the data can be separated as a series of sample sizes as 50, 
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100, 200, 250,..., etc.. The data of each sample size must include all the 
schedules. 
(3) Find out the suitable number of training cycles for convergence by a 
simple N N structure. A network with a single hidden layer with a few 
nodes is recommended. By training this network up to a large number of 
cycles, say 300000, and testing it after each 10000 training cycles, one 
can find out a suitable number of training cycles which can guarantee the 
convergence. For the example of bar-to-bar width, this number is 
100000. 
(4) Use the combinations with different sample sizes of training and testing, 
and find out the suitable sample sizes by the proposed criteria. For the 
bar-to-bar width, the sizes are 450 for testing and 900 for training by 
some accuracy limits. 
(5) Try different formations of input and output variables. Usually, the 
formations of input and output variables include normalised, non-
normalised, primary and other manipulated variables. Eight models are 
presented here for the bar-to-bar width. Model 1 achieves the best result, 
but Model 1 is not sensitive to other N N parameters such as learning 
rules and transfer functions. 
(6) Use the structure with one to three hidden layers and different nodes in 
each hidden layer. For the bar-to-bar width, one hidden layer is 
recommended. 
(7) Choose different transfer functions for the networks. The common used 
transfer functions in B P N N are Linear, TanH, Sigmoid, Dnna and Sine 
functions. For the bar-to-bar width, TanH and Sigmoid functions are 
highly recommended. 
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(8) Take different learning rules. The common learning rules and the 
available ones in Professional II/PLUS are Delta-Rule, Norm-Cum-
Delta, Ext-DBD, Quick-Prop, Max-Prop and Delta-Bar-Delta. Delta-
Rule is suitable for the bar-to-bar width. 
(9) Try large values of learning rate and momentum term in the package to 
see whether they are sensitive to the learning results. Moderate values 
are recommended in the case without the package. 
(10) Repeat some steps above to enhance the results achieved so far. 
These guidelines were developed by trial and error method. They can be generalized to 
other situations because they are similar to the guidelines of others [117] [120]. 
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CHAPTER 9 
CONCLUSIONS AND FUTURE WORK 
The main conclusions of the thesis are : 
(1) Neural Networks for the Bar-to-bar Width and the In-bar Width 
Back-Propagation neural network models and Radial Basis Function neural network 
models are developed for the prediction of the bar-to-bar width control at the roughing 
mill of hot strip mills. The training and the testing of the neural networks are based on 
the data collected from the roughing mill of H S M , B H P Steel SPPD. 
The results of the testing show that the Radial Basis Function neural network models can 
achieve better predictions than the current regression-based models for the bar-to-bar 
width control. The neural network models can be used with an adaptation system (see 
Figure 4.17 in chapter 4). Such a system is expected to show more advantages than the 
current models for the bar-to-bar width control. 
The comparison of the performance between the BP networks and the RBF networks 
indicates that the R B F networks are more suitable than the B P networks for the prediction 
of the bar-to-bar width control. 
The results between the polynomial regression models and the neural network models 
confirm the advantage of the neural network models over the regression models for the 
bar-to-bar width control. 
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In the process of neural network modelling for the in-bar width control, it is found that 
the four-input neural network model (reduced from the original 12 input model) is a good 
alternative for the feed-forward control which is currently achieved by the feed-forward 
system (one-input: entry width) for reducing the in-bar width variation. 
The in-bar width modelling by the BP network indicates that RR-RE Tension, RR Force, 
Entry Width and R E Gap are the main factors for the in-bar width deviation. The 
variation of R R - R E Tension and R R Force are related to some operational and 
maintenance problems which can be addressed by the proposed expert system. 
Using bias and momentum in the learning process of BP networks can speed up the 
learning significantly. Cauchy method can be applied to overcome the local minimum 
which B P network usually faces. In the case of the bar-to-bar width modelling, a critical 
artificial temperature exists. W h e n the artificial temperature goes above this critical level, 
the training R M S error can be reduced significantly. The number of sample data is not 
sensitive from 450 to 900 for the training and 240 to 450 for the testing of the bar-to-bar 
width models. 
(2) Neural Networks for the Head & Tail Width Control 
This research confirms that the performance of head & tail width control systems are 
related to the original shapes of incoming bars and the key parameters of the stroking 
system. In order to increase the speed of the neural network training, thousands of 
original shapes can be classified as a finite number of basic shapes which are defined by a 
knowledge base. The relationships between the basic shapes and the key parameters of 
the stroking system are also decided by the knowledge base. This knowledge base is 
developed on the rolling practice, rolling theory, engineer's and operator's knowledge for 
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the head & tail width control. 
The BPNN and the GRNN can be trained by the basic shapes and their relative values 
for the key parameters of the stroking system. The well trained neural networks are 
tested by the real shapes. 
The results of testing indicate that neural networks have the ability to integrate the 
practical knowledge of the head & tail width control into distributed weights in the neural 
networks. 
These networks can automatically convert the shapes of the original head & tail width of 
incoming bars to the suitable parameter values of the stroking system for the optimal head 
& tail width control. 
According to the survey of the hot strip mill BHP Steel SPPD, more than half of the bars 
at the roughing mill received unnecessary or unsuitable head & tail stroking, which 
resulted in more crop loss. O n the other hand, the neural networks can guarantee more 
than 90 % of bars receive suitable stroking, which indicates that the neural network 
system for head & tail width stroking has the potential to improve the performance of the 
head & tail width control significantly. 
Comparison of the performance of BP networks with GRNN networks confirms that BP 
network has a more accurate prediction result, but needs more time for training. 
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(3) Fuzzy Logic Controller and Its Application to the Bar-to-Bar Width 
This research confirms that the FLC learning process can be considered as a constrained 
optimisation problem. The back-propagation (BP) method is not suitable for this 
problem because BP method may cause overshooting of FLCs. Directive Optimisation 
methods can replace BP method for the supervised learning of membership functions 
because direct optimisation methods can guarantee the compatibility between fuzzy logic 
rules and membership functions. 
For the learning of fuzzy logic rules, the resulting rules by the Competitive Learning 
(CPL)[98] also may cause overshooting, while the rules generated by the Direct Matching 
(DM) method do not have this problem. A combination of rules by CPL and DM can 
create the optimum result. The ideas mentioned above are realised by the proposed 
learning algorithm. 
The RMS error between the FLC predicted values and the measured values of the final 
result for the well trained FLC is 3.5 mm. By comparing this result to the one by the 
neural network (2.129 mm RMS) and the current model (3.63 mm RMS), it indicates that 
fuzzy logic controllers are a reasonable alternative for the bar-to-bar width control. 
(4) Expert System for RM Width Control 
At this stage, this expert system is a prototype system which deals with the problems 
related to the RM width at a hot strip mill. The potential application of this system 
includes the full scale width control at a hot strip mill and other quality items such as strip 
shape, profile, yield strength and ductility, etc.. 
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The general guidelines for developing the full scale expert system for all quality items at a 
hot strip mill are proposed here. The most difficult work in the process of developing 
such an expert system is the knowledge acquisition. This is because the performance of 
the expert system relies on the quantity and the quality of the knowledge. 
Professional tool as G2 package has proven to be a quick and convenient way to set up 
an expert system for the quality control at a hot strip mill. The environment which G 2 
provides is quite suitable for this kind of problem. The foreign function interface of G 2 
system provides an effective way to connect the R M width expert system with the neural 
network models which is developed separately. 
The RM width expert system covers the in-bar width, the bar-to-bar width and the 
head/tail width problems. The results of the testing by the raw data from a hot strip mill 
show that the expert system can use the neural network (NN) models to predict the in-bar 
width performance, and the predictions are better than the observed results achieved by 
the current system. 
Also through the expert system, the NN models for head/tail width can automatically 
process and judge the head/tail width shape of in-coming bars, and recommend the 
suitable values of the key variables of the head/tail stroking system for the operators to 
adjust 
The testing results indicate that the rule-based system for the in-bar width monitoring can 
provide the correct information for the operators to achieve better control of the in-bar 
width. 
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(5) Further Study on Applications of B P Networks 
The study confirms that the choice of architectures, the choice of training strategies, the 
problems of convergence and generalisation can affect the design and the learning/testing 
of the neural networks significantly. 
The choice of architectures mainly includes the formations of input and output variables 
for the neural networks, the number of layers and nodes per layer, as well as the type of 
transfer functions. The training strategies investigated in the further study consist of 
learning rules, learning rates and momentum terms. The results of the example show that 
only learning rules can affect the outcome of the B P N N learning and testing. 
Convergence and generalisation are related to the sample size and the training cycles. 
T w o criteria are proposed to determine the sample size both for training and testing. The 
study of overtraining can lead to knowledge of the suitable number of training cycles for 
the applications. 
The guidelines have been developed for BPNN applications in the bar to bar width 
modelling. 
The main future works are : 
An industrial trial will be under the way in the near future. This trial will be used to 
validate the feasibilities of the N N models for the bar-to-bar width control and the head & 
tail width control. 
Chapter 9 Conclusions and Future Work 
A n adaptation model is needed to enhance the prediction of the N N models for the bar-to-
bar width control in an on-line situation. 
The NN models developed so far are based on the different passes and the different 
classes. The future direction is to develop one N N model which can be used for all 
passes and several grades. 
For the practical implementation of the FLC for the bar-to-bar width control, more sample 
data are required until the sample size is not sensitive to the results, and one has to 
develop FLCs for other passes such as pass 1, pass 5 and pass 7. 
The proposed learning method is used for off-line training of FLC. Further effort is 
needed to improve the learning speed of the method for on-line applications. The 
proposed supervised learning method is still belong to the so-called local minimum 
method. The future work is to show how to make the result of the proposed method be 
the global minimum. 
Further knowledge acquisition and knowledge refinement are necessary. An industrial 
trial is also in the future work. The full scale width system at a hot strip mill and the 
system for other quality items are the further development. 
It is desirable to develop more effective methods for searching better results in the infinite 
combinations of the relative factors for B P N N learning. 
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