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 Električno energijo s trenutno, širše dostopno tehnologijo, ne moremo skladiščiti v velikih 
količinah , zato je za optimalno obratovanje elektroenergetskega sistema potrebna usklajenost med 
porabo in proizvodnjo v sistemu. Do pred nekaj let je elektroenergetski sistem obratoval po 
uveljavljenem načinu proizvodnje električne energije v centraliziranih proizvodnih enotah ter 
distribucije energije do končnih odjemalcev. Danes vključevanje razpršenih virov proizvodnje , vse 
večja razširjenost elektromobilnosti, zahteve po učinkovitejši rabi energije in aktivnejši vlogi 
odjemalcev, ki so pripravljeni svojo porabo premikati izven okvirjev svojih standardnih vzorcev, pa 
postavljajo pred načrtovalce elektroenergetskega sistema kopico novih izzivov. 
 Količina in dinamika oddane električne energije razpršenih virov v omrežje sta v veliki meri 
odvisna od vremenskih dejavnikov. Vse večji delež razpršenih virov, predvsem obnovljivih virov 
električne energije, ne prinaša velikih izzivov le na področju upravljanja elektroenergetskega sistema, 
temveč ima zelo izrazit vpliv tudi na dogajanje na elektroenergetskem trgu. Zato je zelo pomembno 
poznavanje napovedi porabe in proizvodnje, še posebej razpršenih virov, saj je ključno za stabilno 
obratovanje elektroenergetskega sistema, za prilagoditev proizvodnje konvencionalnih virov porabi in 
za trgovanje z električno energijo. 
 V magistrskem delu je predmet našega zanimanja analiza in kratkoročna napoved pretoka 
(delovne) moči skozi RTP Breg. Za omrežje RTP Breg je značilno, da ima instalirano veliko število 
razpršenih virov. Njihov vpliv, predvsem sončnih elektrarn, katerim pripada skoraj 87 % skupne moči 
razpršenih virov, je najbolj opazen na dnevnem diagramu pretoka moči skozi RTP Breg. 
Elektrodistribucijsko podjetje Elektro Maribor nam je za potrebe analize in izračuna napovedi 
posredovalo zgodovinske podatke o pretoku moči skozi RTP Breg in o proizvodnji sončnih elektrarn v 
tem omrežju. 
 Napovedi se lotevamo z uporabo ARIMA (avtoregresijski integrirani modeli drsečih povprečij) 
modela, oziroma njegove kombinacije. V magistrskem delu opišemo časovne vrste in njihove 
komponente, nato sledi še opis ključnih pojmov, ki so potrebni v analizi časovnih vrst. Nadalje je 
POVZETEK 
XII 
 
opisana metodologija ARIMA modela, ki spada v skupino statističnih metod. Razložen je postopek 
izdelave in izbire najprimernejšega ARIMA modela za kratkoročno napovedovanje pretoka moči za en 
dan vnaprej. Na koncu je podana primerjava treh metod napovedi pretoka moči skozi RTP Breg. Prva 
metoda temelji na združitvi napovedi proizvodnje in porabe električne energije, druga temelji na 
podlagi zgodovinskih podatkov pretoka moči, tretja pa poleg zgodovinskih podatkov pretoka moči 
vključuje še zunanjo pojasnjevalno spremenljivko sončnega obsevanja. 
 
Ključne besede: kratkoročna napoved, pretok moči, RTP Breg, obnovljivi viri, sončne elektrarne, ARIMA 
model, sončno sevanje 
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With currently widely available technology, we cannot store electricity in large quantities, 
therefore it requires consistency between consumption and generation of electricity for optimal 
operation of the electric power system. Until couple of years ago, the power system operated 
according to the established models of electricity generation in centralized power plants and 
distributing electricity to consumers. Nowadays, integration of distributed energy resources (DER), 
increasing prevalence of electromobility, expectation of more efficient use of energy and a more active 
role for consumers, who are prepared to change their habits of consumption, all bring new challenges 
for power system planners 
The amount and dynamics of the electricity generated by DER in the network depend to a large 
extent on the weather factors. An increasing proportion of DER, especially renewable energy sources, 
does not only bring major challenges in the field of power system management, but it also affects the 
electricity market. Therefore it is very important to make forecasts of consumption and generation of 
electric energy, especially for DER, since it’s crucial for the stable operation of power system and for 
adaptation of generation of conventional sources to consumption and also for trading with electrical 
energy. 
In the master’s thesis, the subject of interest is the analysis and short-term forecast of (active) 
power flow through substation Breg. It is characteristic for the network of substation’s Breg, that it has 
installed a large number of DER. Their influence, especially solar power plants, which have almost  
87 % of total power of DER, is the most noticeable on the daily diagram of power flow. Elektro Maribor 
d.d. gave us historical data of the power flow through substation Breg and the generation of solar 
power plants in that network. 
We tackle the forecasts with the use of ARIMA (autoregressive Integrated Moving Average) 
model and its combinations respectively. In the master’s thesis we describe time series and their 
components, followed by a description of key concepts, which are needed in the analysis of time series. 
Further it describes the methodology of the ARIMA model, which belongs to the group of statistical 
ABSTRACT 
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methods. The building and selection process of the most appropriate ARIMA model for short-term 
forecasting for one day ahead is explained. At the end, a comparison of all three methods of forecasting 
power flow is given. The first method is based on a combination of forecasts of production and 
generation of electrical energy, the second method is based only on historical data of power flow, the 
third method uses exogenous time series of global irradiance in addition to historical data of the power 
flow. 
 
Key words: short-term forecast, power flow, substation Breg, renewable resources, solar power plants, 
ARIMA model, solar irradiance 
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Električna energija je med najuporabnejšimi vrstami energije in predstavlja enega od temeljev 
sodobnega načina življenja. Je dejavnik, ki omogoča tehnološki razvoj. Električna energija predstavlja 
zelo specifično blago, ki ga s trenutno, širše dostopno tehnologijo ne moremo neposredno skladiščiti v 
velikih količinah, zato ga je potrebno sproti porabljati. V elektroenergetskem sistemu mora v vsakem 
trenutku veljati ravnovesje med proizvodnjo in porabo električne energije. Natančno sledenje porabe 
električne energije je osnovna zahteva pri obratovanju elektroenergetskih sistemov.  
Tradicionalni elektroenergetski sistem je obratoval po uveljavljenem načinu proizvodnje električne 
energije v centraliziranih proizvodnih enotah ter distribucije energije do končnih odjemalcev. Pretok 
moči je bil vedno usmerjen v eno smer in zaradi tega tudi lažje predvidljiv. Vsa zaščita elementov 
omrežja je bila nastavljena na enosmerne pretoke, napetostni padci pa so bili odvisni od trenutne 
obremenjenosti omrežja ter od prenosnih zmogljivosti vodov. 
Danes smo priča vse večjemu deležu razpršenih virov električne energije na srednjenapetostnem in 
nizkonapetostnem distribucijskem omrežju kot posledica ciljev Evropske Unije, ki predvidevajo 
zmanjšanje izpustov ogljikovega dioksida s strani konvencionalnih virov. Vedno večja integracija 
razpršenih virov prinaša spremembo velikosti in smeri pretokov moči ter spremembo napetostnih 
profilov vodov [1]. Razpršeni viri, skupaj z vse večjo razširjenostjo elektromobilnosti in zahteve po 
učinkovitejši rabi energije in aktivnejši vlogi odjemalcev, ki so pripravljeni spreminjati svojo porabo, pa 
postavljajo pred načrtovalce elektroenergetskega sistema veliko novih izzivov. 
Količina in dinamika oddane električne energije razpršenih virov v omrežje sta v veliki meri odvisni od 
vremenskih dejavnikov. Vse večji delež razpršenih virov, pa ne vpliva le na vodenje 
elektroenergetskega sistema, ampak ima tudi zelo izrazit vpliv na dogajanje na elektroenergetskem 
trgu. Zato je zelo pomembno, da znamo napovedati porabo in proizvodnjo električne energije, saj je 
njuna napoved ključna za stabilno obratovanje elektroenergetskega sistema, za prilagoditev 
proizvodnje velikih enot porabi in za trgovanje z električno energijo. 
Obstajajo različne metode za napovedovanje porabe in proizvodnje električne energije. Napovedi 
porabe in proizvodnje glede na dolžino napovedi, delimo na: kratkoročne (od ene ure do enega tedna 
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vnaprej), srednjeročne (od enega tedna do enega leta) in dolgoročne (daljše od enega leta) [2]. V 
magistrski nalogi se osredotočamo na kratkoročno napovedovanja pretoka moči , kar pomeni napoved 
za en dan vnaprej. 
V literaturi srečamo različne metode za kratkoročno napovedovanje porabe in proizvodnje. V [3] 
metode za kratkoročno napoved porabe razdelijo v štiri skupine: statistične metode, metode na 
podlagi umetne inteligence, ekspertne metode in hibridne metode. V prvo skupino spadajo regresija, 
splošno eksponentno glajenje, metoda stohastičnih časovnih vrst, metoda podobnih dni in regresijske 
metode vektorskega učenja. V drugo skupino spadajo mehke množice, nevronske mreže, genetski 
algoritmi, metoda podpornih vektorjev. Za napoved proizvodnje sončnih elektrarn v [4] uporabljajo 
ARIMA model oziroma njegove kombinacije kot sta SARIMA in SARIMAX, ki spadata med metode 
časovnih vrst, ter umetno nevronsko mrežo. Enake metode se uporabljajo tudi za napoved proizvodnje 
preostalih razpršenih virov, kot so male hidro elektrarne in vetrne elektrarne. 
Osnovni namen magistrskega dela je kratkoročna napoved pretoka moči skozi RTP Breg, katero 
omrežje ima velik delež razpršenih virov, predvsem sončnih elektrarn. Cilj je dobiti napoved pretoka 
moči na podlagi preteklih podatkov pretoka moči in proizvodnje sončnih elektrarn ter pri tem uporabiti 
čim manj zunanjih (vplivnih) spremenljivk. Problem rešujemo s tremi metodami, ki temeljijo na 
metodologiji ARIMA modelov, ki spadajo med metode časovnih vrst. Gre za t. i. klasične metode, ki se 
veliko uporabljajo na področju napovedovanja. 
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Časovna vrsta predstavlja niz 𝑦𝑡 = (𝑦1, 𝑦2, . . , 𝑦𝑛) 𝑛 zaporednih opazovanj v časovnem obdobju, v 
katerem so  časovni razmiki običajno konstantni. Za take vrste rečemo, da so ekvidistančne. 
Časovne vrste po naravi izvora delimo na zvezne in diskretne. Diskretna časovna vrsta vsebuje 
vrednosti izmerjene v posameznih časovnih točkah in jih lahko dobimo z odčitavanjem iz zveznih vrst 
[5]. Vse obravnavane časovne vrste v nadaljevanju tega dela so diskretne. Časovne vrste delimo tudi 
na deterministične in stohastične. Pri determinističnih časovnih vrstah je vrednost opazovane 
spremenljivke v danem trenutku določena s pomočjo matematične funkcije, pri stohastičnih pa je 
vrednost v danem trenutku le delno določena s predhodnimi vrednostmi opazovane spremenljivke. 
Procesi v ozadju stohastičnih vrst niso popolnoma razumljivi, saj na prihodnje vrednosti vpliva tudi 
neka zunanja, neopazovana naključna spremenljivka Napoved vrste naslonimo na domnevo, da bo 
obnašanje v prihodnosti podobno obnašanju v preteklosti. Pogosto se ta predpostavka poruši, ko se 
zgodi kakšen nepredvidljiv dogodek [5].   
Osnovni namen proučevanja časovnih vrst je opazovati časovni razvoj procesov in iskanje njihovih 
zakonitosti. Ugotovljene zakonitosti omogočajo napovedovanje nadaljnjega razvoja in s tem povezano 
sprejemanje ustreznih ukrepov. Pri modeliranju časovnih procesov privzamemo, da časovna vrsta 
predstavlja realizacijo časovnega poteka. Model časovnega procesa predstavlja časovno zaporedje 
naključnih spremenljivk, ki so praviloma povezane med seboj in imajo skupno verjetnostno 
porazdelitev [6]. 
2.1 Komponente časovne vrste 
Pri analizi časovnih vrst se osredotočamo na podatke in si želimo določiti naravo opazovanega procesa 
v nekem časovnem obdobju. Ugotovitve, na podlagi podatkov iz preteklosti, se nato uporabijo za 
napovedovanje prihodnjih vrednosti. Cilj analize je poiskati matematični model, ki se prilega opazovani 
časovni vrsti in, ki ustrezno ter smiselno razlaga korelacije podatkov v časovni vrsti.   
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Časovne vrste so med seboj različne in ne glede na resnični naravni proces jih lahko zapišemo kot vsoto 
večih komponent, kjer ima vsaka od njih svoj tip obnašanja. Časovno vrsto 𝑦𝑡 razčlenimo na trend 𝑇𝑡, 
cikel 𝐶𝑡, sezonsko komponento 𝑆𝑡 in ostanek oziroma na naključno spremenljivko 𝑡 [7]. 
Trend predstavlja dolgoročno spremembo povprečne vrednosti časovne vrste v odvisnosti od časa in 
podaja osnovno smer razvoja [8]. Trend je lahko naraščajoč, padajoč ali stacionaren in ni nujno, da je 
linearen. Ločimo tudi med determinističnim in stohastičnim trendom. Prvega določimo na podlagi 
določenih zakonitosti časovnega procesa in je popolnoma ali skoraj popolnoma napovedljiv skozi čas, 
medtem ko se drugi odraža v lokalnem spreminjanju procesa [6] . 
Sezonsko komponento prepoznamo po ponavljajočem se vzorcu v določenih časovnih intervalih. 
Perioda sezonske komponente ima konstantno dolžino [7]. 
Ciklična komponenta opisuje dolgoročna nihanja trenda z nekonstantno periodo, ki je daljša od periode 
sezonske komponente [5]. Poleg tega je magnituda ciklične komponente običajno bolj spremenljiva 
kot magnituda sezonske komponente. V časovnih vrstah, ki prikazujejo ekonomske podatke, se ciklična 
komponenta analizira v obdobju dveh ali več let, zato običajno ni prisotna v klasični analizi časovnih 
vrst [7]. V praksi cikel večinoma podajamo skupaj s trendom. 
Naključna komponenta (angl. residual) je ostanek (jo imenujemo tudi iregularna komponenta, šum, 
napaka), ki ga dobimo po odstranitvi trenda, cikla in sezonske komponente iz časovne vrst. Nanaša se 
na neznane dejavnike, ki jih ne moremo razložiti z že omenjenimi komponenti, saj v ostankih ostane 
nepojasnjena avtokorelacija. Predstavlja slučajno rast ali padec vrednosti časovne vrste v določeni 
periodi . Naključna komponenta je edina stacionarna komponenta časovne vrste  
Na sliki 1 je prikazan primer časovne vrste, ki narašča skozi čas z linearnim trendom in vsebuje vzorec, 
ki se ponavlja s konstantno periodo. 
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Slika 1: Primer časovne vrste, ki vsebuje trend in sezonsko komponento 
 
Obstaja več različnih načinov združevanja naštetih komponent v model časovne vrste.  Najbolj pogosta 
načina zapisa časovne vrste sta z aditivnim (1) in z multiplikativnim modelom (2) 
 𝑦𝑡 =  𝑇𝑡 + 𝑆𝑡 + 𝑡 , 
  𝑦𝑡 =  𝑇𝑡 ∙ 𝑆𝑡 ∙ 𝑡 
kjer je 𝑇𝑡 trend-cikel komponenta, 𝑆𝑡 je sezonska komponenta z znano periodo in 𝑡 je naključna 
komponenta. Aditivni model je primeren, ko se magnituda sezonskih nihanj ne spreminja vzdolž 
časovne vrste. V primeru spreminjanja magnitude sezonske komponente uporabimo multiplikativni 
model [8].  
Razstavljanje (dekompozicija) časovne vrste s slike 1 na posamezne komponente s pomočjo aditivnega 
modela je prikazano na sliki 2. Dekompozicija se primarno uporablja za analizo časovnih vrst  
Dekompozicija časovnih vrst se lahko uporablja še za napoved prihodnjih vrednosti. V tem primeru se 
predpostavi, da se sezonska komponenta ne spreminja skozi čas, kar pomeni, da bodo prihodnje 
vrednosti enake preteklim. Edino, kar je potrebno napovedati je trend s pomočjo ostalih metod, kot 
sta na primer ARIMA model in metoda z eksponentnim glajenjem [7], [8]. 
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Slika 2: Komponente časovne vrste; levo zgoraj trend-cikel 𝑇𝑡, desno zgoraj sezonska komponenta 𝑆𝑡, 
spodaj naključna komponenta 𝑡 
Časovne vrste v energetiki, kot sta poraba in proizvodnja električne energije, kažejo lastnosti 
omenjenih komponent. Časovne vrste, ki vsebujejo trend  ali sezonsko komponento ali oboje, pravimo, 
da so nestacionarne. Več o stacionarnosti časovnih vrst bo povedano v podpoglavju 2.2. 
2.2 Stacionarnost časovne vrste 
Eden izmed ključnih pojmov v analizi časovnih vrste je stacionarnost. Za stohastično modeliranje 
časovne vrste je prvi pogoj, da je vrsta stacionarna. Stacionarna časovna vrsta je tista, katere lastnosti 
niso odvisne od časa opazovanja. Za tako časovno vrsto rečemo, da ne izkazuje dolgoročnega trenda, 
da ima konstantno povprečje in konstantno varianco. Poznamo dva tipa stacionarnosti, strogo in šibko 
stacionarnost.  
 Časovna vrsta 𝑦𝑡 je strogo stacionarna, kadar čas ne vpliva na porazdelitev časovne vrste. Torej, 
porazdelitev vektorja  opazovanj (𝑦𝑡1 , 𝑦𝑡2 , … , 𝑦𝑡𝑚) ob časih 𝑡1, 𝑡2, … , 𝑡𝑡𝑚  je enaka porazdelitvi vektorja 
opazovanj (𝑦𝑡1+𝑘, 𝑦𝑡2+𝑘, … , 𝑦𝑡𝑚+𝑘) ob časih 𝑡1+𝑘, 𝑡2+𝑘, … , 𝑡𝑡𝑚+𝑘 [9]. V praksi modeliramo časovne 
vrste, ki so vsaj šibko stacionarne. Časovna vrsta je šibko stacionarna, če sta, tako povprečje 𝜇 kot tudi 
kovarianca 𝑐𝑜𝑣[𝑦𝑡 , 𝑦𝑡+𝑘] med 𝑦𝑡 in 𝑦𝑡+𝑘, ločenih s 𝑘 intervalov časa ali s 𝑘 časovnimi zamiki, v času 
nespremenljivi in sta konstantni [9]. Torej  
- 𝐸[𝑦𝑡] = 𝜇 je konstantna za vse čase 𝑡, 
- kovarianca (oz. avtokovarianca) 𝛾𝑘 = 𝑐𝑜𝑣[𝑦𝑡 , 𝑦𝑡+𝑘] je odvisna le od časovnega zamika 𝑘 za vse 
čase 𝑡. 
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V praksi bi to pomenilo, da bo časovni prikaz podatkov opazovanih časovnih točk 𝑦𝑡 pokazal, da 
vrednosti 𝑦𝑡 nihajo s konstantno varianco 𝜎𝑦
2 = 𝑣𝑎𝑟[𝑦𝑡] okoli fiksne vrednosti 𝜇. Strogo stacionarna 
časovna vrsta s končno varianco je tudi šibko stacionarna. Obratno velja le v primeru, ko so izpolnjeni 
dodatni pogoji. 
V industriji, energetiki in ekonomiji redko obravnavamo stacionarne časovne vrste. Take vrste običajno 
vsebujejo trend in/ali sezonsko komponento, kar pomeni nestacionarnost. Zato je potrebno najprej 
odkriti vzrok nestacionarnosti in nato opazovano časovno vrsto ustrezno transformirati v stacionarno. 
Za razliko od stacionarnih vrst, ki nihajo okoli svojega povprečja s konstanto varianco, so nestacionarne 
časovne vrste nepredvidljive.  
2.3 Avtokorelacija in parcialna avtokorelacija 
Pri analizi časovnih vrst si lahko pomagamo z avtokorelacijsko funkcijo (angl. autocorrelation function 
- ACF) in s parcialno avtokorelacijsko funkcijo (angl. partial autocorrelation - PACF). Graf, ki prikazuje 
ACF oz. PACF imenujemo korelogram. 
Če za časovno vrsto predpostavimo, da je vsaj šibko stacionarna, potem velja, da kovarianca med 𝑦𝑡 in 
𝑦𝑡+𝑘  mora biti enaka za vse 𝑡-je. Kovarianco med 𝑦𝑡 in vrednostjo v nekem drugem časovnem intervalu 
𝑦𝑡+𝑘 iste časovne vrste imenujemo avtokovarianco pri odlogu 𝑘 in je definirana kot [9] 
 𝛾𝑘 =  𝑐𝑜𝑣[𝑦𝑡 , 𝑦𝑡+𝑘] = 𝐸[(𝑦𝑡 − 𝜇)(𝑦𝑡+𝑘 − 𝜇)]. 
Graf koeficientov avtokovariance 𝛾𝑘 v odvisnosti od odloga 𝑘 (kjer je 𝑘 = 0,1,2, …) imenujemo 
avtokovariančna funkcija (𝛾𝑘). Avtokovarianca pri odlogu 𝑘 = 0 predstavlja varianco časovne vrste 
𝜎𝑦
2 = 𝛾0, ki je konstantna za stacionarno časovno vrsto, torej je enaka tako ob času 𝑡 + 𝑘 kot ob času 
𝑡. Avtokorelacijo pri odlogu 𝑘 dobimo z normiranjem avtokovariance z varianco stacionarne časovne 
vrste in je definirana kot [9] 
 𝜌𝑘 =  
𝐸[(𝑦𝑡−𝜇)(𝑦𝑡+𝑘−𝜇)]
√𝐸[(𝑦𝑡−𝜇)
2]𝐸[(𝑦𝑡+𝑘−𝜇)
2]
=  
𝑐𝑜𝑣[𝑦𝑡,𝑦𝑡+𝑘]]
𝑣𝑎𝑟[𝑦𝑡]
=  
𝛾𝑘
𝛾0
.
S korelacijo (oz. s korelacijskimi koeficienti) izražamo povezavo ali razmerje dveh spremenljivk. Če 
korelacija meri moč linearne povezanosti med dvema spremenljivkama, potem avtokorelacija meri 
moč linearne povezanosti med zamaknjenimi vrednostmi 𝑦𝑡 in 𝑦𝑡+𝑘 iste časovne vrste. Za 
avtokorelacijo pri odlogu 𝑘 = 0 velja, da je enaka 𝜌0 = 1. Graf koeficientov avtokorelacije 𝜌𝑘 v 
odvisnosti od odloga 𝑘 imenujemo avtokorelacijska funkcija (𝜌𝑘). Zanjo velja, da je simetrična okoli 
točke nič, kar je razlog, da se v praksi opazuje le njena pozitivna polovica. 
V realnosti obravnavamo končno časovno vrsto z 𝑛 podatki, in če predpostavimo vsaj šibko 
stacionarnost opazovane časovne vrste, potem iz teh podatkov lahko izračunamo le oceno povprečja 
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in oceno avtokorelacijske funkcije. Povprečje 𝜇 ocenimo z vzorčnim povprečjem (5), avtokovarianco z 
odlogom 𝑘 ocenimo z vzorčno avtokovarianco (7) in varianco ocenimo z vzorčno varianco (6) [9].  
 ?̅? =  
1
𝑛
∑ 𝑦𝑡
𝑛
𝑡=1  
 ?̂?𝑦
2 = 𝑐0 = 𝛾0 =  
1
𝑛
∑ (𝑦𝑡 − ?̅?)
𝑛
𝑡=1  
 𝑐𝑘 = 𝛾𝑘 =  
1
𝑛
∑ (𝑦𝑡 − ?̅?)(𝑦𝑡+𝑘 − ?̅?)
𝑛−𝑘
𝑡=1  
Sledi, da avtokorelacijo z odlogom 𝑘 ocenimo z vzorčno avtokorelacijo (8).  
 𝑟𝑘 = ?̂?𝑘 =  
𝑐𝑘
𝑐0
 
Za koristno oceno avtokorelacijske funkcije potrebujemo vsaj 50 podatkov. V [9] priporočajo, da se 
koeficienti avtokorelacije računajo do odloga 𝑘 =
𝑛
4
, kjer je 𝑛 dolžina opazovane časovne vrste. 
Pri avtokorelacijski funkciji nas najbolj zanima za katerim odlogom padejo koeficienti vzorčne 
avtokorelacije 𝑟𝑘 na nič. Pri tem si pomagamo z izrisom linij 95- odstotnega intervala zaupanja, ki je za 
avtokorelacijsko funkcijo normalnega naključnega belega šuma definiran kot ±2√𝑣𝑎𝑟(𝑟𝑘). Ob 
predpostavki, da so vrednosti časovne vrste med seboj neodvisne, torej 𝜌𝑘 = 0 za vse 𝑘 in je časovna 
vrsta stacionarna, potem je varianca vzorčnih avtokorelacijskih koeficientov enaka 𝑣𝑎𝑟(𝑟𝑘) ≅
1
𝑛
.  
V primeru stacionarne časovne vrste koeficienti ACF padejo na nič takoj po nekaj odlogih. Medtem ko 
se v nestacionarni časovni vrsti koeficienti ACF počasi zmanjšujejo, kar kaže na prisotnost trenda. V 
kolikor pa je iz ACF razviden vzorec ponavljanja je v časovni vrsti prisotna sezonska komponenta. V 
splošnem, če koeficienti ACF ne padejo znotraj intervala zaupanja po 10 – 15 odlogih, za časovno vrsto 
velja, da je nestacionarna [10].  
Parcialna (lahko tudi delna) avtokorelacijska funkcija (𝜙𝑘𝑘) je definirana za vsako stacionarno vrsto kot 
funkcija avtokorelacijskih koeficientov 𝜌𝑘. Parcialna avtokorelacija predstavlja parcialno korelacijo 
med zaporednimi vrednostmi v isti časovni vrsti. Preučuje povezanost med dvema spremenljivkama 
ob predpostavki, da poznamo in upoštevamo tudi spremenljivke med njima. Za časovne vrste je 
parcialna avtokorelacija med 𝑦𝑡 in 𝑦𝑡−𝑘 definirana kot pogojna korelacija med 𝑦𝑡 in 𝑦𝑡−𝑘 odvisna od 
niza opazovanj 𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−𝑘+1. Podobno kot ACF tudi koeficiente PACF narišemo na 
korelogramu.  
Primer korelogramov avtokorelacijske funkcije in parcialne avtokorelacijske funkcije za časovno vrsto 
s slike 1 je prikazan na sliki 3. Vidimo, da koeficienti ACF z odlogi padajo počasi, kar nakazuje na 
prisotnost trenda. Prav tako je iz ACF razviden tudi vzorec, ki se ponavlja z večkratnikom števila 12, kar 
nakazuje na prisotnost sezonske komponento s periodo 12. Oblika ACF na spodnji sliki je tipična za 
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časovne vrste, ki vsebujejo trend in sezonsko komponento. S slike 3 je razvidno tudi, da se koeficienti 
PACF ne zmanjšujejo z naraščanjem odloga, ampak ostanejo značilni tudi pri višjih odlogih. Poleg tega 
je vrednost koeficienta PACF pri odlogu 𝑘 = 1 približno 1. Vse to kaže na nestacionarnost časovne 
vrste, ki jo je potrebno transformirati v stacionarno. 
 
Slika 3: Avtokorelacijska funkcija (zgoraj) in parcialno avtokorelacijska funkcija (spodaj) 
Z analizo ACF in PACF si bomo v nadaljevanju pomagali pri določanju stacionarnosti časovne vrste ter 
pri določanju stopenj polinomov ARIMA modelov. 
2.4 Beli šum 
Beli šum (angl. white noise) imenujemo tiste stacionarno stohastične časovne vrste, ki ne kažejo 
avtokorelacije in nihajo s konstantno varianco okrog povprečja 0. Členi časovne vrste  
𝑎𝑡 = (𝑎1, 𝑎2, … , 𝑎𝑡 , … ) so neodvisne in enakomerne porazdeljene slučajne spremenljivke [9]. Če je 
porazdelitev normalna, gre za Gaussov beli šum, 𝑎𝑡~𝑁(0, 𝜎𝑎
2). Avtokovariančna funkcija 𝛾𝑘 in 
povprečje belega šuma  𝜇𝑎 sta definirana kot 
 𝛾𝑘 =  𝐸[𝑎𝑡 , 𝑎𝑡+𝑘] = {
𝜎𝑎
2 𝑘 = 0
0    𝑘 ≠ 0
, 
 𝜇𝑎 =  𝐸[𝑎𝑡] = 0, 
medtem ko je avtokorelacijska funkcija  
 𝜌𝑘 = {
1 𝑘 = 0
0 𝑘 ≠ 0
 
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Za napovedovanje je beli šum nezanimiv, vendar si z njim pomagamo pri diagnostiki modela, kjer 
analiziramo ostanke prilagojenega modela. Če je izbrani model ustrezen, potem so ostanki v obliki 
belega šuma oz. se neodvisno porazdeljujejo s Gaussovim belim šumom (standardizirano normalno 
porazdelitvijo). 
2.5 Diferenciranje časovne vrste 
V podpoglavju 2.2 smo omenili, da je potrebno nestacionarno časovno vrsto popraviti tako, da ta 
postane stacionarna. Obstaja več načinov transformacije časovne vrste. Naravni logaritem 
uporabljamo, kadar hočemo stabilizirati varianco časovne vrste. Odstranitev trenda in/ali sezonske 
komponente dosežemo z dekompozicijo časovne vrste, ki je opisana v podpoglavju 2.1. Z 
diferenciranjem stabiliziramo povprečje časovne vrste in iz nje odpravimo trend in sezonsko 
komponento. V nadaljevanju bomo več pozornosti namenili diferenciranju ali odvodu časovne vrste.  
Diferenciranje uporabljamo kot orodje za preoblikovanje nestacionarne časovne vrste v obliko belega 
šuma, torej v zaporedje nekoreliranih naključnih spremenljivk. Definirano je kot razlika med dvema 
zaporednima vrednostma časovne vrste  
 𝑥𝑡 =  ∇𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1, 
kjer ∇ predstavlja diferenčni operator. Diferenciranje lahko zapišemo v drugačni obliki s pomočjo 
operatorja odloga oziroma zamika (angl. backshift operator, lag operator) 𝐵 kot  
  ∇𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1 = (1 − 𝐵)𝑦𝑡 , 
kjer je operator odloga 𝐵 definiran z enačbo (14) in z njim dobimo prejšnjo vrednost časovne vrste. 
  𝐵𝑦𝑡 = 𝑦𝑡−1 
Kot je zapisano v enačbi (12), vrsto 𝑦𝑡 transformiramo v novo časovno vrsto 𝑥𝑡, ki naj bi bila stacionarna 
in njena dolžina je enaka 𝑛 − 1, kjer je 𝑛 dolžina prvotne vrste 𝑦𝑡. V primeru, da stacionarnost ni 
dosežena, nadaljujemo z diferenciranjem vse dokler ne dobimo stacionarne vrste. Z vsakim naslednjim 
diferenciranjem se dolžina vrste zmanjša za ena. V splošnem diferenčni operator zapišemo kot 
  ∇𝑑𝑦𝑡 = (1 − 𝐵)
𝑑𝑦𝑡 , 
kjer je 𝑑 stopnja diference. Če je 𝑑 = 1, potem je to diferenciranje prvega reda kot je določeno z 
enačbo (12). V praksi ne potrebujemo več kot ene ali dveh stopenj diference za odstranjevanje trenda, 
da dobimo stacionarno časovno vrsto. Diferenciranje časovne vrste predstavlja enostaven način 
ČASOVNE VRSTE 
11 
 
odstranjevanja trenda, saj ni potrebno vpeljevati dodatnih parametrov in ocenjevati njihovih 
vrednosti. Z operatorjem odloga vrednost časovne vrste 𝑘 odlogov nazaj zapišemo kot 
  B𝑚𝑦𝑡 = 𝑦𝑡−𝑚. 
Poleg trenda nestacionarnost časovne vrste povzroča še sezonska komponenta. Za odstranitev 
sezonske komponente lahko uporabimo diferenciranje s sezonskim diferenčnim operatorjem ∇𝑠
𝐷, 
enačba (17), ki predstavlja razliko med opazovano vrednostjo in vrednostjo ob istem času iz prejšnje 
sezone. 
  ∇𝑠
𝐷𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−𝑠 
V enačbi (17) je z 𝐷 definirana stopnja sezonskega diferenčnega operatorja, ki v praksi ni večja od 1, s 
𝑠 pa označimo periodo sezonske komponente. Dolžina nove vrste je enaka 𝑛 − 𝑠 in ima za eno periodo 
manj podatkov kot prvotna vrsta. 
V primeru, ko v časovni vrsti nastopata trend in sezonska komponenta je potrebno uporabiti tako 
navadno (to je diferenca prve stopnje opisana z enačbo (15), lahko jo srečamo tudi pod imenom 
nesezonska diferenca) kot sezonsko diferenco. Vrstni red diferenciranja ni pomemben, vendar je 
priporočljivo, da se nad časovno vrsto najprej izvede sezonsko diferenciranje in šele nato navadno, saj 
lahko vrsta postane stacionarna že po prvem koraku in tako navadne diference ne potrebujemo [10]. 
Več o pravilih diferenciranja časovnih vrst najdemo v [11]. Tam tudi priporočajo, da se nikoli ne 
uporablja več kot ena sezonska diferenca tako kot tudi ne več kot 2 diferenci skupaj (kombinacija 
navadne in sezonske diference). 
Če se ponovno vrnemo na primer časovne vrste s slike 1 – v poglavju 2.3 smo z ACF in s PACF (slika 3) 
ugotovili, da opazovana časovna vrsta vsebuje tako trend kot sezonsko komponento, kar lahko 
opazimo tudi s slike 1. ACF in PACF diferencirane časovne vrste 𝑦𝑡 s sezonskim diferenčnim 
operatorjem prve stopnje sta prikazana na sliki 4. Na tej sliki lahko vidimo, da sezonsko diferencirana 
časovna vrsta vsebuje močno pozitivno avtokorelacijo, kar nakazuje na prisotnost trenda in časovna 
vrsta potrebuje še eno diferenco. Tudi pogled na sliko 6 (zgornji del) nam razkriva, da sezonsko 
diferencirana časovna vrsta ni stacionarna, torej da nima konstantnega povprečja in variance. 
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Slika 4: ACF in PACF za sezonsko diferencirano časovno vrsto 
Če nad sezonsko diferencirano časovno vrsto izvedemo navadno diferenciranje z diferenčnim 
operatorjem prvega reda, dobimo novo časovno vrsto, od katere pričakujemo, da bo stacionarna. 
Njuna ACF in PACF sta prikazana na sliki 5. S slike vidimo, da koeficienti ACF in PACF padejo znotraj 
intervala zaupanja takoj po prvem odlogu 𝑘 = 1. Ostane še nekaj značilnih koeficientov (pri odlogu 1, 
12, 24…), ki jih – kot bomo videli v nadaljevanju – modeliramo z ustrezno kombinacijo ARIMA modela. 
 
Slika 5: ACF in PACF diferencirane časovne vrste z navadno diferenco prvega reda in s sezonsko 
diferenco prvega reda 
Časovni potek novonastale časovne vrste na sliki 6 (spodnji del) ne kaže prisotnosti trenda in sezonske 
komponente. Vrsta je stacionarna s konstantnim ničelnim povprečjem in konstantno varianco. 
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Slika 6: Sezonsko diferencirana časovna vrsta D12 (zgoraj) in dvojno diferencirana (navadna in 
sezonska diferenca prvega reda) časovna vrsta D1_12(spodaj) 
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ARIMA modeli oziroma avtoregresijski integrirani modeli drsečih povprečij so eni izmed najbolj 
uporabljenih modelov za analizo in napovedovanje časovnih vrst. Priljubljenost modela ARIMA je 
posledica njegovih statističnih lastnosti in dobro znane metodologije Box-Jenkins, ki zajame 
identifikacijo modela, ocenjevanje njegovih parametrov in preverjanje ustreznosti izbranega modela. 
Modeli ARIMA so prilagodljivi, saj obstajajo različne kombinacije ARIMA modelov glede na proces, ki 
ga je potrebno modelirati in potem napovedovati. Uporabljamo jih lahko za različne časovne vrste, 
tako stacionarne kot nestacionarne. S pomočjo diferenciranja kot sestavni del ARIMA modelov, 
transformiramo nestacionarno časovno vrsto v stacionarno.  
Osnovna gradnika ARIMA modela predstavljata avtoregresijski model AR in model drsečih povprečij. 
Njuna kombinacija nam da ARMA model. Vsi trije modeli se uporabljajo za časovne vrste, ki so že v 
osnovi stacionarne. Če ARMA modelu dodamo še diferenciranje, potem ta model lahko uporabljamo 
za vrste, ki so nestacionarne. V primeru, da časovna vrsta vsebuje sezonsko komponento za 
modeliranje uporabljamo sezonski ARIMA model oziroma SARIMA. V primeru uporabe ARIMA modela 
z zunanjimi spremenljivkami lahko poleg obravnavane časovne vrste vključimo še podatke drugih 
(eksogenih) časovnih vrst. 
V naslednjih podpoglavjih bodo predstavljene različne kombinacije ARIMA modela. Opisani so tudi 
koraki izdelave ARIMA modela. 
3.1 Avtoregresijski model (AR) 
Večina časovnih vrst je sestavljena iz elementov, ki so medsebojno odvisni. Tako lahko trenutno 
vrednost 𝑦𝑡 opišemo kot linearno kombinacijo 𝑝 preteklih (zamaknjenih, odloženih) vrednosti, s 
katerim se prišteje še naključna spremenljivka 𝑎𝑡~𝑁(0, 𝜎𝑎
2) ali tako imenovani beli šum, ki predstavlja 
odklon pričakovane vrednosti od dejanske. To imenujemo avtoregresijski proces in ga opišemo kot 
 𝑦𝑡 =  𝛿 + 𝜙1𝑦𝑡−1 + 𝜙2𝑦𝑡−2 + ⋯ + 𝜙𝑝𝑦𝑡−𝑝 + 𝑎𝑡 .
3 ARIMA MODELI   
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Pri regresijskem modelu odvisno spremenljivko 𝑦𝑡 zapišemo kot linearno kombinacijo odvisnih 
spremenljivk (regresorjev) 𝑥𝑡1, 𝑥𝑡2, … , 𝑥𝑡𝑝, medtem ko je v enačbi (18) 𝑦𝑡 odvisna od njenih preteklih 
vrednosti. Od tod prihaja ime za avtoregresijo. V ekvivalenti obliki enačbo (18) zapišemo s pomočjo 
operatorja odloga 𝐵 kot 
 𝜙(𝐵)𝑦𝑡 = 𝛿 + 𝑎𝑡 , 
 (1 − 𝜙1𝐵 − 𝜙2𝐵
2 − ⋯ − 𝜙𝑝𝐵
𝑝)𝑦𝑡 =  𝛿 + 𝑎𝑡 .20
Z 𝛿 označimo konstanto, ki je v avtoregresijskem modelu definirana kot 𝛿 = (1 − ∑ 𝜙𝑖
𝑝
𝑖=1 )𝜇, kjer je 𝜇 
povprečje stacionarne časovne vrste. Stopnjo oziroma red modela označimo s 𝑝, 𝜙𝑖 pa so parametri 
avtoregresijskega modela. 𝜙(𝐵) imenujemo avtoregresijski polinom (lahko tudi operator) stopnje 𝑝 in 
je definiran tako kot je zapisano v enačbi (20). V skrajšani obliki avtoregresijski model stopnje 𝑝 
zapišemo kot AR(𝑝). 
Avtoregresijski proces je lahko stacionaren ali nestacionaren. Da bo proces stacionaren, mora veljati 
𝜙(𝐵) = 0 oziroma morajo biti ničle karakterističnega polinoma 𝜙(𝐵) po absolutni vrednosti večje od 
1, to pomeni, da vse ničle ležijo zunaj enotske krožnice [9].  
Tako mora za zagotovitev stacionarnosti avtoregresijskega modela prvega reda AR(1), ki mu rečemo 
tudi Markov proces, veljati, da je |𝜙1| < 1. Za AR(2) pa morajo biti izpolnjeni nekateri pogoji, in sicer 
𝜙2 + 𝜙1 < 1,
𝜙2 − 𝜙1 < 1,
 |𝜙2| < 1. 
Za 𝑝 ≥ 3 so omejitve bolj kompleksne. 
3.2 Model drsečih povprečij (MA) 
Drug model, ki igra zelo pomembno vlogo pri opisu časovnih vrst in ima veliko praktično uporabnost je 
model drsečih povprečij. Trenutno vrednost 𝑦𝑡 opišemo kot linearno kombinacijo trenutne in preteklih 
vrednosti naključne spremenljivke 𝑎𝑡, za katero smo v podpoglavju 3.1 rekli, da predstavlja beli šum 
𝑁(0, 𝜎𝑎
2). Model drsečih povprečij stopnje 𝑞 MA(𝑞) je definiran kot  
 𝑦𝑡 =  𝜇 + 𝑎𝑡 + 𝜃1𝑎𝑡−1 + 𝜃2𝑎𝑡−2 + ⋯ + 𝜃𝑞𝑎𝑡−𝑞 .
V ekvivalentni obliki lahko enačbo (22) zapišemo s pomočjo operatorja odloga 𝐵 kot 
 𝑦𝑡 =  𝜇 + 𝜃(𝐵)𝑎𝑡 , 
 𝑦𝑡 =  𝜇 + (1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯ − 𝜃𝑞𝐵
𝑞)𝑎𝑡 . 
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Z 𝜇 označimo povprečje stacionarne časovne vrste, 𝜃𝑖, 𝑖 = 1,2, … , 𝑞, so parametri modela MA. 𝜃(𝐵) 
imenujemo polinom (lahko tudi operator) drsečih povprečij stopnje 𝑞 in je opisan v enačbi (24). 
V primerjavi z AR modelom, je proces MA modela vedno stacionaren, če je časovna vrsta končna. 
Slednji model mora izpolnjevati določene pogoje, da bo proces obrnljiv (angl. 𝑖𝑛𝑣𝑒𝑟𝑡𝑖𝑏𝑖𝑙𝑖𝑡𝑦). Koreni 
karakterističnega polinoma 𝜃(𝐵) = 0 morajo ležati zunaj enotske krožnice in biti po absolutni 
vrednosti večji od 1. Za model drsečih povprečij prvega reda mora torej veljati |𝜃1| < 1. Za MA(2) pa 
morajo biti izpolnjeni naslednji pogoji: 
𝜃2 + 𝜃1 < 1,
𝜃2 − 𝜃1 < 1,
 |𝜃2| < 1. 
Za 𝑞 ≥ 3 so omejitve bolj kompleksne. 
Med AR in MA modeloma velja dualnost. V AR(𝑝) modelu 𝑦𝑡 lahko izrazimo kot neskončno uteženo 
vsoto preteklih 𝑎, torej kot MA(∞). V MA(𝑞) modelu 𝑎𝑡 lahko izrazimo kot neskončno uteženo vsoto 
preteklih 𝑦, torej kot AR(∞). AR(𝑝) model je obrnljiv za vse vrednosti njegovih parametrov. Medtem 
ko morajo biti za stacionarnost izpolnjeni določeni pogoji (opisani v podpoglavju 3.1). Obratno velja za 
MA(𝑞). Njegovi parametri morajo zadoščati opisanim pogojem, da bo proces obrnljiv, medtem ko ni 
nobene omejitve parametrov glede stacionarnosti [9].  
Koeficienti PACF AR(𝑝) procesa padejo na nič po 𝑝 odlogu, medtem ko ACF eksponentno upada in/ali 
ima obliko dušenega sinusnega nihanja. Obratno velja za MA model. ACF pade na nič po 𝑞 odlogu, PACF 
pa eksponentno upada in/ali ima obliko dušenega sinusnega nihanja. 
3.3 ARMA 
Če hočemo doseči večjo fleksibilnost pri modeliranju stacionarnih časovnih vrst, je včasih potrebno 
vključiti tako avtoregresijski model reda 𝑝 kot tudi model drsečih povprečij reda 𝑞. Kombinacijo obeh 
modelov imenujemo avtoregresijski model drsečih povprečij in ga v skrajšani obliki zapišemo kot 
ARMA(𝑝, 𝑞) [9]. Definiramo ga kot 
𝑦𝑡 = 𝛿 + 𝜙1𝑦𝑡−1 + 𝜙2𝑦𝑡−2+ ⋯ + 𝜙𝑝𝑦𝑡−𝑝 + 𝑎𝑡 − 𝜃1𝑎𝑡−1 − 
 − 𝜃2𝑎𝑡−2 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞 . 
Z 𝛿 označimo konstanto, ki smo jo že omenili v podpoglavju. 𝜙𝑖, 𝑖 = 1,2, … , 𝑝 in 𝜃𝑖, 𝑖 = 1,2, … , 𝑞 so 
parametri AR in MA modela. Če enačbo (26) izrazimo z operatorjem odloga 𝐵 dobimo naslednjo obliko  
 𝜙(𝐵)𝑦𝑡 =  𝛿 + 𝜃(𝐵)𝑎𝑡 . 
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𝜙(𝐵) in 𝜃(𝐵) sta polinoma reda 𝑝 in 𝑞 definirana z enačbama (20) in (24). ARMA model ima 
 𝑝 + 𝑞 + 2 parametrov (parametri AR in MA modela, vključno z 𝜇 in 𝜎𝑎
2), ki jih ocenimo iz opazovane 
stacionarne časovne vrste. 
Stacionarnost ARMA modela se nanaša na stacionarnost AR komponente, za katero velja, da morajo 
ničle polinoma 𝜙(𝐵) = 0 ležati zunaj enotske krožnice. Podobno velja za obrnljivost ARMA modela, ki 
je povezana z obrnljivostjo MA komponente. Da bo proces obrnljiv, morajo ničle polinoma 𝜃(𝐵) = 0 
ležati zunaj enotske krožnice. 
ACF in PACF ARMA(𝑝, 𝑞) modela eksponentno upadata in/ali imata obliko dušenega sinusnega nihanja. 
Take oblike ACF in PACF nam nekoliko otežujejo določanje redov 𝑝 in 𝑞 ARMA modela.  
 
3.4 ARIMA 
Z avtoregresijskim modelom, z modelom drsečih povprečij in s kombiniram ARMA modelom 
modeliramo časovne vrste, ki so stacionarne. Vendar, v praksi je večina časovnih vrst v gospodarstvu, 
energetiki in ekonomiji nestacionarnih, torej nimajo konstantnega povprečja in konstante variance. 
Modeliranje takih vrst z omenjenimi modeli privede do velikih odstopanj in do neuporabnosti modelov. 
To je bil razlog za razvoj avtoregresijskega integriranega modela drsečih povprečij ali ARIMA modela, 
ki predstavlja kombinacijo diferenciranja časovne vrste in ARMA modela. V podpoglavju 2.5 je bil 
opisan postopek diferenciranja časovnih vrst. 
Če za vrsto 𝑦𝑡 predpostavimo, da je nestacionarna, potem nam njena diferenca prvega reda 𝑤𝑡 =
∇𝑦𝑡 = (1 − 𝐵)𝑦𝑡  – po potrebi lahko tudi diference višjih redov 𝑤𝑡 = ∇
𝑑𝑦𝑡 = (1 − 𝐵)
𝑑𝑦𝑡 – da 
stacionarno časovno vrsto 𝑤𝑡. ARMA model za novo dobljeno stacionarno časovno vrsto lahko 
zapišemo kot 
𝑤𝑡 = 𝛿 + 𝜙1𝑤𝑡−1 + 𝜙2𝑤𝑡−2+ ⋯ + 𝜙𝑝𝑤𝑡−𝑝 + 𝑎𝑡 − 𝜃1𝑎𝑡−1 − 
 − 𝜃2𝑎𝑡−2 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞 , 
kjer je konstanta 𝛿 določena glede na povprečje nove časovne vrste 𝜇𝑤 =
𝛿
(1−∑ 𝜙𝑖
𝑝
𝑖=1 )
. Če zgornjo 
enačbo zapišemo v obliki enačbe (27), dobimo splošno enačbo za ARIMA model 
 𝜙(𝐵)∇𝑑𝑦𝑡 =  𝛿 + 𝜃(𝐵)𝑎𝑡 , 
kjer je 𝑑 stopnja diference, 𝜙(𝐵) in 𝜃(𝐵) sta polinoma stopenj 𝑝 in 𝑞 definirana z enačbama (20) in 
(24). V primeru, ko je 𝑑 = 0, je časovna vrsta stacionarna in dobimo navaden ARMA proces. 
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Stacionarnost in obrnljivost se nanašata na AR in MA komponento tako kot je opisano pri ARMA 
modelih.  
ARIMA model navadno označimo kot ARIMA(𝑝, 𝑑, 𝑞) in z njim modeliramo časovne vrste, ki vsebujejo 
trend. Ko hočemo z ARIMA modelom modelirati časovno vrsto, ki vsebuje stohastični trend, potem v 
enačbi (29) ne upoštevamo konstante 𝛿. Slednjo vključimo v model, ko za opazovano časovno vrsto 
predpostavimo, da vsebuje deterministični trend. V splošnem, ko je 𝑑 > 0, uporabljamo ARIMA model 
brez konstante, saj predpostavimo, da časovna vrsta 𝑦𝑡 vsebuje stohastični trend in da je povprečje 
stacionarne časovne vrste enako 0 ali ekvivalentno 𝛿 = 0, razen v primerih, ko je iz podatkov razvidno, 
da je potrebno upoštevati deterministični trend [9]. 
Za nestacionarno časovno vrsto je značilno, da njena vzorčna ACF upada počasi, medtem ko vzorčni 
PACF ima značilno vrednost koeficienta pri odlogu 𝑘 = 1, ki pa je približno 1. V splošnem ne 
potrebujemo več kot 2 stopnji diference, da transformiramo časovno vrsto v stacionarno. 
3.5 SARIMA 
Povedali smo, da nestacionarnost časovne vrste, poleg trenda, lahko povzroča tudi sezonska 
komponenta, ki jo je potrebno ustrezno odstraniti iz časovne vrste. Tudi v teh primerih lahko 
uporabimo ARIMA model, ki ga dodatno razširimo s sezonskim delom in tako dobimo sezonski ARIMA 
oziroma SARIMA model.  
Pri transformaciji časovne vrste s sezonsko komponento s periodo 𝑠 si pomagamo s sezonskim 
diferenčnim operatorjem definiranim z enačbo (17). Ob upoštevanju operatorja odloga, sezonsko 
diferenco prvega reda (𝐷 = 1) vrste 𝑦𝑡 zapišemo kot (1 − 𝐵
𝑠)𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−𝑠 = 𝑤𝑡. S tem v celoti ne 
odstranimo sezonske komponente, saj ACF novonastale vrste lahko vsebuje značilne koeficiente pri 
odlogih 𝑘 = 𝑠, 2𝑠 … . Ob upoštevanju, da opazovana časovna vrsta vsebuje tudi trend, potem enačbo 
splošnega SARIMA modela zapišemo kot 
 𝜙(𝐵)𝛷(𝐵𝑠)∇𝑑∇𝑠
𝐷𝑦𝑡 =  𝛿 + 𝜃(𝐵)𝛩(𝐵
𝑠)𝑎𝑡 , 
kjer je ∇𝑑 navadni diferenčni operator stopnje 𝑑, ∇𝑠
𝐷 sezonski diferenčni operator stopnje 𝐷, 𝜙(𝐵) in 
𝜃(𝐵) sta polinoma reda 𝑝 in 𝑞 nesezonskega dela definirana z enačbama (20) in (24). 𝛷(𝐵𝑠) je polinom 
reda 𝑃 sezonskega avtoregresijskega dela in 𝛩(𝐵𝑠) je polinom reda 𝑄 sezonskega dela drsečih 
povprečij. Oba sta definirana kot  
 𝛷(𝐵𝑠) = 1 − 𝛷1𝐵
𝑠 − 𝛷2𝐵
2𝑠 − ⋯ − 𝛷𝑃𝐵
𝑃∙𝑠, 
 𝛩(𝐵𝑠) =  1 − 𝛩1𝐵
𝑠 − 𝛩2𝐵
2𝑠 − ⋯ − 𝛩𝑄𝐵
𝑄∙𝑠. 
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Glede stacionarnosti procesa SARIMA modela mora veljati, da ničle enačbe 𝜙(𝐵)𝛷(𝐵𝑠) = 0 ležijo 
zunaj enotske krožnice. Podobno velja tudi za obrnljivost modela, kjer morajo ničle enačbe 
𝜃(𝐵)𝛩(𝐵𝑠) = 0 ležati zunaj enotske krožnice. 
Splošni SARIMA model pogosto zapišemo tudi kot SARIMA(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠. V praksi konstante 𝛿 ne 
upoštevamo, prav tako ne pričakujemo, da bodo vrednosti stopenj 𝑃, 𝐷 in 𝑄 večje od 1 . 
3.6 ARIMA model z zunanjimi spremenljivkami 
Vsi predhodno opisani modeli temeljijo le na preteklih podatkih opazovane časovne vrste in ne 
vključujejo drugih podatkov, ki lahko predstavljajo pomemben vir informacij in tako pripomorejo k bolj 
natančnim napovedim. Obstajajo različne ARIMA modele, ki vključujejo zunanje spremenljivke. To so: 
ARIMAX model, regresijski model z napakami ARIMA modela, Box-Tiao model, prehodne funkcije. 
Našteti modeli so znani tudi kot dinamični regresijski modeli. Izbira posameznega modela je odvisna 
od namena analize in od lastnosti podatkov. V nadaljevanju bomo opisali samo regresijski model z 
napakami ARIMA modela (angl. regression model with ARIMA errors).  
Regresijski model z napakami ARIMA modela je definiran z naslednjim izrazom 
𝑦𝑡 =  𝛽0 + 𝑋𝑡𝛽 + 𝑢𝑡, 
 𝜙(𝐵)𝛷(𝐵𝑠)∇𝑑∇𝑠
𝐷𝑢𝑡 =  𝜃(𝐵)𝛩(𝐵
𝑠)𝑎𝑡 
V zgornjem delu enačbe (33) prepoznamo obliko za regresijski model, kjer je 𝑦𝑡 linearna kombinacija 
𝑘 zunanjih (pojasnjevalnih) spremenljivk 𝑋𝑘,𝑡, 𝛽 je vektor regresijskih koeficientov, 𝛽0 je konstanta in 
𝑢𝑡 predstavlja napaka, ki jo dobimo pri prileganju regresijskega modela na dejansko časovno vrsto. Za 
ostanke 𝑢𝑡 pogosto predpostavimo, da so nekorelirani oziroma imajo obliko belega šuma. V praksi se 
zelo pogosto izkaže, da ostanki vsebujejo avtokorelacijo. To poskušamo modelirati z ARIMA  
modelom [7].  
V drugem delu enačbe (33) prepoznamo obliko za SARIMA model, kjer je ∇𝑑 navadni diferenčni 
operator stopnje 𝑑, ∇𝑠
𝐷 sezonski diferenčni operator stopnje 𝐷, 𝜙(𝐵) in 𝜃(𝐵) sta polinoma reda 𝑝 in 𝑞 
nesezonskega dela definirana z enačbama (20) in (24). 𝛷(𝐵𝑠) je polinom reda 𝑃 sezonskega 
avtoregresijskega dela in 𝛩(𝐵𝑠) je polinom reda 𝑄 sezonskega dela drsečih povprečij. Oba sta 
definirana z enačbama (31) in (32).  
Tako kot ostale časovne vrste, je tudi 𝑢𝑡 lahko stacionarna ali nestacionarna. V primeru 
nestacionarnosti, pa jo je potrebno transformirati v stacionarno z ustreznim diferenčnim operatorjem. 
Postopek izbire ustreznega ARIMA modela pa je enak kot pri izbiri navadnega ARIMA modela in bo 
opisan v naslednjem podpoglavju 3.7 [12]. 
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Prednost regresijskega modela z napakami ARIMA modela pred ostalimi ARIMA modeli je, da v 
primeru, da med dvema časovnima vrstama 𝑦𝑡 in 𝑋𝑡 obstaja neka linearna povezava, lahko za 
napovedovanje uporabimo pretekle vrednosti obeh vrst, kakor tudi napovedi zunanje spremenljivke 
𝑋𝑡, kar lahko vodi k pomembnemu zmanjšanju napak v napovedi. 
3.7 Izdelava ARIMA modela po Box-Jenkins metodologiji 
Metodologija predstavlja analizo časovnih vrst z namenom  določanja ustreznega ARIMA modela, ki bo 
najbolje opisal časovno vrsto. Nadalje, izbrani model lahko uporabimo tudi za napoved prihodnjih 
vrednosti opazovane časovne vrste. Metodologija izdelave ARIMA modela temelji na ponavljajočem se 
postopku, ki ga sestavljajo trije koraki: identifikacija modela, ocenjevanje parametrov modela in 
diagnostika modela. V prvem koraku določimo začasen model z analizo podatkov časovne vrste. Pri 
drugem koraku izračunamo neznane parametre modela, ki smo ga določili v prvem koraku. Na koncu 
sledi še diagnostika modela, ki jo opravimo na podlagi ostankov modela. V tem koraku ugotovimo 
ustreznost izbranega modela. V primeru, da izbrani model ni ustrezen, se vrnemo nazaj na prvi  
korak [10]. Blok diagram na sliki 7 prikazuje postopek izdelave ARIMA modela za napovedovanje 
časovnih vrst. 
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Slika 7: Postopek izdelave ARIMA modela 
3.7.1 Identifikacija modela 
Pod identifikacijo ARIMA modela razumemo izbiro števila stopenj polinomov in diferenčnih 
operatorjev modela. Po začetni ureditvi časovne vrste moramo najprej ugotoviti ali je obravnavana 
časovna vrsta stacionarna. Zato nam je na začetku v pomoč grafični prikaz časovne vrste. Kot smo že 
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omenili, nestacionarnost časovne vrste povzročata trend ali sezonska komponenta. Če o stacionarnosti 
obravnavane vrste nismo prepričani, si lahko pomagamo z izrisom korelogramov ACF in PACF. V 
primeru stacionarne časovne vrste koeficienti ACF padejo na nič že po nekaj odlogih. Ko je 
nestacionarnost časovne vrste posledica trenda, pa koeficienti ACF padajo počasi. Takrat je potrebno 
nad časovno vrsto izvesti diferenciranje z navadnim diferenčnim operatorjem stopnje 𝑑. Uporabimo 
toliko stopenj 𝑑 diferenčnega operatorja, kolikor jih je potrebno, da obravnavana časovna vrsta 
postane stacionarna, oziroma dokler koeficienti ACF diferencirane časovne vrste ne padejo na nič takoj 
po nekaj odlogih. V praksi stacionarnost dosežemo že po prvi stopnji diferenčnega operatorja. V 
primeru, ko nestacionarnost časovne vrste povzroča sezonska komponenta, nad časovno vrsto 
izvedemo diferenciranje s sezonskim diferenčnim operatorjem stopnje 𝐷. Sezonsko nestacionarnost 
identificiramo na podlagi ponavljajočega se vzorca v korelogramu ACF. 
Obstaja tudi nekaj statističnih testov, s katerimi lahko določimo, ali je vrsta stacionarna. To so tako 
imenovani testi enotnega korena (angl. unit root test). Med pogosteje uporabnimi sta ADF (Augmented 
Dickey Fuller) test in KPSS (Kwiatkowski, Phillips,Schmidt in Shin) test. ADF test preizkuša ničelno 
hipotezo, ki pravi, da je časovna vrsta nestacionarna s prvo stopnjo diference 𝑑 = 1, proti alternativni 
hipotezi, da je vrsta stacionarna. KPSS test preizkuša ničelno hipotezo, ki pravi, da je vrsta staciornarna 
proti alternativi, da je vrsta nestacionarna [13]. 
Po določanju stopenj diferenčnega operatorja se osredotočamo na določitev stopenj ARIMA modela z 
analizo ACF in PACF diferencirane časovne vrste. Za določitev stopenj 𝑝 in 𝑃 avtoregresijskega dela si 
pomagamo s korelogram PACF, za določitev stopenj 𝑞 in 𝑄 modela drsečih povprečjih pa si pomagamo 
s korelogramom ACF. Poznamo več tipičnih korelogramov ACF in PACF, s katerimi lažje določimo 
stopnje polinomov ARIMA modela. V primeru, da koeficienti ACF stacionarne časovne vrste izzvenijo 
postopoma in koeficienti PACF padejo na nič po 𝑝–tem odlogu, je potrebno uporabiti avtoregresijski 
model stopnje 𝑝 AR(𝑝). V obratnem primeru, ko koeficienti ACF padejo na nič po 𝑞-tem odlogu, 
medtem ko koeficienti PACF izzvenijo počasi, pa je treba uporabiti model drsečih povprečij stopnje 𝑞 
MA(𝑞). Pogostokrat se zgodi, da je v večini stacionarnih časovnih vrst težko razbrati vzorca ACF in PACF. 
Tako je za ARMA model značilno, da koeficienti ACF in PACF stacionarne vrste izzvenijo postopoma. V 
takem primeru si pomagamo z informacijskimi kriteriji, s katerimi primerjamo modele in določimo 
najustreznejšo kombinacijo stopenj ARMA modela. Informacijski kriteriji so opisani v  
podpoglavju 3.7.4. 
3.7.2 Ocenjevanje parametrov 
Po izbiri stopenj polinomov in diferenčnih operatorjev sledi določanje parametrov ARIMA modela. 
Obstaja več metod s katerimi lahko ocenimo parametre izbrane kombinacije modela. V praksi se 
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najpogosteje uporabljata metoda največjega verjetja (angl. maximum likelihood) in metoda najmanjših 
kvadratov (angl. least square method). Postopek izračuna parametrov je nekoliko kompleksnejši, zato 
si pomagamo z raznimi programskimi paketi. V našem primeru je to programski paket MATLAB in 
funkcija estimate, ki za določanje parametrov uporablja metodo največjega verjetja [13]. 
3.7.3 Diagnostika modela 
Potem, ko smo določili parametre izbranega modela, sledi še zadnji korak po metodologiji Box-Jenkins. 
V tem koraku preverjamo ustreznost izbranega modela na podlagi analize ostankov ?̂?𝑡. Ostanke (npr. 
ARMA modela) izračunamo rekurzivno iz naslednje enačbe [9] 
?̂?𝑡 = 𝑦𝑡 − (𝛿 + ∑ ?̂?𝑖𝑦𝑡−𝑖
𝑝
𝑖=1 − ∑ ?̂?𝑖𝑦𝑡−𝑖
𝑝
𝑖=1 ), 𝑡 = 1, 2, … , 𝑛 
Model se dobro prilega časovni vrsti, če so njegovi ostanki neodvisni in se porazdeljujejo z normalno 
porazdelitvijo, oziroma se obnašajo kot beli šum. V primeru, da se model podatkom ne prilega dovolj 
dobro, se moramo vrniti nazaj na prvi korak, popraviti izbrane stopnje, na novo oceniti parametre in 
ponovno preveriti ustreznost modela. Pri določanju primernosti modela si pomagamo s 
korelogramoma ACF in PACF ostankov. Na korelogramih ne smemo zaslediti avtokorelacije med 
ostanki, vrednosti korelacijskih koeficientov pa ne smejo presegati vrednosti mej določenih z ±2𝑁−
1
2 . 
Namesto opazovanje ACF in PACF ostankov, lahko uporabimo statistične teste ali tako imenovane teste 
prilagajanja (angl. goodness of fit test), s katerimi lahko preverimo ustreznost modela oziroma 
morebiten obstoj avtokorelacije ostankov. Najpogosteje uporabljena testa sta Box-Piercov test in 
Ljung-Boxov test. Slednji predstavlja modifikacijo Box-Piercovega testa in je bolj primeren tudi za 
manjše dolžine časovnih vrst. Za daljše časovne vrste pa oba testa dajeta podobne rezultate. Ljung-
Boxov test je definiran kot 
 𝑄 = 𝑛(𝑛 + 2) ∑
𝑟𝑘
2(?̂?)
𝑛−𝑘
𝐾
𝑘=1   
kjer je 𝑛 dolžina časovne vrste ostankov, 𝐾 je število odlogov, ki jih uporabimo v testu, 𝑟𝑘 pa koeficient 
avtokorelacije pri 𝑘-tem odlogu, ki ga izračunamo z enačbo (8) [10]. Ničelna hipoteza testa je, da je 
model ustrezno zastavljen in so ostanki podobni belemu šumu.  
Potem, ko je model izbran, ocenjen in ovrednoten, se ga lahko uporabi za napovedovanje. 
3.7.4 Merila za izbiro modela  
Obstaja več različnih pristopov s katerimi si pomagamo pri identifikaciji ARIMA modelov. Med njimi 
spadajo tudi informacijski kriteriji, kot so: Akaike informacijski kriterij AIC (angl. Akaike information 
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criteria), Bayesov informacijski kriterij BIC (angl. Bayesian information criteria) in korigiran Akaike 
informacijski kriterij AICc (angl. corrected Akaike information criteria).  
AIC kriterij je eden najbolj uporabljenih pristopov za določanje stopenj ARIMA modela. Vrednost AIC 
določimo z naslednjo enačbo 
 𝐴𝐼𝐶 =
−2 ln(𝑀𝐿)
𝑛
+
2𝑟
𝑛
 
kjer je 𝑀𝐿 največje verjetje, 𝑟 = 𝑝 + 𝑞 + 1 predstavlja vsoto stopenj polinomov modela (število 
izračunanih parametrov), n pa je dolžina časovne vrste [9]. Drugi člen v enačbi (36) deluje kot 
kaznovalni faktor logaritemske funkcije največjega verjetja, in tako vzdržuje ravnotežje med dobrim 
prileganjem modela (visoka vrednost logaritma največjega verjetja) in njegovo kompleksnostjo. Večje 
kot je število stopenj vključenih v model, večja je tudi kazen.  
Podobno kot AIC je definiran tudi BIC kriterij, le da je kompleksnost modela pri BIC še bolj kaznovana. 
Vrednost BIC določimo z naslednjim izrazom  
 𝐵𝐼𝐶 =
−2 ln(𝑀𝐿)
𝑛
+ 𝑟
ln (𝑛)
𝑛
 
Vrednost informacijskih kriterijev sama po sebi ne pomeni nič, predstavlja samo način za primerjavo 
med modeli. Pri uporabi informacijskih kriterijev primerjamo različne kombinacije stopenj ARIMA 
modela in kot najboljšo izberemo tisto kombinacijo, ki da najnižjo vrednost informacijskega kriterija. 
Velja, da izbira modela glede na minimalno vrednost BIC da kombinacijo, pri kateri je število stopenj 
manjše ali enako kot pri tisti kombinaciji, ki jo dobimo z izbiro modela glede na minimalno vrednost 
AIC [9]. 
V primeru manjših časovnih vrst kriterij AIC ni vedno zanesljiv in ga zato zamenjamo s korigiranim AIC 
kriterijem, ki je definiran z izrazom 
 𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 +
2𝑘2+2𝑘
𝑛−𝑟−1
 
Vidimo, da je AICc podoben AIC kriteriju, le da ima dodatni kaznovalni faktor. Z večanjem časovne vrste 
se dodatni kaznovalni faktor zmanjšuje in vrednost AICc konvergira proti vrednosti AIC. Tako kot pri 
AIC, tudi tukaj velja, da izberemo tisti model, ki da najmanjšo vrednost AICc.  
V [7] priporočajo, da pri identifikaciji modela najprej določimo stopnje diferenc 𝑑 in 𝐷, nato pa na 
podlagi minimalnih vrednosti informacijskih kriterijev izberemo ustrezno kombinacijo stopenj 
polinomov ARIMA modela. 
Omeniti je potrebno, da informacijske kriterije uporabljamo zgolj kot dodatno pomoč pri izbiri modela, 
poleg njih se opremo še na ACF in PACF, statistične kazalnike in analizo ostankov. 
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3.7.5 Napovedovanje časovnih vrst 
Po določitvi modela glede na Box-Jenkinsovo metodologijo, lahko izbrani model uporabimo za 
napovedovanje prihodnjih vrednosti obravnavane časovne vrste. Osnovna predpostavka je, da se bo 
proces v prihodnosti obnašal tako, kot se je v preteklosti. ARIMA modeli se najbolje izkažejo pri 
kratkoročnih napovedi, kjer lahko dobimo natančnejše rezultate glede na modele, ki napovedujejo z 
veliko bazo zunanjih spremenljivk. Pri dolgoročnih napovedih pa se ne izkažejo tako dobro, saj sčasoma 
začnejo napovedovati na podlagi že napovedanih vrednosti in tako napoved za daljše obdobje postane 
konstantna. 
Napoved ?̂?𝑡 dobimo tako, da izbrani ARIMA model najprej razširimo na način, da se iskana vrednost 𝑦𝑡 
nahaja na levi strani, vse ostale člene ARIMA modela pa postavimo na desno stran, tako kot kaže 
enačba (39). Potem vse 𝑡-je zamenjamo s 𝑡 + 𝑙, 𝑙 ≥ 1 in dobimo naslednjo enačbo 
𝑦𝑡+𝑙 = 𝜑1𝑦𝑡+𝑙−1 + ⋯ +𝜑𝑝+𝑑𝑦𝑡+𝑙−𝑝−𝑑 − 
 − 𝜃1𝑎𝑡+𝑙−1 − ⋯ − 𝜃𝑞𝑎𝑡+𝑙−𝑞 + 𝑎𝑡+𝑙 
V tem primeru smo uporabili splošni ARIMA model, ki je definiran z enačbo (29) [9]. Velja še, da je  
𝜑(𝐵) = 𝜙(𝐵)∇𝑑𝑦𝑡. Napoved časovne vrste 𝑦𝑡 ob času t za 𝑙-ti korak vnaprej je definirana kot 
 [𝑦𝑡+𝑙] = ?̂?𝑡(𝑙) = 𝐸𝑡[𝑦𝑡+𝑙] = 𝐸[𝑦𝑡+𝑙|𝑦𝑡, 𝑦𝑡−1, … ]
Za 1., 2., … , 𝑙-ti časovni korak vnaprej, napovedi časovne vrste s pomočjo diferenčne enačbe (39) 
izračunamo kot 
?̂?𝑡(1) = 𝜑1𝑦𝑡 + ⋯ + 𝜑𝑝+𝑑𝑦𝑡+1−𝑝−𝑑 − 𝜃1𝑎𝑡 − 𝜃𝑞𝑎𝑡+1−𝑞 
?̂?𝑡(2) = 𝜑1?̂?𝑡(1) + ⋯ + 𝜑𝑝+𝑑𝑦𝑡+2−𝑝−𝑑 − 𝜃𝑞𝑎𝑡+2−𝑞 
?̂?
𝑡
(𝑙) = 𝜑
1
?̂?
𝑡
(𝑙 − 1) + 𝜑
2
?̂?
𝑡
(𝑙 − 2) + ⋯ + 𝜑
𝑝+𝑑
?̂?
𝑡
(𝑙 − 𝑝 − 𝑑),   𝑙 > 𝑞 
Pri računanju napovedi si pomagamo z naslednjimi pravili: 
1. Vrednosti 𝑦𝑡−𝑗  (𝑗 = 0, 1, 2, … ), ki so se pojavile do trenutka 𝑡, ostanejo na levi strani enačbe 
(39) nespremenjene. 
2. Vrednosti 𝑦𝑡+𝑗  (𝑗 = 0, 1, 2, … ), ki naj bi se pojavile po trenutka 𝑡, zamenjamo na levi strani 
enačbe (39) z njihovimi napovedmi ?̂?𝑡(𝑙). 
3. Napake 𝑎𝑡−𝑗 (𝑗 = 0, 1, 2, … ), ki so se pojavile do trenutka 𝑡, izračunamo iz 𝑦𝑡−𝑗 − ?̂?𝑡−𝑗−1(1). 
4. Napake 𝑎𝑡+𝑗 (𝑗 =  1, 2, … ), ki naj bi se pojavile po trenutku 𝑡, zamenjamo z 0 v enačbi (39). 
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Postopek napovedovanja pri ostalih modelih je podoben opisanemu postopku za splošen ARIMA 
model. 
3.7.6 Metode za ovrednotenje napovedi modelov 
Poleg vrednotenja prileganja izbranega modela preteklim podatkom, je potrebno preveriti še njegovo 
natančnost napovedovanja. Pogosto velja, da model, ki se dobro prilega časovni vrsti, ne bo nujno 
enako dobro napovedoval tudi prihodnje vrednosti. 
V statistiki se za merjenje natančnosti modelov in za primerjavo med modeli uporabljajo različne vrste 
statističnih kazalnikov. V tem podpoglavju bodo opisani samo tisti kazalniki, ki jih bomo srečali v 
nadaljevanju magistrske naloge. 
Srednja absolutna napaka MAE (angl. mean absolute error) je definirana kot povprečje absolutnih razlik 
med dejanskimi vrednostmi 𝑦𝑡 in napovedanimi vrednostmi ?̂?𝑡. Definirana je kot 
 𝑀𝐴𝐸 =  
1
𝑁
∑ |𝑦𝑡 − ?̂?𝑡|
𝑁
𝑡=1 , 
kjer je 𝑁 število vseh napovedanih vrednosti. 
Koren srednje kvadratne napake RMSE (angl. root mean square error) izračunamo kot kvadratni koren 
srednje kvadratne napake MSE (angl. mean square error; definirana podobno kot MAE, le da razlike 
dejanskih in napovednih vrednosti kvadriramo) in je definiran kot  
 𝑅𝑀𝑆𝐸 =  √
1
𝑁
∑ (𝑦𝑡 − ?̂?𝑡)
2𝑁
𝑡=1 . 
Slabost opisanih napak je, da so izračunane vrednosti kazalnikov odvisne od dolžine podatkov in med 
seboj niso primerljive, če so izračunane za časovne vrste z različnimi enotami. Tako RMSE kot MAE 
izražata napake napovedi v enotah, ki so enake enotam časovne vrste, katere napoved ocenjujemo. Za 
kazalnik RMSE velja, da je bolj občutljiv na velike napake kot kazalnik MAE. 
Zaradi omenjenih težav se največkrat odločamo za kazalnike, ki temeljijo na odstotni napaki. Tisti 
kazalniki nimajo enot in se velikokrat uporabljajo za primerjavo napovedi različnih časovnih vrst. En 
najbolj pogosto uporabljenih kazalnikov, ki ga srečamo v literaturi, je povprečna srednja absolutna 
odstotna napaka MAPE (angl. mean absolute percentage error) in je definiran kot 
 𝑀𝐴𝑃𝐸 =
100
𝑁
∑ |
𝑦𝑡−?̂?𝑡
𝑦𝑡
|𝑁𝑡=1 . 
Problem pri uporabi kazalnika MAPE se pojavi, ko so vrednosti 𝑦𝑡 enake 0 ali blizu 0. Takrat ima kazalnik 
neskončno vrednost oziroma zelo visoke vrednosti. Drug kazalnik, ki temelji na odstotni napaki je 
normiran koren srednje kvadratne napake NRMSE (angl. normalized root mean square error) 
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 𝑁𝑅𝑀𝑆𝐸 = 100
𝑅𝑀𝑆𝐸
?̅?
, 
kjer je ?̅? povprečna vrednost ∑ 𝑦𝑡
𝑁
𝑡=1 . V literaturi ni točno določenih pravil glede normiranja, 
najpogosteje normiramo na povprečje ?̅? ali na razliko med maksimalno 𝑦𝑚𝑎𝑥 in minimalno 𝑦𝑚𝑖𝑛 
izmerjeno vrednost.  
Skupna lastnost omenjenih kazalnikov je, da manjša kot je vrednost napake, natančnejši in uspešnejši 
je model pri napovedovanju. Za naštete kazalnike je značilno, da noben ne podaja informacije o tem, 
ali napoved odstopa v plus ali v minus. 
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Modeli za napovedovanje pretoka moči skozi RTP Breg so bili narejeni z uporabo funkcij, ki so del orodja 
Econometrics Toolbox programskega paketa MATLAB. Izbrani programski paket je služil skozi celoten 
potek napovedovanja porabe električne energije, od začetne priprave podatkov, napovedi in končne 
analize podatkov. V tem poglavju bodo predstavljene časovne vrste, ki jih uporabljamo pri napovedi 
pretoka moči skozi RTP Breg. Opisan bo postopek pridobivanja in urejanja podatkov, predstavljen pa 
bo tudi postopek izdelave modelov za napovedovanje. 
4.1 Predstavitev in priprava vhodnih podatkov  
Podatke, ki smo jih uporabili v magistrski nalogi za analizo in napovedovanje delovne moči, smo 
pridobili s strani podjetja Elektro Maribor in s strani Agencije Republike Slovenije za okolje [14]. Podatki 
za preteklo obdobje, ki so bili na razpolago, so: pretok (delovne) moči, ki je predmet napovedi, 
vremenski podatki (temperatura zraka, globalno sončno sevanje, količina padavin) in proizvodnja 
sončnih elektrarn. 
Podatki pretoka moči zajamejo 15 minutne meritve moči v obdobju med 1. 1. 2018 in 
1. 9. 2018 ter se nanašajo na razdelilno transformatorsko postajo RTP Breg. RTP Breg ima 11 aktivnih 
srednjenapetostnih vodov, preko katerih se napaja približno 13.000 porabnikov. V razdelilno postajo 
sta vgrajena dva VN/SN (110/20 kV) transformatorja, vsak z nazivno močjo 31,5 MVA. Transformatorja 
sta povezana vzporedno z namenom izmenjujočega obratovanja, to pomeni, da vedno obratuje le en 
transformator. Preklop med transformatorjema se zgodi enkrat na mesec oziroma po potrebi. V 
magistrski nalogi so podatki obeh transformatorjev združeni.  
V omrežju RTP Breg so instalirane različne vrste razpršenih virov električne energije, kot na primer: 
elektrarne na biomaso, agregati na dizelsko gorivo, elektrarne na bioplin, male sončne elektrarne in 
male hidroelektrarne. Skupna instalirana moč vseh razpršenih virov je 17,1 MW, od tega približno  
87 % pripada sončnim elektrarnam. Iz podjetja Elektro Maribor smo prejeli podatke le za 91 elektrarn 
(od skupnih 157), kar je 14,69 MW instalirane moči. Od tega 12,94 MW pripada sončnim elektrarnam. 
Predpostavimo, da elektrarne, katerih podatkov nismo dobili, ne obratujejo. Prejeti podatki se 
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nanašajo na 15 minutne meritve proizvodnje električne energije za obdobje med 1. 1. 2018 in  
30. 6. 2018. V nadaljevanju bo upoštevana le moč sončnih elektrarn. 
Vremenske podatke smo pridobili na spletni strani Agencije Republike Slovenije za okolje [14]. Izbrali 
smo informacije o: povprečni temperaturi zraka na višini 2 m [°𝐶], povprečni relativni vlagi [%], količini 
padavin [𝑚𝑚], globalnem sevanju [𝑊 𝑚2⁄ ]. Podatki so pridobljeni iz arhiva meteorološke postaje 
Terme Ptuj, ki se nahaja v območju, ki ga RTP Breg napaja z električno energijo, predvsem pa v bližini 
sončnih elektrarn. Gre za 30 minutne meritve za obdobje med 1. 1. 2018 in 30. 9. 2018. Za nadaljnjo 
delo je bilo potrebno vremenske podatke podvojiti, tako da dobimo podatke za vsak 15 minutni 
interval za omenjeno obdobje in obenem pa predvidimo, da ne naredimo prevelike napake. 
Našteti podatki zajemajo različna časovna obdobja. Pri pregledu meritev smo ugotovili, da so v nizu 
podatkov tudi manjkajoče vrednosti, zato je bilo potrebno najprej preveriti za katere dneve imamo 
podatke. Nato smo časovno obdobje enega dneva razdelili na 96 časovnih obdobij, vsak od njih je 
zajemal 15 minut. Število časovnih obdobij smo nato primerjali s številom meritev v vsakem dnevu 
posebej in v kolikor je v pridobljenih podatkih manjkalo več kot 12 meritev, smo ta dan izločili, sicer 
smo naredili interpolacijo s pomočjo funkcije pchip programskega paketa MATLAB. Ta postopek je bil 
izveden za vse prej omenjene podatkovne nize. Pri sončnih elektrarnah smo najprej izračunali 
agregirano proizvodnjo sončnih elektrarn, šele nato je sledil pregled količine podatkov.  
Nizi podatkov imajo kljub vsemu različna časovna obdobja. Za učenje modela in njegovo ovrednotenje 
pa potrebujemo podatke enakih dimenzij, zato v urejenih podatkih poiščemo skupne datume in v 
nadaljevanju uporabljamo samo podatke ujemajočih se datumov.  
4.2 Analiza vhodnih podatkov 
Časovni potek preteklega pretoka (delovne) moči za RTP Breg, z urejenimi podatki, je prikazan na sliki 
8. S slike lahko vidimo, da je pretok moči večji v začetnih mesecih leta, nato v tednu ob koncu februarja 
in ob začetku marca pride do dviga pretoka, kar lahko pripišemo zelo nizkim temperaturam. Tekom 
pomladi se pretok moči zmanjšuje in potem ob začetku junija rahlo naraste. Če to povežemo s 
temperaturo, je v obdobjih nižjih temperatur poraba električne energije večja zaradi delovanja grelnih 
teles, prav tako tudi v obdobjih višjih temperatur zaradi delovanja hladilnih naprav (slika 9). 
Iz podatkov za pretoka moči lahko ugotovimo, da je povprečni pretok skozi RTP Breg enak 11,35 MW. 
Najvišji povprečni pretok moči v posameznem dnevu je bil zabeležen 1. marca (četrtek), in sicer  
17,74 MW, najnižji pretok pa 29. aprila (nedelja), ko je bil v povprečju transformator obremenjen s 
5,89 MW. 
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Slika 8: Časovna vrsta pretoka moči za RTP Breg za obdobje med 1. 1. 2018 in 30. 6. 2018 
 
Slika 9: Odvisnost povprečnega dnevnega pretoka moči od povprečne dnevne temperature zraka 
Na sliki 10 je prikazan dnevni povprečni pretok moči opazovanega obdobja za RTP Breg, za katerega je 
značilno izrazito nihanje. S četrto uro zjutraj se začneta prebivalstvo in industrija prebujati, kar povzroči 
postopno povečevanje pretoka moči. Prvi vrh pretoka moči ali dopoldanska konica nastopi med 6. in 
8. uro, ko večina ljudi prične z delom. Nato sledi upadanje pretoka vse do 14. ure. Popoldanska konica 
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nastopi med 19. in 20. uro. Po 21. uri začne pretok moči strmo padati in svoje najnižje vrednosti doseže 
med 2. in 3. uro.  
 
Slika 10: Dnevni povprečni diagram pretoka moči 
Dnevni diagrami pretoka moči se spreminjajo glede na letni čas, vreme, dan v tednu, praznike, bližino 
praznikov ipd. Primer tedenskega diagrama pretoka moči za RTP Breg je prikazan na sliki 11, kjer si 
dnevi sledijo v zaporednem vrstnem redu od ponedeljka do petka. S slike lahko opazimo precejšnjo 
razliko v pretoku med vikendi ter pretokom med delavniki. Pretok moči med vikendom je nižji kot med 
delavniki, najnižjo vrednost doseže ob prehodu med soboto in nedeljo ter med nedeljo in ponedeljkom. 
Nekoliko manj izrazite so razlike med delavniki v sredini tedna in ponedeljkom ter petkom. Slednja 
imata nekoliko različne poteke pretoka moči zaradi časovne bližine sobote in nedelje (vikend). 
Prazniki so poseben tip dneva. Njihovi dnevni diagrami se razlikujejo tako od diagramov delavnikov kot 
od diagramov vikendov, še posebej na to vpliva bližina vikendov. Velikost pretoka moči je med prazniki 
nižja kot v delovnih dneh. 
Zaradi omenjenih lastnosti posameznih dni je smiselno pri napovedi upoštevati tip dneva. 
Ocenili smo, da so odstopanja ponedeljkov in petkov od ostalih delavnikov majhna. V nadaljevanju 
bomo pri izbiri ustreznega ARIMA modela učne množice razdelili v dve skupini v odvisnosti od tipa 
dneva napovedi. V prvo skupino spadajo učne množice, ki jih sestavljajo samo delavniki, v drugo pa 
učne množice, ki vsebujejo samo dela proste dneve (vikendi in prazniki)  
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Slika 11: Tedenski diagram pretoka moči za RTP Breg 
Časovni vrsti agregirane proizvodnje sončnih elektrarn v omrežju RTP Breg in sončnega obsevanja sta 
grafično prikazani na sliki 12. Odvisnost povprečne proizvedene moči sončnih elektrarn od 
povprečnega globalnega sevanja pa je podana na sliki 13. 
 
Slika 12: Časovna poteka agregirane proizvodnje sončnih elektrarn(zgoraj) in globalnega sončnega 
obsevanje (spodaj) za obdobje med 1. 1. 2018 in 30. 6 .2018 
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Globalno sončno obsevanje je definirano kot celotna količina sončnega obsevanja, ki od zgoraj pade 
na vodoravno ploskev. Globalno sončno obsevanje predstavlja vsoto direktnega, difuznega in odbitega 
sevanja. Meteorološka postaja Terme Ptuj meri samo globalno sončno obsevanje [15].  
Povprečna skupna proizvodnja sončnih elektrarn za opazovano obdobje med januarjem in junijem je 
enaka 2,34 MW. Najnižja proizvodnja električne energije je bila zabeležena v obdobju od 20. 2. 2018 
do 3. 3. 2018, in sicer reda velikosti nekaj 10 kilovatov. Največ proizvedene električne energije je v 
pomladnih in poletnih mesecih; glede na posamezne dneve je bila največja povprečna dnevna 
proizvodnja 2. 4. 2018, in sicer 4,87 MW. Najvišja skupna moč sončnih elektrarn (9,02 MW) je bila 
dosežena dne 17. 5. 2018 ob poldnevu. 
S slik 12 in 13 lahko opazimo povezavo med sončnim obsevanjem in proizvedeno močjo sončnih 
elektrarn. Proizvedena moč sončnih elektrarn narašča približno linearno z naraščanjem moči sončnega 
obsevanja, vendar še vedno lahko pride do odstopanj. To ja najbolj razvidno na sliki 12, kjer v mesecu 
februarju proizvodnja moči ne sledi sončnemu obsevanju. To je lahko posledica oblačnosti in pokritosti 
sončnih panelov s snegom.  
 
Slika 13: Povprečna proizvedena moč sončnih elektrarn v odvisnosti od povprečnega globalnega 
sevanja, kjer vsaka točka predstavlja en dan 
V nadaljevanju bomo sončno obsevanje uporabljali pri napovedovanju proizvodnje električne energije 
sončnih elektrarn, saj ima pri tem pomembno vlogo. V omrežju RTP Breg je skupna instalirana moč 
sončnih elektrarn 14,89 MW, kar znaša skoraj polovica nazivne moči transformatorja (31,5 MVA). Na 
sliki 14 je prikazana odvisnost pretoka moči RTP-ja od proizvodnje sončnih elektrarn. Tudi tukaj lahko 
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opazimo povezavo med obema spremenljivkama – z naraščanjem moči sončnih elektrarn, se pretok 
moči skozi RTP zmanjša. To velja edino tekom dneva, ko sončne elektrarne obratujejo. Pri odjemalcih, 
ki imajo lastne sončne elektrarne, priključene na omrežje, pomeni večji delež sončnega obsevanja višjo 
lastno proizvedeno energijo in s tem manjši odjem električne energije iz omrežja. 
 
Slika 14: Povprečni pretok moči skozi RTP Breg v odvisnosti od skupne povprečne proizvedene moči 
sončnih elektrarn, kjer vsaka točka predstavlja en dan 
Na sliki 15 so prikazani primeri dnevnih diagramov pretoka moči in proizvodnje za različne dneve. V 
primeru, ko sončne elektrarne ne obratujejo, je pretok moči skozi RTP Breg enak porabi električne 
energije v območju, ki ga transformator napaja (slika 15, primer (a)). Na količino sevanja, ki pade na 
panele tekom dneva, in posledično na količino proizvedene električne energije, močno vplivajo dolžina 
dneva, kotna višina sonca in oblačnost. Količina proizvedene električne energije iz sončnih elektrarn je 
večja ob poletnih in manjša ob zimskih dnevih (slika 12). Junija je ob sončnem poldnevu obsevanost 
več kot dvakrat večja kot decembra. Tudi dan je skoraj enkrat daljši in posledično je količina 
proizvedene energije večja. To velja samo v primeru sončnih dni. V času med zimskim in letnim 
solsticijem se dan daljša, med letnim in zimskim pa krajša in zato diagrama sončnega obsevanja in 
proizvedene električne energije v enem letu spominjata na obrnjeno parabolo.  
Vpliv proizvedene energije je najbolj opazen v območju med konicama dnevnega diagrama pretoka 
moči. Takrat se pretok moči skozi transformator zniža, kar pomeni, da porabniki del električne energije 
pridobivajo s strani sončnih elektrarn. V poletnih mesecih, ko je pretok moči manjši in proizvedena 
količina električne energije večja, se pogosto zgodi, da se pretok tekom dneva občutno zmanjša in je 
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nižji kot ponoči. To je še posebej izrazito za vikende in praznike, za katere smo že rekli, da imajo nižji 
pretok moči kot ostali delovni dnevi (slika 15, primer (č)). 
 
Slika 15: Vpliv proizvodnje sončnih elektrarn na pretok moči skozi RTP Breg . Z modro črto je označen 
pretok, z rdečo črto pa proizvodnja 
Kot je bilo že omenjeno, porabniki v omrežju RTP Breg se napajajo z dveh strani, iz omrežja in iz 
razpršenih virov, ko slednji obratujejo. V tej magistrski nalogi upoštevamo samo sončne elektrarne. 
Odločili smo se, da časovno vrsto pretoka moči skozi transformator razdelimo na porabo in proizvodnjo 
(slika 16). Podatke za pretok moči 𝑃𝑅𝑇𝑃,𝑡 in proizvodnjo električne energije 𝑃𝑆𝐸,𝑡 že imamo, časovno 
vrsto porabe električne energije 𝑃𝑝𝑜𝑟,𝑡 pa dobimo z naslednjo enačbo: 
 𝑃𝑝𝑜𝑟,𝑡 = 𝑃𝑅𝑇𝑃,𝑡 + 𝑃𝑆𝐸,𝑡 , 
kjer 𝑃𝑆𝐸,𝑡 predstavlja skupno moč sončnih elektrarn. V nadaljevanju napoved proizvodnje in porabe 
električne energije izračunamo ločeno. Končno napoved pretoka moči skozi RTP Breg dobimo s 
pomočjo enačbe (46). V nadaljevanju bodo predstavljeni trije načini napovedovanja pretoka moči: 
združitev napovedi porabe in proizvodnje električne energije, SARIMA model in regresijski model z 
napakami ARIMA modela. Pri napovedovanju porabe uporabljamo samo pretekle podatke porabe, pri 
napovedovanju proizvodnje sončnih elektrarn pa poleg preteklih podatkov proizvodnje in globalnega 
obsevanja potrebujemo še napoved globalnega sončnega obsevanja za en dan vnaprej. Poleg tega 
izračunamo še napovedi pretoka moči, ki temeljijo samo na preteklih podatkih pretoka moči in 
napovedi pretoka moči, ki temeljijo na preteklih podatkih pretoka moči in sončnega obsevanja ter na 
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napovedanih vrednostih sončnega obsevanja za en dan vnaprej. Vrednosti meteoroloških podatkov 
navadno ne napovedujemo sami, ampak jih dobimo od drugih/zunanjih institucij (npr. ARSO). Žal 
modelskih napovedi sončnega obsevanja nismo mogli pridobiti in zato bomo v nadaljevanju namesto 
napovedanih vrednosti uporabljali izmerjene vrednosti globalnega sevanja. 
 
Slika 16: Časovno vrsto pretoka moči skozi RTP Breg razdelimo na porabo 𝑃𝑝𝑜𝑟 (graf zgoraj) in 
proizvodnjo 𝑃𝑆𝐸 (graf spodaj) električne energije 
4.3 Izdelava modelov za napovedovanje 
V podpoglavju 4.2 smo rekli, da pri izbiri ustreznega ARIMA modela učne množice razdelimo v dve 
skupini v odvisnosti od tipa dneva napovedi. V prvo skupino spadajo učne množice, ki jih sestavljajo 
delavniki, v drugo pa učne množice, ki vsebujejo samo dela proste dneve (vikendi in prazniki). Opisano 
velja samo pri napovedovanju porabe ali pretoka moči skozi transformator. Za proizvodnjo električne 
energije in sončno obsevanje pa omenjena porazdelitev podatkov ni potrebna, saj časovni vrsti ne 
vsebujeta tipičnih dni.  
Učna množica vsebuje 30 preteklih dni do dneva napovedi. Glede na tip dneva napovedi iz učne 
množice odstranimo delavnike ali dela proste dneve in dobimo novo učno množico, ki jo uporabimo za 
učenje modela. Dolžina učne množice se spreminja glede na število dela prostih dni, ki jih vsebuje 
izbrani 30 dnevni interval. Testna množica vsebuje samo en dan. Tako smo se po celotni vrsti pretoka 
moči (tudi proizvodnje in porabe) premikali s korakom en dan vnaprej kot je prikazano na sliki 17 (a). 
Modelirali smo 133 časovnih vrst s prvotno dolžino 30 dni. Učne množice uporabljamo za določanje 
parametrov modela, testne pa za preverjanje točnosti napovedi modela. Izbrani postopek ocenjevanja 
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parametrov modela in preverjanje njegove točnosti imenujemo sprehod naprej (angl. walk forward) in 
je prikazan na sliki 17. 
 
Slika 17:Postopek sprehod najprej (angl. walk forward) za ocenjevane parametrov modela in 
preverjanje njegove točnosti. Z modro je označena učna množica, z zeleno pa testna množica za vsak 
naslednji dan napovedovanja. Prikazana sta dva načina postopka sprehod naprej: nezasidran (a) 
način in zasidran (b) način 
4.3.1 Izdelava modela za napoved porabe električne energije 
Na slikah 18 in 19 sta prikazana primera učne množice porabe električne energije, ko je dan napovedi 
delavnik oziroma dela prost dan. V zgornjem delu obeh slik je narisana prvotna 30 dnevna učna 
množica, v spodjem delu pa je prikazana končna učna množica nad katero učimo model.  
 
Slika 18: Primer učne in testne množice za dan napovedi 6. 2. 2018, ki je delavnik. S sivo črto je 
označen 30 dnevni interval, z modro učna množica in z zeleno testna množica 
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Slika 19: Primer učne in testne množice za dan napovedi 10. 2. 2018, ki je dela prost dan. S sivo črto 
je označen 30 dnevni interval, z modro učna množica in z zeleno testna množica 
Dolžina učne množice ni konstantna ampak se spreminja glede na tip dneva napovedi in število dela 
prostih dni v prvotnem izbranem 30 dnevnem intervalu. Histograma dolžine dni v posamezni učni 
množici porabe električne energije za vsak napovedni dan in glede na tip dneva napovedi sta podana 
na sliki 20. 
 
Slika 20: Histograma dolžine dni v učni množici za delavnik (levo) in dela prost dan (desno) 
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Na levem histogramu na sliki 20 se lepo vidi povprečje števila dni v učni množici, ki znaša okoli 20 dni. 
Najmanjše število dni, 15 oziroma 16 dni, vsebujeta učni množici za dneva napovedi 5. 6. 2018 in  
6. 6. 2018. Njuni učni množici vsebujeta dneve meseca maja, v katerem imamo dva praznika. Poleg 
tega smo pri pripravi podatkov izločili sedem dni istega meseca. Posledica tega je, da si dnevi ne sledijo 
zaporedno od ponedeljka do petka in imamo večje število vikendov kot bi jih imeli v običajnem  
30 dnevnem intervalu. Desni histogram na sliki 20 pa je nekoliko bolj razgiban kot levi. Vidimo, da učne 
množice vsebujejo manjše število dni, v povprečju jih imajo okoli 10.  
ARIMA model lahko uporabimo za napovedovanje, če imamo stacionarno časovno vrsto. Zato je 
najprej potrebno ugotoviti stacionarnost opazovane časovne vrste in na podlagi dobljenih ugotovitev 
izbrati ustrezno kombinacijo ARIMA modela. Pri tem si pomagamo z grafom časovne vrste ter njenima 
ACF in PACF. Na sliki 18 je bila prikazana učna množica porabe za dan napovedi 6. 2. 2018. Iz spodnjega 
grafa na sliki 18 lahko razberemo, da opazovana vrsta vsebuje vzorec, ki se skozi čas ponavlja. Iz grafa 
lahko ocenimo tudi, da se vzorec ponavlja s konstantno periodo enega dneva, kar pomeni, da učna 
množica porabe vsebuje sezonsko komponento s periodo 𝑠 = 96. Za tako časovno vrsto smo v poglavju 
2 rekli, da je nestacionarna. Boljšo sliko nestacionarnosti opazovane časovne vrste nam dajeta njena 
korelograma ACF in PACF na sliki 21.  
 
Slika 21: Avtokorelacijska funkcija (ACF) in parcialna avtokorelacijska funkcija (PACF) učne množice za 
dan napovedi 6. .2. 2018 
Za časovno vrsto velja, da je stacionarna, če vrednosti koeficientov ACF padejo po nekaj odlogih znotraj 
intervala zaupanja. Pogled na ACF na sliki 21 nam takoj razkrije, da je časovna vrsta nestacionarna, saj 
koeficienti ACF ostanejo značilni tudi pri višjih odlogih. Prav tako je lepo razvidna sezonska 
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komponenta, ki se ponavlja s periodo enega dneva, torej 𝑠 = 96. Vrednosti koeficientov ACF pri 
večkratnikih odloga 96 padajo počasi, kar je znak nestacionarosti, ki jo povzroča sezonska komponenta. 
Zato nad opazovano učno množico izvedemo diferenciranje s sezonskim diferenčnim operatorjem 
stopnje 𝐷 = 1. Na sliki 22 sta prikazana ACF in PACF sezonsko diferencirane učne množice.  
 
Slika 22: ACF in PACF sezonsko diferencirane učne množice za dan napovedi 6. 2. 2018 
Kljub sezonskemu diferenciranju, vidimo, da ostanejo koeficienti avtokorelacije značilni tudi pri višjih 
odlogih. Počasi padajoča ACF sezonsko diferencirane časovne vrste pomeni, da časovna vrsta še vedno 
ni stacionarna. Nad časovno vrsto poleg sezonskega diferenciranja izvedemo še diferenciranje z 
navadnim diferenčnim operatorjem prve stopnje, definiranega z enačbo (15).  
Korelograma ACF in PACF (slika 23) novonastale časovne vrste kažeta, da je sedaj nestacionarnost učne 
množice odpravljena. Koeficienti ACF in PACF padejo znotraj intervala zaupanja takoj po nekaj odlogih. 
S slike 23 lahko vidimo, da ostane še nekaj značilnih koeficientov, mi se osredotočimo predvsem na 
tiste na začetku in tudi na tiste pri večkratnikih odloga 96.  
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Slika 23: ACF in PACF diferencirane učne množice (za dan napovedi 6. 2. 2018) z navadno diferenco 
prvega reda in s sezonsko diferenco prvega reda 
Analiza časovne vrste je pokazala, da je vrsta nestacionarna. Nestacionarnost smo odpravili z 
diferenciranjem časovne vrste z navadnim in sezonskim diferenčnim operatorjem prvega reda. 
Kombinacija modela, ki jo bomo uporabljali za napovedovanje porabe, je sezonski ARIMA model. V 
skrajšani obliki jo zapišemo kot SARIMA(𝑝, 𝑑, 𝑞)𝑥(𝑃, 𝐷, 𝑄)𝑠.  
Stopnji navadne 𝑑 in sezonske 𝐷 diference smo že določili in sta enaki 1, perioda 𝑠 pa je enaka 96, saj 
smo ugotovili, da poraba sledi dnevni periodi. Vse tri določene vrednosti v nadaljevanju ostanejo 
konstantne. Preostale stopnje polinomov SARIMA modela lahko dobimo s pomočjo korelogramov ACF 
in PACF na sliki 23.  
Pri določanju stopenj 𝑝 in 𝑃 navadnega (nesezonskega) in sezonskega avtoregresijskega polinoma si 
pomagamo s PACF korelogramom, pri določanju stopenj 𝑞 in 𝑄 navadnega in sezonskega polinoma 
drsečih povprečij pa si pomagamo z ACF korelogramom. Če gledamo samo odloge, ki so večkratniki 
števila 96, vidimo, da vrednosti PACF na sliki 23 eksponentno padajo. Pri ACF imamo značilen koeficient 
samo pri 96 odlogu, ostali koeficienti, večkratniki števila 96, so znotraj 95 % intervala zaupanja. To 
pomeni, da je potrebno v model vključiti samo sezonski model drsečih povprečij stopnje 𝑄 = 1, 
medtem ko je stopnja sezonskega avtoregresijskega modela enaka 𝑃 = 0.  
Pri nesezonskem delu SARIMA modela pa je določanje stopenj nekoliko bolj komplicirano v primeru, 
da imamo mešan ARMA proces. Pri izbiri parametrov nesezonskega dela upoštevamo samo odloge na 
začetku korelogramov. Za določanje stopenj avtoregresijkega polinoma in polinoma drsečih povprečij 
obstajajo določena pravila, ki so opisana v podpoglavju 3.7.1. V našem primeru sta poteka ACF in PACF 
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v obliki sinusnega dušenja, kar je značilno za ARMA proces. Graf ACF kaže statistično značilne 
koeficiente pri 1. in 2. odlogu. Podobno kaže tudi graf PACF. Zato za začetek izberemo, da sta stopnji 𝑝 
in 𝑞 enaki 2. SARIMA model, ki ga določimo z analizo korelogramov ACF in PACF diferencirane (navadno 
in sezonsko) časovne vrste je tako enak SARIMA(2,1,2)𝑥(0,1,1)96 in ni nujno, da je končni model, ki 
ga uporabimo za napovedovanje. 
ACF in PACF ostankov izbranega modela sta podana na sliki 24. Ostanki predstavljajo razliko med 
dejanskimi podatki časovne vrste in vrednostmi, ki jih dobimo s pomočjo modela. Kot lahko vidimo s 
korelogramov na sliki 24, so ostanki izbranega modela med seboj nekorelirani. Ni več značilnih 
koeficientov, kar pomeni, da se izbrani model dobro prilega časovni vrsti in zajame vse potrebne 
informacije časovne vrste. Opazimo lahko, da je ostalo nekaj koeficientov, ki izstopajo iz meje zaupanja, 
vendar so po amplitudi manjši in jih zato ne upoštevamo. Njihov vpliv bi se lahko poznal v primeru 
daljše časovne vrste. Torej, za ostanke modela lahko rečemo, da so v obliki belega šuma s povprečjem 
okoli 0 in se normalno porazdeljujejo. Odstopanje modelirane časovne vrste od originalne časovne 
vrste izraženo z MAPE je enako 1,59 %, izraženo z RMSE pa je enako 360,55 kW.  
 
Slika 24: ACF in PACF ostankov modela SARIMA(2,1,2)𝑥(0,1,1)96 
Glede na kompleksnost določanja stopenj polinomov, še posebej v primeru ARMA procesa, si 
pomagamo z različnimi pristopi. En od najpogostejših pristopov je izbira najprimernejšega modela na 
podlagi vrednosti AIC ali BIC kriterija. Ta postopek določanja modela je opisan v poglavju 3.7.4.  
V magistrskem delu smo stopnje SARIMA modela poiskali tako, da smo za vsako stopnjo določili 
območje vrednosti, ki ga določena stopnja lahko izbere in se sprehodili skozi vse možne kombinacije 
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stopenj . Tako smo stopnji nesezonskega dela SARIMA modela, 𝑝 in 𝑞, spreminjali med 0 in 3, medtem 
ko smo stopnji sezonskega dela, 𝑃 in 𝑄, spreminjali med 0 in 1. Stopenj obeh diferenc ne spreminjamo 
in sta enaki 1, prav tako ostane nespremenjena tudi perioda sezonske komponente in je enaka 96. 
Tako na eni učni množici naučimo 64 različnih SARIMA modelov. Za vsak model ocenimo parametre 
posameznih polinomov, katerih število je odvisno od stopenj polinomov in potem izračunamo 
napovedi. Nato rezultate napovedi ovrednotimo s statističnim kazalnikom MAPE. Ta postopek smo 
uporabili za vseh 133 učnih množic. Na koncu za napovedovanje porabe izberemo samo en model. Za 
optimalno kombinacijo stopenj modela izberemo tisto, ki da najmanjšo napako napovedi oziroma 
najmanjši MAPE za vse dneve napovedi.  
Območje spreminjanja vrednosti stopenj 𝑝, 𝑞, 𝑃 in 𝑄 smo določili na podlagi analize ACF in PACF učnih 
množic. 
 
Slika 25: ACF in PACF ostankov modela SARIMA(3,1,1)(1,1,1)96 
Z opisanim postopkom je bil za najboljši izmed vseh modelov glede na MAPE za dan napovedi  
6. 2. 2018 izbran SARIMA(3,1,1)(1,1,1)96. ACF, PACF ter histogram ostankov izbranega modela so 
podani na slikah 25 in 26. 
Za razliko od izbranega SARIMA(2,1,2)𝑥(0,1,1)96, ki smo ga določili z analizo ACF in PACF diferencirane 
časovne vrste, pri modelu SARIMA(3,1,1)(1,1,1)96 vidimo, da v ACF ostankov še vedno ostanejo 
značilni koeficienti pri odlogih, ki so večkratniki števila 96. Enako se zgodi tudi v PACF. Iz tega lahko 
sklepamo, da z dodajanjem stopnje sezonskega avtoregresijskega dela 𝑃 nekoliko izničimo vpliv 
stopnje sezonskega modela drsečih povprečij 𝑄. Na sliki 26 vidimo, da se ostanki obeh modelov 
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porazdeljujejo z normalno porazdelitvijo in imajo povprečje okrog 0. To pomeni, da so ostanki obeh 
modelov v obliki belega šuma.  
Odstopanje časovne vrste modelirane s SARIMA(3,1,1)(1,1,1)96 od originalne časovne vrste izrazimo 
s kazalnikom MAPE in je enako 1,58 %. Izraženo s kazalnikom RMSE je odstopanje enako 360,5475 kW. 
V tabeli 1 je podana primerjava napak napovedi in prileganja modelov SARIMA(2,1,2)𝑥(0,1,1)96 in 
SARIMA(3,1,1)(1,1,1)96 originalni časovni vrsti. Iz tabele lahko vidimo, da drugi model da boljše 
rezultate glede na tistega, ki smo ga dobili z analizo ACF in PACF diferencirane časovne vrste.  
Pri modeliranju časovnih vrst s SARIMA modeli se pogosto pokaže, da za isto časovno vrsto dobimo več 
modelov, ki dajo zelo podobne rezultate. Na podlagi diagnostike ostankov modelov, informacijskega 
kriterija AIC in primerjave napak napovedi izberemo najprimernejšega.  
 
Slika 26: Histogram ostankov modelov SARIMA(2,1,2)𝑥(0,1,1)96 – levo in SARIMA(3,1,1)(1,1,1)96 – 
desno 
Tabela 1: Primerjava modelov SARIMA(2,1,2)𝑥(0,1,1)96 in SARIMA(3,1,1)(1,1,1)96 za dan napovedi 
6. 2. 2018 
 SARIMA(2,1,2)𝑥(0,1,1)96 SARIMA(3,1,1)(1,1,1)96 
 Napaka napovedi 
Napaka 
prileganja 
Napaka napovedi 
Napaka 
prileganja 
MAPE 3,0344 % 1,5853 % 1,9048 % 1,5800 % 
RMSE 585,1558 kW 360,5475 kW 448,6761 kW 349,7338 kW 
 
IZDELAVA MODELOV ZA NAPOVEDOVANJE 
46 
 
V nadaljevanju bodo opisani samo postopki izdelave ustreznih modelov za napoved proizvodnje in 
pretoka moči in ne bo podana tako podrobna razlaga kot smo jo opisali pri izdelavi modela za porabo 
električne energije.  
4.3.2 Izdelava modela za napoved proizvodnje električne energije 
Dolžina učne množice pri napovedovanju proizvodnje električne energije sončnih elektrarn ni odvisna 
od tipa dneva napovedi in se ne spreminja. Dolžina učnih množic je tako konstantna in enaka dolžini 
30 dni. V tem primeru za napovedovanje uporabimo regresijski model z napakami ARIMA modela, ki 
je opisan v podpoglavju 3.6. ARIMA model se v tem primeru uporabi nad ostankih regresijskega 
modela, ki jih dobimo tako, da od originalne časovne vrste proizvodnje električne energije odštejemo 
vrsto, ki jo dobimo z regresijskim modelom. Kot zunanjo spremenljivko uporabimo globalno sončno 
obsevanje, za katerega smo že rekli, da je v linearni povezavi s proizvodnjo sončnih elektrarn. 
Tudi tukaj je potrebno najprej določiti stacionarnost časovne vrste ostankov. Pri tem si pomagamo z 
ACF in PACF korelogramom. Izkaže se, da je časovna vrsta ostankov nestacionarna in da vsebuje 
sezonsko komponento s periodo 𝑠 = 96. Zato nad to vrsto izvedemo tako diferenciranje z navadnim 
diferenčnim operatorjem prve stopnje kot tudi sezonsko diferenciranje prve stopnje. 
Sedaj, ko imamo določene stopnje diferenc, vidimo, da je potrebno uporabiti SARIMA model. Stopnje 
SARIMA modela v nadaljevanju določimo tako kot v poglavju 4.3.1. Stopnji nesezonskega dela SARIMA 
modela 𝑝 in 𝑞 smo spreminjali med 0 in 3, medtem ko smo stopnji sezonskega dela 𝑃 in 𝑄 spreminjali 
med 0 in 1. Stopnji obeh diferenc ne spreminjamo in sta enaki 1, prav tako ostane nespremenjena tudi 
perioda sezonske komponente in je enaka 96. V model je potrebno vključiti še regresijske koeficiente. 
Te določimo s funkcijo regress v programu MATLAB . Tako na eni učni množici naučimo 64 različnih 
regresijskih modelov z napakami ARIMA ( v našem primeru SARIMA) modela. Za vsak model ocenimo 
parametre posameznih polinomov, katerih število je odvisno od stopenj polinomov in potem 
izračunamo napovedi, medtem ko regresijskih koeficientov ne spreminjamo. Nato rezultate napovedi 
ovrednotimo s statističnima kazalnikoma RMSE in MAE. Ta postopek smo uporabili za vseh 133 učnih 
množic. Za optimalno kombinacijo stopenj modela izberemo tisto, ki da najmanjšo napako napovedi 
glede na kazalnik RMSE, oziroma NRMSE (kot bomo videli v nadaljevanju) za vse dneve napovedi.  
4.3.3 Izdelava modelov za napoved pretoka moči skozi RTP Breg  
Za napovedovanje pretoka moči uporabimo dve kombinaciji ARIMA modela. Prva temelji samo na 
preteklih podatkih pretoka moči skozi RTP Breg, druga pa vključuje še zunanjo spremenljivko 
globalnega sončnega sevanja. V obeh primerih učne množice določimo tako kot v podpoglavju 4.3.1, 
torej v odvisnosti od tipa dneva napovedi.  
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V prvem primeru, ko napoved pretoka temelji samo na preteklih podatkih, je postopek izdelave enak, 
kot pri izdelavi modela za napovedovanje porabe električne energije. V drugem primeru, ko poleg 
preteklih vrednosti pretoka moči uporabimo kot zunanjo spremenljivko še globalno sončno obsevanje, 
pa je postopek enak tistemu, ki smo ga uporabili za izdelavo modela za napovedovanje proizvodnje 
električne energije. 
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V tem poglavju je prikazana izbira ustreznih modelov za napovedovanje. Prikazane so tudi napovedi 
pretoka moči skozi RTP Breg z izbranimi metodami. Na koncu sledi primerjava posameznih metod za 
napovedovanje pretoka moči glede na kazalnik MAPE. 
5.1 Izbira modelov za napovedovanje pretoka moči skozi RTP Breg 
V tem podpoglavju sledi opis izbire posameznih modelov. Podani so rezultati napovedi z izbranimi 
modeli. 
5.1.1 Izbira modela za napovedovanje porabe električne energije 
V prejšnjem poglavju je bil opisan postopek izdelave ustreznega SARIMA modela. Na eni učni množici 
smo naučili 64 različnih SARIMA modelov tako, da smo spreminjali stopnje polinomov. Na vsaki od 133 
učnih množic smo ocenili parametre polinomov izbranih SARIMA modelov. Pri tem smo za vsak model 
izračunali še napoved za en dan vnaprej in jo ustrezno ovrednotili s statističnima kazalnikoma MAPE in 
RMSE. Poleg tega smo za vsak naučen model izračunali še vrednost informacijskega kriterija AIC. Naš 
cilj pa je iz množice modelov izločiti tistega, ki da najboljše rezultate in ga potem uporabiti kot končni 
model za napovedovanje porabe električne energije. Pri tem si pomagamo z diagnostiko ostankov 
modelov, z informacijskim kriterijem AIC in s primerjavo napak napovedi in skupnega časa potrebnega 
za izračun parametrov modela in napovedi. 
Oglejmo si histogram minimalnih napak napovedi na sliki 27, ki jih dobimo tako, da smo za vsak dan iz 
množice 64 modelov določili tistega, ki je dal minimalni MAPE. Na histogramu se lepo vidi, da je večina 
minimalnih napak manjših od 8 %, povprečje minimalnih napak pa je enako 5,8472 % (označeno z rdečo 
črto na histogramu). Glede na frekvenco ponovitev modelov z minimalnimi napakami se je največkrat, 
skupaj 11-krat, ponovi model SARIMA(1,1,2)𝑥(1,1,1)96. Enak model se največkrat ponovi (13-krat) 
tudi v primeru, ko namesto kazalnika MAPE upoštevamo kazalnik RMSE.  
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Slika 27: Histogram minimalnih napak napovedi porabe glede na MAPE; z rdečo črto je označeno 
povprečje minimalnih napak 
Sledila je analiza napovedi posameznih modelov glede na kazalnik MAPE. Kot najslabši modeli so se 
izkazali tisti, ki ne vsebujejo niti ene sezonske stopnje, torej 𝑃 in 𝑄 sta enaki 0. To so modeli, označeni 
z indeksom od 1 do 16 na sliki 28. Njihova povprečna napaka napovedi je več kot 10 %. Tako smo iz 
množice 64 modelov izločili 12 modelov, ki dajejo najnižje povprečne vrednosti kazalnika MAPE. 
Primerjava najboljših izbranih modelov je podana na sliki 29 in v tabeli 2.  
Za vsak model je na sliki 29 narisana škatla z brki (angl. boxplot), kjer spodnji in zgornji rob modrega 
pravokotnika predstavljata prvi in tretji kvartil. Znotraj pravokotnika je z rdečo vodoravno črto 
označena mediana ali drugi kvartil. Ostali dve vodoravni črtici izven pravokotnika predstavljata 
minimalno vrednost, ki je od prvega kvartila manjša za faktor 1,5 in maksimalno vrednost, ki je od 
tretjega kvartila večja za faktor 1,5. Z rdečimi '+' znaki so označeni osamelci, ki so vsaj za faktor 1,5 večji 
od tretjega oz. manjši od prvega kvartila. Na sliki smo dodatno z znakom '*' označili povprečja napak 
posameznih modelov. 
V tabeli 2 so podani podatki za 12 izbranih modelov. Podane so oznake, s katerimi so označeni 
posamezni modeli na sliki 29, prav tako so podana povprečja napak, mediane napak in povprečni čas, 
potreben za oceno parametrov in izračun napovedi. Opazimo, da vsi izbrani modeli dajejo podobne 
rezultate. Vendar je za različne modele čas izračuna parametrov in napovedi različen. Kot lahko vidimo 
iz tabele, čas izračuna parametrov modela narašča z višanjem stopenj polinomov. Več stopenj kot ima 
polinom, tem večja je računska zahtevnost. 
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Slika 28: Povprečna napaka napovedi za vsak SARIMA model 
 
Slika 29: Prikaz porazdelitve napak napovedi izbranih modelov 
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Tabela 2: Primerjava izbranih modelov za napovedovanje porabe električne energije 
Model Oznaka Povprečni MAPE Mediana Povprečni čas 
SARIMA(0,1,3)𝑥(0,1,1)96 20 7,8033 % 7,1248 % 7,4765 s 
SARIMA(1,1,3)𝑥(0,1,1)96 24 7,5991 % 6,8523 % 10,9396 s 
SARIMA(2,1,1)𝑥(0,1,1)96 26 7,5442 % 6,8228 % 8,0040 s 
SARIMA(2,1,3)𝑥(0,1,1)96 28 7,6729 % 6,7892 % 13,4275 s 
SARIMA(3,1,3)𝑥(0,1,1)96 32 7,4840 % 6,7478 % 16,7193 s 
SARIMA(0,1,3)𝑥(1,1,1)96 52 7,7970 % 7,0438 % 14,4193 s 
SARIMA(1,1,2)𝑥(1,1,1)96 55 7,4330 % 6,4945 % 14,7750 s 
SARIMA(1,1,3)𝑥(1,1,1)96 56 7,5076 % 6,3724 % 18,5824 s 
SARIMA(2,1,1)𝑥(1,1,1)96 58 7,5664 % 6,5242 % 14,3839 s 
SARIMA(2,1,2)𝑥(1,1,1)96 59 7,8770 % 6,7367 % 17,1915 s 
SARIMA(2,1,3)𝑥(1,1,1)96 60 7,6402 % 6,6874 % 21.1407 s 
SARIMA(3,1,3)𝑥(1,1,1)96 64 7,5368 % 6,3382 % 25,0745 s 
 
Z analizo vrednosti kriterija AIC, ki jih vrnejo posamezni modeli, smo ugotovili, da ima model 
SARIMA(3,1,3)𝑥(1,1,1)96 v 70 primerih najnižjo vrednost AIC. Ta model ima podobne rezultate 
napovedi kot ostali modeli iz zgornje tabele, vendar ima največji povprečni čas izračuna parametrov. 
Na podlagi porazdelitve napak napovedi iz slike 29 in podatkov iz tabele 2 smo se odločili za 
SARIMA(1,1,2)𝑥(1,1,1)96. Napoved porabe električne energije je bila narejena za obdobje od  
6. 2. 2018 do vključno 30. 6. 2018 ali skupno 133 dni.  
Na sliki 30 je prikazana primerjava med dejansko in z izbranim modelom SARIMA(1,1,2)𝑥(1,1,1)96 
izračunano napovedjo porabe električne energije. Napovedovali smo za vsak dan od 00:00 do vključno 
23:45. Povprečne vrednosti statističnih kazalnikov napovedi so podani v tabeli 3. 
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Slika 30: Primerjava dejanske in napovedane porabe električne energije za obdobje od 6. 2. 2018 do 
vključno 30. 6. 2018 
Tabela 3: Povprečne vrednosti statističnih kazalnikov napovedi porabe električne energije 
Kazalnik Vrednost 
MAPE 7,4330 % 
RMSE 1,0985 MW 
MAE 0,8768 MW 
 
Histogram dnevnih napak napovedi je prikazan na sliki 31. Na tem histogramu vidimo, da je več kot 
polovica vzorcev manjših od 7 %, kar pomeni, da je bila napoved z modelom za večino dni dobra, kljub 
temu, da model temelji samo na zgodovinskih podatkih porabe električne energije. Na histogramu na 
sliki 31 je z rdečo črto označeno povprečje napak napovedi porabe, ki znaša 7,4330 %. Najnižja in 
najvišja dnevna vrednost kazalnika MAPE, ki predstavljata najslabšo in najboljšo dnevno napoved, sta 
enaki 1,8178 % oziroma 23,9377 %. Dnevna diagrama najslabše in najboljše napovedi sta prikazana na 
sliki 32. Najboljša napoved je za dan 27. 2. 2018 (torek), najslabša pa za dan 1. 4. 2018 (velikonočna 
nedelja). 
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Slika 31: Histogram dnevnih napak napovedi porabe električne energije, z rdečo črto je označeno 
povprečje napak napovedi 
 
Slika 32: Najboljša (levo) ter najslabša napoved (desno) porabe električne energije 
5.1.2 Izbira modela za napovedovanje proizvodnje električne energije 
Model za napovedovanje proizvodnje električne energije izberemo podobno kot smo to naredili v 
prejšnjem podpoglavju. Tukaj smo namesto navadnega ARIMA modela uporabili regresijski model z 
napakami ARIMA modela, ki poleg podatkov o proizvodnji vključuje še zunanjo spremenljivko 
globalnega sončnega obsevanja (pretekli in prihodnji podatki za en dan vnaprej). Na vsaki od 133 učnih 
množic smo naučili 64 različnih modelov, ocenili njihove parametre in izračunali napoved proizvodnje 
za en dan vnaprej. Pri tem smo za vsak model izračunali še vrednost informacijskega kriterija AIC. 
Napoved je bila narejena za vsak dan od 00:00 do 23:45 za obdobje od 6. 2. 2018 do vključno  
30. 6. 2018. Vsako napoved smo ustrezno ovrednotili s statističnim kazalnikom NRMSE, ki ga dobimo 
tako, da vrednost kazalnika RMSE normiramo glede na instalirano moč (12,94 MW) sončnih elektrarn, 
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za katere smo dobili podatke. Kazalnika MAPE v tem primeru ne uporabljamo zaradi težav, ki nastanejo 
pri deljenju z vrednostmi okrog nič in posledično lahko napaka limitira v neskončnost. 
Naš cilj je iz množice modelov izločiti tistega, ki da najboljše rezultate in ga potem uporabiti kot končni 
model za napovedovanje proizvodnje električne energije. Pri tem si pomagamo z diagnostiko ostankov 
modelov, z informacijskim kriterijem AIC ter s primerjavo napak napovedi in s primerjavo časa 
potrebnega za izračun parametrov modela in napovedi.  
Histogram minimalnih napak, potem, ko smo za vsak dan napovedi določili tisti model, ki je dal 
najmanjšo vrednost kazalnika NRMSE, je podan na sliki 33.  
 
Slika 33: Histogram minimalnih napak napovedi proizvodnje električne energije glede na kazalnik 
NRMSE; z rdečo črto je označeno povprečje minimalnih napak 
Na zgornjem histogramu minimalnih napak napovedi proizvodnje električne energije se lepo vidi, da je 
večina napak med 0 % in 8 %. Povprečje minimalnih napak, ki je na zgornji sliki označeno z rdečo črto, 
znaša 3,5881 %. Glede na frekvenco ponovitev modelov z minimalnimi napakami pa ni nobenega 
izstopajočega modela, saj se napake enakomerno porazdelijo po več različnih modelih. V tem 
podpoglavju bomo vse modele označevali z oznakami navadnega ARIMA modela, vendar je pri tem 
mišljeno, da gre za regresijske modele z napakami ARIMA modela. 
Z analizo napak napovedi posameznih modelov s pomočjo kazalnika NRMSE smo iz množice 64 
modelov izbrali 11 modelov, ki dajejo najboljše rezultate. Primerjava posameznih modelov je podana 
v tabeli 4, medtem ko je porazdelitev napak napovedi izbranih modelov podana na sliki 34. V tabeli so 
podane oznake, s katerimi so modeli označeni na sliki 34, prav tako so podana povprečja napak 
napovedi in mediane glede na kazalnik NRMSE ter povprečni ocenjeni čas izračuna parametrov in 
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napovedi za posamezen model. Iz podatkov lahko opazimo, da izbrani modeli dajejo podobne 
rezultate, največje razlike pa so v povprečnih časih izračuna. 
Tabela 4: Primerjava izbranih modelov za napovedovanje proizvodnje električne energije 
Model Oznaka Povprečni NRMSE Mediana Povprečni čas 
SARIMA(1,1,3)𝑥(0,1,1)96 24 4,2052 % 3,8520 % 14,1327 s 
SARIMA(2,1,2)𝑥(0,1,1)96 27 4,1803 % 3,7726 % 14,6155 s 
SARIMA(2,1,3)𝑥(0,1,1)96 28 4,2092 % 3,7682 % 17,6885 s 
SARIMA(3,1,1)𝑥(0,1,1)96 30 4,2299 % 3,8866 % 13,5068 s 
SARIMA(1,1,1)𝑥(1,1,1)96 54 4,2247 % 3,8194 % 15,6347 s 
SARIMA(1,1,2)𝑥(1,1,1)96 55 4,2283 % 3,8199 % 18,9704 s 
SARIMA(1,1,3)𝑥(1,1,1)96 56 4,2254 % 3,8202 % 23,5646 s 
SARIMA(2,1,2)𝑥(1,1,1)96 59 4,1945 % 3,8062 % 24,5177 s 
SARIMA(2,1,3)𝑥(1,1,1)96 60 4,1735 % 3,8076 % 27,9917 s 
SARIMA(3,1,2)𝑥(1,1,1)96 63 4,1739 % 3,8926 % 29,1866 s 
SARIMA(3,1,3)𝑥(1,1,1)96 64 4,1964 % 3,7582 % 32,1229 s 
 
 
Slika 34: Prikaz porazdelitve napak napovedi izbranih modelov 
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Z analizo vrednosti informacijskega kriterija AIC, ki jih vrnejo posamezni modeli, smo ugotovili, da v 
večini primerov najnižje vrednosti AIC dajeta dva modela. To sta SARIMA(2,1,2)𝑥(1,1,1)96 in 
SARIMA(2,1,3)𝑥(1,1,1)96. Vrednosti modelov najdemo v tabeli 4. 
Na podlagi porazdelitve napak napovedi in podatkov iz tabele zgoraj smo se odločili za 
SARIMA(3,1,1)𝑥(0,1,1)96. Čeprav izbrani model nima najmanjšega povprečja NRMSE kazalnika, se ta 
ne razlikuje dosti od povprečnih vrednosti NRMSE kazalnika preostalih modelov v zgornji tabeli. Za 
izbrani model smo se odločili, ker od vseh navedenih modelov v tabeli 4 potrebuje najmanj časa za 
izračun parametrov in napovedi. 
Na sliki 35 je prikazana primerjava med dejansko in z izbranim modelom izračunano proizvodnjo 
električne energije. Povprečne vrednosti statističnih kazalnikov za izbrani model so podane v tabeli 5.  
Tabela 5: Povprečne vrednosti statističnih kazalnikov napovedi proizvodnje električne energije 
Kazalnik Vrednost 
NRMSE 4,2299 % 
RMSE 0,5474 MW 
MAE 0,2873 MW 
 
 
Slika 35: Primerjava dejansko in napovedane proizvodnje električne energije za obdobje od  
6. 2. 2018 do vključno 30. 6. 2018 
Na sliki 35 lahko opazimo sive špice v obdobju od 1. 3. do 1. 4., ki jih nismo dobro napovedali z izbranim 
modelom. Prav tako do odstopanja napovedi proizvodnje pride tudi v mesecu februarja. To je posledica 
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tega, da v mesecu februarju proizvodnja električne energije ne sledi sončnemu obsevanju linearno. V 
tem obdobju je proizvodnja zelo majhna ali pa celo enaka 0, ne glede na prisotnosti sončnega 
obsevanja. Iz vremenskih podatkov razberemo, da je bilo v teh dnevih nekaj padavin, temperatura pa 
pod 0 °C, kar pomeni, da je snežilo in sklepamo, da so bili sončni paneli v omenjenih dnevih pokriti s 
snegom. Vse to vpliva na izračun parametrov modelov in posledično na točnost napovedi proizvodnje.  
Zanimivo je, da vsi modeli, ki ne vsebujejo sezonskega dela drsečih povprečij nekoliko boljše napovejo 
proizvodnjo tekom marca, vendar se v splošnem izkažejo slabše glede na izbrani model. 
Histogram dnevnih napak napovedi izbranega modela SARIMA(3,1,1)𝑥(0,1,1)96 je prikazan na sliki 36. 
Na tem histogramu je z rdečo črto označeno povprečje napak, ki znaša 4,2299 %. Več kot polovica 
vzorcev je manjših od 5 %, kar pomeni, da smo za večino dni proizvodnjo dobro napovedali z modelom, 
ki poleg preteklih podatkov proizvodnje električne energije vključuje še pretekle ter prihodnje podatke 
sončnega obsevanja.  
 
Slika 36: Histogram dnevnih napak napovedi proizvodnje električne energije, z rdečo črto je označeno 
povprečje napak napovedi 
Če sedaj združimo napovedi proizvodnje in porabe električne energije s pomočjo enačbe (46), dobimo 
napoved pretoka moči skozi RTP Breg. Na sliki 37 je prikazana primerjava med dejanskim in 
napovedanim pretokom moči. Povprečne vrednosti statističnih kazalnikov napovedi pretoka moči so 
podane v tabeli 6. 
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Tabela 6: Povprečne vrednosti statističnih kazalnikov napovedi pretoka moči 
Kazalnik Vrednost 
MAPE 11,3110 % 
RMSE 1,1919 MW 
MAE 0,9330 MW 
 
 
Slika 37: Primerjava dejanskega in napovedanega pretoka moči skozi RTP Breg za obdobje od 6. 2. 
2018 do vključno 30. 6. 2018 
Histogram dnevnih napak napovedi pretoka moči je prikazan na sliki 38. Na histogramu je z rdečo črto 
označeno povprečje dnevnih napak napovedi, ki znaša 11,3110 %. S slike lahko vidimo, da je več kot 
polovica vzorcev manjših od nekaj 10 %, kar pomeni, da smo za večino dni dobro napovedali. Najnižja 
in najvišja vrednost kazalnika MAPE, ki predstavljata najslabšo in najboljšo dnevno napoved pretoka 
moči, sta enaki 2,1444 % oziroma 91,5605 %. Dnevna diagrama najslabše in najboljše napovedi sta 
prikazana na sliki 39. Najboljša napoved je za dan 23. 2. 2018 (petek), najslabša pa za dan 8. 4. 2018 
(nedelja).  
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Slika 38: Histogram dnevnih napak napovedi pretoka moči 
 
Slika 39: Najboljša (levo) in najslabša (desno) napoved pretoka moči 
Ob primerjavi vrednosti kazalnika MAPE glede na tip dneva napovedi smo izračunali, da znaša 
povprečna napaka napovedi pretoka moči 7,4869 %, medtem ko znaša povprečna napaka napovedi za 
dela proste dni 18,7893 %. Vidimo, da je napaka pri dela prostih dnevih občutno večja. 
V tabeli 7 so zbrani rezultati napovedi po dnevih v tednu glede na kazalnik MAPE.  
Tabela 7: Primerjava napak napovedi (MAPE) pretoka moči glede na dan v tednu 
Pon Tor Sre Čet Pet Sob Ned 
10,4544 % 9,2277 % 8,1510 % 6,8677 % 7,7404 % 15,4653 % 20,8293 % 
 
Najboljše rezultate napovedi dobimo v četrtek, ki mu sledita napovedi za petek in sredo. Po 
pričakovanju najslabše napovedi dobimo za vikende. Nekoliko nas preseneti rezultat za petek, ki je 
drugi najboljši rezultat. Opazimo tudi, da nekoliko bolj od ostalih delavnikov odstopa rezultat za 
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ponedeljek. Razlog za to lahko poiščemo v podatkih pretoka moči prejšnjega dne (petek). Za 
ponedeljek in petek smo že omenili, da imata nekoliko različne poteke dnevnih diagramov zaradi 
bližine vikendov. 
5.1.3 Izbira modela za napovedovanje pretoka moči skozi RTP Breg na podlagi preteklih podatkov 
Postopek izbire ustreznega modela za napovedovanje pretoka moči, ki temelji samo na preteklih 
podatkih pretoka moči, je podoben kot pri izbiri modela za napovedovanje porabe. Tudi tukaj smo na 
vsaki od 133 učnih množic naučili 64 različnih modelov, ocenili njihove parametre in izračunali napoved 
pretoka moči za en dan vnaprej. Pri tem smo za vsak model izračunali še vrednost informacijskega 
kriterija AIC. Napovedi so bile narejene za vsak dan od 00:00 do vključno 23:45 za obdobje od  
6. 2. 2018 do 30. 6. 2018. Vsako napoved smo ustrezno ovrednotili s statističnima kazalnikoma MAPE 
in RMSE.  
Histogram minimalnih napak, potem ko smo za vsak dan napovedi izločili tisti model, ki je dal najmanjšo 
vrednost kazalnika MAPE, je podan na sliki 40. 
 
Slika 40: Histogram minimalnih napak napovedi pretoka moči skozi RTP Breg glede na MAPE; z rdečo 
črto je označeno povprečje minimalnih napak 
Na zgornjem histogramu minimalnih napak napovedi pretoka moči lahko vidimo, da je večina napak 
manjših od 14 %. Povprečje minimalnih napak pa je enako 10,8066 % (označeno z rdečo črto). Po 
pričakovanjih je napoved pretoka moči občutno slabša, predvsem v sončnih dnevih, saj SARIMA model, 
ki temelji samo na preteklih vrednostih pretoka moči, ne sledi spremembi pretoku zaradi povečanja 
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sončnega obsevanja in posledično višje proizvodnje sončnih elektrarn. Pri SARIMA modelih 
predpostavljamo, da se bo proces v prihodnosti obnašal tako, kot se je v preteklosti. 
Glede na frekvenco ponovitev modelov z minimalnimi napakami ob upoštevanju kazalnika MAPE se je 
največkrat (11-krat) ponovil SARIMA(3,1,3)𝑥(1,1,1)96. Enak model se največkrat ponovi tudi v 
primeru, ko namesto MAPE upoštevamo kazalnik RMSE, prav tako 11-krat. 
Z analizo napak napovedi posameznih modelov s kazalnikom MAPE smo iz množice 64 modelov izbrali 
8 modelov, ki dajejo najboljše rezultate. Primerjava izbranih modelov je podana v tabeli 8, medtem ko 
je porazdelitev napak napovedi izbranih modelov podana na sliki 41. V tabeli so podane oznake, s 
katerimi so modeli označeni na sliki 41, prav tako so podana povprečja napak napovedi in mediane 
glede na kazalnik MAPE ter povprečni ocenjeni čas izračuna parametrov in napovedi za posamezen 
model. Tudi tukaj lahko opazimo, da izbrani modeli dajejo podobne rezultate, edina večja razlika je v 
povprečnem času izračuna. 
Tabela 8: Primerjava izbranih modelov za napovedovanje pretoka moči  
Model Oznaka Povprečni MAPE Mediana Povprečni čas 
SARIMA(1,1,2)𝑥(0,1,1)96 23 16,0353 % 11,0717 % 9,4382 s 
SARIMA(1,1,3)𝑥(0,1,1)96 24 16,1927 % 11,5867 % 11,4381 s 
SARIMA(2,1,1)𝑥(0,1,1)96 26 16,1622 % 11,1942 % 8,6108 s 
SARIMA(3,1,3)𝑥(0,1,1)96 32 16,1197 % 11,0579 % 17,2795 s 
SARIMA(1,1,2)𝑥(1,1,0)96 39 16,0515 % 11,9012 % 7,6517 s 
SARIMA(1,1,2)𝑥(1,1,1)96 55 16,1492 % 11,0952 % 16,1893 s 
SARIMA(2,1,3)𝑥(1,1,1)96 60 16,1784 % 10,9309 % 24,3599 s 
SARIMA(3,1,3)𝑥(1,1,1)96 64 16,4620 % 11,8366 % 28,8271 s 
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Slika 41: Prikaz porazdelitve napak napovedi izbranih modelov 
Z analizo vrednosti informacijskega kriterija AIC, ki jih vrnejo posamezni modeli, smo ugotovili, da v 
večini primerov najnižje vrednosti AIC dajejo trije modeli. To so: SARIMA(2,1,3)𝑥(1,1,1)96, 
SARIMA(3,1,2)𝑥(1,1,1)96 in SARIMA(3,1,3)𝑥(1,1,1)96. Dva od njih že najdemo v zgornji tabeli.  
Na podlagi porazdelitve napak napovedi in podatkov iz tabele smo se odločili za 
SARIMA(1,1,2)𝑥(0,1,1)96. Izbrani model ima najmanjše povprečje napak in ne potrebuje veliko časa 
za izračun parametrov in napovedi.  
Na sliki 42 je prikazana primerjava med dejanskim in z izbranim modelom SARIMA(1,1,2)𝑥(0,1,1)96 
izračunanim pretokom moči skozi RTP Breg. Povprečne vrednosti statističnih kazalnikov za izbrani 
model so podane v tabeli 9.  
Tabela 9: Povprečne vrednosti statističnih kazalnikov napovedi pretoka moči 
Kazalnik Vrednost 
MAPE 16,0353 % 
RMSE 1,600 MW 
MAE 1,2314 MW 
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Slika 42: Primerjava dejanskega in napovedanega pretoka moči skozi RTP Breg za obdobje od 6. 2. 
2018 do vključno 30. 6. 2018  
Histogram dnevnih napak napovedi je prikazan na sliki 43. Na tem histogramu je z rdečo črto označeno 
povprečje napak. Več kot polovica vzorcev je manjših od 11 %, kar pomeni, da je bila za večino dni 
napoved z modelom, ki temelji samo na preteklih podatkih pretoka moči, dobra. Visoke vrednosti 
kazalnika MAPE, kot je bilo že omenjeno, so posledica neprilagodljivosti izbranega modela hitrim 
spremembam pretoka moči, ki nastanejo zaradi spremembe proizvodnje sončnih elektrarn. Na sliki 44 
sta grafično prikazani najslabša in najboljša napoved. Najboljša napoved (1,8735 %) je za dan  
27. 2. 2018 (torek), najslabša (141,1035 %) pa za dan 8. 4. 2018 (nedelja). 
 
IZBIRA IN PRIMERJAVA MODELOV ZA NAPOVEDOVANJE  
65 
 
 
Slika 43: Histogram dnevnih napak napovedi pretoka moči skozi RTP Breg 
 
Slika 44: Najboljša (levo) in najslabša (desno) napoved pretoka moči 
Oglejmo si sedaj povprečne vrednosti kazalnika MAPE glede na tip dneva napovedi. Za delavnike smo 
izračunali, da je napaka enaka 10,3830 %, medtem ko za dela proste dni napaka napovedi znaša 
27,0888 %. Po pričakovanjih je napaka pri dela prostih dnevih občutno večja. Razlog poiščemo v sami 
definiciji ARIMA modelov. Napoved ARIMA modelov temelji predvsem na zadnjih znanih vrednosti 
učne množice. Konkretno z izbranim modelom, potrebujemo za napoved ene vrednosti v točki 𝑡 
naslednje pretekle podatke pretoka moči: 𝑡 − 98, 𝑡 − 97, 𝑡 − 96, 𝑡 − 2 in 𝑡 − 1. Poleg tega je 
potrebno upoštevati še napake modela v točkah: 𝑡 − 97, 𝑡 − 96 in 𝑡 − 1. Torej za napoved prve 
vrednosti pretoka moči v naslednjem dnevu potrebujemo, poleg 3 točk preteklega dneva, še dve zadnji 
vrednosti predprejšnjega dneva. Učna množica je za dan napovedi, ki je dela prost dan, sestavljena iz 
vikendov (včasih tudi praznikov, v kolikor padejo znotraj 30 dnevnega intervala). Oblika pretoka moči 
tekom vikendov pa se od tedna do tedna razlikuje. Dodatno odstopanje, tako pri delavnikih kot pri dela 
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prostih dneh povzroča proizvodnja sončnih elektrarn, ki vpliva na obliko pretoka tekom dneva in zato 
pride do večje napake pri napovedovanju z modelom, ki vključuje samo pretekle podatke pretoka moči. 
V tabeli 10 so zbrane povprečne napake napovedi po dnevih v tednu glede na kazalnik MAPE. 
Tabela 10: Primerjava napak napovedi pretoka moči glede na dan v tednu 
Pon Tor Sre Čet Pet Sob Ned 
15,0665 % 12,2423 % 10,4455 % 9,8130 % 11,2291 % 22,4909 % 30,2858 % 
 
Najboljše rezultate dobimo za četrtek, ki mu sledita napovedi za sredo in petek. Najslabše napovedi 
dobimo za vikende. Opazimo tudi, da nekoliko bolj od ostalih delavnikov odstopa rezultat za 
ponedeljek. Razlog za to lahko poiščemo v podatkih pretoka moči prejšnjega dne (petek). Za 
ponedeljek in petek smo že omenili, da imata nekoliko različne poteke dnevnih diagramov zaradi 
bližine vikendov. 
5.1.4 Izbira modela za napovedovanje porabe moči skozi RTP Breg z uporabo zunanje 
spremenljivke 
Postopek izbire ustreznega modela za napovedovanje pretoka moči, ki poleg preteklih podatkov 
pretoka moči upošteva še pretekle in prihodnje (za en dan vnaprej) podatke globalnega sončnega 
obsevanja, je podoben kot v prejšnjih primerih. Tudi tukaj smo na vsaki od 133 učnih množic naučili 64 
različnih regresijskih modelov z napakami ARIMA modela, ocenili njihove parametre in izračunali 
napoved pretoka moči za en dan vnaprej. Pri tem smo za vsak model izračunali še vrednost 
informacijskega kriterija AIC. Napovedi so bile narejene za vsak dan od 00:00 do 23:45 za obdobje od 
6. 2. 2018 do vključno 30. 6. 2018. Vsako napoved smo ustrezno ovrednotili s statističnima kazalnikoma 
MAPE in RMSE.  
Histogram minimalnih napak, potem ko smo za vsak dan napovedi izločili tisti model, ki je dal najmanjšo 
vrednost kazalnika MAPE, je podan na sliki 45. V nadaljevanju tega podpoglavja bomo vse modele 
označevali z oznakami navadnega ARIMA modela, vendar je pri tem mišljeno, da gre za regresijske 
modele z napakami ARIMA modela. 
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Slika 45: Histogram minimalnih napak napovedi pretoka moči skozi RTP Breg glede na kazalnik MAPE; 
z rdečo črto je označeno povprečje minimalnih napak 
Na zgornjem histogramu minimalnih napak napovedi pretoka moči z upoštevanjem globalnega 
sončnega obsevanja lahko vidimo, da je večina napak manjših od 10 %. Povprečje minimalnih napak 
(rdeča črta) je enako 8,5683 %. Glede na frekvenco ponovitev modelov z minimalnimi napakami 
napovedi smo opazili, da ni nekega izrazitega odstopanja posameznega modela. Trije modeli, ki so se 
največkrat ponovili, in sicer 9-, 8- in 7-krat, so: SARIMA(1,1,1)𝑥(1,1,1)96, SARIMA(2,1,1)𝑥(1,1,1)96, 
SARIMA(3,1,2)x(0,1,1). V primeru, ko upoštevamo kazalnik RMSE namesto MAPE, pa se največkrat 
ponovita dva modela: SARIMA(1,1,1)𝑥(1,1,1)96 (10-krat) in SARIMA(3,1,3)𝑥(1,1,1)96 (9-krat). 
Z analizo napak napovedi posameznih modelov s kazalnikom MAPE smo iz množice 64 modelov izbrali 
9 modelov, ki dajejo najboljše rezultate. Primerjava posameznih modelov je podana v tabeli 11, 
medtem ko je porazdelitev napak napovedi izbranih modelov podana na sliki 46. V tabeli so podane 
oznake, s katerimi so modeli označeni na sliki 46, prav tako so podana povprečja napak napovedi in 
mediane glede na kazalnik MAPE ter povprečni ocenjeni čas izračuna parametrov in napovedi za 
posamezen model. Tudi tukaj lahko opazimo, da izbrani modeli dajejo podobne rezultate, največ se 
razlikujejo glede na povprečne čase izračuna. 
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Tabela 11: Primerjava izbranih modelov za napovedovanje pretoka moči 
Model Oznaka Povprečni MAPE Mediana Povprečni čas 
SARIMA(1,1,2)𝑥(0,1,1)96 23 10,9690 % 8,4568 % 9,8110 s 
SARIMA(1,1,3)𝑥(0,1,1)96 24 10,8429 % 8,3789 % 14,0189 s 
SARIMA(2,1,2)𝑥(0,1,1)96 27 10,9280 % 8,3744 % 12,9657 s 
SARIMA(2,1,3)x(0,1,1)96 28 10,8300 % 8,1892 % 18,3208 s 
SARIMA(1,1,3)𝑥(1,1,1)96 56 10,8987 % 8,3637 % 23,7266 s 
SARIMA(2,1,3)𝑥(1,1,1)96 60 10,8154 % 8,3676 % 29,5690 s 
SARIMA(3,1,1)𝑥(1,1,1)96 62 10,8370 % 8,4340 % 22,1302 s 
SARIMA(3,1,2)𝑥(1,1,1)96 63 10,5426 % 8,3690 % 27,0952 s 
SARIMA(3,1,3)𝑥(1,1,1)96 64 10,8842 % 8,4014 % 33,4785 s 
 
 
Slika 46: Prikaz porazdelitve napak napovedi izbranih modelov 
Z analizo vrednosti informacijskega kriterija AIC, ki jih vrnejo posamezni modeli, smo ugotovili, da v 
večini primerov najnižje vrednosti AIC dajejo štirje modeli. To so: SARIMA(2,1,3)𝑥(1,1,1)96, 
SARIMA(3,1,1)𝑥(1,1,1)96, SARIMA(3,1,2)𝑥(1,1,1)96 in SARIMA(3,1,3)𝑥(1,1,1)96. Vrednosti vseh 
štirih modelov se nahajajo v tabeli 11. 
Na podlagi porazdelitve napak napovedi in podatkov iz tabele 11 smo se odločili za 
SARIMA(1,1,3)𝑥(0,1,1)96. Lahko opazimo, da ta model nima najmanjšega povprečja. Rezultati, ki jih 
dobimo z izbranim modelom so zelo podobni tistim, dobljenim z modelom, ki ima najmanjšo povprečje 
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napak. Vendar je čas, ki ga potrebuje slednji model za izračun parametrov in napovedi, približno 2-krat 
večji kot pri izbranem modelu. To je bil glavni razlog, da se nismo odločili za SARIMA(3,1,2)𝑥(1,1,1)96. 
Na sliki 47 je prikazana primerjava med dejanskim in z izbranim modelom SARIMA(1,1,3)𝑥(0,1,1)96 
izračunanim pretokom moči skozi RTP Breg. Povprečne vrednosti statističnih kazalnikov za izbrani 
model so podane v tabeli 12. 
Tabela 12: Povprečne vrednosti statističnih kazalnikov napovedi pretoka moči 
Kazalnik Vrednost 
MAPE 10,8429 % 
RMSE 1,1516 MW 
MAE 0,9046 MW 
 
 
Slika 47: Primerjava dejanskega in napovedanega pretoka moči skozi RTP Breg za obdobje od 6. 2. 
2018 do vključno 30. 6. 2018 
Histogram dnevnih napak napovedi je prikazan na sliki 48. histogramu je z rdečo črto označeno 
povprečje napak. Več kot 65 % napak je manjših od 10 %, kar pomeni, da smo za večino dni napoved 
naredili dobro z modelom, ki poleg preteklih podatkov pretoka moči vključuje še pretekle ter prihodnje 
podatke sončnega obsevanja. Na sliki 49 sta grafično prikazana najslabša in najboljša napoved. 
Najboljša napoved (2,2964 %) je za dan 6. 2. 2018 (torek), najslabša (61,8614 %) pa za dan 1. 5. 2018 
(praznik). 
IZBIRA IN PRIMERJAVA MODELOV ZA NAPOVEDOVANJE   
70 
 
 
Slika 48: Histogram dnevnih napak napovedi pretoka moči skozi RTP Breg 
 
Slika 49: Najboljša (levo) ter najslabša (desno) napoved pretoka moči 
Ob primerjavi vrednosti kazalnika MAPE glede na tip dneva napovedi, smo izračunali, da znaša 
povprečna napaka za delavnike 7,2861 %, medtem ko za dela proste dni povprečna napaka napovedi 
znaša 17,7982 %. Tudi tukaj vidimo, da kljub vključitvi zunanje spremenljivke sončnega obsevanja 
napaka napovedi pri dela prostih dnevih ostane občutno večja. 
V tabeli 7 so zbrani rezultati napovedi po dnevih v tednu glede na kazalnik MAPE.  
Tabela 13: Primerjava napak napovedi pretoka moči glede na dan v tednu 
Pon Tor Sre Čet Pet Sob Ned 
9,1291 % 10,3903 % 7,9131 % 6,6087 % 7,0157 % 14,3078 % 19,9710 % 
 
Najboljše rezultate dobimo v četrtek, ki mu sledita napovedi za sredo in petek. Po pričakovanju 
najslabše napovedi dobimo za vikende. Nekoliko nas preseneti rezultat za torek, katerega napaka je 
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večja od tiste v ponedeljek. K višjemu povprečju prispeva napaka, ki jo dobimo za dan napovedi  
1. 5. 2018 (praznik), za katero smo že rekli, da je to hkrati največja napaka, ki jo dobimo z izbranim 
modelom.  
Za vse 4 izbrane modele (porabe, proizvodnje in 2x pretoka moči) smo na vsaki od 133 učnih množic 
izvedli Ljung-Boxov test. V večini primerov je bila ničelna hipoteza zavrnjena, kar pomeni, da ostanki 
modelov niso v obliki belega šuma, ampak, da je med njimi še vedno nekaj avtokorelacije. Rezultati so 
bili v neki meri pričakovani, saj smo kot število odlogov, ki jih upoštevamo v testu (enačba (35)), vzeli 
𝐾 = min (2𝑠, 𝑛/5), pri čemer je 𝑠 perioda časovne vrste, ki znaša 96 in 𝑛 je dolžina časovne vrste.  
5.2 Primerjava metod napovedovanja pretoka moči 
Primerjava povprečnih vrednosti kazalnikov MAPE, RMSE in MAE za vse tri metode napovedovanja 
pretoka moči skozi RTP Breg je podana v tabeli 14. 
Tabela 14: Primerjava povprečnih vrednosti statističnih kazalnikov za vse tri metode napovedovanja 
pretoka skozi RTP Breg 
Kazalnik 
Združena napoved 
porabe in proizvodnje 
SARIMA 
Regresijski model z 
napakami ARIMA modela 
MAPE 11,3110 % 16,0353 % 10,8429 % 
RMSE 1,1919 MW 1,600 MW 1,1516 MW 
MAE 0,9330 MW 1,2314 MW 0,9046 MW 
 
Vidimo, da regresijski model z napakami ARIMA modela daje najboljše rezultate napovedi pretoka 
moči. Sledi mu združena napoved porabe in proizvodnje električne energije. Pričakovano pa se kot 
najslabši izkaže SARIMA model. Razlog za to smo že opisali v podpoglavju 5.1.3. SARIMA model temelji 
le na preteklih podatkih pretoka moči, ki pa se zelo spreminja glede na proizvodnjo sončnih elektrarn, 
model pa ne sledi tem spremembam. Opazimo, da razlika med prvo in tretjo metodo napovedovanja 
(glede na vrstni red v tabeli 14) ni velika, kar pa ni presenetljivo, saj pri obeh metodah napovedovanja  
kot zunanjo spremenljivko uporabimo globalno sončno obsevanje. Histogrami dnevnih napak napovedi 
za vse tri metode napovedovanja pretoka moči so podani na slikah 38, 43 in 48.  
Oglejmo si sedaj rezultate napovedi pretoka moči glede na dneve v tednu v tabeli 15 (primerjave so 
glede na kazalnik MAPE). 
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Tabela 15: Primerjava napak napovedi MAPE za vse tri metode napovedovanja pretoka moči pri 
različnih dnevih v tednu 
Dan v tednu 
Združena napoved 
porabe in proizvodnje 
SARIMA 
Regresijski model z 
napakami ARIMA modela 
Pon 10,4544 % 15,0665 % 9,1291 % 
Tor 9,2277 % 12,2423 % 10,3903 % 
Sre 8,1510 % 10,4455 % 7,9131 % 
Čet 6,8677 % 9,8130 % 6,6087 % 
Pet 7,7404 % 11,2291 % 7,0157 % 
Sob 15,4653 % 22,4909 % 14,3078 % 
Ned 20,8293 % 30,2858 % 19,9710 % 
 
Vidimo, da regresijski model z napakami ARIMA modela, bolje napove pretok moči skozi RTP Breg ne 
glede na dan v tednu. Edino v torek je rezultat združene napovedi porabe in proizvodnje električne 
energije nekoliko boljši od napovedi pretoka moči z regresijskim modelom z napakami ARIMA modela. 
Opazimo, da pride pri vseh treh metodah napovedovanja pretoka moči do največjih napak napovedi 
ravno za vikende. Za te dni se v praksi uporabljajo posebne metode napovedi, njihovo ozadje pa je 
obsežno in komplicirano, zato takšnih metod nismo uporabili v magistrskem delu. 
V tabeli 16 je podana še primerjava kazalnika MAPE za najnižjo in najvišjo dnevno napoved pretoka 
moči. Opazimo, da je pri tretji metodi napovedovanja pretoka moči napaka najboljše napovedi hkrati 
najslabša in obratno, najslabša napoved je tudi najboljša glede na preostale metode napovedovanja. 
To predvsem pripišemo vplivu zunanje spremenljivke globalnega sončnega obsevanja. Iz tabele 16 je 
opazna velika razlika med najboljšo ter najslabšo skupno dnevno napovedjo pretoka moči. V primeru 
manjše razlike med najboljšo in najslabšo dnevno napovedjo bi bila tudi skupna napoved za celotno 
obdobje boljša. 
Tabela 16: Primerjava najnižje in najvišje dnevne vrednosti kazalnika MAPE za vse tri metode 
napovedovanja pretoka moči 
 
Združena napoved 
porabe in proizvodnje 
SARIMA 
Regresijski model z 
napakami ARIMA modela 
Najnižja dnevna 
napoved 
2,1444 % 1,8735 % 2,2964 % 
Najvišja dnevna 
napoved 
91,5605 % 141,1035 % 61,8614 % 
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Rezultati, ko napovedi razdelimo po posameznih mesecih za vse tri metode napovedovanja pretoka 
moči, so podani na sliki 50. Najboljše napovedi dobimo v februarju in marcu, nato se v zadnjih treh 
mesecih rezultati nekoliko poslabšajo. K temu največ prispevajo napake napovedi za dela proste dneve. 
Za tiste dneve smo že rekli, da se njihov pretok moči razlikuje od tedna do tedna. Poleg tega je njihov 
pretok manjši glede na delavnike. V pomladnih in poletnih mesecih, še posebej ob sončnih dnevih, ko 
dobimo večjo količino proizvedene električne energije, se velikokrat zgodi, da se pretok moči tekom 
dneva občutno zniža in je manjši kot ponoči in posledično se občutno spremeni oblika dnevnega 
diagrama dela prostih dni.  
Vidimo, da SARIMA daje najslabše rezultate za vse mesece. Regresijski model z napakami ARIMA 
modela ima najboljše rezultate v prvih treh mesecih, medtem ko se združena napoved izkaže kot 
najboljša v zadnjih dveh mesecih. 
Potrebno je omeniti, da se bodo vrednosti rezultatov nekoliko razlikovale ob upoštevanju dejanskih 
napovedi sončnega obsevanja. 
 
Slika 50: Primerjava napak napovedi MAPE za vse tri metode napovedovanja pri različnih mesecih  
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V magistrskem delu smo se osredotočili na kratkoročno napovedovanje pretoka (delovne) moči 
skozi RTP Breg. Za omrežje, ki ga napaja RTP Breg, je značilno, da vsebuje veliko število malih sončnih 
elektrarn. Cilj magistrskega dela je bil raziskati vpliv proizvodnje sončnih elektrarn na pretok moči in 
izdelati model za kratkoročno napoved pretoka moči ter pri tem uporabiti čim manj podatkov oziroma 
časovnih vrst. 
Napovedi smo se lotili s tremi metodami, ki temeljijo na metodologiji ARIMA modelov. 
Napovedovali smo za en dan vnaprej, vsega skupaj za 133 dni. Pri prvi metodi smo pretok moči razdelili 
na dve vrsti, in sicer na proizvodnjo in porabo električne energije. Potrebno je omeniti, da v tem 
primeru časovna vrsta porabe ne predstavlja dejanske porabe električne energije v omrežju RTP-ja, saj 
v tem magistrskem delu upoštevamo le moč sončnih elektrarn, proizvodnjo preostalih razpršenih virov 
pa smo zanemarili. Tako končna napoved pretoka moči združuje napovedi proizvodnje in porabe 
električne energije. Druga metoda temelji le na preteklih podatkih pretoka moči, tretja metoda pa 
poleg preteklih podatkov pretoka moči kot zunanjo spremenljivko upošteva še pretekle in prihodnje 
(za en dan vnaprej) podatke globalnega sončnega sevanja. Tako je bilo potrebno izdelati štiri modele: 
dva SARIMA modela za napoved porabe in pretoka moči skozi RTP in dva regresijska modela z napakami 
ARIMA modela za napoved proizvodnje in pretoka moči skozi RTP. Izkazalo se je, da za isto časovno 
vrsto dobimo več SARIMA modelov oziroma regresijskih modelov z napakami ARIMA modela, ki dajo 
zelo podobne rezultate. Najustreznejši model smo izbrali na podlagi diagnostike ostankov modelov, 
informacijskega kriterija AIC, primerjave napak napovedi (s statističnimi kazalniki MAPE in NRMSE) ter 
časa potrebnega za izračun parametrov in napovedi.  
Primerjava rezultatov, glede na kazalnik MAPE, je pokazala, da najboljše napovedi pretoka moči 
dobimo ob upoštevanju napovedi globalnega sončnega obsevanja. Modeli se v tem primeru hitro in 
dobro odzovejo na spremembe pretoka moči ob spremembi proizvodnje sončnih elektrarn. Na ta način 
znatno izboljšamo rezultate glede na metodo, ki ne upošteva zunanjih spremenljivk. Kot najboljša se 
izkaže tretja metoda, ki kot napovedni model uporablja regresijski model z napakami ARIMA modela. 
Sledi ji združena napoved proizvodnje in porabe električne energije. Razlike med metodami niso velike. 
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Vrednost kazalnika MAPE za obe metodi znaša približno 11 %. Omeniti je treba še, da pri tretji metodi 
napovedujemo samo z enim modelom, medtem ko pri prvi metodi napovedujemo z dvema modeloma, 
kar pa zahteva nekoliko več časa za računanje. Na koncu, tako kot smo pričakovali, sledi še SARIMA 
model s povprečno napako 16 %. Slabost SARIMA modela leži v njegovi neprilagodljivosti ob hitrih 
spremembah pretoka moči zaradi delovanja sončnih elektrarn.  
Največji delež v povprečnih napakah napovedi prispevajo napake dela prostih dni. Razlog leži v 
tem, da se njihovi dnevni diagrami pretoka moči spreminjajo od tedna do tedna. Pretok moči v dela 
prostih dneh je prav tako manjši kot pri delavnikih. Poleg tega proizvodnja sončnih elektrarn, še 
posebej ob jasnem dnevu, še dodatno popači njihovo obliko dnevnega diagrama pretoka moči in 
posledično so tudi napake napovedi nekoliko višje kot pri delavnikih. Problem se pri prvi in tretji metodi 
lahko pojavi tudi v zimskem obdobju, ko so sončni paneli pokriti s snegom. Takrat nimamo več linearne 
povezave med proizvodnjo električne energije in sončnim obsevanjem. Temu bi se izognili z 
upoštevanjem količine padavin in temperature.  
Vedno obstajajo možnosti za izboljšanje napovedi uporabljenih modelov. To magistrsko delo bi 
zato lahko razširili na različne načine. Na primer, v model bi lahko vključili še preostale razpršene vire 
električne energije, poleg tega bi upoštevali še vpliv drugih vremenskih spremenljivk, kot sta 
temperatura in količina padavin. 
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