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Abstract
Let UT4(F ) be 4 × 4 upper triangular matrix algebra over a field F
of characteristic zero and let A be the subalgebra of UT4(F ) linearly
generated by {eij : 1 ≤ i ≤ j ≤ 4} \ e23 where {eij : 1 ≤ i ≤ j ≤ 4}
is the standard basis of UT4(F ). We describe the set of all ∗-polynomial
identities for A with the involution defined by the reflection of second
diagonal.
1 Introduction
Let F a field. In this paper, we will consider unitary associative algebras over
F only. We refer to them simply by algebras.
Let R be an algebra over a field F of char(F)6= 2 (characteristic different
from 2). A map ∗ : R → R is an involution if it is an automorphism of the
additive group R such that
(ab)∗ = b∗a∗ and (a∗)∗ = a
for all a, b ∈ R. Let Z(R) be the center of R. If a∗ = a for all a ∈ Z(R), then ∗
is called an involution of the first kind on R. Otherwise ∗ is called an involution
of the second kind. From now on we consider involutions of the first kind only.
The description of the involutions on a given algebra is an important task
in ring theory. In the algebra UTk(F ) of the k × k upper triangular matrix
over F we have an important involution. For every matrix A ∈ UTk(F ) define
A∗ = JAtJ where At denotes the usual matrix transpose and J is the following
∗Supported by Ph.D. grant from CAPES
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permutation matrix: 

0 · · · 0 1
0 · · · 1 0
...
...
...
1 · · · 0 0

 .
If k is odd integer, any other involution in UTk(F ) is completely determined by
∗ (see [1]). ∗ is called of the reflection or transpose involution on UTk(F ). In
the case k = 2l there exist two classes of inequivalent involutions. One of them
is the same ∗ and the other is defined by As = DA∗D, for all A ∈ UTk(F ).
Here, D is the matrix (
Il 0
0 −Il
)
and Il is the identity matrix of the full matrix algebra Ml(F ). s is called of the
symplectic involution on UT2l(F ). Details about this results can be found in
[1] and various others properties of involutions and involution-like maps for the
upper triangular matrix can be found in [5].
Let Y = {y1, y2, . . .} and Z = {z1, z2, . . .} be two disjoint infinite sets. De-
note by F 〈Y ∪Z〉 the free unitary associative algebra over F , freely generated by
Y ∪Z. The elements of F 〈Y ∪Z〉 are called polynomials. Let ∗ be an involution
for R and lets R+ and R− denote the sets
{a ∈ R : a∗ = a} and {a ∈ R : a∗ = −a}
respectively. f(y1, . . . , yn, z1, . . . , zm) ∈ F 〈Y ∪Z〉 is a ∗-polynomial identity for
R if
f(a1, . . . , an, b1, . . . , bm) = 0
for all a1, . . . , an ∈ R
+ and for all b1, . . . , bm ∈ R
−. Denote by Id(R, ∗) the set of
all ∗-polynomial identities for (R, ∗). It is natural to ask what the ∗-polynomial
identities satisfied by the reflection and by the symplectic involution of the
algebra UTk(F ). There is a description of Id(UT2(F ), ∗) and Id(UT2(F ), s)
when F is an arbitrary field of char(F ) 6= 2, see [1] for case F infinite and [4]
for case F finite. Have also been described Id(UT3(F ), ∗) when F is a field of
char(F ) = 0. It’s an open problem describe Id(UTk(F ), ∗) in other cases.
Consider the subalgebra A of UT4(F ) constituting by matrices
(
A C
0 B
)
where A,B,C ∈ UT2(F ). In order to solve the k = 4 case, in this paper we
describe the set of all ∗-polynomial identities for A with this involution.
2 Preliminaries
UT4(F )
+ and UT4(F )
− are subspaces of UT4(F ). If charF 6= 2, can be write
as direct sum
UT4(F ) = UT4(F )
+ ⊕ UT4(F )
−.
The center of the UT4(F ) is given by the scalar matrices {λI4 : λ ∈ F}.
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Given S an algebra, the commutators in S are defined inductively by
[a1, a2] = a1a2 − a2a1 and [a1, . . . , an] = [[a1, . . . , an−1], an].
for all a1, . . . , an ∈ S. S satisfy the Jacobi’s Identity, it is
[a3, a2, a1] + [a2, a1, a3] + [a1, a3, a2] = 0
for all a1, a2, a3 ∈ S.
Let X = {x1, x2, . . .} be an infinite set. Denote by F 〈X〉 the free unitary
associative algebra over F , freely generated by X . f(x1, . . . , xn) ∈ F 〈X〉 is a
polynomial identity for S if
f(a1, . . . , an) = 0
for all a1, . . . , an ∈ S. Denote by Id(S) the set of all polynomial identities
for S. A T -ideal of F 〈X〉 is an ideal closed under all endomorphism of F 〈X〉.
Recall that this is equivalent to stating that an ideal I is a T -ideal of F 〈X〉 if
f(x1, . . . , xn) ∈ I then
f(g1, . . . , gn) ∈ I
for all g1, . . . , gn ∈ F 〈X〉.
F 〈Y ∪ Z〉 has an involution, which we denote by ∗ as well, satisfying
(yi)
∗ = yi and (zi)
∗ = −zi.
for all i ≥ 1. The elements of Y are called of symmetric variables and the
elements of Z are called of skew-symmetric variables. An endomorphism ϕ of
F 〈Y ∪ Z〉 preserves involution if
ϕ(f∗) = (ϕ(f))∗
for all f ∈ F 〈Y ∪ Z〉. An ideal I is a ∗-ideal if a ∈ I implies a∗ ∈ I. A T (∗)-
ideal of F 〈Y ∪ Z〉 is an ideal closed under all endomorphism of F 〈Y ∪ Z〉 that
preserves involution. Recall that this is equivalent to stating that a ∗-ideal I is
a T (∗)-ideal if f(y1, . . . , yn, z1, . . . , zm) ∈ I then
f(g1, . . . , gn, h1, . . . , hm) ∈ I
for all g1, . . . , gn ∈ F 〈Y ∪Z〉
+ and all h1, . . . , hm ∈ F 〈Y ∪Z〉
−. A subset S ⊆ I
generates I as a T (∗)-ideal if I is a minimal T (∗)-ideal containing S.
Let R an algebra with involution ∗ Id(R, ∗) is a T (∗)-ideal of F 〈Y ∪ Z〉.
Conversely, each T (∗)-ideal of F 〈Y ∪Z〉 is the set of ∗-polynomial identities for
some algebra with involution (R, ∗).
A polynomial f(y1, . . . , yn, z1, . . . , zm) ∈ F 〈Y ∪Z〉 is called Y -proper if f is
a linear combination of polynomials
zr11 · · · z
rm
m f1 · · · ft
where ri ≥ 0, fi ∈ F 〈Y ∪ Z〉 is a commutator, t ≥ 0 (f0 = 1 if t = 0).
Denote by B the vector space of all Y -proper polynomials. Every element
g(y1, . . . , yn, z1, . . . , zm) ∈ F 〈Y ∪ Z〉 is a linear combination of polynomials
ys11 · · · y
sn
n g(s1,...,sn) (1)
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where si ≥ 0 and g(s1,...,sn) ∈ B. When F is infinite it follows that every
T (∗)-ideal is generated by its Y -proper polynomials and when F is a field of
charF = 0 every T (∗)-ideal is generated by its Y -proper multilinear ones. See
[3, Lemma 2.1]
Lemma 2.1 can be found in [2, Theorem 5.2.1].
Lemma 2.1. Let F be an infinity field. Then, a linear basis for F 〈X〉 /Id(UT2(F ))
is given by the elements
xr11 . . . x
rm
m [xj1 , . . . , xjn ]
t + Id(UT2(F ))
where, ri ≥ 0, t ∈ {0, 1}, j1 > j2 ≤ . . . ≤ jn.
Consider the following order on variables:
z1 < z2 < . . . < zm < . . . < y1 < y2 < . . . < yn < . . . .
The Lemma 2.2 is an adaptation of [2, Theorem 5.2.1].
Lemma 2.2. Let wi ∈ Y ∪ Z and u = [wi1 , . . . , win ] be a commutator in
F 〈Y ∪ Z〉, then u = v + v′ where v is a linear combination of polynomials of
type
[wj1 , . . . , wjn ]
with wj1 > wj2 ≤ . . . ≤ wjn and v
′ is a linear combination of products of two
commutators in F 〈Y ∪ Z〉.
Denote by B the subalgebra of UT4(F ) defined by the matrices(
A 0
0 B
)
where A,B ∈ UT2(F ). Obviously,
Id(UT2(F )) ⊆ Id(B) (2)
Proposition 2.3 describe the ∗-polynomial identities of B.
Proposition 2.3. Let F be an infinity field. Then, a basis for B/(B∩Id(B, ∗))
is given by
zr11 . . . z
rm
m [wj1 , . . . , wjs ]
θ +B ∩ Id(B, ∗) (3)
where ri ≥ 0, θ ∈ {0, 1}, wj1 > wj2 ≤ . . . ≤ wjs .
Proof. By (2) we have to the product of two commutators in F 〈Y ∪ Z〉 is con-
tained in Id(B, ∗). Next, by Lemma 2.2, we have to each Y -proper polynomial,
module Id(B, ∗), is a linear combination of elements in (3).
Let f(z1, . . . , zm, y1, . . . , yn) ∈ F 〈Y ∪ Z〉 be a linear combination of elements
in (3) such that f ∈ Id(B, ∗). Put
x1 = z1, . . . , xm = zm, xm+1 = y1, . . . , xm+n = yn,
f can be written in the form:
f =
∑
r,j
αr,jz
r1
1 . . . z
rm
m [xj1 , . . . , xjs ] +
∑
r
αrz
r1
1 . . . z
rm
m
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where αr,j , αr ∈ F , r = (r1, . . . , rm), j = (j1, . . . , js) and j1 > j2 ≤ . . . ≤ js.
Let Ai, Bk ∈ UT2(F ), then
Yi =
(
Ai 0
0 A∗i
)
∈ B+ and Zk =
(
Bk 0
0 −B∗k
)
∈ B−.
By substituting in f , we have to f(Z1, . . . , Zm, Y1, . . . , Yn) = 0. Thus, it follows
that f(B1, . . . , Bm, A1, . . . , An) = 0. Since Ai and Bk are arbitrary, we have
to f(x1, . . . , xm, xm+1, . . . , xm+n) ∈ Id(UT2(F )) seen as element of F 〈X〉. By
Lemma 2.1 the proof is complete.
3 ∗-identities for A
Let A1, A2, A3 ∈ UT2(F ), it is easy to check that:
i) [A1, A2]
∗ = [A1, A2].
ii) [A1, A2](A3 −A
∗
3) = [A1, A2, A3].
iii) If C ∈ UT2(F )
+ then A1C − CA
∗
1 = λ(A1 − A
∗
1), where λ = 2
−1tr(C)
(Here tr(C) is the sum of the diagonal elements of C).
If Y ∈ A+ then
Y =
(
A C
0 A∗
)
for some A,C ∈ UT2(F ) with C
∗ = C. If Z ∈ A− then
Z =
(
B D
0 −B∗
)
for some B,D ∈ UT2(F ) with D
∗ = −D.
Denote by eij , the element of M2(F ) with exactly one nonzero entry (i-row
and j-column), which is 1. We are going to give some facts about of the A.
Lemma 3.1. Let Pi, 1 ≤ i ≤ 6, be arbitrary elements of A. Then
i) The matrices
[P1, P2][P3, P4], [P1, P2]P3[P4, P5] and [P1, P2][P3, P4]P5
are of the type
(
0 αe12
0 0
)
, for some α ∈ F .
ii) [P1, P2][P3, P4][P5, P6] = 0.
Proof. i) The commutators [P1, P2] and [P1, P2]P3 are matrices of the type(
αe12 Θ
0 βe12
)
(4)
for some α, β ∈ F , Θ ∈ UT2(F ). Product of two matrices of type (4) is given
by (
α1e12 Θ1
0 β1e12
)(
α2e12 Θ2
0 β2e12
)
=
(
0 Θ
0 0
)
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where Θ = α1e12Θ2 +Θ1β2e12 = αe12, for some α ∈ F .
ii) Product of three matrices of type (4) is
(
0 αe12
0 0
)(
α3e12 Θ3
0 β3e12
)
= 0.
The proof is complete.
Lemma 3.2. Let Y ∈ A+. Then, there is α ∈ F such that
Q1Y Q2 = αQ1Q2.
for all Q1, Q2 ∈ A where
Qi =
(
αie12 Θi
0 βie12
)
and αi, βi ∈ F , Θi ∈ UT2(F ), i = 1, 2.
Proof. Let Y =
(
A C
0 A∗
)
where A = ae11 + be22 + ce12 and C ∈ UT2(F ). We
can write Y = Y ′ + Y ′′ where
Y ′ =
(
ae11 + ce12 C
0 ae22 + ce12
)
and Y ′′ =
(
be22 0
0 be11
)
.
We have to Q1Y
′ =
(
0 Θ
0 β1ae12
)
with Θ satisfying Θ = Θe22. Thus, Q1Y
′Q2 =
0. It is easy to verify that Q1Y
′′Q2 = bQ1Q2. This proof is complete.
Proposition 3.3. Let v1, v2, v3 be commutators of F 〈Y ∪ Z〉 and let w ∈ Y ∪Z.
Then, the following polynomials
v1v2v3 v1wv2 − (v1wv2)
∗ v1v2w − (v1v2w)
∗
are ∗-polynomial identities for A. In particular, v1v2 − v
∗
2v
∗
1 ∈ Id(A, ∗).
Proof. The first polynomial is ∗-identity for A by item ii) of the Lemma 3.1.
Let Pi ∈ A
+ ∪ A−, then by item i) of the Lemma 3.1 we obtain
([P1, P2]P3[P4, P5])
∗ = [P1, P2]P3[P4, P5],
([P1, P2][P3, P4]P5)
∗ = [P1, P2][P3, P4]P5.
Proposition 3.4. The polynomial
[y4, y3][y2, y1] + [y3, y2][y4, y1] + [y2, y4][y3, y1]
is ∗-polynomial identity for A.
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Proof. Let Yi =
(
Ai Ci
0 A∗i
)
∈ A+, 1 ≤ i ≤ 4. We have to
[Y2, Y1] =
(
[A2, A1] Λ21
0 −[A2, A1]
)
where Λ21 = A2C1+C2A
∗
1−A1C2−C1A
∗
2 = λ1(A2−A
∗
2)−λ2(A1−A
∗
1) where
λi = 2
−1tr(Ci). Thus,
[Y4, Y3][Y2, Y1] =
(
0 Θ2
0 0
)
where Θ2 = [A4, A3]Λ21 − Λ43[A2, A1]. By after some manipulations we obtain
Θ2 = λ1[A4, A3, A2] + λ2[A3, A4, A1] + λ3[A2, A1, A4] + λ4[A1, A2, A3].
Put
[Y2, Y4][Y3, Y1] =
(
0 Θ3
0 0
)
and [Y3, Y2][Y4, Y1] =
(
0 Θ4
0 0
)
.
By Jacobi’s identity we obtain that Θ2 +Θ3 +Θ4 = 0.
Let f(y1, y2, y3, w1, . . . , wm) ∈ F 〈Y ∪ Z〉 where w1 . . . wm ∈ Y and let
Ja(y1,y2,y3)f
denote the polynomial
f(y1, y2, y3, w1, . . . , wm) + f(y2, y3, y1, w1, . . . , wm) + f(y3, y1, y2, w1, . . . , wm).
Corollary 3.5. Let w1, w2 ∈ Y . The polynomial
Ja(y1,y2,y3)[y1, y2, w1][y3, w2]
is ∗-polynomial identity for A.
Proof. For instance [yi, yj, w1] = [yi, yj ]w1 − w1[yi, yj ]. Thus, we have to
Ja(y1,y2,y3)([y1, y2, w1][y3, w2]) =
= Ja(y1,y2,y3)([y1, y2]w1[y3, w2])− w1Ja(y1,y2,y3)([y1, y2][y3, w2]).
Let Y1, Y2, Y3,W1,W2, be elements of A
+. By Lemma 3.2 there exists α ∈ F
such that
[Yi, Yj ]W1[Yk,W2] = α[Yi, Yj ][Yk,W2]
for all i, j, k ∈ {1, 2, 3}. Therefore
Ja(y1,y2,y3)([Y1, Y2]W1[Y3,W2]) = αJa(y1,y2,y3)([Y1, Y2][Y3,W2]).
By Proposition 3.4 we obtain that Ja(y1,y2,y3)([Y1, Y2][Y3,W2]) = 0. Thus, it
has been demonstrated.
Definition 3.6. Let I denote the T (∗)-ideal of F 〈Y ∪ Z〉 generated by the fol-
lowing polynomials:
1) v1v2v3, such that v1, v2, v3 be commutators.
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2) v1uv2 − v
∗
2u
∗v∗1 , v1v2u − u
∗v∗2v
∗
1 , such that v1, v2 be commutators and
u ∈ Y ∪ Z.
3) Ja(y1,y2,y3)([y1, y2][y3, y4]), Ja(y1,y2,y3)([y1, y2, y4][y3, y5]).
By Proposition 3.3, Proposition 3.4 and Corollary 3.5 we have to
I ⊆ Id(A, ∗). (5)
Lemma 3.7. For every v1,v2 commutators of F 〈Y ∪ Z〉 there exists α ∈ F
such that
2z1v1v2 + [v1, z1]v2 + α[v2, z1]v1 ∈ I.
Proof. It is easy to verify that given a commutator v, either v∗ = v or v∗ = −v.
Thus, there exists α ∈ F such that
1) v∗2v
∗
1 = αv2v1
2) v1v2 − αv2v1 + I = I
3) v1z1v2 + αv2z1v1 + I = I.
Therefore, z1v1v2 + v1z1v2 + α[v2, z1]v1 + I = I. The proof is complete.
Lemma 3.8. Let f a polynomial of F 〈Y ∪ Z〉 and lets v1, v2, v3 commutators
of F 〈Y ∪ Z〉, then v1fv2v3 ∈ I.
Proof. Let w ∈ Y ∪ Z. Then,
v1wv2v3 + I = wv1v2v3 + [v1, w]v2v3 + I = I.
Since f = f+ + f− the proof is complete.
Proposition 3.9. Let w1, . . . , wm+1 be symmetric variables. Then
Ja(y1,y2,y3)([y1, y2, w1, . . . , wm][y3, wm+1]) ∈ I
for all m ≥ 1.
Proof. This proof is done by induction. The equality a[b, c] = [b, ac]− [b, a]c is
satisfy by elements of F 〈Y ∪ Z〉. Then, we have to
Ja(y1,y2,y3)([y1, y2][y3, w1w2]) + I =
= Ja(y1,y2,y3)([y1, y2]w1[y3, w2]) + I
= w1Ja(y1,y2,y3)([y1, y2][y3, w2]) + Ja(y1,y2,y3)([y1, y2, w1][y3, w2]) + I = I.
Suppose that m ≥ 2 and that
Ja(y1,y2,y3)([y1, y2, w1, . . . , wk][y3, wm+1]) + I = I
Ja(y1,y2,y3)([y1, y2, w1, . . . , wk−1][y3, wkwm+1]) + I = I (6)
for all 1 ≤ k < m. It follows that
Ja(y1,y2,y3)(wk+1[y1, y2, w1, . . . , wk][y3, wm+1]) =
= wk+1Ja(y1,y2,y3)([y1, y2, w1, . . . , wk][y3, wm+1]) ∈ I (7)
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and
Ja(y1,y2,y3)([y1, y2, w1, . . . , wk][y3, wk+1]wm+1) =
= (Ja(y1,y2,y3)[y1, y2, w1, . . . , wk][y3, wk+1])wm+1 ∈ I. (8)
By apply (7) and (8) we have to
Ja(y1,y2,y3)([y1, y2, w1, . . . , wm][y3, wm+1]) + I =
= Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−1]wm[y3, wm+1]) + I
= Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−1][y3, wmwm+1]) + I
= Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−2]wm−1[y3, wmwm+1])
+ wm−1Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−2][y3, wmwm+1]) + I
= Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−2][y3, wm−1wmwm+1]) + I (9)
The element wm−1wm can be written as
2−1(wm−1wm + wm−1wm) + 2
−1[wm−1, wm].
Note that wm−1wm + wm−1wm ∈ F 〈Y ∪ Z〉
+ and that any product of three
commutators is in I. Then, (9) is equal to
= 2−1Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−2][y3, [wm−1, wm]])wm+1 + I
So by induction hypothesis, equation (6), this element is equal to I, also
Ja(y1,y2,y3)([y1, y2, w1, . . . , wm−1][y3, wmwm+1]) ∈ I.
Proposition 3.10. Let δ, γ, ǫ be integers such that δ ≥ 0, γ, ǫ ≥ 2. Let uj ∈
Y ∪ Z where i ∈ N and
f = zr1 . . . zrδ [us1 , . . . , usγ ][ut1 , . . . , utǫ ].
Then, f + I is linear combination of elements the type
ui1 . . . uim [uj1 , . . . , ujn ][uk1 , uk2 ] + I,
where
1) m ≥ 0, uk2 < uk1 , uj1 > uj2 ≤ . . . ≤ ujn and ui1 ≤ . . . ≤ uim .
2) uk2 ≤ ui1 , uj2 .
3) Every ui1 . . . uim [uj1 , . . . , ujn ][uk1 , uk2 ] has the same multidegree as f .
Proof. Let uk2 = min{zr1 , . . . , zrδ , us1 , . . . , usγ , ut1 , . . . , utǫ}. We have two cases:
Case δ = 0. In this case f = [us1 , . . . , usγ ][ut1 , . . . , utǫ ]. By (3) we can suppose
that uk2 it is in the second commutator of f . In addition, by Lemma 2.2 we can
suppose that k2 = t2 and ut1 > ut2 ≤ ut3 ≤ . . . ≤ utǫ . Write
[ut1 , . . . , utǫ ] =
∑
m1,m2
m1[uk1 , uk2 ]m2,
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where, m1,m2 monomials such that m1[uk1 , uk2 ]m2 has the same multidegree
as [ut1 , . . . , utǫ ].
Now, for every m1, we have to that [us1 , . . . , usγ ]m1 is linear combina-
tion of elements the type ui1 . . . uil [uj1 , . . . , ujn ] of the same multidegree as
[us1 , . . . , usγ ]m1. Then, f + I is linear combination of elements of the type
ui1 . . . uil [uj1 , . . . , ujn ][uk1 , uk2 ]m2 + I.
By (3) again, f + I is linear combination of elements of the type
ui1 . . . uim [uj1 , . . . , ujn ][uk1 , uk2 ] + I,
where each ui1 . . . uim [uj1 , . . . , ujn ][uk1 , uk2 ] has the same multidegree as f . Fi-
nally, by Lemma 2.2 we can suppose that uj1 > uj2 ≤ . . . ≤ ujn and ui1 ≤ . . . ≤
uim .
Case δ > 0. In this case uk2 = zr for some r. By Lemma 3.8 and Lemma 3.7 we
can suppose, without loss of generality, that uk2 it is in [us1 , . . . , usγ ][ut1 , . . . , utǫ ].
It is enough to apply the preceding case to [us1 , . . . , usγ ][ut1 , . . . , utǫ ] and, if nec-
essary, reordering the variables that are outside of the commutators.
So, we conclude the proof.
Corollary 3.11. Let v1, v2 be commutators involving the symmetric variables
only, then v1v2 + I is linear combination of elements of the type
yi1 . . . yir [yj1 , . . . , yjs ][yk1 , yk2 ] + I
where
1) r ≥ 0, k2 < k1, j1 > j2 ≤ . . . ≤ js and i1 ≤ . . . ≤ ir.
2) k2 ≤ i1, j2.
3) k1 ≤ j1.
4) Every yi1 . . . yir [yj1 , . . . , yjs ][yk1 , yk2 ] has the same multidegree as v1v2.
Proof. By Proposition 3.10 we can suppose without loss of generality that
v1v2 = [yj1 , yj2 , . . . , yjn ][yk1 , yk2 ]
where k2 < k1, j1 > j2 ≤ . . . ≤ jn and k2 ≤ j2. Suppose that k1 > j1. By
Proposition 3.9 we have to v1v2 + I = g − h+ I, where
g = [yk1 , yj2 , . . . , yjn ][yj1 , yk2 ], h = [yk1 , yj1 , yj3 . . . , yjn ][yj2 , yk2 ].
If j1 > j3, the Jacobi’s identity [yk1 , yj1 , yj3 ] = [yk1 , yj3 , yj1 ] − [yj1 , yj3 , yk1 ] it
can be applied in h. This proof is complete.
Proposition 3.12. Let Ωz be the subset of F 〈Y ∪ Z〉 of multilinear polynomials
of the type
ui1 . . . uir [uj1 , . . . , ujs ][uk, z1]
where, r ≥ 0, ui ∈ Y ∪ Z, ui1 < . . . < uir and uj1 > uj2 < . . . < ujs .
Then, Ωz is linearly independent module Id(A, ∗).
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Proof. Let f(z1, . . . , zm, y1, . . . , yn) be a linear combination of polynomials in
Ωz such that f ∈ Id(A, ∗). Without loss of generality we can suppose that f
multilinear. Write
f =
m∑
i=2
hi[zi, z1] +
n∑
j=1
gj[yj , z1]
where
i) hi and gj are multilinear polynomials in variables {y1, . . . , yn, z2, . . . , zm}\
zi and {y1, . . . , yn, z2, . . . , zm} \ yj respectively.
ii) hi and gj are linear combination of polynomials of the type
ui1 . . . uir [uj1 , . . . , ujs ] (10)
with ui ∈ Y ∪ Z, ui1 < . . . < uir and uj1 > uj2 < . . . < ujs .
Fix 2 ≤ k ≤ n. Let Aj , Bi ∈ UT2(F ) where 1 ≤ j ≤ n, 1 ≤ i ≤ m, i 6= 1, k.
Let D = e11− e22 and I2 the identity matrix in M2(F ). Consider the following
matrices in A
Z1 =
(
I2 0
0 −I2
)
, Zk =
(
0 D
0 0
)
, Yj =
(
Aj 0
0 A∗j
)
and Zi =
(
Bi 0
0 −B∗i
)
.
Since f ∈ Id(A, ∗) we have to f(Z1, . . . , Zm, Y1, . . . , Yn, ) = 0. By simple in-
spection we obtain that [Yj , Z1] = 0 for 1 ≤ j ≤ m, [Zi, Z1] = 0 for all i 6= k
and
[Zk, Z1] =
(
0 −2D
0 0
)
.
Thus, by substituting these matrices in f , we have to hk[Zk, Z1] = 0 and there-
fore
hk(B2, . . . , Bˆk, . . . , Bm, A1, . . . , An) = 0.
Thereby, hk seen as element of F 〈X〉 is polynomial identity for UT2(F ), by (10)
and Lemma 2.1 we have to hk = 0. Thus
f =
n∑
j=1
gj [yj, z1].
Analogously, given 1 ≤ l ≤ m, can be show that gl = 0 by considering the
following matrices in A:
Yl =
(
0 I2
0 0
)
, Z1 =
(
I2 0
0 −I2
)
, Yj =
(
Aj 0
0 A∗j
)
and Zi =
(
Bi 0
0 −B∗i
)
where Aj , Bi ∈ UT2(F ), 1 ≤ j ≤ n, j 6= l, 1 ≤ i ≤ m, i 6= 1. This proof is
complete.
Lemma 3.13. Consider the following matrices in A+, Y =
(
0 I2
0 0
)
and Yi =(
Ai 0
0 A∗i
)
where Ai ∈ UT2(F ), 1 ≤ i ≤ n. Then,
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1. For all n ≥ 3 we have to
[Y, Y3, . . . , Yn][Y2, Y1] =
(
0 −[A2, A1, A3, . . . , An]
0 0
)
.
2. For all n ≥ 4 we have to
[Y3, . . . , Yn, Y ][Y2, Y1] = 0.
Proof. We will to show the part 1 only. The proof can be done by induction, we
will omit the case n = 3. Suppose that n > 3 and write [Y, Y3, . . . , Yn][Y2, Y1] =
P1 − P2, where
P1 = [Y, Y3, . . . , Yn−1]Yn[Y2, Y1] and P2 = Yn[Y, Y3, . . . , Yn−1][Y2, Y1].
Let [Y, Y3, . . . , Yn−1] =
(
0 Θ
0 0
)
, then
[Y, Y3, . . . , Yn−1][Y2, Y1] =
(
0 −Θ[A2, A1]
0 0
)
.
By induction Θ[A2, A1] = [A2, A1, A3, . . . , An−1]. Thus
P2 =
(
0 −An[A2, A1, A3, . . . , An−1]
0 0
)
and
P1 =
(
0 Θ
0 0
)(
An 0
0 A∗n
)(
[A2, A1] 0
0 −[A2, A1]
)
=
(
0 Ψ
0 0
)
where Ψ = −ΘA∗n[A2, A1] = −Θ[A2, A1]An = −[A2, A1, A3, . . . , An−1]An as
desired.
Lemma 3.14. Let W =
(
e22 0
0 e11
)
and let Y1, . . . Yn, n ≥ 4, be arbitrary
elements of A. Then
[Y3, . . . , Yn,W ][Y2, Y1] = [Y3, . . . , Yn][Y2, Y1].
Proof. There exist αi, βi ∈ F and Θi ∈ UT2(F ) such that
[Y3, . . . , Yn] =
(
α1e12 Θ1
0 β1e12
)
and [Y2, Y1] =
(
α2e12 Θ2
0 β2e12
)
.
Then, [Y3, . . . , Yn,W ] =
(
α1e12 Θ1e11 − e22Θ1
0 −β1e12
)
and
[Y3, . . . , Yn,W ]− [Y3, . . . , Yn] =
(
0 Θ1e11 − e22Θ1 −Θ1
0 −2β1e12
)
.
Since that (Θ1e11−e22Θ1−Θ1)e12 = −e22Θ1e12 = 0 this proof is complete.
Proposition 3.15. Let Ωy ⊆ F 〈Y ∪ Z〉 the subset of multilinear polynomials
of the type.
[yj1 , . . . , yjs ][yk, y1]
where j1 > j2 < . . . < js and j1 > k. Then, Ωy is linearly independent module
Id(A, ∗).
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Proof. Let n ≥ 4 and f(y1, . . . , yn) linear combination of polynomials in Ωy such
that f ∈ Id(A, ∗). Without loss of generality we can suppose that f multilinear.
Write f = f4 + . . .+ fn where
ft =
t−1∑
k=2
α
(t)
k [yt, yk4 , . . . , ykn ][yk, y1] (4 ≤ t ≤ n) (α
(t)
k ∈ F )
Observe that the indices (k4 < . . . < kn) are uniquely determined by k and t.
Consider the following elements in A+:
Yn =
(
0 I2
0 0
)
and Yj =
(
Aj 0
0 A∗j
)
where j < n. If n = 4 we have to
f = f4 = α
(4)
2 [y4, y3][y2, y1] + α
(4)
3 [y4, y2][y3, y1].
By Lemma 3.13 item 1, we obtain α
(4)
2 [A2, A1, A3]+α
(4)
3 [A3, A1, A2] = 0, there-
fore, α
(4)
2 = α
(4)
3 = 0. Let 4 ≤ t < n, then by Lemma 3.13 item 2 we have
to
[Yt, Yk4 , . . . , Ykn−1 , Yn][Yk, Y1] = 0
for all k < t. Thus ft(Y1, . . . , Yn) = 0 for all 4 ≤ t < n and
f(Y1, . . . , Yn) = fn(Y1, . . . , Yn) =
n−1∑
k=2
α
(n)
k [Yn, Yk4 , . . . , Ykn ][Yk, Y1] = 0.
Now, by Lemma 3.13 item 1 again, we conclude that
n−1∑
k=2
α
(n)
k [Ak, A1, Ak4 , . . . , Akn ] = 0
for all A1, . . . , An−1 ∈ UT2(F ). By Lemma 2.1 we have to α
(n)
k = 0 for all
2 ≤ k < n. Therefore, f = f4 + . . .+ fn−1.
Define g = g4 + . . .+ gn−1 where
gt(y1, . . . , yn−1) =
t−1∑
k=2
α
(t)
k [yt, yk4 , . . . , ykn−1 ][yk, y1].
where 4 ≤ t < n. We claim that g ∈ Id(A, ∗). In fact, let W =
(
e22 0
0 e11
)
then by Lemma 3.14, for every Y1, . . . , Yn ∈ A
+ and every 4 ≤ t < n we have to
gt(Y1, . . . , Yn−1) = ft(Y1, . . . , Yn−1,W ).
Since g ∈ Id(A, ∗) is a polynomial in n−1 variables, by induction, we obtain
that α
(t)
k = 0 for all 2 ≤ k < t < n. This proof is complete.
Theorem 3.16. Let F be a field of characteristic charF = 0. Then Id(A, ∗) =
I.
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Proof. We will to show that Id(A, ∗) ⊆ I. Let f(z1, . . . , zm, y1, . . . , yn) ∈
Id(A, ∗) be a Y -proper multilinear polynomial. Since charF = 0, its suffices
to show that f ∈ I. Since v1v2v3 ∈ I we can write
f + I = f1 + f2 + I,
where
i) f1 is multilinear polynomial and linear combination of
zr11 . . . z
rm
m [uj1 , . . . , ujs ]
θ (11)
where 0 ≤ r1, . . . , rn are integers, θ ∈ {0, 1} and uj1 , . . . , ujs ∈ Y ∪ Z.
ii) f2 is a Y -proper multilinear polynomial such that each of its terms has two
commutators.
In addition, by Lemma 2.2, we can suppose that uj1 > uj2 < . . . < ujs in
(11). Since I ⊆ Id(A, ∗), see (5), we have to f1 + f2 ∈ Id(A, ∗) ⊆ Id(B, ∗). By
(2) it follows that f2 ∈ Id(B, ∗). Then f1 ∈ Id(B, ∗). By Proposition 2.3 we
have to f1 = 0. Thus f2 ∈ Id(A, ∗). Now, we will to show f2 ∈ I by considering
two cases.
Case m ≥ 1. By Proposition 3.10, there exists a multilinear polynomial
g(z1, . . . , zm, y1, . . . , yn)
such that f2 + I = g + I and g is a linear combination of polynomials of the
type
ui1 . . . uir [uj1 , . . . , ujs ][uk, z1]
where, r ≥ 0, ui ∈ Y ∪ Z, ui1 < . . . < uir and uj1 > uj2 < . . . < ujs . Since
f2 ∈ Id(A, ∗), we have to g ∈ Id(A, ∗), by Proposition 3.12 it follows that g = 0.
Casem = 0. By Proposition 3.11 there exists a multilinear polynomial g(y1, . . . , yn)
such that f2 + I = g+ I and g is linear combination of polynomials of the type
yi1 . . . yir [yj1 , . . . , yjs ][yk, y1] + I
where r ≥ 0, i1 < . . . < ir, j1 > j2 < . . . < js and k < j1. Write
g =
∑
i
yi1 . . . yirgi (i = (i1, . . . , ir))
where each gi is multilinear polynomial in variables
{y1, . . . , yn} \ {yi1 , . . . , yir}.
Suppose that there exists i = (i1, . . . , ir) such that gi 6= 0. Choose r as being
the maximum integer with this property and put yi1 = . . . = yir = 1 in g. Then
gj = 0 for all j 6= i. Since g ∈ Id(A, ∗) we have to gi ∈ Id(A, ∗). By Proposition
3.15 we have a contradiction.
Therefore, g = 0 and so f2 ∈ I.
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4 Concluding Remarks
The Theorem 3.16 show that the T (∗)-ideal of the ∗-polynomial identities of
A is finitely generated because the T (∗)-ideal generated by any commutator of
F 〈Y ∪ Z〉 is describe completely by
[z1, z2] or [y1, y2] or [y1, z1].
Over the study of the ∗-polynomial identities of UT4(F ), can be shown that
[y1, z1][y2, z2][y3, z3]
is not the ∗-polynomial identity for UT4(F ). So there exist more ∗-polynomial
identities to be discovered.
References
[1] O. M. Di Vincenzo, P. Koshlukov, R. La Scala. Involutions for upper tri-
angular matrix algebras, Advances in Applied Mathematics 37, (2006) 541-
568.
[2] V. Drensky. Free algebras and PI-algebras. Graduate Course in Algebra,
Springer, Singapore, 1999.
[3] V. Drensky, A. Giambruno. Cocharacters, codimensions and Hilbert series
of the polynomial identities for 2 × 2 matrices with involution. Canad. J.
Math. 46 (1994) 718-733.
[4] D. J. Gonc¸alves, R. I. Urure, Identities with involution for 2 × 2 upper
triangular matrices algebra over a finite field
[5] L. Marcoux, A. Sourour, Commutativity preserving linear maps and Lie
automorphisms of triangular matrix algebras, Linear Algebra Appl. 288
(1999) 89–104.
15
