Abstract Locally generated wind-waves in estuaries play an important role in the sediment dynamics and the transport of biota. Wave growth in estuaries is complicated by tidally varying depth, fetch, and currents. Wave development was studied at six sites along a transect across Manukau Harbour, New Zealand, which is a large intertidal estuary with a tidal range of up to 4 m. Three meteorological masts were also deployed across the measurement transect to measure wave forcing by the wind. A spatial variation in wind speed by up to a factor of 2 was observed which has a significant effect on wave development at short fetches. The wind variation can be explained by the extreme change in surface roughness at the upwind land-water boundary. The tidally varying depth results in non-stationary wave development. At the long fetch sites wave development
INTRODUCTION
Estuaries are an important part of the New Zealand coastal ecosystem. Within these areas, waves and currents play a key role in the resuspension and transport of both sediment (Green et al. 1997) , and biota. The impetus for the present study arose from the need to better understand and predict wave development in an estuary with complications of complex tidally varying bathymetry, tidal current flows, and a wind-forcing that is spatially variable as a result of adjacent complex topography.
Considerable advances have been made in defining the development of wind waves with fetch in deep, open water, the most notable study being JONSWAP (Hasselmann et al. 1973 ). This work established empirical relationships between nondimensional energy, peak frequency, and fetch for a fetch-limited, deep water North Sea site. Qualitatively, the evolution of waves involves a progression to lower frequencies and higher energy. These relationships were later incorporated into the Shore Protection Manual prediction tables (CERC 1984) and are commonly used in engineering assessments. The use of dimensionless parameters (Kitaigorodskii 1962) , such as non-dimensional 986 New Zealand Journal of Marine and Freshwater Research, 2001, Vol. 35 fetch, arose from considerations of similarity theory and allowed data from different wind speeds and fetches to be expressed in terms of a single nondimensional parameter. In this paper, we use the variables:
(1) non-dimensional energy z = g 2 EI U* Q ;
(2) non-dimensional frequency v = f p U l0 1g;
(3) non-dimensional fetch % = gxl f/, 2 0 ; and (4) non-dimensional depth 5 = gd I uf 0 , where E is the wave energy, f p is the peak wave frequency, £/ 10 is the wind speed at the standard 10 m height, g is the gravitational constant, x is fetch, and d depth. These non-dimensional variables are strongly dependent on wind speed, and therefore require careful wind measurements.
Other field experiments have both lent support to, and differed from, the JONSWAP data. Kahma (1981) , using up to four wave buoys, measured wave energy levels in the Bothnian Sea which were a factor of 2 higher than JONSWAP. The difference was partly attributed to the unstable atmospheric conditions (Kahma & Calkoen 1992) . A further multiple-station experiment in deep water, but in the presence of swell, was carried out by Dobson et al. (1989) who additionally accounted for the variation in wind speed across the fetch, which arose as the wind field moved from the aerodynamically rough land to the smoother water. They found reasonable agreement with JONSWAP field data when they used a broad angular acceptance window from the line of their instruments, but higher energy values at small fetch with a more narrow window. Donelan et al. (1992) carried out a multiple-station experiment on Lake St Clair. They examined possible heterogeneity of wave development with fetch by examining differential growth between stations.
In contrast to the significant number of deepwater fetch development studies, far less work has been carried out in finite depth situations. Early work was carried out by Bretschneider (1958) and is included in CERC (1984) . The spectral form of depth-limited waves was studied by Bouws et al. (1985) based on field measurements at depths from 6 to 42 m; the Texel, Marsen, and Arsloe (TMA) data sets. The resulting parameterisation, in the form of the TMA spectrum, was related to the deep water JONSWAP spectrum by a shallow water transformation obtained by Kitaigorodskii et al. (1975) . Recently, Young & Verhagen (1996a,b) carried out an extensive campaign at Lake George, a 20-km-long lake with uniform shallow bathymetry.
At long fetches, they found lower energy levels and higher peak frequency than is found in deep water conditions. At short fetches, where the waves were effectively in deep water, the results were comparable to the JONSWAP relations. The Lake George results were also well represented by the TMA spectrum (Young & Verhagen 1996b) .
The field site in this paper contrasts with Lake George in having an irregular bathymetry with large tidal changes. Wave and meteorological data were recorded at stations spread over a 15 km fetch. The purpose of the field work described here is 2-fold. First, it provides a data set from which a detailed third generation shallow water spectral wave model such as SWAN (Booij et al. 1999) , can be validated and developed (Gorman & Neilson 1999) . Second, it allowed us to examine how well the growth law formulae developed for deep and depth-limited water, such as in CERC (1984) , apply to more complicated, and perhaps more typical, situations. This second aspect is addressed in this paper, and is typified in Manukau Harbour where bathymetry and tides make it difficult to quantify even a fundamental property, such as the effective water depth.
In the following sections we describe the experimental site and the meteorological and wave sensors which were placed across the fetch. Since the wind is the source of the wave energy, it is necessary to closely consider its structure. The upwind topography is very rough with a range of partly-wooded hills located near the shoreline. We examine the resulting variation of wind across the fetch and find a significant increase. We then quantify the overall development of peak frequency and wave energy across a tidal cycle. Finally, the non-dimensional relationships of energy and peak frequency to fetch and depth are shown and compared with earlier studies in less complicated situations.
METHODOLOGY

Study site
The field measurements were made on Manukau Harbour, a large 340 km 2 estuary adjacent to the city of Auckland, New Zealand (Fig. 1) . The estuary is environmentally important but is under pressure as a result of expanding urban development. The estuary has a large tidal variation, exceeding 4 m during spring tides, resulting in large areas of intertidal flats covering up to 40% of the total area at low tide (Heath et al. 1977) . The bed composition of the intertidal flats comprises sand, which, in the Smith et al.-Wind-wave development across a large estuary 987 subtidal regions, is overlain by sand muds (Dolphin et al. 1995) . The estuary is tidally dominated, with a freshwater inflow during summer of only 0.01 % of the spring tidal compartment. A single inlet from the ocean is located at the north-western end of the estuary and this is connected to a number of major channels which drain the intertidal flats on the ebb tide (Bell et al. 1998) . The amount of ocean swell reaching the upper reaches of the estuary is generally low.
Climatological records indicate that during the early summer period chosen for the experiment, the prevailing wind is from the south-west, predominantly in the speed range 5-8 m s~'. Under weak synoptic conditions, a sea breeze of 3-5 m s~' can also blow from the south-south-west direction. Accordingly, wave and meteorological sensors were set out across the harbour along a 15-km-long transect at a direction of 233° (Fig. 1) . At the north-east end of the transect, near Wiroa Island and close to Auckland Airport, an instrumented platform was established to enable more intensive measurements.
A bathymetric survey was carried out along the transect after the experiment to establish the validity of the charted bathymetry. As shown in Fig. 2 , the transect is intersected by two large channels at each end of the transect, and several smaller ones. Regions of intertidal mudflats cut off wave propagation along the transect at low tide.
Meteorological instrumentation
To determine the wind forcing on the wave field, three 10-m-high meteorological masts were deployed at: (1) a ground-based, upwind site; (2) a "central" site 40% of the way across the estuary; and (3) the downwind platform 1 km out from Wiroa Island (Fig. 2) . At 10-min intervals, each site recorded average wind speed and direction, their standard deviation, and the largest wind gust during that interval. Temperature was recorded at 10 m height, in the ground or mud, and in the water, to determine atmospheric stability. Water depth was measured at the two water-based sites and additional temperature and humidity measurements were made at 5 m height at the Wiroa platform. Hourly measurements of wind, atmospheric pressure and solar radiation were also available from a fourth site, the meteorological station at nearby Auckland Airport. The stations were maintained from 9 December 1996 to 14 January 1997, except the central site which failed after 2 weeks. However, this period was sufficient to demonstrate the relationship between winds at the central site and the longer Wiroa Island record.
Wave sensors
Wave measurements were made with either pressure sensors (NIWA Instrument Systems "Dobies") or Interocean S4 integrated pressure and current meters at six sites across the transect (Fig. 2) . The large tidal height variation and short wavelengths posed distinct constraints on the placement of these instruments. If placed too shallow, they would be out of the water for a significant fraction of a tidal cycle and obtain little data, whereas if placed too deep, the wave fluctuations would be attenuated too severely at the sensor near high tide. The Dobie pressure sensors were used at locations 3, 4, and 6 and S4s at locations 1, 2, and 5.
The Dobie pressure data were recorded in bursts of 512 s every Vi h at a sample rate of 4 Hz. The spectrum of pressure was then calculated by an onboard microprocessor, averaged in blocks of eight frequencies and stored for weekly retrieval. The resulting spectra have a frequency resolution of 0.0156 Hz, a Nyquist frequency of 2 Hz and 16 degrees of freedom (d.f.). The subsurface pressure spectra (S p ) were post-corrected for atmospheric pressure and converted to surface elevation spectra (5,,) using linear wave theory by:
where k is the wavenumber calculated from the linear dispersion equation, D the water depth, (p is water density, and h p the height of the pressure sensor above the bed. Based on laboratory tests, Bishop & Donelan (1987) showed that linear theory should be accurate to within 5% whereas Knowles (1983) applied an empirical correction factor to field data collected in an estuary.
For a given water depth, the subsurface attenuation of waves increases with increasing frequency. As a consequence, high frequency waves are attenuated to below the instrument noise level at some frequency. Beyond that frequency, the application of the attenuation correction factor (the cosh factors in Equation 1) to these noise values, will result in a spurious rising spectral energy level. Therefore, we have adopted a frequency cut-off where the (deep water) wavelength equals twice the water depth:
Beyond /,. the saturation range spectra were extrapolated with a/~4 slope. Here, z-D-h\a the depth of the sensor below the surface. If the spectrum was still rising at/ r , it was discarded. The S4s recorded pressure and velocity components in bursts of 9 min every 30 min at a sample rate of 2 Hz. The data were then processed to give directional wave height spectra with a frequency resolution of 0.0078 Hz.
The principal spectral parameters calculated from these spectra were the spectral peak frequency,^,, and significant wave height, H s . The peak frequency was calculated from both parabolic interpolation at the peak and using the method of moments (Young 1995) . Since both methods agreed to within 2%, the former method was used for subsequent data analysis. Significant wave height of the wind waves was determined in the usual way from the integrated spectral variance: but with integration limits chosen to avoid the weak swell component when present. Energy, E, is given by the integrated variance.
Validation of the pressure sensor wave measurements At Site TR6 on the downwind end of the transect, an 8-m-high platform was erected to facilitate detailed measurements of the wave spectra, wave breaking, currents, and wind stress during a core period of the experiment. Since the Dobie pressure sensor is a rugged device designed to sample open ocean wave frequencies and heights, experiments were carried out at the platform to compare it with a high-resolution, surface-piercing wire wave gauge and with a subsurface precision "Kainga" pressure transducer. The Dobie sensor was located 20 m away in water of the same depth. Both the wire wave gauge and the precision Kainga pressure sensor were sampled at 64 Hz, but filtered and subsampled at 4 Hz to match the Dobie. The time series were then divided into 256 point segments, windowed and overlapped to calculate averaged spectra at the same frequency resolution as the Dobie. The linear transfer function of Equation 1 was applied to the pressure spectra out to/ ( ., to obtain the surface elevation spectra for both the Kainga and Dobie pressure sensors. Fig. 3 shows a comparison between the three sensors. The agreement between the wave gauge and Kainga pressure sensor is excellent, indicating the validity of using the linear wave theory depth correction. The differences are within the expected range of statistical fluctuations; the 10 min time series provided 36 d.f. and a standard error of the spectra of 24%. All three sensors agree well in defining the important spectral peak parameter, f p , with a worst case deviation of 5%. The spectral densities of the Dobie tend to be of higher magnitude and noisier than the other two instruments, particularly near the frequency cut-off. In this region the correction for depth attenuation is of the order of 500, therefore any noise fluctuations will be strongly amplified. Other spectral comparisons also generally show higher spectral levels for the Dobie transducers than the wire wave gauge, despite their proximity. The unconnected pressure spectra beyond f c also differ, with a higher noise level for the Dobie instrument. This may indicate either a higher instrumental or digitisation noise level, or greater "hydrodynamic noise" due to flow effects around the instrument. Bishop & Donelan (1987) attributed much of the deviation of earlier comparisons to this hydrodynamic effect. The agreement between the wire wave gauge and the Kainga transducer (mounted near the bed) lends support to this view, since bed-level flow effects would be very small, even though the depth adjustment factor would be larger than for the Dobie. Later versions of the Dobie have incorporated a higher quality pressure sensor.
The important spectral parameters derived from the three sensors are compared in Table 1 . In open ocean applications, the frequency cut-off /', is normally well beyond frequencies of interest. However, in the restricted fetch estuary the cut-off can have a significant effect on the total energy and H s derived from the pressure spectra. To assess the importance of this effect, the cut-off was applied to the wire wave gauge spectra. The values of H s were reduced by c. 15% in these depths, while j' p was unaffected. The fraction of the spectrum lost due to the/, cut-off is a function of water depth and spectral peak frequency, both of which vary throughout a tidal cycle. The best Dobie performance will be when/, is at low frequencies which occurs late in a tidal cycle before fetches are reduced by drying banks, and when/, is high, which requires shallow water. Therefore, optimum spectra will be acquired after high tide.
To compensate for the spectral truncation, a diagnostic tail has been added to the Dobie spectra assuming a/" 4 frequency fall-off. When applied to the truncated wire wave gauge spectra in Table 1 , it brings the total spectral energy to within 2% of the actual value.
VARIATION OF WIND FORCING WITH FETCH
The wind speed is a crucial input parameter for windwave forcing. New Zealand's hilly topography inevitably causes atmospheric boundary layer variability. Since wind speed enters the nondimensional wave parameter scaling as either Top panel shows the wind measured at four sites: landbased upwind site (dash-dot), estuary site 6 km downwind (dots), platform site 15 km downwind (solid), airport (long-dash). Lower three panels show wind direction, airmud temperature gradient, and water depth at the platform. Table 1 Comparison of spectral parameters f and H s obtained from three lime series of a surface piercing wire wave gauge, a Dobie pressure sensor, and a Kainga pressure sensor located in close proximity. Wire wave gauge parameters were calculated using both the full width of spectra (up to 2 Hz) but also truncated at/, to match the pressure sensors. or U w 4 , particular attention was given to its possible variation with fetch across the estuary. The distributions of wind speed and direction measured at the Wiroa platform site between 9 December 1996 and 14 January 1997 are shown in Fig. 4 . The most frequent wind speed was 6ms
1 , but ranged up to 17m s~' when the remnants of a tropical cyclone reached the site in early January. As predicted, the peak in the wind direction distribution was centred at 228°, within 5° of the transect direction.
A 4-day section of some of the measured meteorological parameters is shown in Fig. 5 . In the top panel the wind speeds at the three masts, and at the airport are compared. When the wind is directed along the transect (day numbers 350.5-352.5), the wind speed at the upwind land-based site was only 50% of that at the platform site. Initially this was attributed to sheltering at this hilly site dotted with mature trees to heights of 10 m. But, as we show below, the enhanced aerodynamic roughness of the site can account for a large amount of the wind speed difference. Moving downwind, the estuary-based "central" site with a fetch to the land/water transition of 6 km had speeds on average 10% lower than at the platform site at a fetch of 15 km. Finally, the airport site lies a further kilometre downwind of the Wiroa platform site but is displaced to one side of the transect so as to intersect wind travelling over low, flat grass-covered land. The wind speeds at the airport site were lower than the platform winds by 15%.
The atmospheric stability at Site TR6 is indicated by T 10 -T m in the third panel. This is the difference between the 10 m air temperature and a thermistor buried 2 cm in the mud. The water temperature was also measured, but at low tide when the unshielded sensor was exposed to the air it gave values contaminated by evaporative cooling and radiative effects. The mud temperature largely avoids these artefacts and was within 0.5°C of the valid water measurements. It can be seen that for all of this period the air was statically unstable. This was confirmed by the difference between 10 and 5 m temperature measurements at the platform. The bottom panel of Fig. 5 shows the tidal variation of water depth measured by a pressure sensor near bed level. The sensor was out of the water for c. 4 h of each tidal cycle.
The variation in wind speed across the transect in Fig. 5 can be understood as a response of the boundary layer flow to the changing surface roughness (Taylor & Lee 1984; Walmsley et al. 1989) . When an abrupt change in roughness is encountered, an internal boundary layer develops which thickens with fetch. The height of this internal boundary layer, h t , is given by (Walmsley et al. 1989) :
where x is the fetch from the roughness change, and ZQ is the local roughness length. Within the internal boundary layer under neutral conditions, the wind profile is assumed to follow a logarithmic form. In going from an upwind site to a downwind site with altered roughness, the fractional change in wind speed at height z is then given by (Taylor & Lee 1984) :
where a is the Charnock constant and u* is the friction velocity obtained from:
where ZQ U is the upwind roughness length. Dobson et al. (1989) showed that Equation 4 described the change in their offshore wind measurements well. There are two transition zones relevant to the present measurements. First, in going from the very rough upwind land site to the (relatively) smooth water surface, and second, from the water to the rougher airport land based site. The wind variation expected from these transitions has been simulated in Fig. 6 (solid line). The roughness lengths over land have been adjusted to produce the best fit to the observations over a 3-day period of consistent wind direction (day numbers 350.5-352.5). For the upwind site a value of z 0 = 1 m gives the best fit, reflecting the irregular rolling terrain dotted with trees. This contrasts with the roughness length over water which is very low. Following Dobson et al. (1989) we used the Charnock relation: (Wu 1982) . There have been several determinations of the value of the Charnock constant and suggestions of a possible dependence on sea state. Here we use a value a = 0.0185 appropriate to a nearshore environment (Wu 1980) . For typical wind speeds, the over-water z$ ~ O(10~4) m. At the downwind airport site, a value of land surface aerodynamic roughness of 0.2 m provides a good fit to the data. This is higher than that for the dominant groundcover of mown grass but indicates the effect of roughness resulting from a bank at the edge of the estuary. The calculated fractional changes in wind speed fits the wind speed observed at the "central" site well for this data set. The curve is only weakly dependent on wind speed, but strongly dependent on ZQ. Some dependence on wind direction might be expected when wind flows across a differing terrain.
Clearly such a large spatial variation of wind speed will have a significant effect on wave development and cannot be neglected. The wind 994 New Zealand Journal of Marine and Freshwater Research, 2001, Vol. 35 speed from the platform, which has the most complete time series, is used in subsequent sections. The correction of Fig. 6 is applied to obtain the wind speed at other points across the transect (U c ). Since wave properties at any point depend on the development across prior fetches, an average wind speed across the fetch is used as the scaling velocity (Dobsonetal. 1989): o.ooio
FETCH AND TIDAL VARIATION OF ENERGY AND SPECTRAL PEAK
The wave development across the estuary is determined by fetch and the tidal variation of depth, in addition to the varying wind. This development is shown in Fig. 7 across three tidal cycles during which the wind direction was closely aligned with the transect. The three Dobie pressure sites (TR3, TR4, TR6) are used, at distances of 7, 10, and 15 km from the upwind boundary. The far left three image panels show the contour levels of power spectral density at the three sites, plotted versus frequency and time. Highest wave energies are shown in red. The black regions correspond to times where the sensor was out of the water. The two right-hand panels show the water depth above the sensor, and the wind speed.
The trends are most clearly established in the third panel, at Site TR6 where the more developed waves enabled the sensor to be placed deeper, capturing more of the tidal cycle. It shows a steady decrease of the peak wave frequency with time which persists well after high tide. On the other hand, the spectral energy reaches a maximum closer to high tide, after which depth limiting effects dominate. The shorter fetch, middle panel (Site TR4), shows a similar trend, although less pronounced. In contrast, the upwind left-hand panel (Site TR3) shows much more variability from cycle to cycle, and indeed shows an increasing peak frequency with time at day number 351.1. This may be partly explained by a localised weakening of the wind speed; the shortest fetch stations with young waves are most responsive to local wind fluctuations.
The wave generation for this estuary is clearly complicated, both in terms of the varying bathymetry and fetch. Wave development is shutdown every tidal cycle by the intruding intertidal flats (Fig. 2) . At the longer fetch sites the wave development will Water depth is shown in the bottom panel. Maximum energy occurs prior to high tide, while peak frequency continues to decrease well after high tide.
be duration-limited for 2-3 h after the intertidal banks are covered on the flood tide resulting in a decreasing wave peak frequency with time. This can be seen more clearly in Fig. 8 which isolates the peak frequency and energy variations of TR6 across a tidal cycle. In this figure non-dimensional energy and frequency have been used since they remove any bias caused by a change in wind speed over the 5-h observation interval. The peak frequency continues to decrease for 2 h after high tide, while wave energy peaks before high tide. In more familiar terms, the significant wave height reaches a peak of 45 cm and decays to 22 cm at the end of the interval, while the peak frequency steadily decreases from 0.53 to 0.35 Hz. Note that the time required for the fastest wave to propagate across the estuary is of the order of 2 h even at the deepest tidal depth. During this time the water depth changes significantly resulting in a nonstationary situation. The varying depth across the transect will affect both bottom friction and the phase speed of the longer waves. The change in relative speed between wind and waves and resultant changing wind forcing, require constant adjustment by the various processes feeding and dissipating wave energy. The site with the longest fetch, TR6, was situated in a gradually decreasing bathymetry (Fig. 2) . While not strictly a shoaling situation, bottom friction effects are likely to be strong. After high tide the continued decrease in peak frequency will result in greater severity of depth effects since these waves penetrate more readily. Before high tide the increasing water depth had counteracted this effect to some extent, and waves continued to grow. However, after high tide the change to decreasing depth then results in significant attenuation of wave amplitude which can be discerned in Fig. 7 . The non-linear transfer of energy to lower frequencies continues at the deeper upwind region, but as waves propagate into the shallower TR6 region the amplitudes are attenuated.
NON-DIMENSIONAL GROWTH RELATIONSHIPS
Wave growth formulae derived from the nondimensional growth relationships are convenient (and economic) empirical relationships but were derived for uniform situations. Therefore it is useful to test their applicability here at a range of fetches and depths in a situation complicated by tidal fluctuations. This results in considerable variability of wave energy and peak frequency. In this section we examine the effectiveness of non-dimensional scaling in terms of fetch and depth in collapsing some of this variability. To compare wave growth under various wind regimes, we express the data in the usual self-similar non-dimensional variables defined earlier: non-dimensional energy, e, nondimensional frequency, v, non-dimensional fetch, x, and non-dimensional depth, 8. The water depth varies considerably along the transect but waves will not respond instantaneously to the local depth. To better represent the water depth experienced as the waves propagate and grow, an exponential smoothing of depth has been used. A 1/e scale distance of 250 m was found to give most consistent results. Also, for the fetch, intertidal flats are exposed at low water resulting in a variable fetch. In the data used here the full fetch to the upwind boundary was available, except briefly at Site TR5. However, this does not mean that the measurements were unaffected by the changing fetch. For example, immediately after the rising tide just covers the intertidal bank on which TR3 is positioned (Fig. 2) , wave development downwind will be distinctly duration limited rather than fetch limited.
The variation of non-dimensional peak frequency and energy with non-dimensional depth are shown in Fig. 9 . Only spectra for which the wind was directed within ±45° of the transect direction were selected. Data were also rejected when the spectral peak was not well defined before the frequency cutoff, f c , (Equation 2), and when there was less than an average of 0.4 m of water above the wave sensor, since wave troughs could expose the sensor giving erroneous results. A total of 898 points satisfied these criteria, with very few (28) from the TR1 site whose higher frequency waves were most subject to noise limitations. Spectra have been extrapolated beyond j\. using a/ 4 tail before energy was calculated. Data from the different stations are given different symbols as detailed in the captions. It can be seen that depth imposes a lower limit to peak frequency. The dashed lines in Fig. 9 are the unlimited fetch asymptotes from CERC (1984) and the solid lines the values obtained by Young & Verhagen (1996a) at Lake George. For the peak frequency, the relationship of Young & Verhagen (1996a) :
(7) provides a better lower bound to v than the CERC asymptote: v = 0.165-(O75 (8) In this intertidal situation, some bias to higher values of peak frequency may arise from the duration-limited nature of the longer fetch sites. Also at TR6 the decreasing bathymetry means that waves originate from deeper depths than the local depth. This effect can be seen in Fig. 9A if local depth rather than a smoothed depth is used. This results in TR6 points lying below the depth limiting lines, consistent with lower frequency waves from deeper water not yet adjusted to the local depth.
The non-dimensional energy in Fig. 9B also exhibits wave growth limited by depth. As noted earlier, measurements of energy from subsurface pressure sensors have much more uncertainty than measurements of peak frequency, since noise of the pressure sensor at higher frequencies is amplified in the transformation of Equation 1 thereby contributing to the energy calculation. As a consequence more of the non-dimensional energy data have been Fig. 9 A, Non-dimensional frequency versus non-dimensional depth. Solid line is the limiting value at Lake George (Young & Verhagen 1996a ) and the dashed line that of Bretschneider (1958) . Different symbols denote the transect site at which the data was recorded: +, TR1; *, TR2; diamond, TR3; triangle, TR4; box, TR5; x, TR6. B, Non-dimensional energy versus non-dimensional depth. Solid line is the limiting value from Lake George (Young & Verhagen 1996a) , and the dashed line the values from CERC (1984) . Symbols are as in A. (Hasselmann et al. 1973 ) and the dashed line is the shallow water relationship from CERC (1984) . Different symbols denote the transect site at which the data was recorded: +, TR1; *, TR2; diamond, TR3; triangle, TR4; box, TR5; x, TR6. B, Variation of nondimensional energy with non-dimensional fetch. Data are grouped into non-dimensional depths shown on right-hand side of the figure, and displaced by a factor of 10 2 for each depth. Solid line is the deep water JONSWAP relationship (Hasselmann et al. 1973 ) and the dashed line is the shallow water relationship from CERC (1984) . Symbols are as in A. rejected than peak frequency data, especially at small fetches where frequencies are highest. As with peak frequencies, data at TR6 evolve from water deeper than the local depth. Without the depth smoothing many TR6 points would lie above the depth limiting curve. The non-dimensional fetch relationships are shown in Fig. 10 for a set of three depth ranges, for 5 from [0-0.5] to [>1.0]. Depth ranges have been offset by 10~2 for ease of presentation. The deep water asymptotes from the JONSWAP data (Hasselmann et al. 1973; Kahma & Calkoen 1992) are shown by the solid lines, and the depth limited form from CERC (1984) shown by the dashed lines. For non-dimensional frequency, the JONSWAP line represents the data reasonably well out to a nondimensional fetch of 1000. At larger fetches with the shallow depths (8 = 0-0.5), the peak frequency development levels off somewhat following the trend of the depth-limited line from CERC (1984) . That is, we fail to get the long period waves which would occur in deep water. This is a similar result to Young & Verhagen (1996a) who explained that at short non-dimensional fetch the waves are in deep water. Values generally lie at lower non-dimensional frequencies than the Lake George results. Data from the deepest depth range do not show this limiting.
The non-dimensional energy is shown in Fig.  10B . Despite an order of magnitude spread, the energy data do tend to follow the trends of the Lake George data of Young & Verhagen (1996a) at the shallower depths. The non-dimensional analysis has also been repeated with more restricted wind direction acceptance criteria. Acceptance ranges of ±22.5 and ±11.25° show little difference from Fig.  9 and 10 (apart from a reduction in the number of data points). This is consistent with the rather narrow distribution of wind speeds about the transect direction (Fig. 2) .
DISCUSSION
In the Introduction, three complications to wave development which are characteristic of estuaries were identified: (1) nearby complex topography; (2) tidally varying depth; and (3) tidally varying currents. In addition it is evident from the present results that a fourth factor, non-stationarity, is also important. With regard to: (1), the availability of wind records at four stations across the fetch has demonstrated the importance of changing surface roughness on the atmospheric boundary layer flow response. In the Manukau Harbour the large extremes of roughness resulted in a particularly large wind speed variation, up to a factor of 2, which is concentrated at short fetches (Fig. 6) . Such a large effect on the wind forcing cannot be neglected. It also provides an explanation for the wind adjustment required by the modelling work of Gorman & Neilson (1999) to match observed wave generation. Fortunately, the Taylor & Lee (1984) relationships (Equations 3 and 4) allow us to correct for this effect relatively easily if the upwind roughness is known, or can be determined from measurements, as was done here.
(2) Young and Verhagen (1996a,b) obtained useful parameterisations of wave development with depth in a uniform lake situation. The variability of depth in an estuary intersected by tidal channels has increased the data spread here. The depth changes affect bottom friction and change phase speed (C p ) and therefore wind forcing, since this depends on the speed of the wind relative to the waves ((/ u /C /; ). In an attempt to account for these changes, Young (1997) developed an integral equation first used by Donelan et al. (1992) to describe energy development with fetch allowing for both wind and depth variability in restricted situations. We have evaluated this integral numerically to include wind changes at the land-water transition. However, the equation could not account for dissipation in midestuary shallowing. This situation indicates the need for a more general approach. (3) Tidal currents have several influences. From an instrumental point of view the conversion of subsurface pressure to surface displacement (Equation 1) is affected by currents through the Doppler effect on k. In the presence of an opposing current wave energies can be overestimated by up to 50% at the peak ebb tide in the worst case here. In a following current, energies derived from pressure will be underestimated but by a smaller factor. Unfortunately, current was not available at all sites and they have therefore been treated uniformly. The current also has a dynamical effect on wave growth. For example, in an opposing current not only is the wind speed relative to the waves higher, but the waves also propagate more slowly, effectively increasing their fetch. Therefore energies are higher. This factor is not incorporated in the nondimensional relationships and will contribute to further spread of data. (4) Since the water depth changes significantly over the time required for wave propagation across the estuary, we have a very non-stationary situation. This means that the waves are not just fetch limited but also duration limited, particularly at the longer fetches. This is most apparent in Fig. 7 where at shorter fetches the peak frequency is attained quickly, while at the longest fetch insufficient time has elapsed for the peak frequency to reach its fetch limit and it continues to decrease on the falling tide. Thus the non-linear wave-wave interactions continue to transfer energy to lower frequencies.
Despite the lack of stationarity and the increased scatter which factors (2) and (3) introduce, the nondimensional relationships do clearly reveal the depth limiting effect on peak frequency and energy. The Young & Verhagen (1996a) result provides a closer limit to the peak frequency than the CERC (1984) result. As expected, the data scatter is larger than in simpler field situations. The depth limiting effect is also seen in the fetch relationships; our energy levels tend to be higher than those in Young & Verhagen (1996a) . The data here were mostly obtained under unstable atmospheric conditions which were maintained by solar heating of the mudflats at low tide. These conditions do favour higher energy values (Kahma & Calkoen 1992) but the site complexities mentioned above will also be important.
As a practical guide to the variations that can be expected in an intertidal estuary such as Manukau Harbour, we can consider the wave development arising from a hypothetical steady 7 m s~' wind speed. At the 1 km fetch site, TR1, just past Waiuku Channel, a typical wave height would be 12 cm. Since the waves for such a short fetch site would be so short, they would be largely unaffected by tidal variations of depth until it decreased to c. 0.5 m. In contrast, on the downwind side of the estuary near Wiroa Island (TR6) with a fetch of nearly 15 km, waves grow to a height of c. 40 cm at high tide. They are, however, attenuated much more strongly by bottom effects, e.g., a reduction of c. 50% between high tide and a water depth of 1 m.
CONCLUSIONS
The complications of varying depth, current, and fetch inherent in the Manukau Harbour site are representative of many estuarine environments in New Zealand. From this analysis we conclude: (1) from a practical point of view, if pressure sensors are used where the tidal range is large, we recommend the use of two sensors at different depths at each site to provide improved coverage. (2) The hilly upwind terrain in this experiment is also typical of many New Zealand estuaries. Associated with the change in surface roughness, we have measured a significant increase in wind speed over the water which affects the wind forcing of waves. (3) The finite depth limitations on wave development is seen most clearly in peak frequency. The relationships of Young & Verhagen (1996a) provide closer limits than CERC (1984) . (4) The large scatter of the non-dimensional relationships is symptomatic of the complex bathymetry and non-stationarity complications of tidal variation. This is evidenced by the continued evolution of peak frequency after high tide at the longer fetch sites. As a consequence, the predictive value of the parametric relationships is limited. It is important that this scatter is borne in mind when using the non-dimensional relationships for engineering-type assessments.
These results point to the value of shallow water spectral wave models, such as SWAN, despite the increased complexity. While initial work using a stationary version of the model at a single fixed water depth has been effective (Gorman & Neilson 1999) , this work makes it clear that non-stationary modelling across the tidal cycle is necessary to fully understand wave development.
