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ON THE SECOND HOMOTOPY GROUP OF SPACES OF COMMUTING
ELEMENTS IN LIE GROUPS
ALEJANDRO ADEM, JOSE´ MANUEL GO´MEZ, AND SIMON GRITSCHACHER
Abstract. Let G be a compact connected Lie group and n > 1 an integer. Consider the
space of ordered commuting n-tuples in G, Hom(Zn, G), and its quotient under the adjoint
action, Rep(Zn, G) := Hom(Zn, G)/G. In this article we study and in many cases compute
the homotopy groups pi2(Hom(Zn, G)). For G simply–connected and simple we show that
pi2(Hom(Z2, G)) ∼= Z and pi2(Rep(Z2, G)) ∼= Z, and that on these groups the quotient map
Hom(Z2, G)→ Rep(Z2, G) induces multiplication by the Dynkin index of G. More generally
we show that if G is simple and Hom(Z2, G)1 ⊆ Hom(Z2, G) is the path–component of the
trivial homomorphism, then H2(Hom(Z2, G)1;Z) is an extension of the Schur multiplier of
pi1(G)
2 by Z. We apply our computations to prove that if BcomG1 is the classifying space
for commutativity at the identity component, then pi4(BcomG1) ∼= Z⊕Z, and we construct
examples of non-trivial transitionally commutative structures on the trivial principal G-
bundle over the sphere S4.
1. Introduction
Suppose that G is a compact connected Lie group. For an integer n > 1 let Hom(Zn, G)
be the space of ordered commuting n-tuples in G endowed with the subspace topology
as a subset of Gn. The group G acts by conjugation on Hom(Zn, G) and the space of
representations Rep(Zn, G) := Hom(Zn, G)/G can be identified with the moduli space of
isomorphism classes of flat connections on principal G-bundles over the torus (S1)n.
When n = 2 or n = 3 these moduli spaces appear naturally in quantum field theories
such as YangMills and ChernSimons theories. Motivated by this a systematic study of the
spaces Rep(Zn, G) was initiated by Borel, Friedman and Morgan in [11] and also by Kac
and Smilga in [27]. In both of these papers the authors showed that the representation
spaces Rep(Zn, G) for n = 2, 3 can be described in terms of the root system associated
to a choice of maximal torus in G. If G is simply–connected and simple, then Rep(Z2, G)
can be furthermore identified with the moduli space of semistable principal bundles over
an elliptic curve with structure group the complexification of G, and this is known to be a
weighted projective space [9, 19, 30, 33]. On the other hand, in [1] Adem and Cohen started
a systematic study of the spaces of homomorphisms Hom(Zn, G) from the point of view of
homotopy theory. Since then a variety of authors have studied these spaces using techniques
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from geometry and homotopy theory. See for example [2, 8, 12, 23, 26, 38, 42, 46], among
others.
The spaces of ordered commuting pairs Hom(Z2, G) turn out to have a suprisingly com-
plicated structure; their integral homology is not known for G = SU(m) when m > 2, and
torsion can appear at primes which divide the order of the Weyl group. From the point
of view of algebraic geometry, Hom(Z2, G) can be identified with Λ(G), the inertia stack
of G with the adjoint action. In this context Rep(Z2, G) can be regarded as the coarse
moduli space of the stack, and as the local isotropy groups are not finite, the geometry can
be rather intricate. In this article we describe the second homology group of the principal
path–component Hom(Z2, G)1 as an extension of the Schur multiplier of π1(G)2.
Theorem 5.22. Suppose that G is a semisimple compact connected Lie group. Then there
is an extension
0→ Zs → H2(Hom(Z2, G)1;Z)→ H2(π1(G)2;Z)→ 0 ,
where s > 0 is the number of simple factors in the Lie algebra of G.
Suppose that G is simply–connected and simple. As Rep(Z2, G) is a weighted projective
space one has π2(Rep(Z2, G)) ∼= Z. The preceding theorem will be deduced from a calculation
of π2(Hom(Z2, G)). One of the fundamental results in Lie group theory is that π2(G) = 0,
and π3(G) ∼= Z. There is a canonical 3-dimensional integral cohomology class that can be
realized through a group homomorphism SU(2) → G. In this paper we obtain the rather
surprising result that for commuting pairs there is a canonical class which now appears in
dimension two.
Theorem 5.21. Let G be a simply–connected and simple compact Lie group. Then
π2(Hom(Z2, G)) ∼= Z ,
and on this group the quotient map Hom(Z2, G)→ Rep(Z2, G) induces multiplication by the
Dynkin index lcm{n∨0 , . . . , n
∨
r } where n
∨
0 , . . . , n
∨
r > 1 are the coroot integers of G.
The Dynkin index of G can be defined as the greatest common divisor of the degrees of
π3(G)→ π3(SU(N)) for all representations G→ SU(N). The values of the Dynkin index of
G are explicitly computed in [29, Proposition 4.7] and [31, Proposition 2.6] and agree with
the expressions in terms of coroot integers which are tabulated below.
In Theorem 7.1 we show that any embedding SU(2)→ G corresponding to a long root of
G induces an isomorphism π2(Hom(Z2, SU(2))) ∼= π2(Hom(Z2, G)).
G SU(m) Spin(k) Sp(l) E6 E7 E8 F4 G2
coroot integers 1 1, 2 1 1, 2, 3 1, 2, 3, 4 1, 2, 3, 4, 5, 6 1, 2, 3 1, 2
lcm 1 2 1 6 12 60 6 2
Table 1. The set of coroot integers and their least common multiple for the
simple simply–connected compact Lie groups (m > 1, k > 7, l > 2).
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We note that Theorem 5.21 effectively computes π2(Hom(Z2, G)1) when G is the group
of complex or real points of any reductive algebraic group. Indeed, the main result of [38]
asserts that Hom(Z2, G)1 deformation retracts onto Hom(Z2, K)1 where K is a maximal
compact subgroup of G. So we may assume that G is a compact connected Lie group. From
the standard classification theorems we know that G ∼= G˜/L, where G˜ = (S1)k×G1×· · ·×Gs
is a product of a torus and simply–connected simple compact Lie groups G1, . . . , Gs, and L
is a finite subgroup in the center of G˜. By [22, Lemma 2.2] the quotient map G˜→ G induces
a covering map Hom(Z2, G˜)→ Hom(Z2, G)1. From Theorem 5.21 we then deduce that
π2(Hom(Z2, G)1) ∼= π2(Hom(Z2, G1))× · · · × π2(Hom(Z2, Gs)) ∼= Zs.
Corollary 1.1. Let G be the component of the identity of the group of complex or real points
of a reductive algebraic group, which we assume is defined over R in the latter case. Then
π2(Hom(Z2, G)1) ∼= Zs ,
where s > 0 is the number of simple factors in the Lie algebra of G.
For the groups SU(m) and Sp(k) we extend our computations to commuting n-tuples for
n > 2.
Theorem 3.6. Suppose that G is SU(m) or Sp(m) with m > 1. For every n > 1 the
quotient map Hom(Zn, G)→ Rep(Zn, G) induces an isomorphism
π2(Hom(Zn, G)) ∼= π2(Rep(Zn, G)) .
We then calculate π2(Rep(Zn, G)) and obtain the following result.
Theorem 4.1. Let n > 1. Then
(i) for every m > 3 there is an isomorphism
π2(Hom(Zn, SU(m))) ∼= Z(
n
2) ,
and the standard inclusion SU(m)→ SU(m+ 1) induces an isomorphism
π2(Hom(Zn, SU(m)))
∼=
−→ π2(Hom(Zn, SU(m+ 1))) ,
(ii) for every k > 1 there is an isomorphism
π2(Hom(Zn, Sp(k))) ∼= Z(
n
2) ⊕ (Z/2)2
n−1−n−(n2) ,
and the standard inclusion Sp(k)→ Sp(k + 1) induces an isomorphism
π2(Hom(Zn, Sp(k)))
∼=
−→ π2(Hom(Zn, Sp(k + 1))) .
By the same reasoning as above, using the covering space S1×SU(m)→ U(m) we observe
that for every m,n > 1 the inclusion map SU(m)→ U(m) induces an isomorphism
π2(Hom(Zn, SU(m))) ∼= π2(Hom(Zn, U(m)))
so that the preceding theorem also covers the case of the unitary groups.
For spaces of commuting pairs in Spin(m) we also explore the behavior of π2 with respect
to stabilization.
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Theorem 6.3. For all m > 5 the standard map Spin(m) → Spin(m + 1) induces an
isomorphism
π2(Hom(Z2, Spin(m)))
∼=
−→ π2(Hom(Z2, Spin(m+ 1))) .
Along the way, in Theorem 6.1 we prove an integral homology stability result for the
moduli spaces Rep(Z2, Spin(m)).
A motivation for the computations provided in this article is the construction of non-trivial
transitionally commutative structures (TC structures) on a trivial principal G-bundle. For
a Lie group G the classifying bundle for commutativity, EcomG → BcomG, is a principal
G–bundle constructed out of the spaces of ordered commuting n-tuples in G for all n > 0
(see Section 8 for the definition). In this setting, the analogue of Steenrod’s homotopy
classification of bundles is as follows: the space BcomG classifies principal G-bundles that
come equipped with a TC structure. A TC structure on a principal G-bundle p : E → X is
a choice of a lifting f˜ : X → BcomG, up to homotopy, of the classifying map f : X → BG
of the bundle p : E → X . Therefore, the same underlying bundle can admit different TC
structures. In what follows we focus on the associated bundle for the component of the
identity EcomG1 → BcomG1 → BG.
In the classical setting, the computation π3(G) ∼= Z implies that π4(BG) ∼= Z and this
can be used to construct non–trivial principal G–bundles over the 4–sphere S4. Our main
result in the commutative context (see Corollary 8.3) is the following computation for any
simply–connected simple compact Lie group G:
π4(EcomG1) ∼= Z and π4(BcomG1) ∼= π4(EcomG1)⊕ π4(BG) ∼= Z⊕ Z .
We provide explicit generators for these groups. Moreover we construct examples of non-
trivial TC structures on the trivial principal G-bundle over the sphere S4. As a by-product
of this construction we obtain geometric representatives for the generators of the reduced
commutative K-theory group K˜com(S4).
This article is organized as follows. In Section 2 we present a cohomology computation
with the goal of determining the rank of π2(Hom(Zn, G)1). In Section 3 we set up the spectral
sequence for the homology of the homotopy orbit space EG×G Hom(Zn, G)1, which will be
the main device used for our computations. In Section 4 we calculate π2 of the space of
ordered commuting n-tuples in G = SU(m) and G = Sp(k). Section 5 begins with a review
of some known facts concerning centralizers of pairs of commuting elements. Then we prove
some of the main technical results of the paper, eventually arriving at the calculation of
π2(Hom(Z2, G)). In Section 6 we study the stability behavior for spaces of commuting pairs
in the Spin groups. In Section 7 we study the distinguished role that the group SU(2) plays
in the computation of the groups π2(Hom(Z2, G)). Finally, in Section 8 we provide geometric
interpretations for the results obtained in this article in terms of transitionally commutative
principal G-bundles.
Acknowledgements
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2. Cohomological computations
Let G be a compact connected Lie group, let T 6 G be a fixed maximal torus, and let
W = N(T )/T be the Weyl group. We begin by recalling some known facts concerning
the path–components and the fundamental group of Hom(Zn, G) which will be used in the
sequel.
In general, Hom(Zn, G) is not path–connected. If π1(G) is torsionfree, however, then
Hom(Z2, G) is path–connected, because the centralizer of any element of G is connected (see
[15, IX §5.3 Corollary 1]). In fact, classical theorems of Borel [13] show that Hom(Z2, G)
is path–connected if and only if π1(G) is torsionfree, and for n > 3 the space Hom(Zn, G)
is path–connected if and only if H∗(G;Z) is torsionfree. For example, this is the case for
G = SU(m), G = U(l) and G = Sp(k).
When Hom(Zn, G) is not path–connected, we denote by Hom(Zn, G)1 the path–connected
component that contains the trivial homomorphism 1 : Zn → G, equivalently the tuple
1 = (1G, . . . , 1G). Then Hom(Zn, G)1 consists precisely of those n-tuples that are contained
in some maximal torus of G. For simply–connected G this follows, because the rank of the
centralizer of a commuting n-tuple is locally constant (see [11, Corollary 2.3.2]). For general
G it follows by the same argument applied to the universal cover of G using [22, Lemma
2.2]. Consequently,
Rep(Zn, G)1 := Hom(Zn, G)1/G ∼= T n/W ,
where on the right hand side the Weyl group acts diagonally on T n. All of our statements
will concern the path-components Hom(Zn, G)1 and Rep(Zn, G)1.
The fundamental group of Hom(Zn, G)1 is also well-understood. By [23, Theorem 1.1] the
inclusion Hom(Zn, G)1 ⊆ Gn induces an isomorphism
π1(Hom(Zn, G)1) ∼= π1(G)n .
In particular, Hom(Zn, G)1 is simply–connected if G is. In this situation also Rep(Zn, G)1 is
simply–connected by [12, Theorem 1.1]. We will use these facts frequently without mention.
Now we turn our attention to the rational homology of Hom(Zn, G)1. As explained below
the rational cohomology ring of Hom(Zn, G)1 admits a well known description as a ring of
W -invariants. A closed formula for the Poincare´ series of Hom(Zn, G)1 was derived in [42]
(see Remark 2.3). For a fixed homological degree i ∈ N, however, determination of the
rank of Hi(Hom(Zn, G)1;Q) can pose a combinatorial challenge. In this section we present
a calculation of H2(Hom(Zn, G)1;Q). This determines the rank of π2(Hom(Zn, G)1) as an
abelian group.
To describe the rational cohomology of Hom(Zn, G)1 consider the (surjective) map
G× T n → Hom(Zn, G)1
(g, t1, . . . , tn) 7→ (gt1g
−1, . . . , gtng
−1) .
It is invariant under the action of the normalizer N(T ) on G by right translation and on T n
diagonally by conjugation. Since G×N(T ) T
n ∼= G/T ×W T
n, we obtain an induced map
G/T ×W T
n → Hom(Zn, G)1 .
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Baird showed in [8, Theorem 4.3] that if k is a field in which |W | is invertible, then this map
induces an isomorphism
H∗(Hom(Zn, G)1; k) ∼= H∗(G/T ×W T n; k) ∼= H∗(G/T × T n; k)W .
Theorem 2.1. Suppose that the compact connected Lie group G is simple. Then
H2(Hom(Zn, G)1;Q) ∼= Q(
n
2).
Proof. Because of the universal coefficient theorem, we may as well use complex coefficients
throughout this proof. Let W act diagonally on H1(T ;C)⊗H1(T ;C). As a first step we are
going to prove that (H1(T ;C)⊗H1(T ;C))W ∼= C. Let t be the Lie algebra of T and tC its
complexification. There is an isomorphism of W -representations H1(T ;C) ∼= t∗C, where t
∗
C
denotes the dual of tC. Therefore (H
1(T ;C)⊗ H1(T ;C))W ∼= (t∗C ⊗ t
∗
C)
W . To complete the
first step we need to prove that (t∗C ⊗ t
∗
C)
W is a complex vector space of dimension 1. Note
that dimC(t
∗
C ⊗ t
∗
C)
W is the number of times that the trivial representation appears in the
W -representation t∗C ⊗ t
∗
C. This number is given by
dimC(t
∗
C ⊗ t
∗
C)
W =
〈
χ2t∗
C
, 1
〉
=
1
|W |
∑
w∈W
χt∗
C
(w)
2
.
In the above equation χt∗
C
denotes the character of t∗C and 〈·, ·〉 the usual inner product of
characters. As t∗C is (the complexification of) a real W -representation we have χt∗C(w) ∈ R.
Moreover, t∗C is irreducible by [21, Proposition 14.31] since gC, the complexification of the
Lie algebra of G, is simple. Therefore,
dimC(t
∗
C ⊗ t
∗
C)
W =
〈
χ2t∗
C
, 1
〉
=
〈
χt∗
C
, χt∗
C
〉
= 1.
Next we prove that H2(Hom(Zn, G)1;C) ∼= C(
n
2). With complex coefficients there are
isomorphisms
H2(Hom(Zn, G)1;C) ∼= H2(G/T ×W T n;C) ∼= H2(G/T × T n;C)W .
Using the Ku¨nneth theorem we obtain a W -equivariant isomorphism
H2(G/T × T n;C) ∼= H2(G/T ;C)⊕ (H1(G/T ;C)⊗H1(T n;C))⊕H2(T n;C).
The flag variety G/T is simply–connected and thus H1(G/T ;C) = 0. Furthermore, as an
ungraded ring, H∗(G/T ;C) is the regular W -representation and the only copy of the trivial
representation is in degree 0. This implies that H2(G/T ;C)W = 0. Therefore,
H2(G/T × T n;C)W ∼= H2(T n;C)W .
By [15, IX §5.2 Corollary 1] the space T/W is homeomorphic to A/π1(G), where A is the
closure of a Weyl alcove. Now π1(G) is finite as G is simple, and A is contractible, hence
H2(T ;C)W ∼= H2(T/W ;C) ∼= H2(A/π1(G);C) ∼= H2(A;C)π1(G) = 0. Using this and the
Ku¨nneth theorem we obtain an isomorphism
H2(T n;C)W ∼=
(n2)⊕
(H1(T ;C)⊗H1(T ;C))W ∼= C(
n
2).
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Putting everything together we conclude that H2(Hom(Zn, G)1;C) ∼= C(
n
2). The universal
coefficient theorem now finishes the proof. 
Corollary 2.2. Let G be a simple compact connected Lie group. Then π2(Hom(Zn, G)1) has
rank
(
n
2
)
as an abelian group.
Proof. As explained in the introduction π2(Hom(Zn, G)1) ∼= π2(Hom(Zn, G˜)1), where G˜ is
the universal covering group of G. It is compact as G is simple. Now Hom(Zn, G˜)1 is
simply–connected by [23, Theorem 1.1]. Therefore, by Hurewicz’ theorem, we obtain
π2(Hom(Zn, G˜)1) ∼= H2(Hom(Zn, G˜)1;Z) .
The assertion follows from Theorem 2.1. 
Remark 2.3. Let G be a simple compact connected Lie group. We can view the Weyl
group W as a reflection group on t and every element w ∈ W as a linear transformation
w : t → t. Let d1, d2, . . . , dr be the characteristic degrees of W . By [42, Theorem 1.1] the
Poincare´ series of Hom(Zn, G)1 is given by
P (Hom(Zn, G)1)(t) =
∏r
i=1(1− t
2di)
|W |
(∑
w∈W
det(1 + tw)n
det(1− t2w)
)
.
Our Theorem 2.1 shows that the coefficient of t2 in this polynomial is precisely
(
n
2
)
. Moreover,
as G is simple π1(G) is finite. Then π1(Hom(Zn, G)1) ∼= π1(G)n is finite too, so
P (Hom(Zn, G)1)(t) = 1 +
(
n
2
)
t2 + t3q(t) ,
where q(t) is some polynomial with non-negative integer coefficients.
3. The Bredon spectral sequence for Hom(Zn, G)1
In this section we will analyze the Bredon spectral sequence associated to the G-space
Hom(Zn, G)1.
3.1. The set-up. We begin with an observation:
Lemma 3.1. Let G be a simply–connected compact Lie group. There is an isomorphism
π2(Hom(Zn, G)1) ∼= H2(EG×G Hom(Zn, G)1;Z).
Proof. Since G is assumed to be simply–connected, BG is 3-connected, and Hom(Zn, G)1
is simply–connected by [23, Theorem 1.1]. The long exact sequence of homotopy groups
associated to the fibration sequence
Hom(Zn, G)1 → EG×G Hom(Zn, G)1 → BG
then implies that EG ×G Hom(Zn, G)1 is simply–connected, and that π2(Hom(Zn, G)1) ∼=
π2(EG×G Hom(Zn, G)1). The result follows now from the Hurewicz theorem. 
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As a consequence, the homotopy group π2(Hom(Zn, G)1) can be computed from the Borel
equivariant homology of Hom(Zn, G)1. Now if X is a G-CW-complex, then the skeletal
filtration of X gives rise to an Atiyah-Hirzebruch style spectral sequence
E2p,q = H
G
p (X ;Hq) =⇒ Hp+q(EG×G X ;Z) ,
where HGp (X ;Hq) denotes Bredon homology with respect to the covariant coefficient system
G/K 7→ Hq(G/K) := Hq(BK;Z) ,
for K a closed subgroup of G. For Bredon homology in the setting of topological groups we
refer the reader to the paper by Willson [50]. The spectral sequence is a special case of [50,
Theorem 3.1]. We will refer to it as the Bredon spectral sequence.
If G is a compact Lie group, then Hom(Zn, G) may be viewed as an affine G-variety, and
thus the underlying space admits a G-CW-structure by [37, Theorem 1.3]. In fact, if G
is simply–connected, it is not too difficult to construct a G-CW-structure on Hom(Zn, G)1
directly, and we will do this in Lemma 5.4 (see also Remark 5.5). Thus, taking X =
Hom(Zn, G)1 the spectral sequence we will study takes the form
(1) E2p,q = H
G
p (Hom(Z
n, G)1;Hq) =⇒ Hp+q(EG×G Hom(Zn, G)1;Z) .
Notice that when q = 0 then Hq = Z is the constant coefficient system. Therefore,
E2p,0 = H
G
p (Hom(Z
n, G)1;Z) ∼= Hp(Rep(Zn, G)1;Z) .
We will be interested not only in calculating the homotopy group π2(Hom(Zn, G)1), but
also in describing the effect of the quotient map
π : Hom(Zn, G)1 → Rep(Zn, G)1
on π2. By Lemma 3.1, this map can be identified with the one induced on H2 by the
projection
EG×G Hom(Zn, G)1 → Hom(Zn, G)1/G = Rep(Zn, G)1
from the homotopy orbit to the strict orbit. In the spectral sequence this corresponds to the
composite
H2(EG×G Hom(Zn, G)1;Z)→ E∞2,0 →֒ E
2
2,0
∼= H2(Rep(Zn, G)1;Z) .
The case n = 2 is an interesting special case; it is known that if G is simply–connected
and simple, then Rep(Z2, G) can be identified naturally with the moduli space of semistable
principal bundles over an elliptic curve with structure group the complexification of G, and
this moduli space is a weighted projective space CP(n∨), where n∨ = (n∨0 , . . . , n
∨
r ) is the
tuple of coroot integers of G (see Section 5.1 for the definition of coroot integers and Section
5.3 for the definition of a weighted projective space). This follows from the work of various
authors [9, 19, 30, 33, 36, 39].
Our proofs will be self-contained; in Proposition 5.10 we will prove independently, and by
elementary topological methods, that Rep(Z2, G) is homotopy equivalent to CP(n∨).
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The homology of weighted projective spaces was computed by Kawasaki [28] from which
one obtains, for simple simply–connected G of rank r,
Hp(Rep(Z2, G);Z) ∼=
{
Z if p 6 2r is even,
0 otherwise.
Figure 1 depicts the spectral sequence in this situation. We will be interested only in the
part of the spectral sequence that is relevant for homological degree two.
3.2. First consequences. Going back to the general situation, we will prove that E20,2
vanishes in certain cases. For this we will use the following lemma.
Lemma 3.2. Suppose that G is a compact Lie group and X is a path–connected G-CW
complex that has a basepoint x0 fixed by G. Assume that M is a covariant coefficient system
such that M(G/G) = 0 and for every morphism G/H → G/K in the orbit category the
induced map M(G/H)→M(G/K) is surjective. Then HG0 (X ;M) = 0.
Proof. After passing to an appropriate subdivision we may assume without loss of generality
that the G-CW complex structure has a 0-dimensional cell corresponding to the basepoint
x0. As this basepoint is fixed by G this cell must be of the form G/G.
By definition HGp (X ;M) = Hp(C∗(X ;M)). Here the group Ci(X ;M) of cellular i-chains
is defined by
Ci(X ;M) =
⊕
σ∈Si(X)
M(G/Gσ),
where Si(X) is an indexing set of all i-dimensional G-cells of X , and Gσ is the isotropy group
of σ ∈ Si(X). To prove the lemma we are going to show that the differential
d1 :
⊕
τ∈S1(X)
M(G/Gτ)→
⊕
σ∈S0(X)
M(G/Gσ)
is surjective. Let us first recall the definition of d1. Suppose that τ ∈ S1(X) and let
fτ : G/Gτ × ∂D
1 → X(0) be the attaching map of τ . Write ∂D1 = {0, 1}. Suppose that fτ
Z 0 Z 0
E20,1 E
2
1,1 E
2
2,1
E20,2
0 1 2 3
0
1
2
d2
Figure 1. A portion of the E2-page of the Bredon spectral sequence in the
case of commuting pairs in a simple, simply–connected, compact Lie group of
rank > 1.
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restricts to G-maps fτ,0 : G/Gτ ×{0} → G/Gσ0 ×D
0 and fτ,1 : G/Gτ ×{1} → G/Gσ1 ×D
0
for σi ∈ S0(X), i = 0, 1. Given y ∈M(G/Gτ), then
d1(y) =M(fτ,1)(y)−M(fτ,0)(y) .
Now suppose that σ ∈ S0(X) and z ∈ M(G/Gσ). We must show that z ∈ Im(d1). As X
is assumed to be path–connected, we can find σ0, . . . , σn ∈ S0(X) and τ1, . . . , τn ∈ S1(X)
such that the attaching map fτk restricts to fτk,0 : G/Gτk × {0} → G/Gσk−1 × D
0 and
fτk ,1 : G/Gτk ×{1} → G/Gσk ×D
0, and such that σn = σ and σ0 is the G-cell corresponding
to the G-fixed basepoint x0. By hypothesis M(fτk,i) is surjective for every k = 1, . . . , n
and i = 0, 1. Therefore, we find yn ∈ M(G/Gτn) such that M(fτn,1)(yn) = zn := z, and
d1(yn) = zn − zn−1 for some zn−1 ∈ M(G/Gσn−1). Continuing like this we find for every
k = 1, . . . , n elements yk ∈M(G/Gτk) and zk−1 ∈M(G/Gσk−1) such thatM(fτk,1)(yk) = zk
and d1(yk) = zk − zk−1. Since M(G/Gσ0) = M(G/G) = 0, we have that z0 = 0 and thus
d1(y1) = z1. Then
d1(yn + yn−1 + · · ·+ y1) = (zn − zn−1) + (zn−1 − zn−2) + · · ·+ (z2 − z1) + z1 = zn = z.
This proves that d1 is surjective. 
In addition, we must make an assumption about the components of the isotropy groups
of Hom(Zn, G)1 under the conjugation action by G. Suppose that x = (x1, . . . , xn) ∈
Hom(Zn, G)1 is an n-tuple of commuting elements. Then the isotropy group of x is
Gx = ZG(x) ,
i.e., the centralizer of the subset {x1, . . . , xn} ⊆ G. The following fact is explained in
[5, Example 2.4].
Lemma 3.3. Let G be SU(m) or Sp(m) for some m > 1, and let n > 1. Then for every
x ∈ Hom(Zn, G)1 the centralizer ZG(x) is connected.
In general, ZG(x) may not be connected. For example, when G = Spin(m) with m > 7
there exist pairs (x, y) ∈ Hom(Z2, G) such that π0(ZG(x, y)) ∼= Z/2. The following result is
a special case of [11, Corollary 7.5.3] and a proof will be given in Section 5.1.
Lemma 3.4. Let G be a simply–connected and simple compact Lie group. For every (x, y) ∈
Hom(Z2, G)1 the group π0(ZG(x, y)) is a finite cyclic group (of order at most 6).
We can now prove:
Proposition 3.5. Suppose that either n = 2, or that n > 2 and G is SU(m) or Sp(m) for
some m > 1. Then E20,2 = H
G
0 (Hom(Z
n, G)1;H2) = 0.
Proof. For ease of notation we denote Hom(Zn, G)1 simply by X . Let H and K be isotropy
groups of X and assume that gHg−1 6 K for some g ∈ G. If we can show that the map
H2(G/H) = H2(BH ;Z)→ H2(BK;Z) = H2(G/K)
induced by conjugation and inclusion is surjective, then Lemma 3.2 finishes the proof, for
x0 = (1G, . . . , 1G) ∈ X is fixed by the conjugation action and H2(G/G) = H2(BG;Z) = 0
since BG is 3-connected.
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Factoring the map through the isomorphism induced by H → gHg−1, it suffices to prove
surjectivity in the case where H 6 K and H2(BH ;Z) → H2(BK;Z) is induced by the
inclusion of H into K.
To see this we consider first the inclusion of the identity components H0 6 K0. There is
a torus T 6 H0 which is maximal for both H0 and K0 as both groups have maximal rank.
By [16, Theorem V 7.1] the maps π1(T ) → π1(H0) and π1(T ) → π1(K0) induced by the
inclusions are both surjective. This in turn implies that the map π1(H0)→ π1(K0) induced
by the inclusion is surjective. From the natural isomorphisms
H2(BH0;Z) ∼= π2(BH0) ∼= π1(H0) ,
and the corresponding ones for K0, we derive that H2(BH0;Z)→ H2(BK0;Z) is surjective.
Surjectivity of H2(BH ;Z) → H2(BK;Z) follows then, because there is a commutative
diagram with exact rows
H2(BH0;Z)π0(H) //

H2(BH ;Z)

// 0
H2(BK0;Z)π0(K) // H2(BK;Z) // 0
resulting from the Serre exact sequence of the homotopy fiber sequence
BK0 → BK → Bπ0(K) ,
and the corresponding one for H . In more detail, consider the Serre spectral sequence
E˜2p,q = Hp(π0(K);Hq(BK0;Z)) =⇒ Hp+q(BK;Z) .
As BK0 is path–connected and simply–connected, H0(BK0;Z) ∼= Z is the trivial π0(K)-
module and H1(BK0;Z) = 0. In particular, both E˜21,1 and E˜
2
2,1 vanish.
Now observe that π0(K) is a cyclic group; if n = 2, then this is Lemma 3.4, and if G is
either SU(m) or Sp(m), then K is connected by Lemma 3.3. As a consequence, we have
that H2(π0(K);Z) = 0 and, therefore, E˜22,0 = 0. Furthermore, we can identify E˜
2
0,2 with the
coinvariants H2(BK0;Z)π0(K). The vanishing of E˜
2
2,1 implies that E˜
3
0,2 = E˜
2
0,2. It follows that
E˜40,2 = H2(BK0;Z)π0(K)/Im(d3 : E˜
3
3,0 → E˜
3
0,2) .
For degree reasons, the differentials from or to E˜r0,2 are zero when r > 4, which implies that
E˜∞0,2 = E˜
4
0,2. As a result, there is an exact sequence
0→ Im(d3 : E˜
3
3,0 → E˜
3
0,2)→ H2(BK0;Z)π0(K) → H2(BK;Z)→ 0 ,
and a corresponding exact sequence for H . The diagram is obtained by naturality of the
Serre spectral sequence. 
As a consequence of Proposition 3.5 we obtain the following theorem, which was stated in
the introduction in terms of π2 rather than H2 (the two statements being equivalent by the
Hurewicz theorem).
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Theorem 3.6. Suppose that G is SU(m) or Sp(m) with m > 1. For every n > 1 the
quotient map π : Hom(Zn, G)→ Rep(Zn, G) induces an isomorphism
H2(Hom(Zn, G);Z) ∼= H2(Rep(Zn, G);Z) .
Proof. Let X := Hom(Zn, G) and consider the Bredon spectral sequence
E2p,q = H
G
p (X ;Hq) =⇒ Hp+q(EG×G X ;Z) .
As pointed out before, the map we aim to show is an isomorphism is identified with the
composite
H2(EG×G X ;Z)→ E∞2,0 →֒ E
2
2,0 .
By Lemma 3.3, G acts on X with connected isotropy groups, hence E2p,1 = H
G
p (X ;H1) = 0
for all p > 0. This implies that d2 : E
2
2,0 → E
2
0,1 is trivial, so that E
∞
2,0
∼= E22,0. Now
E20,2 vanishes by Proposition 3.5, whence the only possibly non-zero term of total degree
two on the E∞-page is E∞2,0. Consequently, the projection H2(EG ×G X ;Z) → E
∞
2,0 is an
isomorphism. 
As a result, the computation of π2(Hom(Zn, G)) for G = SU(m) or G = Sp(m) is reduced
to the calculation of H2(Rep(Zn, G);Z). This will be adressed in Section 4.
For the case of commuting pairs we record an intermediate result in the following lemma.
Lemma 3.7. Let G be a simply–connected and simple compact Lie group. Then
π2(Hom(Z2, G)) ∼= Z⊕ E21,1 ,
where E21,1 = H
G
1 (Hom(Z
2, G);H1) is a finite group. Moreover, the image of
π∗ : π2(Hom(Z2, G))→ π2(Rep(Z2, G))
is a finite index subgroup dZ ⊆ Z where d equals the order of E20,1 = H
G
0 (Hom(Z
2, G);H1).
Proof. In the Bredon spectral sequence for Hom(Z2, G) we have that E22,0 ∼= Z (see Figure
1), and E20,2 = 0 by Proposition 3.5. Because EG ×G Hom(Z
2, G) is simply–connected, we
must have E∞0,1 = 0. The only way this can happen is by d2 : E
2
2,0 → E
2
0,1 being surjective.
As all isotropy groups of Hom(Z2, G) are compact, the coefficient systemH1 takes values in
finite abelian groups. Since Hom(Z2, G) is compact, E20,1 = H
G
0 (Hom(Z
2, G);H1) is finitely
generated. Together this implies that E20,1 is finite. Therefore, the subgroup E
∞
2,0 6 E
2
2,0 is
ker(d2) ∼= dZ, where d is the order of the cyclic group E20,1.
Finally, E∞1,1
∼= E21,1 because E
2
3,0 = 0. Since E
∞
2,0 = ker(d2)
∼= Z is free, we have that
π2(Hom(Z2, G)) ∼= E∞2,0 ⊕ E
2
1,1. 
The groups HGp (Hom(Z
2, G);H1), p > 0 will be calculated in Section 5.
4. Commuting n-tuples in SU(m) and Sp(k)
In this section we focus on the cases G = SU(m) and G = Sp(k). Since Hom(Zn, G) and
Rep(Zn, G) are path–connected for all n > 1, we will omit the subscript 1 in this section.
Theorem 4.1. Let n > 1. Then
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(i) for every m > 3 there is an isomorphism
π2(Hom(Zn, SU(m))) ∼= Z(
n
2) ,
and the standard inclusion SU(m)→ SU(m+ 1) induces an isomorphism
π2(Hom(Zn, SU(m)))
∼=
−→ π2(Hom(Zn, SU(m+ 1))) ,
(ii) for every k > 1 there is an isomorphism
π2(Hom(Zn, Sp(k))) ∼= Z(
n
2) ⊕ (Z/2)2
n−1−n−(n2) ,
and the standard inclusion Sp(k)→ Sp(k + 1) induces an isomorphism
π2(Hom(Zn, Sp(k)))
∼=
−→ π2(Hom(Zn, Sp(k + 1))) .
Proof. Let us first consider the quaternionic unitary groups Sp(k) with k > 1. Because of
Theorem 3.6 it suffices to calculate H2(Rep(Zn, Sp(k));Z). By [2, Proposition 6.3] there is a
homeomorphism Rep(Zn, Sp(k)) ∼= SP k((S1)n/Z/2), where SP k denotes the k-th symmetric
power. Here Z/2 acts by complex conjugation on S1 ⊆ C and diagonally on (S1)n. Under
this identification the inclusion Sp(k)→ Sp(k+ 1) given by block sum with a 1× 1 identity
matrix induces the natural inclusion SP k((S1)n/Z/2) → SP k+1((S1)n/Z/2). For the space
(S1)n/Z/2 we know by [2, Proposition 6.9] that
H1((S1)n/Z/2;Z) = 0 and H2((S1)n/Z/2;Z) ∼= Z(
n
2) ⊕ (Z/2)2
n−1−n−(n2) .
This together with the theorem of Dold and Thom imply that SP∞((S1)n/Z/2) is a simply–
connected space, and
H2(SP
∞((S1)n/Z/2);Z) ∼= π2(SP∞((S1)n/Z/2)) ∼= Z(
n
2) ⊕ (Z/2)2
n−1−n−(n2).
By Steenrod’s splitting [47, Section 22] the map SP k((S1)n/Z/2) → SP k+1((S1)n/Z/2) is
split injective in homology for every k > 1. As the groups H2(SP
k((S1)n/Z/2);Z) for k = 1
and k =∞ agree, each of the maps
H2(SP
k((S1)n/Z/2);Z)→ H2(SP k+1((S1)n/Z/2);Z)
must be an isomorphism. This proves part (ii) of the theorem.
Consider now the special unitary group SU(m). By [32, Proposition 4.4] the space
Rep(Zn, SU(m)) is homotopy equivalent to the universal cover of Rep(Zn, U(m)). There
is a homeomorphism Rep(Zn, U(m)) ∼= SPm((S1)n), so that we obtain
π2(Rep(Zn, SU(m))) ∼= π2(SPm((S1)n)) .
By the Dold-Thom theorem, there is an isomorphism
π2(SP
∞((S1)n)) ∼= H2((S1)n;Z) ∼= Z(
n
2) .
To prove part (i) of the theorem it suffices to show that for every m > 3 the natural map
SPm((S1)n) → SP∞((S1)n) induces an isomorphism of second homotopy groups. But this
follows at once from the unpublished preprint [48, Section 8], where it is shown that for a
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connected based CW complex X and every k > 0 the map πk(SP
m(X)) → πk(SP
m+1(X))
is an isomorphism whenever m > k. 1 
Remark 4.2. As SU(2) ∼= Sp(1) also the case of SU(2) is covered by Theorem 4.1.
In the case of commuting pairs the inclusion SU(2) →֒ SU(3) induces an isomorphism
π2(Hom(Z2, SU(2))) ∼= π2(Hom(Z2, SU(3))). This follows from Theorem 3.6 and the fact
that the induced map of representation spaces Rep(Z2, SU(2)) → Rep(Z2, SU(3)) can be
identified with the standard inclusion CP1 ⊆ CP2 as shown in [32, Lemma 5.4].
5. Commuting pairs in a simple and simply–connected group
Throughout this section G will denote a simply–connected and simple compact Lie group
of rank r > 1, unless stated otherwise. In this case Hom(Z2, G) is path–connected and
simply–connected, hence we will drop the subscript 1 from the notation. One objective of
this section is to prove Theorem 5.21, which asserts that π2(Hom(Z2, G)) ∼= Z and on π2 the
map Hom(Z2, G)→ Rep(Z2, G) induces multiplication by the Dynkin index of G.
In view of Lemma 3.7 the proof amounts to a calculation of HGp (Hom(Z
2, G);H1) for
p = 0, 1. Note that, by Lemma 3.4, π0(H) is abelian as H ranges over the isotropy groups
of Hom(Z2, G). Thus,
H1(G/ZG(x, y)) = H1(BZG(x, y);Z) ∼= π0(ZG(x, y)) ,
for all (x, y) ∈ Hom(Z2, G). This justifies introducing the coefficient system
π0 : G/ZG(x, y) 7→ π0(ZG(x, y)) ,
which we will use from now on instead of H1.
5.1. The component group π0(ZG(x, y)). In order to calculate the homology groups
HG∗ (Hom(Z
2, G); π0) we must acquire a good understanding of the coefficient system π0.
Thus, our first goal is to describe the group of components of the centralizer ZG(x, y) of a
pair (x, y) ∈ Hom(Z2, G). The description will be in terms of the fundamental group of the
derived group DZG(x) (Lemma 5.2). This description can be found in [11], but since the
proofs may not be easy to find we include them here for convenience.
We begin by explaining some of our notation regarding root systems and the fundamental
alcove. Let gC be the complexified Lie algebra of G. As a Cartan subalgebra of gC we
choose tC, the complexification of the Lie algebra t of the maximal torus T . We will work
with the real roots of the root system associated with (gC, tC). Thus the roots are R-valued
functionals α : t→ R such that the weight space
gα = {Z ∈ gC | [H,Z] = 2πiα(H)Z for all H ∈ tC}
is non-trivial. Choose a W -invariant inner product 〈·, ·〉 on t. For each root α ∈ t∗ we
can find a unique element hα ∈ t such that α(H) = 〈H, hα〉 for every H ∈ t. Define
α∨ = 2hα/〈hα, hα〉 ∈ t. The element α
∨ is called the coroot associated to the root α and
1For the particular case X = (S1)n this stabilization result can also be proved directly by constructing a
suitable CW-structure on SPm((S1)n). However, to avoid digression, we chose not to include a proof of this
fact.
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is independent of the choice of inner product 〈·, ·〉. Let ∆ = {α1, . . . , αr} be a fixed set of
simple roots for (gC, tC) and α0 the lowest root. We can write −α
∨
0 in the form
−α∨0 = n
∨
1α
∨
1 + n
∨
2α
∨
2 + · · ·+ n
∨
r α
∨
r
for unique integers n∨1 , n
∨
2 , . . . , n
∨
r > 1 which we call the coroot integers of G. It will be
convenient to set n∨0 := 1. The coroot integers n
∨
0 , . . . , n
∨
r can be found, for instance, in the
appendix of [11] and they are also listed in Table 1.
Within t we find the coroot lattice Q∨ defined as the Z-span of {α∨1 , . . . , α
∨
r } ⊆ t, and
the integral lattice Λ := ker(exp : t → T ) which contains Q∨. In general, these two lattices
determine the fundamental group of G by the well known formula
π1(G) ∼= Λ/Q
∨ ,
see [15, IX §4.9 Theorem 2(b)]. Since we assume that G is simply–connected, we have that
Λ = Q∨.
Let A = A(∆) ⊆ t be the closed alcove contained in the closed Weyl chamber determined
by ∆ and that contains 0 ∈ t. The alcove A is an r-dimensional simplex supported by the
hyperplanes {αj = 0} for 1 6 j 6 r and the affine hyperplane {α0 = −1}. (If G were
semisimple, then A would be the product of the alcoves of its simple factors.) As explained
in [15, IX §5.2 Corollary 1], since G is compact and simply–connected, the exponential map
induces a homeomorphism
A
∼=
−→ T/W .
In particular, every x ∈ G is conjugate to an element of the form exp(x˜) for a uniquely
determined x˜ ∈ A. Thus, for the purpose of describing ZG(x) we may assume that x = exp(x˜)
for some x˜ ∈ A. In this case we choose T 6 ZG(x) as a maximal torus for ZG(x).
Let ∆˜ := ∆∪ {α0} be the extended set of simple roots. Abusing notation slightly, we will
sometimes regard ∆˜ simply as the set of indices {0, 1, . . . , r} of the extended set of simple
roots. Let ∆˜(x) ⊆ ∆˜ be the proper subset defined by
(2) ∆˜(x) := {α ∈ ∆˜ | x˜ lies in the wall of A determined by α} .
Let Q∨(x) 6 Q∨ be the sublattice of the coroot lattice spanned by {α∨i | i ∈ ∆˜(x)}. Then
∆˜(x) is a system of simple roots for ZG(x) relative to T , and Q
∨(x) is the corresponding
coroot lattice, see for example [16, V.2 Proposition 2.3(ii)]. As ZG(x) has the same integral
lattice as G we have
(3) π1(ZG(x)) ∼= Λ/Q
∨(x) ∼= Q∨/Q∨(x) .
The following lemma is a combination of Corollary 3.1.3 and Proposition 7.6.1 of [11]. A
proof of the first part may be found in [27, Theorem 1].
Lemma 5.1. The fundamental group of DZG(x) is isomorphic to the torsion subgroup of
Q∨/Q∨(x) and is a cyclic group of order
n∨(x) := gcd{n∨i | i ∈ ∆˜\∆˜(x)} .
A representative in Q∨ for the generator of π1(DZG(x)) is
ζ(x) :=
1
n∨(x)
∑
i∈∆˜\∆˜(x)
n∨i α
∨
i .
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Moreover, if x′ = exp(x˜′) is such that x˜′ ∈ A and ZG(x) 6 ZG(x
′), then the inclusion
ZG(x)→ ZG(x
′) induces an injection π1(DZG(x))→ π1(DZG(x
′)) sending
ζ(x) 7→
n∨(x′)
n∨(x)
ζ(x′) .
Proof. By [15, IX §4.6 Corollary 3] the inclusion DZG(x)→ ZG(x) induces an isomorphism
of π1(DZG(x)) onto the torsion subgroup of π1(ZG(x)) ∼= Q
∨/Q∨(x).
Writing the coroot lattice as Q∨ = (
⊕
i∈∆˜ Z〈α
∨
i 〉)/Z〈
∑
i∈∆˜ n
∨
i α
∨
i 〉, we may write Q
∨/Q∨(x)
in the form
Q∨/Q∨(x) ∼=
 ⊕
i∈∆˜\∆˜(x)
Z〈α∨i 〉
 /Z〈 ∑
i∈∆˜\∆˜(x)
n∨i α
∨
i 〉 =
 ⊕
i∈∆˜\∆˜(x)
Z〈α∨i 〉
 /Z〈n∨(x)ζ(x)〉 .
Since ζ(x) is a linear combination of {α∨i | i ∈ ∆˜\∆˜(x)} with coprime coefficients, it can be
completed to a basis of
⊕
i∈∆˜\∆˜(x) Z〈α
∨
i 〉. In this basis it becomes obvious that Q
∨/Q∨(x) ∼=
Z|∆˜\∆˜(x)|−1 ⊕ Z/n∨(x), where Z/n∨(x) is generated by the image of ζ(x).
For the second part notice that ZG(x) 6 ZG(x
′) implies that every wall of A containing
x˜ also contains x˜′, hence ∆˜(x) ⊆ ∆˜(x′). Therefore, Q∨(x) 6 Q∨(x′) and by naturality
of the isomorphism (3) the map π1(ZG(x)) → π1(ZG(x
′)) corresponds to the projection
Q∨/Q∨(x)→ Q∨/Q∨(x′). On the torsion subgroups this projection maps
ζ(x) 7→
1
n∨(x)
∑
i∈∆˜\∆˜(x′)
n∨i α
∨
i =
n∨(x′)
n∨(x)
ζ(x′) ,
which is an injection Z/n∨(x)→ Z/n∨(x′). 
Let (x, y) ∈ Hom(Z2, G) and let y˜ denote a lift of y ∈ ZG(x) in the universal covering
group Z˜G(x). The component group π0(ZG(x, y)) may be described as follows.
Lemma 5.2. For z ∈ ZG(x, y) let [z] ∈ π0(ZG(x, y)) denote the path component determined
by z. Let z˜ be any lift of z in Z˜G(x). Then the map
δy : π0(ZG(x, y))→ π1(DZG(x)) 6 Z(D˜ZG(x))
defined by δy([z]) = [y˜, z˜] is an injective group homomorphism.
Proof. We follow [11, Section 7.3]. Consider the universal covering sequence
1→ Q∨/Q∨(x)→ Z˜G(x)→ ZG(x)→ 1 .
The sequence is acted upon by the cyclic group 〈y˜〉 through conjugation by y˜ on Z˜G(x) and
by y on ZG(x), leaving invariant the central subgroup Q
∨/Q∨(x). Passing to fixed points
and noting that ZG(x)
〈y˜〉 ∼= ZG(x, y) yields the exact sequence
1→ Q∨/Q∨(x)→ Z˜G(x)
〈y˜〉
→ ZG(x, y)
δ
−→ Q∨/Q∨(x) ,
where the connecting homomorphism δ is defined by δ(z) = z˜y˜ z˜−1 = [y˜, z˜].
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Now Z˜G(x)
〈y˜〉
is connected, by [15, IX §5.3 Corollary 1], because it is the centralizer of y˜
in the simply–connected group Z˜G(x). Therefore, Z˜G(x)
〈y˜〉
maps to the identity component
of ZG(x, y). Since Q
∨/Q∨(x) is discrete, and by exactness, δ descends to an injective map
δy : π0(ZG(x, y))→ Q
∨/Q∨(x).
To finish the proof, note that π0(ZG(x, y)) is finite, since ZG(x, y) is compact, so δy factors
through the torsion subgroup of Q∨/Q∨(x). By Lemma 5.1, the latter is identified with
π1(DZG(x)). 
Lemma 3.4 is now immediate:
Proof of Lemma 3.4. Let (x, y) ∈ Hom(Z2, G). By Lemmas 5.1 and 5.2, π0(ZG(x, y)) is a
subgroup of a cyclic group of order n∨(x). A look at the coroot diagrams in the appendix
of [11] (or at Table 1) shows that 1 6 n∨(x) 6 6. But then π0(ZG(x, y)) must also be cyclic,
and of order at most six. 
For later use we record a further consequence of the preceding lemmas, a special case of
[11, Corollary 7.6.2].
Lemma 5.3. Let x = exp(x˜) and x′ = exp(x˜′) for some x˜, x˜′ ∈ A, and let y, y′ ∈ T . Suppose
that ZG(x) 6 ZG(x
′) and ZG(x, y) 6 ZG(x
′, y′). Then the map π0(ZG(x, y))→ π0(ZG(x
′, y′))
induced by the inclusion is injective.
Proof. By naturality of the connecting homomorphism, there is a commutative diagram
π0(ZG(x, y))
δy //

π1(DZG(x))

π0(ZG(x
′, y′))
δy′ // π1(DZG(x
′))
in which the left hand vertical map is induced by the inclusion ZG(x, y) 6 ZG(x
′, y′), and the
one on the right is induced by the inclusion ZG(x)→ ZG(x
′). The assertion follows, because
δy is injective by Lemma 5.2, and π1(DZG(x))→ π1(DZG(x
′)) is injective by Lemma 5.1. 
5.2. Equivariant cell structure. We will now describe Hom(Z2, G) as a G-equivariant
CW-complex. This will enable us to compute the p-localization of HG∗ (Hom(Z
2, G); π0) as
the homology of a certain G-subcomplex of Hom(Z2, G), see Corollary 5.7.
The G-CW-structure on Hom(Z2, G) is obtained from the simplicial structure of the Weyl
alcove A as follows. Recall that Rep(Z2, G) ∼= T 2/W and T/W ∼= A. Let
pi : Hom(Z2, G)→ A , i = 1, 2
be the composition of the quotient map π : Hom(Z2, G) → Rep(Z2, G) and the projection
onto the i-th component T 2/W → A. Let Fn, n = 0, . . . , r, denote the set of n-dimensional
faces of A.
A has a standard CW-structure whose set of n-cells is Fn. Let (A×A)
(n) be the n-skeleton
of A×A in the product CW-structure. Define
Hom(Z2, G)(n) := (p1 × p2)−1((A×A)(n)) .
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This defines an increasing sequence of G-spaces
(4) Hom(Z2, G)(0) ⊆ Hom(Z2, G)(1) ⊆ · · · ⊆ Hom(Z2, G)(2r) = Hom(Z2, G)
such that Hom(Z2, G)(n) is obtained from Hom(Z2, G)(n−1) by attaching a set of equivariant
n-cells, as we now explain.
Notation. To simplify the notation, we identify A with a subset of T without making the
exponential map explicit. For a face σ ⊆ A we let b(σ) ∈ σ denote its barycenter. Since the
centralizer ZG(x) of some x ∈ G equals the stabilizer of x under the conjugation action of
G on itself, we may write Gx instead of ZG(x). Moreover, since a face σ ⊆ A is pointwise
fixed if and only if b(σ) is fixed, we shall write Gσ for Gb(σ). Similarly, we write
Wσ for the isotropy group of b(σ) ∈ T under the action of W ,
G(x,y) for the centralizer ZG(x, y),
G(σ,wτ) for G(b(σ),wb(τ)) where w ∈ W and σ, τ are faces of A.
For each pair of faces σ, τ of A, let C(σ, τ) denote a complete set of representatives for the
double cosets Wσ\W/Wτ . For n > 0 the indexing set Jn of the G-n-cells is
Jn =
⊔
(σ,τ)∈Fi×Fj
i+j=n
C(σ, τ) .
The G-n-cells {enα | α ∈ Jn} are built from the faces of the alcove A in the following
fashion. Given α = (σ, τ, w) ∈ Jn, the closed G-n-cell e
n
α ⊆ Hom(Z
2, G) is of the form
enα = φ
n
α(G/G(σ,wτ) × σ × τ) where the characteristic map φ
n
α is given by
φnα : G/G(σ,wτ) × σ × τ → Hom(Z
2, G)
(gG(σ,wτ), x, y) 7→ (x, wy)
g .
Here the superscript g indicates simultaneous conjugation by g.
In the definition of φnα it must be checked that the right hand side is independent of
the choice of representative for the coset gG(σ,wτ). To see this notice that Gσ 6 Gx and
Gwτ = G
w˜
τ 6 G
w˜
y = Gwy where w˜ ∈ NG(T ) is a lift of w ∈ W . Therefore,
(5) G(σ,wτ) = Gσ ∩Gwτ 6 Gx ∩Gwy = G(x,wy) ,
showing that φnα is well defined.
Lemma 5.4. The filtration (4) is a G-CW-structure on Hom(Z2, G) whose set of G-n-cells
is {enα | α ∈ Jn}.
Proof. Set Hom(Z2, G)(−1) := ∅ and assume n > 0. Let P denote the pushout of⊔
(σ,τ,w)∈Jn
G/G(σ,wτ) × σ × τ ←−
⊔
(σ,τ,w)∈Jn
G/G(σ,wτ) × ∂(σ × τ)
⊔Jnf
n
α
−−−−→ Hom(Z2, G)(n−1)
where the attaching maps {fnα | α ∈ Jn} arise as the restriction of the characteristic maps
{φnα | α ∈ Jn} to the boundary of the complex σ × τ . We must show that the map
h : P → Hom(Z2, G)(n)
ON THE SECOND HOMOTOPY GROUP OF SPACES OF COMMUTING ELEMENTS 19
induced by the characteristic maps and the inclusion Hom(Z2, G)(n−1) →֒ Hom(Z2, G)(n) is
a homeomorphism. In fact, as P is compact and Hom(Z2, G)(n) is Hausdorff, it is enough to
show h is a bijection.
Clearly, the image of h contains Hom(Z2, G)(n−1) ⊆ Hom(Z2, G)(n). Now suppose that
(z1, z2) ∈ Hom(Z2, G)(n)\Hom(Z2, G)(n−1). Since G is assumed simply–connected, there
exists g ∈ G such that (z1, z2) = (x, w
′y)g for some w′ ∈ W and uniquely determined
x, y ∈ A. Furthermore, there are unique faces σ ∈ Fi and τ ∈ Fn−i such that (x, y) is in
the relative interior of σ × τ . Now suppose that w ∈ C(σ, τ) represents the double coset
determined by w′. Then w′ = awb for a ∈ Wσ and b ∈ Wτ . Thus, (x, w
′y) = (x, wy)a˜
where a˜ ∈ NG(T ) is a lift of a. Now φ
n
(σ,τ,w) : (ga˜G(σ,wτ), x, y) 7→ (z1, z2) showing that h is
surjective.
Now suppose that p, p′ ∈ P and h(p) = h(p′). If either p or p′ is represented by an element
of Hom(Z2, G)(n−1) then so is the other. It follows that p = p′ as Hom(Z2, G)(n−1) →֒
Hom(Z2, G)(n) is injective.
If neither p nor p′ lifts to Hom(Z2, G)(n−1), then h(p) and h(p′) each lie in the image of
a charactersitic map. This means that there are (σ, τ, w), (σ′, τ ′, w′) ∈ Jn and g, g
′ ∈ G
such that h(p) = (x, wy)g and h(p′) = (x′, w′y′)g
′
for some (x, y) ∈ int(σ × τ) and (x′, y′) ∈
int(σ′ × τ ′) (where int denotes the relative interior of a cell). Then
(x, wy) ≡ (x′, w′y′) modulo W ,
which implies that x = x′ and y = y′ (by projecting to A×A), and further that σ = σ′ and
τ = τ ′ as every point of A × A lies in the relative interior of a unique cell. Let w′′ ∈ W
be such that (x, wy) = (w′′x, w′′w′y). Then w′′ ∈ Wσ and w
−1w′′w′ ∈ Wτ . This implies
that w ∈ C(σ, τ) and w′ ∈ C(σ, τ) represent the same double coset, hence w = w′. Finally,
(x, wy)g = (x, wy)g
′
implies that g ≡ g′ modulo G(σ,wτ), and therefore p = p
′. It follows that
h is injective. 
Remark 5.5. In the same way, one can construct a G-CW-structure on Hom(Zk, G)1 for
any k > 1. The G-n-cells are then indexed over k-tuples (σ1, . . . , σk) ∈ Fi1 × · · · × Fik
such that
∑
j ij = n and a complete set of representatives C(σ1, . . . , σk) for the W -orbits
of the diagonal W -set W/Wσ1 × · · · × W/Wσk . (When k = 2 the latter reduces to a set
of representatives for the double cosets Wσ1\W/Wσ2 .) This, in fact, gives the indexing set
of the n-cells in a (non-equivariant) CW-structure on T k/W . A proof analogous to that of
Lemma 5.4 then shows that this CW-structure can be lifted to a G-equivariant CW-structure
on Hom(Zk, G)1.
Let π0(G(x,y))(p) = π0(G(x,y))⊗ZZ(p) denote the localization of the abelian group π0(G(x,y))
(see Lemma 3.4) at p. Relative to the CW-structure just described we have:
Lemma 5.6. Let p be a prime. The subspace XG(p) ⊆ Hom(Z2, G) defined by
XG(p) := {(x, y) ∈ Hom(Z2, G) | π0(G(x,y))(p) 6= 0}
is a G-subcomplex of Hom(Z2, G).
Proof. It is clear that XG(p) is a union of open G-cells. We must show that it is also a union
of closed G-cells. Let α = (σ, τ, w) ∈ Jn and write
∂enα := e
n
α ∩ Hom(Z
2, G)(n−1) , int(enα) := e
n
α\∂e
n
α .
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Suppose that int(enα) ⊆ XG(p). This means that π0(G(σ,wτ))(p) 6= 0. We are going to show
that ∂enα ⊆ XG(p).
Suppose that (z1, z2) ∈ ∂e
n
α. Then there is g ∈ G such that (z1, z2) = (x, wy)
g where
(x, y) ∈ ∂(σ × τ). In particular, π0(G(z1,z2))
∼= π0(G(x,wy)).
As noted in (5) we have that Gσ 6 Gx and G(σ,wτ) 6 G(x,wy). By Lemma 5.3, the map
π0(G(σ,wτ)) → π0(G(x,wy)) induced by the inclusion is injective. The map remains injective
after p-localization, hence π0(G(x,wy))(p) 6= 0. But this implies that (z1, z2) ∈ XG(p), which
finishes the proof. 
Let us write (π0)(p) for the coefficient system obtained by localizing π0 objectwise at p.
Corollary 5.7. Let P denote the set of primes which divide at least one coroot integer of
G. Then there is an isomorphism
HG∗ (Hom(Z
2, G); π0)
∼=
⊕
p∈P
HG∗ (XG(p); (π0)(p)) .
Proof. We know from Lemma 3.4 that π0 takes values in finite abelian groups. Hence, it
splits as a direct sum of its localizations at the various primes.
On the other hand, we derive from Lemmas 5.1 and 5.2 that (π0)(p) is trivial unless p
divides a coroot integer of G. Therefore, π0
∼=
⊕
p∈P(π0)(p).
The corollary is now a consequence of Lemma 5.6; by definition of XG(p), the inclusion of
the chain complex for H∗(XG(p); (π0)(p)) into the chain complex for H∗(Hom(Z
2, G); (π0)(p))
is an isomorphism. 
To understand why the decomposition of Corollary 5.7 is useful, we must take a closer
look at the coefficient system (π0)(p).
Lemma 5.8. Let p ∈ P. Suppose that G /∈ {E7, E8} or that p > 2. Then
HG∗ (XG(p); (π0)(p))
∼= H∗(RG(p);Z/p)
where RG(p) := XG(p)/G.
Proof. Let G and p be fixed. The assumption that either G /∈ {E7, E8} or that p > 2 will
only become relevant towards the end of the proof.
Let OG denote the orbit category of G, whose objects are the homogeneous spaces G/H
for closed subgroups H 6 G and whose morphisms are the G-equivariant maps. For the
construction of the chain complex C∗(XG(p); π0) only a subcategory O
′
G of OG is relevant,
namely the subcategory generated by the equivariant maps that enter into the definition of
the differentials. To prove the lemma it suffices to show that under the stated assumptions
the restriction of (π0)(p) to O
′
G is naturally isomorphic to the constant coefficient system
Z/p.
The maps defining the differential Cn(XG(p); π0)→ Cn−1(XG(p); π0) arise by considering
the composite of an attaching map fnα for an n-cell e
n
α and the collapse of the complement
of an (n − 1)-cell en−1β into a point [50]. In our situation this looks as follows. Let α =
(σ, τ, w) ∈ Jn, let β = (σ
′, τ ′, w′) ∈ Jn−1, and let e
n
α respectively e
n−1
β be the corresponding
closed cells of Hom(Z2, G). The pair (enα, e
n−1
β ) can contribute to the differential only if
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int(en−1β )∩ ∂e
n
α 6= ∅. Let us assume that the intersection is non-empty. It follows, then, that
σ′ × τ ′ ⊆ ∂(σ × τ) and that en−1β ⊆ ∂e
n
α.
Now int(en−1β ) contains the homeomorphic image (under the characteristic map φ
n−1
β of
en−1β ) of the orbitG/G(σ′,w′τ ′)×{(b(σ
′), b(τ ′))}. The preimage of this orbit under the attaching
map fnα is G/G(σ,wτ) × {(b(σ
′), b(τ ′))}. The composite map
G/G(σ,wτ) × {(b(σ
′), b(τ ′))}
(φn−1
β
)−1◦fnα
−−−−−−−→ G/G(σ′,w′τ ′) × {(b(σ
′), b(τ ′))}
is a G-equivariant map and is therefore determined by the image of eG(σ,wτ). Recalling the
definition of fnα and φ
n−1
β we find that eG(σ,wτ) 7→ g
−1G(σ′,w′τ ′) where g is any element of G
satisfying
(6) (b(σ′), wb(τ ′))g = (b(σ′), w′b(τ ′)) .
(The existence of such g is implicit in the assumption that en−1β ⊆ ∂e
n
α.) In particular, we
have that g ∈ Gσ′ .
Now let O′G be the subcategory of OG generated by the G-maps
G/G(σ,wτ) → G/G(σ′,w′τ ′)
eG(σ,wτ) 7→ g
−1G(σ′,w′τ ′)
where g satisfies condition (6), and σ′ ⊆ σ and τ ′ ⊆ τ . Then O′G includes all morphisms
needed to form the chain complex C∗(XG(p); π0).
We are going to show that the restriction of (π0)(p) to O
′
G is naturally isomorphic to the
constant coefficient system Z/p. Consider a morphism in O′G and let
π0(G(σ,wτ))→ π0(G(σ′,w′τ ′))
be the map obtained by applying π0 to it. It can be factored as the map induced by the
inclusion G(σ,wτ) → G(σ′,wτ ′) and the map induced by conjugation (−)
g : G(σ′,wτ ′) → G(σ′,w′τ ′).
This yields the upper row in the following diagram:
(7) π0(G(σ,wτ)) //
δwb(τ)

π0(G(σ′,wτ ′))
(−)g
//
δwb(τ ′)

π0(G(σ′,w′τ ′))
δw′b(τ ′)

π1(DGσ) // π1(DGσ′) π1(DGσ′)
Z/p
ǫσζ(b(σ))
OO
Z/p.
ǫσ′ζ(b(σ
′))
OO
The first map in the middle row is the one induced by the inclusion Gσ → Gσ′ . Let us show
that the upper half of the diagram commutes. The left hand square commutes by naturality
of the connecting homomorphism. To see that the right hand square commutes, let g˜ denote
a lift of g in the universal cover G˜σ′ , and let z ∈ G(σ′,wτ ′). By definition of the connecting
homomorphism (see Lemma 5.2), we obtain
δw′b(τ ′)(z
g) = [w˜′b(τ ′), z˜g] = [ ˜(wb(τ ′))g, z˜g] = [w˜b(τ ′), z˜]g˜ = δwb(τ ′)(z) .
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In the second equality we used (6), and in the last equality we used the fact that the
commutator is in the center of G˜σ′ .
Next, we are going to show that the vertical arrows in the upper half of the diagram
become isomorphisms after p-localization. Let (x, y) ∈ XG(p) with x ∈ A. Then, by
Lemma 5.2, π1(DGx) contains p-torsion, hence p | n
∨(x) as π1(DGx) ∼= Z/n∨(x). The set
of coroot integers of G displayed in Table 1 is at the same time the set of possible values
that n∨(x) can attain as x ranges over the alcove A. If G /∈ {E7, E8} or p > 2, then n
∨(x)
does not contain repeated primes. Hence, π1(DGx)(p) ∼= Z/p. By Lemma 5.2, the map
δy : π0(G(x,y))→ π1(DGx) is injective, and it remains so after p-localization. It follows that
π0(G(x,y))(p)
∼=
−→ π1(DGx)(p) .
To finish the proof we show that if σ′ ⊆ σ and p | n∨(b(σ)), then the map
π1(DGσ)(p)
∼=
−→ π1(DGσ′)(p)
induced by the inclusion Gσ 6 Gσ′ is naturally isomorphic to the identity at Z/p. This
is achieved by making an appropriate choice of generators. Recall from Lemma 5.1 that
π1(DGσ) is a cyclic group of order n
∨(b(σ)) generated by ζ(b(σ)). Let
ǫσ =

3 if n∨(b(σ)) = 6 and p = 2,
2 if n∨(b(σ)) = 6 and p = 3,
1 otherwise.
Then Z/p → π1(DGσ) sending 1 7→ ǫσζ(b(σ)) is injective and becomes an isomorphism
after p-localization. Moreover, the map π1(DGσ)→ π1(DGσ′) sends ǫσζ(b(σ)) 7→ ǫσ′ζ(b(σ
′))
by the second part of Lemma 5.1. This demonstrates commutativity of the lower part of
diagram (7). As a consequence, (the p-localization of) diagram (7) establishes a natural
isomorphism of (π0)(p) with Z/p as asserted. 
Let us comment on what happens when G ∈ {E7, E8} and p = 2. Let us restrict the
coefficient system π(0) to the G-subcomplex XG(2) of Hom(Z
2, G). According to Table 1 the
coefficient system (π0)(2) can now evaluate to Z/2 and Z/4. Thus, in contrast to Lemma 5.8
it need not be isomorphic to a constant coefficient system. To handle these cases we observe
that the argument of Lemma 5.6 shows that
XG(4) := {(x, y) ∈ XG(2) | π0(G(x,y))(2) ∼= Z/4}
is a G-subcomplex of XG(2). Restricted to XG(4) the coefficient system (π0)(2) is naturally
isomorphic to Z/4 and as a consequence we obtain the following.
Lemma 5.9. Let G = E7 or G = E8. Then
HG∗ (XG(4); (π0)(2))
∼= H∗(RG(4);Z/4) ,
where RG(4) := XG(4)/G.
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5.3. The quotient spaces RG(p). Recall the G-CW-complex
XG(p) = {(x, y) ∈ Hom(Z2, G) | π0(ZG(x, y))(p) 6= 0}
and its orbit space RG(p) = XG(p)/G. At this point, we have reduced the computation of
HG∗ (Hom(Z
2, G); π0) to a computation of the non-equivariant homology of RG(p), with an
exception when G is E7 or E8. As RG(p) is the orbit space of a G-subcomplex of Hom(Z2, G)
it is a subcomplex in the induced CW-structure of T 2/W . It would be interesting to describe
this subcomplex, but here we will content ourselves with a calculation of the homology of
RG(p). This will be achieved by providing an explicit homotopy equivalence of RG(p) with
a weighted projective space.
Let w = (w0, . . . , wr) be a tuple of positive integers. Consider the weighted action of the
circle group S1 ⊆ C on the unit sphere S2r+1 ⊆ Cr+1 defined by
λ · (z0, . . . , zr) = (λ
w0z0, . . . , λ
wrzr) (λ ∈ S1, (z0, . . . , zr) ∈ S2r+1) .
The quotient space
CP(w) := S2r+1/S1
w
is called a weighted projective space. Here we use the subscript w to indicate the weighted S1-
action. The most familiar example arises when w = (1, . . . , 1) in which case CP(w) = CPr
is the usual complex projective space.
Recall that, relative to a fixed simply–connected simple compact Lie group G, we let
P = {n∨1 , . . . , n
∨
r }\{1, 4, 6}∩ {n
∨
1 , . . . , n
∨
r } denote the set of primes dividing a coroot integer
of G. Define
Z := {n∨1 , . . . , n
∨
r }\{1, 6} ∩ {n
∨
1 , . . . , n
∨
r } .
Thus Z = P except when G is E7 or E8 in which case Z = P ∪ {4}. The objective of this
subsection is to prove:
Proposition 5.10. Let n∨ = (n∨0 , . . . , n
∨
r ) be the tuple of coroot integers of G and let p ∈ Z
be fixed. Let n∨(p) = (n∨i0 , . . . , n
∨
ik
) denote the tuple obtained from n∨ by removing those
entries that are not divisible by p. Let ιp : CP(n∨(p)) → CP(n∨) be the map defined in
homogeneous coordinates by [y0, . . . , yk] 7→ [z0, . . . , zr] where zl = yj if l = ij for some
0 6 j 6 k, and zl = 0 otherwise. Then there is a commutative diagram
RG(p)
≃ //

CP(n∨(p))
ιp

Rep(Z2, G) ≃ // CP(n∨)
in which the horizontal arrows are homotopy equivalences and the left hand vertical arrow is
the subspace inclusion.
Like any complete toric variety a weighted projective space is simply–connected (for the
definition of weighted projective space as a toric variety see for example [20, p. 35], and
for the result on the fundamental group see [20, Section 3.2]). The integral cohomology of
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CP(w) was computed by Kawasaki in [28, Theorem 1]. The homology is then obtained from
the universal coefficient theorem:
(8) Hk(CP(w);Z) ∼=
{
Z , if k 6 2r is even,
0 , otherwise.
In view of this result we have:
Corollary 5.11. Let p ∈ P and assume that G 6∈ {E7, E8} or that p > 2. Then
HGk (XG(p); (π0)(p))
∼=
{
Z/p , if k 6 2(ℓ− 1) is even,
0 , otherwise,
where ℓ > 1 is the number of coroot integers of G divisible by p.
Proof. By Lemma 5.8, HG∗ (XG(p); (π0)(p))
∼= H∗(RG(p);Z/p). By Proposition 5.10, RG(p)
is homotopy equivalent to a weighted projective space of complex dimension ℓ − 1. The
homology groups follow therefore from Kawasaki’s computation (8). 
Our approach to Proposition 5.10 is as follows. The homotopy equivalence Rep(Z2, G) ≃
CP(n∨) will be obtained as a composite of maps,
(9) Rep(Z2, G)
∼=
−→ A⊗I F
≃
−→ A⊗I F¯
∼=
−→ CP(n∨) .
The two spaces in the middle are certain coends that will be defined below, and the homotopy
equivalence is induced from a natural equivalence of diagrams F
∼
−→ F¯ . The equivalence
RG(p) ≃ CP(n∨(p)) will be obtained from this by restriction to subspaces, whence the
diagram in Proposition 5.10 will commute by construction.
In brief, the homotopy equivalence Rep(Z2, G) ≃ CP(n∨) is given by
(10) (x, y) modulo G 7→ (a0, a1t1, . . . , artr)/
√√√√ r∑
i=0
a2i modulo S
1
n
∨ ,
where x ∈ A and (a0, . . . , ar) ∈ ∆
r are the barycentric coordinates of x, and y ∈ T and
(t1, . . . , tr) ∈ (S1)r are the coordinates of y with respect to the one-parameter subgroups of
T determined by the coroots α∨1 , . . . , α
∨
r . This will be clear once we have proved Lemma
5.19.
To describe the first one of the two homeomorphisms in (9) we will regard Rep(Z2, G)
and RG(p) as spaces over the alcove A. Fix p ∈ Z. For an integer m let A(m) ⊆ A be the
subspace of the fundamental alcove defined by
x ∈ A(m)⇐⇒ m | n∨(x) .
This is again a simplex, in fact, a face of A as we explain below (Lemma 5.14). Note that
if (x, y) ∈ XG(p) and x ∈ A, then p | n
∨(x), hence x ∈ A(p). Thus, there is a commutative
diagram
RG(p) //
q

Rep(Z2, G)
pr1

A(p) // A
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in which pr1 is the projection of Rep(Z
2, G) onto the first component and q is its restriction
to the subspace RG(p). The two horizontal maps are the inclusions. We will describe the
fibers of pr1 and q.
Notation. When K is a group, we write K/AdK for the quotient by the conjugation (or
adjoint) action of K on itself. The conjugacy class of an element g ∈ K is denoted by
(g) ∈ K/AdK . Similarly, given (x, y) ∈ Hom(Z2, G) we write ((x, y)) ∈ Rep(Z2, G) for its
equivalence class under simultaneous conjugation. When (x, y) ∈ T 2, we will also write
((x, y)) ∈ T 2/W for its equivalence class under the diagonal action of W .
Clearly, if x ∈ A, then the assignment (y) 7→ ((x, y)) defines a homeomorphism
(11) ZG(x)/AdZG(x)
∼= pr−11 (x) .
On the other hand, if x ∈ A(p), then q−1(x) = pr−11 (x) ∩ RG(p) corresponds to a subspace
of ZG(x)/AdZG(x). To describe it we rewrite (11) using the finite covering
ρ : D˜ZG(x)× Z(ZG(x))0 → ZG(x)
(g, t) 7→ u(g)t ,
where Z(ZG(x))0 is the identity component of the center of ZG(x), and u : D˜ZG(x) →
DZG(x) is the universal covering (see [15, IX §1.4 Corollary 1]). There is a finite subgroup
C 6 Z(D˜ZG(x))× Z(ZG(x))0 such that ρ descends to an isomorphism
(12) D˜ZG(x)×C Z(ZG(x))0
∼=
−→ ZG(x) .
Under this isomorphism (11) becomes
(13) pr−11 (x)
∼=
(
D˜ZG(x)/Ad ˜DZG(x)
)
×C Z(ZG(x))0 .
Here C acts on the adjoint orbits in the natural way: If K is any group, then an action of
the center Z(K) on K/AdK is defined by
(14) c · (g) = (cg) , (c ∈ Z(K), g ∈ K) .
We can now describe the fibers of q : RG(p)→ A(p).
Lemma 5.12. Let p ∈ Z, and let x ∈ A(p). Then, there is an element ξ(x) ∈ Z(D˜ZG(x))
and a homeomorphism
q−1(x) ∼=
(
D˜ZG(x)/AdD˜ZG(x)
)〈ξ(x)〉
×C Z(ZG(x))0 .
Note that both C and 〈ξ(x)〉 act through subgroups of the center Z(D˜ZG(x)). As the
center is abelian, the two actions commute, and there is an induced action of C on the
〈ξ(x)〉-fixed points.
Proof. Let us discuss the case where p is a prime. The case p = 4 is treated analogously, see
Remark 5.13. By definition of RG(p) and the isomorphism (11) we have that
(15) q−1(x) ∼= {y ∈ ZG(x) | π0(ZG(x, y))(p) 6= 0}/AdZG(x) .
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To reformulate the condition π0(ZG(x, y))(p) 6= 0 we will use the connecting homomorphism
defined in Lemma 5.2. To this end, let
ξ(x) :=
{
any generator of π1(DZG(x))(p) ∼= Z/p if p > 2,
the unique element of order 2 in π1(DZG(x))(2) if p = 2
viewed as an element in the center of D˜ZG(x). Then we have that
π0(ZG(x, y))(p) 6= 0⇐⇒ ξ(x) ∈ Im(δy)⇐⇒ ∃z˜ ∈ Z˜G(x) : [y˜, z˜] = ξ(x) .
Since Z˜G(x) ∼= D˜ZG(x)× ˜Z(ZG(x))0, the last condition is equivalent to y ∈ U(x)× ˜Z(ZG(x))0,
where
U(x) := {a˜ ∈ D˜ZG(x) | ∃z˜ ∈ D˜ZG(x) : [a˜, z˜] = ξ(x)} .
Similarly to (13) we then obtain
q−1(x) ∼=
(
U(x)/Ad ˜DZG(x)
)
×C Z(ZG(x))0 .
Finally, writing out the commutator shows that
∃z˜ ∈ D˜ZG(x) : [a˜, z˜] = ξ(x)⇐⇒ ξ(x) · (a˜) = (a˜) ,
hence U(x)/Ad ˜DZG(x)
∼=
(
D˜ZG(x)/AdD˜ZG(x)
)〈ξ(x)〉
, and the lemma follows. 
Remark 5.13. In the case p = 4 the defining condition for q−1(x) reads π0(ZG(x, y))(2) ∼=
Z/4 and one chooses ξ(x) to be any generator of π1(DZG(x))(2) ∼= Z/4. The rest of the proof
goes through verbatim.
Observe that the fibers q−1(x) only depend on the face σ ⊆ A(p) such that x ∈ int(σ)
and not on the specific point x chosen within int(σ). That is, if x, y ∈ int(σ), then q−1(x) =
q−1(y) = q−1(b(σ)), and likewise for pr1. Together with the combinatorial structure of the
alcove this allows for a more manageable description of RG(p) and Rep(Z2, G).
To this end, recall that the faces of the alcove A are in one-to-one correspondence with
the proper subsets I ⊆ ∆˜ of the extended set of simple roots as follows:
I ( ∆˜ ←→ σI ∈ Fr−|I| ,
where
σI := {x ∈ A | ∀α ∈ I : x lies in the wall of A determined by α} .
Since A is a simplex and σI is an intersection of facets, σI is a face of A.
For example, if I = ∅, then σ∅ = A. If I = ∆˜\{αj} for some j ∈ {0, . . . , r}, then σ
I is
the vertex opposite the wall of A determined by αj. If x ∈ A and I = ∆˜(x) (as defined in
Section 5.1 eq. (2)), then σI is the minimal face of A containing x. Also relevant to us is:
Lemma 5.14. Let m be an integer and let Im = {αj ∈ ∆˜ | m ∤ n∨j }. Then σ
Im = A(m).
ON THE SECOND HOMOTOPY GROUP OF SPACES OF COMMUTING ELEMENTS 27
Proof. We have that
x ∈ A(m)⇐⇒ m | n∨(x)
⇐⇒ ∀j ∈ ∆˜\∆˜(x) : m | n∨j
⇐⇒ Im ⊆ ∆˜(x)
⇐⇒ ∀α ∈ Im : x lies in the wall of A determined by α
⇐⇒ x ∈ σIm ,
by definition of A(m), n∨(x), ∆˜(x) and Im. 
It follows that A(m) is a face of A, hence a simplex.
Let I denote the poset of proper subsets of ∆˜ partially ordered by inclusion. Note that
when I, J ∈ I and I ⊆ J , then σJ is a face of σI . Therefore, the assignment I 7→ σI defines
a contravariant functor from I to Top sending the inclusion I ⊆ J to the opposite inclusion
σJ ⊆ σI . This functor encodes the face structure of the fundamental alcove. Abusing
notation, we denote it by
A : Iop → Top , I 7→ A(I) = σI .
Similarly, for an integer m we denote by
A(m) : I(m)op → Top
the restriction of A to the subposet I(m) ⊆ I consisting of those subsets I containing Im (see
Lemma 5.14). It encodes the face structure of the simplex A(m).
On the other hand, we can define the following covariant functors on I. Recall that if σ, τ
are faces of A and τ ⊆ σ, then there is an inclusion ZG(b(σ)) 6 ZG(b(τ)). This induces a
map ZG(b(σ))/AdZG(b(σ)) → ZG(b(τ))/AdZG(b(τ)) (which is, in fact, a surjection rather than
an inclusion) and thus by (11) a map
pr−11 (b(σ))→ pr
−1
1 (b(τ)) .
Now if σ, τ are faces of A(p) (where p is as in Lemma 5.12), then this restricts to a map
q−1(b(σ))→ q−1(b(τ)) .
This is perhaps most easily seen from the description of the fibers of q displayed in (15). We
have that (y) ∈ q−1(b(σ)) if and only if π0(ZG(b(σ), y))(p) 6= 0. But then π0(ZG(b(τ), y))(p) 6=
0 by Lemma 5.3, hence (y) ∈ q−1(b(τ)). Therefore, there are functors
F : I→ Top , I 7→ pr−11 (b(σ
I))
and
F ′ : I(p)→ Top , I 7→ q−1(b(σI)) .
We may now identify Rep(Z2, G) and RG(p) as coends of the functor pairs (A, F ) and
(A(p), F ′), respectively. To this end, recall
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Definition 5.15. Let C be a small category and M : C → Top and L : Cop → Top a pair
of co- and contravariant functors. The coend L⊗C M is the topological space defined by
L⊗C M =
 ⊔
c∈Ob(C)
L(c)×M(c)
 / ≈ ,
where the equivalence relation ≈ is given by
(L(i)(a), b) ≈ (a,M(i)(b))
for all c, d ∈ C, i ∈ MorC(c, d), a ∈ L(d) and b ∈M(c).
Notation. For x ∈ L(c) and y ∈ M(c) we denote by x ⊗ y the equivalence class of (x, y) in
the coend.
The following lemma explains the first one of the two homeomorphisms in (9).
Lemma 5.16. There is a commutative diagram
RG(p)
∼= //

A(p)⊗I(p) F
′

Rep(Z2, G)
∼= // A⊗I F
in which the two vertical maps are inclusions of subspaces.
Proof. We first construct the bottom map. Each ((x, y)) ∈ Rep(Z2, G) is represented by a
pair (x, y) with x ∈ A. Define
h : Rep(Z2, G)→ A⊗I F
((x, y)) 7→ x⊗ (y) (x ∈ σ∆˜(x), (y) ∈ ZG(x)/AdZG(x)).
To see that h is well defined suppose that ((x, y)) = ((x′, y′)) and both x, x′ ∈ A. Then x = x′
and there is g ∈ ZG(x) such that y
′ = yg. Hence, (y) = (y′) as elements of ZG(x)/AdZG(x).
To see that h is surjective observe that F (∅) = ZG(b(A))/AdZG(b(A)) = T , since b(A) is a
regular point of G. Hence, A× T appears as one of the disjoint summands in the definition
of the coend. Since for each σ ⊆ A the map T → ZG(b(σ))/AdZG(b(σ)) is surjective, every
element of A⊗I F has a representative in A× T and is therefore in the image of h.
Finally, to see that h is injective suppose that x⊗ (y) = x′⊗ (y′). Since for each inclusion
I ⊆ J the map σJ → σI is injective, we must have x = x′. But then, (y) = (y′) as elements
of ZG(x)/AdZG(x), so ((x, y)) = ((x
′, y′)).
Together this proves that h is a continuous bijection. Since Rep(Z2, G) is compact and
A⊗I F is Hausdorff, h is a homeomorphism.
To obtain the homeomorphism in the top row of the square, first observe that the inclusion
map ⊔
I∈I(p)
σI × F ′(I) →֒
⊔
I∈I
σI × F (I)
induces a homeomorphism i of A(p)⊗I(p) F
′ onto its image in A⊗I F . The homeomorphism
h from before restricts to a bijection of RG(p) with i(A(p) ⊗I(p) F
′). Since both RG(p) and
i(A(p)⊗I(p) F ) carry the subspace topology, this bijection is a homeomorphism. 
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We now turn our attention to the homotopy equivalence in (9). To this end, we introduce
another diagram on I and I(p). Given I ∈ I let t(I) 6 t be the R-linear span of {α∨i | i ∈ I},
and let T (I) 6 T be the subtorus whose Lie algebra is t(I); in other words, T (I) is the
image of t(I) under exp : t → T . Note that T (I) = T ∩DZG(b(σ
I)) can be identified with
the maximal torus of DZG(b(σ
I)). When I ⊆ J , then T (I) 6 T (J), and there is a quotient
map T/T (I)→ T/T (J). This gives rise to a diagram of tori
F¯ : I→ Top , I 7→ T/T (I) .
We will not distinguish notationally between F¯ and its restriction to I(p).
Lemma 5.17. There are natural equivalences of diagrams F
≃
−→ F¯ and F ′
≃
−→ F¯ which fit
into a commutative diagram
A(p)⊗I(p) F
′ ≃ //

A(p)⊗I(p) F¯

A⊗I F
≃ // A⊗I F¯
where the two vertical maps are inclusions of subspaces.
Suppose that K is a compact, simply–connected, simple Lie group. To prove the lemma
we need a fact concerning the action of the center Z(K) on K/AdK specified in (14). Let
S 6 K be a maximal torus, s its Lie algebra and assume that appropriate choices have
been made that allow us to identify K/AdK with (the closure of) an alcove AK ⊆ s. Then
it is well known that the resulting action of Z(K) on AK is through affine isometries of s
permuting the vertices of AK (see [11, Section 3.2]).
Lemma 5.18. Let K be a compact simply–connected semi-simple Lie group with center
Z(K). Then K/AdK is Z(K)-equivariantly contractible.
Proof. It suffices to prove the lemma in the case where K is simple, because in the general
case there is s > 1 such that K ∼= K1× · · ·×Ks where each Ki is simple. Hence, K/AdK ∼=
K1/AdK1 × · · · ×Ks/AdKs, and the action of Z(K)
∼= Z(K1)× · · · × Z(Ks) is through the
action of Z(Ki) on Ki/AdKi for every i = 1, . . . , s.
Assuming that K is simple, we identify K/AdK with a Weyl alcove AK in the Lie algebra
s of a maximal torus for K. Then AK is a simplex given in barycentric coordinates by
AK =
{∑
v∈V
avv | av ∈ R>0 for all v ∈ V and
∑
v∈V
av = 1
}
⊆ s ,
where V ⊆ AK is the set of vertices.
As Z(K) acts on AK through affine isometries of s permuting the vertices of AK , the action
is determined by this permutation action on the vertex set V . In particular, the barycenter
b(AK) =
(∑
v∈V v
)
/|V | is a global fixed point for the Z(K)-action. Now let Γ 6 Z(K) be
any subgroup. Let V = V1 ⊔ · · · ⊔ Vℓ be the decomposition of V into orbits with respect
to the permutation action of Γ on V . Then a point x =
∑
v∈V avv of AK is fixed by Γ if
and only if av = au for all v, u ∈ Vj and all j = 1 . . . ℓ. Clearly, if x is fixed by Γ, then
so is ab(AK) + (1 − a)x for every a ∈ [0, 1]. It follows that the fixed point space A
Γ
K is a
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star-shaped domain in s with respect to the barycenter b(AK) and therefore contractible. As
this holds for all subgroups Γ 6 Z(K), AK is Z(K)-equivariantly contractible. 
Proof of Lemma 5.17. We will only describe the equivalence F ′
≃
−→ F¯ as the equivalence
F
≃
−→ F¯ follows analogously. By Lemma 5.12,
F ′(I) = q−1(b(σI)) ∼=
(
˜DZG(b(σI))/Ad ˜DZG(b(σI ))
)〈ξ(b(σI ))〉
×C Z(ZG(b(σ
I)))0 .
Since both 〈ξ(b(σI))〉 and C act through the center of ˜DZG(b(σI)), Lemma 5.18 implies that
the projection onto Z(ZG(b(σ
I)))0 induces a homotopy equivalence
F ′(I)
≃
−→ Z(ZG(b(σ
I)))0/C ,
that is natural in I. The latter space can be identified naturally with ZG(b(σ
I))/DZG(b(σ
I))
as a look at the isomorphism (12) shows. On the other hand, as T (I) = T ∩DZG(b(σ
I)) the
inclusion T →֒ ZG(b(σ
I)) induces a natural isomorphism
T/T (I) ∼= ZG(b(σ
I))/DZG(b(σ
I)) .
This proves the equivalence F ′
≃
−→ F¯ .
To see that the natural equivalences F ′
≃
−→ F¯ and F
≃
−→ F¯ induce homotopy equivalences
A(p) ⊗I(p) F
′ ≃ A(p) ⊗I(p) F¯ and A ⊗I F ≃ A ⊗I F¯ we recognize the coends as homotopy
colimits of the diagrams F ′, F and F¯ . For this recall that, if M : C → Top is a small
diagram of spaces, then a model for the homotopy colimit of M is the coend
hocolim
C
M = B(−/C)⊗C M ,
where B(−) is the classifying space functor and c/C denotes the category of objects under
c ∈ C, see [17, XII. §2.1]. Since the diagrams A : I 7→ σI and I 7→ B(I/I) are naturally
isomorphic, we find that
Rep(Z2, G) ∼= A⊗I F ∼= B(−/I)⊗I F = hocolim
I
F ,
and similarly,
RG(p) ∼= hocolim
I(p)
F ′ .
The required homotopy equivalences are now implied by homotopy invariance of homotopy
colimits. Finally, commutativity of the diagram follows by inspection. 
The following lemma completes the proof of Proposition 5.10. Essentially, this is an
identification of the coend A⊗I F¯ with the weighted projective space CP(n∨). This kind of
identification is well known in toric topology (see e.g. [49, Section 5.3]), but we will give a
direct proof here.
Lemma 5.19. There is a commutative diagram
A(p)⊗I(p) F¯
∼= //

CP(n∨(p))
ιp

A⊗I F¯
∼= // CP(n∨)
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in which the left hand vertical map is a subspace inclusion.
Proof. The top horizontal map is simply the restriction of the bottom map, so we first
construct the latter. To this end, we replace A ⊗I F¯ by the homeomorphic identification
space (A× T )/≈ where
(x, t) ≈ (x′, t′)⇐⇒ x = x′ and t−1t′ ∈ T (∆˜(x)) .
The homeomorphism (A× T )/≈ → A⊗I F¯ is given by mapping (x, t) 7→ x⊗ t.
To define a homeomorphism of (A× T )/≈ with CP(n∨) = S2r+1/S1
n
∨ we shall view S2r+1
as the (r + 1)-fold unreduced join
S2r+1 ∼= S1 ∗ · · · ∗ S1 = (S1)∗(r+1) .
It is convenient to write elements of (S1)∗(r+1) formally as tuples 〈a0t0, . . . , artr〉 with
ai ∈ [0, 1], ti ∈ S1 for i = 0, . . . , r and
r∑
i=0
ai = 1 ,
and subject to the identification 0t = 0t′ for all t, t′ ∈ S1. The homeomorphism with the
unit sphere S2r+1 ⊆ Cr+1 is then given by
〈a0t0, . . . , artr〉 7→ (a0t0, · · · , artr)/‖(a0t0, · · · , artr)‖ .
Note that this map is S1
n
∨-equivariant for the diagonal (weighted) action on (S1)∗(r+1). We
identify points of A with their barycentric coordinates a = (a0, . . . , ar) ∈ ∆
r. Given t ∈ T ,
we let (t1, . . . , tr) ∈ (S1)r denote the coordinates of t with respect to the decomposition
S1α∨1 × · · · × S
1
α∨r
∼=
−→ S1α∨1 · · ·S
1
α∨r
= T ,
where S1α∨i 6 T is the one-parameter subgroup determined by the coroot α
∨
i .
2 Define
φ : (A× T )/≈ → S∗(r+1)/S1
n
∨
[a, t] 7→ 〈a0e, a1t1, . . . , artr〉S1n∨ ,
where e ∈ S1 is the identity element. We claim that φ is a continuous bijection of the
compact space (A× T )/ ≈ with the Hausdorff space S∗(r+1)/S1
n
∨ , thus a homeomorphism.
To see that φ is well-defined it suffices to check that if ai = 0 for some i ∈ {0, . . . , r}, then
φ([a, ts]) = φ([(a, t)]) for any s ∈ S1α∨i and t ∈ T . This is clear when 1 6 i 6 r, because in
this case φ([a, t]) is independent of ti by the identifications made in the join construction.
Now suppose that a0 = 0 and let s ∈ S1α∨0 6 T . Since −α
∨
0 =
∑r
i=1 n
∨
i α
∨
i , we can parametrize
S1α∨0 by λ 7→ (λ
n∨1 , . . . , λn
∨
r ) ∈
∏r
i=1 S
1
α∨i
, thus s = (λn
∨
1 , . . . , λn
∨
r ) for some λ ∈ S1. Then
φ([(a, ts]) = 〈0e, a1t1λ
n∨1 , . . . , artrλ
n∨r 〉S1
n
∨
= 〈0λ−n
∨
0 , a1t1, . . . , artr〉S1n∨
= φ([(a, t]) .
Here we used the weighted action of S1
n
∨ in the second equality. We conclude that φ is well
defined and continuous.
2Not to be confused with our notation S1
w
for the circle group acting on S2r+1 with weights w.
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It is clear that φ is surjective, that is, that every element of (S1)∗(r+1) is equivalent to one
of the form 〈a0e, a1t1, . . . , artr〉 modulo S1n∨ .
To see that φ is injective suppose that φ([a, t]) = φ([a′, t′]), that is, suppose that
〈a0e, a1t1, . . . , artr〉S1n∨ = 〈a
′
0e, a
′
1t
′
1, . . . , a
′
rt
′
r〉S
1
n
∨ .
Then there exists λ ∈ S1 such that
(16) 〈a0e, a1t
′
1, . . . , art
′
r〉 = 〈a0λ, a1t1λ
n∨1 , . . . , artrλ
n∨r 〉 .
First, this implies that a = a′ by the properties of the join construction. In addition, we
claim that t−1t′ ∈ T (∆˜(a)). From this it will follow that (a, t) ≈ (a′, t′), hence that φ is
injective. As a subset of {0, . . . , r} the set ∆˜(a) consists of those i such that ai = 0. Consider
first the case 0 6∈ ∆˜(a), that is, a0 6= 0. From (16) we deduce that λ = e, and ti = t
′
i for all
i 6∈ ∆˜(a). Therefore, t−1t′ ∈ T (∆˜(a)). In the case a0 = 0, we deduce that t
−1
i t
′
i = λ
n∨i for all
i 6∈ ∆˜(a). Therefore, letting s = (λn
∨
1 , . . . , λn
∨
r ) ∈ S1α∨0 , we have that t
−1t′s−1 ∈ T (∆˜(a)\{0}),
hence t−1t′ ∈ T (∆˜(a)). This completes the proof that φ is a homeomorphism.
The top horizontal map in the diagram is obtained by restriction of φ. The subspace
A(p) ⊗I(p) F¯ of A ⊗I F¯ consists of those [a, t] with a ∈ A(p). By definition, a ∈ A(p) is
equivalent to ai = 0 for all i such that p ∤ n∨i . Thus φ maps A(p)⊗I(p) F¯ homeomorphically
onto the subspace{
〈a0t0, . . . , artr〉S1n∨ ∈ S
∗(r+1)/S1
n
∨ | ai = 0 if p ∤ n∨i
}
⊆ S∗(r+1)/S1
n
∨ .
This space is homeomorphic to the weighted projective space CP(n∨(p)). By inspection, one
identifies the inclusion into S∗(r+1)/S1
n
∨ with the map ιp : CP(n∨(p))→ CP(n∨) described in
Proposition 5.10. 
5.4. The cases E7 and E8 and the proofs of Theorems 5.21 and 5.22. Thus far we
have determined H∗(XG(p); (π0)(p)) under the assumption that G 6∈ {E7, E8} or p > 2. In
this subsection we calculate additional homology groups for G = E7 and G = E8 which are
needed to prove Theorem 5.21.
Lemma 5.20. Suppose that G = E7 or G = E8. Then
HGk (XG(2); (π0)(2))
∼=
{
Z/4 , if k = 0,
0 , if k = 1.
Proof. To start observe that Lemma 5.9 and Proposition 5.10 imply that
(17) HGk (XG(4); (π0)(2))
∼=
{
Z/4 , if k = 0,
0 , if k = 1.
In what follows we are going to prove that
(18) HGk (XG(2), XG(4); (π0)(2)) = 0 for k = 0, 1.
The result is then obtained using (17) and (18) in the long exact sequence in Bredon homology
associated to the pair (XG(2), XG(4))
· · · → HGk (XG(4); (π0)(2))→ H
G
k (XG(2); (π0)(2))→ H
G
k (XG(2), XG(4); (π0)(2))→ · · ·
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A standard argument using excision and the long exact sequence associated to the pair
(XG(2)/XG(4), XG(4)/XG(4)) shows that (18) follows from
HGk (XG(2)/XG(4); (π0)(2)) = 0 for k = 0, 1.
We show this next. Let Q denote the coefficient system whose value is Z/2 everywhere,
except for G/G where we set Q(G/G) = 0, and for which each map Z/2 → Z/2 is an
isomorphism. The coefficient systems (π0)(2) and Q agree when restricted to the quotient
complex XG(2)/XG(4), hence
HGk (XG(2)/XG(4); (π0)(2))
∼= HGk (XG(2)/XG(4);Q).
Therefore, the proof of the lemma reduces to showing that HGk (XG(2)/XG(4);Q) vanishes
when k = 0, 1. To see this for k = 0 we observe that the coefficient system Q satisfies the
conditions of Lemma 3.2. Moreover, XG(2)/XG(4) is path–connected as the same is true for
XG(2), and the basepoint XG(4)/XG(4) is fixed by the G-action. Lemma 3.2 then implies
that
(19) HG0 (XG(2)/XG(4);Q) = 0.
To finish we handle the case k = 1. For this notice that Proposition 5.10 implies that, up
to homotopy equivalence, both RG(2) and RG(4) can be identified with weighted projective
spaces. Therefore, for the constant coefficient Z/2 we have
(20) HGk (XG(2)/XG(4);Z/2) ∼= Hk(RG(2)/RG(4);Z/2) ∼=
{
Z/2 , if k = 0,
0 , if k = 1.
Let K denote the coefficient system which is 0 everywhere, except for G/G where we set
K(G/G) = Z/2. Then we have a short exact sequence of coefficient systems
0→ K → Z/2→ Q → 0.
Using (19), (20) and the long exact sequence in Bredon homology associated to the above
short exact sequence we obtain the short exact sequence
(21) 0→ HG1 (XG(2)/XG(4);Q)→ H
G
0 (XG(2)/XG(4);K)→ H
G
0 (XG(2)/XG(4);Z/2)→ 0.
By definition of K, HG∗ (XG(2)/XG(4);K) is the Z/2-homology of the space of G-fixed points
of XG(2)/XG(4). The only point fixed is the basepoint, so H
G
0 (XG(2)/XG(4);K)
∼= Z/2.
From the exact sequence (21) we know that
HG0 (XG(2)/XG(4);K)→ H
G
0 (XG(2)/XG(4);Z/2) ∼= Z/2
is surjective, hence an isomorphism. Exactness of (21) thus implies that
HG1 (XG(2)/XG(4);Q) = 0 ,
as we wanted to show. 
With the calculations of the previous lemma we have gathered all the necessary pieces to
prove
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Theorem 5.21. Let G be a simply–connected and simple compact Lie group. Then
π2(Hom(Z2, G)) ∼= Z ,
and on this group the quotient map Hom(Z2, G)→ Rep(Z2, G) induces multiplication by the
Dynkin index lcm{n∨0 , . . . , n
∨
r } where n
∨
0 , . . . , n
∨
r > 1 are the coroot integers of G.
Proof. To calculate π2(Hom(Z2, G)) our starting point is Lemma 3.7, where we showed that
π2(Hom(Z2, G)) ∼= Z ⊕ E21,1. By Corollary 5.7, the group E
2
k,1 splits for each k > 0 into a
direct sum
E2k,1 = H
G
k (Hom(Z
2, G); π0)
∼=
⊕
p∈P
HGk (XG(p); (π0)(p)) ,
where P is the set of primes dividing a coroot integer of G. For k = 1 each direct summand
is trivial, either by Corollary 5.11 or by Lemma 5.20, hence E21,1 = 0. This proves that
π2(Hom(Z2, G)) ∼= Z.
Lemma 3.7 also showed that the degree3 of π∗ : π2(Hom(Z2, G))→ π2(Rep(Z2, G)) equals
the order of the finite group E20,1. When G is neither E7 nor E8, then E
2
0,1
∼=
⊕
p∈P Z/p
by Corollary 5.11. On the other hand, when G = E7 or G = E8, then Lemma 5.20 implies
that E20,1
∼= Z/4 ⊕
⊕
p∈P\{2} Z/p. By inspection (see Table 1), the order of E
2
0,1 equals
lcm{n∨0 , . . . , n
∨
r }, and the proof of the theorem is complete. 
Combining Proposition 5.10 and Theorem 5.21 we derive the following more general result:
Theorem 5.22. Suppose that G is a semisimple compact connected Lie group. Then there
is an extension
0→ Zs → H2(Hom(Z2, G)1;Z)→ H2(π1(G)2;Z)→ 0 ,
where s > 0 is the number of simple factors in the Lie algebra of G.
Proof. Consider the Serre spectral sequence for the universal covering sequence
Hom(Z2, G˜)→ Hom(Z2, G)1 → Bπ1(G)2 .
Inspection of the proof of [22, Lemma 2.2] shows that the action by deck translation of π1(G)
2
on Hom(Z2, G˜) is simply (x, y) 7→ (ax, by) where a, b ∈ π1(G) are viewed as elements in the
center of G˜. We claim that this action is trivial on H2(Hom(Z2, G˜);Z). Let us first treat the
case when G is simple. Then we can view H2(Hom(Z2, G˜);Z) ∼= Z as a π1(G)2-submodule
of H2(Rep(Z2, G˜);Z) through Theorem 5.21. The action of Z(G˜) on Rep(Z2, G˜) given by
translation of either coordinate is trivial on homology, because it extends to an action of
a maximal torus on S2r+1/S1 under the identification in (10). Since H2(Hom(Z2, G˜);Z)
is torsionfree, the differential d3 : H3(π1(G)
2;Z) → H2(Hom(Z2, G˜);Z) is trivial, and the
extension follows.
The same argument applies when G is semisimple, with the only difference that now
Hom(Z2, G˜) ∼= Hom(Z2, G1) × · · · × Hom(Z2, Gs), hence H2(Hom(Z2, G˜);Z) ∼= Zs, where
G1, . . . , Gs are the simple factors in G˜. 
3By degree of a map Z→ Z we will always mean its absolute value.
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Let G be simple, and suppose that the finite group π1(G) is not cyclic; then neither is
H2(π1(G)
2;Z), and we deduce from Theorem 5.22 that H2(Hom(Z2, G)1;Z) necessarily has
torsion. This happens for G = PSO(4n) for any n > 1, since π1(PSO(4n)) ∼= Z/2⊕ Z/2.
As another example consider SO(3). One shows that H2(Hom(Z2, SO(3))1;Z) ∼= Z (for
example, using the description Hom(Z2, SO(3))1 ∼= (S2 ×Z/2 (S1)2)/(S2 ×Z/2 ∗) provided in
[46, Theorem 3.1]). In this case the extension is Z 2−→ Z→ Z/2.
For n > 2 let pi,j : Hom(Zn, G)1 → Hom(Z2, G) be the projection onto the i-th and j-th
component. Denote by p : Hom(Zn, G)1 →
∏
16i<j6nHom(Z
2, G) the map whose (i, j)-th
component is pi,j. For later reference we record
Corollary 5.23. Let n > 2. Then the map p : Hom(Zn, G)1 →
∏(n2) Hom(Z2, G) induces
an isomorphism
p∗ : π2(Hom(Zn, G)1)/torsion
∼=
−→
(n2)⊕
π2(Hom(Z2, G)) .
Proof. For each 1 6 i < j 6 n we have a natural inclusion of the i-th and j-th component
Ii,j : Hom(Z2, G)→ Hom(Zn, G)1
which inserts the identity in all the other components. Observe that, since π2(G) = 0,
for all i, j, k, l we have that (pi,j)∗ ◦ (Ik,l)∗ = 0, unless i = k and j = l in which case
(pi,j)∗ ◦ (Ii,j)∗ = id. This implies that p∗ is surjective. By Corollary 2.2 and Theorem
5.21, both the domain (modulo torsion) and codomain of p∗ are free abelian groups of rank(
n
2
)
. Since p∗ is a surjective map of free abelian groups of the same rank it must be an
isomorphism. 
6. Stability for commuting pairs in Spin groups
In this section we study the stability behavior in the case of Spin groups.
For m > 3 the group Spin(m) is the universal covering group of SO(m). The standard
inclusion SO(m) →֒ SO(m+ 1), given by block sum with a 1× 1 identity matrix, induces a
map Spin(m) → Spin(m + 1). The purpose of this section is to prove Theorem 6.3 which
asserts that for m > 5 the map
(22) Hom(Z2, Spin(m))→ Hom(Z2, Spin(m+ 1))
induces an isomorphism of second homotopy groups.
We begin by proving a general homology stability result for representation spaces of spinor
groups which may be interesting on its own. Only a special case of it will be needed to prove
Theorem 6.3. Let
ievℓ−1 : Hom(Z
2, Spin(2ℓ− 2))→ Hom(Z2, Spin(2ℓ))
denote the map obtained by iterating the stabilization map (22). Similarly, define
ioddℓ−1 : Hom(Z
2, Spin(2ℓ− 1))→ Hom(Z2, Spin(2ℓ+ 1)) .
Let i¯evℓ−1 and i¯
odd
ℓ−1 denote the respective maps induced on representation spaces.
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(i) When ℓ > 4, then the map
(¯ievℓ−1)∗ : Hk(Rep(Z
2, Spin(2ℓ− 2));Z)→ Hk(Rep(Z2, Spin(2ℓ));Z)
is an isomorphism for all k 6 2ℓ− 7 and multiplication by 2 for k = 2ℓ− 6.
(ii) When ℓ > 3, then the map
(¯ioddℓ−1)∗ : Hk(Rep(Z
2, Spin(2ℓ− 1));Z)→ Hk(Rep(Z2, Spin(2ℓ+ 1));Z)
is an isomorphism for all k 6 2ℓ− 5 and multiplication by 2 for k = 2ℓ− 4.
Proof. We begin by proving (i). For ℓ > 3 the group Spin(2ℓ) is described by the root
system Dℓ (for ℓ = 3 there is an isomorphism D3 ∼= A3 yielding the exceptional isomorphism
Spin(6) ∼= SU(4)). Let {α1, . . . , αℓ} be a set of simple roots. It may be chosen in such a way
that, when ℓ > 4, the subset {α2, . . . , αℓ} determines a subroot system of Dℓ of type Dℓ−1
and the image of Spin(2ℓ − 2) in Spin(2ℓ) is the subgroup corresponding to this subroot
system.
Now let ℓ > 4. Let n∨ℓ−1 = (1, 1, 2, . . . , 2, 1, 1) ∈ Z
ℓ be the tuple of coroot integers of
Spin(2ℓ − 2) (of which ℓ − 4 entries are equal to 2). By Proposition 5.10, the map i¯evℓ−1 is
equivalent to a map fℓ−1 : CP(n∨ℓ−1) → CP(n
∨
ℓ ), so that deg((¯i
ev
ℓ−1)∗) = deg((fℓ−1)∗). Let
(n∨ℓ−1)
′ ∈ Zℓ−2 be the tuple consisting of the first ℓ − 2 entries of n∨ℓ−1. We are going to
describe fℓ−1 explicitly, and show that it fits into a commutative diagram
(23) CP((n∨ℓ−1)
′)
 &&◆◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
CP(n∨ℓ−1)
fℓ−1 // CP(n∨ℓ ).
Here the map CP((n∨ℓ−1)
′) → CP(n∨ℓ−1) is the “standard inclusion”, described in homoge-
neous coordinates by [z0, . . . , zℓ−3] 7→ [z0, . . . , zℓ−3, 0, 0], and CP((n∨ℓ−1)
′) → CP(n∨ℓ ) is the
“standard inclusion” [z0, . . . , zℓ−3] 7→ [z0, . . . , zℓ−3, 0, 0, 0].
Let us first show how the conclusion of the theorem is obtained from commutativity of
the diagram. If w ∈ Zr+1>0 , r > 1, and pw : CP
r → CP(w) is the projection given by
[z0, . . . , zr] 7→ [z
w0
0 , . . . , z
wr
r ], then the degree of (pw)∗ : H2k(CP
r;Z) → H2k(CP(w);Z) is
given by
(24) lcm
{
wi0 · · ·wik
gcd{wi0 , . . . , wik}
| 0 6 i0 < · · · < ik 6 r
}
,
see [28, p. 244]. This can be used to show that the inclusion CP((n∨ℓ−1)
′) → CP(n∨ℓ−1)
induces homology isomorphisms in degrees k 6 2ℓ − 6, whereas CP((n∨ℓ−1)
′) → CP(n∨ℓ )
induces isomorphisms in degrees k 6 2ℓ − 7 and multiplication by 2 in degree k = 2ℓ − 6.
Consequently, fℓ−1 : CP(n∨ℓ−1) → CP(n
∨
ℓ ) induces isomorphisms in degrees k 6 2ℓ − 7 and
multiplication by 2 in degree k = 2ℓ− 6.
Now we construct fℓ−1. Fix a maximal torus Tℓ 6 Spin(2ℓ), and letWℓ be the correspond-
ing Weyl group. The maximal torus Tℓ−1 6 Spin(2ℓ− 2) is the subtorus of Tℓ generated by
the one-parameter subgroups corresponding to the coroots α∨2 , . . . , α
∨
ℓ . Let θℓ−1 : Tℓ−1 →֒ Tℓ
denote the inclusion. The map i¯evℓ−1 : Rep(Z
2, Spin(2ℓ − 2)) → Rep(Z2, Spin(2ℓ)) may be
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identified with the map (Tℓ−1 × Tℓ−1)/Wℓ−1 → (Tℓ × Tℓ)/Wℓ induced by θℓ−1. Let Aℓ de-
note the fundamental alcove determined by {α1, . . . , αℓ}, and let Aℓ−1 be the alcove in tℓ−1
determined by {α2, . . . , αℓ}. Our aim is to define a map fℓ−1 making the following diagram
commute:
(25) (Tℓ−1 × Tℓ−1)/Wℓ−1
≃

i¯ev
ℓ−1 // (Tℓ × Tℓ)/Wℓ
≃

(Aℓ−1 × Tℓ−1)/≈
fℓ−1 // (Aℓ × Tℓ)/≈
The spaces in the bottom row are homeomorphic to weighted projective spaces, see Lemma
5.19. The vertical maps are the equivalences established in the course of proving Proposition
5.10. For example, the right hand map takes a Wℓ-orbit ((t1, t2)) to the equivalence class
under ≈ of any representative (x, t) of ((t1, t2)) with x ∈ Aℓ and t ∈ Tℓ.
The inclusion θℓ−1 : Tℓ−1 →֒ Tℓ descends to a map Tℓ−1/Wℓ−1 → Tℓ/Wℓ, hence defines a
map of alcoves θ¯ℓ−1 : Aℓ−1 → Aℓ. To define fℓ−1 we begin by describing θ¯ℓ−1 in barycentric
coordinates. For this we will work with explicit formulae for the root system Dℓ which can
be found, for example, in [14, Plate IV]. Note that Dℓ is self-dual, which means that the
expressions for roots and weights shown in [14] also represent the coroots and coweights,
respectively.
We identify the Lie algebra tℓ of Tℓ with Rℓ. With respect to the standard basis {e1, . . . , eℓ}
of Rℓ, the simple coroots can be chosen to be
(26) α∨i = ei − ei+1 for i = 1, . . . , ℓ− 1 , and α
∨
ℓ = eℓ−1 + eℓ .
The Weyl groupWℓ acts on tℓ by signed permutations ei 7→ ±eσ(i) (σ ∈ Σℓ) such that the total
number of negative signs is even. Note that tℓ−1 = span(α
∨
2 , . . . , α
∨
ℓ ) = span(e2, . . . , eℓ) ⊆ tℓ.
Recall from [14, VI §2.2 Corollary of Proposition 5] that, as a subspace of tℓ, Aℓ is the
convex hull
Aℓ = Conv(0, ω
∨
1 /n1, . . . , ω
∨
ℓ /nℓ) ,
where ω∨i is the i-th fundamental coweight (defined by αj(ω
∨
i ) = δij) and ni is the root
integer associated to αi (which in the case of Dℓ equals the i-th coroot integer n
∨
i ). Let us
write vi := ω
∨
i /ni, so that {0, v1, . . . , vℓ} is the set of vertices of Aℓ. Let {0, u1, . . . , uℓ−1}
denote the set of vertices of Aℓ−1 ⊆ tℓ−1 ⊆ tℓ = Rℓ. Using [14, Plate IV] we can write the
vertices in terms of the standard basis of Rℓ. The result is displayed in Table 2.
Let x ∈ Aℓ−1. Then θ¯ℓ−1(x) = wx, where w ∈ Wℓ is any element such that wx ∈ Aℓ. Let
σ+ ∈ Wℓ be the cyclic permutation mapping ei 7→ ei−1 for i = 2, . . . , ℓ, and e1 7→ eℓ. Let
σ− ∈ Wℓ be the element whose underlying permutation is σ
+, but which sends e1 7→ −eℓ
and eℓ 7→ −eℓ−1. One can check that σ
+ui = σ
−ui = vi for all 1 6 i 6 ℓ − 3, that
σ+(uℓ−2 + uℓ−1) = σ
−(uℓ−2 + uℓ−1) = 2vℓ−2, and that σ
+uℓ−1 = σ
−uℓ−2 = (vℓ−1 + vℓ)/2.
Now suppose that x = a1u1 + · · ·+ aℓ−1uℓ−1 ∈ Aℓ−1 with ai > 0 and a1 + · · ·+ aℓ−1 6 1.
If aℓ−2 6 aℓ−1, then, writing
x = a1u1 + · · ·+ aℓ−3uℓ−3 + aℓ−2(uℓ−2 + uℓ−1) + (aℓ−1 − aℓ−2)uℓ−1 ,
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u1 = e2 v1 = e1
u2 =
1
2
(e2 + e3) v2 =
1
2
(e1 + e2)
...
...
uℓ−3 =
1
2
(e2 + · · ·+ eℓ−2) vℓ−3 =
1
2
(e1 + · · ·+ eℓ−3)
uℓ−2 =
1
2
(e2 + · · ·+ eℓ−1 − eℓ) vℓ−2 =
1
2
(e1 + · · ·+ eℓ−2)
uℓ−1 =
1
2
(e2 + · · ·+ eℓ−1 + eℓ) vℓ−1 =
1
2
(e1 + · · ·+ eℓ−1 − eℓ)
vℓ =
1
2
(e1 + · · ·+ eℓ−1 + eℓ)
Table 2. Vertices of Aℓ−1 = Conv(0, u1, . . . , uℓ−1) and Aℓ = Conv(0, v1, . . . , vℓ).
we see that
σ+x = a1v1 + · · ·+ aℓ−3vℓ−3 + 2aℓ−2vℓ−2 +
aℓ−1 − aℓ−2
2
(vℓ−1 + vℓ) ,
which is a convex combination of 0, v1, . . . , vℓ, hence a point in Aℓ. On the other hand, if
aℓ−2 > aℓ−1, then we find in a similar way that
σ−x = a1v1 + · · ·+ aℓ−3vℓ−3 + 2aℓ−1vℓ−2 +
aℓ−2 − aℓ−1
2
(vℓ−1 + vℓ) ,
which is again in Aℓ. From this we derive a description of the map θ¯ℓ−1 : Aℓ−1 → Aℓ in
barycentric coordinates:
(a0, . . . , aℓ−1)
θ¯ℓ−1
7−→
(
a0, . . . , aℓ−3, 2min{aℓ−2, aℓ−1},
|aℓ−1 − aℓ−2|
2
,
|aℓ−1 − aℓ−2|
2
)
.
Now let [x, t] ∈ (Aℓ−1 × Tℓ−1)/≈, and let (a0, . . . , aℓ−1) be the barycentric coordinates of
x. Since we want the diagram (25) to commute, we are forced to set
fℓ−1([x, t]) := [θ¯ℓ−1(x), wθℓ−1(t)] ,
where w = σ+ if aℓ−2 6 aℓ−1, and w = σ
− if aℓ−2 > aℓ−1. Let (t1, . . . , tℓ−1) ∈ (S1)ℓ−1 be
the coordinates of t ∈ Tℓ−1 with respect to α
∨
2 , . . . , α
∨
ℓ . Then it is easily verified, using the
action of Wℓ on the coroots α
∨
1 , . . . , α
∨
ℓ (see (26)), that
σ+θℓ−1(t) = (t1, . . . , tℓ−3, tℓ−1tℓ−2, tℓ−1, tℓ−1) , σ
−θℓ−1(t) = (t1, . . . , tℓ−3, tℓ−1tℓ−2, tℓ−2, tℓ−2) .
Now it is not difficult to check that fℓ−1 is well defined and continuous (for the definition
of the equivalence relation ≈ see the proof of Lemma 5.19). Moreover, the diagram (25)
commutes by construction.
Using the homeomorphism φ defined in the proof of Lemma 5.19 we could give a description
of fℓ−1 : CP(n∨ℓ−1)→ CP(n
∨
ℓ ) in homogeneous coordinates. Relevant to our proof, however, is
merely the observation that the restriction of fℓ−1 to the first ℓ− 2 homogenous coordinates
of CP(n∨ℓ−1) (i.e., setting aℓ−2 = aℓ−1 = 0) equals the standard inclusion [z0, . . . , zℓ−3] 7→
[z0, . . . , zℓ−3, 0, 0, 0]; but this is evident from the description of θ¯ℓ−1 and wθℓ−1 given above,
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as these coordinates depend only on a0, . . . , aℓ−3 and t1, . . . , tℓ−3. This proves part (i) of the
theorem.
Part (ii) for ℓ > 4 is proved in the same way. The group Spin(2ℓ + 1) is described by
the root system Bℓ. A basis {α1, . . . , αℓ} of simple roots can be chosen in such a way that
the subgroup Spin(2ℓ−1) corresponds to the subroot system Bℓ−1 obtained by omitting the
simple root α1. A calculation as before shows that the stabilization map i¯
odd
ℓ−1 is equivalent
to the one induced by the map Aℓ−1 × Tℓ−1 → Aℓ × Tℓ sending
((a0, . . . , aℓ−1), (t1, . . . , tℓ−1)) 7→ ((a0, . . . , aℓ−2, aℓ−1, 0), (t1, . . . , tℓ−2, t
2
ℓ−1, tℓ−1)) .
In particular, the restriction to the first ℓ − 1 homogeneous coordinates is equal to the
standard inclusion. The conclusion follows again from [28] and a commutative diagram
similar to (23). For the case ℓ = 3 see Remark 6.4. 
Remark 6.2. Theorem 6.1 should be compared with the homology stability result of Ramras
and Stafa, [43, Theorem 1.1]. From their result one deduces that the rational homology
groups of Rep(Z2, Spin(2ℓ − 1)) and Rep(Z2, Spin(2ℓ + 1)), and of Rep(Z2, Spin(2ℓ − 2))
and Rep(Z2, Spin(2ℓ)), respectively, are abstractly isomorphic up to homological degree
k 6 ℓ− 1.
Next we prove stability of π2 for spaces of commuting pairs in spinor groups. As in the
previous theorem, it is natural to divide the analysis into the case of even and odd Spin
groups; it will be enough, however, to treat the even case from which the general case may
be deduced.
Theorem 6.3. For all m > 5 the map Spin(m)→ Spin(m+ 1) induces an isomorphism
π2(Hom(Z2, Spin(m)))
∼=
−→ π2(Hom(Z2, Spin(m+ 1))) .
Proof. We first focus on the range m > 6. The case m = 5 will be dealt with separately at
the end. Let ℓ > 4. By Theorem 5.21, all three groups in the sequence
π2(Hom(Z2, Spin(2ℓ− 2)))→ π2(Hom(Z2, Spin(2ℓ− 1)))→ π2(Hom(Z2, Spin(2ℓ)))
are isomorphic to Z. Thus, if the composite map is an isomorphism, then so are the two
component maps. To prove the theorem in the range m > 6 it therefore suffices to show
that for all ℓ > 4 the map ievℓ−1 : Hom(Z
2, Spin(2ℓ − 2)) → Hom(Z2, Spin(2ℓ)) induces an
isomorphism of second homotopy groups.
Consider the commutative diagram
π2(Hom(Z2, Spin(2ℓ− 2)))
(iev
ℓ−1)∗//
(πℓ−1)∗

π2(Hom(Z2, Spin(2ℓ)))
(πℓ)∗

π2(Rep(Z2, Spin(2ℓ− 2)))
(¯iev
ℓ−1)∗ // π2(Rep(Z2, Spin(2ℓ)))
in which the maps are the obvious ones. As all groups in the diagram are isomorphic to Z,
each map is determined by its degree. The degrees of the vertical maps are described by
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Theorem 5.21, from which we deduce that
deg((ievℓ−1)∗) =
deg((¯ievℓ−1)∗) deg((πℓ−1)∗)
deg((πℓ)∗)
=
{
deg((¯ievℓ−1)∗)/2 if ℓ = 4,
deg((¯ievℓ−1)∗) if ℓ > 4.
Theorem 6.1 implies that deg(¯ievℓ−1)∗ = 1 if ℓ > 4 and deg(¯i
ev
ℓ−1)∗ = 2 if ℓ = 4, hence
deg((ievℓ−1)∗) = 1 for all ℓ > 4. This proves the theorem in the range m > 6.
It remains to prove that Spin(5) → Spin(6) induces an isomorphism as stated. It is
enough to show that the map π2(Hom(Z2, Spin(5))) → π2(Hom(Z2, Spin(6))) is surjective
as both groups are isomorphic to Z. Consider the following sequence of matrix groups
Spin(4) // Spin(5) // Spin(6)
SU(2)× SU(2)
∼ =
Sp(2)
∼ =
SU(4)
∼ =
Recall that Sp(k) = {A ∈ GL(k,H) | A†A = 1}. In particular, Sp(1) ∼= SU(2) is the group
of quaternions of unit norm. It is wellknown, see [35, Theorem 5.20], that the first map
in the sequence is block sum Sp(1)2 → Sp(2), (A,B) 7→ A ⊕ B. The second map is the
inclusion Sp(2) →֒ SU(4) resulting from
M(2,H)→ M(4,C) , A+ jB 7→
(
A −B¯
B A¯
)
,
see [35, Theorem 5.21]. There is a permutation P ∈ Σ4 6 U(4) such that the composition
of SU(2)2 → Sp(2) → SU(4) is conjugate by P to block sum. As U(4) is path–connected
the composition is homotopic to block sum. Then its restriction to the first SU(2)-factor
is homotopic to the canonical inclusion of SU(2) into SU(4), which by Theorem 4.1 and
Remark 4.2 induces an isomorphism π2(Hom(Z2, SU(2))) ∼= π2(Hom(Z2, SU(4))). As a
consequence, the map π2(Hom(Z2, Spin(4)))→ π2(Hom(Z2, Spin(6))) is surjective, hence so
is π2(Hom(Z2, Spin(5)))→ π2(Hom(Z2, Spin(6))). 
Remark 6.4. To prove the case ℓ = 3 of Theorem 6.1 (ii) we consider the sequence of maps
Rep(Z2, Spin(6)) //
2
,,
Rep(Z2, Spin(7)) //
1
22
Rep(Z2, Spin(8)) // Rep(Z2, Spin(9))
The two labels indicate the degree of the induced map of second homotopy groups as implied
by the case ℓ = 4 of Theorem 6.1. It follows that the first map in the sequence has degree
2 on second homotopy groups. Now π2(Rep(Z2, Spin(5))) → π2(Rep(Z2, Spin(6))) is an
isomorphism, by Theorem 6.3, hence π2(Rep(Z2, Spin(5))) → π2(Rep(Z2, Spin(7))) must
have degree 2.
7. The distinguished role of SU(2)
In this section we continue to work with a fixed simply–connected simple compact Lie
group G. Let
ν : SU(2) →֒ G
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be the embedding that corresponds to the highest root of G. Then the induced map
ν∗ : H3(SU(2);Z)
∼=
−→ H3(G;Z)
is an isomorphism, see [18, III Proposition 10.2].
Theorem 7.1. The map ν : SU(2) →֒ G induces an isomorphism
π2(Hom(Z2, SU(2))) ∼= π2(Hom(Z2, G)) .
Proof. A standard argument with the semi-algebraic triangulation theorem [10, Theorem
9.2.1] shows that we can give G2 = G× G a CW-structure in such a way that Hom(Z2, G)
is a subcomplex, hence the inclusion i : Hom(Z2, G)→ G2 is a cofibration. Let us consider
the Puppe sequence of i,
Hom(Z2, G) i−→ G2 → G2/Hom(Z2, G) ∂−→ ΣHom(Z2, G) −Σi−−→ ΣG2 .
By the Ku¨nneth theorem, and the fact that G is 2-connected, we have that
H3(ΣG
2;Z) ∼= H2(G2;Z) = 0 .
Moreover, if j : G ∨G→ Hom(Z2, G) is the inclusion, then the composite map
H3(G ∨G;Z)
j∗
−→ H3(Hom(Z2, G);Z)
i∗−→ H3(G
2;Z)
is an isomorphism. Hence, i∗ is surjective. From the long exact homology sequence associated
to the Puppe sequence we derive the isomorphism
∂∗ : H3(G
2/Hom(Z2, G);Z)
∼=
−→ H2(Hom(Z2, G);Z) .
Let ν × ν : SU(2)2/Hom(Z2, SU(2))→ G2/Hom(Z2, G) be the map induced by ν : SU(2) →֒
G upon passage to quotients. By naturality of the connecting map ∂ and by the Hurewicz
theorem, it suffices to show that there is an isomorphism
(ν × ν)∗ : H3(SU(2)
2/Hom(Z2, SU(2));Z)
∼=
−→ H3(G
2/Hom(Z2, G);Z) .
To see this we consider the commutator map G2 → G, (x, y) 7→ [x, y]. It is constant on
commuting pairs, hence induces a map
γ : G2/Hom(Z2, G)→ G .
We claim that when G = SU(2) the induced map
γ∗ : H3(SU(2)
2/Hom(Z2, SU(2));Z)
∼=
−→ H3(SU(2);Z)
is an isomorphism. Indeed, observe that
SU(2)2/Hom(Z2, SU(2)) ∼= Y + ,
where Y + is the one-point compactification of the space Y := SU(2)2\Hom(Z2, SU(2)) of
non-commuting pairs in SU(2). It is known that the commutator map restricted to Y is
a locally trivial fiber bundle over SU(2)\{1} with compact fiber F := {(x, y) ∈ SU(2)2 |
[x, y] = −1}, see [7, VI 1 (a)]. In particular, as SU(2)\{1} is contractible (it is a sphere
with one point removed), there is a homeomorphism Y ∼= (SU(2)\{1}) × F under which
the commutator map corresponds to the projection onto the first factor. Therefore, γ is
equivalent to the map SU(2) ∧ F+ → SU(2) induced by F+ → S
0. Because this map
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has a section, and because H3(SU(2) ∧ F+;Z) ∼= H2(Hom(Z2, SU(2));Z) ∼= Z, the induced
map H3(SU(2) ∧ F+;Z) → H3(SU(2);Z) must be an isomorphism. Consequently, γ∗ is an
isomorphism in the case G = SU(2).
Finally, we contemplate the commutative diagram
H3(SU(2)
2/Hom(Z2, SU(2));Z)
γ∗
∼=
//
(ν×ν)∗

H3(SU(2);Z)
ν∗∼=

H3(G
2/Hom(Z2, G);Z)
γ∗ // H3(G;Z)
By Theorem 5.21 all groups in the diagram are isomorphic to Z, which forces both the left
hand vertical arrow as well as the bottom horizontal arrow to be isomorphisms. This finishes
the proof of the theorem. 
In the study of spaces of homomorphisms Hom(Γ, G) it is natural to ask for the properties
of the classifying space map
B : Hom(Γ, G)→ map∗(BΓ, BG) ,
which takes a homomorphism φ : Γ → G to the classifying map Bφ : BΓ → BG of a flat
principal G-bundle over BΓ with holonomy φ. On path–connected components B describes
the contribution of flat bundles to the set of isomorphism classes of principal G-bundles over
BΓ; on higher homotopy groups there is a similar interpretation in terms of families of flat
bundles (cf. [40, Section 7]). For Γ = Z2 we have the following corollary of Theorem 7.1.
Corollary 7.2. The classifying space map
B : Hom(Z2, G)→ map∗(S
1 × S1, BG)
induces an isomorphism on πk for all k 6 2.
Here we identify BZ2 ≃ S1 × S1 up to homotopy.
Proof. Since BG is 3-connected, the space map∗(S
1 × S1, BG) is path–connected. By ad-
junction and the homotopy equivalence Sk ∧ (S1× S1) ≃ Sk+2 ∨
∨2 Sk+1 (for k > 0), we have
natural isomorphisms
πk(map∗(S
1 × S1, BG)) ∼= [Sk ∧ (S1 × S1), BG] ∼= πk+1(G)⊕ πk(G)⊕ πk(G)
for all k > 0. In particular, map∗(S
1 × S1, BG) is simply–connected. Since Hom(Z2, G) is
also path–connected and simply–connected, it only remains to prove the case k = 2 of the
corollary. We shall prove this case by reducing first to G = SU(2), and then further to the
stable unitary group U = colim
n→∞
U(n) for which the result is known.
By Theorem 7.1, by naturality of the classifying space map, and because ν : SU(2) →֒ G
induces an isomorphism π3(SU(2)) ∼= π3(G), it suffices to show that
π2(Hom(Z2, SU(2)))→ π2(map∗(S
1 × S1, BSU(2))) ∼= π3(SU(2))
is an isomorphism. The isomorphism π3(SU(2)) ∼= π3(U) induced by the inclusion SU(2)→
U is classical. On the other hand, we deduce from Theorem 4.1 and Remark 4.2 that
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SU(2)→ U also induces an isomorphism π2(Hom(Z2, SU(2))) ∼= π2(Hom(Z2, U)). It is then
enough to show that the classifying space map induces an isomorphism
π2(Hom(Z2, U))
∼=
−→ π2(map∗(S
1 × S1, BU)) .
This isomorphism is an application of [41, Theorem 3.4]. 
Loosely speaking, the corollary says that every principal G-bundle over S2 × (S1)2 arises
from an S2-family of flat bundles over (S1)2, and the associated family of holonomies S2 →
Hom(Z2, G) is uniquely determined up to homotopy.
Also observe that since π2(Hom(Z2, G)) → π2(Rep(Z2, G)) need not be an isomorphism,
the map induced by B on second homotopy groups does not factor through Rep(Z2, G) in
general. This is in contrast to the fact that π0(Hom(Γ, G)) → [BΓ, BG] factors through
π0(Rep(Γ, G)) so long as G is connected (cf. [1, Lemma 2.5]).
Remark 7.3. Theorem 5.21 showed that the image of π2(Hom(Z2, G)) in π2(Rep(Z2, G)) has
index lcm{n∨0 , . . . , n
∨
r }. With the ideas of the previous theorem we can give an alternative
explanation of this fact. Without reference to Theorem 5.21, the proof of Theorem 7.1 and
the fact that π2(Hom(Z2, G)) has rank one as an abelian group (Corollary 2.2) show that
the map ν : SU(2)→ G induces an isomorphism
π2(Hom(Z2, SU(2))) ∼= π2(Hom(Z2, G))/torsion .
By Theorem 3.6, π∗ : π2(Hom(Z2, SU(2)))→ π2(Rep(Z2, SU(2))) is an isomorphism, hence
the degree of π∗ : π2(Hom(Z2, G))/torsion → π2(Rep(Z2, G)) equals the degree of the map
π2(Rep(Z2, SU(2))) → π2(Rep(Z2, G)) induced by ν. To calculate the degree one identifies
the map Rep(Z2, SU(2)) → Rep(Z2, G) up to equivalence with a map CP(1, 1) → CP(n∨)
through a case-by-case argument with root systems similar to the proof of Theorem 6.3. One
finds that, for each G, there exists j ∈ {1, . . . , r} such that CP(1, 1)→ CP(n∨) is homotopic
to
CP(1, 1)
ij
−→ CP(1, . . . , 1)
p
n
∨
−−→ CP(n∨) ,
where ij is the inclusion [z0, z1] 7→ [z0, 0, . . . , 0, z1, 0, . . . , 0] with z1 in the j-th position, and
the second map is the projection [z0, . . . , zr] 7→ [z
n∨0
0 , . . . , z
n∨r
r ]. By the formula displayed in
(24), the degree of the composite map on second homology groups equals lcm{n∨0 , . . . , n
∨
r },
independent of j.
Remark 7.4. Consider a representation ρ : G→ SU(N) and let Dρ be the Dynkin index of
ρ, that is the degree of ρ∗ : π3(G)→ π3(SU(N)). Theorem 7.1 (or Corollary 7.2) shows that
the degree of π2(Hom(Z2, G))→ π2(Hom(Z2, SU(N))) equals Dρ. On the other hand, as the
degree of π2(Hom(Z2, SU(N))) → π2(Rep(Z2, SU(N))) is one (Theorem 5.21), the degree
of π2(Rep(Z2, G)) → π2(Rep(Z2, SU(N))) equals Dρ/D, where D = gcd{Dρ | ρ : G →
SU(N), N ≥ 1} is the Dynkin index of G, which equals lcm{n∨0 , . . . , n
∨
r } as noted in the
introduction.
8. Application: TC structures on trivial principal G-bundles
In this section we provide a geometric interpretation for the calculations given in this
article. In particular, we show how examples of non-trivial transitionally commutative (TC)
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structures on trivial principal G-bundles can be constructed using non-trivial elements in
π2(Hom(Z2, G)).
8.1. TC structures on principal G-bundles. We start by reviewing the concept of a TC
structure on a principal G-bundle. Assume that G is a Lie group. We can associate to G a
simplicial space, denoted [BcomG]∗ and defined by [BcomG]n := Hom(Zn, G) ⊂ Gn. The face
and degeneracy maps in [BcomG]∗ are defined as the restriction of the face and degeneracy
maps in the classical bar construction [BG]∗. The geometric realization of the simplicial space
[BcomG]∗ is denoted by BcomG and called the classifying space for commutativity in G [3, 4].
The space BcomG is naturally a subspace of BG and we denote by pcom : EcomG → BcomG
the restriction of the universal principal G-bundle p : EG → BG over BcomG. The space
BcomG classifies principal G-bundles that come equipped with an additional structure that
we will refer to as a transitionally commutative structure. To explain this further we need
to recall some basic definitions from bundle theory.
Suppose that q : E → X is a principal G-bundle with G acting on the right on E and
that X is a CW-complex. By local triviality we can find an open cover U = {Ui}i∈I of X
together with trivializations ϕi : q
−1(Ui)→ Ui×G for every i ∈ I. If Ui and Uj are such that
Ui ∩ Uj 6= ∅, then for every x ∈ Ui ∩ Uj and all g ∈ G we have ϕiϕ
−1
j (x, g) = (x, ρi,j(x)g).
Here ρi,j : Ui ∩Uj → G is a continuous function called the transition function. The different
transition functions satisfy the cocycle identity
ρi,k(x) = ρi,j(x)ρj,k(x)
for every x ∈ Ui ∩ Uj ∩ Uk. Now, if for every i, j, k ∈ I and every x ∈ Ui ∩ Uj ∩ Uk the
elements ρi,j(x), ρj,k(x) and ρi,k(x) commute with each other, then we say that {ρi,j} is a
commutative cocycle.
Following [4], we call a principal G-bundle q : E → X transitionally commutative if it
admits a trivialization in such a way that the corresponding transition functions define a
commutative cocycle. Let f : X → BG be the classifying map of a principal G–bundle
q : E → X over a finite CW–complex X . Then by [4, Theorem 2.2] it follows that f factors
through BcomG, up to homotopy, if and only if q is transitionally commutative.
Next we define the notion of a transitionally commutative structure on principal bundles
as in [25] and [44].
Definition 8.1. Suppose that q : E → X is a transitionally commutative principal G-
bundle. A transitionally commutative structure (TC structure) on q : E → X is a choice
of map f˜ : X → BcomG, up to homotopy, such that if˜ : X → BG is a classifying map for
q : E → X . Here i : BcomG→ BG denotes the natural inclusion.
With the previous definition the set of TC structures on principal G-bundles over a space
X is precisely the set [X,BcomG] of homotopy classes of maps X → BcomG.
Example 8.2. Consider the trivial principal G-bundle pr1 : X × G → X . This bundle
admits a TC structure given by the homotopy class of a constant map X → BcomG. We
refer to this TC structure as the trivial TC structure.
Observe that the definition of TC structures implies that the same underlying principal
G-bundle can admit TC structures in many different ways.
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8.2. Examples of TC structures on the trivial bundle. Our next goal is to construct
non-trivial TC structures for the trivial principal G-bundle over S4.
Let EcomG denote the homotopy fiber of the inclusion i : BcomG → BG. As a direct
consequence of [3, Theorem 6.3], the homotopy fiber sequence EcomG → BcomG → BG
induces for every n > 0 a split short exact sequence
(27) 1→ πn(EcomG)→ πn(BcomG)
i∗−→ πn(BG)→ 1 .
If G is connected, then both BcomG and BG are simply–connected. In particular, for every
n > 0 we have that [Sn, BcomG] ∼= πn(BcomG) so that πn(BcomG) agrees with the set of TC
structures on principal G-bundles over Sn. Let f : Sn → BcomG be a TC structure on the
trivial principal G-bundle over Sn. Then [f ] ∈ πn(BcomG) belongs to
Ker(i∗ : πn(BcomG)→ πn(BG)) ∼= πn(EcomG) .
In fact, elements in πn(EcomG) correspond precisely to TC structures on the trivial principal
G-bundle over Sn.
If G = SU(m) or G = Sp(k), then EcomG is 3-connected by [4, Proposition 3.2]. This
implies that the lowest dimensional sphere for which a non-trivial TC structure on the trivial
principal G-bundle can exist is S4. For other simply–connected compact Lie groups G this
may not hold, as a result of the fact that Hom(Zn, G) can be disconnected. However, the
following variation of BcomG was considered in [4]. Let [BcomG1]∗ denote the sub-simplicial
space of [BcomG]∗ defined by [BcomG1]n := Hom(Zn, G)1. Let EcomG1 denote the homotopy
fiber of the inclusion BcomG1 → BG. The proof of [3, Theorem 6.3] shows that there is a split
exact sequence of the form (27) also when EcomG and BcomG are replaced by EcomG1 and
BcomG1, respectively. Therefore, [4, Proposition 3.2] implies that EcomG1 is 3-connected if G
is simply–connected. Moreover, π4(BcomG1) ∼= π4(EcomG1)⊕ Z if in addition G is assumed
simple.
Corollary 8.3. Let G be a simply–connected simple compact Lie group. Then
π4(EcomG1) ∼= Z and π4(BcomG1) ∼= Z⊕ Z .
Proof. As explained in [4] a model for EcomG1 is the geometric realization of a simplicial
space [EcomG1]∗ with n-simplices [EcomG1]n := Hom(Zn, G)1 × G. To keep our proof short
we refer to [4] for more details about the simplicial structure. The filtration of EcomG1
arising from the simplicial structure leads to a spectral sequence (see [34, Theorem 11.14])
which takes the form
E2p,q = Hp(Hq([EcomG1]∗;Z)) =⇒ Hp+q(EcomG1;Z) .
The proof of [4, Proposition 3.3] shows that E2p,q = 0 for all p, q > 0 with 0 < p + q 6 3.
Let us determine E2p,q for p+ q = 4. Since Hom(Z
n, G)1×G is path–connected and simply–
connected for all n > 0, we have that E2p,0 = 0 for all p > 1 and E
2
p,1 = 0 for all p > 0.
The chain complex computing E21,3 reads
· · · → H3(Hom(Z2, G)×G;Z)
d2−→ H3(G×G;Z)
d1−→ H3(G)→ 0 ,
with differentials dk =
∑k
i=0(−1)
i∂i where ∂i : [EcomG]k → [EcomG]k−1 is the i-th face map.
Let i2 : G → G × G be the inclusion x 7→ (1, x). Then a short calculation shows that
46 A. ADEM, J. M. GO´MEZ, AND S. GRITSCHACHER
ker(d1) = Im((i2)∗). Moreover, if i
′
2 : G → Hom(Z
2, G) × G denotes the inclusion x 7→
(1, 1, x), then d2(i
′
2)∗ = (i2)∗. Hence, E
2
1,3 = ker(d1)/Im(d2) = 0.
The chain complex computing E22,2 reads
· · · → H2(Hom(Z3, G)1 ×G;Z)
d3−→ H2(Hom(Z2, G)×G;Z)
d2−→ 0 ,
because G is assumed simply–connected and therefore H2(G × G;Z) = 0 by the Ku¨nneth
theorem. Now H2(Hom(Z2, G) × G;Z) ∼= H2(Hom(Z2, G);Z) ∼= Z, by Theorem 5.21. As a
consequence, d3 factors through H2(Hom(Z3, G)1;Z)/torsion.
We claim that d3 = 0, hence E
2
2,2
∼= Z. To see this let j :
∨3Hom(Z2, G)→ Hom(Z3, G)1
be the map induced by (x, y) 7→ (x, y, 1), (x, y) 7→ (x, 1, y), and (x, y) 7→ (1, x, y). By
Corollary 5.23, the map j∗ induced by j on second homology groups is an isomorphism
modulo torsion. Therefore, to see that d3 = 0 it is enough to show that d3j∗ = 0, but this is
an easy calculation.
Finally, it is clear that the differential d1 : H4(G×G;Z)→ H4(G;Z) in the chain complex
computing E20,4 is surjective, so E
2
0,4 = 0.
It follows that the only non-trivial group in total degree 4 of the E2-page is E22,2 and
there are no non-trivial differentials originating from or arriving at E22,2. Hence, we conclude
that H4(EcomG1;Z) ∼= E22,2 ∼= Z. The isomorphism π4(EcomG1) ∼= Z is obtained from the
Hurewicz theorem and the fact that EcomG1 is 3-connected. 
We show next how an element of π2(Hom(Z2, G)) ∼= Z can be used to construct a TC
structure on the trivial principal G-bundle over S4.
Let β : S2 → Hom(Z2, G) be any map. If β1 and β2 are the components of β, then we have
that β1(x), β2(x) ∈ G commute for all x ∈ S2. We are going to use the functions β1 and β2
to construct a commutative cocycle with values in G. The construction we give follows the
idea of [44, Section 3] where the case G = O(2) was studied. Consider
S4 = {(x0, x1, x2, x3, x4) ∈ R5 | x20 + x
2
1 + x
2
2 + x
2
3 + x
2
4 = 1}.
We can cover S4 using the closed sets C1, C2 and C3 given by
C1 = {(x0, x1, x2, x3, x4) ∈ S4 | x0 6 0} ,
C2 = {(x0, x1, x2, x3, x4) ∈ S4 | x0 > 0, x4 > 0} ,
C3 = {(x0, x1, x2, x3, x4) ∈ S4 | x0 > 0, x4 6 0} .
Notice that
C1 ∩ C2 ∩ C3 = {(x0, x1, x2, x3, x4) ∈ S4 | x0 = 0, x4 = 0} ∼= S2.
From now on we identify S2 with C1 ∩C2 ∩C3. In addition, observe that C1 ∩C2 ∼= D3 and
under this identification the boundary S2 corresponds to C1 ∩C2 ∩C3. The same is true for
C1 ∩ C3 and C2 ∩ C3.
Recall that π2(G) = 0, hence β1 : S2 → G is null-homotopic. Since C1 ∩ C2 ∼= D3, we
can find a continuous map ρ1,2 : C1 ∩ C2 → G such that ρ1,2|C1∩C2∩C3 : C1 ∩ C2 ∩ C3 → G
agrees with β1. Similarly, the choice of a null-homotopy of β2 defines a continuous map
ρ2,3 : C2 ∩C3 → G such that ρ2,3|C1∩C2∩C3 : C1 ∩C2 ∩C3 → G agrees with β2. To define the
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transition function ρ1,3 : C1 ∩ C3 → G we consider the retraction r : C2 → C2 ∩ C3 defined
by
r(x0, x1, x2, x3, x4) :=
(√
1− x21 − x
2
2 − x
2
3, x1, x2, x3, 0
)
.
Then define ρ1,3 : C1 ∩ C3 → G by
ρ1,3(0, x1, x2, x3, x4) := ρ1,2(0, x1, x2, x3,−x4)ρ2,3(r(0, x1, x2, x3,−x4)).
For i > j we set ρi,j := ρ
−1
j,i . Notice that if x ∈ C1 ∩ C2 ∩ C3, then x = (0, x1, x2, x3, 0) and
r(x) = x. Therefore, for x ∈ C1 ∩C2 ∩C3 we have that ρ1,3(x) = ρ1,2(x)ρ2,3(x) by definition
of ρ1,3. Thus, {ρi,j} satisfies the cocycle condition. Moreover, since ρ1,2(x) = β1(x) and
ρ2,3(x) = β2(x) for all x ∈ C1 ∩ C2 ∩ C3, we conclude that {ρi,j} defines a commutative
cocycle relative to the closed cover C := {C1, C2, C3} of S4.
Let Eβ be the space defined by
Eβ := (C1 ×G ⊔ C2 ×G ⊔ C3 ×G)/∼ ,
where (j, x, g) ∼ (i, x, ρij(x)g). The projection map Eβ → S4 induced by (j, x, g) 7→ x defines
a principal G-bundle by [44, Lemma 3.1].
Lemma 8.4. The principal G-bundle Eβ → S4 is trivial.
Proof. By [44, Lemma 3.2], the principal G-bundle Eβ is isomorphic to the bundle obtained
using the clutching function ϕ : C1 ∩ (C2 ∪ C3) ∼= S3 → G given by
ϕ(x) =
{
ρ1,2(x)ρ2,3(r(x)) , if x ∈ C1 ∩ C2 ,
ρ1,3(x) , if x ∈ C1 ∩ C3 .
By construction this function satisfies ϕ(0, x1, x2, x3, x4) = ϕ(0, x1, x2, x3,−x4). This implies
that ϕ factors through C1 ∩ C2 ∼= D3, hence ϕ is null-homotopic. Therefore, the principal
G-bundle Eβ is trivial. 
Let N∗(C) denote the Cˇech nerve of the closed cover C of S4. The commutative cocycle
{ρi,j} defines a simplicial map [fβ]∗ : N∗(C) → [BcomG1]∗ sending x ∈ Ci0 ∩ · · · ∩ Cin to
(ρi0,i1(x), . . . , ρin−1,in(x)) ∈ Hom(Z
n, G)1. Upon geometric realization we obtain a map
fβ := |[fβ]∗| : |N∗(C)| → BcomG1 .
We can choose open neighbourhoods Ui ⊃ Ci, i = 1, 2, 3, such that for every choice of
indices the inclusion Ci0 ∩ · · · ∩ Cin →֒ Ui0 ∩ · · · ∩ Uin is a homotopy equivalence. Let
U = {U1, U2, U3} be the resulting open cover of S4. The map of Cˇech nerves N∗(C)→ N∗(U)
is a levelwise homotopy equivalence of proper simplicial spaces, hence induces a homotopy
equivalence |N∗(C)| ≃ |N∗(U)|. Since U is numerable, the natural map |N∗(U)| → S4 is a
homotopy equivalence by [45, Proposition 4.1]. We conclude that |N∗(C)| → S4 is a homotopy
equivalence. Let λ : S4 → |N∗(C)| be a homotopy inverse. The argument of [44, Lemma 3.3]
shows that fβλ : S4 → BcomG1 is a TC structure on Eβ , i.e., that ifβλ : S4 → BG classifies
Eβ . Since Eβ is trivial, by Lemma 8.4, ifβλ is null homotopic. Thus, fβλ factors, up to
homotopy, through the homotopy fiber EcomG1.
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Let us construct another commutative cocycle on S4, this time representing a generator
of π4(BG) ∼= Z. To this end, we cover S4 by the contractible closed sets
D1 = {(x0, x1, x2, x3, x4) ∈ S4 | x0 6 0} ,
D2 = {(x0, x1, x2, x3, x4) ∈ S4 | x0 > 0} .
Observe that D1 ∩D2 ∼= S3. Let τ1,2 : D1 ∩D2 → G represent a generator of π3(G). To be
concrete, we choose τ1,2 = ν, where ν : SU(2) → G is the map defined in Section 7. Then
τ1,2 defines trivially a commutative cocycle relative to the closed cover D := {D1, D2}. As
before, the cocycle {τi,j} defines a simplicial map [gν ]∗ : N∗(D) → [BcomG1]∗ and thus a
map gν : |N∗(D)| → BcomG1. Upon choosing a homotopy equivalence λ
′ : S4 → |N∗(D)| one
obtains a classifying map igνλ
′ : S4 → BG for the bundle clutched by ν : S3 → G. Since ν
represents a generator of π3(G), the homotopy class of igνλ
′ generates π4(BG).
From now on we tacitly identify |N∗(C)| and |N∗(D)| with S4 and drop the homotopy
equivalences λ and λ′ from the notation.
Theorem 8.5. Let [β] ∈ π2(Hom(Z2, G)) and [ν] ∈ π3(G) be generators. Then the TC
structures [fβ] and [gν ] generate π4(BcomG1) ∼= Z⊕ Z. In particular, fβ lifts to a generator
of π4(EcomG1) ∼= Z.
Proof. The proof is by comparison of the spectral sequences associated to the simplicial
spaces N∗(C), N∗(D) and [BcomG1]∗. Let us first consider the spectral sequence
CE
2
p,q = Hp(Hq(N∗(C);Z)) =⇒ Hp+q(|N∗(C)|;Z) .
In each degree N∗(C) is a disjoint union of contractible spaces and spaces homeomorphic to
S2. This readily shows that CE2p,q = 0 unless q = 0, 2. In the case q = 0 the chain complex
H0(N∗(C);Z) computes the homology of a 2-simplex, hence CE24,0 = 0. In the case q = 2 we
observe that H2(N2(C);Z) ∼= H2(C1 ∩ C2 ∩ C3;Z) ∼= Z, hence CE22,2 is a quotient of Z. In
fact, we must have CE
2
2,2
∼= Z, because H4(|N∗(C)|;Z) ∼= Z. For the same reason, CE22,2 is
not hit by any non-zero differential. Since CE
2
0,3 = 0, there is no non-zero differential leaving
CE
2
2,2 either. We conclude that CE
∞
2,2
∼= H2(C1 ∩ C2 ∩ C3;Z) ∼= Z is the only non-zero group
in total degree 4.
The analysis of the spectral sequence {DE
∗
p,q} calculating H∗(|N∗(D)|;Z) is very similar;
one finds that DE
∞
1,3
∼= H3(D1 ∩D2;Z) ∼= Z is the only non-zero group in total degree 4.
Finally, we consider the spectral sequence
E2p,q = Hp(Hq([BcomG1];Z)) =⇒ Hp+q(BcomG1;Z) .
Since [BcomG1]0 is a one point space, we trivially have that E
2
0,q = 0 for all q > 0. Because
Hom(Zn, G)1 is path–connected and simply–connected for all n > 0, we further have that
E24,0 = E
2
3,1 = 0. On the other hand, we find that E
2
1,3 is a quotient of H3(G;Z) ∼= Z, and
likewise E22,2 is a quotient of H2(Hom(Z
2, G);Z) ∼= Z (Theorem 5.21). In Corollary 8.3 we
showed that H4(BcomG1;Z) ∼= Z⊕ Z; but this is possible only if E21,3 ∼= Z and E
2
2,2
∼= Z and
none of these is hit by a non-zero differential. Furthermore, for degree reasons and because
E20,3 = 0, there are no non-zero differentials originating from either E
2
1,3 or E
2
2,2. Hence,
E∞1,3
∼= H3(G;Z) ∼= Z and E∞2,2 ∼= H2(Hom(Z
2, G);Z) ∼= Z.
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The simplicial maps [fβ]∗ : N∗(C) → [BcomG1]∗ and [gν ]∗ : N∗(D) → [BcomG1]∗ give rise
to the following diagram of extensions:
0 // 0 //

H4(|N∗(C)|;Z) //
(fβ)∗

CE
∞
2,2
∼= Z //
∼=β∗

0
0 // E∞1,3
∼= Z // H4(BcomG1;Z) // E∞2,2 ∼= Z // 0
0 // DE
∞
1,3
∼= Z //
∼=ν∗
OO
H4(|N∗(D)|;Z) //
(gν)∗
OO
0
OO
// 0
The preceding discussion shows that the map DE
∞
1,3 → E
∞
1,3 can be identified with the map
(ν)∗ : H3(S3;Z) → H3(G;Z), and CE∞2,2 → E
∞
2,2 may be identified with β∗ : H2(S
2;Z) →
H2(Hom(Z2, G);Z); both are isomorphisms by choice. The commutative diagram together
with the Hurewicz theorem imply that [fβ ] and [gν ] generate π4(BcomG1). Since ifβ is null
homotopic, [fβ] ∈ Ker(i∗ : π4(BcomG1) → π4(BG)) ∼= π4(EcomG1) and it is clear that [fβ ]
generates π4(EcomG1). 
8.3. An explicit generator of π2(Hom(Z2, G)). We finish our discussion by constructing a
map β : S2 → Hom(Z2, G) whose homotopy class generates the group π2(Hom(Z2, G)) ∼= Z.
In theory, this enables us to write down an explicit commutative cocycle on S4 (relative to the
closed cover {C1, C2, C3} described above) which represents the generator of π4(EcomG1) ∼=
Z.
By Theorem 7.1 it suffices to construct β in the case G = SU(2); composition with the
embedding ν : SU(2)→ G yields a generator for general G. Let T 6 SU(2) be the maximal
torus consisting of all diagonal matrices and identify it with the unit circle S1 ⊆ C. Under
this identification the action of the Weyl groupW ∼= Z/2 corresponds to complex conjugation
on S1. Let I = [0, 1] denote the unit interval and let ∆ = {(s, t) ∈ I2 | s 6 t}. Our model
for S2 will be the boundary of the prism P = ∆× I. Consider the continuous map
r : ∆ → (S1)2 ⊂ Hom(Z2, SU(2))
(s, t) 7→ (e2πis, e2πit) ,
whose image is the closure of a fundamental domain for the diagonal Z/2–action on (S1)2.
The basic idea to construct the desired homotopy class is to choose a null homotopy of
r|∂∆ : ∂∆→ Hom(Z2, SU(2)) ,
which exists because Hom(Z2, SU(2)) is simply–connected. Up to homotopy, this induces a
map ∆/∂∆ ∼= S2 → Hom(Z2, SU(2)). However, some care must be taken as the choice of
null homotopy will in general affect the resulting homotopy class.
Let ρ : (I, ∂I)→ (S1, 1) represent a generator of π1(S1) and let h : (I, ∂I)×I → (SU(2), 1)
be any fixed null homotopy of iρ, where i : (S1, 1) →֒ (SU(2), 1) is the inclusion. Let
i1 : SU(2) → Hom(Z2, SU(2)) denote the inclusion of the first factor. Similarly, let i2
denote the inclusion of the second factor. Let d : SU(2)→ Hom(Z2, SU(2)) be the diagonal
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map. We now extend r to a continuous map
β : ∂P → Hom(Z2, SU(2))
as follows: Define β|∆×{0} := r and let β|∆×{1} be the constant map with value (1, 1). The
boundary ∂∆ is the union of the three intervals
∆01 = {s = 0} , ∆02 = {s = t} , ∆12 = {t = 0} ,
each of which is identified with I. Define β|∆01×I := i2h, β|∆02×I := dh, and β|∆12×I := i1h.
By inspection, these maps can be glued together and define a continuous map β : ∂P →
Hom(Z2, SU(2)).
Proposition 8.6. The homotopy class of β generates π2(Hom(Z2, SU(2))).
Proof. By Theorem 5.21 it suffices to show that the composite map
∂P
β
−→ Hom(Z2, SU(2)) π−→ Rep(Z2, SU(2))
represents a generator of π2(Rep(Z2, SU(2))). Since Rep(Z2, SU(2)) ∼= S2, it is enough to
verify that πβ has degree ±1. Let int(∆) denote the relative interior of the bottom face
of ∂P , and let U ⊆ S2 be the image of int(∆) under πβ. Then U is open and πβ maps
∂P\int(∆) into S2\U . Any x ∈ U has a unique preimage under πβ. By considering local
degrees it follows that πβ has degree ±1. 
Let ν : SU(2)→ G be the embedding corresponding to the highest root of G.
Corollary 8.7. The homotopy class of (ν × ν)β generates π2(Hom(Z2, G)).
Proof. This is immediate from Proposition 8.6 and Theorem 7.1. 
Remark 8.8. In [4, 6] a K-theory group was introduced, defined for a finite CW complex
X by K˜com(X) := [X,BcomU ]. In [24, Proposition 5.2] it was shown that the inclusion
SU(2) → U induces an isomorphism π4(BcomSU(2)) ∼= π4(BcomU), and K˜com(S4) ∼= Z ⊕ Z.
Thus, the results of this section can be used to construct explicit commutative cocycles over
S4, relative to the closed covers C and D, representing the two generators of K˜com(S4).
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