In this work we present a system which visualizes the results obtained from image search engines in such a way that users can conveniently browse the retrieved images. The way in which search results are presented allows the user to grasp the composition of the set of images "at a glance". To do so, images are grouped and positioned according to their distribution in a prosemantic feature space which encodes information about their content at an abstraction level that can be placed between visual and semantic information. The compactness of the feature space allows a fast analysis of the image distribution so that all the computation can be performed in real time.
INTRODUCTION
We present here a system for the visualization and browsing of the results obtained by querying image search engines such as flickr R or Google images. Usually, on-line image collections are organized by metadata such as captions and tags which allows the users to perform searches by means of textual queries. The results are presented as collections of "pages" where thumbnails, generated from the retrieved images, are placed on a regular rectangular grid, sorted according to some predefined criterion (relevance, time stamp. . . ). Although this approach is highly space-efficient, it may present some drawbacks. The order in which the images are displayed may not be very obvious to the user, who has to cycle through several pages to find an appropriate image. Moreover, groups of very similar images are often placed on the same page which would then convey a small amount of information. In practice, a single page is seldom enough to communicate the general composition of the whole set of retrieved images.
Several works addressed the problem of visualizing sets of images on the basis of the associated metadata.
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However, metadata are already taken into account by the search engines. On the other hand, visual content is usually ignored. Therefore it may be considered as an additional source of information which can be exploited to provide a more convenient and efficient way to browse the results of the queries.
Content-based approaches have been used for the visualization of large database of images. [4] [5] [6] Since indexing is performed off-line, very powerful methods can be used to extract rich descriptions of the content of the images, and to analyze their distribution in the feature space.
In this work we applied a real-time, content-based approach which queries an image search engine, and displays the results in such a way that the user can understand "at a glance" the composition of the set of retrieved images.
The proposed system heavily relies on image features which combine low-level visual properties with automatically extracted semantic information about the content of the images. These features, which we called prosemantic (from "towards the meaning"), 7, 8 are compact 56-dimensional feature vectors. The small dimensionality of the feature space allows for an efficient analysis of the distribution of the images. As a result, the whole visualization process can be performed in real time.
Images are displayed on a plane in such a way that similar images (either visually or semantically) are grouped in the same region of the plane. Images are not allowed to cover each over: those which would overlap are recursively grouped into clusters which can be explored independently. 
SYSTEM ARCHITECTURE
The execution of each query is composed of three major steps:
• query processing;
• image description;
• thumbnail placement and visualization. Figure 1 shows a more detailed overview of the system. The steps in the pipeline are performed asynchronously on each image, which is shown to the user as soon as its processing is finished.
In the query processing step the text entered by the user is sent to an image search engine such as Google images, flickr R . . . The search engine returns a set of images whose content is described by a set of prosemantic features.
Image Description
We originally introduced prosemantic features in a previous work 7 and we further explored them in another paper.
8 Briefly, the prosemantic approach try to retain the advantages of using image classifiers (the possibility of introducing semantics) without the disadvantages (a system based on classifier is useful only inasmuch the queries are made on the categories on which it was trained). images are first described by a set of content ("low-level") features. These features are used as input to an array of 56 soft classifiers, trained to recognize a set of 14 partially overlapping classes. The output of the classifiers forms a 56-dimensional vector which characterizes the content of the image. The four low-level features are:
• first two statistical moments of the components in the LUV color space, computed on the image divided into 9 × 9 blocks;
• a eight-bin edge direction histogram, computed on the luminance image subdivided into 8 × 8 blocks;
• a color histogram obtained by a 8 × 8 × 8 uniform quantization of the RGB color space;
• a bag-of-features descriptor obtained by quantizing SIFT descriptors according to a codebook of 1096 visual words.
The 14 classes considered are: "animals", "city", "close-up", "desert", "flowers", "forest", "indoor", "mountain", "night", "people", "rural", "sea", "street", and "sunset". A Support Vector Machine has been trained for each combination of a class and a low-level feature. The "soft" output of the resulting 56 SVMs forms the prosemantic feature vector. The use of soft classification scores, together with the choice of independently process each lowlevel feature, places prosemantic features in an intermediate level between low-level representation and semantic annotation.
In the experimentation reported in our previous works 7, 8 prosemantic features demonstrated to perform significantly better for image retrieval than low-level features. In our opinion these performance derives from the capability of prosemantic features of allowing a better match against users' intuition about the similarity of the images. In fact, reasoning about low-level features requires some basic understanding of image processing. On the basis of the results obtained we decided to investigate the application of prosemantic features on different tasks, such as visualization and browsing (as is the case here).
In this work we modified the features to allow their real-time extraction. More in detail, we considered only three low-level features and we computed them on a subsampled version of the images (the thumbnails returned by the search engine). We decided to drop the bag-of-features descriptor because of its high computational cost and its low reliability when computed on low resolution images. Therefore, in this case the prosemantic feature vectors consist of 42 components.
Image visualization and browsing
Images have been described as points in a 42-dimensional prosemantic space. Unfortunately, computer monitors are limited to two dimensions only. Therefore, we need to reduce the dimensionality of the space. For this purpose, we decided to adopt a standard, widely used technique: Principal Component Analysis (PCA).
We investigated two different approaches: in the first the PCA basis is computed on-line on the prosemantic features extracted on the downloaded images; in the second approach the basis has been precomputed on a large dataset of images (here, we used the training set of the Pascal VOC 2007 challenge 9 ). We observed that the precomputed basis selects two principal components which roughly represent the open/closed and natural/manmaid dichotomies. The on-line approach produces less predictable results, since the basis is specific for each query.
The visualization in the subspace of the first two principal components allows showing to the users the result of their queries "at a glance". However, this visualization strategy is far from optimal: some regions of the space can result too crowded with an unwanted overlapping of the images which can also be completely hidden under their neighbors.
In order to simplify the presentation of the images we applied a quantization to the transformed prosemantic space. Neighbor images are recursively grouped in clusters, and only a representative example of the cluster is shown to the user (who can select the cluster to explore its content). The quantization process works as follows:
• a set of seed points is generated according to a hexagonal grid which uniformly subdivides the plane of the first two principal components;
• images are grouped into clusters according to the nearest seed point;
• for each cluster, the nearest image is selected as representative;
• the representative images are shown at the coordinates of the corresponding seed point. Note that some seed point may correspond to an empty cluster; in this case an empty space will be left on the screen. Figure 2 shows the search results of flickr R for the query "apple", sorted by decreasing relevance. Figure 3 shows the first 200 images visualized following our strategy. The downloaded images can be placed in different semantic categories: images representing fruits have been placed on the top while images with a technological theme have been placed on the bottom part of the screen.
Even if our system has been designed to visualize the results of image queries, it can be used to explore any collection of images. Figure 4 shows, for instance, the output obtained on the 120 images supplied for the "HP Challenge 2010: High Impact Visual Communication".
The proposed strategy has been implemented in a prototype application. The prototype submits the queries to the flickr R web service. We chose to use flickr R for its high popularity, and for its ease of integration with external applications. The adoption of others search engines (such as Google images) should be straightforward.
The application processes each image independently in parallel. An image is displayed when its processing is complete.
The application implements the two different visualization strategies presented in Section 2.2, together with more traditional viewing paradigms (e.g. a grid of thumbnails). During the demonstration attendees will be allowed to submit their own queries, and the results will be shown in real time. We presented here a system for the visualization of the results obtained from image search engines. The proposed strategy is content-based, where the content of the images is represented by prosemantic features which combine low-level visual properties with automatically extracted semantic information. The user can submit any textual query to the system and the retrieved set of images is displayed in such a way that its composition can be understood "at a glance".
Our future plans about this work include an extensive evaluation of the proposed strategy. We are also investigating how it would be possible to take into account ancillary information (time, captions. . . ) as well.
