High frequency and small lot size are characteristics of milk runs and are often used to implement the just-in-time (JIT) strategy in logistical systems. The common frequency problem, which simultaneously involves planning of the route and frequency, has been extensively researched in milk run systems. In addition, vehicle type choice in the milk run system also has a significant influence on the operating cost. Therefore, in this paper, we simultaneously consider vehicle routing planning, frequency planning, and vehicle type choice in order to optimize the sum of the cost of transportation, inventory, and dispatch. To this end, we develop a mathematical model to describe the common frequency problem with vehicle type choice. Since the problem is NP hard, we develop a two-phase heuristic algorithm to solve the model. More specifically, an initial satisfactory solution is first generated through a greedy heuristic algorithm to maximize the ratio of the superior arc frequency to the inferior arc frequency. Following this, a tabu search (TS) with limited search scope is used to improve the initial satisfactory solution. Numerical examples with different sizes establish the efficacy of our model and our proposed algorithm.
Introduction
A just-in-time (JIT) supply system managed parts transportation between suppliers and a manufacturer operating under the JIT discipline [1] . By simulating the JIT process from different perspectives, researchers showed that the JIT strategy could significantly improve efficiency and reduce cost [2] [3] [4] . With progress in research, the study of JIT has become more specialized. For example, in the implementation of JIT production for the manufacturer, a minimum inventory of raw materials is required to meet production needs, which in turn requires that the manufacturer supply parts in small and multifrequency batches according to operational parts consumption (speed). For inbound logistics, the popular milk run is well suited to manufacturers' need for JIT production because of its characteristics of high frequency and small lot size, which enable it to help reduce the cost of inventory and transportation. Therefore, many manufacturers use the milk run as the main mode of transportation for inbound logistics.
The milk run originated from the traditional system of milk distribution and sales in Western culture. In this system, a milkman simultaneously supplied customers with full bottles of milk and picked up the empty ones according to a predefined route. Over time, the high frequency and small lot sizes involved in this procedure made it attractive for use in manufacturing worldwide, since it was conducive to JIT production. The method has since developed into a popular one for collecting and delivering goods for multiple suppliers and manufactures using freight cars [5] . With respect to the milk run mode, researchers [6] [7] [8] [9] currently focused on the vehicle routing problem (VRP). Dantzig and Ramser [10] first introduced the idea of the VRP. Since then, additional scholars have conducted research in this field. With subsequent research on the problem addressing practical applications according to varying constraints, the VRP now has several formulations. For instance, the vehicle routing problem with time windows (VRPTW) adds the constraint of a hard or soft time window based on the VRP, which has encouraged various solutions [11] [12] [13] [14] . In addition to the time window, measuring the cost of inventory is a crucial factor for decision makers. Chien et al. [15] first used the cost of inventory as a factor in the vehicle routing problem and claimed that inventory allocation and the VRP were significant logistical decisions. Based on this premise, Chuah [16] 2 Mathematical Problems in Engineering discovered that frequency was affected by the inventory in the VRP and proposed a common frequency routing (CFR) problem. Based on the traditional VRP, the CFR problem simultaneously considers the relationship between frequency and inventory. Moreover, Chuah and Yingling [17] considered the amount in the inventory required to balance the relationship between inventory and frequency because low inventories increase the frequency of milk runs whereas high inventories have the opposite effect. Chuah subsequently [18] undertook a comprehensive study of the CFR problem, where he discussed the effects of various factors on the problem and proposed a gradual change in kanban levels to attain optimal cost. Further research led to the discovery that fixed frequency decisions could change inventory cost in the CFR problem and that frequency became a decision variable in JIT systems [1] . The multiple vehicle routing problem (MVRP) has been a focus of VRP research in addition to the CFR problem. Chan et al. [19] formulated a multiple depot, multiple vehicle, location routing problem with a robust location routing strategy to solve the MVRP. Gintner et al. [20] considered the MVRP with multiple depots, an issue that arose in public transport bus routes, and proposed a twophase method to assign buses to cover a given set of trips to solve an optimal scheduling problem.
Although the traditional CFR problem considers planning of the route and frequency, it does not consider the problem of multiple types of vehicles in the MVRP and simply uses vehicle load as a constraint. However, different vehicle types have different vehicle load capacities, and vehicle load can influence pickup frequency which in turn has a significant impact on inventory cost and transportation cost. Therefore, the decision regarding the choice of vehicle is significant. Some scholars have addressed this problem. Blanton and Wainwright [21] used a genetic algorithm to research the problem of scheduling vehicles of multiple types. Ahn and Rakha [22] investigated the effects of the choice of route on different types of vehicles using microscopic and macroscopic emission estimation tools. The results showed that, from a perspective that considers the environments as well as energy consumption, the shortest route is not always optimal. Cavalcante and Roorda [23] considered the choice of vehicle as a discrete variable to solve the discrete model problem. However, their work only considered transportation cost influenced by choice of vehicle without an analysis of the effect of the frequency plan on the inventory cost and transportation cost.
The abovementioned method shows that the VRP in milk runs is now being considered in the context of JIT supply systems with ever-increasing constraints and practical orientation. However, no comprehensive study has yet been conducted to simultaneously consider route decision, frequency plan, and vehicle type choice. Therefore, this paper proposes the common frequency routing problem with vehicle type choice (CFR-VTC). We consider the dispatched vehicles, the pickup frequency, and routing as the objective of minimizing the cost of transportation, inventory, and dispatch. We propose a two-phase heuristic algorithm called two-phase tabu search (TS) with limited search scope (TP-TSLSS). The effectiveness of this algorithm is verified via numerical examples. In comparison with the simulated annealing algorithm (SA) and TS, our TP-TSLSS can significantly improve the efficiency of the search process and obtain more stable and accurate solutions in a relatively short time by generating an initial satisfactory solution and limiting the search scope. Moreover, we confirm that the multiple vehicle type mode incurs lower total cost than the same vehicle type mode.
The remainder of this paper is organized as follows: in Section 2, we describe the CFR-VTC problem and establish the mathematical model for it. The two-phase tabu search algorithm with limited search scope (TP-TSLSS) to solve this model is proposed in Section 3. Fifty-five numerical examples are employed in the experiment to demonstrate the effectiveness of the proposed algorithm and four transportation modes are compared to demonstrate efficacy of the CFR-VTC model in Section 4. Finally, we draw conclusions and suggest directions for future work in Section 5.
Formulation

Problem Analysis.
A logistics network system is composed of a manufacturer and multiple suppliers. To ensure JIT production, the manufacturer uses multiple vehicle types for high-frequency pickups and small lot sizes in the milk run. With a production line that consumes parts linearly, vehicle type arrangement, route, frequency, and corresponding vehicle type planning are required to minimize total transportation, inventory, and dispatch costs. Figure 1 shows the relationship between the parts inventory and time. In the same period, the frequency of inventory 2 in the figure is higher than that of inventory 1. However, the average value of inventory 2 is less than that of inventory 1. These results show that higher frequencies incur lower inventories, but an increase in frequency increases transportation cost. Additionally, different vehicle type arrangements will produce different dispatch costs for a stable supply; frequency is determined according to the carrying capacity of each vehicle type. Therefore, a trade-off point must exist for the arrangement of vehicle type, pickup frequency, and transportation route that can minimize the cost of transportation, inventory, and dispatch. Based on the above analysis, vehicle type, pickup frequency, and transportation route are selected as decision variables in our mathematic model.
We make the following assumptions. : the pickup quantity of supplier for a given frequency depends on . The definition is provided in (4).
The Proposed Mathematical Model for CFR
where
"⌈⌉" means rounding up
subject to
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= 0 or 1, , ∈ ; ∈ ; ∈ (10) = 0 or 1, ∈ ; ∈ ; ∈ (11) = 0 or 1,
The first part of the objective function above addresses transportation cost, the second part addresses inventory cost, and the third computes the cost of dispatched vehicles. The transportation cost depends on the length of a given route as well as the frequency of the route. The inventory cost depends on the pickup quantity for the suppliers in each route and the route frequency. Each vehicle type has a corresponding dispatch cost; therefore, the third part of the function depends on the vehicle type choice.
The following is a detailed description of constraints (5) to (13) . Equations (5) to (7) ensure that each supplier distributes in only one route, and the path of each vehicle dispatched forms a loop. Constraint (8) ensures that the subloop is avoided. Equation (9) ensures that the cycle time of each route for one frequency is less than the maximum allowable cycle time . The value of depends on the real situation. Equations (10) to (12) indicate the scope of variables. Equation (13) ensures that each route has only one vehicle dispatched.
The Design of the Two-Phase Heuristic Algorithm
CFR-VTC, as an extension of VRP, is NP hard. Therefore, we propose a two-phase heuristic algorithm called two-phase TS with limited search scope (TP-TSLSS) to solve the problem. In the first phase, an initial satisfactory solution is generated through a greedy heuristic algorithm to maximize the ratio 2 of the superior arc frequency to the inferior arc frequency.
The following steps are used to generate the initial satisfactory solution: (1) the arcs are divided into the superior arc and the inferior arc according to the 80-20 rule (the superior arc and the inferior are described in Section 3.3); (2) the greedy heuristic algorithm is then employed to maximize the ratio 2 of the frequency of the superior arc to that of the inferior arc through the four neighborhood selection approaches described in Section 3.2; (3) the final solution of the first phase with the optimal max 2 in the number of iterations is exported. In the second phase, the solution from the first phase is improved using the TS. To improve search efficiency, we limit the scope of the search in the algorithm to render the 2 of the candidate solution greater than the product of the max 2 of the initial satisfactory solution and a coefficient . Calculating the 2 value is simpler than calculating the objective function value . Consequently, the TP-TSLSS greatly enhances the search efficiency by limiting the scope of 2 rather than directly using the objective function value for the search.
Representation and Evaluation of Solution.
We use and V to represent the route and vehicle type, respectively, and these form an intact solution. We set the manufacturer code to 0 and represent the supplier numbers with ( = 1, 2, . . . , ). We randomly select the suppliers and the manufacturer as a feasible route. We first randomly generate routes ( ∈ [2, − 1], where is an integer) and randomly distribute suppliers into these routes. For example, solution includes routes 1 0 − 2 − 3 − 5 − 0, 2 0 − 7 − 1 − 9 − 8 − 0, . . ., until all suppliers have finished selecting. These routes constitute solution . Second, we calculate the sum of and of each route 1 , 2 , . . ., of solution , and we examine whether the total time of each route meets the time constraint of (9). If not, we randomly split the route whose total time exceeds . For example, if the total time of route 2 exceeds , the route 2 0 − 7 − 1 − 9 − 8 − 0 is randomly split as 21 0 − 7 − 1 − 0 and 22 0 − 9 − 8 − 0. Then, recalculate the total time of each new route, respectively, and repeat the same step until all the routes meet the time constraint of (9) . In that way, the new solution adjusted constitutes the feasible solution. Finally, we randomly select the vehicle type ( = 1, 2, . . . , ) corresponding to each route of feasible solution and set [ 1 , 2 , . . . , ] as solution V for each vehicle type. We use the objective function value to evaluate the quality of solutions.
Neighborhood Solution Selection
Method. There are four methods to select a neighborhood solution:
(1) Randomly select a route and two suppliers on the route. Reverse the traversal order of the two suppliers. For instance, randomly select route 1 0 − 7 − 1 − 9 − 8 − 0. Randomly reverse the order of 7 − 1 − 9 − 8; 1 becomes 0 − 8 − 9 − 1 − 7 − 0.
(2) Randomly select two routes and a supplier from one of these two routes. Insert the chosen supplier randomly into the other route. If there is no supplier remaining in the route from where the supplier was taken, set the route to null. For instance, randomly select routes 1 0−2−3−5−0 and 2 0−7−1−9−8−0. Randomly select supplier 2 from 1 to be inserted into 2 . 1 becomes 0 − 3 − 5 − 0, and 2 becomes 0 − 7 − 1 − 2 − 9 − 8 − 0.
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Randomly generate an initial solution of ( 0 , V 0 ), which meets the time constraint in (9) . Set the current solution now = 0 , V now = V 0 ; then, calculate 2 ( now , V now ). Set it = 1 (it records the current number of iterations 
End if End if
Execute the other three neighborhood methods using a similar process. it = it + 1 End do Output the initial satisfactory solution ( 0 , V 0 ) = ( now , V now ), and define [24] [25] [26] . In this paper, we first define an arc set that records the distances between any two nodes, which contain the suppliers and the manufacturer. Then, according to the 80-20 rule, we define 20% of arcs in set with the shortest length as the superior arc set 1 and the other arcs are defined as the inferior arc set 2 . The lengths of all arcs in 1 are smaller than those of the arcs in 2 ; that is,
The number of arcs in 2 is four times that of the number in 1 . For a specific solution ( , V), we define as the sum of frequencies of all superior arcs and as the sum of frequencies of all inferior arcs. 2 ( , V) is defined as / . The objective of the firstphase algorithm is to maximize 2 . We set the number of iterations to .
The greedy heuristic algorithm is designed as shown in Algorithm 1.
3.4.
The Second-Phase Algorithm. Osman [27] , Taillard et al. [28] , and Alonso et al. [29] applied TS to solve the VRP and verified its effectiveness. In this paper, we limit the scope of search to ensure that the 2 value of every candidate solution is greater than ⋅ max 2 (where is a coefficient slightly smaller in value than 1. We find that ∈ [0.7, 0.9] is an appropriate range). We call the second-phase algorithm TS with limited search scope (TSLSS). We set the number of iterations as NI.
The TSLSS is shown in Algorithm 2.
The Process of Two-Phase TS with Limited Search Scope.
We combine the first-phase algorithm in Section 3.3 and the second-phase algorithm in Section 3.4 as the two-phase TS with limited search scope (TP-TSLSS). Figure 2 shows the specific process.
Computational Experiments
In this section, our proposed two-phase heuristic algorithm is programmed in MATLAB R2011b to solve 55 small, medium, and large numerical problems. These computational experiments are run on an Acer 4820TG computer with an Intel i5 CPU (2.4 GHz) and 4 GB (3.47 available) of memory. The horizontal and vertical coordinates are represented by and , respectively. The pickup quantity is randomly generated from the uniform distribution in the range [80, 150] , whereas the inventory cost of each supplier's parts is subject to uniform distribution in the range [0, 1]. The dispatch cost for each vehicle type is uniformly distributed from 100 to 400. We set the coordinates of the manufacture to (50, 50).
Experiments with Varying Supplier
Set the total number of iterations performed by the TS (NI). Set tabulist = ⌀. Set the initial solution to ( 0 , V 0 ), which is generated in the first phase. Let the optimal solution be best = 0 , V best = V 0 and the current solution now = 0 , V now = V 0 . Let = 0 (record the number of current iterations). Set the number of candidate solutions (ℎ) in the TS. Do while < NI Employ the four neighborhood methods to generate h candidate solutions {( 1 , V 1 ), ( 2 , V 2 ), . . . , ( ℎ , V ℎ )} satisfying the time constraint in (9) with 2 values greater than ⋅ max 2 . Calculate the objective function values of these solutions { ( 1 , V 1 ), ( 2 , V 2 ) , . . . , ( ℎ , V ℎ )}. Obtain ( opt , V opt ), whose objective function value is optimal. The algorithms described in Section 3 are implemented to test these numerical instances.
Algorithm Comparison.
All of the 55 examples are generated using the method described in Section 4.1. Similar problems have been solved in some of the literature [27] [28] [29] using TS algorithms, whereas other studies [30] [31] [32] have employed simulated annealing algorithms (SA) to solve them. Thus, to demonstrate the effectiveness of our model and the TP-TSLSS algorithm, each example in this study is run five times using TP-TSLSS, TS, and the SA. We then analyze and compare the experiment results obtained by the three algorithms. Stop criteria of SA and TS are defined as follows: SA stops when the temperature reaches a specific value according to the scale of each instance, and TS stops after a specific number of iterations are performed by TS. The number of iterations performed by TS is twice as TP-TSLSS. Table 1 shows the results of the first phase of the twophase algorithm. SN represents the number of suppliers. Column " ( 0 , V 0 )" represents the average objective function value of the initial solution. " ( , V )" represents the average objective function value of solutions obtained by the firstphase algorithm, and " " represents the time taken by the first-phase algorithm (the unit of time used is second). Following the execution of the first-phase algorithm, we find that the 2 value increases significantly within a short time. Consequently, the objective function value can be improved significantly through the optimization of the firstphase algorithm within a short time. Table 2 shows the comparison results of the optimal objective function values of solutions obtained by the three algorithms. We choose examples 23, 31, 36, and 41 to show the convergence of TS and TP-TSLSS in Figures 3, 4 , 5, and 6.
The horizontal axis represents the number of iterations and the vertical axis represents the average objective function value. The column "average" represents the average objective function value of the optimal solution in each algorithm, " " represents the CPU time for each algorithm, and " " represents the standard deviation.
We draw the following conclusions from a comparison of SA, TS, and TP-TSLSS, shown in Table 2 and the convergence graphs ( Figures 3, 4 , 5, and 6):
(1) When the scales of the instances are small, the objective function values of the solutions obtained by SA are greater than those obtained by the other two algorithms. Therefore, the performance of SA is inferior to that of TS and TP-TSLSS in solving small-scale problems. By contrast, SA outperforms TS but is worse than TP-TSLSS when the number of suppliers exceeds 30. A comparison of TP-TSLSS and TS shows that the former yields solutions with smaller objective function values than the latter, except for a few small-scale instances. Moreover, Figures 3, 4 , 5, and 6 show that the number of iterations of TS is twice that of TP-TSLSS, but TS is inferior to TP-TSLSS. The performance of TP-TSLSS is better than that of the other two algorithms for most instances. The advantage of TP-TSLSS becomes more obvious as the scale of problems increases.
(2) The computational time of TP-TSLSS is the shortest, followed by SA and TS. the least. Therefore, the two-phase algorithm (TP-TSLSS) can obtain better and more stable solutions in a relatively short time.
To verify the effectiveness of the two-phase heuristic algorithm, we select an optimal solution for TP-TSLSS from an example involving 30 suppliers. Figure 7 shows the path diagram.
In addition, we take the -test of statistical analysis to compare difference in objective function values of the three algorithms. test employs distribution theory to infer the occurring probability of differences and to examine whether the differences are significant in two averages [33, 34] obtained by all the three algorithms have a good normality. Then we take two hypothesis tests at 0.05 confidence level conditions. The first hypothesis test is designed for SA and TP-TSLSS with the null hypothesis : 1 ≤ 0 . The second hypothesis test is designed for TS and TP-TSLSS with the null hypothesis : 2 ≤ 0 . Finally, we take independent sample -test for the two hypotheses, respectively. The values obtained are listed in Table 3 .
For the comparison of SA and TP-TSLSS, all values of the examples with 20 or more suppliers are less than 0.05; therefore the null hypotheses of these examples are rejected, demonstrating that TP-TSLSS is better than SA.
For the comparison of TS and TP-TSLSS, apart from values of examples of 20 suppliers scale (TS and TP-TSLSS) being greater than 0.05, values of the remaining examples are less than 0.05; therefore the null hypotheses of these examples are rejected, demonstrating TP-TSLSS is better than TS when the suppliers are more than 30.
Results Analysis of the Different Modes.
General studies of the routing problems did not consider the effect of vehicle type choice on transportation frequency and inventory cost, while we take the vehicle type choice into consideration. To examine this effect, we make a comparison of the general transportation mode (Mode 1) with the CFR-VTC mode (Mode 2) for different scales of instances.
Mode 1.
Only one vehicle type is allowed for the transportation task. types are not required for decision; Mode 2 signifies that all the three vehicle types are involved in the decision). The load capacity of vehicle type 1 is the smallest whose value is 100, and that of vehicle type 2 is moderate whose value is 300, whereas the capacity of vehicle type 3 is the largest whose value is 600. The horizontal axis in Figure 8 represents the number of suppliers and the vertical axis shows the four types of cost-transportation cost, inventory cost, dispatch cost, and total cost. The four cost trends are shown in Figure 8 . The transportation cost graph in Figure 8 shows that the case involving only vehicle type 3 records the lowest transportation cost because a vehicle with a large load capacity requires less frequency to complete the pickup task. However, the inventory cost and dispatch cost in this case are the highest when the scales of instances are large because of low frequency and high load capacity. By contrast, the case involving only vehicle type 1 has the advantage of low inventory and dispatch costs, while the transportation cost in this case is the highest. However, the total cost of Mode 2 is lower than all the three cases in Mode 1. Therefore, we find that we can balance the cost of transportation, inventory, and dispatch by a reasonable choice of vehicle to acquire the optimal total cost. Mode 2 has greater cost advantages than Mode 1.
Conclusions
In this paper, we considered the common frequency routing problem with vehicle type choice in milk runs in logistical systems. We developed a mathematical model to describe the vehicle type choice, frequency planning, and vehicle route planning in the milk run system. To solve this model, we developed a two-phase TS algorithm with limited search scope (TP-TSLSS) that increased the search efficiency. The proposed TP-TSLSS algorithm was tested on 55 numerical examples with varying scales for verification and was compared with the TS and the SA methods. The results showed that our TP-TSLSS obtained better solutions in a shorter time and a more stable manner. By comparing different transportation modes, we concluded that consideration of the vehicle type choice could help save on cost of transportation, inventory, and dispatch. This was the first study to comprehensively consider frequency planning, vehicle type choice, and routing planning. Although the consideration of a variety of vehicle types significantly increased the complexity of the original CFR problem, the TP-TSLSS algorithm could reduce search time and improve accuracy through limiting search scope. In the future, we intended to extend this model to cases involving multiple manufacturers. The problem will be more complex, and the decision might depend on additional factors. Moreover, multiple depots could be considered from a practical perspective. Finally, we planned to develop even more efficient and accurate algorithms to solve these problems. 
