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Abstract—This paper addresses the problem of discovering
hidden affinity relationships in online communities. Online dis-
cussions assemble people to talk about various types of topics and
to share information. People progressively develop the affinity,
and they get closer as frequently as they mention themselves in
messages and they send positive messages to one another. We
propose an algorithm, named HAR-search, for discovering hid-
den affinity relationships between individuals. Based on Markov
Chain Models, we derive the affinity scores amongst individuals in
an online community. We show that our method allows to track
the evolution of the affinity over time and to predict affinity
relationships arisen from the influence of certain community
members. The comparison with the state-of-the-art method shows
that our method results in robust discovery and considers minute
details.
Index Terms—affinity relationship discovery, online commu-
nities, online discussions, natural language semantics, sentiment
analysis, embeddings
I. INTRODUCTION
The number of online social networks (OSNs) has dramati-
cally increased and each of them has some features that make
its business model original and unique. OSNs have become
more purposeful than we had imagined. Apart from instant
messaging and audio and video calls, they now allow sharing
files and locations as well as the use of many other interesting
features. They constitute a fun place for some people and
a goldmine to explore for others. For instance, companies
can use OSNs to post ads, conduct campaigns and surveys
in relation to their products and services for the reason that
OSNs offer valuable data about customers. Governments can
exploit them to perform advanced sentiment analysis in order
to discern essential viewpoints embedded in the unstructured
data and succinctly get what people narrate on the country’s
behalf. In addition, OSNs can be used as a track for forensic
investigators for conducting investigations, monitoring suspi-
cious hashtags or information, uncovering wanted people or
fugitives and decrypting coded (riddle) messages that might
be announcing the terror.
Message boards and messaging services offer a very conve-
nient chat room where people talk about personal experiences
and/or their privacies. Basically, one-to-one communication
is not open, and does not give access to the third person.
On the other hand, when it comes to chatting in a group,
OSNs link and put together many persons, both unknown and
known. Here, people express their opinion and befriend with
others when their viewpoints go in the same direction. The
affinity relationship can be detected in the communication
when individuals share a bunch of common things like interest,
viewpoint, etc., or by the way that individuals exchange. As
long as they keep exchanging in a positive way, this can con-
siderably reinforce their affinity relationship. The purpose of
a given group may revolve around topics like science, politics
and sport. This may vary based on the objectives set by the
group. In many group discussions, some people are reluctant
to meddle in discussions, not because they lack compelling
points of view but because they do not have a strong affinity
with other community members. Members whose affinities
are solid can piggyback themselves during stormy discussions
and provide supporting arguments to protect themselves from
humiliation [22].
The affinity discovery may play a major role in domains
such as 1) recommender systems by suggesting some items
rated and preferred by a user to her friends based on their
affinity score, 2) advertising campaigns by personalizing ads
content of some users based on the shopping experience of
friends with whom they have affinity, 3) police investigation by
questioning some individuals who have affinity with suspects
to provide any information that may conduct to potential solu-
tions, etc. The score of the affinity degree between community
members can be derived from: a) the number of times that one
responds to the other’s messages, b) the number of times that
one tags (or mentions) the other in messages, c) the number
of messages with positive connotations that one addresses to
the other in the chat room.
For example, WhatsApp offers one-to-one, one-to-many
and group communication [19]. In some WhatsApp-like and
message board platforms, users mention each other using the
@ symbol followed by the username. On Twitter, the affinity
score can be derived from the number of times a given user
has identified another one in her tweets. The mention equally
affects the relationship score between the sender and the
mentioned person. Mentioning (or tagging or identifying) a
person in a message can be considered as a sign of affinity
or it can affect the affinity if the message content seems
useful and/or informative to the intended person, as well if
the sentiment of that message is positive.
Rezgui et al. (2016) in [17] introduce a method of the
affinity discovery using Twitter data. This method solely
considers mentions and performs sentiment analysis to derive
the affinity. However, this method presents several limitations
1) it does not capture the context of the messages based
on their time series orders and the flow of the discussion,
and 2) it does not explore affinities over time to learn about
their evolution. These limitations impede it to capture minute
details. Our method instead takes into account the order of
messages and their context in the discussion. Furthermore,
we do not remove emojis, we convert them into their textual
equivalence.
In this paper, we propose a search-based method to dis-
cover affinity relationships among individuals in an online
discussion. This method consists in deeply analyzing the
online discussion data (ODD) by considering the flow of the
discussion to understand the context of messages in order to
discover the affinity degree that one may have to others, and
also to monitor users capable of influencing other community
members to dip into the discussions and quietly share their
opinions (stances or ideas).
The main contributions of this paper can be summarized as
follows:
• we propose an algorithm to discover hidden affinity
relationships in online communities.
• we track the evolution of the affinity between actors over
time to predict affinity relationships born as a result of
the influence of certain community members.
• we conduct extensive experiments using real datasets to
validate the hidden affinity relationships discovery and
their evolution over time.
II. RELATED WORK
The detection of affinity relationships is relatively new, and
up to now, few work has addressed this problem. Sawhney
et al. (2017) in [18] introduce a natural language processing
(NLP)-based method to capture details about user interactions,
and to understand the structure and semantic information from
text. Using a similar logic, Rezgui et al. (2016) in [17]
proposes AffinityFinder, a tool that enables to extract user
tweets containing mentions to derive affinity relationships and
to generate the affinity graph. More specifically, this tool uses
sentiment analysis to capture the affinity relationships amongst
pairs of users. The limitations of AffinityFinder revolve around
the ability to differ retweets and genuine tweets. Since both
tweets bear mentions, it treats them as if they were normal
tweets. Moreover, AffinityFinder is not able to trace the course
of a tweet from its seed to retweets and replies, and it
disregards the context of tweets from the seed to retweets and
replies. The authors have not indicated how they measured
the affinity from tweets replies, and retweets with comments.
It is worth to mention that, in the literature, the method
of AffinityFinder is the first work to tackle the problem of
the hidden affinity detection in social networks, though the
problem was not well formulated to some extent.
To measure the social affinity of individuals of the same
social circle, Panigrahy et al. (2012) in [13] suggests a measure
that combines the shortest-path distance between a pair of
users and the number of edge-disjoint paths between them.
Given that the measure relies on metrics such as the number
of interactions between individuals, it may fail to capture the
set of components that may better explain the affinity. For
example, two users may appear to be closer to one another
while they always have some divergence of opinions and they
do not have a mutual appreciation. Maybe, the fact they usually
get stormy discussions in the forum [14], the data history may
give the impression of a closeness, yet the content may include
the opposite. To overcome this problem, we hence propose to
incorporate NLP-based methods for measuring the affinity by
making use of tempers, intents, and moods that users express
in text messages during discussions. To analyze semantic and
syntactic between words utilized in the sentences (messages)
sent by users, we use the pre-trained word embeddings, the
Google News Dataset1. Affinity can be positive or negative
to some extent. For instance, if someone always engages
in discussing opposite with someone else. Negative affinities
may be built by sentences expressed in a respectful way to
contradict someone without reviles, etc. We therefore take
them as positive interactions based on the context in which
they are argued. In this work, we limit ourselves to detecting
affinities in an overall way without distinguishing whether they
are positive or negative.
We assume that only positive sentiments can generate the
affinity. Our algorithm uses word embeddings to capture the
context of messages by following the flow of the discussion
to determine the sentiment of messages, then models positive
interactions in the form of sequences to ease the discovery of
affinities. To compute the affinity scores, we resort to Markov
Chain Models. The choice of Markov Chains is that it is more
flexible, combines all transitions in one matrix, and calculates
more than one-step transition probabilities [21].
III. PROPOSED METHOD
The concept of hidden affinity relationships in social net-
works was not clearly and formally defined in the literature.
In this paper, we define the affinity relationships as being
relationships that include a set of characteristics such as mutual
understanding, reciprocal and common interests, sympathy,
harmonious communication, or agreement between individu-
als. The hidden affinity relationships are therefore relationships
which are difficult to observe among many others, and are
concealed in the midst of the community. The more the
interactions of the community increase, the tougher is to detect
those relationships.
In this section, we present necessary steps of our method.
We are interested in messages sent by each community mem-
ber and messages which are addressed to her in order to
discover the clues of the affinity. We first use word embed-
dings to analyze relationships across words to determine the
sentiment by following the context of messages throughout the
discussion history, i.e., we consider the previous messages to
understand the context of the current message. We compress
the discussion in sequences with positive interactions, then
1https://code.google.com/archive/p/word2vec/
use Markov Chain Models to discover hidden affinities and to
quantify their scores.
A. Sentiment Filtering
Sentiment analysis also known as opinion mining is a field
of NLP that identifies, extracts and classifies opinions from
text. Sentiment classification algorithms consist of identifying
whether the text contains a positive or negative opinion (or
sentiment) towards the topic.
To determine the sentiment of messages, we first label our
datasets (Table II) using the unigram dependency approach
based sentiment analysis [3], [4] and the sentiment lexicons
produced by [24], [25], [26]. We respectively put 1 when the
sentiment is positive and 0 when the sentiment is negative.
Word2vec uses word embeddings to capture context of words
and produce high-dimensional vectors in a space [11].
We take advantage of word2vec to build a sentiment clas-
sifier given that word2vec learns vector representation of
words. Word2vec utilizes either of two models to produce a
distributed representation of words, namely continuous bag-of-
words (CBOW) and skip-gram. CBOW predicts target words
from context words and skip-gram predicts context words
given the target words. We consider emojis as part of messages
while the existing method [17] removes them like stop words.
To learn a better quality of word embeddings, we initialize
the embedding with the CBOW model trained on the labeled
Google News corpus (about 100 billion words) containing 300-
dimensional embeddings for three million words and phrases.
This yields the vector representation of each word that forms
the message, we combine these vectors together to represent
the message as a whole. We make a weighted average of these
vectors where each weight provides the significance of the
word vis-a-vis the message. To classify messages as positive
or negative, we use the new representation of messages to train
Logistic Regression and Random Forest classifiers. Recall
that messages are already labeled. We definitely adopted the
Logistic Regression classifier since it outperforms the Random
Forest classifier in terms of the accuracy (note that this only
concerns the accuracy of the sentiment classifier in Section IV,
it is utterly different from the Logistic Regression model used
in Section V and Table III).
B. Algorithm of HAR-search
As said above, AffinityFinder does not perform the senti-
ment of messages by verifying the context in which they are
written so, this hinders it to derive the affinity scores con-
sidering all details. The sentiment analysis approach used in
this method is based on the unigram dependency. The unigram
dependency approach overlooks the context, the grammar as
well as the order of words in a sentence [3], [4]. HAR-search
intends to understand the context of messages with respect
to the discussion history, and it identifies positive interactions
and models them in sequences in order to discover hidden
affinities and determine their scores.
Our algorithm is described as follows. Suppose a dataset D
that includes a set of variables (d,Ai,M) where d represents
Algorithm 1: HAR-search
Input : D
Output: backward/forward information for each message
1: dataset← null
2: Dt ← D(d)
3: ActorList← distinct(Dt(Ai))
4: for actor in ActorList do
5: rows← Dt(actor)
6: for r in rows do
7: backward = Previous(r,Dt(M))
8: forward = Next(r,Dt(M))
9: dataset.add(actor, backward, forward)
10: end for
11: end for
dates (or period), Ai characterizes actors (or community
members), i ∈ {1, . . . , n}, n is the size of the community
C and M denotes messages. We use the variable ‘backward’
to list all actors that have responded or addressed a message to
a given actor in the previous discussion lines, and the variable
‘forward’ to list actors that have responded to the actor’s
message to the following discussion lines.
Our algorithm is composed of several steps: 1) mention
detection in messages [9], 2) conversion of emojis to text [5],
[12], [23], and 3) analysis of sentiments. Practically, we detach
the first task to the remaining ones. We put in a vector all
mentions that we have detected in a message. If the sentiment
of that message is positive and the vector is not empty, the
mentioned users are returned as either users that the actor
has responded to, or as users that the actor has addressed the
message.
Dt implies a subset stemming from D by filtering a partic-
ular period d, and then sorting occurrences by timestamp in
ascending order, denoted by D(d). ActorList selects a distinct
list of actors in Dt. The first step consists of identifying all
the messages sent by each actor. The second collects intended
information and analyzes them with respect to previous and
following messages. We use Previous to examine occurrences
between row r (current message) and row r − 1 (previous
messages). Since 92% of the online population utilize emojis
in the communication to voice their stance and opinion [5],
[12], we do not remove Unicode characters corresponding to
emojis in messages. Having said that, we use sentiment filter-
ing (Section III-A) to determine whether the current message
responds to previous messages that have been addressed to
the related actor or previous messages with positive sentiment
in which the related actor was tagged. Basically, positive
sentiment messages do not imply antisocial behavior including
flame, offensive language, bullying, hate speech, profanity, and
insults [2], [6], [7], [15], [16].
Next scrutinizes occurrences between row r and row r+1
(following messages). Here, our goal is to determine messages
that respond to the current row message with positive sen-
TABLE I: Simulation of HAR-search.
(A) Dataset simulation
Id Date Actor Message Label
1 11/11/17, 06:31:19 A Hey, where can I buy new shoes? 1
2 11/11/17, 06:31:45 D You are stupid 0
3 11/11/17, 06:34:42 B Go to MyShoe shop at downtown 1
4 11/11/17, 06:35:11 A Thank you very much 1
5 11/11/17, 06:37:33 C Hello @B, it has been long time 1
6 11/11/17, 06:41:07 B You are welcome @A. Hi @C, what’s up? 1
7 11/11/17, 06:42:53 A In case, the shop is closed. Could u suggest another one? 1
8 11/11/17, 06:43:16 B I am doing well despite some fever 1
9 11/11/17, 06:55:23 D Get well soon 1
10 11/11/17, 06:58:01 C @A u can try M2shoe near OpenPiz. @D LMAO 1
11 11/11/17, 06:03:39 A Thanks a lot 1
12 11/11/17, 07:04:14 D I hate you man, you are an idiot!!! 0
(B) Actors (C) Tidy dataset (D) Positive interaction sequences based on HAR-search
# Actor Id Actor Backward Forward Id Sequence
1 A 1 A B 1 A–B
2 B 4 A B C 4 B–A–C
3 C 7 A B B 7 B–A–B
4 D 11 A C 11 C–A
3 B A A 3 A–B–A
6 B C A 6 C–B–A
8 B A D 8 A–B–D
5 C A B 5 A–C–B
10 C D A 10 D–C–A
9 D B C 9 B–D–C
timent including messages containing positive emoji(s) that
express happiness (or agreement, satisfaction, etc.) as well
as messages containing mention(s) with positive sentiment.
The output is a tidy dataset with only three variables (actor,
backward, forward). These variables are further used to model
sequences in order to derive the affinity scores.
Table I shows the abstract of a simulated discussion with the
purpose of illustrating how HAR-search works. This example
includes an ODD of 12 rows of messages in which 4 actors
are involved in the conversation as depicted in Table I-A.
Table I-B presents the list of actors who are part of the chat.
Table I-C summarizes the course of the discussion for each
observation by indicating the actors in the previous and next
rows who affect the affinity with the actor being processed.
This yields a tidy dataset for which we know the values of the
backward and forward variables. We use the sequence “back-
ward+actor+forward” as described in Table I-D to model
the Markov Chains to calculate the transition matrix whose
each element represents the affinity score between a pair of
community members.
The order of the row r − 1, r, and r + 1 is not sequential
in the dataset. For example, the affected rows (r) that contain
the positions of the actor A are 1, 4, 7 and 11. In fact, if we
want to verify the backward and forward variables from the
row 7, as results to this, the backward r − 1 points at row 4
and the forward r + 1 implies the row 11. As we can see in
Table I-A, the actor A has addressed her request to everyone
in the chat room; B and C have shown helpful by relatively
providing adequate information to the A’s demand.
C. Deriving Affinity Scores
In this paper, we restrict ourselves to the discrete-time case.
We introduce first-order Markov Chains as the target concept
for mining the positive interaction sequences (PIS). The PIS
align the names of actors that have participated in positive
interactions. A first-order Markov Chain is a discrete-time
process for which the future behavior of the system only
depends on the current state and not the previous state. Let
X be a sequence of random variables {Xn} representing the
PIS generated by HAR-search (e.g., Table I-D) and let S be
a set of states representing actors. {Xn} is a Markov Chain
if it satisfies the Markov property. For any positive integer n
and possible states i, j ∈ S:
P{Xn+1=j|Xn=i,...,X0=i0}=P{Xn+1=j|Xn=i} (1)
pij=P{Xn+1=j|Xn=i} (2)
P=(pij) (3)
The parameters of a first-order Markov Chain can be defined
by a transition matrix P with matrix elements (transition prob-
abilities) pij , where pij represent the conditional probability
for a transition from state i at time n to state j at time n+1.
Since pij is a probability, it must be a value between 0 and 1.
Recall that the rows of any state transition matrix must sum
to 1. When the sum of any row is equal to 0, the elements
constituting this row are considered to be dangling nodes, i.e.,
nodes having no outgoing links [1]; we have eliminated them
in practice.
In this section, the novelty is the way that we deal with the
PIS to compute the transition probability (pij). We discover
that the size of the PIS varies significantly when a message
does not have any link with preceding ones or a message has
not been answered by other actors. The maximum length of
a PIS is 3 (backward, actor, forward). We may also have
some PIS of length 2 (see Table I-C and Table I-D), i.e.,
the association of the variable actor either with backward or
with forward. When the length of a PIS is 3, we split it into
two parts to calculate the transition probability (pij): (I) the
probability of the actor given that we know the backward,
and (II) the probability of the forward given that we know the
actor. When the length of a PIS is 2, we use (I) for the combi-
nation “backward+actor” and (II) for “actor+forward”. Note
that the number of elements of “backward” and “forward” can
be greater than or equal to 1.
The graphical representation of a first-order Markov Chain
is a transition diagram following the transition matrix [8]. The
transition diagram can be represented by a labeled directed
graph whose set of vertices is E, and for which there is a
directed edge from i ∈ S to j ∈ S with label pij , for pij > 0.
IV. DATA PREPARATION
We investigate four online discussion datasets: a WhatsApp
group data (WGD), an R community data on Twitter (#rstats),
freeCodeCamp Gitter Chat data (FCC) and Internet Argument
Corpus V2 (IAC2). Our datasets include debates on political,
technology, and miscellaneous topics. We select them based
on their size (Table II) to evaluate the method versatility and
how it scales from small to big datasets.
TABLE II: Dataset Information.
Dataset Obs. Nb. actors
WhatsApp Group Data (WGD) 4K 50
Twitter Data the R Community (#rstats) 167.6K 8.8K
freeCodeCamp Gitter Chat (FCC) 5M 400K
Internet Argument Corpus V2 (IAC2) 414K 3.5K
FCC consists of posts extracted from 31-Dec-2014 to 9-
Dec-2017 on the public chat room of Gitter2 which is used
for an online course to learn programming languages and data
science. We collected Twitter data associated with the hashtag
“#rstats” from 1-Jan-2018 to 11-Sept-2018. The #rstats is the
most popular and flagship hashtag for discussions related to the
R Project for Statistical Computing. This hashtag, however, is
used by R users and developers all over the world to facilitate
information sharing across the R community such as package
releases, hints, discoveries, scripts, conferences (or meetups),
etc. as well as quick questions. The hashtag “#rstats”3 can
somehow be considered as the online group communication
of the R community.
We extracted a WGD from 1-June-2017 to 16-June-2017.
For privacy reasons, we avoid showing personally identifiable
information in this ODD, like names. We, thus, rendered this
latter anonymous by using the prefix “actor ” plus a random
2https://www.kaggle.com/freecodecamp/all-posts-public-main-chatroom/
3http://www.rstats.news/about.html
number that varies from one to the total number of users of
the group.
IAC2 is a collection of corpora of political debate topics on
online forums [27] where we are especially interested in one
of them, namely 4forums. It includes over 414K posts for over
3.5K actors. 4forums has crowdsourced annotations with high
inter-annotator agreement for stances of users in each topic
and dis/agreement between users that reply to one another.
We use labels in IAC2 to directly classify messages, whereas
messages into the three other datasets are labeled as described
in Section III-A. The accuracy of the sentiment classifier on
WGD is 88.26% for Logistic Regression (LR) and 73.51% for
Random Forest (RF), on #rstats is 94.18% for LR and 85.73%
for RF, on IAC2 is 98.91% for LR and 95.05% for RF, on FCC
is 97.66% for LR and 92.84% for RF (see Section III-A).
V. EXPERIMENTS
We compare HAR-search to state-of-the-art method, demon-
strating its robustness and ability to consider minute details in
diverse settings.
Fig. 1: HAR graph (positive interaction sequences-based tran-
sition diagram).
HAR Graph. We use the smallest dataset (WGD) to graph-
ically illustrate the affinity relationships between community
members. We apply Markov Chain Models to the obtained PIS
for generating the transition diagram (see Figure 1) where the
edge labels between nodes denote the affinity scores and nodes
represent actors. Note that this graph does not display the null
relationships since we discarded all pairs of nodes for which
the affinity score is zero.
The affinity may change over time depending on the way
that a pair of individuals maintains their relationship. As a
result, this can cause an increase or a decrease of the affinity
score. This means when analyzing the entire data we get the
general affinity scores, but when analyzing the data over time
we capture the affinity scores for every single period. Based
on the latter, we first used the whole data without any split in
order to observe the affinity behavior in overall, and we then
divided the data into time frames to learn about the affinity
behavior over time.
Affinity Distribution. Using our datasets (Table II), the
largest affinity score for the three datasets is 98.61% and
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Fig. 2: Distribution of affinity score ranges by datasets.
the smallest one is 10−4% (in FCC). To verify the affinity
distribution, we define the affinity score ranges based on our
own elaboration that we further group into seven segments
as follows: s1 for score < 1%, s2 for score ∈ [1%, 5%[, s3
for score ∈ [5%, 10%[, s4 for score ∈ [10%, 15%[, s5 for
score ∈ [15%, 25%[, s6 for score ∈ [25%, 50%[ and s7 for
score ≥ 50%. The choice of these score ranges is arbitrary.
The choice of segments depends on how one would like to
learn the affinity distribution. The affinity distribution might
vary when changing the interval of the segments, but this
would not alter the affinity score results at all. Figure 2 shows
the distribution of pairs of relationships appertaining in the
defined score ranges. We respectively found that 41%, 42%,
41% and 38% of all active relationships in WGD, #rstats, IAC2
and FCC are comprised in s1. Given that s1 includes very
small affinity percentage, we assume that this segment may
contain more hidden relationships than others. Based on this
assumption we pose the following question: are the hidden
relationships created by only uninfluential actors or by both
uninfluential and influential actors?
Overlapped Clusters for Influence Detection.
Definition 1 (Influential actor): An actor Ai is influential
if and only if Ai ∈
m⋂
j≥1
sj , for j ∈ {1, . . . ,m} and i ∈ C,
where sj denotes the segment, m is the number of segments,
C represents the community and |
m⋂
j≥1
sj | > 1.
Definition 2 (Uninfluential actor): An actor Ai is uninflu-
ential if and only if Ai only belongs to s1 (Ai ∈ s1).
To answer the previous question, we apply Overlapping
Markov Clustering (OMC) [20] to the transition matrix of each
dataset. OMC is a popular community detection algorithm
to identify social groups. We got social groups (or clusters)
that every actor belongs to. The reason of using Overlapping
Markov Clustering is that an actor may simultaneously be part
of many social groups, and this technique allows revealing all
possible social groups related to her. The rationale behind this
is to ease the verification of the common clusters that a pair
of relationships has.
To examine whether some actors have some influence over
others, we pick the actors forming the s1 segment who do
not have some relationships comprised into other segments,
we call them V (or uninfluential actors, see Definition 2),
and we select the actors forming the s1 segment who have
relationships included in other segments (no matter the number
of segments), we call them W (or influential actors, see
Definition 1). We respectively found that 2.2%, 6.1%, 5.4%
and 13.7% of all clusters for WGD, #rstarts, IAC2 and FCC
are only composed of V. The remaining clusters involve both
V and W, i.e., W play a major role to make uninfluential
actors to become more active4. However, it is important to
note that not all W actors are influential. Based on this
hypothesis, we look for the W actors who have relationships
in all segments, we thereby call them Y. We discovered that
the Y and V actors respectively form together approximately
61.1%, 23.4%, 58.1% and 16.5% of all clusters of hidden
relationships of WGD, #rstats, IAC2 and FCC, and the other
clusters are formed by the mixture of the V, W and Y actors.
Based on our findings, we can say, in response to our previous
question, that hidden relationships are created by both the pairs
of only uninfluential actors and the pairs of the uninfluential
and influential actors, although the high number of clusters
assembles the uninfluential and influential actors.
Affinity Evolution. To demonstrate the ability of our
method of tracking the evolution of hidden affinities, we divide
data into periods. We perform the analysis on a monthly basis
independently to each other. The rational behind this is to
investigate about the evolution of relationships [30] between
individuals through their affinity score whether it has remained
constant, or has increased or decreased at any given time.
We found that when the number of interactions augments, it
engenders more clusters in which the presence of individuals
forming the s1 pairs is higher, and when the number of in-
teractions drops, the number of clusters containing individuals
from the s1 pairs also decreases (see Figure 3).
Affinity Prediction. We consider seven features to make
predictions over time about the pairs of relationships born
through the influence of one of the actors: time, relation,
affinity score, number of social groups (or clusters), segment,
affinity status, and label. The feature relation denotes a pair of
relationships. The number of clusters is the total of common
clusters a pair of individuals belongs to. The feature time
implies the time frame as split above, the value assigned to it
is the concatenation of M with the number of the month. For
4It means that W actors help V actors go beyond the boundaries by not
only limiting themselves to the clusters of V actors, but by also opening to
W clusters
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(c) Number of relationships and clusters using FCC
Fig. 3: Evolution of affinity relationships and social groups over
time. Figures with #Relationships on the y-axis represent the count
of relationships by period and show the development of relationships
over time. Figures with #socialGroups on the y-axis give the total
number of social groups by period and show their evolution over
time. Note that the period is a monthly basis.
example, FCC approximately includes data of 36 months, the
period instances vary between M1 and M36.
We compare the affinity score for all pairs of relationships
from a month to another. This allows assigning a label of
“initial” from the month that a particular relationship appears
for the first time, and a label of “increase”, “decrease” or
“stable” if the affinity score increases, decreases or remains
constant based on the observed difference from the following
month. The feature affinity status indicates this change. The
feature label determines if a relationship arises from any
influence. Knowing that a pair of relationships includes two
actors, if one of the actors is uninfluential and only occurs
in clusters in which another actor belongs to, we take this
relationship as being the fruit of the influence of one actor.
If both actors are uninfluential, we assume that there is no
influence in this relationship. If both actors are influential,
we consider that this relationship is not made under influence
of one of them. In the cases we find the influence in the
relationship, we put “yes” and in other cases, we place “no”.
This feature is used as the response variable to build our
predictive models.
As mentioned earlier, the domains such as recommender
systems [29], advertising campaigns and police investigation
may look for potential people to advance their activities.
Indeed, being able to predict the classes “yes” and “no” may
tremendously contribute to the advancement of these domains
in highlighting the affinity relationships.
Model Performance. We use forward stepwise additive
regression [10] to select the most appropriate feature set. We
next remove the feature relation among others because it is
not important, leads to a biased model, and affects the overall
performance and the accuracy of the model.
Since it is about a prediction over time, we prepare the
training set using data from the first to the penultimate month
as divided above, and we take data of the last month as the
test set. We then perform Support Vector Machines (SVM),
Random Forest (RF) and Logistic Regression (LR) to measure
the prediction accuracy. For SVM, we set the value γ of the
radial basis function kernel to 0.5 and for RF, we built a model
with 100 trees. Table III shows the performance of the models
measured by precision, recall and F1 score. F1 score is the
harmonic mean of precision and recall and is a measure of a
test’s accuracy.
To verify the effectiveness of the proposed method, we
summarize the F1 score of the models by performing the
prediction of the evolution of the affinity over time. Compared
to AffinityFinder [17], HAR-search achieves better results on
the experimental datasets with an F1 score of over 80%.
To the best of our knowledge, AffinityFinder is the first
work to address this problem, this is why we just have one
state-of-the-art method in the experiment configurations. To
demonstrate the ability to predict the affinity relationships, we
can conclude that the three classifiers are more likely to predict
both influenced and uninfluenced relationships with a higher
accuracy. The F1 score of the three models is significantly
higher in the prediction of the influenced relationships than
the uninfluenced relationships.
Method Comparison. HAR-search includes more features
than AffinityFinder and considers minute details to better
understand the course of the discussion. It scrutinizes opinions
voiced in the form of emojis and also inspects the context of
the current message in comparison to the preceding messages,
which is not the case for AffinityFinder, whereas this might
provide with some actionable clues in the calculation of the
affinity scores.
As a result, we observe a considerable difference between
either method in terms of the amount of captured relationships.
HAR-search detects more relationships in the experiment
datasets than AffinityFinder in overall, as well as more rela-
tionships with small affinity scores, so-called s1 segment (see
Table IV). We found that the bigger the dataset is, the larger
is the gap between the number of relationships captured by
both methods.
VI. CONCLUSION AND FUTURE WORK
We present HAR-search, a method of discovery of hid-
den affinity relationships between individuals within an on-
line community. HAR-search models positive interaction se-
quences (PIS) based on the context of messages in the discus-
sion history. We then use Markov Chain Models to quantify the
PIS to affinity scores. These values denote the affinity degree
that pairs of community members have amongst them.
TABLE III: Prediction results for the three classifiers and comparison with the baseline.
Label Method Model #rstats FCC IAC2Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
Yes
HAR-search
SVM 0.859 0.817 0.837 0.867 0.845 0.856 0.882 0.877 0.879
RF 0.873 0.856 0.864 0.881 0.852 0.866 0.874 0.869 0.871
LR 0.862 0.848 0.855 0.873 0.866 0.869 0.903 0.895 0.899
AffinityFinder
SVM 0.821 0.804 0.812 0.788 0.818 0.803 0.864 0.881 0.872
RF 0.817 0.828 0.822 0.814 0.816 0.815 0.822 0.829 0.825
LR 0.769 0.776 0.772 0.807 0.813 0.81 0.817 0.815 0.816
NO
HAR-search
SVM 0.898 0.797 0.844 0.832 0.847 0.839 0.874 0.868 0.871
RF 0.864 0.753 0.805 0.857 0.872 0.864 0.885 0.911 0.898
LR 0.875 0.871 0.873 0.833 0.856 0.844 0.883 0.884 0.883
AffinityFinder
SVM 0.795 0.818 0.806 0.774 0.783 0.778 0.851 0.847 0.849
RF 0.822 0.741 0.779 0.791 0.809 0.8 0.866 0.873 0.869
LR 0.732 0.823 0.775 0.816 0.799 0.807 0.839 0.845 0.842
TABLE IV: Number of captured relationships by technique
within each dataset.
Method Dataset # of relations s1 relations
HAR-search
WGD 1533 629
#rstats 89,840 38,061
IAC2 142,117 57,821
FCC 1,658,011 625,019
AffinityFinder
WGD 1307 416
#rstats 77,924 21,552
IAC2 99,703 35,728
FCC 1,081,975 127,441
In addition, we track the evolution of the affinity over time
to predict affinity relationships born as a result of the influence
of certain individuals in the community. The future work is
related to tackle both positive and negative interactions to
predict the intent of the behavior change in order to preclude
the deterioration of user affinity.
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