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This paper deals with determining the capacity supply for virtualized servers. First, a server 
is modeled as a queue based on a Markov chain. Then, the effect of server virtualization on 
the capacity supply will be analyzed with the distribution function of the server load. 
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 Motivation 
Nowadays, data centers are being run in-
cident-driven. Quite often, further hardware 
systems are installed as a reaction on new 
customer needs. Despite acquisition costs for 
further hardware systems being considered 
uncritical, the extension of the information 
infrastructure leads to higher administration, 
maintenance, and finally personnel costs. For 
an efficient usage of the existing information 
infrastructure, there are concepts such as Vir-
tual and Adaptive Computing to logically 
separate hard- and software. Realizing these 
concepts allows abandoning incident-driven 
business structures.  The paper discusses a 
model to plan the capacity supply of physical 
and virtual servers. In the first step, the effect 
of the server load on the response time will 
be described. Therefore, a server is modeled 
as a queue based on a Markov chain. The ef-
fect of server virtualization on the capacity 
supply will be analyzed with the distribution 
function of the server load. 
 
2 Determining the Critical Server Load 
The operator of a data centre provides the 
customer with physical and immaterial re-
sources. The maximum output of a resource 
is defined as its capacity [6]. When describ-
ing computer systems as hardware units, they 
can be considered as a set consisting of pro-
cessor, storage and input/output devices. The 
operator of a data centre cannot use the com-
plete capacity supply of a computer system 
because this will yield an unacceptable re-
sponse time. The utilization of the capacity 
supply is called server load. The level of 
server load that does not satisfy the customer 
needs can be calculated using the queuing 
theory. Therefore, the server will be modeled 
as a time continuous Markov chain. The 
server receives requests represented as an 
event. These events are Poisson distributed. 
The arrival rate λ is defined as the number of 
requests to the server in a given time period. 
With the arrival of a new request the state i 
of a server is transitioning to state i+1. The 
state probability πi(t)  represents the proba-
bility of i requests in a server at time t. The 
server is processing these requests. The ter-
mination of processing is represented by an 
event. These events are also Poisson distri-
buted. The processing rate ν  defines the 
number of request a server can handle in a 
given time period. Arrival and processing 
rates λ and ν are non-varying and indepen-
dent from the number of requests in this 
model. Figure 1 [1] illustrates this context. 
The ratio of arrival and processing rates de-
scribes the server load ρ. The processing rate 
needs to be larger than the arrival rate in or-
der to avoid an infinite growth of the unpro-
cessed requests: 
1 < =
ν
λ
ρ
 (1) 
The mean number of requests processed by a 
server depending on the server load ρ is [1]: 
ρ
ρ
−
=
1
K
 
(2) 
Little's theorem [7] determines the mean 
number of requests processed by a server de-
pending on the arrival rate λ and the mean re-
sponse time K : 
T K ⋅ = λ
 (3) 
By substituting Little's theorem in equation 2 
the server load can be determined in depen-
dence of the mean response time T and the 
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arrival rate λ: 
λ
λ
ρ λ
ρ
ρ
T
T
T
+
= =
− 1
;
1
(4) 
For a given mean response time and arrival 
rate the critical server load ρ
* can be calcu-
lated by equation 4. 
 
 
Fig. 1. Queue as Markov chain 
 
3 Determining the Capacity Supply 
A non-varying arrival rate λ was assumed for 
the determination of the critical server load. 
In reality, the arrival rate is varying over the 
time. It will be assumed that the arrival rate 
in different time periods is non-varying at 
different levels (see figure 2).  
 
Fig. 2. Arrival rate λ over time 
In such a time period a steady state is 
reached. The arrival rate λ used to determine 
the critical server load is the maximum arriv-
al rate a server must be able to handle to en-
sure a noncritical response time. The levels 
of the arrival rate λ are subject to a distribu-
tion function. In the model, a normal distri-
bution will be assumed. From equation 1 fol-
lows that the server load ρ is also normally 
distributed. The server capacity supply cS, 
describes the maximum output of the re-
source. The requests to a server cause the ca-
pacity demand cD. The server load ρ can be 
described as a ratio of capacity supply cS and 
capacity demand cD: 
S
D
c
c
= ρ  (5) 
Because of the distribution function of the 
server load ρ the capacity demand cD is also 
normally distributed. The quota of server re-
quests that do not exceed a defined capacity 
demand can be determined by the distribu-
tion function F of the normal distribution: 
∫
∞ −
−
− ≤ =
D c
D
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c
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1
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2
σ
µ
πσ
 (6) 
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analytically and described by a known func-
tion in a closed form [3]. Therefore, the nor-
mal distribution of the capacity demand will 
be approximated by the Weibull distribution. 
The distribution function F  of the Weibull 
distribution is [8]:  
γ
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The parameters Θ ={α, β, γ} of the distribu-
tion function are defined as scale, shape and 
location parameters. The density function is 
given as [8]: 
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The expectation of the three parameter Wei-
bull distribution is determined by the scale, 
shape and location parameters [8]: 
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  (9) 
Scale and shape parameters define the va-
riance of the three parameter Weibull distri-
bution [8]: 
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The shape parameter β  specifies the skew-
ness of the Weibull distribution. The normal 
distribution can be approximated by the 
Weibull distribution with a special shape pa-
rameter [4]: 
β = 3.60232
  (11) 
For the shape parameter approximating the 
normal distribution the following values for 
the gamma function can be calculated [2]:
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The scale parameter α  depends on the va-
riance σ
2 for a shape parameter β approximat-
ing the normal distribution: 
07834 . 0
2 σ
α =
  (13) 
The location parameter γ depends on the va-
riance σ
2 and the expectation value µ for a 
shape parameter β approximating the normal 
distribution: 
07834 . 0
90072 . 0
2 σ
µ γ ⋅ − =
  (14) 
Therefore, the distribution function describ-
ing the capacity demand by the three parame-
ter Weibull distribution is: Informatica Economică vol. 13, no. 3/2009    99 
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The quota of server requests exceeding a de-
fined capacity demand cD  is the difference 
between the total probability and the distribu-
tion function of the capacity demand cD. For 
a given capacity demand with a normal dis-
tribution approximated by the three parame-
ter Weibull distribution, the quota of critical 
server requests к exceeding the capacity de-
mand cD is: 
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According to equation 5, the capacity de-
mand  cD  can be substituted by the critical 
server load ρ
*. 
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From equation 17, the capacity supply cS can 
be determined depending on the expectation 
value μ and the variance σ
2 of the capacity 
demand  cD  and the critical server load к:
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Replacing the shape, scale and location pa-
rameters with values for the approximated 
normal distribution, the needed capacity 
supply cS of a server with a quota of к al-
lowed critical server requests is: 100    Informatica Economică vol. 13, no. 3/2009 
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Hence, the capacity supply is determined by 
the expectation value and the variance of the 
capacity demand, the number of server re-
quests processed in a given time period, and 
the mean response time of a server request. 
 
4  Determining the Capacity  Supply in 
Case of Virtualization 
In the next step, the effect of virtualization on 
the capacity supply will be analyzed. A phys-
ical server can be split into different virtual 
servers. In the model, a virtualization tech-
nique with a dynamic allocation of the capac-
ity supply of a physical server to the virtual 
servers is assumed. The capacity supply can 
be used completely by the virtual servers. 
Thus, virtualization overhead will be ignored 
in the model. The capacity demands of the 
virtual servers are random variables. These 
random variables are correlated if a statistical 
dependency between them exists. The ca-
pacity demands of the virtual servers should 
be uncorrelated. The covariance matrix [5] is:
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The expectation value of the physical server E(CPD) is the sum of the expectation values of 
the virtual servers E(CV Di) [3]: 
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The variance of the capacity demand of the 
physical server Var(CPD)  for two virtual 
servers is in general [3]: 
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The distribution of the capacity demand 
should be uncorrelated. In this case, the va-
riance of the capacity demand of a physical 
server for n virtual servers is: Informatica Economică vol. 13, no. 3/2009    101 
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Ignoring the virtualization overhead, the ca-
pacity supply cPS of a physical server is the 
sum of the capacity supplies cVSi of the vir-
tual servers: 
∑
=
=
n
i
VSi PS c c
1
  (24) 
In the model, the physical server is operating 
n  identical virtual servers. The expectation 
values and the standard deviations are equal 
for all virtual servers. The expectation value 
E(CPD) and the variance Var(CPD) of the ca-
pacity demand of the physical server are: 
2 2 ) (
) (
VD PD PD
VD PD PD
n C Var
n C E
σ σ
µ µ
= =
= =
  (25) 
For n identical servers operated by a physical 
server the required capacity supply cPS of the 
physical server is: 
VS PS nc c =
 (26) 
Equation 19 describes the quota of critical 
server requests to a physical server without 
virtualization: 
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With equation 25, the expectation value and 
variance of the physical server can be substi-
tuted by the expectation value and variance 
of the virtual servers. The required capacity 
supply cPS on a physical server with n iden-
tical virtual servers depending on the critical 
server load ρ
*, the quota of allowed critical 
server requests к, the expectation value of the 
capacity demand of a virtual server μVD and 
the variance of the capacity demand of a vir-
tual server  
2
VD σ :  
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Because the physical server operates n iden-
tical virtual serves, the required capacity 
supply of the physical server can be distri-
buted to the virtual servers: 
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Claim: If less than half of the server requests 
cause a critical capacity demand (к  < 0.5), 
the required capacity supply per virtual serv-
er decreases with increasing number of vir-102    Informatica Economică vol. 13, no. 3/2009 
 
tual servers. 
Proof: If this is true, equation 29 must be a 
sloping function for к < 0.5: 
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For a positive number of virtual servers n and 
a positive server load ρ term 1 is always neg-
ative. Hence, term 2 is: 
( ) [ ]
( ) [ ]
d e q
e
. . 5 . 0 50351 . 0
68615 , 0 ) ln(
90072 . 0 ) ln(
90072 . 0 ln
0 90072 . 0 ln
68615 . 0
60232 . 3
60232 . 3
1
60232 . 3
1
≈ <
<
− <
> −
> −
> − −
−
κ
κ
κ
κ
κ
κ
 (31) 
From the capacity planning point of view, it 
is useful to operate as many as possible vir-
tual servers on a physical server. The re-
quired capacity supply of an infinite large 
physical server operating an infinite number 
of virtual servers would be the ratio of the 
expectation value of the capacity demand and 
the critical server load:  
* lim
p n
c VD PS
n
µ
=
∞ →
  (32) 
Because of the limitation of the capability of 
a physical server such a machine cannot be 
implemented. If a physical server operates 
two identical virtual servers, the impact of 
the correlation on the capacity supply can be 
shown. The equation to calculate the capacity 
supply of two correlated virtual servers is: 
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In case of correlation, the required capacity 
supply should be less than in the uncorrelated 
case. Therefore, two identical physical serv-
ers operating two identical virtual servers 
will be compared. The two virtual servers on 
one physical server are correlated the others 
are not. The following inequation describes 
this case: 
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Less than half server requests should cause a 
critical capacity demand. Applying equation 
31 for к < 0.5 results to: 
[ ] 0 90072 . 0 ) ln( 60232 . 3
1
> − − κ
  (35) 
The server load ρ is always positive. Hence, 
the inequation of the capacity supplies can be 
written as follows: 
) , (
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This inequation is always true for negative 
covariance between the capacity demands of 
the virtual servers. 
0 ) , ( 2 1 < VD VD C C Cov   (37) 
In the uncorrelated case, for к < 0.5, a larger 
capacity supply is required than in the case of 
negative correlation. The random variables 
CVD1 and CVD2 represent the capacity demand 
of the virtual servers. Negative correlation 
means that CVD1 and CVD2 have a inverse li-
near coherence [3]. Positive correlation will 
raise the required capacity supply. Thus, it is 
reasonable to aggregate virtual servers with 
negative correlation on a physical server to 
minimize the required capacity supply. 
 
 
5 Example 
A data centre is planning the capacity supply 
of four identical servers. A server should be 
able to process in mean 100 requests per 
second. The arrival and the process rates are 
Poisson distributed. The mean response time 
needs to be 0.03 seconds. This requirement 
should be satisfied for 95% of the requests. 
The utilization of the capacity supply is nor-
mally distributed. The normal distribution 
will be approximated by the Weibull distri-
bution. The expectation value of the capacity 
demand is 1000 MIPS with a standard devia-
tion of 200 MIPS. Figure 3 illustrates the dis-
tribution and density functions of the capaci-
ty demand of a server. The capacity demands 
of the servers are uncorrelated. 
 
 
Fig. 3. Distribution and density functions 
First, the capacity supply is determined for 
the four servers realized as physical servers. 
Furthermore, the capacity saving will be de-
termined if four virtual servers are operated 
by one physical server with a dynamic allo-
cation of the capacity supply. 
The arrival rate λ of the Poisson distributed 
server requests is 100 requests per second: 
100 = λ
  (38) 
The mean response time T  to process a re-
quest is 0.03 seconds: 
03 , 0 = T
  (39) 
From equation 4, the critical server load ρ
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can be determined by the arrival rate λ and 
the mean response time  . T  The critical serv-
er load must not be exceeded to comply with 
the mean response time specification: 
75 . 0
100 03 . 0 1
100 03 . 0
1
*
=
⋅ +
⋅
=
+
=
λ
λ
ρ
T
T
  (40) 
To achieve a mean response time of 0.03 
seconds with 100 requests per second, a 
server load of 75% must not be exceeded.  
The expectation value μ of the capacity de-
mand cD of a server is 1000 MIPS: 
1000 ) ( = = C E µ
  (41) 
The standard deviation σ of the capacity de-
mand cD of a server is 200 MIPS: 
200 = σ
  (42) 
In 95% of the cases an additional request 
should not exceed a server load of 75%. The 
quota of critical server requests к is: 
05 . 0 = κ
  (43) 
From equation 19 the capacity supply cS 
complying with these requirements can be 
determined: 
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The capacity supply of a server is 1768 
MIPS. In the next step, the capacity supply of 
a physical server operating four identical vir-
tual servers will be determined. The capacity 
supply cS of the physical server can be de-
termined by equation 28: 
[ ]
6200.96656
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1000 4 90072 . 0 ) 05 . 0 ln(
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1 2
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 (45) 
The required capacity supply is 6201 MIPS. 
The capacity saving by virtualization is the 
difference between the capacity supply of the 
four physical servers without virtualization 
and the physical server operating four virtual 
servers: 
871 6201 1768 4 = − ⋅
  (46) 
The capacity saving for operating four virtual 
servers on a physical server is 871 MIPS. 
 
6 Conclusion 
The capacity supply describes the maximum 
output of a server. The utilization of the ca-
pacity supply is the capacity demand. The 
server load is the ratio of the capacity de-
mand and the capacity supply. The applica-
tion of a Markov chain demonstrated that it is 
impossible to utilize the full capacity supply. 
For a given arrival rate λ of server requests 
the critical server load to achieve a required 
response time T can be determined. 
The level of the arrival rate λ is not fixed in 
the course of time but is statistically varying. 
For a known distribution function of the le-
vels of the arrival rate the capacity demand 
not exceeded by a defined quota of server re-
quests can be determined by the expectation 
value and the variance. The capacity demand 
can be used for determining the capacity 
supply. 
Assuming a normal distribution approx-
imated by the Weibull distribution for the 
level of the arrival rate λ demonstrates that 
the use of virtualization saves capacity. Neg-
ative correlation of the capacity demand of 
two virtual servers leads to more capacity 
savings than in the uncorrelated case. 
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