Future large-scale software development projects will require engineering support for a diverse range of software quality attributes, such as privacy and openness. It is not feasible to create one monolithic methodology to support all possible quality attributes. Instead, we expect AOSE methodologies to be created and reused in a modular way. A modular approach enables developers to build custom project-specific methodologies from AOSE features in the same way applications are built from reusable off-the-shelf components.
INTRODUCTION
Agent technology offers greater potential than conventional technologies in engineering intelligent and adaptive systems in open environments. Such systems have significant commercial value in the software industry, and are generally considered the main application domains for agent technologies. They present new challenges in engineering traditional quality attributes such as security, and demand new quality attributes such as privacy.
One approach to agent-oriented software development is to have an all-embracing methodology in the way that Rational Software promotes the Rational Unified Process. This is problematic for two reasons: (a) it needs to be constantly updated and possibly refactored to take into account new developments, and (b) it promotes lock-in to a particular supplier of a methodology, which is often undesirable.
In this paper we propose an alternative, modular approach to the development of AOSE methodologies. We advocate that each new project has its own custom process, built up from components of other methodologies. If one part of the system requires a stringent view with respect to privacy, then a methodology that incorporates privacy well can be adopted for that part. If team structures need to be modeled in another part, choose a methodology that supports teams for that part. If intricate design of individual agents is needed for yet another part, choose a methodology that has a graphical design tool associated that might help to visualize the features.
In order for this alternative approach to be successful, features need to be isolated from specific methodologies. [7] describes a preliminary attempt to merge two existing AOSE methodologies, Prometheus [14] and ROADMAP [5] , by isolating a set of general-purpose common elements. The remaining parts of the two methodologies were then componentized into special purpose "value-adding" features.
Our vision is to allow the re-use of methodology features much like developers building applications from third party off-the-shelf components. This empowers the developer to assemble a methodology tailored to the given project by adding appropriate features to common elements. We envisage that the methodology becomes a living artifact of the project, and changes according to system requirements. Methodology features can be created to handle particular new quality attributes, such as politeness say, and be introduced into the project when appropriate.
The benefit of a modular approach is clear. Instead of creating incompatible techniques, models and CASE tools for each methodology, modular and reusable solutions can be created once, and shared within different methodologies. Specialized features, such as support for safety in embedded medical applications, can be more accessible to developers than previously, representing significant savings in development cost and learning cost.
The structure of the paper is as follows. Section 2 discusses the new challenges of software quality for intelligent adaptive systems in some detail. Section 3 presents the feature-based conceptual framework. Section 4 discusses how four methodologies can be 'featurised', namely ROADMAP [5] , CaseLP [2, 9, 10, 11] , Prometheus [14] and conventional OO [1] and presents the resulting AOSE features. Section 5 gives an example of how different AOSE features may be used for different aspects of a sample system. Section 6 concludes and outlines future work.
MOTIVATION
AOSE research should address the challenges of engineering intelligent adaptive systems in open environments. To do so, we suggest that methodologies can no longer be monolithic and static. Instead, they should be created as modular features, and used as a dynamic and evolving artifact of a given project.
Intelligent Adaptive Systems in Open Environments
An intelligent system performs tasks that require particularly large amounts of knowledge and reasoning using the knowledge. For example, for an intelligent search engine to return the most relevant webpages, it must understand the nature of the user and the context of the search. It must also understand the content of the webpages it indexed, and be able to reason what makes a page relevant.
An adaptive system senses changes in its usage and its environment, and alters its behavior to better serve the users [17] . For example, a system may change its architecture at runtime to eliminate performance bottlenecks. The system may also use machine learning for self-optimization.
In an open environment, some of the agents in the system may be implemented by third party developers. We must assume some member agents can be selfish or even malicious and provide measures to ensure that the system functions correctly even if some of its member agents misbehave.
Impact on Software Quality
Conventional methodologies do not model non-functional requirements explicitly and generally fail to support developers in engineering quality attributes [15] . For adaptive systems in open environments the task of engineering quality attributes becomes more difficult. For example, system correctness is traditionally assured by testing the system before release, against documented requirements. This approach fails to assure correctness after any adaptation or change of member agents at runtime. A similar view is shared by [13] and perpetual testing at runtime is suggested. For many intelligent systems, the complexity of their tasks renders it impossible to fully define and test for the correct behavior.
Similarly with performance, reliability and security, the open and adaptive nature of the system allows the possibility of compromising the quality attributes as well as optimizing them at runtime. Before AOSE can be adopted by mainstream industry developers to engineer intelligent adaptive systems, much more support is needed in the forms of theory, methodologies and tools.
Agent technology also gives rise to a new class of quality attributes that are important and imprecise in nature. For example, if we rely on decision support agents to suggest possible actions to take, we might expect those actions to be legal, politically correct and benevolent. On some occasions, we may expect the suggestions to show style and good taste. In another example, we may expect our personal assistant agents to have close knowledge of our daily routines, habits and preferences. Yet we also expect user privacy and do not wish such knowledge to become public.
The exact meanings of these quality attributes, such as privacy, depend closely on the actual user of the system and the context of each use. We recognize that quality attributes may be interpreted differently in different systems. Whether the system fulfils the quality attributes is very open to user interpretation and perception. This suggests that different features may be adapted for the different interpretations of the quality attributes.
These imprecise quality goals may require development tasks special to the agent paradigm. For example, to develop believable agents and agent-based simulations, a key task is to design the cognitive model to use for the delivery of correct agent behaviours. The need for the cognitive model cuts across subsystems, development phases and levels of abstractions. Current AOSE methodologies do not provide integrated support for such development tasks to deliver quality attributes consistently.
Localization of Quality Attributes
Specific quality attributes are not always required throughout the entire system. For example, politeness may only be required at the user interface, while privacy is required for a set of agents that have access to the user's personal information. As a general observation, for the entire system, functionalities need to be modeled and developed. For localized parts of the system, quality attributes may need to be modeled and engineered. Figure 1 illustrates this localization of quality attributes.
Figure 1. Localization of Quality Attributes
Precise application of engineering effort only to the required parts of the system enables the quality attributes to be achieved, and avoid paying engineering overhead to other parts of the system where the quality attribute is not relevant.
FEATURE BASED APPROACH
From the analysis in Section 2, it is obvious that no single monolithic methodology may provide all the models and techniques to support all potential quality attributes and development tasks. To avoid re-inventing the wheel and ensure the effort devoted into developing methodologies and tools can be reused and shared effectively, we devise an approach to allow the creation of modular methodologies, and the reuse of AOSE features in existing methodologies.
What is an AOSE Feature?
An AOSE feature is defined to encapsulate software engineering techniques, models, supporting CASE tools and development knowledge such as design patterns. It is considered a stand-alone unit to perform part of a development activity, such as analysis or prototyping, while achieving a quality attribute such as privacy.
A key part of an AOSE feature is the definition of agent concepts employed. For example, a feature that translates detailed design in BDI to Jack code [4] should include or refer to a definition of the BDI architecture used, to help developers understand the meaning of various modeling and programming constructs. Specialized features may build on top of existing features and such dependencies should be made clear to its users when the features are created, reused and maintained.
A developer uses an AOSE feature by following the procedures of the encapsulated techniques to create the models. The developer is thus able to visualize and model various aspects of the system. A feature should also provide tool plug-ins for the activities supported. For example, a modeling tool, similar to Rational Rose, should have well defined APIs to load plug-ins for features, and clear policies to prevent conflicts between features. The plugin created for a feature should then include a rendering module, which renders the models of that feature on screen for visualization, and a storage module, which stores the representation of the models as part of the overall project model. The modeling plug-in may optionally contain a code generator, which generates source code based on the part of the model that uses the feature. It may also contain a test case generator, which generate test cases based on the partial model to test the desired properties. Similarly a testing plug-in for a feature should be dynamically included into testing tools and validate the relevant parts of the project that use the feature.
A feature may also include extensions to programming languages or frameworks. An example is using agent stereotypes with types in UML [4] . A feature may also include development knowledge, such as design patterns, re-usable components, re-usable knowledge bases and sample design or implementations. It also may include other abstract knowledge such as analysis of the application domain, best practices and learnt lessons. This is particularly helpful when very specialized quality attributes such as safety for aircraft systems, are required.
We aim to provide in an AOSE feature all the support the developer may need. The developer can therefore focus on the actual development and reduce the time to research for compatible techniques, models and tools.
Creating AOSE Features
The following three-step process can be followed to isolate AOSE features from existing methodologies to add to the collection of features described in Section 4.2 of this paper. For details of the feature development process, and the questions identifying the scope of a feature, and examples applying the process, please see the accompanying document to this paper [6] .
1. Answer a set of questions to help decide the scope of the new feature. Two useful questions are: which phases of development will the feature support, and which quality attributes will the feature address. We have identified around 50 questions.
2. Based on the answers to the questions, figure out the differences and potential dependencies to existing features. Then create and document the techniques, models, CASE tool plug-ins and domain knowledge included, in a way that is consistent to existing features.
3. Publish the feature, perhaps in an online database, and specify the answers to the questions mentioned above. This creates a profile for the new feature in the database that can be queried by potential users of the new features.
Using AOSE Features
There are several ways a software developer could locate suitable features. An online database could be queried with a specification of the desired features. The specification may include a prioritized list of answers to questions mentioned above, and specification of desired dependencies to existing features. The database will return profiles of matching AOSE features. The potential users can sort through the profiles to find the most suitable feature.
The user may download the features and install various components encapsulated in the feature. The new feature is now ready to be used as with other features as part of a custom methodology. Note that the small granularity of features allows them to be combined into the common elements in a flexible manner.
Feature management software should allow developers to see the features currently used in the project and visualize various dependencies between them. The software may allow developers to edit strings of features connected together for automated software development.
Some AOSE features may take as input other features or produce other features as output. This allows the creation or deployment of features to be automated by other features, using the same conceptual framework.
For example, to accelerate the development of well-known classes of applications, say online shopping websites, it is possible to create a feature to address the early-requirement stage. This feature may allow developers to select project requirements from a list of popular requirements, such as adding items to shopping cart. When the requirements are selected, the feature may consult its knowledge base and work out what other features are needed to engineer such requirements. The early requirement features may download and install other features, connect various artifacts between them, and produce a largely finished skeleton project. This project may include design generated from design patterns, code generated from the design, and test cases generated from the requirements and code. The developer can simply parameterize the project and fill in key details and the project may be completed rapidly.
Such an approach may not be useful for certain applications, such as ones with unclear requirements. But the ability to string together AOSE features allows much closer automation and knowledge sharing in software development.
Ensuring Semantic Consistency
To ensure semantic consistency of AOSE features originated from different methodologies, we propose the following measures at different levels of abstraction.
Currently we are working on a generic meta-model that describes multi-agent systems using organization constructs [8] . The metamodel allows the agent organization and various quality attributes to be expressed independent of agent architectures and knowledge representation formats. By conforming to the meta-model, we expect the resulting AOSE features to exhibit basic semantic consistency.
If a feature uses semantics different from the meta-model, or more detailed agent concepts such as belief and intention from the BDI architecture, then the feature must include the precise definition of additional agent concepts used or refer to other features for the definition. A feature can also depend on artifacts produced by other features as input. We expect AOSE features to be organized into a hierarchy according to such dependencies. When an AOSE feature is created, the feature developer should ensure that the feature is consistent with neighbouring features.
At the tools level, we expect tools to have open interfaces and standard rules for implementing and loading AOSE features. By conforming to those rules, the AOSE features may be responsible for drawing themselves, storing themselves and validating their usage without conflicts.
We acknowledge that there are still open questions and do not seek to solve all potential problems from a theoretical viewpoint. We expect common sense to guide the development of AOSE features and a practical engineering perspective is taken to enable the development of a large set of AOSE features that are carefully kept consistent with each other.
APPLYING THE APPROACH TO EXISTING METHODOLOGIES
In this section we illustrate the feasibility of our approach by applying it to four existing methodologies: Prometheus, ROADMAP, CaseLP and the conventional OO approach. We followed the process outlined in Section 3.2 and obtained six sets of AOSE features from the four methodologies. Note that it is sometimes not possible to exactly decompose each methodology into features while maintaining the syntax and semantics of the models and techniques. What we present here is our best compromise based on our experience in designing methodologies and plain intuition.
Introduction to the Methodologies
Prometheus, ROADMAP, CaseLP and the conventional OO approach are created to address different issues in software development. In this section, we outline the structure of the methodologies, their strengths and weaknesses, and their respective domains of applicability.
Prometheus
The Prometheus methodology supports analysis, architecture design and detailed design of BDI agent systems. It provides detailed process with defined deliverables, which can be followed easily by industry practitioners and undergraduate students who have little knowledge about agents. Unlike many AOSE methodologies, Prometheus supports the detailed design stage by making the commitment to BDI architecture [16] . This commitment enables concrete detailed design models to be created and translated easily into code. Prometheus is most applicable to closed conventional software with trusted agents.
ROADMAP
The ROADMAP methodology aims to support the development of complex open systems where certain member agents may be selfish, or even malicious. It is based on the Gaia methodology [18] and extends Gaia with a dynamic role hierarchy that is changeable at runtime. The role hierarchy represents the agent organization and constrains the behaviour of member agents.
ROADMAP supports analysis and architecture design without committing to any agent architectures. Figure 2 shows the structure of ROADMAP models.
Figure 2. Structure of ROADMAP models in two phases of development
The strength of ROADMAP is the support of open systems via formal models of the environment, domain knowledge and the organization in terms of agent roles. The key weakness is the lack of support for the detailed design stage. ROADMAP must rely on other methodologies for detailed design.
CaseLP
CaseLP [2,9,10,11] is a framework for developing working prototypes of multi-agent systems. It offers a set of tools and languages for modeling, verifying and executing MAS specifications, as well as a methodology that guides the developer from the informal specification of the prototype to the test of its execution.
CaseLP methodology supports heterogeneous multi-agent systems with agents implemented using different architectures. It distinguishes between domain-independent components (components that are general enough to be reused in many applications: roles, protocols, agent architectures and domainindependent ontologies) and domain-dependent ones (components such as agent classes, agent instances and domain specific ontologies). The developer can reuse the components described above from a library provided by the CaseLP environment, in the specification she is formalizing. Figure 3 shows the structure of CaseLP models. Verification techniques exist for proving system properties. The key strength of CaseLP is the ease of developing working prototypes by following a detailed methodology and reusing heterogeneous prototype components. Its key weakness is the lack of support for the development of the final system. It is primarily applicable to developing prototypes.
Conventional Object Oriented Approach
The conventional OO approach [1] is well known and we do not describe it here in detail. It covers all stages of software development from analysis to testing. The main models used in conventional OO development are use-cases, class diagrams, sequence diagrams, collaboration diagrams, and activity diagrams. The key strengths of the conventional OO approach are the detailed support for all phases of the software lifecycle, and its familiarity to industry practitioners. Its main weakness is the lack of support for agent behaviours.
In terms of engineering agent systems, we restrict our use of the OO approach to the detailed design stage. When the social aspect and the behaviour of an agent are already specified and designed, the OO approach can be used to implement the internal processing of the agents. We also use the OO artifacts to model objects in the environment, and domain knowledge when appropriate. Figure 4 shows the AOSE features isolated from the four methodologies. The dependencies between features are shown with arrows. For example, the CaseLP features depend on the AOSE features common to all four methodologies. We go through each set of AOSE features in turn.
Creating AOSE Features from the Methodologies
It is worth noting that the basic functionalities of the system can be expressed using common AOSE features. When specialized properties are needed, additional development can be done using specialized features. There is no need to change methodology and migrate all development artifacts from one representation to another before the new quality attribute can be achieved. 
AOSE Features Common to Prometheus, ROADMAP and the Conventional OO Approach
The AOSE features common to Prometheus, ROADMAP and the conventional OO approach are the use-case model and the environment interface model. They are used to facilitate requirements gathering and basic description of the execution environment.
The Use-case Model is adapted from the conventional OO usecase model [1] . It contains graphical use-case diagrams and text scenarios. The main difference is that agents inside the system are depicted. Figure 5 shows an example.
The Environment Interface Model lists and describes the percepts and actions possible in the environment of the agents. 
Common AOSE Features
The AOSE features common to all four methodologies are the agent model, the service model, the acquaintance model and the interaction model. These AOSE features are architecture independent and support only the analysis and architecture design stages of the development. They provide for a detailed description of the functionalities of the system. The common features do not support detailed design. At the end of the architecture design phase, an implementation architecture, such as the BDI architecture, is chosen for each agent. Detailed design of an agent is done via other AOSE features of the chosen architecture.
The agent model lists agent classes, the services they provide, and the implementation paradigm chosen for them. The service model contains basic descriptions of agent services in the system, such as input, output and the processing logic.
The Acquaintance Model is a directed graph between agent types. An arc in the graph represents the existence of a communication link allowing messages to be sent. The purpose is to allow the designer to visualize the degree of coupling between agents. The Interaction Model contains sequence diagrams as proposed in AUML [12] .
AOSE Features from ROADMAP
The ROADMAP features are architecture-independent and can be added to the common features to facilitate analysis and high-level design. Each feature can be introduced into a few models in the common feature, forming a thread of related additions to support a given quality goal.
ROADMAP introduces three features to model environmental zones, domain knowledge and the roles in the system. The environment model decomposes the environment into a detailed hierarchy of zones. The concept of zones can be introduced into use-case model and the interaction model. The knowledge model includes a hierarchy of knowledge components. Knowledge components can also be assigned to roles, to model knowledge distribution in the organization. The detailed design of each knowledge components, say using ontologies, is left to other AOSE features.
The role model allows the developer to express abstractly an agent organization according to which its member agents behave. The role model consists of a role hierarchy and a set of role schemas for each role in the hierarchy. The roles define expected behaviors of the agents and provide behavior verification and evaluation services to agents at run-time.
AOSE Features from CaseLP
CaseLP offers six AOSE Features. The ontology modeling languages provide a standard way to define ontologies [19] . They facilitate the reuse and maintenance of knowledge, and allow mutual understanding between agents.
CaseLP architecture modeling languages allow different approaches to define reasoning architectures for agent [3, 9] . Heterogeneous components defined in these languages can be reused consistently together. CaseLP dynamics modeling languages allows the internal working of agents to be specified in detail. Such specification can be executed and verified with CaseLP verification tools, thus improving system correctness and reliability. The verification tools can formally prove various properties of the system.
CaseLP also provides implementation facilities that translate specification to code for the working prototype. The code of the working prototype can be executed with CaseLP execution tools. The execution tools provide a graphical user interface to allow easy visualization and manipulation of agent messages and internal agent states online and offline.
AOSE Features from Prometheus
Prometheus introduces a set of related features for detailed design using BDI constructs. The key concepts are beliefs, events, plans and capabilities as outlined in [16] . The architecture-independent models from the common features can be refined directly to the BDI oriented models.
A system overview diagram shows agents in the system and the events they send to each other. This diagram can be derived directly from the common element use-case model and the interaction model. An agent overview diagram shows the internal working of an agent as interacting capabilities and beliefs through event passing. A capability diagram shows the internal workings of a capability as interacting plans through event passing. Prometheus also defines detailed descriptors for events, data, plans and capabilities in the system.
AOSE Features from the Conventional OO Approach
AOSE Features from the conventional OO approach include class diagram, sequence diagram, collaboration diagram and activity diagram. These diagrams are used with their original syntax and semantics. If an agent is to be implemented using an OO language, we can easily translate the agent specification using the common AOSE features, into the OO diagrams. The OO Features can also be used to develop passive objects in the environment and model domain knowledge of the agents.
EXAMPLE: ONLINE FRUIT MARKET
As an example of how the AOSE features can be used to create custom project-specific methodologies, let us consider an electronic fruit market where traders and brokers are software entities that act on behalf of their human owners by autonomously carrying out the negotiation and the exchange of fruits. The traders and brokers are distributed, each connecting to the Internet from a different location, and are heterogeneous, each of them having been developed by different people, using different development tools and languages. This example is deliberately kept simple and aims to illustrate the potential benefit for applying the feature-based approach.
The online fruit market is an open system, with agents entering and leaving the system as they wish. To model the distributed and open nature of the marketplace, the ROADMAP environment model and role model can be used. Figure 6 shows a potential use-case diagram, developed by adding environment zones and roles to generic use-case diagram as shown in Figure 5 . The ROADMAP AOSE features can be added coherently to generic use-case model common to Prometheus, ROADMAP and the conventional OO approach. Figure 6 . A use-case diagram using ROADMAP features of zones and roles Our next step is to specify the interaction protocol between agents playing the buyer role and agents playing the seller role. Figure 7 shows the specification of our contract proposal protocol using the AUML sequence diagram from the common AOSE features. Using a conventional OO class diagram for knowledge modeling, (Figure 8 ) we can specify that the merchandise to be exchanged is characterized by a name, a quantity and a cost, and that a contract between two parties has always a proposer (the agent playing the buyer role in the contract proposal protocol), a receiver (the agent playing the seller role) and refers to a merchandise. We can also specify that a contract may end due to some (unspecified) reason.
Figure 8. Domain knowledge modeling using OO classes
Once the agent classes necessary for this application are established, we may attribute the right architecture to each agent class. For example, we may decide that seller agents are simple reactive agents while buyer agents need a more sophisticated architecture such as BDI. We can specify their internal behavior using the AgentRules language provided by CaseLP as shown in Figure 9 .
Figure 9. Agent internal processing specified in AgentRules
The specification can be translated into a working prototype and executed using CaseLP tools. Figure 10 shows the off-line trace of the execution simulation where fruit buyers, sellers and a broker agent interact for exchanging exotic and non-exotic fruit.
Figure 10. Protocol emulation using CaseLP
After the agent behaviors are verified using the prototype, the final system can be implemented using a BDI framework or directly in an OO language, for better performance. Figure 11 shows the internal working of the buyer agent modeled in a Prometheus agent overview diagram.
Figure 11. Contract proposal protocol in a BDI Buyer Agent
The constructs used in this detailed design model maps directly to programming constructs in a BDI framework like Jack [4] , and code can be generated easily from this diagram. Similarly, the specification of the reactive seller agent can be translated easily into an OO class diagram and into code.
CONCLUSION AND FUTURE WORK
In this paper we have described the need and benefit of creating and reusing AOSE methodologies in a modular fashion. We have proposed a conceptual framework for creating and reusing modular methodologies, based on the concept of AOSE features. AOSE features encapsulate techniques, models, tools and development knowledge such as design patterns. They are considered stand-alone units and may be applied with consistent syntax and semantics.
We applied the feature-based approach to four existing methodologies, namely Prometheus, ROADMAP, CaseLP and the conventional OO approach, and obtained six sets of AOSE features. The AOSE features are used in an illustrative example and are shown to address various real-world issues.
In future we intend to further improve and formalize the process of creating and using AOSE features. We also intend to further verify this approach by applying it to other existing AOSE methodologies.
