On the spectrum of the operator which is a composition of integration and substitution [0, 1] . We prove that V φ has a finite number of non-zero eigenvalues if and only if φ(0) > 0 and φ(1 − ε) = 1 for some 0 < ε < 1. Also, we show that the spectral trace of the operator V φ always equals 1. It was pointed out in [9] and [10] that an operator V φ defined by . It was proved in [12] and [13] that V φ is quasinilpotent on L p [0, 1] 
if and only if φ(x)
x for almost all x ∈ [0, 1]. It was noted in [13] and proved in [15] that the spectral radius of V x α ( defined on L p [0, 1] or C [0, 1] ) is 1 − α (0 < α < 1). The detailed investigation of the spectrum of the operator V x α was done in [1] , where it was shown that the point spectrum σ p (V x α ) of V x α is simple and σ p (V x α ) = {(1−α)α n−1 } ∞ n=1 . The oscillation properties of the eigenfunctions of V x α also were investigated in [1] .
The aim of this paper is to prove the following theorem. |λ n | 1+ε < ∞ for all ε > 0.
The order of the material is as follows. In section 2 we recall some classical results in the theory of trace-class operators, in the theory of Fredholm determinants and in the theory of entire functions. In section 3 we calculate the Fredholm determinant D V φ (λ) of the operator V φ . In section 4 we estimate the order of growth of D V φ (λ) and prove Theorem 1.1. It turns out that the matrix trace of the operator V φ is not defined, but the spectral trace of V φ does not depend on φ and always equals 1. This contrasts with the fact that σ p (V x ) = {∅}. We find also the spectral(= matrix) traces of the V 2. Preliminaries. Here we recall some facts about trace class operators, Fredholm determinants and entire functions.
2.1. Let K be a compact operator defined on an infinite dimensional Hilbert space H. Let s n (K) (n ≥ 1) be the eigenvalues of KK * . The operator K is said to be of class
The trace trK of an operator K ∈ S 1 is defined as its matrix trace:
(Ke n , e n ), where
is some orthonormal basis. It is known that trK does not depend on the choice of {e n } ∞ n=1 and the series ∞ n=1 (Ke n , e n ) converges absolutely.
The celebrated theorem of Lidskii (see [4] ) says that the matrix trace of an operator K ∈ S 1 is equal to its spectral trace, which is defined as the sum of eigenvalues of K (counted with the algebraic multiplicity):
is well known (see [4] ) that if k(x, t) is a continuous function on [0, 1]× [0, 1] , then K ∈ S 1 and trK is given by the integral of its diagonal:
where A 0 := 1 and
Recall (see [6, 8, 11] ) that:
. . .
is an entire function of λ of the order ρ ≤ 2; (iii) D K (µ * ) = 0 if and only if λ * := 1/µ * ∈ σ p (K) and the multiplicity of µ * as a root of the Fredholm determinant of K is equal to the algebraic multiplicity of the eigenvalue λ * .
From
Hadamard's theorem (Th 1, p.26, [7] ) and Lindelöf's theorem (Th 3, p.33, [7] ), we get the following In particular, lim sup
3. The Fredholm determinant of the operator V φ . We begin with an auxiliary lemma.
be an n × n matrix all of whose elements are 0 or 1 and
Proof. The proof is trivial.
, where
.
(1 − k(t i−1 , t i )). Further, using (2.4),(2.5), and (2.6) we get
where
That is
This completes the proof.
4. The spectrum of the operator V φ . The following Proposition immediately follows from Theorem 3.4.
is a nondecreasing continuous function and φ(x) > x for x ∈ (0, 1); then the following conditions are equivalent:
Proof. The proof is left to the reader.
Proof. It is easily shown that 0 ∈ σ p (V φ ). Using Theorem 3.4, we get
is a function of x. It is clear that
The following lemmas are needed.
Lemma 4.8. Let 0 < ε 1 < ε 2 < 1 and
be a strictly increasing continuous function such that ψ(ε 1 ) = ε 1 and ψ(ε 2 ) = ε 2 . Let also
Proof. Using (4.8), we get
By definition K n = a n . Further, again using (4.8), we get
Finally, we obtain
Lemma 4.9. Let 0 < ε ≤ 1/4, β > 1, and
where const(ε, β) does not depend on n.
Proof. Substituting ψ ε,β for ψ(x) in Lemma 4.8 , we get (4.9). Indeed, it is easily proved that a l = c l =
, and
, we see that Using Lemma 4.8, we get
Substituting (4.10) for b l in (4.11) we get (4.9).
(2) Taking into account the inequality of arithmetic and geometric means, we obtain
Hence,
Let N be a number such that
This completes the proof. 
Let also a 0 = b 0 = 1 and a k , b k , and d k (k = 1, 2 . . . ) be k-multiple integrals defined by
b l a n−l , n = 1, 2, . . . ; (4.13)
Proof. Substituting 1/2 for ε 1 and 1 for ε 2 in Lemma 4.8, we get (4.13). Further, it is not hard to prove that a 1 = b 1 = 1/2 and ε,β (x). Using Lemma 4.9, we get (2) Since φ(x) ≥ f a,b (x) for some 0 < a < b < 1, it follows that there exists β > 1 such that φ(x) ≥ ψ −1 β (x). Using Lemma 4.10, we get
Therefore the order of growth of D V φ (λ) equals 0. 
Proof. Using Theorem 3.4, we get
. It is easy to see that if either φ(0) = 0 or φ(1 − ε) = 1 for all 0 < ε < 1, then A n > 0 for n ≥ 0. Therefore D V φ (λ) is not a polynomial in λ. Now we apply Proposition 4.11 (1) . Suppose that the order of D V φ (λ) is less than 1; then using Theorem 2.2 (ii), we get 
Proof. (1) follows from Theorem 4.12 (1) . By Proposition 4.11 (2) , the order of D V φ (λ) equals 0. Thus (2) and (3) are implied by (ii) and (iii) of Theorem 2.2.
Remark 4.14. (i) Suppose φ(x) is a strictly increasing function and φ(x) > x for all x ∈ (0, 1).
and let W φ and T φ be linear operators defined on
It can easily be checked (see [2] - [3] ) that T φ and T
−1 φ
are bounded operators and cV defined by: e 1 ≡ 1, e 2n := e 2πinx and e 2n+1 := e −2πinx (n = 1, 2, . . . ). Indeed, (V x e n , e n ) = ∞.
(iii) Theorem 1.1 states that the spectral trace of an operator V φ always equals 1. This also contrasts with the fact that an operator V x is quasinilpotent.
To estimate the spectral radius r(V φ ) of the operator V φ we recall (see [14] ) some results on integral operators with nonnegative kernels. Let (Kf )(x) = 
Let also φ(0) = 0. Then ω = ∞ and
and (1) is proved. (2), (3) It is easy to check that φ −1 (x) is well defined and 
Example 4.16. Let φ(x) = x α (0 < α < 1). It can be proved by direct calculations that
and each eigenvalue of V x α is of algebraic multiplicity one. Further, 
. By definition, put a 0 := 0, a k := 1, and
Then By Theorem 5.18
By Theorem 4.12 lim = mes{x : 1 − x ≥ x}.
5.2.
In this subsection we consider an operator V φ defined on L p [0, 1] (1 ≤ p < ∞).
Let A i be a bounded operator defined on Banach space X i (i = 1, 2). Recall that A 1 is said to be quasisimilar to A 2 if there exist deformations K : X 1 → X 2 and L : X 2 → X 1 (i.e. R(K) = X 2 , kerK = {0}, R(L) = X 1 , kerL = {0}) such that A 1 L = LA 2 and KA 1 = A 2 K. It is clear that σ p (A 1 ) = σ p (A 2 ). The proof of the following theorem is similar to the proof of Theorem 3.4. . . . 
