Existing deep multi-object tracking (MOT) approaches first learn a deep representation to describe target objects and then associate detection results by optimizing a linear assignment problem. Despite demonstrated successes, it is challenging to discriminate target objects under mutual occlusion or to reduce identity switches in crowded scenes. In this paper, we propose learning deep conditional random field (CRF) networks, aiming to model the assignment costs as unary potentials and the long-term dependencies among detection results as pairwise potentials. Specifically, we use a bidirectional long short-term memory (LSTM) network to encode the long-term dependencies. We pose the CRF inference as a recurrent neural network learning process using the standard gradient descent algorithm, where unary and pairwise potentials are jointly optimized in an end-to-end manner. Extensive experimental results on the challenging MOT datasets including MOT-2015 and MOT-2016, demonstrate that our approach achieves the state of the art performances in comparison with published works on both benchmarks.
Introduction
Multi-object tracking (MOT) aims at finding the trajectories of multiple target objects simultaneously while maintaining their identities. The performance of MOT approaches hinges on an effective representation of target objects as well as robust data association to assign detection results to corresponding trajectories.
Existing deep MOT methods put more emphasis on learning a favorable representation to describe target objects and associate detection results by reasoning a linear assignment cost [16, 36, 8, 21, 38] . Despite noticeable progress, existing deep MOT methods are unlikely to distinguish target objects in crowded scenes, where occlusions, noisy detections and large appearance variations often occur, due to the lack of the component for modeling long-term dependencies among detection results over time. In MOT, the dependencies among targets mean the structural correlation Figure 1 . Illustration of the importance of modeling the dependencies between target objects. (a) The state-of-the-art deep MOT method [21] does not exploit the dependencies between targets and fails to maintain a consistent identity for target 4 and target 5. (b) Our method built on deep CRF models succeeds in tracking the target 5 and target 6 over time.
of targets in the spatiotemporal domain, which are subject to a number of physical constraints. For instance, a target object cannot be at two places at one time, and two target objects cannot occupy the same space at the same time.
Taking these constraints into consideration in data association helps to improve MOT performance, and some visual results shown in Fig. 1 . Without considering the dependencies among multiple targets, the state-of-the-art deep MOT method [21] fails to maintain the same identities such as targets marked with color arrows, whereas our method succeeds in tracking them by considering these constraints. In the literature, MOT approaches [5, 6, 10, 14, 40, 29, 23] before the prevalence of deep learning widely use conditional random field (CRF) to model the dependencies among targets as the pairwise potentials explicitly [5, 10, 43] . However, MOT typically involves varying number of targets, which makes CRF inference intractable. Existing approaches built on CRF have to resort to heuristic [5, 43] or iterative approximate algorithms [10, 9] . Moreover, these approaches assume that multiple targets are subject to Gaussian distribution [5, 10] when formulating the CRF potentials, meaning that multiple targets share the same states. This is in contrast to the fact that there are both consistent and repellent dependencies between moving targets.
In this work, we propose end-to-end learning CRF for multi-object tracking within a unified deep architecture. The proposed method mainly consists of two steps: (i) designing task-specific networks to implicitly learn unary and pairwise potentials respectively; (ii) conducting CRF infer-ence as a recurrent neural network learning process using the standard gradient descent algorithm. Our work partially resembles the recent CRF-RNN framework for semantic segmentation [46, 19] , where the inference of CRF model is embedded into a recurrent neural network as well. However, the noticeable difference lies in that CRF-RNN is learned for determined pixel labeling rather than for graphical models with varying nodes (i.e., the number of targets are varying from frame to frame in MOT). We model the unary terms by a matching network to compute the assignment cost. To fully exploit dependencies between detection results (i.e., CRF nodes), we pay more attention to difficult node pairs and formulate the labeling of these pairs as a joint probability matching problem. To be specific, we use a bidirectional LSTM to implicitly learn the pairwise terms. Finally, we pose the overall CRF inference as a recurrent neural network learning process using the standard gradient descent algorithm, where unary and pairwise potentials are jointly optimized in an end-to-end manner.
In summary, the main contributions of this work are as follows:
• We make the first attempt to learn deep CRF models for multi-object tracking in an end-to-end manner.
• We propose a bidirectional LSTM to learn pairwise potentials that encode the long-term dependencies between CRF nodes.
• We extensively evaluate our method on the MOT-2015, MOT-2016 datasets. Our method achieves new stateof-the-art performance on both datasets.
Related Work
In the tracking-by-detection framework, multi-object tracking consists of two critical components: a matching metric to compute assignment costs and data association. We briefly review the related work with the use of CRF and deep learning.
MOT with CRF. As a classical graphical model, CRFs have been used extensively for solving the assignment problem in multi-object tracking [5, 10, 43, 9, 6] . CRFs relax the independent assumption among detections, aiming at using the long-term dependence among targets to better distinguish targets in crowded scenes. Yang et al. [43] adopt a CRF model and consider both tracklet affinities and dependencies among them, which are represented by unary term costs and pairwise term costs respectively. The approach in [5] further considers distinguishing difficult pairs of targets. While unary potentials are based on motion and appearance models for discriminating all targets, pairwise ones are designed for differentiating spatially close tracklets. Heili et al. [10, 9] perform association at the detection level. To exploit long-term connectivity between pairs of detections, the CRF is formulated in terms of similarity/dissimilarity pairwise factors and additional higherorder potentials defined in terms of label costs. In [29] , the energy term of CRF is augmented with a continuous component to jointly solve the discrete data association and continuous trajectory estimation problems. Note that in MOT, the CRF inference is intractable as proved by Heili [10] that an energy function in MOT that only containing unary and pairwise terms does not follow the submodularity or regularity principle, and hence cannot be solved using standard optimization techniques like graph cuts. Unlike existing approaches using heuristic [5] or iterative approximate algorithms [10, 9] , we propose to learn deep CRF models as recurrent neural networks in an end-to-end manner.
MOT with Deep Learning. Recently, deep learning has been applied to multi-object tracking [28, 21, 31, 38, 16, 36, 4, 37] . The trend in this line is to learn deep representations [23, 30, 39, 36] , and then employ traditional assignment strategies such as bipartite matching [36] , or linear assignment for optimization [38] . Leal-Taixet al. [21] propose a Siamese CNN to estimate the similarity between targets and detections. Tang et al. [37] go a step further by treating MOT as the person Re-ID problem and develop a Siamese ID-Net to compute association costs between detections. Sadeghian et al. [31] exploit CNN and LSTM to build the affinity measures based on appearance, motion and interaction cues. Deep metric learning is also proposed for representation learning, so that the affinity model is robust to appearance variations [36, 41] . While considerable attention has been paid to DNN-based assignment problems, the optimization with respect to the dependencies between targtes is less investigated. In this work, we pose the assignment optimization as a recurrent neural network learning process, where unary and pairwise potentials are jointly optimized in an end-to-end manner. Our work shares a similar motivation with CRF-RNN approaches [46, 19] for semantic segmentation. The significant difference lies in that CRF-RNN is learned for determined pixel labeling (i.e., the number of labels and pixels are given), whereas our method deals with dynamic graphical models with varying number of nodes (targets) for MOT.
Proposed Method
In this section, we first describe how the data association based MOT is mapped into a CRF labeling problem. The designs of unary and pairwise potentials are then introduced. We present RNN based inference strategy and finally the overview of entire structure.
Problem Formulation
Similar to [44] , we treat the task of MOT as a CRF labeling problem. The flowchart of our approach is shown in
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Gradient Descent Figure 2 . Method overview. We employ a two-threshold strategy to connect detection results into short but reliable tracklets. We formulate tracklet association as a labeling problem in the Conditional Random Field (CRF) framework and perform CRF inference by learning a deep recurrent neural network end-to-end. Fig. 2 . We use noisy detections as a starting point, then a two-threshold strategy [14] is employed to connect detection responses into short but reliable tracklets. A tracklet
i } represents a set of detection responses in consecutive frames, starting at frame t A graph G = ( V, E ) for a CRF is created over the set of tracklets T = {T i }, where V and E denote the set of nodes and edges, respectively. Tracklet T i is linkable to T j if the gap between the end of T i and the beginning of T j satisfies 0 < t s j − t e i < T thr , where T thr is a threshold for maximum gap between any linkable tracklet pair. A linkable pair of tracklets (T i1 → T i2 ) forms the graph node v i = (T i1 → T i2 ), i = 1, 2, · · · |V|. An edge e j = (v j1 , v j2 ) ∈ E represents a correlation between a pair of two nodes. Furthermore, each node is associated with a binary label variable x i ∈ L = {0, 1}, where x i = 1 indicates the two tracklets in node v i should be associated and
, a variable realization over all the nodes, corresponds to an association hypothesis of the set of tracklets T . The pair of (X, T ) is modeled as a CRF characterized by the Gibbs distribution, formulated as
where E(x|T ) denotes the Gibbs energy function with respect to the labeling x ∈ L |V| , Z(T ) is the partition function. For simplicity of notation, the conditioning on T will from now on be dropped. And the normalization term Z(T ) in Eq. 1 can be omitted when solving for the maximumprobability labeling x for a particular set of observations T . In this paper, energy function is restricted containing a set of unary and pairwise terms and formulated as: where ϕ i : L → R and ϕ ij : L × L → R are the unary and pairwise potentials, respectively. As is common with CRFs, our tracking problem is transformed into an energy minimization problem.
Unary Potentials
The unary potential ϕ i (x i ) specifies the energy cost of assigning label x i to node v i . In this paper we obtain our unary from a Siamese CNN with shared parameters. Roughly speaking, the Siamese Net as a appearance descriptor outputs a probability of a linkable tracklet pair containing each label class (i.e. belonging to the same target or not). Denoting the probability for node v i and label x i as z i:xi , the unary potential is
where ω u is a parameter controlling the impact of the unary potentials and ε is introduced to avoid numerical problems for small values of z i:xi .
Pairwise potential
The pairwise potential ϕ ij (x i , x j ) is defined as the energy cost of assigning label x i to node v i and x j to v j simultaneously. To address the challenge of association in crowded scenes, we propose a novel potential function built on difficult node pairs, and limit the number of edges by imposing pairwise terms on these pairs for efficiency.
Difficult Node Pairs. Difficult node pairs are defined as spatio-temporal head-close or tail-close tracklet pairs like in [44] , which are usually caused by close tracklets crossing Figure 4 . Two time step LSTM model for labeling difficult node pairs. At each time step, the network outputs a probability distribution for the joint matching problem, i.e., one element from set A to each element in set B. Here y ∈ {0, 1} is a binary decision variable representing an assignment between two tracklets.
each other or by two targets interacting as a group. In this situation, we impose consistency constraints to restrict the labeling of difficult node pairs. Take Fig. 3 (a) as a example. Since node v i = (T i1 → T i2 ) and v j = (T j1 → T j2 ) are caused by close tracks crossing each other, a reasonable assumption is that if T i1 is associated to T i2 , then there is a high probability that T j1 is associated to T j2 and vice versa, if T i1 is not associated to T i2 , there is a high probability that T j1 should not be associated to T j2 .
Another kind of difficult node pairs come from the physical constraint that allows one hypothesis to be explained by at most one target. We apply repellency constraints in this case. An illustration is shown in Fig. 3(b) , where tracklet T i1 = T j1 is shared by node v i and v j . There exists a mutual exclusion to the labeling since two objects cannot occupy the same space at the same time. Specifically, labels of v i and v i cannot be set to "1" simultaneously due to time overlapping of the two nodes. It is worth noting that labeling repellency is helpful to alleviate the issue of assigning one tracklets to more than one targets.
Potential Functions. So far, we have introduced labeling consistency/repellency constraints for difficult node pairs, which encode dependencies among targets and could be exploited for CRF inference. Different from existing MOT methods that are limited by hand-designed pairwise potentials, the key idea of our solution is to avoid the need to specify the explicit knowledge among difficult node pairs. Instead, we use highly expressive neural networks to learn their functions directly from the data.
In this paper, we formulate labeling of difficult node pairs as a joint matching problem. As illustrated in Fig. 4 , a bidirectional LSTM-based architecture is learned for this label assignment.
For a node pair {v i (T i1 → T i2 ), v j (T j1 → T j2 )}, we first build two tracklet sets A = {T i1 , T j1 } and B = {T i2 , T j2 } as our matching graph. The goal here is to find correspondences between tracklets in the two sets. Note that we do not impose constraints to maintain a one-to-one relationship between A and B, i.e., points in A can be assigned to more than one points in B.
The input feature F that connects visual and motion cues is first passed through an embedding layer and then fed into a two time step bidirectional LSTM [13] . The network sequentially outputs a joint probability distribution for matching problem, i.e. p (y|T i1 , T i2 ), p (y|T i1 , T j2 ), p (y|T j1 , T i2 ) and p (y|T j1 , T j2 ). Here y ∈ {0, 1} is a binary decision variable representing an assignment between two tracklets. Finally, we define pairwise potential function for the difficult node pair {v i , v j } as
where
represent the probabilities of joint matching state over v i and v j . ω d is a parameter controlling the impact of potentials and ε is introduced to avoid numerical problems for small values of z i:xi · z j:xj .
Deep feature F. The deep feature F used to represent pairwise potential consist of appearance and motion cues over node pairs as follows:
In Eq. 5, the deep appearance feature f a (T i ) is generated by inputting the most confident detection in T i to a Re-ID network (see Section 4.2 for details). f m (T k , T m ) means the motion feature between the tracklet T k and T m , defined by the distance between estimations of positions of two tracklets using a linear motion model and the real positions as in Kuo et al. [18] and Yang et al. [5] . As shown in Fig. 5 (a Fig. 5 (b) , considering node pair {v i (T i1 → T i2 ), v j (T j1 → T j2 )} and supposing T i2 and T j2 are a head-close tracklet pair. Let t x = min(t e i1 , t e j1 ), we estimate positions of both targets at frame t x , shown by black points in Fig. 5 (b) . The distance of the node pair is defined by the estimated relative distances and real position distances at frame t x , formulated as f m (v i , v j ) = [∆p 1 , ∆p 2 ], where relative distances
Inference as RNN
One challenge in CRF inference is that a realization of assignment hypothesis takes values from a discrete set, e.g., {0, 1}. However, existing deep learning methods are not designed for the discrete problem. To address this issue and use DNNs to produce optimal assignment hypothesis, we first take continuous relaxation of the original binary labelling and then pose it as an optimization problem like in [3, 19] . Specifically, the original minimization for Eq. 2 is first transformed into an equivalent integer program problem by expanding label variable x i into another new Boolean variables x i:λ , λ ∈ {0, 1}. x i:λ represents an assignment of label λ to x i , which is equivalent to an assignment of Boolean labels 0 or 1 to each node x i:λ , and an assignment of label 1 to x i:λ means that x i receives label λ. A constraint is introduced to ensure that only one label value is assigned to each node, i.e, λ∈L x i:λ = 1. In this way, we rewrite the original energy minimization as the following binary integer program min i∈V,λ∈L
As a next step, we relax the integer program by allowing real values on the unit interval [0, 1] instead of Booleans only. Let q i:λ ∈ [0, 1] denote the relaxed variables, and energy functions can be represented as the following quadratic program min i∈V,λ∈L
By now, we can take the CRF inference in Eq. 7 as a gradient descent based minimization problem which can easily be formulated in a recurrent neural network manner, since all of the operations are differentiable with respect to q. Next, we describe how to implement one iteration of gradient descent for our CRF inference with common operations of neural network layers.
One Iteration of CRF Inference. We use the standard gradient method to minimize the energy function in Eq. 7, The gradient of the objective function in Eq. 7, ∇ q E, has the following elements
We denote the contribution from pairwise term by
and decompose q i:λ into the following two operations which can be described as CNN layers
In Eq. 10, q i:λ (µ) is obtained by applying a filter on q j:µ , which can be implemented through a stand convolution layer. Here the filter's receptive field spans the whole nodes and coefficients of the filter are derived on the pairwise potential functions ϕ ij (λ, µ) . For q i:λ in Eq. 11, the operation step is to take a sum of the filter outputs for each class. Since each class label is considered individually, this can be viewed as usual convolution where the spatial receptive field of the filter is 1 × 1, and the number of input or output channels is |L|. To get the complete gradient in Eq. 8, the output from the pairwise stage and the unary term ϕ i (λ) are combined using an element-wise summing operation. Then according to the gradient update principle, the new state of q can be computed by taking a step in the negative direction of gradient:
where γ is the step size. Finally, we normalize our values to satisfy λ∈L q i:λ = 1 and 0 ≤ q i:λ ≤ 1 by applying a Softmax operation with no parameters.
Integration in A Recurrent Neural Network. We have formulated one iteration of the CRF inference into a stack of common CNN operations. Now we can organize the entire CRF inference as RNN architecture, by unrolling the iterative gradient descent algorithm as a recurrent neural network and all the CRF's parameters can be learned or fineturned end-to-end via back propagation. The data flow of one iteration of RNN inference is shown in Fig. 6 . The RNN takes tracklets' observations T for both unary and pairwise probability as input. Each iteration of RNN in the forward pass performs one step of gradient descent for CRF inference, denoted by q t+1 = f (q t , w, T ), where w represents a set of parameters containing ω u , ω p , γ as well as filter weights for pairwise and unary terms. In the stage of initialization (i.e., at the first time step), q 0 is set as the probability output for unary. At all other time steps, q t is set to be q t+1 . RNN outputs nothing but q T until the last iteration that approximates a solution to Eq. 7
Final deep structure model
The entire structure of our framework is shown in Fig. 2 . Given graph nodes, the first part of our model consists of a unary and pairwise architecture to produce potential values of nodes. The second part is a RNN model that performs CRF inference with gradient descent algorithm. Since all the pieces of the model are formulated into standard network operations, our final model can be trained in the manner of end-to-end using common deep learning strategies. To be specific, during forward pass, the input nodes are fed into CNNs and LSTM to compute unary and pairwise potentials. The output by CNN is then passed to RNN as initialization, i.e. CRF state q 0 . After T iterations, the RNN finally outputs q T , the solution to Eq.6. During backward pass, the error derivatives are first passed through the RNN, where the gradients w.r.t. the parameters and input accumulate through the T iterations. The gradients are back propagated to unary and pairwise components, and then update is performed for the CNN and LSTM simultaneously. In other word, all the CRF learning and inference are embedded within a unified neural network.
Implementation Details
This section describes the details of the proposed method in both the training and testing stages. In this work, we finetune the VGG-16 model [35] by the Re-ID training sets as feature extractor and learn LSTM from scratch. The feature extractor and LSTM modules are updated within the RNN framework.
Hyperparameter Choices
The proposed CRF model has two learnable parameters. The first is the number of iterations T in the gradient de- cent algorithm. In our experiments, we set the number of T to 5 during the training stage to avoid the gradient vanishing problem. Fig. 7 shows the energy of Eq. 8 converges fast (after 5 iterations) on three test datasets. The second parameter is T thr , the maximal time interval of linkable tracklet pairs to build the graph. Intuitively, a small threshold T thr would be inefficient to deal with longterm missing detections, hence resulting in more tracking fragments. In experiments, we adopt two-level association to gradually link tracklets into final tracks. For all dataset, T thr is empirically set to 20. The lower the threshold is, less likely are the short tracklets to be associated, leading to fewer ID switches but more fragments. In fact, missing detections, false detections and unassociated detections inevitably lead to fragments during the first round of association. To alleviate this problem, a second round association with T thr = 50 is performed over the output of the first round to reconnect fragment tracks.
Architecture and Data Collection
We train our models using detection bounding boxes with associated IDs from ground-truth labels and randomly shift the center, width and height of the boxes. To avoid confusion, only detections whose visibility scores are larger than 0.5 are selected. Inspired by [29, 40] , we design an explicit occlusion reasoning model to compute the visibility for each target.
Unary Potentials. Our base CNN architecture is the VGG-16 model [35] , denoted as ID-Net. We collect training set from two different datasets. We collect training images firstly from the 2DMOT2015 benchmark training set [22] and 5 sequences from the MOT16 benchmark training set [27] . We also collect person identity examples from the CUHK03 [45] and Market-1501 [11] datasets. For validation set, we use the MOT16-02 and MOT16-11 sequences from the MOT16 training set. In total, 2551 identities are used for training and 123 identities for validating. Specifically, we train VGG-16 from scratch with Y = 2551 unique identities. Training images are re-sized to 112×224×3 and each image I i corresponds to a ground-truth identity label l i ∈ {1, 2, · · · Y }. The network is trained with the softmax loss. A Siamese network is learned by fine-turning the ID-Net with a binary softmax function. We set the batch size to 64, momentum to 0.9, dropout ratio for FC layers to 0.5. The learning rate is initially set to 0.01, and then decreased by a factor of 10 when accuracy in the validation set stopped improving. The maximum number of iterations is set to 40000.
Pairwise Potentials. To learn visual features, we directly employ a pre-trained person Re-Identification network [12] , which is the state-of-the-art Re-ID network using a variant of triplet loss, and then fine-tune it on our MOT datasets. We collect triplet examples from the MOT15 benchmark training set and 5 sequences of the MOT16 benchmark training set. The MOT16-02, MOT16-09 sequences in the MOT-16 training set are used as testing sets. Overall 888 identities are used for training and 79 identities for validation. Triplet examples are generated as follows: for each batch of 100 instances, we select 5 persons and generate 20 instances for each person. In each triplet instance, the anchor and anchor positive are randomly selected from the same identity, and the negative one is also randomly selected, but from the remaining identities. The triplet loss margin is set to -1. Here the final deep feature F to represent each node pair is a 4×128+10×2 = 532 dimensional vector .
For the bidirectional LSTM, an FC layer is employed to map the entire input F into a 300 dimensional embedding space. We use a two-layer hidden state vector of size 200 and a FC layer with dropout 0.5 to produce the 1×2×2 distribution output at each step. During training, 65000 difficult node pairs are collected by randomly sampling tracklets from true target trajectories. We divide this data into minibatches where each batch has 32 samples. We normalize position data to the range [-0.5, 0.5] with respect to image dimensions. We use the Adam algorithm [17] to minimize the cross-entropy loss. The learning rate is set to 0.0001 and the maximum number of iterations is set to 40000 for convergence.
CRF Inference. We generate tracklets by randomly sampling 6 sequences of the MOT16 dataset as training data and use the MOT16-02 sequence as the validation set. The learning parameters of the RNN are the impact coefficients w u , w d , and learning step γ. We fine-tune unary and pairwise potentials simultaneously. To handle the issue of varying number of targets in learning neural network architectures, we adopt the sliding window strategy to produce a fixed number of nodes, then shift the window forward to ensure that the new sliding window overlaps with the previous region. This allows tracklets to be linked over time. Considering the trade-off between accuracy and efficiency, the node number in sliding window is set to 200. We use the Adam algorithm [17] to minimize the cross-entropy loss with 200 nodes per batch. The learning rate is set to 0.001. w u , w d are all initialized to 1, and the initial learning step γ is set to 0.5. The maximum number of iterations is set to 60000.
Experimental Results
In this section, we first describe the used evaluation metrics. Then we present ablation studies on each component of our CRF framework. Finally, we report the overall performance in comparison with state-of-the-art approaches on three MOT benchmark datasets.
Evaluation Metrics
We follow the standard MOT2D Benchmark challenge [22, 27] 
Ablation Studies
We follow the standard CRF based MOT framework to analyze the contributions of different components. Specifically, we investigate the contribution of different components in our CRF framework with detailed tracking metrics as well as visualized results on the MOT16-02 and MOT16-09 datasets by separately studying unary terms only, unary + pairwise, as well as different inference strategies. To this end, we evaluate three alternative implementations of our algorithm with the same deep architectures as follows:
• Unary terms only (U). We use the Hungarian algorithm to find the globally optimal solution. In this case, we only consider appearance information of targets.
• CRF with an approximate solution in polynomial time (U+P). We use unary and pairwise terms but without global RNN inference. We replace the potentials in [5] with ours and conduct CRF inference with the heuristic algorithm [5] , which suggests that our potentials work in the conventional optimization algorithm.
• The proposed method (CRF-RNN) equipped with all the components. Table 1 shows that unary terms are effective for tracking, meaning that the appearance cue is important for MOT. The pairwise terms help to improve performance, especially in highly crowded scenes with clutter and occlusions. Comparing the U+P method with the U method, MOTA is increased from 25.3% to 26.7%. By using pairwise terms, Figure 8 . Qualitative comparison. The first row shows tracking results using unary terms only (U). The second row shows tracking results considering both unary and pairwise terms (U+P). spatial-temporal dependencies can be effectively modeled to distinguish close targets. Fig. 8 visually compares the results of these two implementations. In the first row of Fig. 8(a) , a fragment occurs at frame 283 when a little girl in write makes a sharp direction change which leads to failure of the appearance model. In the second row of Fig. 8(a) , by incorporating pairwise terms, we are able to locate the non-linear path and to track the girl correctly.
In the first row of Fig. 8(b) , an ID switch occurs between two close persons due to occlusions. However, by using pairwise terms, the U+P method can distinguish the targets, as shown in the second row of Fig. 8(b) . Fig. 8(c) indicates that the pairwise model is also robust to illumination variations.
The proposed CRF-RNN method outperforms both the U and U+P baselines in all metrics. This clearly shows that during CRF inference both unary and pairwise cues are complementary to contribute to tracking performance improvement. Fig. 9 also shows that our method is more robust to heavy occlusion, crowded scenes and illumination varying.
We also conducted an experiment by fixing the unary and pairwise parts and learning only the RNN component (i.e., the CRF inference model). In this case, the performance of MOTA is increased by only 0.5% compared to the U+P baseline. Note that MOTA is the most important metric to evaluate tracking performance. Considering that the proposed deep CRF method achieves the improvement of 2.1% over the U+P method, it is clear that end to-end training is helpful to boost the tracking accuracy significantly.
Comparison with the State of the Art
We compare our CRF-RNN method with the top published works on the MOT16 test set, and report the quantitative results in [20] , another CRF-based approach.
The main reason for high FP is that our method uses linear interpolation to connect fragments, which is unable to produce more accurate prediction in complex scenes. When targets are heavily occluded, the proposed method fails to assign them with correct tracklets, leading to a relative more number of switches. Nevertheless, we have a higher MT score. By incorporating more effective occlusion reasoning strategies to compute the similarity between tracklets, our results can be further improved.
We also conduct experiment on 2DMOT2015 dataset and report the results in Table 3 . Similar to above discussion, our method achieves the best metrics in terms of MOTA (40%), IDF1(49.6%), and FN (25917). We obtain the second best record in terms of MT(23.0%) and ML(28.6%).
Conclusion
In this paper, we present a deep learning based CRF framework for multi-object tracking. To exploit the dependencies between detection results, we pay more attention to handle difficult node pairs when modeling pairwise potentials. Specifically, we use bidirectional LSTMs to solve this joint probability matching problem. We pose the CRF inference as an RNN learning process using the standard gradient descent algorithm, where unary and pairwise potentials are jointly optimized in an end-to-end manner. Extensive experimental results on the challenging MOT datasets, including MOT-2015 and MOT-2016 demonstrate the effec- tiveness of the proposed method that achieves new state-ofthe-art performance on both datasets.
