A multivariate GARCH model is used to investigate Granger causality in the conditional variance of time series. Parametric restrictions for the hypothesis of noncausality in conditional variances between two groups of variables, when there are other variables in the system as well, are derived. These novel conditions are convenient for the analysis of potentially large systems of economic variables. To evaluate hypotheses of noncausality, a Bayesian testing procedure is proposed. It avoids the singularity problem that may appear in the Wald test and it relaxes the assumption of the existence of higher-order moments of the residuals required in classical tests.
Introduction
The well-known concept of Granger causality (see Granger, 1969; Sims, 1972) describes relations between time series in the forecasting context. One variable does not Granger-cause the other, if adding past observations of the former to the information set with which we forecast the latter does not improve this forecast. This study investigates the Granger noncausality concept for conditional variances of the time series. For this purpose two concepts of second-order Granger noncausality and Granger noncausality in variance are discussed (see also Comte and Lieberman, 2000; Robins, Granger and Engle, 1986) . If one variable does not secondorder Granger-cause the other, then past information about the variability of the former is dispensable for the forecasting of the conditional variances of the latter. If Granger causality in the conditional mean is investigated at the same time, then Granger noncausality in variance is established when both Granger noncausality and second-order noncausality hold.
The necessity of the joint analysis is justified for two reasons. Firstly, as Karolyi (1995) argues, in order to have a good picture of transmissions in mean between financial variables, transmissions in volatility need to be taken into account. Secondly, transmissions in volatility may be affected by transmissions in mean that have not been modeled and filtered out before, a point made by Hong (2001) . The conclusion is that the combined modeling of the conditional mean and conditional variance processes increases the reliability of the inference about the transmissions. The exposition of the phenomenon in this paper is done entirely with a vector autoregressive (VAR) conditional mean process, with a generalized autoregressive conditional heteroskedasticity (GARCH) process for conditional variances and constant conditional correlations (CCC).
Why is information about Granger-causal relations between time series important? First of all, it gives an understanding of the structure of the financial markets. More specifically, due to observed lack of autocorrelations in returns of financial assets the integration of the financial markets (assets) is commonly understood as dynamic cross-dependencies in conditional variances. Therefore, modeling transmissions in volatility may have a significant impact on volatility forecasting. If there are Granger-causal relations in conditional variances, then such modeling is potentially important in all applications based on volatility forecasting such as asset allocation, financial risk management and option pricing. Second-order causality is investigated within a popular Extended CCC-GARCH model by Jeantheau (1998) , Ling and McAleer (2003) and He and Teräsvirta (2004) , also analysed in Karolyi (1995) , Conrad and Karanasos (2009) , Nakatani and Teräsvirta (2009) and others.
Granger-causality relations established in conditional variances of exchange rates are in line with some economic theories. Taylor (1995) shows that they are consistent with failures of the exchange rates market efficiency. The arrival of news, in clusters and potentially with a lag, modeled with GARCH models explains the inefficiency of the market. It is also in line with market dynamics that exhibit volatility persistence due to private information or heterogeneous beliefs (see Hong, 2001 , and references therein). Finally, the meteor showers hypothesis for intra-daily exchange rates returns, which reflects cooperative or competitive monetary policies (see Engle, Ito and Lin, 1990) , can be presented as a sufficient condition for second-order Granger noncausality hypothesis.
The term transmissions usually represents an intuitive interpretation of the parameters, reflecting the impact of one variable on the other in dynamic systems. Karolyi (1995) and Lin, Engle and Ito (1994) use the term to describe international transmissions between stock returns and their volatilities. Further, Nakatani and Teräsvirta (2009) and Koutmos and Booth (1995) use it to describe the interactions between volatilities in multivariate GARCH models. Another term, volatility spillovers, has been used in a similar context (see e.g. Conrad and Karanasos, 2009) , as well as in others. However, parameters referred to in this way do not determine Granger causality or noncausality themselves. This study presents parameter conditions for the precisely defined Granger noncausality concept for conditional variances. In particular, the framework of the linear Granger noncausality of Florens and Mouchart (1985) is referred to, and which defined the noncausality relationship in terms of the orthogonality in the Hilbert space of square integrable variables 1 . The contribution of this study is twofold. Firstly, conditions for second-order Granger noncausality for a family of GARCH models are derived. The conditions are applicable when the system of time series consists of a potentially large number of variables. Their novelty is that the second-order noncausality between two groups of variables is analyzed when there are other variables in the system as well. So far, such conditions have been derived when all the variables in the system were divided in two groups (e.g. Comte and Lieberman, 2000; Hafner and Herwartz, 2008; Woźniak, 2012a) . The introduced conditions reduce the dimensionality of the problem. They also allow the formation and testing of some hypotheses that could not be tested in the previous settings.
Secondly, a Bayesian testing procedure of the conditions for Granger noncausality in the conditional variance processes is proposed. It is easily applicable and solves some of the drawbacks of the classical testing. In comparison with the Wald test of Boudjellaba, Dufour and Roy (1992) , adapted to testing noncausality relations in the GARCH model, the Bayesian test does not have the problem of singularities. In the Wald test considered so far the singularities appear due to the construction of the asymptotic covariance matrix of the nonlinear parametric restrictions. In Bayesian analysis, on the contrary, the posterior distribution of the restrictions is available; thus, a well defined covariance matrix is available as well. Additionally, in this study the existence only of fourth-order moments of time series is assumed, which is an improvement in comparison with the assumptions of available classical tests.
The reminder of this paper is organized as follows: the notation and the GARCH model used in the analysis is set in Section 2. Section 3 presents the main theoretical findings of the paper, deriving the conditions for Granger noncausality in the conditional variance process. Section 4 discusses classical testing for noncausality in the VAR-GARCH models, and then proposes Bayesian testing with appealing properties. Section 5 presents an empirical illustration, with the example of daily exchange rates of the Swiss franc, the British pound and the US dollar all denominated in Euro. Section 6 concludes.
Notation and the GARCH model
Notation. First, we set the notation following Boudjellaba, Dufour and Roy (1994) . Let {y t : t ∈ Z} be a N × 1 multivariate square integrable stochastic process on the integers Z. Write:
where y it is a N i ×1 vector such that y 1t = (y 1t , . . . ,
Variables of interest are contained in vectors y 1 and y 2 , between which we want to study causal relations. Vector y 3 (which for N 3 = 0 is empty) contains auxiliary variables that are also used for forecasting and modeling purposes. Further, let I(t) be the Hilbert space generated by the components of y τ , for τ ≤ t, i.e. an information set generated by the past realizations of y t . Then, t+h = y t+h − P(y t+h |I(t)) is an error component, where P(y it+1 |I(t)) denotes the affine projection of y it+1 on I(t), i.e. the best linear prediction of y it+1 , based on the variables in I(t) and a constant term.
Let I 2 y (t) be the Hilbert space generated by product of variables, y iτ y jτ , and I 2 (t) generated by products of error components, iτ jτ , where 1 ≤ i, j ≤ N and for τ ≤ t. I −1 (t) is the closed subspace of I(t) generated by the components of (y 2τ , y 3τ ) . I 2 y.−1 is the closed subspace of I 2 y (t) generated by variables y iτ y jτ and I
is the closed subspace of I 2 (t) generated by the variables iτ jτ , where N 1 + 1 ≤ i, j ≤ N and for τ ≤ t.
GARCH(r,s) model and its properties. Suppose that y t follows a N-dimensional VARMA(p,q) process:
q are matrix polynomials. I N denotes the identity matrix of order N, and { t : t ∈ Z} is a white noise process with nonsingular unconditional covariance matrix V. Comte and Lieberman (2000) states that Granger noncausality in the mean can be analyzed also if E[ t t |I 2 (t − 1)] = H t , i.e. if the conditional covariance matrix of t is time-varying, provided that the unconditional covariance matrix, E[H t ] = V, is constant and nonsingular. Without loss of generality, it is assumed in (2) that E[y t ] = 0, however any deterministic terms, such as a vector of constants, a time trend or seasonal dummies may be considered for modeling. The process in equation (2) is assumed to be stationary and identified.
The residual term t follows a conditional variance process:
for all t = 1, . . . , T, where
. . , N is a N × N diagonal matrix with conditional standard deviations on the diagonal, r t is a vector of standardized residuals that follow i.i.d. with zero mean and a correlation matrix C.
Conditional variances of t follow the multivariate GARCH(r,s) process of Jeantheau (1998) :
for all t = 1, . . . , T, where h t is a N × 1 vector of conditional variances of t , ω is a N × 1 vector of constant terms,
are matrix polynomials of ARCH and GARCH effects, respectively. All the matrices in A(L) and B(L) are of dimension N × N and allow for volatility transmissions from one series to another. C is a positive definite constant conditional correlation matrix with ones on the diagonal.
The conditional covariance matrix of the residual term t is decomposed into E[ t t |I 2 y (t − 1)] = H t = D t CD t . For the matrix H t to be a well defined positive definite covariance matrix, h t must be positive for all t, and C positive definite (see Bollerslev, 1990) . Given the normality of r t , the vector of conditional variances is E[ (2) t |I 2 y (t−1)] = h t . When r t follows a t distribution with ν > 2 degrees of freedom, the conditional variances exist and are E[
In both cases the best linear predictor of (2) t is h t = P( (2) t |I 2 (t − 1)). The VARMA(p,q)-GARCH(r,s) model described by (2), (3) and (4), which is the object of the analysis in this study, has its origins in the constant conditional correlation GARCH (CCC-GARCH) model proposed by Bollerslev (1990) . That model consists of N univariate GARCH equations describing the vector of conditional variances h t . The CCC-GARCH model is equivalent to equations (3) and (4) with diagonal matrices A(L) and B(L). Its extended version, with non-diagonal matrices A(L) and B(L), was used in Karolyi (1995) and analyzed by Jeantheau (1998) . He and Teräsvirta (2004) called this model extended CCC-GARCH (ECCC-GARCH). Jeantheau (1998) proves that the ECCC-GARCH(r,s) model, as in (4), has a unique, ergodic, weakly and strictly stationary solution when det[I N − A(z) − B(z)] = 0 has its unit roots outside the complex unit circle. He and Teräsvirta (2004) give sufficient conditions for the existence of the fourth moments and derive complete structure of these moments.
The VARMA-ECCC-GARCH model has well established asymptotic properties. They can be set under the following assumptions: Assumption 2. The multivariate GARCH(r,s) model is minimal, in the sense of Jeantheau (1998) .
Under Assumptions 1.1 and 2, the GARCH(r,s) model is stationary and identifiable. Jeantheau (1998) showed that the minimum contrast estimator for the multivariate GARCH model is strongly consistent under, among others, stationarity and identifiability conditions. Ling and McAleer (2003) proved the strong consistency of the QMLE for the VARMA-GARCH model under Assumptions 1-2 and these of stationarity and identifiability of the VARMA process. Moreover, they have set the asymptotic normality of QMLE, provided that E y t 6 < ∞. It was already mentioned that for positive definiteness of the conditional covariance matrix, H t , h t has to be positive for all t. Usual sufficient parameter conditions for h t to be positive proposed by Bollerslev (1990) are ω > 0 and [A i ] jk , [B l ] jk ≥ 0 for i = 1, . . . , r, l = 1, . . . , s and j, k = 1, . . . , N. Conrad and Karanasos (2009) derived conditions such that some elements of A i , B l (i = 1, . . . , r; l = 1, . . . , s) and even ω are allowed to be negative. Still, it is not known whether asymptotic results hold under these conditions. However, their empirical usefulness has been proven, as Conrad and Karanasos (2009) have found that some parameters of the model responsible for volatility transmissions are negative. For a feasible Bayesian estimation the sufficient conditions of Bollerslev (1990) are used in the empirical example of the current paper.
Classical estimation with the maximum likelihood method has been presented in Bollerslev (1990) . The maximum likelihood estimator is the argument maximizing the likelihood function,θ = arg max θ∈Θ L(θ; y).
The likelihood functions for Normal and t-distributed s are, respectively:
, and (5a)
where t is defined in equations (2) and (3). Γ(.) is Euler's gamma and |.| a matrix determinant. Algorithms maximizing the likelihood function, such as the BHHH algorithm (see Berndt, Hall, Hall and Hausman, 1974) , use analytical derivatives. Fiorentini, Sentana and Calzolari (2003) provide analytical expressions for the score, Hessian, and information matrix of multivariate GARCH models with t conditional distributions of residuals. In the Bayesian estimation of the GARCH models, numerical integration methods are used. Vrontos, Dellaportas and Politis (2003) propose a Metropolis-Hastings algorithm (see Chib and Greenberg, 1995, and references therein) for the estimation of the model. Karolyi (1995) uses the VARMA-ECCC-GARCH model to show the necessity of modeling the volatility spillovers for the inference about transmissions in returns of stock exchange indexes. The assumption of constant conditional correlation may be too strong for such data. The ECCC-GARCH model, however, proved its usefulness in modeling the volatility of the exchange rates. For instance, in a recent study Ben Omrane and Hafner (2009) use the trivariate model for volatility spillovers between exchange rates. Conrad and Karanasos (2009) and Nakatani and Teräsvirta (2008) show the important case that volatility transmissions may be negative, the former for the system containing inflation rate and output growth, and the latter for Japanese stock returns. A formal test for the volatility transmissions has been proposed by Nakatani and Teräsvirta (2009) . Their Lagrange multiplier test statistics for the hypothesis of no volatility transmissions (A(L) and B(L) diagonal) versus volatility transmissions (A(L) and B(L) non-diagonal) assumes the existence of sixth-order moments of the residual term, E| 6 t | < ∞. Woźniak (2012a) introduces the notion of Granger second-order causality and causality in variance for ECCC-GARCH models for the setting similar to that of Comte and Lieberman (2000) , in which the vector of variables is partitioned in two parts. The current paper extends the analysis such that an inference about causality between two (vectors of) variables is performed when there are also other variables in the system used for forecasting.
Before the notion of Granger noncausality for conditional variances is presented, the GARCH(r,s) model, (4), is rewritten into its VARMA and VAR representations. Define a process ν t = (2) t − h t . Then (2) t follows a VARMA process given by:
are matrix polynomials of the VARMA representation of the GARCH(r,s) process. Suppose (2) t and ν t are partitioned analogously as y t in (1). Then (6) can be written in the form:
Given Assumption 1.2, the VARMA process (6) is invertible and can be written in the VAR form:
is a matrix polynomial of potentially infinite order of the VAR representation of the GARCH(r,s) process and ω * = ψ(1) −1 ω is a constant term. Again, partitioning the vectors, rewrite (8) in the form:
Under Assumption 1, both processes (6) and (8) are stationary.
Restrictions for second-order noncausality
This paragraph presents the main theoretical findings of the paper, that is the derivation of the conditions for second-order Granger noncausality for the ECCC-GARCH model. Two concepts are defined: Granger noncausality in variance and second-order Granger noncausality. Further, the parametric conditions in Theorems 1 and 2 are derived and their novelty is discussed. Robins et al. (1986) introduced the concept of Granger causality for conditional variances. Comte and Lieberman (2000) call this concept second-order Granger causality and distinguish it from Granger causality in variance. In the current paper we define these noncausalities slightly differently than Comte and Lieberman (2000) . In the definition for second-order noncausality below, the information set I 2 (t) is used, whereas Comte and Lieberman use I 2 y (t). The definitions are in the following forms: Definition 1. y 1 does not second-order Granger-cause y 2 given y 3 , denoted by y 1 so y 2 |y 3 , if:
Definition 2. y 1 does not Granger-cause y 2 in variance given y 3 , denoted by y 1 v y 2 |y 3 , if:
where [.] (2) means that we square every element of a vector. Another difference between the two definitions is in the Hilbert spaces on which y 2t+1 is projected. On the right-hand side of Definition 1 we take the affine projection of y 2t+1 on I(t), whereas on the right-hand side of Definition 2 we take the affine projection of y 2t+1 on I −1 (t). In other words, before considering whether there is second-order Granger noncausality, one first needs to model and to filter out the Granger causality in mean. Further, an implicit assumption in the definition of Granger noncausality in variance is that y 1 does not Granger-cause in mean y 2 , y 1 G y 2 |y 3 . The relation between Granger noncausality in mean, noncausality in variance and second-order noncausality have been established by Comte and Lieberman (2000) and are as follows:
G y 2 |y 3 and y 1 so y 2 |y 3 ).
One implication of this statement is that Definitions 1 and 2 are equivalent when y 1 does not Granger-cause y 2 . And conversely, if y 1 Granger-causes y 2 , then the Granger noncausality in variance is excluded, but still y 1 may not second-order cause y 2 . Under Assumptions 1-2, the ECCC-GARCH model is stationary, identifiable and invertible. One more assumption is needed in order to state noncausality relations in the conditional variances process:
Assumption 3. The process ν t is covariance stationary with covariance matrix V ν .
A theorem that introduces second-order Granger noncausality relations is as follows:
follow a stationary vector autoregressive process, as in (8), partitioned, as in (9), that is identifiable (Assumptions 1-3). Then, y 1 does not second-order Granger-cause y 2 given y 3 (denoted by y 1 so y 2 |y 3 ) if and only if:
Theorem 1 is an adaptation of Proposition 1 of Boudjellaba et al. (1992) to the ECCC-GARCH model in the VAR representation for (2) t . It sets the conditions for the second-order noncausality between two vectors of variables when in the system there are other auxiliary variables collected in vector y 3t . The parametric condition (12), however, is unfit for the practical use. This is due to the fact that Π 21 (L) is highly nonlinear function of parameters of the original GARCH(r,s) process (4). Moreover, it is a polynomial of infinite order, when s > 0. Therefore, evaluation of the matrix polynomial Π(z) is further presented in Theorem 2.
Theorem 2. Let
(2) t follow a stationary vector autoregressive moving average process, as in (6), partitioned, as in (7), which is identifiable and invertible (Assumptions 1-3). Then y 1 does not second-order Granger-cause y 2 given y 3 (denoted by y 1 so y 2 |y 3 ), if and only if:
for i = 1, ..., N 2 and j = 1, ..., N 1 ; where φ . j lk (z) is the jth column of φ lk (z), ψ i. lk (z) is the ith row of ψ lk (z), and ϕ n 1 +1, j (z) is the (i, j)-element of φ 21 (z). Condition (13) leads to N 1 N 2 determinant conditions. Each of them can be represented in a form of polynomial in z of degree max(r, s)+(N 1 +N 3 )s:
, where b i are nonlinear functions of parameters of the GARCH process. We obtain parameter restrictions for the hypothesis of second-order Granger noncausality by setting b i = 0 for i = 1, . . . , max(r, s) + (N 1 + N 3 )s. Therefore, the joint number of restrictions for a second-order noncausality hypothesis is N 1 N 2 (max(r, s) + s (N 1 + N 3 ) ). Such restrictions are ready to be tested. The innovation of condition (13) is that the second-order noncausality from y 1t to y 2t is analyzed when there are other variables in the system collected in the vector y 3t . Such a setting has not been considered so far in the problem of testing the second-order noncausality. Such restrictions are particularly useful for large systems of variables. In the Granger-causality analysis, it is particularly important to consider a sufficiently large set of variables. Sims (1980) , on the example of the vector moving average model, shows that the Granger causal relation may appear in the model due to the omitted variables problem. Further, Lütkepohl (1982) shows that because of the omitted variables problem a noncausality relation may arrive. The conclusions of these two papers are maintained for the second-order causality analysis in multivariate GARCH models: one should consider a sufficiently large set of relevant variables in order to avoid the omitted variables bias problem.
Condition (13) generalizes results from other studies. Comte and Lieberman (2000) derive similar restriction for the BEKK-GARCH model, with the difference that vector y t is partitioned only into two sub-vectors y * 1t
and y * 2t
. Woźniak (2012a) does the same for the ECCC-GARCH model. The fact that the vector of variables is partitioned in three and not only two sub-vectors has serious implications for testing Granger-causality relations in conditional variances. Notice that, under such conditions, the formulation of some hypotheses is not even possible. This is because, in general, y * 1t so y * 2t
(which can be written as y 1t so (y 2t , y 3t )) is at most a sufficient condition for y 1t so y 2t |y 3t or that y 1t so y 3t |y 2t (see Example 4 of the working paper version of this work Woźniak, 2012b , for the illustration in a trivariate case). The sufficient condition is however a much stronger restriction, especially in a multivariate settings. Moreover, the results of Woźniak (2012a) are nested in condition (13) by setting N 3 = 0.
The restrictions for second-order noncausality relate to the definitions based on the linear theory proposed by Florens and Mouchart (1985) and successfully applied to the analysis of multivariate time series models (see e.g. Boudjellaba et al., 1992 Boudjellaba et al., , 1994 Comte and Lieberman, 2000; Woźniak, 2012a) . The main cost arising from this choice is the assumed linearity of the model. Such features of the model as the dependence of the parameters on time, and especially time-varying conditional correlations, are not allowed in this approach. Contrarily, Granger-causal analysis relating to the concept of conditional independence or to definitions stated in terms of the expected value operator could potentially allow for non-linearities in the analyzed models.
To conclude this section two examples illustrating the derivation of the parameter restrictions for several processes that are often used in empirical works are given. Example 1. Let y t be a trivariate GARCH(1,1) process (N = 3 and r = s = 1). Then, the VARMA process for (2) t is as follows:
If one is interested in testing the hypothesis y 1 so y 2 |y 3 , then by applying Theorem 2 one obtains the following set of restrictions:
Example 2. Let (2) t follow a N = 3 dimensional ARCH(r) process, and let one be interested whether y 1 second-order Granger-causes y 2 (given y 3 ). The restrictions for this case are:
Bayesian testing of noncausality in VARMA-GARCH models
In the following section, the problem of testing restrictions imposed on the original parameters of the ECCC-GARCH model is considered. Moreover, a Bayesian Lindley-type testing procedure is proposed as a solution for some of the drawbacks of classical tests.
The Wald test. Consider the classical Wald test of Boudjellaba et al. (1992) for the parameter restrictions for Granger noncausality in the GARCH process. The Wald test has the desirable feature that it requires the estimation of only the most general model. Notice, that the estimation of a model restricted according to the noncausality restrictions (e.g. as these from equation (15)) is cumbersome and requires further studies. Thus, by estimating just one unrestricted model one can do both: perform the testing procedure, and analyze the parameters responsible for possible volatility transmissions. The Wald statistic is then given by: 
Under the null hypothesis of second-order noncausality W(θ m ) has an asymptotic χ 2 (l m ) distribution. However, in equation (17) T(θ m ) must be of full rank. Otherwise, the asymptotic covariance matrix is singular and the asymptotic distribution is no longer χ 2 (l m ). In the context of Granger causality for VARMA models, Boudjellaba et al. (1992) , testing the nonlinear restrictions, show that there are cases when T(θ m ) is not of full rank under the null hypothesis. The same problem applies to the Wald test in the context of the current paper. This is shown for the bivariate case in Woźniak (2012a) . The example below, considers the trivariate case. Example 1 (continued). The Jacobian matrix for the restrictions in equation (15) is: 
If a sufficient condition for (15) to hold:
holds as well, then the rank of matrix T(θ) is one, and therefore, under the null hypothesis the Jacobian matrix is not of full rank. Condition (19) is reducible and the null hypothesis is also implied by either A 11 = A 21 = A 31 = 0 or A 21 = B 21 = B 23 = 0. Therefore, the asymptotic properties of the Wald test depend on auxiliary parameters, i.e. B 21 and B 23 for the former, and A 11 and A 31 for the latter case. The asymptotic distribution of the test statistics in cases such as those described in Example 1 is unknown. Note that this feature is not a direct consequence of the form of the restrictions R(θ) (by construction they are linearly independent), but rather it comes from approximating the asymptotic covariance matrix using the delta method. Several works coping with this problem have appeared (Dufour, 1989; Boudjellaba et al., 1992; Lütkepohl and Burda, 1997; Dufour, Pelletier and Renault, 2006) , in the context of testing Granger noncausality for conditional mean processes. In fact, the Wald test was applied to test the restrictions for the second-order noncausality in the BEKK-GARCH models by Comte and Lieberman (2000) and Hafner and Herwartz (2008) . The Wald statistics, proposed by Comte and Lieberman and Hafner and Herwartz, is χ 2 -distributed, given the asymptotic normality of the QMLE of the parameters (see Comte and Lieberman, 2003) . The asymptotic distribution of the test statistic, however, could only be obtained due to the simplifying approach undertaken in which sufficient linear conditions are tested. Among the classical solutions proposed for the problem of testing the Granger noncausality in conditional means, only the modified Wald test of Lütkepohl and Burda (1997) seems applicable for testing second-order noncausality in the GARCH models. Nevertheless, further research of this topic is required.
The asymptotic normality of the QMLE of the parameters for the VARMA-ECCC-GARCH models was derived by Ling and McAleer (2003) , under the assumption of the existence of sixth-order unconditional moments of y t . Similar result was obtained by Hafner and Preminger (2009) for the BEKK-GARCH models, also under the assumption of the existence of sixth-order unconditional moments. For many financial time series analyzed with multivariate GARCH models, these assumptions may not hold, as such data are often leptokurtic and the existence of higher-order moments is uncertain.
Bayesian testing. In this study an alternative approach to testing is undertaken following the Lindley-type test used in Osiewalski and Pipień (2002) and Marzec and Osiewalski (2008) . Firstly, we propose the method of testing the original restrictions on the parameters for the second-order noncausality, and secondly, the Bayesian procedure presented in the subsequent part is shown to overcome the limitations of the Wald test. More specifically, singularities of the asymptotic covariance matrix of restrictions are excluded by construction, and the assumptions of the existence of higher-order moments of time series are relaxed.
Consider the following set of hypotheses. The null hypothesis, H 0 , states that the l × 1 vector of possibly nonlinear functions of parameters, R(θ), is set to a vector of zeros. The considered set of hypotheses is represented by:
The formulation of the hypotheses is general and encompasses second-order noncausality and other hypotheses resulting in either linear or non-linear restrictions.
Given the posterior distribution of the parameters in the Bayesian approach, the posterior distribution of the function R(θ) is available, p(R(θ)|y). Let {θ
be a sample of S 1 draws from the posterior distribution p(θ|y). Then, {R(θ
appears a sample drawn from the posterior distribution p(R(θ)|y). Define a scalar function κ : R l → R + by:
where R is the argument of the function. In order to distinguish the argument of the function R = R(θ), the simplified notation is used, neglecting the dependence on the vector of parameters. In place of the expected value and the covariance matrix of the vector of restrictions, E[R(θ)|y] and V[R(θ)|y], one should use their estimators.
The function κ is a positive semidefinite quadratic form of a real-valued vector. It gives a measure of the deviation of the value of the vector of restrictions from its posterior mean, R − E[R(θ)|y], rescaled by the positive definite posterior covariance matrix, V[R(θ)|y]. Notice that the positive definite covariance matrix is a characteristic of the posterior distribution and, by construction, cannot be singular, as long as the restrictions are linearly independent. Drawing an analogy to a Wald test, the main problem of the singularity of the asymptotic covariance matrix of the restrictions is resolved by using the posterior covariance matrix. It does not need to be constructed with the delta method and, thus, avoids the potential singularity of the asymptotic covariance matrix. Alternatively, one could avoid using the delta method by drawing a MCMC sample from the asymptotic distribution of the parameters and transforming it to a sample drawn from the asymptotic distribution of the restrictions that could be used to compute the covariance matrix in (17). Another potential solution to the problems with Wald testing would be the employment of the resampling methods (e.g. bootstrap) to repeat the Bayesian procedure described in this section. Nevertheless, the application of these solutions would require further studies. Notice, however, that the function κ is not a test statistic, but a scalar function that summarizes multiple restrictions on the parameters of the model.
Moreover, if R follows a normal density function, then κ(R) has a χ 2 (l) distribution with l degrees of freedom (see e.g. Proposition B.3 (2) of Lütkepohl, 2005, pp. 678) . Consider testing only the Granger noncausality in mean in the VAR model, when the covariance matrix of the innovations is assumed to be constant over time and known. Then, assuming a normal likelihood function and a normal conjugate prior distribution leads to a normal posterior distribution of the parameters. This finding still does not guarantee the χ 2 -distributed κ function, as the restrictions on the parameters of the model might be nonlinear and contain sums of products of the parameters. Further, in the general setting of this study, in which the VAR-GARCH models with Student's t likelihood function are analyzed, the posterior distribution of the parameters of neither the VAR nor GARCH parts are in the form of some known distributions (see Bauwens and Lubrano, 1998) . Therefore, the exact form of the distribution of κ(R) is not known either. It is known up to a normalizing constant. Luckily, using the Monte Carlo Markov Chain methods, the posterior distributions of the parameters of the model, θ, can be simulated, and those of the restrictions imposed on them, R, as well as of the function κ(R), easily computed. The posterior distribution of the function κ is used in order to evaluate the hypothesis of noncausality.
Let κ(0) be the value of function κ, evaluated at the vector of zeros, representing the null hypothesis. Then, a negligible part of the posterior probability mass of κ(R) attached to the values greater than κ(0) is an argument against the null hypothesis. Therefore, the credibility of the null hypothesis can be assessed by computing the posterior probability of the condition κ(R) > κ(0):
The probability, p 0 , is simply estimated by the fraction of the draws from the posterior distribution of κ(R), for which the inequality κ(R) > κ(0) holds:
The probability,p 0 , should be compared to a tail probability, π 0 , and 1 − π 0 is a measure of the reliability of a result. The values for probability π 0 that one might consider are e.g. 0.05 or 0.1. In Figure 3 an illustration of the testing procedure for two of the hypotheses investigated in Section 5, when one gives rejection of the null hypothesis and the other does not, is presented. Osiewalski and Pipień (2002) and Marzec and Osiewalski (2008) use the quadratic form as in (20) in order to assess restrictions on parameters. Osiewalski and Pipień (2002) proposed the Lindley-type Bayesian counterpart of the usual F test to compare a bivariate BEKK-GARCH specification with the vech-GARCH nesting BEKK-GARCH. They tested zero restrictions imposed on nonlinear functions of parameters. In order to assess the null hypothesis they use the fact that the posterior distribution of the parameters is approximately asymptotically normal, and therefore the quadratic form is approximately χ 2 -distributed.
Therefore the null hypothesis is rejected if the probability Pr(χ 2 ≤ κ(0)) is greater than 1 − α, a confidence level of the classical test, where χ 2 is a chi-square random variable with appropriate degrees of freedom parameter. Marzec and Osiewalski (2008) test zero restrictions imposed on the parameters of a stochastic frontier model in order to compare different specifications of the cost function and the distributions for inefficiency effects nested in the estimated general formulation of the model. The null hypothesis is assessed by checking the probability content of the shorthest Highest Posterior Density interval that includes value κ(0). This procedure practically corresponds to the the one used in the current study.
Discussion. The proposed Bayesian procedure allows testing of the noncausality restrictions resulting directly from the determinant condition (12). There is no need to derive the simplified zero restrictions on the parameters of the model in order to test the noncausality hypothesis, as proposed by Comte and Lieberman (2000) or Hafner and Herwartz (2008) . Second, the procedure requires the estimation of only one unrestricted model for the purpose of testing, which given the time required to estimate multivariate VAR-GARCH models is a significant gain as compared to the procedure proposed by Woźniak (2012a) .
Moreover, Lindley type inference based on Highest Posterior Density regions provides a summary of the Bayesian evidence for or against hypotheses. It strongly relates to the likelihood principle stating that the whole information contained in sample data about the parameters of the model is represented by the likelihood function (see Sims, 2010 , for more arguments on this point). Since there is no need to refer to asymptotic results, the Bayesian test relaxes the assumptions of the existence of higher-order moments. Only the existence of fourth-order unconditional moments is assumed (as in Assumption 3), in comparison to the required existence of sixth-order moments in a classical derivation of the asymptotic distribution of the QMLE (see Ling and McAleer, 2003) . Finally, this testing procedure could be employed for the restrictions of Comte and Lieberman (2000) for testing the noncausality in variance in the BEKK-GARCH models (that require the existence of the sixth-order moments for the classical testing; see Hafner and Preminger, 2009) .
These improvements are particularly important in the context of the analysis of financial high-frequency data. Many empirical studies have proved that the empirical distribution of such data is leptokurtic, and that the existence of higher-order moments is questionable. Therefore, the relaxed assumptions may give an advantage on the applicability of the proposed testing procedure over the applicability of classical tests.
Granger causal analysis of exchange rates
Data. In order to illustrate the use of the methods presented in previous sections three time series of daily exchange rates are chosen. A system of three variables is the smallest to use the innovation of the derived restrictions. The series, all denominated in Euro, are the Swiss franc (CHF/EUR), the British pound (GBP/EUR) and the United States dollar (USD/EUR). Logarithmic rates of return expressed in percentage points are used, y it = 100(ln x it − ln x it−1 ) for i = 1, 2, 3, where x it are levels of the assets. The data spans the period from September 16, 2008 to September 22, 2011, which gives T = 777 prices. It was downloaded from the European Central Bank website (http://sdw.ecb.int/browse.do?node=2018794). The analyzed period starts the day after Lehman Brothers filed for Chapter 11 bankruptcy protection.
The motivation behind this choice of variables and the period of analysis is its usefulness for the institutions for which the forecast of the exchange rates is a crucial element of financial planning. For instance, suppose that the government of a country participating in the Eurozone is indebted in currencies, and therefore its future public debt depends on the exchange rates. Or, suppose that a financial institution settled in the Eurozone keeps assets bought on the New York or London stock exchanges, or simply keeps currencies. In these and many other examples, the performance of an institution depends on the forecast of the returns, but even more important is the forecast of the future volatility of exchange rates. The knowledge that the past information about one exchange rate has an impact on the forecast of the variability of some other exchange rate may be crucial for the analysis of the risk of a portfolio of assets. The two exchange rates, GBP/EUR and USD/EUR, were analyzed for the same period in Woźniak (2012a) . Figure 1 plots the three time series. The clustering of the volatility of the data is evident. Two of the exchange rates, GBP/EUR and USD/EUR, during the first year of the sample period were characterized by higher volatility than in the subsequent years. The Swiss franc is characterized by more periods of different volatility. The first year of high variability was followed by nearly a year of low volatility. After that period, again there was a period of high volatility. As the volatility clustering seems to be present in the data, the GARCH models that are capable of modeling this feature are chosen for the subsequent analysis. Table 1 presents the summary statistics of the time series. While the sample means are very similar to one another and close to zero, the variability measured with the sample standard deviation seems to be a bit higher for the US dollar than for other currencies. All the series are leptokurtic, as the kurtosis coefficients are high. This is especially the case for the Swiss franc. The Swiss franc and the British pound are positively skewed. None of the variables follows a normal distribution, as shown by the results of the Lomnicki-Jarque-Bera test.
Estimation of the model. The Bayesian estimation of the VAR-GARCH models consists of the numerical simulation of the posterior distribution of the parameters, which is proportional to the product of the likelihood function and the prior distribution of the parameters of the model.
The parameters of the VAR-GARCH model follow the subsequent prior specification. For the parameters of the vector autoregressive process of order one, VAR (1), and of the GARCH(1,1) model, the assumed prior distribution is proportional to a constant and constrained to a parameter space bounded according to Assumptions 1-3. Each of the parameters of the correlation matrix, C, collected in a N(N − 1)/2 × 1 vector ρ = vecl(C), follows a uniform distribution on the interval [−1, 1], where a vecl operator stacks lower-diagonal elements of a matrix in a vector. Finally, the degrees of freedom parameter follows the prior distribution proposed by Deschamps (2006) . Such a prior specification, with diffuse distributions for all the parameters but the degrees of freedom parameter ν, guarantees the existence of the posterior distribution, where its existence is understood as the integrability of the product of the likelihood function and the prior distribution (see Bauwens and Lubrano, 1998) . It does not discriminate any of the values of the parameters from within the parameter space. The prior distribution for the parameter ν is a proper density function, and it gives as much as a 32 percent chance that its value is greater than 30. For such values of this parameter, the likelihood function given by equation (5b), is a close approximation of the normal likelihood function.
Summarizing, the prior specification for the considered model has the detailed form of:
where each prior distribution is specified by:
, where I(.) is an indictor function, taking a value equal to 1 if the condition in brackets holds and 0 otherwise. The kernel of the posterior distribution of the parameters of the model is a complicated function of the parameters. It is not given by the kernel of any known distribution function. In consequence, the analytical forms are known neither for the posterior distribution nor for full conditional posterior distributions. Therefore, numerical methods need to be employed in order to simulate the posterior distribution. The random walk Metropolis-Hastings algorithm adapted for the GARCH models by Vrontos et al. (2003) and used in Pipień (2002, 2004 ) is used also in this study. At each s th step of the algorithm, a candidate draw, θ * , is made from the candidate density. The candidate generating density is a multivariate t distribution with the location parameter set to the previous state of the Markov chain, θ (s−1) , the scale matrix cΩ and the degrees of freedom parameter set to five. The scale matrix, Ω, should be a close approximation of the posterior covariance matrix of the parameters, and a constant c is set in order to obtain the desirable acceptance rate of the candidate draws (see Vrontos et al., 2003) . A new candidate draw, θ * , is accepted with the probability:
L(θ (s−1) ; y)p(θ (s−1) ) .
Every 100 th state of the Markov Chain is kept in the final sample of draws from the posterior distribution of the parameters. The rationale behind this strategy is that, at the cost of decreasing the length of the MCMC, the chain of desirable properties according to several criteria (see Geweke, 1989 Geweke, , 1992 Plummer, Best, Cowles and Vines, 2006 ) is obtained. The summary of the properties of the final sample of draws from the posterior distribution is presented in Table 6 .
Estimation results. Table 2 presents the results of the posterior estimation of the VAR(1)-ECCC-GARCH(1,1) model chosen for the analysis of causality relations in the system of three exchange rates: CHF/EUR, GBP/EUR and USD/EUR. Considering posterior means and standard deviations of the parameters of the VAR(1) process, one sees that none of the parameters but α 1.13 is significantly different from zero. However, the 90 percent highest posterior density regions of parameters α 0.1 , α 1.11 , α 1.22 and α 1.13 do not contain the value zero. The parameter α 1.13 is responsible for the interaction of the lagged value for US dollar on the current value of the Swiss franc. This finding has its consequences in testing the Granger causality in mean hypothesis.
All the parameters of the GARCH(1,1) process are constrained to be non-negative. However, a significant part of the posterior probability mass concentrated at the bound given by zero is an argument for a lack of the statistical significance of the parameter. For most of the parameters of the GARCH process reported in Table 2 , this is the case. The posterior probability mass of several of the parameters, however, is distant from zero. All the diagonal parameters of matrices A and B, except parameters A 33 and B 33 , are different from zero. This finding is common for multivariate GARCH models and reflects the persistence of volatility.
Nevertheless, it is the value of the posterior mean of parameter B 32 equal to 0.787 that is interesting in this model. This parameter models the impact of the lagged conditional variance of the British pound on the current conditional variance of the US dollar. This effect is significant. Moreover, estimates of the parameters for the system of variables that would include only GBP/EUR and USD/EUR are very similar to the values of the parameters of the bivariate VAR-ECCC-GARCH model estimated by Woźniak (2012a) for the same time span. To conclude, the estimate of this parameter in particular may be considered robust to including an additional variable to the model, namely the CHF/EUR, as well as to the prior distribution specification. Woźniak (2012a) estimates two models with a truncated-normally distributed priors with two different variance parameters: 100 and 0.1. Finally, Figure 2 proves that the parameter of the degrees of freedom, ν, of the t-distributed residuals cannot be considered greater than 6. The posterior probability of such an event is just over 50 percent. Therefore, a hypothesis that moments of order six and higher of the conditional distribution do not exist has a non-negligible probability mass. Although ν is a parameter of a conditional distribution, the existence of unconditional moments of order 6 and higher of the error term is questionable. In effect, classical testing of the VAR-ECCC-GARCH model has limited use in this case. This statement is justified by the requirement of the existence of sixth-order moments for the asymptotic normality of the QML estimator (see Ling and McAleer, 2003) .
Granger-causality testing results. Table 3 presents the results of the Granger noncausality in mean testing. The values of κ(0) and of the estimate of the probability p 0 are reported.
Only a few of the hypotheses of noncausality in mean are rejected at the levels for π 0 equal to 0.05 or 0.1. All the rejected hypotheses relate to two of the exchange rates: CHF/EUR and USD/EUR. First, the US dollar has a significant effect on the Swiss franc, a result established at the tail probability being less than 0.05. These two exchange rates impact on each other as well. Further, the US dollar has a significant effect on the Swiss franc and the British pound taken jointly. Finally, the franc is significantly affected by both the pound and the dollar, taken jointly. All the three last results are established at the level of π 0 = 0.1.
Consideration of the results of testing the second-order noncausality hypotheses, reported in Table 4 , brings new findings. The pattern of connections between the exchange rates is different for the second-order causality than for the causality in mean. The rejected hypotheses of second-order noncausality relate to the British pound and the US dollar. Information about the history of the volatility of GBP/EUR has a significant effect on the current conditional variance of variable USD/EUR at π 0 = 0.05. It has also a significant effect on CHF/EUR and USD/EUR, taken jointly for π 0 = 0.1. The same conclusions are found in Woźniak (2012a) . This finding is particularly interesting, as Woźniak uses Bayes factors and Posterior probabilities in order to assess the hypotheses. These conclusions are, therefore, robust to the choice of the testing procedure.
The following interpretation of the testing results of second-order noncausality hypothesis is proposed. The Swiss franc does not have any significant effect on the volatility of the British pound or the US dollar, which proves its minor role in modeling volatility in comparison to the other two exchange rates. The impact of the pound-to-Euro exchange rate on the volatility of the dollar-to-Euro exchange rate, is most probably related to the meteor showers hypothesis of Engle et al. (1990) . The proper conclusion seems to be that the spillovers in volatility are due to the activity of traders on the exchange rates market. Although the market is open 24 hours a day, there exist periods of higher activity of trading of particular currencies. Therefore, the behavior of traders in Europe, reflected in the exchange rate levels and their volatility, affects the decisions of traders in North America. Such a pattern can be captured by the dataset and the model considered in this study.
One more hypothesis is rejected at the value of the tail probability less than 0.1: the pound is found to second-order cause the dollar, and the dollar second-order causes the pound. The result of the joint test of these two hypotheses is mainly driven by parameter B 32 .
Finally, the results of testing hypotheses of noncausality in variance are reported in Table 5 . These results are not just a simple intersection of the results for Granger-causality in mean and second-order noncausality testing, as one could deduce from equation (11). The parameters of the VAR process are not independent of the parameters of the GARCH process. The posterior covariance matrix is not block-diagonal. Therefore, the results of noncausality in variance should be discussed separately. One of the hypotheses is rejected with the value of the tail probability less than 0.05: the hypothesis of noncausality in variance from the British pound to the US dollar. The other three hypotheses are rejected for π 0 equal to 0.1. The following relations are found: the dollar causes the franc in variance; and the pound causes in variance the franc and the dollar taken jointly.
Conclusions
This study first of all proposes the parameter restrictions for second-order noncausality between two vectors of variables, when there are also other variables in the considered system used for modeling and forecasting. The derivations are made within the framework of the popular ECCC-GARCH model. The novelty of these conditions is that, contrary to the developments of Comte and Lieberman (2000) and Woźniak (2012a) , they allow the finding of restrictions for a hypothesis of noncausality between chosen variables from the system. The two cited works use a setting in which all the variables are split into two vectors, which imposes a kind of a rigidity in forming hypotheses.
The conditions may result in several nonlinear restrictions on the parameters of the model, which results in a conclusion that the available classical tests have limited use. As a solution to this testing problem, the Bayesian procedure based on the posterior distribution of a function summarizing all the restrictions is proposed. This procedure allows for testing of the hypotheses of Granger noncausality in mean and second-order noncausality jointly, forming a hypothesis of noncausality in variance as well as separately. The procedure requires the estimation of only one model, the unrestricted. Note that the procedure proposed by Woźniak (2012a) , based on Bayes factors, required the estimation of several models representing different hypotheses. Further, the restrictions of the existence of the higher-order moments of the processes required in the classical tests are relaxed. Similarly to the test of Woźniak (2012a) , the existence of fourth-order moments is required in the proposed analysis, whereas the asymptotic derivations of Ling and McAleer (2003) require the existence of the sixth-order moments for the VARMA-GARCH models.
The main limitation of the noncausality analysis in this work, is that the conditions only for one-periodahead noncausality are presented. In the works of Comte and Lieberman (2000) and Woźniak (2012a) , due to the specific setting of the vectors of variables from the system, these conditions imply noncausality at all the future horizons. In this work, however, when the third vector of variables, y 3 , is non-empty, then the conditions from Theorem 2 are useful only for the analysis one period ahead.
This limitation forms a motivation for future research that would aim at derivation of the restrictions for h-period-ahead noncausality within the flexible framework of splitting the variables into three vectors, and where h = 1, 2, 3, . . . . Such conditions would be informative of the non-direct causality that is, a situation in which, despite the fact that one variable does not Granger-cause the other one period ahead, it may still be causal several periods ahead through the channel of the third variable (see Dufour et al., 2006) .
Another direction of possible research is a derivation of the conditions for second-order noncausality for GARCH models, when the data have specific features. Some financial data are proven to have persistent volatility that is modeled with integrated GARCH processes. Such processes are defined by the fact that the polynomial |I N − A(z) − B(z)| = 0 has a unit root. This case is excluded from the analysis in this study. Further, the analysis of some financial time series conducted by Diebold and Yilmaz (2009) , has proved that the values of financial assets as well as their volatility spillover at different rates in different periods. This finding might result in the parameters of the GARCH process changing values over time. Such nonlinearities may be modeled, e.g. with the GARCH processes with a regime change, or when the parameters change their values according to a latent hidden Markov process, as in the Markov-switching models. For such data, the analysis of Granger causality is of interest as well. Note: The excess kurtosis (robust) and the skewness (robust) coefficients are outlier-robust versions of the excess kurtosis and the skewness coefficients as described in Kim and White (2004) . LJB test and LJB p-values describe the test of normality by Lomnicki (1961) and Jarque and Bera (1980) . The table summarises the estimation of the VAR(1)-ECCC-GARCH(1,1) model described by the equations (2), (3), (4) and the likelihood function (5b). The prior distributions are specified in equation (23). The posterior means and the posterior standard deviations (in brackets) are reported. (0), are reported in the second column.p 0 is the posterior probability of the condition for not rejecting the null hypothesis, as defined in (21). Description of the variables: y 1 = CHF/EUR, y 2 = GBP/EUR, y 3 = USD/EUR. Table 3 . (i) and (ii) -the visual representation of the results can be found in Figure 3 (i) and (ii) respectively.
Tables
Description of the variables: y 1 = CHF/EUR, y 2 = GBP/EUR, y 3 = USD/EUR. Table 3 . Description of the variables: y 1 = CHF/EUR, y 2 = GBP/EUR, y 3 = USD/EUR. given. The relative numerical efficiency coefficient (RNE) was introduced by Geweke (1989). Geweke's z scores test the stationarity of the draws from the posterior distribution, comparing the mean of the first 50% of the draws to the mean of the last 35% of the draws. z scores follow the standard normal distribution (see Geweke, 1992) . The numbers presented in this table were computed using the package coda by Plummer et al. (2006) . 
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The graph presents daily logarithmic rates of return expressed in percentage points: y it = 100(ln x it − ln x it−1 ), for i = 1, 2, 3, where x it denotes the level of an asset of three exchange rates: the Swiss franc, the British pound and the US dollar, all denominated in Euro. The data spans the period from September 16, 2008 to September 22, 2011, which gives T = 777 observations. The data was downloaded from the European Central Bank website (http://sdw.ecb.int/browse.do?node=2018794). The marginal posterior distribution of parameter ν is plotted with the black line. The shaded areas denote the 95% and 90% highest posterior density regions of the distribution. The simulated posterior distributions of function κ for two hypotheses of second order noncausality are plotted with the black lines.
The shaded areas denote the 95% and 90% highest posterior density regions of the distributions. The simulated prior distributions of κ implied by the prior distribution for θ are plotted with red lines. The horizontal red bars denote the value of κ(0) representing the null hypotheses given above the graphs. For more detailed results, refer to Table 4 . Description of the variables: y 1 = CHF/EUR, y 2 = GBP/EUR, y 3 = USD/EUR.
