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Abstract
For graphs G; F and H we write G → (F; H) to mean that if the edges of G are coloured with two colours, say
red and blue, then the red subgraph contains a copy of F or the blue subgraph contains a copy of H . The graph G is
(F; H)-minimal (Ramsey-minimal) if G → (F; H) but G′ 9 (F; H) for any proper subgraph G′⊆G. The class of all
(F; H)-minimal graphs will be denoted by R(F; H). In this paper we will give two equivalent theorems which characterize
the graphs belonging to R(K1;2; K1;m) for m¿ 3.
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1. Introduction and notation
We consider >nite undirected graphs without loops or multiple edges. A graph G has a vertex set V (G) and an edge
set E(G). We say that G contains H whenever G contains a subgraph isomorphic to H . The set of neighbours of a vertex
v∈V (G) is denoted by NG(v), or brie@y by N (v). If A ⊆ V (G) then N (A) =⋃v∈A N (v). The degree of v is the number
|N (v)| and is denoted by d(v). The symbol (G) denotes the maximum degree of G.
A set M of independent edges in a graph G = (V; E) is called a matching. M is a matching of U ⊆ V if every vertex
in U is incident with an edge in M .
A k-regular spanning subgraph is called a k-factor. Thus a subgraph H ⊆ G is a 1-factor of G if and only if E(H) is
a matching of V .
Given a graph G, let us denote by CG the set of its components, and by q(G) the number of its odd components.
Let G; F and H be graphs. We write G → (F; H) if whenever each edge of G is coloured either red or blue, then the
red subgraph of G contains a copy of F or the blue subgraph of G contains a copy of H .
The graph G is (F; H)-minimal (Ramsey-minimal) if G → (F; H) but G′ 9 (F; H) for any proper subgraph G′ ⊆ G.
The class of all (F; H)-minimal graphs will be denoted by R(F; H).
We will say that a partition (E1; E2) of E(G) is a (F; H)-decomposition of G if the graph G[E1] does not contain the
graph F and the graph G[E2] does not contain the graph H . Obviously, if there is no (F; H)-decomposition of G then
G → (F; H) holds.
A graph G of order at least 3 is called factor-critical if G− v has a 1-factor for every vertex v∈V (G). Then G itself
has no 1-factor, because it has odd order.
In general, we follow the terminology of [3].
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Several papers discuss the problem of determining whether for a pair (F; H) of graphs the class R(F; H) is >nite or
in>nite. In particular NeKsetKril and RLodl [9] showed that R(F; H) is in>nite if both F and H are 3-connected or if F and
H are forests neither of which is a union of stars.  Luczak [7] proved that R(K1;2n; H) is >nite iM H = mK2; m; n¿ 1.
From these results it follows that the class R(K1;2; K1;m) is in>nite.
There are several papers dealing with the problem of determining the set R(F; H). For example, Burr et al. [2] proved
that R(2K2; 2K2) = {3K2; C5} and R(K1;2; K1;2) = {K1;3; C2n+1 for n¿ 1}. In [8] the graphs belonging to R(2K2; K1; n)
were characterized. It is shown in [1] that if m; n are odd then R(K1;m; K1; n) = {Km+n+1}.
We will present a characterization of all graphs belonging to R(K1;2; K1;m) for m¿ 3.
2. 1-Factor in graphs
We will give two characterizations of R(K1;2; K1;m). To prove the >rst one we will use the well-known result which
describes the graphs with a 1-factor.
Given a vertex set S ⊆ V , let us denote by GS the graph which arises from G by contracting the components C ∈CG−S
to single vertices and deleting all edges inside S, i.e., GS is the graph with vertex set S ∪ CG−S and edge set {sC : s∈ S
and there is c∈C such that sc∈E}. The graph GS is bipartite.
We call a vertex set S ⊆ V matchable to G − S if the graph GS contains a matching of S.
The >rst theorem which describes the graphs with a 1-factor is a consequence of the Gallai–Edmonds Structure Theorem
[4–6]. We include it in the form presented in [3].
Theorem 1 (Diestel [3]). Every graph G = (V; E) contains a vertex set S with the following two properties:
(i) S is matchable to G − S,
(ii) every component of G − S is factor-critical.
Given any such set S, the graph G contains a 1-factor if and only if |S|= |CG−S |.
We will say that a set S ⊆ V (G) has the property S (for short S-set) if it satis>es (i) and (ii) of Theorem 1.
In the second characterization we will use Tutte’s condition for the existence of a 1-factor of a graph.
Theorem 2 (Tutte [11]). A graph G has a 1-factor if and only if q(G − S)6 |S| for all S ⊆ V (G).
If S ⊆V (G) is a vertex set for which q(G − S)¿ |S| holds then we will say that the set S has the property T
(for short T-set). A T-set S is said to be T-maximal if S is not a proper subset of any T-set.
Lemma 1. If G is factor-critical, then the only T-set of G is the empty set.
Proof. Suppose that there is ∅ = S ⊆V (G) which has the property T in G, i.e., q(G − S)¿ |S|. Let v∈ S. Then
q((G − v)− (S\{v}))¿ |S|¿ |S\{v}|, i.e., S\{v} has the property T in G − v. Thus from Tutte’s Theorem it follows
that G − v has no 1-factor, a contradiction.
Lemma 2. Let S ⊆ V (G) be a T-set in G.
(a) If S is T-maximal, then every component of G − S is factor-critical.
(b) If |S|= q(G − S)− 1 and every component of G − S is factor-critical, then S is T-maximal.
Proof. (a) Suppose that S is T-maximal. First we will show that every component C ∈CG−S is odd. If there is C such
that |C| is even then pick a vertex c∈C, and let S′ = S ∪ {c} and C′ = C − c. Then S′ has the property T, which
contradicts the maximality of S.
Next we shall prove that every C ∈CG−S is factor-critical. Suppose that there exists C ∈CG−S and c∈C such that
C′ = C − c has no 1-factor. By Theorem 2 there exists a set T ′ ⊆ V (C′) such that
q(C′ − T ′)¿ |T ′|:
Since |C| is odd, |C′| is even. Thus the numbers q(C′ − T ′) and |T ′| have the same parity, so they cannot diMer by
exactly 1. We may therefore sharpen the above inequality to
q(C′ − T ′)¿ |T ′|+ 2:
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For T = S ∪ {c} ∪ T ′ we thus obtain
q(G − T ) = q(G − S)− 1 + q(C′ − T ′)¿ |S| − 1 + |T ′|+ 2 = |T |;
and it again contradicts the maximality of S.
(b) Since every component of G − S is factor-critical, it follows from Lemma 1, that for each component of G − S
only the empty set has the property T. Since |S|= q(G − S)− 1, we have that S is T-maximal.
For a vertex v∈E(G) let us denote the edge set
E(v) = {e∈E(G) : e is incident with v}:





Let G(A; B) denote a bipartite graph with the bipartition {A; B}. For an edge set M ⊆ E(G) we denote by AM and BM
the vertex sets of G such that
AM = {v∈A :E(v) ∩M = ∅};
BM = {v∈B :E(v) ∩M = ∅}:
The following two lemmas describe the properties of bipartite graphs.
Lemma 3. Let G(A; B) be a bipartite graph with a matching M of B. Let X ⊆E(G) be an edge set such that |E(v) ∩
X |6 1 for every v∈B. Then there exists an edge set Y ⊆ E(G) such that
(1) |E(v) ∩ Y |= 1 for every v∈B,
(2) AX ⊆ AY ,
(3) |E(u) ∩ Y |= 1 for every u∈AY \AX ,
(4) E(u) ∩ Y = E(u) ∩ X or |E(u) ∩ Y |= 1 for every u∈AX .
Proof. If every vertex in B is incident with an edge in X then X = Y . Otherwise, there is x∈B such that x ∈BX .
We shall prove that there is an edge set X ′ such that BX ′ = BX ∪ {x} and the set X ′ satis>es (2)–(4).
Since M is a matching of B, it follows that there is e= xy∈M such that x∈B; y∈A. If y ∈AX then X ′ = X ∪ {e}.
Otherwise, let us denote by x11; x12; : : : ; x1k1 the vertices in B which are incident with X ∩E(y). Let V1 ={y11; y12; : : : ; y1k1}
be the set of vertices such that x1iy1i ∈M (i = 1; : : : ; k1). Let T1 = X ∩ E(y) and E1 = E(V1)∩M = {x1iy1i : i = 1; : : : ; k1}.
If y1i ∈ AX for i = 1; : : : ; k1 then X ′ = (X \T1) ∪ E1 ∪ {e} satis>es conditions (2)–(4) and BX ′ = BX ∪ {x}.
If there is t such that y1t ∈AX then let V2 ={x21; x22; : : : ; x2k2} be the set {v∈B : vy1i ∈X for any vertex y1i ; i=1; : : : ; k1}.
Let V2 = {y21; y22; : : : ; y2k2} be the set of vertices such that x2iy2i ∈M; i = 1; : : : ; k2. Let T2 = X ∩ E(V2) and E2 =
E(V2) ∩M = {x2iy2i : i = 1; : : : ; k2}. If y2i ∈AX for i = 1; : : : ; k2 then X ′ = ((X\T1)\T2) ∪ E1 ∪ E2 ∪ {e}. Otherwise, in the
same way we will obtain the edge sets T3; T4; : : : ; Tk and E3; E4; : : : ; Ek . Since every vertex of B is incident with at most
one edge of X , it follows that xti = xpj for t = p. The set B is >nite and therefore the numbers of steps will be >nite.
Thus we obtain the set X ′ = (((: : : (M\T1)\T2) : : :)\Tk) ∪ E1 ∪ E2 ∪ · · · ∪ Ek ∪ {e}, which satis>es conditions (2)–(4) and
BX ′ = BX ∪ {x}.
If we will use this procedure to the other vertices of B\BX , then we will obtain the edge set Y , which will satisfy
conditions (1)–(4).
Lemma 4. Let G(A; B) be a bipartite graph and let A′ be the smallest subset of A for which there is no matching of A′.
Then there is a matching of N (A′) to A′.
Proof. Let A′ be the smallest subset of A for which there is no matching of A′. By Hall’s Theorem, we have |A′|¿ |N (A′)|
and by the minimality of A′ we have |A′′|6 |N (A′′)| for all A′′⊂A′. Suppose that there is no matching of N (A′) to
A′ then there is B′⊆N (A′) such that |B′|¿ |N (B′) ∩ A′|. Let N (B′) ∩ A′ = A′′. Since |A′|¿ |N (A′)| and |A′′|¡ |B′|,
we have
|A′\A′′|= |A′| − |A′′|¿ |N (A′)| − |B′|= |N (A′)\B′|¿ |N (A′\A′′)|:
Since A′\A′′ ⊂ A′, we have a contradiction.
40 M. Borowiecki et al. / Discrete Mathematics 286 (2004) 37–43
3. Main results
Theorem 3. Let m¿ 3. G ∈R(K1;2; K1;m) if and only if G = K1;m+1 or the graph G has the following properties:
(1) G is connected,
(2) (G) = m,
(3) there is an S-set S of G for which the following holds:
(a) d(v) = m for every v∈V (G − S),
(b) |S|= q(G − S)− 1,
(c) if C is a component of G − S then S is matchable to (G − C)− S,
(d) G[S] is totally disconnected.
Proof. (⇐) It is easy to see that K1;m+1 ∈R(K1;2; K1;m). Assume that G = K1;m+1 and for G (1)–(3) holds. First we
prove that G → (K1;2; K1;m). Suppose that G 9 (K1;2; K1;m) and let (E1; E2) be an arbitrary (K1;2; K1;m)-decomposition
of G. Let S be an S-set of G for which (a)–(d) holds. From (a) it follows that d(v) = m for every vertex
v∈V (G − S). Then each vertex of V \ S is incident with an edge of E1. Since all components of G − S are
factor-critical, every component contains a vertex which is joined by an edge of E1 with a vertex of S. But the
number of vertices of S is less than the number of components of G − S, contradicting that G[E1] does not
contain K1;2.
Next we prove that G is (K1;2; K1;m)-minimal. Let e = uv be an edge of G. Since S is independent, at least one of the
vertices {u; v} is in V\S. Assume that v∈V\S and let C be the component of G − S which contains v. By Theorem 1,
G−C contains a 1-factor, say E′1. Since C is factor-critical, then C− v has a 1-factor. Let E′′1 be a 1-factor of C− v and
let E1 = E′1 ∪ E′′1 , E2 = E(G − e)\E1. Then (E1; E2) is a (K1;2; K1;m)-decomposition of G − e. Hence G − e 9 (K1;2; K1;m)
for all e∈E(G).
(⇒) Assume that G ∈R(K1;2; K1;m) and G = K1;m+1.
(1) If G is not connected then G = G1 ∪ G2. Since G is Ramsey-minimal, it follows that G1 9 (K1;2; K1;m) and
G2 9 (K1;2; K1;m). Let (E′1; E′2) be a (K1;2; K1;m)-decomposition of G1 and (E′′1 ; E′′2 ) be a (K1;2; K1;m)-decomposition of G2.
It is easy to see that (E′1 ∪ E′′1 ; E′2 ∪ E′′2 ) is a (K1;2; K1;m)-decomposition of G. Hence G 9 (K1;2; K1;m).
(2) If there is a vertex v such that d(v)¿m then K1;m+1 ⊂G, contradicting the assumption that G is minimal.
If (G)¡m then G does not contain K1;m; then G 9 (K1;2; K1;m).
(3) From Theorem 1 it follows that G contains a set with the property S. We will prove that for any S-set (a)–(d)
holds. Let S be any S-set of G.
(a) Suppose that there is v∈V (G− S) such that d(v)¡m. Let C ∈CG−S be a component which contains the vertex v.
By the minimality of G there is a (K1;2; K1;m)-decomposition (E1; E2) of the graph G − C.
(a1) Suppose that every vertex of S ∩ N (V (C)) is incident with an edge in E1.
Since C is factor-critical, the graph C−v has some 1-factor E′. Then (E1∪E′; E(G)\(E1∪E′)) is a (K1;2; K1;m)-decomposi-
tion of E(G). Hence G 9 (K1;2; K1;m), a contradiction.
(a2) Suppose that in S ∩ N (V (C)) there is a vertex which is not incident with any edge in E1.
Now we construct again a (K1;2; K1;m)-decomposition (E′; E(G)\E′), where E′ =⋃K∈CG−S EK , of G, which contradicts
our assumption.
Let us de>ne an edge set X of GS in the following way:
X = {sK :K ∈CG−S ; s∈ S and there is c∈V (K) such that sc∈E(G) ∩ E1}.
By Lemma 3 with A := CG−S and B := S (because the set S is matchable to G − S and X satis>es the assumptions
of Lemma 3) there is the edge set Y which satis>es conditions (1)–(4) of Lemma 3.
If E(C)∩ Y = ∅ then let EC be any 1-factor of C − v. If |E(C)∩ Y |= 1 then let E(C)∩ Y = {sC} and u be any vertex
of V (C) (in the graph G) which is incident with s. Let E′C be a 1-factor of C − u and EC = E′C ∪ {su}.
Let C be the subset of CG−S such that: K ∈C iM E(K) ∩ X = E(K) ∩ Y in graph GS .
If K =C and K ∈C then let EK be the set of edges of E1 which are incident with at least one vertex of the
component K .
If K =C and K ∈ C, then in GS we have |E(K) ∩ Y |= 1. As above we can >nd the edge su and let E′K be a 1-factor
of K − u, and EK = E′K ∪ {su}.




does not contain K1;2 and the rest of edges of G
induces the graph which does not contain K1;m. Then G 9 (K1;2; K1;m), a contradiction.
(b) Since S has the property S and G has no 1-factor, it follows that |S|6 q(G − S) − 1 and every component of
G − S is factor critical. Let C be a component of G − S. Since G − C 9 (K1;2; K1;m) and d(v) = m for v∈G − S, we
have |S|¿ q(G − S)− 1. Thus |S|= q(G − S)− 1.
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(c) Suppose that there is a component C ∈CG−S such that S is not matchable to (G−C)− S. From (b) it follows that
|S|= q(G − S)− 1. From (a) we have that d(v) =m for v∈V (G − S). Since every component of CG−S has no 1-factor,
it follows that (G − C) → (K1;2; K1;m), contradicting that G is Ramsey-minimal.
(d) Suppose that G[S] is not totally disconnected and let e∈E(G[S]). Similarly, as in (c) we can show that G − e→
(K1;2; K1;m), a contradiction.
From the proof of Theorem 3 we have the following corollary.
Corollary 1. Let m¿ 3. If G ∈R(K1;2; K1;m) and G = K1;m+1 then for any S-set S of G the following holds:
(a) d(v) = m for every v∈V (G − S),
(b) |S|= q(G − S)− 1,
(c) if C is a component of G − S then S is matchable to (G − C)− S,
(d) G[S] is totally disconnected.
Theorem 4. Let m¿ 3. G ∈R(K1;2; K1;m) if and only if G = K1;m+1 or for the graph G the following holds:
(1) G is connected,
(2) (G) = m,
(3) there is a T-maximal set S, for which the following holds:
(a) d(v) = m for every v∈V (G − S),
(b) for each vertex set S′ ⊆ S, which has the property T in G, the set CG−S′ contains only components of odd
order,
(c) |S|= q(G − S)− 1,
(d) G[S] is totally disconnected.
Proof. We shall prove that assertions (1)–(3) of Theorem 3 are equivalent to assertions (1)–(3) of Theorem 4 .
First we will prove that if S is T-maximal in G and it satis>es assertions (a)–(d) of Theorem 4 then it has the
property S and it satis>es assertions (a)–(d) of Theorem 3. From Lemma 2(a) it follows that every component of G− S
is factor-critical. Since assertions (a),(c),(d) are equivalent to assertions (a),(b),(d) of Theorem 3, it is enough to prove
that the set S is matchable to G − S and for any component C ∈CG−S , the set S is matchable to (G − C)− S.
Suppose that S is not matchable to G − S. Let GS be the graph, which arise from G by contracting the components
of CG−S to single vertices. Let S′ be the smallest subset of S for which there is no matching of S′ in the graph GS .
By Lemma 4 there is a matching M of N (S′) to S′ and let B ⊆ S′ be the set of vertices which are incident with
edges in M . Note that the set S\B has the property T in G. Let C be the set of components which correspond to the set
N (S′). Since every component of CG−S is odd, it follows that C ∪ B forms some even components of G − (S\B), which
contradicts the assertion (b) of Theorem 4.
Let C be any odd component of G − S. Suppose that S is not matchable to (G − C)− S. Let HS be the graph, which
arise from G − C by contracting the components of C(G−C)−S to single vertices. Let S′ be the smallest subset of S for
which there is no matching of S′ in the graph HS , then |S′|¿ |NHS (S′)|. Since S is matchable to G − S, it follows that
|S′|= |NGS (S′)|. Thus the set S \ S′ has the property T in G. Let C be the set of components of G− S which correspond
to the set N (S′). As above C ∪ S′ forms some even components of G − (S \S′), which contradicts assertion (b) of
Theorem 4.
Next we will prove that if S has the property S in G and it satis>es assertions (a)–(d) of Theorem 3 then it has
the property T and it satis>es assertions (a)–(d) of Theorem 4. From the equality |S|= q(G − S)− 1 and Lemma 2(b)
it follows that S is T-maximal. Since assertions (a),(b),(d) of Theorem 3 are equivalent to assertions (a),(c),(d) of
Theorem 4, it is enough to show that for all subset S′ ⊆ S which has the property T there are only odd components
in G − S′.
Suppose that there is S′⊆ S with the property T such that G − S′ has an even component. Let C ∈CG−S′ be of even
order and V (C) =W ∪ U , where W ⊆ S and U ⊆V (G)\S. Let C⊆CG−S be the set of components which have vertices
in U . Since S′ has the property T and |S| = q(G − S) − 1, it implies that |C|6 |W |. Since the set S is matchable to
G − S, the graph GS contains a matching of S (GS is the graph which arise from G by contracting the components of
CG−S to single vertices). The set NGS (W ) in GS correspond to the set of components C in G. Since in GS there is a
matching of W to NGS (W ), it follows that |W |6 |NGS (W )| = |C|. From inequalities |C|6 |W | and |C|¿ |W | we have
|C| = |W |. By the assertion (c) of Theorem 3 we have |CG−S | = |S| + 1. Thus |CG−S \C| − 1 = |CG−S | − |C| − 1 =
|CG−S | − |W | − 1 = |S|+ 1− |W | − 1 = |S′|. Then S′ has the property T in G−C and d(v) =m for v∈V (G−C)− S′.
Hence the graph G − C has no (K1;2; K1;m)-decomposition, a contradiction.
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The proof of Theorem 4 implies the following corollary.
Corollary 2. Let G ∈R(K1;2; K1;m). A set S has the property S and satis;es the assertions (a)–(d) of Theorem 3 if
and only if S is T-maximal and satis;es the assertions (a)–(d) of Theorem 4.
In the next corollary we will prove that any T-maximal set S of G ∈R(K1;2; K1;m), similarly as the S-set S of G,
satis>es the assertions of Theorem 3.
Corollary 3. Let m¿ 3. If G ∈R(K1;2; K1;m) and G = K1;m+1 then for any T-maximal set S of G the following holds:
(a) d(v) = m for every v∈V (G − S),
(b) |S|= q(G − S)− 1,
(c) if C is a component of G − S then S is matchable to (G − C)− S,
(d) G[S] is totally disconnected.
Proof. Let S be T-maximal in G. We will show that S has the property S in G. By Lemma 2(a) we have that all
components of G − S are factor-critical.
Suppose that S is not matchable to G− S. Let GS be the graph, which arise from G by contracting the components of
CG−S to single vertices. Let S′ be the maximal subset of S for which |NGS (S′)|6 |S′|−1 in the graph GS . From maximality
of S′ it follows that for any T ⊆ S − S′ we have |NGS (T )\NGS (S′)|¿ |T |+ 1. Then in the graph GS , for any vertex v of
NGS (S)\NGS (S′), there is a matching of the set S−S′ to (NGS (S)\NGS (S′))\{v}. Moreover |NGS (S)\NGS (S′)|¿ |S \S′|+2,
because |NGS (S)|¿ |S|+ 1.
Let C be the set of components of G− S which corresponds to the set NGS (S)\NGS (S′). Then |C|¿ |S\S′|+ 2 and for
any C ∈C holds NG(V (C)) ∩ S′ = ∅. From inequality |C|¿ |S \ S′|+ 2 and minimality of G, it follows that in C there
is a component C which has a vertex v of degree less than m. Let (E1; E2) be a (K1;2; K1;m)-decomposition of G−C and
E′1 be a 1-factor of C− v. If every vertex of S ∩NG(V (C)) is incident with an edge in E1 then (E1 ∪E′1; E(G)\(E1 ∪E′1))
is a (K1;2; K1;m)-decomposition of E(G), a contradiction. Otherwise, let HS be the graph, which arise from G − C by
contracting the components of C(G−C)−S to single vertices and let us de>ne an edge set X and vertex sets A; B of HS in
the following way:
X = {sK :K ∈C(G−C)−S ; s∈ S\S′ and there is c∈V (K) such that sc∈E(G) ∩ E1},
A = {K ∈C(G−C)−S :K ∈C or there is c∈V (K) which is incident with an edge in X },
B = S\S′.
Since there is a matching of B to the set A and the set X satis>es the assumptions of Lemma 3, there is an edge set
Y which satis>es conditions (1)–(4) of Lemma 3. Thus similarly as in the proof of Theorem 3 (case 3(a1)), we can
construct a (K1;2; K1;m)-decomposition (E′; E(G − C)\E′), such that each vertex of N (V (C)) is incident with an edge
in E′.
From Corollary 1 it follows that S satis>es assertions (a)–(d) of Theorem 3. Then by Corollary 2 we have that for the
set S the assertions (a)–(d) holds.
4. R(K1;m; K1; n) for m odd and n even
In this section we will give a suPcient condition for graph belonging to R(K1;m, K1; n) for m odd and n even. In the
proof of this theorem we will use Petersen’s Theorem.
Theorem 5 (Petersen [10]). A connected graph G is 2-factorable if and only if it is regular of even degree.
Lemma 5. Let m and n be odd positive integers and let G be an arbitrary graph. If (G)6 n+m− 2, then there is a
(K1;m; K1; n)-decomposition of G.
Proof. Embed G in a regular graph G′ of degree m+n−2. By Petersen’s Theorem we can partition edges E(G)=E1∪E2
in such way that the graph G′[E1] is (m − 1)-regular and the graph G′[E2] is (n − 1)-regular. Then (E1; E2) is a
(K1;m; K1; n)-decomposition of G′. Thus (E1 ∩ E(G); E2 ∩ E(G)) is a (K1;m; K1; n)-decomposition of G.
Theorem 6. Let m be odd and n be even integers and m; n¿ 2. If G → (K1;m; K1; n) and G ∈R(K1;2; K1;m+n−2), then
G ∈R(K1;m; K1; n).
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Proof. Since G → (K1;m; K1; n), it is enough to prove that G − e 9 (K1;m; K1; n) for every e∈E(G). Since G ∈R(K1;2;
K1;m+n−2), it follows that there is a (K1;2; K1;m+n−2)-decomposition (E1; E2) of G − e. Let H be the subgraph of G − e
induced by E2. Then (H)6m + n − 3. Since m and n − 1 are odd then by Lemma 5, it follows that there is
a (K1;m; K1; n−1)-decomposition of H . Let (E′1; E
′
2) be a (K1;m; K1; n−1)-decomposition of H . Thus (E
′
1; E1 ∪ E′2) is a
(K1;m; K1; n)-decomposition of G − e. Hence G − e 9 (K1;m; K1; n) for every e∈E(G).
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