Abstract. Human activity recognition (HAR) based on smartphone sensors provides an efficient way for studying the connection between human physical activities and health issues. In this paper, three feature sets are involved, including tri-axial angular velocity data collected from gyroscope sensor, triaxial total acceleration data collected from accelerometer sensor, and the estimated tri-axial body acceleration data. The FFT components of the three feature sets are used to divide activities into six types like walking, walking upstairs, walking downstairs, sitting, standing and lying. Two kinds of CNN architectures are designed for HAR. The one is Architecture A in which only one set of features is combined at the first convolution layer; and the other one is Architecture B in which two sets of the features are combined at the first convolution layer. The validation data set is used to automatically determine the iteration number during the training process. It is shown that the performance of Architecture B is better compared to Architecture A. And the Architecture B is further improved by varying the number of the features maps at each convolution layer and the one producing the best result is selected. Compared with five other HAR methods using CNN, the proposed method could achieve a better recognition accuracy of 97.5% for a UCI HAR dataset.
Introduction
With the rapid advancement of technology, smart phones become an integral part of human's daily life. Smartphones are usually embedded with various sensors gathering data for smart security, user authentication, intelligent health monitoring, human activity recognition (HAR) and so on. HAR has been widely used in intelligent wearable device, human computer interaction, athletic training and competition, military, healthcare domains such as health assisted diagnosis and treatment, cognitive disorder recognition systems, elder care support, rehabilitation assistance and so on [1] .
HAR system is a typical pattern recognition system, which could be divided into several parts, including sensing, segmentation, feature extraction and classification. [2] In the process of the HAR based on smartphones, data collection from built-in sensors is the first step. So, it is very important to choose the proper kinds of sensors in research. Akram Bayat et al. [3] only use acceleration data generated by users' smartphones to recognize six kinds of activities. In the works of Wanmin Wu et al. and Yongjin Kwon et al. [4, 5] , accelerometer and gyroscope embedded in a smartphone are both used. They found that combining these two complementary sensors can improve the recognition accuracy. Shinya Matsui et al. [6] use three sensors including accelerometers, magnetometers, and gyroscopes for HAR. Their experiments have proved that different kinds of data from different sensors do improve the recognition accuracy of activities by offering extra information.
The feature extraction in traditional method takes a lot of effort because it has to be done manually. Features extracted in traditional methods can be divided into two types: time-domain features and frequency-domain features. Time-domain features include mean value, standard deviation, kurtosis, skewness, Inter-quartile-Range (IR), correlation between axes, zero crossing rate, etc. Frequency-domain features includes frequency-domain entropy, Fast Fourier Transform (FFT) coefficients and Discrete Cosine Transform (DCT) coefficients, etc. Some others approaches such as Principal Component Analysis (PCA), Autoregressive Model and Haar filters are also used in HAR researches [6, 7] .
HAR is a classic multi-classification problem that uses one-dimensional sensor signals and extracts discriminative features to recognize human activities by a classification method [8] . The quality of the classifier has significant influence on the HAR system. Traditional classification methods used in HAR include Support Vector Machines (SVM), k-Nearest Neighbor (k-NN), Decision Tree (DT), Naive Bayesian (NB), Hidden Markov Model (HMM), etc. So, for the traditional methods, it is important to combine an effective feature extraction method with a good classification method in HAR.
Deep learning could transform raw data into more abstract expressions of higher level through some simple but nonlinear models. Complex functions could be also learned by means of enough combinations of transformations [9] . Deep learning carries automatic features extraction instead of manual heuristic operation. That is to say, the core aspect of deep learning is that the features of each layer are not designed for artificial engineering, but rather a universal learning process from the data [9] . For the past several years, deep learning has demonstrated a strong and excellent learning ability in many fields such as computer vision, speech recognition, and machine translation. In the field of HAR, deep learning can enhance HAR efficiency by automatic feature extraction. Convolutional neural network (CNN) is a kind of deep feedforward artificial neural network; it has remarkable performance for large image processing [10] [11] [12] . Recently, CNN is also applied to the HAR, and the results are dramatic and encouraging [1, 2, [13] [14] [15] [16] [17] .
Related Works
The previous works related to HAR using deep learning techniques have shown promising results. Yuqing Chen et al. use a CNN contains 3 convolution layers and 3 pooling layers for HAR [2] . They set the width of convolution kernel to 2 and set up a validation set to locate the best epochs. The average classification accuracy of their method is about 93.8%. A wider time span of temporal local correlation (1 Â 9-1 Â 14) with a low pooling size (1 Â 2-1 Â 3) is exploited and is shown to be beneficial to HAR by Charissa Ann Ronao et al. [16] . This work uses the time-series sensor data and additional information of FFT of the HAR data separately as the input to CNN. They show that the accuracy rate reaches 94.79% for the time-series data, and reaches 95.75% for the FFT of the HAR data. It can be seen that using the data in frequency domain produces better results than using the data in time domain. Ming Zeng et al. [13] design a simple network architecture, including an input layer, a convolution layer, a max-pooling layer, a 1024 neuron fully-connected layer and a softmax layer to for HAR. Daniele Rav et al. [17] propose a deep learning architecture: a filter is applied to the input, and the weighted sums are computed in the temporal convolution layer which is followed by a fully-connected layer and a soft-max layer for classification. In their works, they decrease the computation cost by limiting the connections from the input nodes in order to extract features efficiently through fewer nodes and levels. The works of Tahmina Zebin et al. show that the performance is noticeably enhanced when the third convolution layer is added [1] .
Design of the CNN Architectures
From the previous works, it can be seen that the CNN architecture is vital for the final recognition results. So the influence of the network architectures on the recognition accuracy is studied. In the experiments, two different CNN architectures are designed, which are called Architecture A and Architecture B, and they are shown in Figs. 1 and 2 respectively. The differences between the two architectures are the size of input maps and the size of filter maps in the first convolution layer. So the only difference of the two architectures is in the first convolution layer. As shown in Figs. 1 and 2, 1-channel and 2D convolution are performed and three convolution layers are applied in our work because the three convolution layers are shown to be a proper setup for HAR [2, 16] . It is also found in our experiments that using three convolution layers in CNN can produce better results than using one or two convolution layers, while using four convolution layers produces similar results.
The details of the Architecture B are shown in Fig. 1 , where the input maps contain tri-axial angular velocity data from the gyroscope sensor, tri-axial total acceleration data from the accelerometer sensor and the tri-axial estimated body acceleration data. The filter size is 13 Â 3 and the step size is 1 Â 3.
The details of the Architecture A are shown in Fig. 2 . The tri-axial angular velocity data from the gyroscope sensor is duplicated at the end of the input in architecture B for including all pairs of feature sets in the convolution. The filter size is 13 Â 6 and the step size is also 1 Â 3. The advantage of doing this is that the information among three different sets of features is combined at the first convolution layer: the tri-axial angular velocity information from the gyroscope sensor and the tri-axial total acceleration information from the accelerometer sensor are combined, the tri-axial total acceleration information from the accelerometer sensor and the tri-axial estimated body acceleration information are combined, the tri-axial angular velocity information from the gyroscope sensor and the tri-axial estimated body acceleration information are combined respectively. In this case, each filter map covers two different sensor information in architecture B.
After the input layer, 3 CNN layers are included in the two architectures. Each CNN layer includes convolution, batch normalization, clipped-Relu [18] and max-pooling. After that, dropout, fully connected and soft-max are applied in the two architectures. Then a dropout layer is added to randomly set input elements to zero with a given probability, which is set to 50% in our experiments. This operation corresponds to temporarily dropping a randomly chosen unit and all its connections from the network during the training. The dropout could prevents overfitting [19, 20] .
The validation data set is also used in the experiments to control the number of epochs during the training process. The addition of validation set could prevent the over-fitting of the training.
For different optimizers, many different hyper-parameters are also analyzed in these experiments. In the experiments, the order of the training data is randomized before each training epoch. One common solution is to use a back propagation algorithm to train the network with SGDM [21] and Adam [22] . 
Experiments

Data Set
The UCI HAR dataset [23] are downloaded. The UCI dataset includes tri-axial total acceleration data from the accelerometer sensor, the estimated body acceleration and tri-axial angular velocity data from the gyroscope sensor for six kinds of activities including walking, walking upstairs, walking downstairs, sitting, standing and lying. The UCI dataset is collected from a group of 30 volunteers in the 19 to 48 age range. The sensor signal is preprocessed by the noise filter, and then sampled in the fixed width sliding window of 2.56 s with 50% overlap. The acceleration sensor signal has gravity and body parts, which are separated by a Butterworth low pass filter to body acceleration and gravity acceleration in the UCI dataset. There are total 7352 examples for the training data and 2947 examples for the test data in the raw date set. For the convenience of calculation, the training set samples is extended to 8000 with random repetition, then 1000 examples are randomly picked from the training set to serve as validation data set, and the test set samples is also extended to 3000 with random repetition. As shown in the previous studies, data in the frequency domain works better for HAR than the data in time domain [24] [25] [26] . So only the frequency-domain data is used in our experiments. More specifically, the FFT of the input data are used as the input to the network.
Experimental Results
It is obvious that the choice of hyper-parameters is significant to the performance of the network when CNN is used to solve practical problems. Therefore, this experiment shows different accuracies with different values of Hyper-parameter settings. Smartphone-Based Human Activity Recognition Using CNN Validation data set also is applied and the values of two important parameters in validation are evaluated in our experiments. One is the frequency of network validation in terms of the number of epochs, which is set to one. The other is the patience of validation stopping which determine the iteration number automatically during the training process. Figure 3 shows the relationship between the loss on the validation data set and the number of epochs with 30 kernels in each layer and with different optimizers. It is found that 15 is a good setting for the patience of validation stopping. The similar result is found when the number of filter is set to 10, 20, 30, 60, 90, 120, 150, 180, 210, 240, 270 and 300 respectively.
For comparing the two different CNN architectures, the experiments have been done ten times. For the fairness and objectivity, an accuracy rate is obtained by averaging the results of 10 random experiment results. When the Adam optimizer is used in this CNN architecture, the average accuracy for architecture A is 96.30% and the average accuracy for architecture B is 96.72%. When the SGDM optimizer is used in this CNN architecture, the average accuracy for architecture A is 95.91% and the average accuracy for architecture B is 96.49%.
The results of the 10 experiments are also plotted in Fig. 4 . It can be seen that for most cases the final recognition accuracy of architecture B is higher than that of architecture A with both optimizers.
The number of filter maps is very important for the CNN network architectures. For seeking the most appropriate number of filter maps per layer for Architecture B, ten experiments are done with different number of filter maps in different layers. The curves about the average accuracy of the Architecture B under different filter map numbers in the different layers are plotted, where the number of filter maps is set to 10, 20, 30, 60, 90, 120, 150, 180, 210, 240, 270 and 300 respectively. First of all, we only change the number of the filter maps in the first layer when all other parameters are fixed. As shown in Fig. 5(A) , 180 is the best number for the first layer. Second, we only change the number of the filter maps in the second layer when the number of filter maps in the first layer is set to 180 and other parameters remain the same. As shown in Fig. 5(B) , 60 is the best number in the second layer. Finally, we set the number of filter maps in the first and second layer to 180 and 60 respectively, and only change the number of filter maps in the third layer. As shown in Fig. 5(C) , 30 is the optimal number of filter maps in third layer. So, a good setting for the numbers of filter maps in the three layers is (180, 60, 30). Table 1 shows the confusion matrix produced using the Adam optimizer with the good setting found above for Architecture B. It is found that the recognition accuracy of all six activities is over 93%. And the accuracy of laying is up to 100%, the accuracy of walking and walking upstairs is over 99%. The accuracy of walking downstairs is up to 98.1%. The accuracy of sitting and standing is lower than other activities, but still reaches 95.5% and 93.3% respectively. A probable cause is that sitting and standing both are static movements, so the data collected for the two activities are similar, thus the local features extracted by CNN are similar as well.
The two proposed CNN architectures including Architecture A and Architecture B are also compared with CNN architectures for HAR proposed in other papers for the same UCI HAR dataset. Both Architecture A and Architecture B uses the good setting for the numbers of filter maps which is (180, 60, 30). The recognition accuracies produced with different CNN architectures are compared in Table 2 . From Table 2 , it can be seen that using the proposed Architecture B produces the highest recognition accuracy, while using the proposed Architecture A produces the second highest recognition accuracy among all the 7 CNN methods. 
Conclusion
In this paper, Architecture A and Architecture B are designed for HAR. From the experimental results, it is easily found that the accuracy of the Architecture B is higher than that of Architecture A under the same conditions. It is found that the CNN network architecture which uses the combinations of different kinds of signal sources at the first convolution layer, as in Architecture B, can produce better HAR results. The reason may be that the kind of architecture can extract more discriminative features for classification. Our future work is to apply the Architecture B on more datasets and to improve the recognition rate by adding more features to input data. 
Method
Accuracy on test data set CNN [2] 93.8% CNN [25] 95.31% Deep CNN [1] 97.01% tFFT + Convnet [16] 95.75% CNN + Stat.features [25] 96.06% Proposed Architecture A 97.08% Proposed Architecture B 97.50%
