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Abstract
In semiconductors at low temperatures, electrons may be localized on impurity
centers. Assisted by phonons, conduction is possible by ’hopping’ from occupied to
unoccupied states.
We study the equilibrium and current properties of such systems numerically,
using a two-dimensional lattice model. Results are found using both mean field
calculations and Monte Carlo simulations, and a detailed comparison is made of
equilibrium and current properties.
It is shown that a modified version of the mean field transition rates yields res-
ults which is in better agreement with Monte Carlo results. In the Efros-Shklovskii
regime, mean field resistor networks are found to underestimate the conductivity
compared to Monte Carlo results. Furthermore, this underestimation can be asso-
ciated with a longer average jump length compared to Monte Carlo results. This is
shown using statistics and mappings of current.
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Notation, Units and Abbreviations
The use of symbols is often a source of confusion, as preferences may vary from author
to author. I have done my best to keep notation as consistent and clear as possible, al-
though for some quantities I have used similar symbols (ν,N, f, ...). The most frequently
used symbols used in this text are:
• r, r: distance, (distance vector).
• Ef , Ef : Electric field, (electric field vector).
• T : Temperature.
• a: Localization length.
• ǫi, ǫj, ... : The electron single particle energies at site i, j (or electronic potential).
• φi, φj , ... : The on-site energy, defined by equation (3.3).
• Φi(j): The single particle energy at site i excluding the interaction with site j.
• g(ǫ): The density of states.
• Γij: The transition rate of jumps from site i to j.
• γij : The mean field approximation to Γij.
• ni, nj, ... : Occupation numbers at sites i, j, ... . Possible values are 0 and 1.
• fi, fj, ... : The mean field approximations to 〈ni〉, 〈nj〉, ... . with accepted values
0 ≤ fi ≤ 1
• NBE : The Bose-Einstein distribution.
• fFD: The Fermi-Dirac distribution.
• L: Lattice length
The appreviations used in this text are:
• MC: Monte Carlo
• MF: Mean field
• SPE: Single Particle energy.
In the following, except in section 2, we set the ratio of the electron charge to
dielectric constant e/κ = 1 and the Boltzmann constant kB = 1.
In part II, distances r are measured in units of the lattice constant (nearest neighbor
distance).
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Part I
Theory
1 Introduction
In disordered semiconductors, under certain conditions, the electronic wavefunctions at
impurity centers are localized. At lower temperatures, electrons are ejected from the
conduction band, and holes from the valence band. They then occupy these localized
states.
Depending on the ratio of acceptors to donors, a fraction of the donor states are
unoccupied. Then, conduction is due to ’hopping’ between localized states, from oc-
cupied to unoccupied sites. This hopping is assisted by phonons which cause deforma-
tions in the crystal. The availability of phonons follows the Bose-Einstein distribution.
Thus, the conductivity of such systems is very temperature-dependent. Furthermore,
the transition rate is proportional to the overlap between wavefunctions, which, for
hydrogen-type states, decays exponentially.
The original theoretical foundation for such systems is a mean field approximation.
This approximation reduces all quantities that fluctuate in time to time-independent,
averaged ones. Then, in a linear approximation, a pair of sites can be described as
a resistor, where the value of the resistor depends on the distance between and the
energies of the two sites. The conductivity can then be calculated by that of resistor
network.
At temperatures so low that the configuration is close to the ground state, correl-
ations lead to a dip in the density of states at the Fermi level, known as the Coulomb
gap.
By using resistor networks, the Efros-Shklovskii law of conductivity can be derived.
At higher temperatures, where there is no Coulomb gap, an equivalent derivation leads
to Mott’s law. In both the Mott and Efros-Shklovskii regimes, a characteristic is the
average hopping length, which theoretically increase with lower temperatures. This
property has been given the name ’Variable Range Hopping’ (VRH).
Typically, in later years, these systems have been studied numerically using Monte
Carlo-type simulations. These simulations, in contrast to mean field theory, take into
account the fluctuations of occupation numbers and energies. Thus, correlations in ener-
gies and occupation numbers can be exactly described. At low temperatures especially,
a disadvantage of Monte Carlo simulations are the long duration times.
The advantage of a mean field approach is its simplicity. Still, concepts and theory
from this method is still in use and widely referred to. In e.g. [1], a mean field approach
was used to study conductivity properties, and in [2] to study the dynamics.
It is however unclear to what precision mean field theory can be used. In this thesis,
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we study the properties of these systems, comparing mean field calculations to Monte
Carlo simulations in an attempt to see what and how large the differences are in results
using these two methods.
2 Semiconductors
Solid state materials can be divided into three main groups, depending on their electric
conductivity: Metals, semiconductors and insulators. These properties can be explained
in terms of allowed electronic energy levels in these materials.
2.1 Electronic levels in semiconductors
The allowed energy levels are solutions to the Schro¨dinger equation:
Hˆ0ψn,k = En,kψn,k (2.1)
Ignoring electron-electron interactions, Hˆ0 is
Hˆ0 =
1
2m0
pˆ2 + V (r), pˆ ≡ −ıh¯~∇, (2.2)
where V (r) is the periodic potential of the lattice structure and m0 is the mass of the
electron.
Blochs theorem states that the wavefunctions ψn,k must have the form
ψn,k = e
ikrun,k(r) , (2.3)
where un,k(r) is a periodic function with the periodicity of the lattice. Analytic solu-
tions to equation (2.1) are possible only for the simplest models. Otherwise, numerical
methods are necessary for finding solutions.
Figure 2.1: Simplified band diagram of a semiconductor. The filled valence band in
gray, and the empty conduction band in white.
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The n-index in (2.3) refers to the energy band n, while the energy varies continuously
with k.
The group velocity of a Bloch electron is
v =
1
h¯
∇kE(k) (2.4)
Thus, to create a current, there must be an imbalance in the occupations numbers
f(En,k) and f(En,−k). This can only happen if a given band is partially filled.
We refer to the lowest band as the valence band, and the next lowest as the conduc-
tion band. If the valence band and conduction band overlap, or if the valence electrons
only partly fills the valence band, the material is a metal.
If the valence electrons exactly fill the valence band, and there is a gap between the
valence and conduction band, see figure 2.1, depending on the width of energy gap, a
crystal is either a semiconductor or insulator. Semiconductors, at room temperature,
have a electrical resistivity from 1 · 10−3 to 109 ohm-cm [3].
2.2 Doping and compensation
By deliberately introducing certain impurities into the host material, the electrical prop-
erties of the semiconductor can change significantly. These impurities, or dopants, are
divided into two groups: Acceptors and donors.
Acceptors are impurities which, at room temperature, ’capture’ one or more elec-
trons from the neighboring atoms, leaving a hole, or the lack of an electron, in the
semiconductor. The energy level of the captured electron lies just above the valence
band.
Donor electrons, on the other hand, have energies just below the conduction band.
They are therefore able to donate electrons to the conduction band, leaving a positive
charge at the impurity center.
In semiconductors, at certain temperatures, there is sufficient thermal energy to
excite donor electrons into the conduction band, increasing the carrier concentration in
the conduction band.
Likewise, valence electrons are easily excited into acceptor states, increasing the
carrier concentration in the valence band in the form of holes.
The ratio between the acceptor and donor concentration, we call the compensation
ratio:
K =
NA
ND
, (2.5)
where NA, ND is the acceptor, donor concentration respectively.
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2.3 Impurity states
The solutions, En,k, to equation (2.1) typically depends on k in a complicated manner,
but for small k (the Brilloun zone center), it is often well described as a free particle
with an effective mass m∗:
En(k) =
h¯2k2
2m∗
(2.6)
A single impurity acts as a point charge, adding the potential U = 1r to the Hamiltonian:(
H0 + U(r)
)
ψ = Eψ (2.7)
By expanding ψ in Bloch functions, it can be shown [4] that solutions to ψ are hydrogen
type states with energy levels
Et = − m
∗
2h¯2t2
, t = 1, 2, 3, ... (2.8)
E1 is the ionization energy of an isolated impurity, the energy needed to excite the
electron into the conduction band, with the wave function
ψ = (πa3)1/2e−r/a , (2.9)
where a is the effective Bohr radius, which henceforth we call the localization length,
a =
h¯2κ
m∗e2
, (2.10)
and κ is the dielectric constant of the material.
2.4 ρ1 - conductivity
At high temperatures, conductivity is almost entirely dominated by the intrinsic prop-
erties of the semiconductors. This is due to the electrons excited across the band gap,
Eg. At these temperatures, the density of free electrons/holes is
n = p ∼ e−Eg/2T (2.11)
Lowering the temperature, as the intrinsic carrier concentration decrease, carriers gen-
erated from shallow impurities become more important, and may be the dominating
source of carriers.
For example, in silicon at room temperature, the addition of 1 boron atom per 105
silicon atoms, increases the conductivity by a factor of 103 [3].
In the temperature region where carriers are mostly due to ionized impurities, the
carrier concentration is given [4] by
n ∼ e−E1/2T , (2.12)
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when KND ≪ n(T ), and
n ∼ e−E1/T , (2.13)
when n(T )≪ KND.
At these temperatures, the conductivity often follows
σ(T ) = σ0e
−ǫ1/T , (2.14)
where ǫ1 is a number close to the ionization energy.
At even lower temperatures, electrons are recaptured by impurities and conduction
is no longer due to free electrons.
3 Semiconductors at Low Temperatures
3.1 Localization
We make the distinction between heavily doped and lightly doped semiconductors based
on the conductivity at low temperatures. The conductivity of heavily doped semicon-
ductors are weakly dependent on temperature (metallic), while in lightly doped semi-
conducturs, it is of the form σ ∼ e−ǫ/T (activated) [4].
This difference is due to the character of the impurity states. In heavily doped
semiconductors, the states are extended, while in lightly doped semiconductors, they
are localized.
The condition for localization is a complicated problem. Anderson, in [5], used the
following criterion for localization in lattices: Given a wave function initially as a site
function ψ, it is not localized if when the time t→∞, ψ(r)→ 0. If ψ(r) remains finite,
it is localized.
In a lattice of impurity atoms, localization is a non-trivial problem which depends
on the the distribution of site potentials ǫi and overlap integrals.
Assuming a wavefunction composed of isolated impurity wavefunctions φ(r − rj),
solutions to equation (2.7): ψ(r) =
∑
j ajφj(r − rj), Anderson’s model assumes ǫi are
evenly distributed in |ǫ| < W/2, in a periodic lattice, such that the Hamiltonian is
Hˆ =
∑
j
ǫja
+
j aj +
∑
j,m6=0
I(m)a+j aj+m , (3.1)
where I(m) is the overlap integral between a site and the m’th nearest neigbor.
For sufficiently large W/I, all electrons are localized, while for smaller W/I, there
are only localized states in the tails of the distribution of energies.
3.2 The impurity band structure
A semiconductor can be defined to be lightly doped if the overlap integral between
neigboring sites is small compared to W. In that case, we can then relate ǫi to the
14
potential due to all other ionized acceptors and donors. Assuming all acceptors have
a unit negative charge, the electron potential at a site i is, counted from the isolated-
impurity level, E1, is
ǫi =
acceptors∑
k
1
rik
+
donors∑
l
nl − 1
ril
(3.2)
where nj is the number of electrons at donor j, and rij = |ri−rj| is the distance between
sites i, j. We will refer to the energies given by (3.2) as the single particle energies.
The energy caused by the acceptors, we shall refer to as the on-site energy, labelled
φ. Assuming all acceptors have one negative unit charge,
φi =
acceptors∑
k
1
rik
(3.3)
In lightly doped semiconductors, there are two factors contributing to the dispersion
of energy levels. The first is dispersion caused by the wavefunction overlap between
impurity states. Due to exponential decay with length, for lightly doped semiconductors,
this can be ignored.
The important factor causing dispersion is due to the long-range potential of all
ionized donors and acceptors, given by (3.2).
At low (K ≪ 1) and high (1 − K ≪ 1) compensation, this leads to a peak in the
density of states at the isolated impurity level, like in figure 3.1.
Figure 3.1: The impurity band density of states for a semiconductor with weak com-
pensation (left) and high compensation (right). Shaded area is filled states, white area
unfilled states.
Figure 3.1, referring to [4], is qualitatively true, except for states near the Fermi
level, µ, where Coulomb interactions may lead to a soft gap in the density of states. For
low and high compensations, this gap is small compared to the width of total density
of states, while for intermediate compensations, it is large.
In the ground state, the electronic levels given by (3.2) is subject to the following
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condition: For a filled site i and an unfilled site j,
ǫj − ǫi − 1
rij
> 0 (3.4)
Or: The energy change in the transition i → j must be positive. This has important
consequences [4]: At the Fermi level, µ, the density of states must be zero. Furthermore,
the density of states around the Fermi level must fall at least as dg(ǫ)/dǫ = ǫ2 (in 3D)
or dg(ǫ)/dǫ = ǫ (in 2D). This leads to a gap in the density of states around µ, known
as the Coulomb gap.
Figure 3.2: The density of states in the ground state for the impurity band with K =
0.5, and g(ǫ) ∝ |ǫ|. Shaded area is filled states, white area unfilled states.
3.3 Miller-Abrahams transition rates
We are interested in the transition rate between localized wavefunctions. In terms of
quantum mechanics, transitions from one quantum state |i〉 to another |j〉 are possible
when there is a perturbation in the Hamiltonian, Hˆ ′. In the context of lightly doped
semiconductors, Hˆ ′ is due to deformations in the material by phonons. The transition
rate from a state |i〉 to a state |j〉 is then given by Fermi’s golden rule:
Γij =
2π
h¯
(
V0
8π3
)∫
dq δ(h¯sq −∆ǫij)|〈j|Hˆ ′|i〉|2 , (3.5)
where V0 is the volume, s is the speed of sound and q = ∆ǫij/h¯s is the wave vector,
where ∆ǫij is the change in energy in the transition i→ j.
The calculation of (3.5) was done in [6], with the result1:
Γij = ni(1− nj) E
2
1
πρ0s5h¯
4 |∆ǫij |I2ijN(∆ǫij) , (3.6)
1It must be noted that other models give other values of the exponent of |∆ǫij |, e.g.
Γij ∝ |∆ǫij |
2
IijN(∆ǫij)
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where E1 is constant describing the deformation potential and ρ0 is the crystal density.
N(∆ǫij) is the number of phonons with wavevector q = ∆ǫij/h¯s and is given by the
Bose-Einstein distribution, for a temperature T ,
N(∆ǫij) = NBE(|∆ǫij |) = 1
e|∆ǫij |/T − 1 (3.7)
for phonon absorption (∆ǫij > 0), and
N(∆ǫij) = NBE(|∆ǫij |) + 1 (3.8)
for phonon emission (∆ǫij < 0).
Iij is the wavefunction overlap:
Iij = −
〈
i| 1
ri
|j〉+ 〈i|j〉〈i| 1
rj
|j〉, (3.9)
which, when using hydrogenic wavefunctions and assuming an exactly isotropic mass,
averages to
Iij = (
2
3a
)(
rij
a
) e−rij/a , (3.10)
such that the transition rate from a site i to j is given by
Γij =
E21
πρ0s5h¯
4 (
2
3a2
)2r2ij|∆ǫij |e−2rij/a[NBE(|∆ǫij |) + Θ(−∆ǫij)] , (3.11)
where Θ(x) is the Heaviside step function. The constants are most often, and more
convenient, included in a factor ν0:
Γij = ν0 e
−2rij/a[NBE(|∆ǫij|) + Θ(−∆ǫij)] (3.12)
Relating the change in energy to the the single particle energies {ǫi} given by (3.2),
for a set of occupation numbers {ni}, the change in energy in the transition i→ j is
∆ǫij = ǫj − ǫi − 1
rij
, (3.13)
where ǫj is the energy given by (3.2) before the transition, hence the term 1/rij in (3.13).
3.4 Coulomb glasses
Doped semiconductors with strongly disordered, localized states and long-range Cou-
lomb interactions, with transitions due to hopping, often exhibits interesting properties
such as 1/f -noise, see e.g. [7].
Another phenomenom, at such low temperatures that there is a Coulomb gap, is
slow relaxations, observed experimentally, see e.g. [8], and in simulations, e.g. [9].
Materials that exhibit this type of glassy behaviour are often called Coulomb Glasses
or Electron Glasses.
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3.5 Mean field theory
Analytical theory of Coulomb glasses is difficult, due to the large number of different
configurations of occupation numbers {ni}. For ND donors and NA acceptors, when all
acceptors have captured an electron, this number is
N =
(
ND
NA
)
=
ND!
(ND −NA)!NA! (3.14)
Numerical methods, such as Monte Carlo methods, have in the later years been import-
ant to the understanding of Coulomb glasses.
The first attempts to estimate the conductivities of such systems, dates back to [6],
where the system was treated as a resistance network, where the value of each resistor
was given as a function of r and ∆ǫ. The conductivity was found be
σ ∝ e−ǫ3/T , (3.15)
by considering linear chains of resistors, where ǫ3 is some constant. Equation (3.15) is
valid only under certain conditions [4].
A percolation treatment (percolation is discussed in section 3.6) was used in [10] to
show that only states in a small band around the Fermi level contributed to conduction,
giving Mott’s law, in d dimensions:
σ ∝ e−(T0/T )1/(d+1) (3.16)
In [6] and [10], the density of states at the Fermi level was assumed to be constant
and non-zero. As mentioned earlier, at low temperatures, there is a Coulomb gap at
the Fermi level. Using the same approach as Mott, Efros and Shklovskii, showed that
this leads to, independent of dimension,
σ ∝ e−(T0/T )1/2 , (3.17)
known as the Efros-Shklovskii (ES) law.
3.5.1 The mean field equations
The derivation of equations (3.16) and (3.17) is made assuming a specific form of the
density of states, g(ǫ): g(ǫ) = g0 and g(ǫ) = α|ǫ|(dimension−1) respectively. The latter
correspond to the ground state, while the former correspond to a temperature where
the Coulomb gap has vanished.
Thermal fluctuations can be incorporated in the energies using a mean field ap-
proach. In mean field theory, as an approximation, the time-dependence in equations
(3.11) and (3.2) can be replaced by time-averaged quantities. These quantities are given
by a set of equations which we from hereon will call the mean field equations.
These equations are [4]:
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• Single particle energies and occupation numbers:
ǫi = φi +
∑
j 6=i
fj
rij
, (3.18)
where the set {fi} are the mean occupation numbers determined by the Fermi-
Dirac distribution:
fi = fFD(ǫi) =
1
eǫi/T + 1
(3.19)
For a system with N sites, the set {ǫ1, ǫ2, ....ǫN} given by equation (3.18) forms a
self-consistent set of N number of equations.
• Transition rates:
By replacing time-fluctuating single particle energies (3.2) with the approximation
(3.18), the change in energy in the transition i→ j is
∆ǫij = ǫj − ǫi, (3.20)
and we obtain expressions for the average transition rates between sites,
〈ni(1 − nj)Γij〉. Labelling the mean field rates γ, these are, for a pair of sites
i, j:
γij = ν0 fi(1− fj)e−2rij/a[NBE(|∆ǫij |) + Θ(−∆ǫij)] (3.21)
In equilibrium, these are balanced: γij = γji.
This approximation must have some limitations. As Efros and Shklovskii writes in
[4], “(...), for intermediate compensation or for variable-range hopping conductivity the
above approximation is not justifiable. In our view this lead to an unknown numer-
ical factor in the exponent characterizing the temperature dependence of the electrical
conductivity”.
Here, we focus on exactly variable range hopping. Still, we will use the equations
above in our later calculations, as was also done in [1]. A more sophisticated set of
equations is exists, which also follows [4], is described in section 3.5.3.
3.5.2 Formulation of a resistance network
The equations in section 3.5 applies to a closed system. In an open system with an
applied external electric field Ef , the balance between transition rates is upset, creating
a current.
19
In a linear approximation, the system can be reformulated as a resistance network
[4]. Following this derivation, ignoring the energy dependence of ν0:
The electric field redistributes the electrons over donors. In a weak field, these
corrections can be considered small: fi = f
0
i + δfi. In addition to the electric field, the
change in occupation numbers of all donors in turn causes small changes in site energies:
δǫi = Ef · r+
∑
j 6=i
δfj
rij
(3.22)
The change in occupation numbers can be expressed as a change in the local chemical
potential:
fi(E) = f
0
i + δfi =
1
1 + e
ǫi−δµi
T
(3.23)
In an open circuit, δµ = −δǫ, and there is no net flow. In a closed circuit, δµ 6= −δǫ,
with a resulting imbalance γij 6= γji, where
γij = γ
0
ij + δγij
γji = γ
0
ji + δγji
(3.24)
γ0ij = γ
0
ji are the transition rates in equilibrium. The net current from site i to site j is
then
Jij = −(δγij − δγji) (3.25)
δγij can be obtained by expanding γij to first order:
δγij =
∂
∂fi
γ0ijδfi
∣∣∣
f0i
+
∂
∂fj
γ0ijδfj
∣∣∣
f0j
+
∂
∂∆ǫij
γ0ijδ(∆ǫij)
∣∣∣
∆ǫ0ij
(3.26)
For a negative energy transition ∆ǫij < 0, this is
δγij =
1
f0i
γ0ijδfi −
1
1− f0j
γ0ijδfj +
1
1 +NBE
dNBE
d∆ǫ
γ0ijδ∆ǫij , (3.27)
where
dNBE
dE
= −N2BE
e∆ǫ/T
T
Furthermore, using the relation
NBE(∆ǫ)e
∆ǫ/T = 1 +NBE(∆ǫ)
we eventually get
δγij =
1
f0i
γ0ij δfi −
1
1− f0j
γ0ij δfj −
NBE
T
γ0ij δ∆ǫij , (3.28)
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while for the opposite transition
δγji = − 1
1− f0i
γ0ij δfi +
1
f0j
γ0ij δfj +
1
NBE
dNBE
dE
γ0ij δ∆ǫji , (3.29)
which becomes
δγji = − 1
1− f0i
γ0ij δfi +
1
f0j
γ0ij δfj −
NBE + 1
T
γ0ij δ∆ǫij (3.30)
We then get an expression for the current from site i to j:
Jij = −(δγij − δγji)
= γ0ij
[(
δf0i (
1
f0i
− 1
1− f0i
) + δf0j (−
1
f0j
+
1
1− f0j
) +
δ∆ǫij
T
]
(3.31)
The linear corrections to fi can be expressed in terms of the adjusted chemical potential
µi:
δfi ≈ ∂fi
∂µi
δµi = −e
ǫ0i /T
T
(f0i )
2δµi =
(1− f0i )f0i
T
δµi , (3.32)
such that the end result is
Jij = −
γ0ij
T
(
δµj − δµi + δǫj − δǫi
)
(3.33)
Current conservation requires: ∑
j 6=i
Jij = 0 (3.34)
Thus, the quantities δµi + δǫi can be associated with the value of the local electro-
chemical potential Ui at each site, (δµi + δǫi = Ui):
Jij = −
γ0ij
T
(Ui − Uj) (3.35)
Thus, the linear response to a weak electric field enables the system to be formulated
as a resistance network where each resistance
Rij =
T
γ0ij
(3.36)
is determined from equilibrium solutions of the system.
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3.5.3 Modification of transition rates and the resistor network
The mean field equations, (3.18), and (3.19), give sets of average occupation numbers
and single-particle energies. At low temperatures, it is clear that these solutions must
tend to some pseudo-stable state. By pseudo-stable, we mean a configuration which is
stable against one-particle jumps. At these temperatures, where ǫi, ǫj , ∆ǫij ≫ T , the
mean field transition rates are, to a good approximation,
γij ≈ ν0 e−2rij/a−ǫij/T , (3.37)
where
ǫij =
{
max{|ǫi|, |ǫj |} , ǫi · ǫj > 0
|ǫj − ǫi| , ǫi · ǫj < 0
(3.38)
At these temperatures, a Coulomb gap has been formed at the Fermi level. Thus, jumps
across the Fermi level must account for a large part of transitions. In fact, when the
system is in its ground state, these jumps are the only allowed jumps.
However, Equation (3.37) indicates that there is a preference for jumps on the same
side of the Fermi level. This is due to the definition of the mean field transition rates,
equation (3.21).
For energies |ǫi| >> T , fi must be close to 0/1 for states above/below the Fermi
level. Then, for a transition from a negative energy site i to a positive energy site j,
the change in energy ∆ǫij includes the contribution from the occupied state i. This is
an unphysical self-interaction.
To see this more clearly, consider the change in energy in a transition between a pair
of sites:
∆ǫij = ǫj − ǫi = (φj + fi
rij
+
∑
k 6=i,j
fk
rjk
)− (φi + fj
rij
+
∑
k 6=i,j
fk
rik
) (3.39)
The two terms, fi/rij and fj/rij , in equation (3.39), is a contribution from the sites
themselves.
In the exact case, a transition is the transfer of one electron from site i to site
j. In that case, (exchanging occupation numbers, fi → ni) the expression in the first
parentheses must be the energy at site j after the transition, and the expression in the
second parenthesis is the energy at site i before the transition, in which case ni = nj = 0.
Thus, equation (3.39) is only a good approximation if |fi − fj| ≪ 1.
For a pair of sites are both on the same side of the Fermi level: (ǫi · ǫj > 0), this
results in the appropriate change in energy. When ǫi, ǫj > 0, fi, fj ≈ 1 and when
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ǫi, ǫj < 0, fi, fj ≪ 1, such that
∆ǫij ≈ φj +
∑
k 6=i,j
fk
rjk
− φi +
∑
k 6=i,j
fk
rik
In the opposite case, for a pair of sites both on opposite side of the Fermi level
(ǫi · ǫj < 0), the result is
∆ǫij ≈ φj +
∑
k 6=i,j
fk
rjk
− φi −
∑
k 6=i,j
fk
rik
+
fj − fi
rij
fj −fi ≈ −1 for downwards transitions, and fj −fi ≈ 1 for upwards transitions. Thus,
there is an additional term, an unphysical contribution to the energy change. If ∆ǫ0 is
the exact change: ∆ǫij ≈ ∆ǫ0 ± 1rij .
At low temperatures after the formation of the Coulomb gap, the magnitude of this
term is limited by the condition of a pseudo-stable state: Any transition from a filled
state i to an unfilled state j must have a positive energy change: ǫj − ǫi > 1/rij , which
sets a limitation on the minimal distance between these states:
rij >
1
ǫj − ǫi ,
which is of the order of the energy change ∆ǫij .
The issue of self-interaction can be resolved by using a modified version of the
transition rates. In [4], the following derivation were for a system in the ground state
configuration. We will use the same derivation, but for any configuration. Following
[4], we use the following reasoning:
Assuming the system is in some configuration, with the sites i and j initially empty.
We can then assume the occupation probability on sites i, j follows a function F (ni, nj).
This probability depends on the energy change E(ni, nj) in the system with the addition
of (ni, nj) electrons.
Defining
Φi(j) = ǫi +
∑
k 6=i,j
fk
rk,i
(3.40)
as the single particle energy at site i excluding the contribution from neighbor j, the
energy change is,
E(ni, nj) =


0, (ni, nj) = (0, 0)
Φi(j), (ni, nj) = (1, 0)
Φj(i), (ni, nj) = (0, 1)
Φj(i) +Φi(j) + 1/rij , (ni, nj) = (1, 1)
(3.41)
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and F (ni, nj) must be
F (ni, nj) =
1
Zij
exp
[
− 1
T
(Φi(j)ni +Φj(i)nj +
1
rij
ninj)
]
(3.42)
where 1/Zij is the normalization constant, the inverse of the partition function of the
two-site system:
Zij = 1 + e
−
Φi(j)
T + e−
Φj(i)
T + e−
Φi(j)+Φj(i)+1/r
T (3.43)
The transition rate from i to j then must follow
γij = F (1, 0) ν0 e
−2rij/a
[
NBE(|∆Φi(j)|) + Θ(−∆Φi(j)))
]
(3.44)
These rates are balanced in equilibrium: γ0ij = γ
0
ji. An external electric field upsets
this balance, creating a net current in the system. By following a derivation like that
in 3.5.3, it can be shown that the result is a resistance network, where the resistances
Rij now are given by
Rij =
T
γ0ij
(3.45)
where γ0ij is given by equation (3.44). At low temperatures Φi(j),Φj(i) and ∆Φi(j) ≫ T ,
this can be approximated to, omitting the superscript,
γij ≈ ν0 e−2rij/a−ǫij/T , (3.46)
which is the same as eq. (3.37), except for an additional 1/r term for jumps across the
Fermi level:
ǫij =
{
max{|ǫi|, |ǫj |} , ǫi · ǫj > 0
|ǫj − ǫi| − 1rij , ǫi · ǫj < 0 .
(3.47)
3.6 Percolation
In the previous sections, we saw how the mean field approximation allowed the for-
mulation of a resistance network. When doing calculations of the conductivity, this
approximation offers a great reduction in complexity compared to the equations formu-
lated in section 3.3.
Solving the resistance network, however, still is not trivial, at least not analytically.
In later sections, we find numerical solutions of the resistance networks. Here, we will
briefly introduce percolation theory, which provides one way to estimate the conduct-
ivity.
Percolation theory has its origin as a mathematical problem in the 1950s, and can
often be related to physical systems, e.g. ferromagnetic materials and flow in porous
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media. Such systems can often be described by sites connected by bonds. By allowing
some of these bonds or a sites to be switched on, depending on some probability x, there
will be a formation of connected sites, clusters. At the critical value xc, there should a
formation of an infinite cluster.
In a finite system, we are often interested in the treshold for percolation between
opposite sides.
3.6.1 Estimation of conductivity by percolation
Percolation theory produces a framework for conductivity calculations, if we the relate
bonds to the resistors: Rij = R0e
ξij . We assume that the range of values of ξ is large
(compared to 1).
If we remove all resistors with a ξ-value less than ξ′, there must be some value
ξ′ = ξc, in which an infinite cluster of sites first is formed. The value for ξc, we call the
percolation threshold.
The networks consisting of resistors with ξ′ < ξc form a number of isolated clusters,
while the crucial connections between clusters are made of resistors with ξ′ ∼ ξc. The
critical subnetwork is the network consisting of these resistors. For this network, a usual
limitation on ξ′ is ξ′ < ξc + 1.
It is now reasonable to assume that the total conductivity is largely determined
by the the resistors with ξ ∼ ξc. The argument for this is that while the network
with ξ′ < ξc make up the bulk of the network, their resistance is low compared to the
connections between clusters.
Since these connections are made by resistors with ξ ∼ ξc, they should also largely
determine the conductivity of the total system, while resistors with ξ >> ξc cannot be
of significance, because of the exponential dependence on ξ; They are shorted by the
critical subnetwork.
This reasoning leads to the following expression for the conductivity
σ = 1/ρ = σ0e
−ξc (3.48)
Thus, if ξ depends on temperature, the temperature dependence , σ(T ), can be found
by finding an expression for the percolation threshold ξc.
3.6.2 The Efros-Shklovskii law
At low temperatures (ǫi,∆ǫij ≫ T ), equation (3.21) can be approximated
γij = ν0 e
−
2rij
a
−
ǫij
T = ν0 e
ξij , (3.49)
with ǫij given by equation (3.38), such that the pair-wise resistances, in this approxim-
ation, are given by equation (3.36),
Rij ∝ e
2rij
a
+
ǫij
T (3.50)
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Assuming that the conductivity of the total network is determined by the ξ-value
of the critical resistor,
σ ≈ σ0e−ξc , (3.51)
the problem consists of estimating the value of the critical resistance Rc ∝ eξc .
From the percolation threshold ξc, there are limiting values for ǫ and r:
ǫmax = ξc T (3.52)
rmax =
a
2
ξc (3.53)
We now assume that the density of states vanish at the Fermi level, and near the Fermi
level is described by: g(ǫ) = α|ǫ|d−1, where α is some constant and d is the spatial
dimension, the concentration of sites with ξ < ξc is
nc = n(ξc) =
∫ rmax
0
ddr
∫ ǫmax
−ǫmax
dǫ g(ǫ) =
α
d
rdmax 2ǫ
d
max (3.54)
Using equations (3.52) and (3.53) in equation (3.54), we get the expression for the
critical value of ξ, when d = 2:
ξc = (
4nc
a2T 2
)
1/4
= (
T0
T
)
1/2
(3.55)
where T0 = β/a, with β = 2
√
nc. In general, β must be determined numerically.
The jump length corresponding to the critical resistance is
rc =
a
2
(
T0
T
)
1/2
(3.56)
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Part II
Modelling and Numerics
In part I, the basic theory of Coulomb glasses was presented.
The purpose of this parts III and IV is to make a comparison between results ob-
tained from mean field theory and results from Monte Carlo simulations.
In this part, we describe the model, the Monte Carlo program used, and the numerics
of the mean field calculations.
4 The 2D Lattice Model
To model the system of electrons in a Coulomb glass in 2 dimensions, the donor sites
are placed on a square lattice, with sides of length L = 100, with distance 1 between
nearest neighbors, such that the system contains N = L2 = 104 donor sites.
To each site i, we attribute a constant potential energy φi, from a uniform, random
distribution in the interval [−1, 1]. This is the on-site disorder energies caused by
charged acceptors, given by equation (3.3). The same disorder configuration is used in
all calculations in both mean field and Monte Carlo simulations, unless as specified.
To account for the negative charge at the acceptors, we add a constant background
charge ν = 0.5. This charge corresponds to half filling, or N/2 = 5000 electrons in the
Monte Carlo simulations.
In order to remove edge effects, we use periodic boundary conditions in both dir-
ections, such that the electrons both interact with sites on opposite sides and are free
to jump across sides. An exception to this are the resistor networks used in mean field
current calculations. Here, a cut is made between vertical sides, and with the electric
field in the x-direction.
For faster calculations, we set the maximum allowed jump length to 10, and the
Coulomb interactions are cut after a distance of L/2 to avoid self-interaction.
The expressions for the single particle energies are then
ǫi = φi +
∑
j 6=i
nj − 0.5
rij
(4.1)
in Monte Carlo simulations, and
ǫi = φi +
∑
j 6=i
fj − 0.5
rij
(4.2)
in mean field calculations.
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For the transition rates γij and Γij, we set the preexponential factor ν0 = |∆ǫij|/t0,
such that
Γij =
|∆ǫij |
t0
e−2rij/a[NBE(|∆ǫij |) + Θ(−∆ǫij)] (4.3)
for the Monte Carlo rates in the simulations.
The unmodified mean field transition rates (of section 3.5) in this model are
γij =
|ǫi − ǫj |
t0
fi(1− fj)e−2rij/a[NBE(|∆ǫij |) + Θ(−∆ǫij)] , (4.4)
while the modified transition rates are
γij =
|Φi(j) − Φj(i)|
t0
F (1, 0)e−2rij/a(N(|Φ
i(j) −Φj(i)|) + Θ(−Φj(i) +Φi(j))) , (4.5)
where F (1, 0), is given by equation (3.42).
In the following, we set t0 = 1, which defines the timescale. In all calculations, a
localization length a = 1 is used.
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5 On Monte Carlo Simulations
Assuming a system that follows the equations in section 3.3, where the time-evolution is
described in terms of transition rates between configurations, the time-averaged prob-
abilities {PI} of finding the state in a given configuration I, is found by solving the
master equation:
dPI
dt
=
∑
J 6=I
(PJΓJI − PIΓIJ) (5.1)
where ΓIJ is the transition rate between configurations I and J. Solving (5.1) gives the
exact values of PI .
Since the number of possible configurations I in a system with n electrons and N
sites is N !(N−n)!n! , finding an analytical solution of the master equation, quickly becomes
an impossible task.
An alternative to solving the master equation is Monte Carlo simulations. This is
a method for evolving the system from an initial configuration by choosing transitions
depending on likelyhood.
In this thesis, we use Monte Carlo simulations as approximations to the exact solu-
tions.
5.1 Description of program and algorithm
The program used to obtain Monte Carlo results has previously been written by An-
dreas Glatz and Martin Kirkengen in C++. A more detailed description of the program
can be found in [11]. Here follows a short description of the algorithm used.
The foundation of the algorithm is based on an idea in [12], which splits the transition
rate Γij in two factors:
Γij ∝ ΓTijΓAij (5.2)
The transition rate Γij depends on a tunneling probability:
ΓTij = e
−2rij/a (5.3)
and a probability which depends on the activation by phonons:
ΓAij = |∆ǫ|
( 1
e|∆ǫij |/T − 1 + Θ(−∆ǫij)
)
(5.4)
∆ǫij is again the change in energy. In an applied external electric field, this is
∆ǫij = ǫj − ǫi − 1
rij
−Ef∆rij (5.5)
Since the sites are placed on a lattice with no disorder in position, ΓT needs only to
be calculated once. This is a computational advantage, as calculations are faster.
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The initial configuration is defined in the user input, and is either random or set to a
given configuration. The time-evolution from this initial configuration, are determined
from Monte Carlo cycles.
In a Monte Carlo cycle, a transition is either accepted or rejected, according to the
steps below:
• 1: For a random site i, if it contains an electron, using a probability distribution,
weighted by ΓTij , an empty neighbor j is chosen.
• 2: The activation rate ΓAij for the chosen pair i,j is calculated, and accepted with
a probability depending on ΓAij and a number Pm, described below. If rejected,
the program restarts the cycle.
The number of Monte Carlo cycles NMCs before a jump is accepted defines the time
spent in the configuration. This time is given by
t = tMC NMCs (5.6)
where
tMC =
1
L2KPm
∑
ΓTij
(5.7)
where L is the lattice length, K is the compensation, and the summation is over neigbors
closer than the maximum jump length.
The role of Pm is as a cut-off parameter in the acceptance probability of a jump,
see figure 5.1. Any suggested jump with ΓAij > PmT is accepted, while it is accepted
with a probability P = PmT Γ
A if ΓAij < PmT . This is necessary, as in our model, Γ
A
is monotonically increasing to infinity at negative ǫ, which in itself is unphysical.
Pm may be interpretated as a cutoff in in the possible frequencies of phonons, de-
termined by the crystal lattice constant l and s, the speed of sound in the crystal:
|∆ǫ| ≤ hs
2l
(5.8)
5.1.1 Choice of parameters
A proper discussion of the parameters in the Monte Carlo program was given in [11].
The main results are given below.
• For Ohmic conductance, the electric field strength, Ef , should be less than 1/10
of the temperature.
• In the non-Ohmic regime, the choice of Pm influenced the conductivity calcula-
tions. In the Ohmic regime, there was no significant difference between Pm =
3, 20, 50.
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Figure 5.1: Full line: Activation probability ΓA. Dashed line: The cut-off probability
PmT , here set to 3.
Using the results above, in this thesis, we choose Pm = 3, and for the simulations
with an applied electric field, we use Ef = T/10.
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6 Mean Field Solutions
6.1 Numerical solutions of the mean field equations
The mean field SPE energies, given by equations (3.18) and (3.19) require numerical
methods to be solved. Here, we find solutions by an iterative procedure:
• We start with some set of initial values: (ǫ1, ǫ2, ..., ǫN )1. either random or specified.
• We declare a new set of energies, identical to the initial: (ǫ1, ǫ2, ..., ǫN )2=(ǫ1, ǫ2, ..., ǫN )1
• In a random order of sites i = {1, 2, .., 104}, new values (ǫi)2 are calculated as
(ǫi)2 = φi +
∑
j 6=i,where
rij<L/2
(fj)2 − 0.5
rij
(6.1)
The new value of (ǫi)2 replaces the old value in the set (ǫ1, ǫ2, ..., ǫN )2 before the
next value is calculated.
• After all energies have been calculated, we check for convergence by calculating
the change
∑
i δǫi =
∑
i |(ǫi)2 − (ǫi)1|. If
∑
i δǫi is smaller than some threshold
value (using
∑
i δǫi < 1 · 10−6 for a 100x100 lattice), the new set of energies is
accepted as a solution. If not, the previous step is repeated, with (ǫ1, ǫ2, ..., ǫN )1
replaced by (ǫ1, ǫ2, ..., ǫN )2.
6.2 Calculation of current in the mean field approximation
The transition rates between sites for the system without electric field determine the
resistances {Rij} between sites. Then, all sites form a resistance network with with
widely varying resistances. In our two-dimensional model, the sites on the left boundary
are set to a constant potential V, and all sites on the right boundary are set to a zero
potential.
In the following, potentials are labelled U and conductances Γ˜ (= 1/R).
Kirchoffs laws determine the potential at each site. At each site, flow in must equal
flow out: ∑
j 6=i
Jij =
∑
j 6=i
(Uj − Ui) Γ˜ij = 0 (6.2)
or ∑
j 6=i
Γ˜ijUj − (
∑
j 6=i
Γ˜ij)Ui = 0 (6.3)
Since the potential at the boundaries is known:∑
j 6=i,j /∈iB
Γ˜ijUj − (
∑
j 6=i
Γ˜ij)Ui = V
∑
j∈iLB
Γ˜ij + 0
∑
j∈iRB
Γ˜ij (6.4)
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Here, iB , iLB , iRB mean site belonging to left or right boundary, left boundary and right
boundary, respectively.
Equation 6.4 can be rewritten as a matrix equation Gu = b with (N2 − 2N)(N2 −
2N) elements and where the diagonal elements Gi,i are given by
Gii = −
∑
j 6=i
Γ˜ij , (6.5)
and the off-diagonal elements are given by
Gij = Γ˜ij (6.6)
The right-hand side elements of B are
bi = V
∑
j∈iLB
Γ˜ij (6.7)
Matrix inversion of G yields the potentials u = G−1b. (This is done in Matlab
using U=G\B).
The total current is found from
Jtot =
∑
i∈iLB
∑
j /∈iLB
(V − Uj)Γ˜ij (6.8)
In a 100x100 lattice, the total number of conductances is about 1 million, of which
only a small part (10000-100000) are appreciably large. The rest can in practice be
omitted without any sizeable change in the results.
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Part III
Equilibrium Properties
In this section, equilibrium properties, that is, the properties of the system when in
thermal equilibrium, and in the absence of an external electric field, are investigated.
7 Equilibrium in Monte Carlo Simulations
It is necessary to include a discussion to define what is meant by equilibrium in the
context of Coulomb glasses.
In the canonical ensemble 2, two systems are said to be in equilibrium if there is, on
average, no net flow of energy between the two.
In systems where the individual energies of particles are uncorrelated, such as in
an ideal gas, in thermal equilibrium, the occupation probability of the particles (in the
case of fermions) follows a Fermi-Dirac distribution:
fFD(ǫi) =
1
e
ǫi−µ
T + 1
(7.1)
Since the mean field equations are defined in terms of (7.1), where the particle
energies (ǫi) are
ǫi = φi +
∑
j 6=i
fj
ri,j
,
it should be clear that any solution of the mean field equations can be treated as an
equilibrium solution.
Still, this does not deal with the fact that there many solutions to the mean field
equations, and increasingly so at low temperatures. Then one could argue that not
all mean field solutions should be treated equally. For the moment we will leave this
question aside.
More problematic is the question of thermal equilibrium in Monte Carlo simulations.
Coulomb glasses are characterized by the correlated behaviour of the electrons. Here,
electrons interact with the surroundings by emitting and absorbing phonons. Long
range 1/r interaction combined with exponentially decaying (with distance) transition
probabilities sometimes makes a necessary relaxation difficult.
2In the canonical ensemble, two systems are allowed to exchange energy, but not particles.
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Figure 7.1: Energy evolution for Monte Carlo simulations for three temperatures. All
three were started from the same stable initial configuration.
This is particularly evident at low temperatures, as illustrated in figure 7. Here
we see that at T = 0.01, the system occasionally transfer between low/high energy
configurations, while on average remaining stable in energy. These kinds of jumps are
less pronounced at higher temperatures.
This behaviour is also illustrated in figure 7.2, where the average occupation prob-
abilities vs. SPE is plotted for four temperatures and fitted to Fermi-Dirac functions.
The resulting fitting parameters (µ, T ) of the graphs for the four different temper-
atures shown in figure 7.2 were (−0.055, 0.0173), (−0.040, 0.027), (−0.022, 0.045) and
(−0.015, 0.116) respectively.
At temperatures T = 0.04, 0.1, the fitting is good, while for the lower temperatures
T = 0.01, 0.02, the deviation from a pure Fermi-Dirac function must be considered to
be large.
In the remainder of part III, for all Monte Carlo results, all averaged quantities were
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found by using datasets:
• T = 0.01: 6 initial configurations, each 500000 jumps.
• T = 0.02: 6 initial configurations, each 500000 jumps.
• T = 0.04: 3 initial configurations, each 500000 jumps.
• T = 0.1: 1 initial configuration, 500000 jumps.
All systems were allowed to equilibriate by running simulations for large number of
before obtaining the jumps used (At T=0.01, and T=0.02: 3 million, at T=0.04 and
T=0.1: 1 million).
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Figure 7.2: Distribution functions at temperatures T=0.01,0.02,0.04,0.1. Dotted blue
lines: Occupation probabilities obtained from Monte Carlo simulations. Red lines:
Fitted Fermi-Dirac distribution functions. Averaged over 500000 jumps each for 6,6,3
and 1 different initial configurations respectively.
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8 Occupation Numbers
We start by investigating the properties of occupation numbers, fi, and single particle
energies, ǫi.
The mean field results of these are simply solutions of the self-consistent set of
equations, (4.2): 
ǫi = φi +
∑
j 6=i
fj − 0.5
rij

 , i, j ∈ {1, 2, ..., N} , (8.1)
where {fj} are the occupation numbers, determined by the Fermi-Dirac distribution
function.
The Fermi-Dirac-like dependence of occupation numbers on energy, was confirmed
in the previous section, in figure 7.2. Still, it is legitimate to ask to what degree the
mean field equations are able to approximate the ’correct’ results.
At extremely low temperatures, T ≪ |ǫ1|, |ǫ2|, .., |ǫN |, the mean field solutions must
tend toward some pseudo-stable state, with all occupation numbers close to 0 and 1.
Increasing the temperature, transitions occur with increasing frequency, leading to, on
average, a partial charge 〈ni〉 on each site. The question we ask is how well the mean
field occupations fi approximate 〈ni〉.
We obtain the density of sites with averaged occupation numbers from Monte Carlo
simulations. This is done for three temperatures, T = 0.02, T = 0.04 and T = 0.1. The
corresponding density of occupation numbers from mean field are found by averaging
over 100 solutions for each temperature.
Figure 8.1 shows that the density of sites with occupation numbers |ni−0.5|, |fi−0.5|
falls rapidly for values less than 0.5. This fall-off is steeper in the mean field results,
and the fraction of sites with occupation numbers different from 0 and 1 is consistently
lower compared than the Monte Carlo results.
Then, can we explain why this is? Below, we consider a simple case to argue why
the mean field equations are bound to give this behaviour.
Assuming we have a system, consisting of only a single pair of sites sharing one
electron, the occupation probability must fulfill detailed balance:
〈ni〉Γij = 〈nj〉Γji , (8.2)
such that 〈ni〉
〈nj〉 =
Γji
Γij
= e(φj−φi)/T , (8.3)
where φi, φj are the on-site energies.
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Figure 8.1: Density of sites with |occupation number − 0.5|. Blue lines: Mean field
solutions, averaged over 100 solutions for each temperature. Red lines: Monte Carlo
〈ni〉, averaged over 5 · 105 jumps.
Furthermore, since 〈nj〉 = 1− 〈ni〉, we get
〈ni〉 = 1
e
φi−φj
T + 1
= fFD(φj − φi) (8.4)
When the sites are separated by a distance r, the single particle energies are, for the
two possible configurations (ni, nj),
(ǫi, ǫj) =
{
(φi, φj − 0.5/r), (ni, nj) = (1, 0)
(φi − 0.5/r, φi), (ni, nj) = (0, 1) ,
(8.5)
depending on where the electron is located.
In the mean field equations, for the same pair of sites, the occupation probabilities
are a solution of
(fi, fj) :
{
ǫi = φj + (fj − 0.5)/r
ǫj = φi + (fi − 0.5)/r
(8.6)
fi, fj forms a pair of coupled equations which must be solved numerically. Thus, in
contrast to equation 8.4, mean field theory gives
fi = f
(
φi + (fj − 0.5)/r
)
(8.7)
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For close pairs, 1/r ∼ φi, this obviously must have consequences.
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Figure 8.2: Left: Occupation probabilities in a two site-system versus temperature,
with φi = φ, φj = −φ. Red lines: Analytical solution 〈ni〉/〈nj〉 given by (8.2): e−2φ/T
Blue lines: Mean field solution fj/fi. Right: Same as left, in logaritmic axes.
In figure 8.2, using φj = −φi, φi = φ > 0, it is clear that the mean field results
significantly over/underestimates the occupation numbers. At the lower temperatures,
fi, fj stay close to 0 and 1. Thus, at these temperatures, the solutions are
fi ≈ f(φ+ 0.5/r)
fj ≈ f(−φ− 0.5/r)
(8.8)
At the highest temperatures, the opposite effect occurs. Here, both occupation numbers
are close to 0.5, and thus, the occupation numbers are given by approximately
fi ≈ f(φ)
fj ≈ f(−φ)
(8.9)
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9 Density of States
An important criterion for the validity of the mean-field equations, are their ability to
reproduce the correct single particle energy (from hereon SPE) density of states near
the Fermi level. This is because these levels, that is, levels close to the Fermi level, are
dominating in electronic transitions. Outside this range, sites are with high probability
either permanently filled or unfilled.
To check the extent to which this is true, we evolve a system, using a Monte Carlo
simulation, starting with initial configurations that have reached thermal equilibrium.
The average distribution of SPEs is found by averaging over time. At low temperatures
especially, transitions between different pseudo-stable states are very slow. Therefore,
we average once more over different initial configurations.
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Figure 9.1: The density of states of SPEs at four temperatures: Red lines: Averaged
Monte Carlo simulations. Blue lines: Averaged mean field solutions. For Monte Carlo
simulations: Averaging were done over one (T=0.1), three (T=0.04), six (T=0.02) and
six (T=0.01) Monte Carlo simulations. Mean field solutions were averaged over 100
solutions for each temperature.
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The results for the SPE density of states for four temperatures is shown in figure
9.1. At low temperatures (T = 0.01), the curves appearently are very similar. This is
expected, since the occupation numbers {fi} are either 0 and 1 with overwhelming prob-
ability. At increased temperatures, however, the discrepancy between the two models
becomes clearer.
The smearing of the Coulomb gap increasing temperatures is faster in the Monte
Carlo simulations, than in the mean-field equations. This is particularly evident at T =
0.1, where the linearity of the Coulomb gap has almost vanished due to thermal effects,
while still close to linear in the mean-field equations. These results indicate that the
mean-field equations somehow underestimate thermal effects, consistent with the results
in the previous section.
On the other hand, at all four temperatures, there are energies in the Coulomb gap
where the mean-field equations yield a higher density of states. At T=0.04, this is true
from approximately 0.1 < |ǫ| < 0.5, and at T=0.01 approximately from 0.0 < |ǫ| < 0.5.
These effects can also be seen by plotting the average number of filled states per
unit square: N(ǫ) = g(ǫ)f(ǫ), as seen in figure 9.3.
The linear relationship g(ǫ) = α|ǫ| of the density of states has been confirmed before
for both mean field theory and Monte Carlo methods. In [13], using a Monte Carlo
approach to minimize energy, α was found to be consistent with a theoretical prediction
of 2/π in 2D.
In these results, at T = 0.01, a linear fit close to the Fermi level, seen in figure 9.2, gives
α ≈ 0.66 for Monte Carlo simulations, while the mean field results give α ≈ 0.70. Thus,
the Monte Carlo result is closer to the theoretical prediction of α = 2/π ≈ 0.64,
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Figure 9.2: Density of states close to the Fermi level at T=0.01, and fitted lines g = α|ǫ|.
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Figure 9.3: Density of states times occupation probability. Red lines: Monte Carlo
simulations. Blue lines: Mean field solutions.
Another interesting quantity is the density of states at the Fermi level, g(0). The-
oretically, at T=0, g(0) = 0. At non-zero temperatures, exitations caused by thermal
fluctuations will result in smearing of the Coulomb gap. In [1], using the mean field
equations, at a disorder bandwidth W = 5, it was found that g(0) increased linearly
with temperature: g(0) = αT , with α = 0.15. Furthermore, this was used as to argue,
since α was a small number, that the smearing of the Coulomb gap was a less important
element in the shape of the Mott-ES crossover.
Using Monte Carlo methods, in [14], it was found for that for W = 1,
g(0) = 1.3 T (9.1)
However, according to [15], g(0) depends on W . For W = 0, their calculations in
[15] found
g(0) = 0.85 exp[−0.3
√
ν(1− ν)/T ] , (9.2)
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where ν = 1 − K is the filling factor. At T = 0.1, for ν = 0.5, this gives the slope of
g′(0.1) ≈ 2.8.
At W =∞, the result was
g(0) = 0.085/s + 0.86T (9.3)
where s is a factor in the added potential V (r) = 1/r − 1/√r2 + 4s2, which takes into
account screening of Coulomb interaction by a δ-doped layer, or by a gate.
Thus, g(0) should be limited by α = 0.86 and α = 2.8.
In our model, we consistently use a bandwidth of W = 1. Nevertheless, it is in-
teresting to see if we can reproduce a dependence on W for g(0) from the mean field
equations.
From figure 9.4, it is clear that the mean field equations significantly underestimates
g(0). For the Monte Carlo results, the slope from T = 0.04 to T = 0.1 is α ≈ 1.54,
which is not to far from the result found in [14].
For the mean field results, α ≈ 0.25 for both for W = 5 and W = 1. For these
values of W , there is no appearent dependence of g(0) on W .
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Figure 9.4: Density of states at the Fermi level, g(0). Mean field solutions have been
averaged over 100 (W = 1) and 50 (W = 5). Graphs show a near linear dependence
on temperature for mean field equations, while Monte Carlo solutions are near linear
at higher temperatures, while showing non-linear behaviour at low temperatures.
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10 Transition Rates
In section 3.5.3, we saw that the equations for the mean field transition rates could
be reformulated to include correlations in a better way, specifically in order to exlude
self-interaction in jumps across the Fermi level.
While these rates certainly yields a better estimate for close pairs, in a large system,
the total significance depends on the average spacing between such states.
We will now attempt to make a statistical evaluation of the transition rates to com-
pare the unmodified and modified mean field transition rates to Monte Carlo transition
rates.
In the following, we define a quantity which we shall call the ’averaged transition
rate’: 〈∑ΓE,E′〉, which tells the average number of jumps per time unit, in the entire
lattice, from energies E to E′.
In order to relate these rates to the density of states, g(ǫ), the energies E, E′ are
the energies before the transition.
10.1 Monte Carlo transitions
In real transitions, jumps only occur from filled sites i to unfilled states j. Thus, the
single particle energy at i, on the condition that j is unoccupied, we will label E:
Ei = φi +
∑
k 6=i,j
nk
rki
(10.1)
while for the site site j, the single particle energy, on the condition that there is an
electron at site i, we will label E′:
E′j = φj +
∑
k 6=i,j
nk
rkj
+
1
rij
(10.2)
We study transition rates from E → E′, where E, E′ are the single particle energy
before the transition takes place. The change in energy is then ∆ǫ = E′−E− 1/r. The
transition rate for such a pair, we already know. It is given by equation (4.3).
〈∑ΓE,E′〉, on the other hand, depends on the availability of the transitions. This
availability, due to correlations, is dependent of the distance between sites. For a sample
in a given configuration, at a given distance, r, this availability is found by counting all
occupied sites with energy E at a distance r from an unoccupied state E′:
N(E,E′|r) =
∑
(
i,j,where
rij=r
Ei=E,Ei=E
′
)ni(1− nj) (10.3)
Averaged over time t =
∑
n∆tn, this becomes:
〈N(E,E′|r)〉 = 1∑
n∆tn
∑
i
∆tn N(E,E
′|r) (10.4)
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Now, defining the average transition rates in the Monte Carlo picture,
〈
∑
ΓE,E′〉MC =
∫
d2r |∆ǫ| [NBE(∆ǫ) + Θ(−∆ǫ)]×
〈
N(E,E′|r)〉 e−2r/a (10.5)
〈∑ΓE,E′〉MC must be evaluated numerically using data from Monte Carlo simulations.
The energies E, E′ are split into discrete levels, with spacing δE, such that energies
in the interval E ∈ (Ei − δEi/2, E + δE/2) were counted as Ei. We use δE = 0.01 in
our calculations.
Due to the even lattice spacing, the space integral becomes a sum over distances,
which is cut after a maximum radius of 5: rm = {1,
√
2, 2,
√
5, ..., 5}. This cut was
necessary to decrease computation time. Due to the exponential decay of transition
rates with r, (Γij ∝ e−2rij/a), transitions at longer distances are insignificant in this
context.
Then, numerically, equation (10.5) is calculated as:〈∑
ΓE,E′
〉
MC
=
∑
{rm}
〈N(E,E′|r)〉|∆ǫ| [NBE(∆ǫ) + Θ(−∆ǫ)] e−2rm/a (10.6)
10.2 Mean field transition rates (modified)
The same quantities can be calculated for the modified transition rates defined by
equation (4.5), where self-interaction is excluded:
γij,mod = |∆Φij|e
−Φi(j)/T
Zij
e−2rij/a[NBE(|∆Φij|) + Θ(−∆Φij)] (10.7)
where Zij is given by equation (3.43) and ∆Φij = Φi(j) −Φj(i).
The solutions to the mean field equations give sets {ǫ1, ǫ2, ..., ǫN}, and corresponding
occuption numbers {f1, f2, ..., fN}. Since the modified mean field rates depend, rather
than on ǫ, on the quantities Φ, a calculation of 〈∑ γǫ,ǫ′〉MF,mod requires that ǫ’s are
substituted by Φ’s in the following way, for two sites i, j:
Φi(j) = ǫi −
f(ǫj)
rij
(10.8)
Φj(i) = ǫj −
f(ǫi)
rij
(10.9)
such that the energy difference in a transition i→ j is given by:
∆Φij(rij) = ∆Φ(ǫi, ǫj , rij) = ǫj − f(ǫi)
rij
− ǫi + f(ǫj)
rij
(10.10)
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As in section 10.1, we can define the energies E and E′, which are the single particle
energies, at site i and j respectively, before the jump:
E = Φi(j)
E′ = Φj(i) +
1
rij
(10.11)
Then the sum of all transition rates from energies E to E′ are, for one solution S:(∑
γE,E′
)
MF,mod,S
=
∑
{rm}
∑
8><
>:
i,j,where
rij=rm,
Φi(j)=E,
Φj(i)=E
′−1/rij
9>=
>;
e−Φi(j)/T
Zij
|∆Φij(rm)|×
[NBE(∆Φij(rm)) + Θ(−∆Φij(rm)] e−2rm/a
(10.12)
We then assume that the average of equation (10.12) is given by the average over
many solutions:
〈∑
γE,E′
〉
MF,mod
=
1
NS
NS∑
S=1
(
∑
γE,E′)MF,mod,S (10.13)
10.3 Mean field transition rates (unmodified)
Likewise, the mean field transition rates defined by equation (3.21), can be associated
with a a set of corresponding ’averaged transition rates’ from sites of energies ǫ to ǫ′:〈∑
γǫ,ǫ′
〉
MF
=|∆ǫ| × [NBE(∆ǫ) + Θ(−∆ǫ)]
∫
d2r 〈N(ǫ, ǫ′|r)〉e−2r/a (10.14)
where ∆ǫ = ǫ′− ǫ. Now, since the occupation numbers only depends on Fermi functions
f(ǫ), N(ǫ, ǫ′|r) is, for a given solution:
N(ǫ, ǫ′|r) =
∑
(
i,j,where
rij=rm
Ei=E,Ej=E
′
) f(ǫi)(1− f(ǫj) (10.15)
Again, with even lattice spacing, for a solution S, the sum of all transitions from
energy ǫ to ǫ′ is calculated numerically as:
(∑
γǫ,ǫ′
)
MF,S
=
∑
{rm}
∑
(
i,j,where
rij=rm
ǫi=ǫ,ǫj=ǫ
′
) f(ǫi)(1− f(ǫj)|∆ǫij | [NBE(∆ǫij) + Θ(−∆ǫij)] e
−2rm/a
(10.16)
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and the average: 〈∑
γE,E′
〉
MF,S
=
1
NS
NS∑
S=1
(∑
γE,E′
)
MF,S
(10.17)
The energies, ǫ, in (10.16) are of a different character than the E’s in equations
(10.12) and (10.6), which are always from an occupied to an unoccupied site. Rather,
the ǫ’s in (10.16) are the energies in partially occupied sites.
However, it is possible to do an adjustment like that in section 10.2: For each
distance rm, the energies ǫ and ǫ
′ are substituted by:
ǫ(rm) = Φǫ(ǫ′) +
f(ǫ′)
rm
→ E = Φǫ(ǫ′) = ǫ(rm)−
f(ǫ′)
rm
ǫ′(rm) = Φǫ′(ǫ) +
f(ǫ′)
rm
→ E = Φǫ′(ǫ) +
1
rm
= ǫ′ +
1− f(ǫ)
rm
(10.18)
The effect of this substitution is illustrated in figure 10.1.
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Figure 10.1: Going from energies ǫ to E at T = 0.02. Upper left: Transition rates
for unmodified equations, with the original site energies ǫ and ǫ′. Upper right: The
same rates with energies adjusted according to (10.18. Colors determined by value of
log(〈γ〉).
Bottom left: Vectors showing the change at T = 0.02 and rm = 2. Arrows: Vectors
showing the change (E,E′)− (ǫ, ǫ′), where red dots are placed in (ǫ, ǫ′).
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10.4 Results and Discussion
The averaged transition rates were computed numerically for mean field and Monte
Carlo solutions at three temperatures: T = 0.02, 0.04, 0.1.
For mean field solutions, the results were obtained by averaging over NS = 100
solutions.
The Monte Carlo results were averaged using six (T=0.02), three (T=0.04) and one
(T=0.1) different initial configurations and averaging over 20000 jumps each.
In all plots in figure 10.3 and 10.4, the effect of regularity of the lattice is clear.
At T = 0.02, transitions are most frequent along thin ’strips’ along E = E′ − 1/rm,
(rm = 1,
√
2, 2, ...). These strips are smeared at higher temperatures.
Comparing the Monte Carlo (figure 10.3) and mean field results (figure 10.4) for the
transition rates, we see that at T = 0.02, the modified mean field equations strongly
resemble the rates from Monte Carlo simulations, with a clear preference for jumps
across the Fermi level along the strips.
At T = 0.1, jumps seem to be concentrated in an ellipse centered around(E,E′) =
(−0.5, 0.5) in the Monte Carlo results. This shape is similar, but distorted in the mod-
ified mean field result.
From the plots of the unmodified mean field transition rates, shown in the right
hand side plots in figure 10.4, it is clear that this form of expression of the transition
rates, especially at low temperatures, in practice leads to eliminating the bulk of all
probable transitions, the jumps across the Fermi level.
Instead, at temperatures T=0.02 and T=0.04, the large majority of jumps are
between sites on the same side of the Fermi level. Only for the highest values of rm are
the transition rates across the Fermi level reasonably large, while in practice absent for
nearest neighbors. At the highest temperature, this tendency is still present, but weaker.
We have now shown that the mean field transition rates, in the unmodified form, in
this temperature range, are unable to give a realistic result compared to Monte Carlo
simulations.
In the coming sections, we do conductivity calculations, using resistor networks. It
then is important to know if any differences, compared to Monte Carlo results, can be
explained simply by the discrepancy between mean field and Monte Carlo transition
rates.
In this respect, an important quantity is the total transition rate. For Monte Carlo:
Γtot =
∑
i,j
Γij (10.19)
and for mean field:
γtot =
∑
i,j
γij (10.20)
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The averages of these must be the sum over E,E′ in the maps in figure 10.3 and 10.4.
For Monte Carlo data, this is equivalent to:
〈Γtot〉 = #jumps
Ttot
(10.21)
where #jumps is the number of jumps during a time Ttot.
As figure 10.2 shows, the total modified mean field transition rates closely follows
the total Monte Carlo rates. Curiously, the difference is largest at T=0.02, where the
mean field result is about two times larger than the Monte Carlo result. This fact may
be partially explained by the overestimation of the density of states near the Fermi level
in the mean field results.
Furthermore, we look at how the jump length of transitions. Defining:∑
Γ(r) =
∑
n
i,j,where
rij=r
oΓij (10.22)
In figure 10.5, the fraction of all transitions for a given jump length is plotted,
showing that at the lowest temperature, T=0.02, the Monte Carlo and the modified
mean field transition rates yield roughly the same result. For higher temperatures, the
tendency is toward a higher preference for longer jumps in the Monte Carlo results than
for mean field results. Again, as would be expected, the unmodified mean field results
are in strong disagreement with the other results.
In terms of absolute values, for the modified mean field rates, the relative error(
(
∑
γ(r)mod−
∑
Γ(r)
)
/
∑
Γ(r) shows the same tendency. For T=0.02, the relative error
is about 1 for all jump lengths. At the higher temperatures, the error is consistently
shrinking with jump length.
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Figure 10.2: The total transition rate, given by
∑
ij Γij and
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ij γij for Monte Carlo
and mean field results, respectively, in logaritmic y-axis.
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Figure 10.3: Left column: Logaritmn of averaged transition rates 〈∑ΓE,E′〉MC . Right
column: Logarithm of transition rates of all actually performed jumps by the Monte
Carlo program. The colors scales are the same for the same temperatures. Values
below the lowest color in the colorbar are white.
At low temperatures, there is a very strong preference for jumps across the Fermi
level. At higher temperature, this preference is weaker. The regularity of the lattice is
appearent: Most jumps are made in a small band around ǫ′ − ǫ− 1/ri.
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Figure 10.4: The averaged mean field transition rates. Color scaling is the same for
same temperatures. Values below minimum in colorbar are white.
Left column: (Logaritmn of) averaged modified transition rates 〈∑ΓE,E′〉MF,mod.
Right column: (Logaritmn of) averaged unmodified transition rates 〈∑ΓE,E′〉MF ,
after the substitution ǫ→ E
Transitions across the Fermi level are nearly blocked for the nearest neighbors in the
unmodified transition rates, while the modified strongly resemble those obtained in
Monte Carlo simulations, seen in figure 10.3
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Figure 10.5: Top plots: The fraction of all transition rates with jump length r,
P (r) =
∑
Γ(r)/Γtot for Monte Carlo. P (r) =
∑
γ(r)/γtot, for mean field. Bottom:
The relative error in sum of mean field modified transition rates compared to Monte
Carlo results:
(
(
∑
γ(r) −∑Γ(r))/∑Γ(r).
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Part IV
Current Properties
11 Percolation Thresholds and Size Effects
Mean field theory predicts that the jump length at the percolation threshold increases
with lower temperature: r ∝ (1/T )1/2. The finite size of the lattice, combined with this
increase, means that finite size effects must play a larger role at lower temperatures.
These effects manifest themselves in the results of conductivity and other properties.
These size effects are related to the variance in the percolation treshold, V ar(ξc)).
For an infinite sample, we expect V ar(ξc)→ 0.
We find ξc by calculating the conductivity for resistor networks with varying maximal
values of resistors. Figure 11.1 show ξc for 10 different samples at temperatures T ∈
[0.16, 0.1], where:
ξc = − ln(Γ˜c) (11.1)
Γc is the critical resistor. In addition to ξc, ξ1, the ξ-value of the resistor at 99% of
maximal current is shown in figure 11.1.
A line fit of ξc to the function y = (c/T )
p yields p = 0.510 ± 0.007, c = 8.6 for the
modified and p = 0.500 ± 0.005, c = 14.0 for the unmodified mean field equations.
As a reminder, the derivation in section 3.6.2 used the unmodified form of the resistor
network with the result p = 1/2. Thus, we have shown that in our model, using the
modified version of the resistor network has only a small effect on the value of p.
Thus, we can expect that the Efros-Shklovskii law should be followed in our model
in both forms of the resistor networks, but with a different value of T0.
The variance of ξc is shown in figure 11.2. At low temperatures, the variance of ξc is
consistently higher for the modified network. Referring to figure 11.3, we can perhaps
understand why: The strong preference for close jumps seldom form critical connections
of clusters. Instead, these transitions contribute to the formation of smaller, isolated
clusters.
In figure 11.3, the resistors at and below the percolation limit is drawn, for both the
modified and unmodified resistor networks. In the unmodified network, the preference
for connections between sites on the same side of the Fermi level is clear, as is also seen
in figure 10.4.
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Figure 11.1: Percolation thresholds vs. T and fits to the function f = (c/T )p. ξc is the
value of the resistance at which the system percolates. ξ1 is the value of the resistor at
which the total calculated current is 99% of the total current. At lower temperatures,
there is an increasing spread in values of ξ.
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Figure 11.2: The variance of the percolation limit ξc, for the modified (blue) and
unmodified (green) resistance networks.
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Figure 11.3: Zoom-in on 100x100 resistor networks, all bonds below or at the percola-
tion treshold, with thickness determined as fraction of logaritm of strongest bond. Top
plots are at temperature T=0.016. Lower plot are at temperature T=0.1.
Dots/circles: Sites with negative/positive energy connected to a cluster.
Left: Modified resistance network, 3220 (T=0.016) and 7521 (T=0.1) bonds.
Right: Unmodified resistance network, 2030 (T=0.016) and 5146 (T=0.1) bonds.
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12 Conductivity
Efros and Shklovskii’s law is derived using mean-field theory, and states that the
conductivity, at temperatures where a Coulomb gap has been formed, should follow
σ = σ0e
−(T0/T )
1/2
. T0 = β/a. β is a numerical factor, dependent of dimensionality and
a is the localization length. The 1/2-exponent is independent of dimensionality, which
follows from the shape of the density of states around the Fermi level: g(ǫ) ∝ |ǫ|d−1.
As shown in the previous section, e−(c/T )
1/2
-dependence of ξc was followed for both
forms of the resistor networks.
Previous calculations, [11] and [16], have confirmed that for Monte Carlo methods,
that the system is in the ES-regime at these temperatures.
We now make calculations of the conductivity using mean field resistor networks
and compare to Monte Carlo results in the temperature range T ∈ [0.16, 0.1].
12.1 Monte Carlo conductivity
Following [11], the conductivity for Monte Carlo results is
σ =
j
Ef
=
1
L2
dp
dt
1
Ef
, (12.1)
where j = 1/L2 dpdt is the current density and p is the accumulated charge, caused by the
net displacement of electrons in the direction of the electric field:
p =
∑
jumps n
∆xn (12.2)
12.2 Mean field conductivity
Following the prescription in section 6.2, calculations are made for the conductivities of
the resistor networks, when the resistors are given by 3.36:
Rij =
T
γij
The conductivity is again given by σ = j/Ef , but where the current density now is
given by
j = Jtot/L (12.3)
The electric field is, when the potential is V ,
Ef = V/L , (12.4)
such that the conductivity
σ = Jtot/V . (12.5)
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12.3 Results and Discussion
We compare the conductivity in the temperatue range T ∈ [0.016, 0.1], using calculations
for both the resistance network of both the modified and unmodified transition rates
given by equations (4.4) and (4.5), in addition to results from Monte Carlo simulations
3.
3 4 5 6 7 8
−25
−20
−15
−10
−5
0
lo
g(σ
)
(1/T)1/2
 
 
MC
MC: own results
MF
MF
mod
Figure 12.1: Left: Logarithm of conductivity vs. 1/T 1/2, for Monte Carlo and mean
field results, as specified in legend. Solid lines show line fits, while markers are results
obtained from calculations/simulations.
Expecting Efros-Shklovskii’s law, both for mean field and Monte Carlo results, we
make plots of the logarithm of conductivity versus T−1/2. Figure 12.1 shows that graphs
are close to linear for all results, with some deviance in the Monte Carlo results.
Thus, for mean field, both the unmodified and modified resistor networks yield the
Efros-Shklovskii law, in line with the results in section 11. The plots in figure 12.2
give further insight as to why: Current is, relative to all transitions (see figure 10.4),
disproportionately distributed between states on the same side of the Fermi level, which
is in line with the derivation of the Efros-Shklovskii law.
3These results are from simulations performed by Joakim Bergli
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The Monte Carlo results (labelled MC ) have been obtained using a different4 ex-
pression for rates than in equation (5.4). Rather, with a cut-off Pm = 1:
ΓA = exp (
−|∆ǫ|
T
) (12.6)
A few results (labelled MC: own results) have been included, using the rates given
by (5.4) and cut-off rate Pm = 3.
Assuming that the conductivity follows the Efros-Shklovskii law, using linear fits,
y = αx, this give values for β:
β = T0 · a = α2 (12.7)
For Monte Carlo results, β = 3.9 ± 0.23, while the modified, unmodified mean field
results give β = 12.0 ± 0.05 and β = 8.0 ± 0.10 respectively.
The other Monte Carlo results (MC: own results) give β = 5.90 ± 0.35, which is
closer to the modified mean field results. In addition, the values for σ0 are closer to the
mean field estimation for these results.
These results shows that the unmodified mean field results significantly underestim-
ates conductivity in this temperatures range. This fact can in part be understood by
the results from section 10, where it was shown that most transitions are significantly
underestimated.
The modified mean field results are in better agreement with the Monte Carlo res-
ults, although they also underestimate current for the temperature range.
While this work focuses on the low-temperature properties, as a bonus, figure 12.3
shows what happens at increased temperatures: Modified and unmodified mean con-
ductivity merge with Monte Carlo results.
4The choice for ΓA was made in order to compare results to another research group, and independent
of this thesis. The choice can be justified that the exponential tail, combined with non-divergent
behaviour at ∆ǫ = 0 is most important, and since the dependence on the preexponential factor ν0 varies
from model to model (∝ |∆ǫ|,∝ |∆ǫ|2,...)
60
EE‘
T = 0.02
 
 
−0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
E‘
T = 0.02
 
 
−0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
−34
−32
−30
−28
−26
−50
−45
−40
−35
Figure 12.2: Left: (Logarithm of) currents from energies E to E′, averaged over 100
solutions. Left: Modified resistor network. Right: Unmodified resistor network.
1 2 3 4 5
−15
−10
−5
0
lo
g(σ
)
(1/T)1/2
 
 
Figure 12.3: Conductivities estimated by mean field and Monte Carlo methods. Mark-
ers as in figure 12.1
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13 Preliminary Conclusion and Discussion
In part III, we compared equilibrium properties of Coulomb glasses, as estimated by
mean field results, to results from Monte Carlo simulations. These were done at tem-
peratures were the Coulomb gap was well established.
In section 10 it was shown that the unmodified form of the transition rates 4.4
significantly underestimated transitions across the Fermi level.
This result had consequences on the results for conductivity in the previous section.
The modified resistor network yielded results which were in better agreement with
Monte Carlo simulations, while the unmodified network grossly underestimated the
conductivity, both compared to Monte Carlo and the modified mean field results.
With these results in mind, for the remainder of this thesis, we focus on the modified
version of the mean field transition rates. Thus in the following, all references to mean
field results are to the modified resistor networks.
In the next section, we try to explain how the disagreement with Monte Carlo
conductivity arise.
14 Hopping Lengths
Until now, we have seen that there is a discrepancy between all results from Monte
Carlo and mean field methods. These differences must also manifest themselves in the
average jump lengths required to cross the samples.
The mean field estimate for the critical hopping length, equation (3.56), which gave
rc ∝
√
1/T
is derived from the percolation threshold ξc. It therefore does not equal the average
hopping length, but rather some characteristic length of the resistance network. The
average jump length should be lower, but of the same form.
We now use mean field and Monte Carlo data to compare hopping lengths.
14.1 Monte Carlo hopping lengths
In the Monte Carlo picture, the definition of the average jump length is a problem in
itself, since, in the ohmic regime, transitions are dominated by a massive amount of
jumps that does not contribute to current, but rather to noise.
To be able to compare quantities in the mean field picture to Monte Carlo results,
we look at two approaches to see if any yield the desired r ∝
√
1/T -behaviour.
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14.1.1 I: Net current between sites
One approach to defining currents is as the sum of all (absolute values of) net currents
between pairs of sites:
Nij = |nij − nji| (14.1)
where nij , nji is the number of jumps from i to j and j to i respectively, such that
Nij is the net number of jumps between sites i, j, in the simulation. The average jump
length then becomes, using Nij as weights:
〈r〉I(MC) =
1∑
i,j,i>jNij
∑
i,j,i>j
Nij rij (14.2)
14.1.2 II: Net current in direction of electric field
The effect of the electric field is that, on average, there are more jumps in one direction
than the other. In our case, since the electric field is in the x-direction, there is an
average displacement of electrons in the opposite direction. For each simulation, there
is a quantity NT ,
NT (∆x) = N(−∆x)−N(∆x) (14.3)
where N(∆x) is the total number of jumps with displacement ∆x in the x-direction.
Then, for each ∆x, there is an average jumplength:
〈r(∆x)〉 = 1
N(−∆x) +N(∆x)
∑

i,j,where
|∆xij |=∆x
ﬀ rij (14.4)
We can then define an average jump length:
〈r〉II(MC) =
1∑10
∆x=1NT (∆x)
10∑
∆x
NT (∆x)〈r(∆x)〉 (14.5)
We find NT (∆x) by summing over data from many different Monte Carlo samples,
that is, with different initial configurations and disorder (φ - ) configuration. This is
necessary, since, especially at low temperatures, NT fluctuates signicantly from sample
to sample.
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14.2 Mean field hopping lengths
Having found the potentials at each site {Ui}, the current between a pair of sites i, j is
given by:
Jij = (Ui − Uj)Γ˜ij (14.6)
Then, as in the Monte Carlo picture, we can define two average jump lengths,
analogues to the Monte Carlo definitions. The analogue to IMC (section 14.1.1), in the
mean field picture is the true average jump length. Nonetheless, for comparison, we
will also define the analogue to II(MC) (14.1.2).
14.2.1 I: Net current between sites
The mean field analogue to method I is
〈r〉I(MF ) =
1∑
i,j,i>j |Jij |
∑
i,j,i>j
rij |Jij | (14.7)
In the mean field picture, this must be the true average jump length.
14.2.2 II: Net current in direction of electric field
Exchanging the N(∆x), with the J(∆x), the total current with displacement ∆x in the
x-direction:
J(∆x) =
∑

i,j,where
∆xij=∆x
ﬀ |Jij | (14.8)
Then,
JT (∆x) = J(−∆x)− J(∆x) (14.9)
For each JT (∆x), there is an average jumplength:
〈r(∆x)〉 = 1
J(∆x) + J(−∆x)
∑

i,j,where
|∆xij |=∆x
ﬀ |Jij |rij (14.10)
The average jump length is then:
〈r〉II(MF ) =
1∑10
∆x=1 JT (∆x)
10∑
∆x=1
JT (∆x)〈r(∆x)〉 (14.11)
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14.3 Results and Discussion
We calculate 〈r〉 for both mean field and Monte Carlo data, using the both definitions,
I and II, in sections 14.1 and 14.2.
For Monte Carlo results, we calculate 〈r〉 at temperatures T=0.03, 0.035, 0.04, 0.5,
0.6, 0.7, 0.8, 0.9, 0.1, using 18, 12, 7, 5, 3, 3, 3, 3, 3 different disorder configurations
respectively. The Monte Carlo results were obtained by running simulations for 3 · 106
jumps from a random initial configuration, omitting the first million jumps.
The mean field results are obtained by averaging over 10 solutions for each temper-
ature, each of a different disorder configuration.
As we see in figure 14.1, for mean field, both methods yield approximately a (c/T )p-
dependence on temperature. The fit to this function is somewhat better for method
II(MF ) which gives p = 0.52, while method I gives p = 0.46.
Method II(MF ) gives consistently higher results for the average jump length than
I(MF ). Thus, the jump lengths of currents in the ’wrong’ direction or with ∆x = 0 tend
be shorter than those in the ’right’ direction. For mean field, the difference between
〈r〉I(MF ) and 〈r〉II(MF ) become smaller at increasing temperature, as c = 0.21 for method
II(MF ), and c = 0.27 for method II(MF ).
The Monte Carlo results show that only method II(MC) gives an increase in jump
length with lower temperatures at temperatures below T ∼ 0.6. This increase is strong
only at the lowest temperatures, from T=0.04 to T=0.03.
In contrast, method I(MC) gives a consistent decrease for all temperatures. This
decrease is also seen, although somewhat weaker, in the results for method II(MC) from
T=0.07 to T=0.1.
From the Monte Carlo set of results, which is small and with large uncertanties
(see figure 14.2), it is difficult to infer any explicit law. It is however clear, for these
results, that any (c/T )p-dependence cannot be followed in the entire temperature range.
65
0 0.02 0.04 0.06 0.08 0.1
1
1.5
2
2.5
3
3.5
4
4.5
T
r
 
 
MC:I
MC:II
MF:I
MF:II
Figure 14.1: The average jump length using different definitions in sections 14.1.1-
14.2.2 Markers are, for each temperature, averages of different disorder configurations,
the number specified above.
Solid lines are fits to the function f = −(c/T )p, where c, p are fitting parameters.
These fits yield p = 0.463± 0.014, c = 0.21 for MF, I and p = 0.518± 0.003, c = 0.27
for MF, II.
By considering figures 14.2 and 14.3, it is obvious that at the lower temperatures,
there is a large uncertainty in the results using method IIMC . NT (∆x) fluctuates wildly
from sample to sample. At T=0.03, it is often negative. Still, there is a clear tendency
that the longer jumps become more important at the lower temperatures.
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Figure 14.2: Monte Carlo simulations: Crosses: The net number of jumps N(∆x) for
different ∆x. Color corresponds to different simulations.
Red Line: The average of N(∆x) at ∆x.
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Figure 14.3: Mean field solutions: Crosses: The current JT (∆x) for different ∆x. Color
corresponds to different solutions of the resistance network.
Blue Line: The average of JT (∆x) at ∆x.
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15 Mapping of Currents
Having studied various properties of the MC and MF solutions, it is interesting to see
how these play out in current mappings. In the following, we draw currents between
sites as lines. The coloring of each line is chosen depending on the distance between
sites, as specified in figure 15.1.
r <=2
2<r<=4
4<r<6
r>6
Figure 15.1: Coloring of lines in figure 15.3, 15.4, 15.6 determined by the distance
between sites.
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Figure 15.2: Thickness of lines in figure 15.3, 15.4, 15.6 determined by the fraction
jumps/currents to the maximal current between sites.
The thickness, see figure 15.2, of each line between sites i and j is determined by
the ratio of current to the maximum current between sites in the entire lattice.
15.1 Mean field currents
First, we want to investigate how different solutions at the same temperatures will
appear in the mapping. Figure 15.3 shows four solutions solved from different inital
values at T = 0.016. The plots are similar with regards to jump lengths and distribution
of current flow, but in detail, they appear different.
Next, Figure 15.4 shows how temperature affect the currents. At high temperatures,
current is distributed evenly over the lattice. Lowering the temperature, the tendency
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is toward longer jumps and some main routes of current. At T = 0.016, we see in figure
15.3 that this tendency continues, with entire domains of the lattice practically without
current.
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Figure 15.3: Currents calculated from four solutions of the mean field equations. Cur-
rents smaller than 1 · 10−3 of the maximum current are omitted.
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Figure 15.4: Currents at four temperatures, where the solutions to the mean field
equations are found by lowering the temperature in steps, and using the solution at
each temperature as the initial values at the lower temperature. Currents smaller than
1 · 10−3 of the maximum current are omitted.
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15.2 Monte Carlo currents
As discussed in section 14.1, extracting the jumps that contribute to current is challen-
ging, as these jumps make up only a small fraction of the total number of jumps. For
mapping of Monte Carlo currents, we use the following approach:
• 1: Identify the individual electron motion. In other words, find the complete path
of each electron during the simulation.
• 2: For each path, smooth the motion by removing fluctuations. Specifically, this
is done by eliminating all jumps where the net distance travelled is zero. For
example: If the motion is between sites labelled i, j, k, l: The path i → j → k →
i→ l is reduced to i→ l.
• 3: For each pair of sites, the current between is drawn and scaled with the accu-
mulated, for all electrons, number of jumps, between the two.
Another approach to plotting currents is using net jumps between sites, as described
in section 14.1.1. For comparison, figure 15.5 shows the net jumps and the jumps using
the method of electron paths, compared to all jumps. The plots indicate that the
current flow is more clear using the method of electron paths, while the method using
net jumps between sites shows considerably more noise.
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Figure 15.5: Zoom-in of jumps in lattice at T = 0.025. Left: All jumps. Middle:
Net number of jumps between sites. Right: Smoothed Electron paths. The Monte
Carlo data consists of a total of 15 · 106 jumps, of which 162264 and 14949 remains (in
entire lattice) in the middle and right plot respectively. This compares to a net total
displacement of electrons ∆x = 1432.
15.3 Comparison between MC and MF currents
Despite the discrepancies between mean field and Monte Carlo solutions, discussed in
previous sections, it is still interesting to see if the current paths in mean field theory
and Monte Carlo simulations have similarities, or if they are completely different. It
must be noted that some of these differences can be attributed to the models, since the
Monte Carlo and mean field models are subject to different boundary conditions in the
x-direction.
Since each solution of the mean field solution yields a different current flow, we try
to find a solution that ’correspond’ to a Monte Carlo solution.
We extract jumps from a point where the Monte Carlo simulation has equilibriated.
The configuration at this point is used in solving the mean field equations. This is done
for one temperature, T = 0.025.
In figure 15.6 it is difficult to see similarities with respect to current flow. The Monte
Carlo currents is obviously obscured by a large amount of noise. Still, we see that the
mapping shows a cluster extending from side to side. The jump lengths in this cluster
are on average shorter than in the mean field mapping.
In comparison, the main mean field current paths are easy to identify, consisting
of fewer, relatively long jumps. These long jumps (rij > 6) are rare in Monte Carlo
simulations, and seemingly not necessary for the formation of a path across the sample.
There are some regions in the lattice where both maps show that current is absent,
in some places more convincing than others.
Figure 15.7 and 15.8 show zoom-ups of a region where there seems to be a clear
correspondence between Monte Carlo and mean field results, clearly showing how jumps
in electrons in Monte Carlo simulations are shorter and more varied than mean field
currents.
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Figure 15.6: Monte Carlo and mean field currents at T=0.025. Left: Mean field currents.
Right: Monte Carlo results. The lines are electron paths found by the procedure in section 14.1, drawing only electrons
with a net displacement in the direction opposite of the electric field. The currents are found from a total of 15 · 106
jumps.
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Figure 15.7: Zoom-in on the right top corners of plots in figure 15.6.
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Figure 15.8: Closer zoom-in on figure 15.7. In left plot: Individual paths drawn with
different colors. Only paths with a net displacement ∆x < −5 are draw. The start
and end points of lines have been slightly shifted, in order to differentiate between
individual paths.
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Part V
Discussion
The purpose of this work has been to compare mean field methods to Monte Carlo
simulations in Coulomb glasses.
Two forms of the mean field transition rates were used, one a more sophisticated,
modified, form of the other. In section 10 it was shown that only the modified version
could give a satisfactory account of transitions from negative to positive energy states.
These transitions are not insignificant in the calculation of conductivity, as we
showed in section 12: The resistor networks based on the modified transition rates
yield a smaller value of β in T0 = β/a than the unmodified resistor network. Still, the
conductivity of both networks were found to largely follow the Efros-Shklovskii law.
While the modified resistor network certainly is in better agreement with Monte
Carlo simulations, it is far from perfect. After all, it is an approximation where all
correlations, other than pair-correlations, in effect are ignored.
At the lowest temperatures, the consequences of the mean field approximation can
perhaps most easily be understood. Here, averaged quantities such as the density of
states and transition rates are in close agreement with Monte Carlo results: As figure
9.1 shows, at T=0.01, the density of states are nearly the same for mean field and
Monte Carlo results. Figure 10.2 shows the total modified mean field transition rates
are nearly the same as in Monte Carlo simulations, while figure 10.5 shows that relative
to all transitions, the distribution of jump lenghts is also in agreement with Monte Carlo
results.
Even though such equilibrium properties are in agreement, conductivity is still un-
derestimated by several decades. We showed in section 14 that this underestimation
can be related to a difference in hop lengths of currents: Jumps, on average, are longer
in mean field results. This difference was corroborated by mappings of the current in
section 15.3.
Another source of disagreement between the Monte Carlo and mean field conduct-
ivities, which we have not paid much attention to, is the different boundary conditions
in the x-direction. It is possible that the electrons in the Monte Carlo simulations are
somewhat freer, with more options, when they reach the boundary, while the mean field
electrons are ’forced’ into paths of higher resistance.
This effect possibly leads to an error in the value of β or σ0 for the mean field
results. It should however not influence the average jump length noticeably. A more
sophisticated model would incorporate connections to leads at the boundaries.
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