This paper investigates a Lagrangian dual problem for solving the optimal power flow problem in rectangular form that arises from power system analysis. If strong duality does not hold for the dual, we propose two classes of branch-and-bound algorithms that guarantee to solve the problem to optimality. The lower bound for the objective function is obtained by the Lagrangian duality, whereas the feasible set subdivision is based on the rectangular or ellipsoidal bisection. The numerical experiments are reported to demonstrate the effectiveness of the proposed algorithms. We note that no duality gap is observed for any of our test problems.
Introduction
The AC optimal power flow (OPF) problem often plays an important role in power system analysis (Wood and Wollenburg 1996, Glover et al. 2008) , especially for planning, operation, and control of the power systems. It was originally introduced by Carpentier in the early 1960s as a main tool for the economic dispatch problem (Carpentier 1962) . The primary purpose of the problem is to minimize the total cost of generation while ensuring the electrical networks balance.
The optimal power flow is a nonconvex nonlinear optimization problem that is, in general, difficult to solve. Most of the solution approaches focus on the development of local algorithms; that is, they aim at finding a local optimum to the problem. Conventional numerical techniques include successive linear/quadratic programming (Contaxis et al. 1986 , van Amerongen 1988 , trust-region based methods (Min and Shengsong 2005, Sousa and Torres 2011) , the Lagrangian Newton method da Costa 1995, Baptista et al. 2005) , and interior-point methods (Torres and Quintana 1998 , Jabr 2003 , Capitanescu et al. 2007 ). Among these approaches, interior-point methods often show the best performance, particularly for the large-scale problems. Apart from these local methods, some researchers have attempted to find a convex formulation for the problem in the literature. Jabr (2006) showed that the load flow problem of a radial distribution system can be modeled as a convex optimization problem in the form of conic programming. In a meshed network, nevertheless, the convexity cannot be derived; the problem is formulated in extended conic quadratic format (Jabr 2008) . Recently, Lavaei and Low (2012) proposed semidefinite programming relaxations for the OPF problem. They introduce a sufficient condition that is satisfied by some specific network systems after the data sets are perturbed; hence, it guarantees that semidefinite programming can solve the problem. The experiments were carried out for standard IEEE benchmark systems for which it is showed that the dual problem has a zero duality gap. Obviously, it would be desirable to prove that the dual necessarily has a zero duality gap, but to date, nobody, including ourselves, has been able to do this.
In today's electricity markets, the operator updates the demand profile every 5 to 15 minutes and then solves the optimal power flow problem with the new demand (Xie and Ilic 2009) . The ability to solve for AC power flow in real time for large-scale problems provides a big advantage over current methods that are based on linearized versions (DC power flow) that require trial and error to ensure feasibility and often do not provide optimality. It is known that one of the drawbacks to semidefinite programming is the lack of scalability to very large-scale problems; therefore, it is often not suitable for many real-time operational applications (Wolkowicz et al. 2000) .
In this paper, we introduce a Lagrangian dual problem for the OPF based on the trust-region subproblem, which can be solved quickly. If strong duality does not hold for this dual, we propose two branch-and-bound algorithms, based on Lagrangian duality for bounding and ellipsoidal or rectangular bisection, to find the global minima of the OPF problem in rectangular form. The dual in Lavaei and Low (2012) is obtained by incorporating all constraints into the Lagrangian, then recasting it as semidefinite programming, whereas the proposed dual problem retains simple bounds such as box and sphere constraints in the feasible set. To the 276 Operations Research 60(2), pp. 275-285, © 2012 INFORMS best of our knowledge, there is very little work dedicated to the field of global optimization for the optimal power flow. Before starting to describe our global algorithms, we briefly review the problem formulation.
Consider a power system with buses where P i ∈
Here
, and V max i are power generation and voltage limits, respectively. The last constraint is the voltage-stability condition. It should be noted that if the complex voltages V i are defined in polar form
then the problem is formulated in polar coordinates pertaining to trigonometric functions. Various numerical methods have been developed for the polar formulation (Glavitsch and Bacher 1991) .
Let be the feasible set of the OPF problem and assume is nonempty. An immediate result that can be deduced is that is a compact, nonconvex set. It is worth noting that the OPF problem is a continuous optimization problem with a convex quadratic objective subject to some nonconvex quadratic constraints. The decision variables are also required to satisfy the box constraints and the spheretype constraints. Our algorithm essentially relies on this quadratic characterization and simple constraints of the problem. It is evident that the OPF problem is equivalent to
subject to 3 4 5 6 7 and 8 i∈ e 2 i + f
The last redundant inequality is an ellipsoidal constraint, actually, in this case, spherical, which will be utilized to efficiently estimate a lower bound for the objective function. It is well known that the problem of determining the global minimum of a general quadratic over an ellipse can be considered as a trust-region subproblem, and is polynomial solvable. Many efficient algorithms have been proposed, for example, Sorensen (1997) , Gould et al. (1999) , Rojas et al. (2000) , Hager (2001) , Toint et al. (2009), and Erway and Gill (2009) . In our approach, the branching process in branch-and-bound algorithms is accomplished by subdividing the feasible set using either successive ellipsoidal bisections of the last ellipsoidal constraint (9) or rectangular bisections of the box constraints (6) and (7). A lower bound for the objective function value over the intersection of an ellipse and the feasible set is obtained by Lagrangian duality, which is based upon combining the projected subgradient method and the solution of trust-region subproblems. The paper is organized as follows. In §2 we review the ellipsoidal bisection scheme that we will utilize in our branch-and-bound algorithm. Section 3 presents the Lagrangian duality to calculate the lower bound. Section 4 gives two branch-and-bound algorithms and proves their convergence. In §5 we report the performance of these two algorithms on a number of test power network systems.
Ellipsoidal Bisection
In this section, we give a brief overview of the ellipsoidal bisection scheme originating from the ellipsoid method for 277 solving convex optimization problems by Shor (1977) , and Yudin and Nemirovski (1976) . The idea has been successfully applied to some classes of nonconvex optimization problems (An 2000, Hager and Phan 2009) . Consider an ellipsoid with center c in the form
where D is a symmetric, positive definite matrix. Given a nonzero vector v ∈ n , the sets − = x ∈ v x v c and + = x ∈ v x v c partition into two sets of equal volume. Note that the hyperplane x v x = v c passes through the center c of . The centers c + and c − and the matrix D ± of the ellipsoids ± of minimum volume containing ± are given as follows:
The ratio R of the volume of ± to the volume of is
Thus, R depends on the dimension n, but not on the vector v. As mentioned in Hager and Phan (2009) , if the normal v always points along the major axis of , then a nested sequence of bisections shrinks to a singleton.
Lagrangian Duality Bounding Procedure
In this section, we present a mechanism to obtain a lower bound for the objective function over the intersection of the original feasible set and the ellipsoid :
We define the Lagrangian L associated with the problem (11) by incorporating all complicating quadratic constraints in the objective function as
The Lagrange dual function is given by
It is known that for any 0 0 , the value of the dual objective function provides a lower bound on the optimal objective function value of the primal problem over ∩ (see, for example, Bazarra et al. 2006, Theorem 6.2.1) . To obtain the best lower bound for all possible multipliers, we need to solve the dual problem: maximize q subject to 0 0
This is a concave maximization problem (see, for example, Bertsekas 1999, Proposition 5.1.2); the optimal value can be computed by a convex optimization technique. In general, the practical use of Lagrangian duality depends greatly on how efficiently the inner minimization, e.g., (12) in our case, can be calculated. We will show that the problem (12) is tractable in the application. Now the minimization problem (12) can be decomposed into two subproblems:
and minimize e f i∈ i j∈ e i g ij e j −b ij f j +f i g ij f j +b ij e j + i∈ i j∈ f i g ij e j −b ij f j −e i g ij f j +b ij e j
It is easy to recognize that (14) is a convex optimization problem, whereas (15) is a nonconvex one. Both of them need to find the global minima. Define the matrix A by
Operations Research 60(2), pp. 275-285, © 2012 INFORMS where G i and B i are the ith rows of matrices G and B, respectively; diag x is the diagonal matrix with x down the diagonal. LetĀ be the matrix obtained from A by removing the + 1 th row and + 1 th column. Likewise,f and¯ are obtained from f and , respectively, by deleting f 1 . Then the latter (15) can be written as follows:
It is obvious that the problem (17) is a trust-region subproblem, which can be solved efficiently. The optimal solution of (14), is easily computed because from the definition of f in (1), the objective is a convex quadratic function. As a consequence, for a fixed we can evaluate the value of q as well as a subgradient based on the solutions of (14) and (17). Unfortunately, because q is, in general, not differentiable (Rockafellar 1994) , it is not easy to exploit any optimization methods that use the gradient information. However, the set of subgradients of q exists and one element is readily available in our application; therefore, we can, for example, use the projected subgradient method (Bertsekas 1999) to solve the dual problem (13) to get a lower bound. Note that because the dual problem is convex we are able to find the optimal value. This property is crucial, as we will see later in the numerical experiments; by finding the optimal solution of (13), the zero gap is observed for all test cases.
Note that the ellipse at the initial step is a sphere defined by e f :
2 . To tighten the lower bound obtained from the optimal value of the dual (13) at this step, we should replace the last constraint in (12) by the following:
It follows that (17) then becomes (because
The following theorem gives an optimal solution to the problem (19).
Theorem 1. Let v be the eigenvector associated with the smallest eigenvalue min of the matrixĀ + A . The solution of (19) is now determined.
where · indicates the Euclidean norm.
Proof. We have
for all x. This implies that if e f solves (19), then it solves min e f Ā +Ā e f subject to
BecauseĀ +Ā is a symmetric matrix, all of its eigenvalues are real numbers and there exists the smallest real eigenvalue min . Let us consider the eigenvalue decomposition ofĀ +Ā Ā +Ā = Q Q with the eigenvectors as the columns of Q and the eigenvalues 1 2 −1 on the diagonal of . Because Q is a unitary matrix, Q y 2 = y 2 for all y. Substituting e f = Q y in (20) yields the equivalent problem
By the inequality
Remark 1. The problem of finding the optimal solution to (19) amounts to computing the eigenvector corresponding to the smallest eigenvalue ofĀ +Ā . Many algorithms solving for the extreme eigenvalue and eigenvector-for example, the power iteration method (Golub and van Loan 1990) and the method based on inverse-free preconditioned Krylov subspace projection Ye 2002, Money and Ye 2005 )-require only matrix-vector multiplication operations. In the power analysis, it is observed that the admittance matrix Y is often very sparse, and clearly it follows thatĀ +Ā is also very sparse. See Figure 1 for an instance illustrating the IEEE 300 bus data set. Utilizing this property and the warm-start characteristic of the algorithm (see below), the extreme eigenvalue and eigenvector can be computed relatively fast for large-scale problems. The structure of sparse matrices Y andĀ +Ā for the IEEE 300 bus test case.
Subgradient Algorithm for Solving the Dual
We will deal with the dual problem (13), which is a convex nondifferentiable optimization problem, by subgradientbased algorithms. Because of the low memory requirement and easy implementation of subgradient methods, it is suitable for large-scale problems. Because q is concave, it is subdifferentiable, and one of its subgradients is determined as follows:
Theorem 2. For a given ( ), suppose P G Q G and e f are the solutions of (14) and (15), respectively. The followings hold:
for every i ∈ , where q denotes the subdifferential of q.
Proof. See, for example, Bazarra et al. (2006, Theorem 6.3.4) .
A general projected subgradient algorithm for solving a nonsmooth convex problem (13) is as follows: Step (14) and (15).
Step 2. Compute the search direction
Step 3. Update the multipliers
Step 4. Check the stopping criterion.
Step 5. Set k = k + 1 and go to Step 1.
where · + denotes projection on the positive orthant and k is a positive scalar stepsize. A number of works have been devoted to studying the selection of the direction d k and the stepsize k (see Shor et al. 1985 , Polyak 1987 , Bazarra et al. 2006 . Note that the overall performance of any subgradient methods also greatly depends on the starting point 0 0 0 0 , for which we will propose an approach to search the point in the next section.
One class of methods to update the search direction is to take a combination of the current subgradient and the last direction (Sherali et al. 2000) .
where 0 < 1 is a parameter. The step size k is defined by (see, for example, Bazarra et al. 2006 ) When the subgradient algorithm is incorporated in a branch-and-bound framework, we can terminate the algorithm at the kth iteration if q k k k k is strictly bigger than the current best upper bound because there is no global optimum in the feasible domain of this subproblem. The node associated with this subproblem will be discarded from the search tree. We are also aware that any available faster algorithm applied to (13) will certainly improve the overall performance of our algorithm. However, the investigation of such methods is out of the scope of the paper.
Remark 2. By Bazarra et al. (2006, Theorem 6.3.4) , q is differentiable at if and only if the sets of optimal solutions of (14) and (17) (or (14) and (19)) are singletons. From the numerical experiments, we often observe thatĀ +Ā has a smallest eigenvalue of multiplicity larger than 1 at the optimal solution of (13); then, (19) has at least two different solutions. This implies that q is often nondifferentiable at the optimal solution. It makes the problems ill-conditioned, and smooth solution approaches might not be suitable to solve the dual (13).
Starting Point
This section investigates an approach that helps us to find a good starting point, 0 0 0 0 , for an optimization method to solve the dual problem (13). The idea comes from the fact that the necessary and sufficient conditions for a saddle point are closely related to the first-order conditions.
The OPF formulation, (2)-(9), can be stated compactly in the following general form using vector notation:
where x is the vector of decision variables e f P
The Lagrangian dual problem is maximize q u v subject to u 0
where
Recall that many suitable local methods are able to find a stationary pointx ∈ X satisfying the Fritz John conditions (Bertsekas 1999); that is, there existū 0 andv such that
In addition, x * ∈ X and u * v * u * 0 are, respectively, optimal solutions to the primal (24) and dual problems (25) with no duality gap, i.e., x * u * v * is a saddle point of x u v if and only if
where Bazarra et al. 2006 , Theorem 6.2.5). Equations from (26) and (27) show a close relationship between the point ū v satisfying the Fritz John conditions and the optimal solution u * v * of the dual. It is worthwhile to mention a result from convex optimization that if f g, and X are convex, h is affine, andx is an optimal solution to the primal (24), then there existū 0 andv that is the optimal solution to the dual (25). As seen in numerical experiments later, the zero gap property holds true for our test problems, and a solution from a local search method such as IPOPT (Wächter and Biegler 2006 ) often arrives at a global optimum of (24). It suggests that we should apply a solution method to find x ū v satisfying (26), then use ū v as a starting point for any optimization method to solve the dual (25). Obviously, ū v is a feasible point to the dual. Furthermore, if we are lucky enough to determine a global solution x * from any stage of solving (24), because recovering u * v * directly from the set of Equation (27) may not be tractable, we should get an approximate ū v for u * v * , then obtain u * v * by solving (25) starting from ū v .
In Table 1 , we report the value of q at different starting points 0 0 0 0 to illustrate the effectiveness of this approach. The numerical results indicate that the point ū v satisfying (26) is a very good initial point for the optimization problem (13) (or (25)), and is significantly better than arbitrary typical points such as 1 1 1 1 and 1 1 0 0 . In many cases, the former are also the optima to the problem. Because (24) is a smooth optimization problem, the computational cost of utilizing a smooth technique to reach the objective function value at the level q ū v is much cheaper than directly solving the nonsmooth optimization problem (25) to obtain the same function value. Moreover, in a branch-and-bound setting, we often need to solve the primal problem (24) to update the upper bound, for which some solution methods such as augmented Lagrangian and interior-point methods can provide ū v at no extra cost. 
Branch-and-Bound Algorithms
The description of our branch-and-bound algorithms follows the guidelines of a general branch-and-bound algorithm given in Horst et al. (1995) . There are two algorithms being investigated in this section; the first one is based on the ellipsoidal bisection, the second is related to the rectangular subdivision. For any ellipse , define as the lower bound of f P G over ∩ obtained from the optimal value of (13). In the following procedure, u k is the best upper-bound value at the kth iteration. Likewise, l k is the smallest lower bound, and let k be the set containing ellipsoids at the kth iteration. Denote
Ellipsoidal Branch-and-Bound Algorithm 1. Set 0 = 0 , evaluate 0 and apply a local algorithm to get an initial upper bound u 0 , let l 0 = 0 . 2. For k = 0 1 2 (a) If k = , then the optimal solution of OPF has been found.
(b) Choose k ∈ k such that k = min ∈ k . Use the formulas of §2 to cover k with two ellipsoids denoted k1 and k2 .
(c) Check if ki ∩ = set ki = ; otherwise, evaluate ki and compute a feasible point y ki of ki ∩ , i = 1 2.
(d) Let x k+1 denote a feasible point associated with the lowest function value that has been generated up to this iteration including the current step. If f x k+1 < u k , then define
Because the union of two ellipsoids k1 ∪ k2 is always greater than k , it is possible that at a given stage of the algorithm the set ki ∩ is empty. If so, we need to prune ki from the search tree as shown in Step 2c. For example, the sequential quadratic programming method derived from an exact penalty approach (Byrd et al. 2010 ) is able to detect when the set ki ∩ is infeasible; furthermore, if ki ∩ = , it is capable of efficiently pointing out a local minimizer that is used to update y ki .
We now give the convergence result of our branch-andbound algorithm, which guarantees an optimal solution of the OPF is generated.
Theorem 3. Suppose that in
Step 2b the vector v pointing along the major axis of k is used. Then, either the ellipsoidal branch-and-bound algorithm reaches an optimal solution of OPF in a finite number of iterations or every accumulation point of the sequence x k is a solution of OPF.
Proof. Because the feasible domain is compact and the objective function is continuous, by the Weierstrass theorem there exists a global solution y for the OPF.
Suppose that the algorithm does not terminate in a finite number of iterations at an optimal solution of OPF. Let x * denote an accumulation point of the sequence x k . Because is closed and x k ∈ for each k, x * ∈ . Because f is continuous, f x k approaches f x * . If x * is not a global solution of OPF, then it implies f y < f x * . Initially, the set 0 contains an ellipsoid 0 ⊃ . Because y ∈ , we have y ∈ 0 and 0 f y < f x * . In Step 2e, an ellipsoid ∈ k that contains y can only be deleted from k+1 if u k+1 or = k , in which case y lies in either k1 or k2 . The former case cannot occur because u k f x * for all k, and thus u k f x * > f y , for all k whenever is an ellipse containing y. Hence, we conclude that y is contained in an element of k for each k. Define l k = min ∈ k ; it follows that l k f y for each k.
Each ellipsoid k corresponds to a vertex on the search tree. Choose the iteration numbers k 1 < k 2 < · · · so that they correspond to vertices with the lowest lower bound at iteration k i i = 1 2 along an infinite path on the search tree, starting from the root of the tree. We have
for each k i . Because the diameter of the ellipsoids bisected at step k tends to zero as k tends to infinity, it implies that f y k i − k i tends to zero where y k i is the feasible point of k i ∩ obtaining in Step 2c. Combining this with (28), one yields f y k i < f x * for k i sufficiently large, which violates Step 2d and the fact that u k is the best feasible objective function value at each step.
The branching process in the next branch-and-bound algorithm is based on successive rectangular bisections of the bound constraints for the active and reactive powers:
We now briefly describe the rectangular bisection given in Tuy (1998) . Consider a rectangle in general form
Operations Research 60(2), pp. 275-285, © 2012 INFORMS = x ∈ n a x b , a point v ∈ , and an index j ∈ 1 n . Suppose that is partitioned into two subrectangles − and + determined by the hyperplane x x j = v j :
We call a subdivision of via v j a bisection of ratio if the index j corresponds to a longest side of and v is a point of this side such that
Over a new generated rectangle¯ = P i
max , for all i ∈ , the Lagrange dual function is given by
which can be calculated by solving (14) and (19) . Note that the definition of this q is slightly different from (12), we add the lower-bound constraint i∈ V For any box , define the lower bound of f P G over ∩ . Now the branch-and-bound algorithm can be stated as follows:
Rectangular Branch-and-Bound Algorithm 1. Set 0 = 0 , evaluate 0 and apply a local algorithm to get an initial upper bound u 0 , let l 0 = 0 . 2. For k = 0 1 2 (a) If k = , then the optimal solution of OPF has been found.
(b) Choose k ∈ k such that k = min : ∈ k . Subdivide k into two boxes denoted k1 and k2 .
(c) Check if ki ∩ = set ki = ; otherwise evaluate ki and compute a feasible point y ki of ki ∩ , i = 1 2.
(d) Let x k+1 denote a feasible point associated with the lowest function value that has been generated up to this iteration including the current step. If f x k+1 < u k , then define u k+1 = f x k+1 ; otherwise, set u k+1 = u k .
= k . Likewise, we have the following convergence theorem:
Theorem 4. Suppose that in Step 2b a bisection of ratio > 0 is used. Then, either the rectangular branch-andbound algorithm reaches an optimal solution of OPF in a finite number of iterations or every accumulation point of the sequence x k is a solution of OPF.
Proof. Because the subdivision of a rectangle is a bisection, by Tuy (1998, Corollary 5.4) , if k+1 is a child of k , then the diameter of k tends to zero as k tends to infinity. We now need to follow exactly the arguments from the previous proof to obtain the desired result.
Remark 3. 1. At the root of the branch-and-bound tree, the problems for calculating the lower bounds for the two branch-and-bound algorithms are identical.
2. If the objective function to be minimized is the active power losses of all branches f e f = 
are included, our branch-and-bound algorithms still apply.
Hereḡ ii is the self-conductance of branch admittance at bus i,ḡ ij is the mutual conductance, andb ij is the mutual susceptance of branch admittance from buses i to j. The subproblems arising from computing the lower bound by solving Lagrangian duality are slightly different, but the trust-region subproblem feature remains valid.
Computational Experiments
In this section, we report the performance of the branchand-bound algorithms for solving a number of test electric power network systems. We also compare our proposed algorithms with the semidefinite programming relaxation approach (Lavaei and Low 2012) . The code was written in Matlab and all experiments were carried out on a workstation using Matlab 7.10 with an Intel Xeon X5570 2.93 GHz under the Linux operating system. Only one processor was used in the experiments. If UB k and LB k are the respective upper and lower bounds for the optimal objective function value at iteration k, then our stopping criterion for the branch-and-bound algorithms was
where = 10 −3 or 10 −4 is the error tolerance. In the subgradient algorithm, we chose the following parameter values
and terminated the algorithm when
To obtain the upper bound and Lagrange multipliers, we use an interior-point method called IPOPT (Wächter and Biegler 2006) to solve the primal problem (11). Version 3.8 of IPOPT was downloaded from https://projects.coin-or.org/ Ipopt. The eigenvector corresponding to the minimum eigenvalue was solved using the inverse-free preconditioned Krylov subspace projection algorithm (Money and Ye 2005) . The solution of the trust-region subproblem was obtained using the sequential subspace method (Hager 2001 ) and the code is available at http://www.math.ufl.edu/ ∼hager/papers/Software. The codes were run with default parameters. We solved both the optimization problems 2 and 3 in Lavaei and Low (2012) by SeDuMi 1.3 (Sturm 1999) obtained from http://sedumi.ie.lehigh.edu/. However, we report only the performance for solving Problem 2 because the computational time for Problem 2 is significantly faster than Problem 3. SeDuMi has a different stopping criterion, but in order to compare these algorithms in a fair way, we chose the desired accuracy parameter par.eps in SeDuMi as large as possible so that the maximum constraint infeasibility is less than 10 −2 . We picked par.eps = 10 −5 (the default is par.eps = 10 −8 ). We use the following test power systems to demonstrate the effectiveness of our algorithm. Their characteristics are summarized in Table 2 . The first column shows the abbreviations of the systems, whereas the second and third columns show the total number of buses and the number of generators in each system. The fourth column reports the number of lines interconnecting the buses. The last column shows the total number of decision variables associated with the optimization problem in rectangular form.
• WW6: the 6-bus example from Wood and Wollenburg (1996, p. 104) • CH9: the 9-bus example from Chow et al. (2003, p. 70) WW6  6  3  11  18  CH9  9  3  9  24  IEEE14  14  5  20  38  IEEE30  30  6  41  72  NE39  39  10  46  98  IEEE57  57  7  80  128  IEEE118  118  54  186  344  IEEE300  300  69  411  738  PL2746  2 746  456  3 279  6 404 • IEEE14, IEEE30, IEEE57, IEEE118, and IEEE300: the five IEEE systems; they can be found at http://www.ee. washington.edu/research/pstca/
• NE39: the New England system (Pai 1989) • PL2746: the Polish system during winter 2003-2004 evening peak conditions.
The cost data were obtained from Matpower 4.0 (http:// www.pserc.cornell.edu/matpower/). We only present the numerical results for the ellipsoidal branch-and-bound algorithm because for all test cases the two algorithms terminate at the first iteration. That is, the gap between the upper bound and the lower is less than the prespecified tolerance at the root of the search tree. Therefore, their performances are identical in these tests. In Table 3 , "Gap%" denotes the relative gap 100 * UB k − LB k /UB k , "Time" is the CPU time in seconds, and "Nodes" is the total number of the nodes on the branch-and-bound tree. "SDP" refers to Problem 2 in Lavaei and Low (2012) solved by SeDuMi.
As seen in Table 3 , the branch-and-bound algorithm was able to solve all the test case systems efficiently. One of the most interesting features of the proposed algorithm is that the dual problem (13) always shows an essentially zero gap, as it does for the (computationally expensive) semidefinite programming in Lavaei and Low (2012) , and no bisection is needed. That is, the numbers of nodes on the search tree equal 1 (Nodes = 1 for every test system from the table). As Performance progress of the branch and bound. a result, solving the nonconvex OPF is equivalent to dealing with the convex problem (13). Because we can solve quickly the subproblems (14) and (17) arising from the dual, the total computational time of the branch-and-bound algorithm is low. For example, it took 38.24 seconds to find the global optimum for the large-scale nonconvex optimization problem PL2746 with 6,404 decision variables. Our proposed algorithm was faster than SeDuMi for these test cases. SeDuMi failed to solve PL2746 within the allotted time (1 hour). Figure 2 plots the gap between the lower bound and upper bound versus the execution time for our algorithm. It indicates that the gap decreases quickly as the run time increases.
In reality, the demand and cost price can be varied from time to time. For example, the demand usually is low around midnight, but relatively high during the morning when many factories start to operate their machines. Any hike of the oil price greatly impacts the generation cost. To further assess the performance of the proposed algorithm, we allow up to 5% changes on the power demands P D i i ∈ and cost coefficients c 0i and c 1i i ∈ . The changes were randomly generated from a uniform distribution. Table 4 reports the Table 4 .
The performance of the proposed branch-and-bound algorithm for average over 10 runs. average results over 10 runs for the branch-and-bound algorithm. Again, an essentially zero duality gap is observed for all test problems; the performance is robust. In Table 5 , we examine the performance with the inclusion of the transmission line flow limits (30) into the OPF formulation, where = 10 −4 . Strong duality of the Lagrangian dual problem (13) holds for these instances; therefore no branching is needed. Note that standard IEEE benchmark data sets do not include the line limits information.
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Conclusions
We have proposed a Lagrangian dual problem together with two branch-and-bound algorithms for solving the classical optimal power flow problem. The global algorithms are based upon the Lagrangian duality to obtain the lower bound. The feasible region is subdivided using the ellipsoidal or rectangular bisection. Numerical performance was evaluated using various power systems with different sizes, including the standard IEEE test cases. The zero gap from the dual problem was essentially achieved for all data sets; therefore, the algorithm was able to quickly find the global optimum.
