Introduction {#S0001}
============

One of the most frequent appearing physical symptoms in medicine is pain. Pain weighs heavily the patient suffering, the health care system, and more broadly society.[@CIT0001] Chronic pain, usually described as pain persisting more than 12 weeks, is a major global issue occurring to up to 34% of the population.[@CIT0002] Chronic pain management is usually challenging, even for seasoned physicians, while chronic pain affects massively the quality of life and level of functioning of the patients.[@CIT0001] Chronic pain has been associated in the literature with the deterioration of the quality of life of the patients, with reduced performance in their work environment and with severe problems in their physical and mental health.[@CIT0002]--[@CIT0009] In addition, chronic pain has been also described as one of the major comorbidities for other chronic illnesses and cardiovascular diseases contributing to an increased risk for short-term mortality and severe health-related incidents.[@CIT0005],[@CIT0010],[@CIT0011]

Chronic pain becomes evident with both behavioral and physical aspects. Both its generation and the analgesic responsiveness have been attributed to genetic, environmental and dietary factors.[@CIT0012] In complex phenotypes genetics and environment interact leading to variant predisposition to pain processing and perception.[@CIT0013],[@CIT0014] There exists a significant inter-individual variability in the way pain is experienced. A number of different biological and psychosocial factors (like demographics, genetics, and psychosocial processes) explain these individual variations in pain. Recently, the prevalence of chronic pain conditions has been attributed to different sexes, ages and ethnicities group. The individual and combined effects of these factors result in a unique mosaic that shapes pain in each person. Knowledge of this mosaic is crucial in order to decide the optimal pain treatment, and more informed and personalized pain care.[@CIT0015]

The efficient treatment of pain is important in clinical practice because uncontrolled pain can negatively affect the health condition of the patients delaying wounds healing, contributing to increased stress and sometimes even leading to anxiety and depression. For this reason, effective pain treatment is essential for ameliorating the quality of life of the patients.[@CIT0016] While the primary goal of pain clinicians is to achieve pain relief and thus improved function and quality of life for the patients, most patients and pain clinicians find that 30% of pain improvement is clinically important---a strikingly low success level in other fields of medicine.[@CIT0012] Complete pain relief is still not feasible for most chronic pain patients, regardless of the latest advancements in introducing new drugs and treatments. As an example, 38--74% of patients with cancer cannot find adequate pain relief regardless of the employed treatment.[@CIT0017]

Existing chronic pain treatments, such as opioids, nonsteroidal anti-inflammatory drugs (NSAIDs)[@CIT0018] and anticonvulsants,[@CIT0016] are attempting to reduce the pain symptoms in order to improve the quality of life of the patients while also allowing them to be functional in their social and work-related activities.[@CIT0019] However, frequently, finding the most appropriate medication and its most appropriate dose for each patient can take a lot of time and even raise unpredictable dangers for specific patients. This is explained because different people present different therapeutic response and adverse effects.[@CIT0001] Variations in response to medications, particularly opioids, have been reported by physicians in the clinical setting by as much as 40-fold.[@CIT0020] Managing pain successfully means providing analgesia and at the same time minimizing adverse effects.

A significant increase of controlled substances and opioids prescriptions, as well as of their misuse has been observed over the last years[@CIT0021],[@CIT0022] and this has made the prescription of opioids a controversial topic with socioeconomic implications.[@CIT0023] One of the methods suggested to reduce opioid consumption is the adoption of a multimodal and multi-disciplinary approach.[@CIT0010]

Topical agents can offer pain relief without the risks of abuse, misuse, and addiction[@CIT0024],[@CIT0025] which have been linked with the use of oral analgesics. Topical agents are administered through the skin being only concentrated at the site of application and not systemically.[@CIT0024] Effective topical agents are water lipophilic and soluble to reduce drug concentration, to increase local tissue absorption, and to hold the drug at the site of application. Furthermore, topical agents do not present the problems associated with orally ingested medications, such as gastric ulceration, first-pass hepatic metabolism, and problems associated with variable serum concentrations. But, even in the case of topical agents, their absorption and distribution are affected by the individual variation in both skin physiology and metabolism.[@CIT0012] Topical agents have limited systemic side effects and satisfactory efficacy.[@CIT0024] Moreover, topical medications have been proven to present additional advantages, such as a more targeted approach, since they do not present significant systemic effects, and a straightforward method to determine their dosages which was the reason of their usage by both physicians and patients.[@CIT0026],[@CIT0027] So far, there exist many successful cases of topical analgesics managing effectively various pain conditions with some of the most striking examples being treating chronic pain of patients with osteoarthritis and chronic joint-related issues.[@CIT0018],[@CIT0028]--[@CIT0030]

One of the most significant studies examining the efficacy of topical analgesics therapies for chronic pain patients was the Optimizing Patient Experience and Response to Topical Analgesics (OPERA) IRB-approved observational study.[@CIT0031],[@CIT0032] The study emphasized on assessing the effectiveness of topical analgesic based treatment and quantifying the changes in severity and interference of pain and the changes in total drugs used during the follow-up periods. This study demonstrated that topical analgesics could be a beneficial therapeutic alternative for most of chronic pain patients but there still existed some patients who did not benefit from it having an insignificant reduction of pain levels.[@CIT0033]

The present research work attempts to utilize machine learning in the context of an individualized medicine approach for chronic pain therapies. In specific, focus is given on a topical analgesics therapy and a machine learning approach is deployed to predict the outcomes of the therapy given the demographic and clinical profile of the patients. To handle effectively the issues of high dimensionality, imbalanced datasets and non-optimal classification models of this prediction problem, in the present paper we introduce a novel hybrid approach which combines multi-objective optimization algorithms with Support Vector Regression algorithm. The proposed algorithm was shown to significantly outperform other existing state-of-the-art methods when applied to predict the outcomes of topical analgesic therapy in chronic pain patients. The sophistication of the machine learning approach allowed for an adequate accuracy (AUC 73.8--87.2%) of the predictive models which enables their incorporation to an individualized medicine approach in treating chronic pain. To the best of our knowledge, this is the first individualized medicine approach for treating chronic pain patients and it is presented in detail in the current manuscript.

Patients and Methods {#S0002}
====================

Data {#S0002-S2001}
----

Data from the OPERA study were employed to predict the outcomes of the pain therapy under study.

The demographics, medications and clinical characteristics of the OPERA study are presented in detail.[@CIT0031] The four different outcomes concern the differences, as observed by the patient and measured by the physician, in 1) total severity, 2) total interference, 3) total complaints and 4) total drugs before and after undergoing a pain therapy, from day 0 to month 3. The OPERA study data included also the replies to questions of the validated questionnaire given to patients at the beginning of the study. A subset of 49 questions describing the profile of the patient before starting the treatment was used as potential features to train the predictive models.

Preprocessing of the data included arithmetic normalization to the \[−1,1\] interval and kNN-missing values imputation with k = 5. A random 80% of the data was used as the training set and the remaining 20% as testing set, for each of the four prediction problems, using a stratified approach to maintain the same proportion of positive and negative examples for each prediction problem. On the training dataset, 5-fold cross-validation was employed to create the prediction models.

Machine Learning Method {#S0002-S2002}
-----------------------

The four prediction problems were treated as regression problems since the outcomes of this study can be real integers. Classification was performed by binarizing outputs to class 1 if the value is bigger than or equal to 0, and to class −1 otherwise to give emphasis to the accuracy with which we classify patients who improved their measurements of interest and patients who did not increase them.

The applied machine learning method is hybrid combining dimensionality reduction, regression and classification. Specifically, it is an ensemble dimensionality reduction technique employing a heuristic optimization algorithm[@CIT0034],[@CIT0037] to a) identify the optimal feature subset to be used as input to the classifiers and to select b) the most appropriate Support Vector Regression Method[@CIT0035] and c) its optimal parameters.

The heuristic optimization framework was inspired from the method presented in Corthésy et al[@CIT0036] for the optimization of the preprocessing steps for the analysis of Mass Spectrometry data. It is a pareto-optimization technique since its selection process is driven by organizing solutions to non-dominated fronts and assigning close fitness values to solutions belonging to the same front. This algorithm has been demonstrated to balance between fast convergence and good exploration of the search space while also effectively handling contradictory goals. These goals include the minimization of the number of extracted features, the maximization of the predictive accuracy and the minimization of the complexity of the classifier allowing it to achieve better generalization properties. The algorithm is described in a summary flowchart in [Figure 1](#F0001){ref-type="fig"}.Figure 1Flowchart of the multi-objective optimization framework used for the present paper.**Abbreviations**: AUC, area under the curve; KNN, k-nearest neighbors; MSE, mean squared error; NSAID, nonsteroidal anti-inflammatory drug; OPERA, Optimizing Patient Experience and Response to Topical Analgesics; PCA, principal component analysis; ROC, receiver operating characteristic; SVR, Support Vector Regression.

The optimization framework begins by initializing a set of solutions. Each solution consists of i) a value indicating which of the two alternative kernel types will be used in Support Vector Regression (a value greater than 0.5 indicates the selection of Radial Basis Function Kernel, otherwise the selection of linear Kernel), ii) 49 values for deciding if a feature will be used as input (values greater than 0.5 force its use) and iii) two values for parameter tuning of the gamma parameter of Radial Basis Functions Kernel and of the regularization parameter C of SVR models. The initialization of the solutions is performed randomly with values from the normal distribution of each variable. The heuristic optimization method that is being used is an evolutionary algorithm and thus uses crossover and mutation to iteratively generate new solutions and a roulette wheel selection mechanism to apply the survival of the fittest principle and apply evolutionary pressure towards the best performing solutions. Since the selected solutions should satisfy multiple goals, the multi-objective method based on Pareto frontiers and presented in[@CIT0036] is used. The total fitness value is the weighted sum of the different optimization goals.

Six fitness functions are used to define the optimization goals. These fitness functions include fitness functions to measure model simplicity and fitness functions to measure regression and classification performance.[@CIT0037]

The algorithm stops when it reaches convergence (solutions become close enough for a number of iterations) or when it reaches the maximum number of generations.

The SVR models' implementation was based on libsvm python library.[@CIT0038] Python programming language version 3.4 was used for all custom scripts. The rest of the analysis was performed using InSyBio Biomarkers tool[@CIT0039] of InSyBio Suite platform.

For comparison purposes, we generated classifiers based on SVR and Random Forests in the WEKA software (we used the default parameters suggested in WEKA documentation) with the same data and with the same cross-validation strategy.

Principal component (PCA) and clustering analysis were performed to initially explore the training dataset. PCA is based on the Scree test to retain the principal components which describe at least the 95% variability of the data set. Clustering is based on the k-prototypes algorithm[@CIT0040] because we have both numerical and categorical inputs. The optimal number of clusters was decided (experimenting with numbers from 2 to 10) as the one which provides the optimal Calinski-Harabasz score.[@CIT0041] To visualize the results, all samples have been projected on the 3 most significant principal components. In the produced figures, a patient with decreased value in an outcome under study is represented with a rectangle and patients who present increased or steady values are represented with circles.

Results {#S0003}
=======

PCA and Clustering Analysis {#S0003-S2001}
---------------------------

In order to explore the dynamics and the separability of the different patients' subgroups in OPERA study, we performed Principal Component Analysis (PCA). For visualization reasons, only the first three more significant PCAs are depicted in [Figure 2A](#F0002){ref-type="fig"}--[D](#F0002){ref-type="fig"} which in addition denote the grouping of the patients based on the four examined outcomes of this study. One limitation of this simplistic analysis is that we are restricted to visualizing the 3 most significant principal components (PC) while in all cases more than 3 PCs were needed to explain 90% variability of the. Clustering analysis has revealed that with an unsupervised linear approach the patients are grouped into two main subgroups which however cannot accurately discriminate between responders and not responders for all the outcomes. Thus, a more complex non-linear supervised learning approach is required for this purpose. Enrichment analysis on the revealed subgroups using hypergeometric distribution test revealed that the red cluster is significantly enriched with patients who reduced the total number of drugs, their interference levels and their pain severity after the intervention and blue cluster is significantly enriched with patients who did not benefit from the intervention. However, no enrichment was revealed in both clusters regarding the reduction or increase in total number of complaints.Figure 2PCA representation and clustering analysis. Circles and Rectangles denote the improvement or deterioration in the following study's outcomes, respectively: (**A**) total drugs change after minus before suggested pain therapy, (**B**) total interference change after minus before suggested pain therapy, (**C**) total severity change after minus before suggested pain therapy, (**D**) total complaints change after minus before suggested pain therapy.

Correlation Analysis {#S0003-S2002}
--------------------

In an attempt to evaluate the features of the OPERA study, which included the responses of the participants in the baseline of the study, we associated them with the outcomes of the study using a correlation analysis approach. Spearman correlation was preferred instead of the standard Pearson correlation to account for non-linear correlation patterns. The results of this analysis are presented in [Figure 3](#F0003){ref-type="fig"} depicting only significant correlations of p-value less than 0.05 in a red-blue color scale. Several questions were strongly associated with the outcomes of the study and this is a strong indication of the feasibility of a predictive analytics approach. Among the different features of the study, the total number of complaints, total medicines and interference score at baseline seem to be the most informative ones.Figure 3Spearman correlations of all features against the OPERA study's outcomes. Correlations are depicting in red-blue color scale with the biggest the circle corresponding to a stronger correlation. Insignificant correlations with p-value less than 0.05 were not depicted.

Predictive Analytics and Comparative Results {#S0003-S2003}
--------------------------------------------

The comparative results of the proposed hybrid algorithms against the state-of-the-art regression models of the Weka package are depicted in [Figure 4](#F0004){ref-type="fig"}. This figure presents both cross-validation performance of all models as well as their performance in the test set. Since the proposed solution is based on a heuristic algorithm and not a deterministic one, we tested it in ten different runs and present the average values of all the examined regression and classification metrics.Figure 4Predictive analytics results for the four outcomes (**A**--**D**) using proposed machine learning algorithm and comparing it with other contemporary machine learning algorithm implementations.

This comparative analysis revealed that the newly introduced feature selection and classification model significantly improved both classification and regression metrics for all the predictive analytics tasks of the present study. The most important metric for this comparative analysis is the geometric mean of sensitivity and specificity due to the imbalanced nature of the predictive problems of the current study which make the accuracy not representative of the predictive performance of the models. The improvement of the proposed machine learning technique compared to the state-of-the-art techniques is extremely high for the metric of geometric mean of sensitivity and specificity.

Comparative results in [Figure 4](#F0004){ref-type="fig"} were created using the default values for the parameters of the state-of-the-art ML models (SVR and Random Forests). In order to further explore whether the improvement of the proposed ML model is attributed to better parameter tuning we explored whether optimizing the most crucial parameter of RFs, the number of trees, would have a severe effect on the performance of this model. In [[Supplementary Table 1](https://www.dovepress.com/get_supplementary_file.php?f=246503.docx)]{.ul} we present the experimental results using 100 (default value), 250, 500 and 1000 trees. However, except of the case of total complaints the changes in the performance of the models created with different number of random trees were insignificant and the RF method was still clearly outperformed by the proposed ML technique indicating that the increase of the performance is not attributed only to better parameter tuning but mostly to the dimensionality reduction component of the method.

In addition to the classification metrics of [Figure 4](#F0004){ref-type="fig"}, ROC analysis was conducted for the performance of the proposed models in the test set calculating the Area Under the Curve metric ([Figure 5](#F0005){ref-type="fig"}). In [[Supplementary Figure 2](https://www.dovepress.com/get_supplementary_file.php?f=246503.docx)]{.ul}, we present the ROC analysis using the best performing RF model selecting the number of trees based on the cross-validation performance presented in [[Supplementary Table 1](https://www.dovepress.com/get_supplementary_file.php?f=246503.docx)]{.ul}. The proposed ML model clearly outperforms the RF approach in this ROC analysis.Figure 5ROC analysis on the test set for the prediction of the four different outcomes of the OPERA study.

In [[Supplementary Figure 1](https://www.dovepress.com/get_supplementary_file.php?f=246503.docx)]{.ul}, we present the number of selected features from each one of the prediction models for the four outcomes of interest. From this figure, it is noteworthy that 8/49 questions were not selected as inputs to any of the prediction models implying that the overall questionnaire can be further simplified. The most significant features were according to the selection frequency were the ones associated total complaints, total use of narcotics and the ability of the participants to perform normal work-related tasks in the baseline of the study. The final trained predictive models for each one of the outcomes are accessible as trained libsvm python models in [<https://www.insybio.com/pain_research/>]{.ul}.

Intelligent System for the Individualized Medicine Application of Topical Analgesics {#S0003-S2004}
------------------------------------------------------------------------------------

As a next step, the machine learning models which were trained and validated to predict outcomes of a topical analgesics therapy in the previous subsections were incorporated in an intelligent system which was designed and implemented to allow the individualized medicine application of this chronic pain therapy ([Figure 6](#F0006){ref-type="fig"}). In specific, the prediction scores for the four outcomes were combined with the weighted normalized score to allow it to act as a decision support system for clinicians to support their decision in subscribing or not topical analgesics therapy in chronic patient patients. In order to incorporate clinicians' opinion in this score the overall method is parametrizable and the clinicians can state the weights/significance of each one of the outcomes according to the needs of each individual. The overall prediction score of the intelligent decision support system is calculated with the following equation: $$\documentclass[12pt]{minimal}
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\end{document}$$Figure 6Application of intelligent decision support system for the individualized medicine pipeline of topical analgesics therapy.

where A, B, C, D are the positive weights that the clinician should assign according to the needs of each patient and the variables with the prefix predicted are the predicted outcomes for this patient based on the answers to their OPERA questionnaire and the results of the trained machine learning models. In the above equation, the predicted scores are divided with their maximum value present in the OPERA study dataset to scale their values to the interval \[−1,1\]. The overall summary prediction score reflects how sure we are that the topical analgesics therapy will be beneficial with positive values meaning that it would be in general beneficial and the bigger the values the bigger the expected benefits in the considered outcomes.

Considering weights equal to 1 and a threshold of zero for the summary prediction score, in our test set the topical analgesics therapy was in general beneficial for the 83.4% (83.73% in training set) of the participants. When the intelligent decision support system was applied 92.38% (94.16% when using 5-fold cross-validation results) of the participants selected for topical analgesics therapy were found to be in general benefited from this therapy.

Discussion - Conclusions {#S0004}
========================

Chronic pain condition has been proven to have a severe negative effect in the quality of life of patients, their performance in the work environment and their health. However, until now there does not exist a treatment that can completely alleviate chronic pain without having side effects. On the one hand, the use of opioids can be effective, but they have been linked among other with severe side effects, addiction and misuse and have raised a debate about their actual benefits for the patients. On the other hand, topical analgesics can be extremely beneficial for some chronic pain patients minimizing the side effects but are not effective for all patients. For this reason in the present research work we attempt to introduce an individualized medicine approach which will alleviate this problem by using a novel machine learning approach to prioritize patients who will benefit from topical analgesics.

In order to examine the feasibility of an individualized medicine approach for chronic pain treatment, we conducted PCA, clustering and correlation analysis using the data from OPERA study. This analysis revealed that even though some of the study's features are strongly correlated with the outcomes of the study, linear unsupervised learning methods were not enough to accurately cluster patients into responders and non-responders of the topical analgesic treatment.

For this reason, we deployed a set of non-linear supervised learning regression techniques to solve the predictive analytics problems which were stated for predicting the outcomes of the study using information available in the baseline of the study. However, existing state-of-the-art regression models presented mediocre performance because of not efficiently handling the feature selection problem, the imbalanced nature of the datasets as well as not tuning effectively the parameters of the models. In order to handle these limitations, in the present paper we introduced a new hybrid machine learning method combining a multi-objective optimization algorithm with SVR models. The multi-objective optimization technique was used to select the optimal feature subset and regression algorithm's parameters for each one of the predictive analytics problems, while being able to balance the trade-off of multiple contradictory performance objectives. In specific, the ultimate goals of the algorithm were to identify models which are simple enough to allow for better generalization properties but also performed equally good in the regression and classification metrics. The comparative results revealed that the proposed algorithm significantly outperformed existing machine learning methods solving with adequately high-performance metrics all the predictive analytics problems stated.

To the best of our knowledge, this is the first time that machine learning methods have been used to prioritize chronic pain patients for a specific therapy. The individualized medicine framework which was designed allowed for an efficient solution which can be used to select the patients which should be treated with a topical analgesics therapy and the patients for whom a different therapeutic approach should be followed. Moreover, the feature selection component of the machine learning analysis revealed potential methods to simplify the questionnaires used for this study and provided insight into which features are the most important for the prediction of each one of the outcomes of interest. The latter is a significant step into a more transparent stratification of the chronic pain patients.

The trained models are not specific for one topical analgesic treatment. In specific the study that the present paper was based on utilized 4 different setups of the topical analgesic treatments.[@CIT0031],[@CIT0032] These suggested predictive models can also be applicable to other topical analgesic treatments and setups however, this remains to be validated. Even if the performance of these models in predicting the outcomes of other topical analgesic treatments not examined in the present study is not expected to be optimal, they can act as a basis to identify the optimal predictors using the technique of transfer learning.

The present study presents several limitations considering the availability of data and the limitations of the analysis techniques. In particular, due to the nature of OPERA study (observational study) patients history and detailed annotation of the diseases that each participant suffered from were not available and thus it was not feasible in the present study to match responders and non-responders to topical analgesic therapies to specific diseases and other clinical characteristics of the patients. Another limitation of the present study is the lack of genetics and epigenetics data which can be used to further understand the genetic and epigenetic profile of responders and non-responders to topical analgesics therapies. Finally, from a methods point of view, the present study is based on the utilization of machine learning methods to train predictive models and this specific category of algorithms is difficult to interpret and understand because of their complex and non-linear nature. The proposed ML method provides as outcome the features subset which gives the best predictive performance for each one of the models revealed allowing for an interpretation of the final models but still a lot of effort is required in the field of ML to end up with fully explainable machine learning models.

For future research, the suggested intelligent decision support system for the individualized medicine application of topical analgesics therapies should be further validated in bigger cohorts of patients and its threshold should be optimized to better fit the clinicians' goals. Moreover, the suggested intelligent decision support system should be made accessible to physicians though a user-friendly interface to support them in taking the optimal decisions for treating their chronic pain patients.
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