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CHAPTER I. INTRODUCTION 
IVhen different parts of a body are at different temperatures, heat 
flows from the high to the low temperature region. This phenomenon of 
heat flow is very common in boilers, steam piping, steam turbine casings, 
aircraft engines, steel rolling mills, nuclear reactors, etc. The heat 
flow causes the components of these machines to operate under condi­
tions of non-uniform, unsteady heating which may change the physical 
and mechanical properties of the materials. There are then tempera­
ture gradients accompanying the non-uniform temperature distribution 
throughout the various components. Because of constraints, a non­
uniform temperature in a component having a complex shape usually gives 
rise to thermal stresses. Therefore, it is essential to know the magni­
tude and effect of these thermal stresses when designing such components. 
Under transient conditions the thermal effects on a component of a 
machine can involve many cycles of heating and cooling. The thermal 
stresses created in this process may be large enough to reduce the use­
ful life of the component. This phenomenon is known as thermal fatigue 
and may be the cause of failure in boiler drums, aircraft engines and 
machines alike where temperature cycles exist. 
If the temperature distribution is disturbed by the presence of 
a discontinuity (e.g., a void, crack, inclusion, etc.), then high 
temperature gradients are observed in the vicinity of the discontinuity. 
These high temperature gradients are accompanied by high thermal 
stresses which alone and in combination with the mechanical stresses 
produced by the external forces can give rise to cracks and rupture 
2 
in components. In order to ensure high reliability of each component, 
a designer should be able to predict the growth of any defects that 
exist, or that have initiated, in a component when and where the mater­
ials are subjected to high variations in temperature. The information 
that the designer needs can be obtained from the stress field around 
the defect which is usually expressed in the form of stress concentra­
tion factors or stress Intensity factors. 
The method of solution for the stress field can be theoretical 
(closed form), numerical or experimental. In any event, the solution 
to a thermoelastic problem may pose great difficulties since the equa­
tion of heat conduction and equations of motion must be solved simul­
taneously. It turns out that the closed form solutions are most suit­
able for problems with steady state conditions in simply as well as in 
multiply connected domains. Mathematical techniques such as transform 
methods or conformai mapping can be utilized in the solutions of this 
class of problems. On the other hand, for the transient problems the 
mathematical techniques are not sufficient; and the closed form solu­
tions that exist are, in general, for simply connected regions and 
simple geometries (e.g., infinite or semi-infinite plates). One has 
to refer to numerical or experimental methods to solve these kinds of 
thermoelastic problems. 
The problem to be studied herein is to determine the influence 
of near surface defects on the stress field when the surface experi­
ences a rapid temperature change. The problem is formulated as a two-
dimensional transient problem in a multiply connected region. It is 
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assumed that the quasi-static formulation of thermoelasticity is valid; 
hence, the mechanical coupling term and the inertia terms in the equa­
tions of thermoelasticity are disregarded. The solution is obtained 
through an experimental method; namely, photothermoelasticity. Boundary 
conditions are applied by means of heating as opposed to the refriger­
ation technique used in most previous photothermoelastic analyses. 
More specifically, the thermoelastic problem modeled in this study 
is the analysis of transient thermal stresses around an elliptical hole 
located close to the free boundary of a semi-infinite plate. The 
boundary condition applied is a rapid temperature change at the free 
boundary. The transient stress concentration factors around the ellip­
tical boundary are obtained, and the variation of the stress concen­
tration factor with the geometrical parameters (major and minor axes) 
and the angular orientation (measured as the angle between the major 
axis and the free boundary) of the ellipse are investigated. Empirical 
equations for maximum stress (stress concentration factor) for differ­
ent angular orientations, which may be used as prediction equations, 
are developed; and the results are extrapolated to the special case of 
a line crack by setting the minor axis equal to zero. 
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CHAPTER II. LITERATURE REVIEW 
Although the foundations of thermoelasticlty were laid as early 
as 1835 by Duhamel and Neumann, only a small number of textbooks exist 
that treat the various aspects of this theory. One of the earlier 
books was by Melan and Parkus [1] in which they discussed the thermal 
stresses under steady state conditions. Parkus [2,3] later published 
two books one of which examined transient thermal stresses. In [3], 
Parkus jpresented the linearized uncoupled theory of thermoelasticity 
and discussed plane thermoelastic stress and strain and thermal bending 
and buckling of plates. 
Boley and Weiner [4] in 1960 gave a comprehensive treatment of 
the theory of thermoelasticity. They covered linear coupled and un­
coupled quasi-static thermoelastic theories as well as the theory of 
heat transfer. They discussed the influence of coupling in the govern­
ing equations of thermoelasticity and thermal stress analysis for 
elastic systems, including thermoelastic stability, and for inelastic 
systems. 
Nowacki [5] published his book on thermoelasticity in 1960 in 
Polish, which was later translated into English. Topics covered in 
his text were similar to the topics in Boley and Weiner's text. Later 
in 1966 he published a companion volume [6] on dynamic aspects of 
thermoelasticity. A greater part of this monograph is devoted to 
dynamic problems of thermoelasticity. The remainder concerns the 
coupling between the strain, temperature and electromagnetic fields. 
Another book of value is a monograph by Kovalenko [7] in which topics 
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similar to the ones covered by Nowacki and Boley and Weiner can be 
found. 
A more recent publication is a book by Nowinski [8]. It is a 
rather self-contained book in which he discusses the topics covered by 
Boley and Weiner except for inelastic systems. As additional topics 
he also includes anisotropic bodies, thermal stresses around cracks, 
thermoelastic waves and vibrations, electromagnetic thermoelasticity, 
piezothermoelasticity and random thermoelastic processes. 
A review of the literature about thermal stresses in multiply 
connected domains (i.e., domains with holes, voids or cracks) reveals 
that there exists a large number of publications about steady state 
problems. Closed form solutions are, in general, obtainable using 
techniques such as analytic function theory, integral equations, trans­
form methods, conformai mapping, etc. Muskhelishvili's [9] pioneering 
work on the complex variable formulation of the two-dimensional equation 
of elasticity is one of the powerful tools for solving plane problems in 
multiply connected domains. This method of solution was extended to 
thermoelastic problems by Bogdanoff [10]. Florence and Goodier [11-
13] solved the linear isotropic thermoelastic problem for a uniform 
heat flow disturbed by an insulated hole. Sih [14] considered the 
singularities of two-dimensional thermal stresses at the tip of a 
crack in an infinite medium, and Sekine [15] discussed the same problem 
for a semi-infinite medium. An alternative formulation, making use 
of elliptical coordinates, to Sih's complex variable solution is given 
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in [16]. Sekine [17] also solved the thermal stress problem for a 
ribbon-like inclusion, and Tamate, et al. [18] presented an analytical 
study of thermal stresses at the ends of a thin elastic stiffener 
bonded to a semi-infinite medium. 
Three-dimensional thermoelastic problems of cracks in solids have 
been treated by Olesiak and Sneddon [19] who used the method of dual 
integral equations in the Hankel transforms. Also, closed form solu­
tions in terms of elliptic integrals are given in the paper by Kassir 
and Sih [20]. Similar problems can also be found in the papers [21-
23]. 
References cited above [9-23] are some of the closed form solu­
tions to steady state thermoelasticity problems in multiply connected 
domains. In the case of transient thermoelastic problems, due to mathe­
matical difficulties, closed form solutions are, in general, restricted 
to simply connected infinite or semi-infinite domains. Dragor [24] 
using Duhamel's principle, Fourier transforms and the theory of distri­
butions, gives the fundamental solutions to steady state, uncoupled 
transient and coupled transient (for a weakly conducting media only) 
problems. 
The effect of thermomechanical coupling in the thermoelasticity 
equations has been the topic of several research papers. One of the 
first publications about this aspect of thermoelasticity is by Dani-
lovskaya [25] who investigated the effects of the inertia terms in a 
transient thermoelastic boundary value problem in the absence of me­
chanical coupling in the heat conduction equation. The particular 
7 
problem considered there concerns an elastic half space (x ^  0) that 
is free from loading and is constrained against lateral displacements. 
A sudden temperature rise (or fall) is imparted uniformly to the entire 
plane boundary, the surface temperature being maintained constant 
thereafter. The same problem was solved independently by Mura [26]. 
Later Danilovskaya generalized her previous results to accommodate con-
vective boundary conditions. A discussion of her paper can be found 
in Boley and Weiner [4], Sternberg and Chakravorty [27] modified 
Danilovskaya's problem to account for a gradual change of surface tem­
perature. Their results indicated that a gradual heating of the bound­
ary (even at extremely high but finite time gradients) decreased the 
inertia effects considerably. 
Muki and Breuer [28] studied Danilovskaya's problem taking into 
account the coupling term in the heat conduction equation. They ob­
tained the general solution to the problem with the aid of Laplace 
transforms as the sum of two real integrals—an infinite integral and 
a discontinuous finite integral. Their discussion shows that the 
results reached by taking the coupling effect into account are very 
close to the corresponding quasi-static values after a very small ini­
tial time interval, except in a very thin layer at the surface. Boley 
and Tolins [29] attacked the same problem by means of the Fourier sine 
and cosine transforms (with respect to position). 
Another solution that used coupled thermoelastic theory is given 
by Fressengeas and Molinari [30]. They considered the transient 
stresses induced in a half space by sudden energy input. The same 
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problem is also treated in Nowinski [8] while Kovalenko [7] presents 
a solution to this problem without the mechanical coupling term in 
the heat conduction equation. 
The references mentioned above deal with simply connected regions. 
Attempts to obtain closed form solutions in multiply connected regions 
have been few. One such solution is given by Cherepanov [31] who con­
sidered the problem of thermal shock (step temperature change) applied 
to an arbitrary region which contained a line crack in an infinite 
plate. Shah and Kobayashi [32] determined the transient stress inten­
sity factor of an elliptical crack embedded in a thick plate, one side 
of which is subjected to a sudden temperature change. Emery, et al. 
[33] studied edge cracks in flat plates subjected to boundary condi­
tions similar to the one used in [32]. In all of these studies [31-33] 
the quasi-static theory of thermoelasticity was used; thus, the coupling 
in the thermoelasticity equations was disregarded. 
Since the transient thermal stress problems do not always yield 
closed form solutions, the numerical techniques like finite element 
method (FEM) or finite difference method (FDM) are used. A comparison 
of the FEM and FDM for the computation of transient temperatures can 
be found in [34]. The authors conclude that if temperatures in very 
short times were required, the only practical solution is to use the 
FDM since the accurate determination of temperatures with large trans­
ients by use of the FEM required either a large number of elements or 
large time steps to avoid the problem of temperature overshoots. On 
the other hand, Hsu [35], on a similar analysis, concluded that FEM 
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and FDM techniques yielded similar results. Cheverton, et al. [36] 
used the two techniques in the analysis of fracture and crack arrest 
in a thick-walled cylinder in the case of a thermal shock. The FEM 
and the FDM were used in the static analysis while only the FDM was 
used in the dynamic analysis. They found that for shallow surface 
cracks FEM and FDM results agreed within 2%, but for deeper surface 
flaws the FDM technique was yielding results about 30% larger than the 
FEM technique (FEM values were within 10% of the measured values). 
However, for the dynamic analysis the FDM results were within 10% of 
the measured value. 
In the computation of the thermal stresses, FEM method is widely 
used. FEM technique can handle the complex geometries that the FDM 
cannot; and in general, the computing costs are lower in the FEM as 
compared to the FDM. Reynen [37] applied the FEM technique to the 
thermoelastic fracture mechanics problem of surface cracks in cylinders 
during thermal shock and found it to be an accurate tool to deal with 
arbitrary transient thermoelastic crack problems. The case of a 
Griffith crack positioned parallel to the free surface of a semi-
infinite plate is treated by Ting and Jacobs [38]. The boundary condi­
tion used was a step temperature change at the free boundary. Their 
results showed that for heating at the free boundary crack opening (Mode 
I) and sliding modes (Mode II) were found at the crack tip, and for 
cooling at the free boundary only crack sliding mode was found at the 
crack tip. A coupled FEM analysis of transient thermal stresses, as 
opposed to the quasi-static formulation given in [36-38], is presented 
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by Berkovic [39]. Using the Galerkin procedure, he derived finite 
element equations of motion and heat conduction employing Taylor's 
expansion in the time domain. He linearized these equations and de­
veloped the explicit as well as implicit methods for the solution. 
•Another method of solution for transient thermal stresses is the 
experimental method. Burger [40], in his review, discusses the simi­
larity relationships for thermal modeling and covers a number of experi­
mental techniques with special attention to the photoelastic method. A 
more detailed study of similarity relationships in thermal stresses can 
be found in [41]. A generalized photoelastic technique for the study 
of transient thermal stresses was proposed by Burger [42] who applied 
it to the study of the stresses in a flat plate subject to varying tem­
perature gradients through its thickness. He established the tempera­
ture gradient through a combination of heating and cooling of the 
surfaces of the plate. His test method did not study the thermal 
shock conditions. He found that the stresses maximized only after a 
considerable time when the temperature change had already been felt by 
a large portion of the cross section of the plate. Later, Burger [43] 
investigated the stresses along the edge of a plate caused by thermal 
shock. Boundary conditions were applied by using a frozen mixture of 
ethyl alcohol and water (-51°C) or liquid nitrogen (-179°C). Results 
were compared with plane stress and plane strain predictions. He con­
cluded that the plane stress predictions underestimated the maximum 
edge stress, and the plane strain predictions were the maximum stress 
values within the experimentally determined range. An earlier 
11 
photoelastic investigation of thermal shock was conducted by Gurtman 
and Colao [44]. They studied the stresses around the edge of a cir­
cular hole in a flat unrestrained plate subjected to a thermal shock 
uniformly applied to one face of the plate. The thermal shock condi­
tions were created by placing dry ice (-78°C) directly on the top sur­
face of the model. Recently, Tsuji and Oda [45] used photothermo-
elasticity by means of heating to study the transient stress concentra­
tions in semi-infinite plates with circular cut outs close to the 
straight edge (heated edge) and semi-infinite plates with arc shaped 
notch cut from its base. This technique eliminated the technical dif­
ficulties encountered in the refrigeration technique that was used by 
other researchers [43,44]. They also used a thermal paint Instead of 
thermocouples to obtain the temperature field. Other applications of 
transient thermoelasticity can be found in [46,47]. 
A considerable effort has been spent on estimating the stress in­
tensity factors or propagation and arrest of surface cracks under thermal 
shock loading conditions. Cheverton, et al. [36,48] used thick-walled 
steel cylinders with radial and longitudinal cracks on the inner surface. 
They also present solutions obtained by finite element method. Blauel, 
et al. [49] used glass plates and hollow cylinders to investigate the 
same problem. They included a simple theoretical and numerical calcu­
lation in their paper. An experimental and finite elements analysis of 
semi-elliptical surface cracks under thermal shock conditions is given 
by Yagawa, et al. [50] . They carried out their experiments using poly-
methymethacrylate (PMM) plates by suddenly cooling the surface of the 
plate. 
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CHAPTER III. GOVERNING EQUATIONS AND PROBLEM DESCRIPTIONS 
Governing Equations 
In the general case the thermoelastic problem is formulated as 
follows [7]. 
There are 16 unknown functions of position (k = 1,2,3) and time 
t; namely, six stress components (i,j = 1,2,3), six strain compon­
ents Gjj, three components Uj[ of the displacement vector and the tem­
perature T. The four sets of equations governing these quantities are 
the six strain-displacement relations, three equations of motion, the 
six stress-strain relations and the heat conduction equation. 
a. The six strain displacement relations. Assuming infinitesimal 
displacements, then the strain tensor can be obtained as [51] 
-I <"i,j-j.i' 
or written out in component form 
• 11 Bx^  
12 2\3X2 8x^  
b. Three equations of motion. Consider the equilibrium of an 
arbitrary volume V of a body bounded by the surface 0 with an outward 
normal n^ . Let be the body force per unit volume and f^  = 
(i,j = 1,2,3) be the surface traction, are the components of the 
stress tensor [51]. Equilibrium requires that the resultant force and 
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the resultant moment (with respect to an arbitrary point) of the 
external volume and surface forces should vanish. According to 
d'Alembert's principle, the case of a moving body can be covered by 
equations of the same form by adding the inertia forces pii^  to the body 
forces. The above conditions then become 
/ (F - pU.)dV + / f dO = 0 (3.2) 
V n 
 ^*ijk - P"k)dV + / ^ijk Xj^ k^ G = ° (3-3) 
where are the coordinates of the points of application of the forces, 
®ijk the alternating symbol (or the permutation symbol) and p is the 
mass density. 
With the application of the divergence theorem and setting f^  = 
a^ n^^ , Eq. (3.2) takes the form 
/ (O.. . + F. - pilJdV = 0. (3.4) 
y iJiJ 1 1 
Since volume V is arbitrary, Eq. (3.4) yields the following three 
equations of motion 
a.. + F. = pii. (i = 1,2,3) (3.5) 
or in the absence of body forces (F^  = 0) 
"ij.j = 
Equation (3.6) written out in component form reads 
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c. The six stress-strain relations. The total strains at each 
point of a heated body are made up of two parts. The first part is a 
uniform expansion proportional to the temperature rise (T - T^ ) where 
T^  is a reference temperature. Since this expansion is the same in 
all directions for an isotropic body, only normal strains and no shear­
ing strains arise in this manner. If the coefficient of linear thermal 
expansion is denoted by a^ , this normal strain in any direction is 
equal to a^ (T - T^ ). 
The second part comprises the strains required to maintain the 
continuity of the body as well as those arising because of external 
loads. These strains are related to the stresses by means of the usual 
Hooke's Law [51] of Isothermal elasticity. The total strains are the 
sum of the two components and are, therefore, related to the stresses in 
any orthogonal coordinate system x, as 
where X and y are the Lame's constants and they are related to Young's 
Modulus E and Poisson's ratio V through the equations 
(3.7) 
(1 + V) (1 - 2v)  ^~ 2(1 + V) (3.8) 
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The relation between the volumetric dilatation E., and the sum of kk 
the normal stresses is obtained from Eq. (3.7) as 
\k= 3X^+3a,(I- V- "•'> 
Substituting Eq, (3.9) into Eq. (3.7) and solving for 0^ ,^ stresses 
in terms of strains is written as 
= 2y - (3X + 2y) (T - (3.10) 
where 6y={l 
or written out in the component form 
= 2y + [A(E]^  + + E^ )^ - (3A + 2y)(T - 1^ )0%] 
1^2 
d. The heat conduction equation. Within the framework of the 
thermodynamics of linear irreversible processes, a strain dependent 
heat conduction equation in the absence of internal heat sources is 
derived as [7] 
1 . To(3A + 2W) . 
T,ii " g K "jl^ kk ~ ° (3.11) 
or 
o  X o  ^ 2  ^ 3  
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where 3 = K/pC^  is the thermal diffusivity, K is the thermal conduc­
tivity, Cp is the specific heat, is the linear coefficient of thermal 
expansion and is a reference temperature. The last term in Eq. (3.11) 
indicates that the temperature field is also dependent on the rate of 
dilatation, Typical initial and boundary conditions in terms of 
the displacements u^  and temperature T are 
(a) initial conditions (for t = 0) 
u^  = f2^ 1)(x^ ), li^  = T = (3.12) 
(b) boundary conditions (for t > 0) 
\ (X|^ ,t), u^  = f^ ^^ \xj^ ,t), T = F^ ^^ (xj^ ). (3.13) 
The notation f(x^ ) and F(x^ ) etc. denotes functions of all the coordi­
nates x^  (k = 1,2,3). 
If we are to have single-valued continuous displacement functions, 
then the compatibility equations 
i^j,U \il,ij ~ ^ ik,j& " ^ji!-,ik " ° (^ .14) 
must be satisfied. The compatibility equations in the component form 
read 
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 ^^ 11  ^_9._ I ^^ 23 3^ 13 ^^ 12 
B *3  ^*1 \ ° *1  ^*2  ^*3 
It should be pointed out that the compatibility Eq. (3.14) ensures 
1 
single-valued displacements only in simply connected regions. For an 
(N + 1) fold multiply connected region (see Fig. 3.1) in order that 
the displacements are single valued, it is necessary and sufficient 
that the compatibility Eqs. (3.14) are satisfied and that N + 1 inte­
grals over each contour Lj, (K = 1,2,...,N) which encloses just the K-th 
hole should vanish; i.e.. 
{ (=1% - = 0 (3.15) 
(K = 1,2,...,N) 
{ ®kmn^ £n,m^ *il ® 1,2,...,N). (3.16) 
The stress-strain relations, Eq. (3.10), can be used to eliminate 
the stresses from the equations of motion (3.6). This yields 
2UEij,j + ^ k^k,i ~ •*" - P"i 0- (3.17) 
In turn, the strain displacement relations Eq. (3.1) will be used to 
eliminate the strains in Eq. (3.17). Noting that u^  = u^  and 
replacing the dummy index j by k, Eq. (3.17) reads 
•^ A simply connected region is one where any closed contour can be con­
tinuously reduced to a point without going outside the body. 
A^ multiply connected region is one with holes or voids. 
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"^i.kk + (A + ^ "^k,ki - (3^  + 2y)a^  = pu. (3.18) 
i = 1,2,3 
Equations (3.18) with the heat conduction Eq. (3.11) constitutes the 
four governing equations of thermoelasticity. Supplemented by the 
appropriate initial and boundary conditions, these equations suffice 
for the determination of the time-dependent displacement and tempera­
ture fields. 
The system of Eqs. (3.11) and (3.18) describes the "coupled problem 
of thermoelasticity" in which the temperature and strain fields are 
treated as mutually Interacting. The coupling arises due to the pre­
sence of in Eq. (3.11) and T ^  in Eq. (3.18), and the solution of 
this set of equations must be carried out simultaneously. The details 
of the derivation of the thermoelasticity Eqs. (3.11) and (3.18) based 
on the thermodynamics of irreversible processes can be found in [4,6, 
7,8]. These derivations consider the principle of energy in the absence 
of heat sources 
" i^j^ ij " ^ 1,1 ' (3-19) 
the entropy balance 
+ = 0 , (3.20) 
T 
Clauslus-Duhem inequality 
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(3.21) 
and the Helmholtz free energy 
F = U - ST 9 (3.22) 
where U is the internal energy, S is the entropy, F denotes free energy 
and is given by the Fourier's law of heat conduction 
The sources of the deformation and of the coupled temperature 
field are body forces and heat sources or the external forces and the 
thermal interaction of the solid with its surrounding medium. The 
temperature field and the strain field arise as a result of the action 
of any of these sources. 
If there occurs in the body an irreversible conduction process due 
to a temperature gradient, then this spontaneous process leads to an 
elastic deformation of the body. The phenomenon of deformation is here 
secondary, occurring as a result of the conduction of heat energy. The 
conduction process is identified with entropy production while, con­
versely, the deformation process leads to a decrease in entropy. How­
ever, the difference in the above increments of the entropy is positive 
at all points of the body. 
Conversely, if there occurs in the body a deformation process due 
to a loading applied externally to the body or to the action of the 
body forces, then this will lead to a secondary process—the conduction 
(3.23) 
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of heat energy. Since such a flow is an irreversible process, mechanical 
energy supplied to the system and converted into heat becomes dissipated. 
The corresponding phenomenon is known as thermoelastic dissipation or 
damping. 
Thermoelastic damping is of particular significance in vibration 
and the propagation of thermoelastic waves. In the latter case, the 
thermoelastic damping strongly affects a wave of elastic displacement 
by attenuating its amplitude and influencing its speed, which becomes 
frequency dependent. As a consequence, different component waves 
travel at different speeds; shorter waves overtake the longer ones, 
the wave spreads and the motion becomes dispersive. A detailed dis­
cussion of this topic can be found in [6]. 
Remarks on the Effects of Coupling and Inertia 
The process of heat conduction due to a temperature gradient and 
the process of deformation due to an applied loading are coupled be­
cause of the coupling of the strain and temperature fields. Solution 
to a coupled thermoelasticity problem poses great mathematical diffi­
culties because it combines the theories of elasticity and of heat 
conduction under transient conditions. Fortunately, in most of the 
usual engineering applications it is possible to introduce certain 
simplifying assumptions without significant error. The principal 
simplifications are the omission of the mechanical coupling term in 
the heat conduction equation, Eq. (3.11),and of the inertia terms 
in the equations of motion, Eq. (3.6), One instance in which it 
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seems permissible to ignore the coupling is when the application of 
heat is "gradual" or not too rapid. This statement may be confirmed 
by the following discussion [8]. 
Under the usual conditions of heat exchange the rate of tempera­
ture change is small in comparison with the speed of sound in that 
material. If this is so, then the inertia term in Eq. (3.18) can be 
disregarded. Further justification of this simplification can be ob­
tained from the results of Danilovskaya [25] and Sternberg and Chakra-
vorty [27] who investigated the effects of Inertia in a transient 
thermoelastic boundary value problem. Hence, omitting the inertia 
term in Eq. (3.18) and provided the body forces are absent, a differ­
entiation of Eq. (3.18) with respect to variable gives 
"^i,kki + + ^ \^,kii ~  ^ (3.24) 
noting that uu  ^ Eq. (3.24) can be rewritten as 
(X + 2y)ej^ j^ ^^  ^- (3X + 2y)a% ^ ,ii " ° 
or 
\k - V .11 • »• ".25) 
It follows that the expression in the brackets in Eq. (3.25) is an 
harmonic function of position. Since this function is arbitrary, 
assume, for convenience, that it is not dependent on time; then 
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k^k X + 2]^ V •*" (^Xi'Xz/Xg) (3.26) 
where ^  is an harmonic function. Substituting Eq. (3.26) into Eq. 
(3.11) the heat conduction equation takes the form 
where 
T i^  - i (1 + ô)T = 0 (3.27) 
OX + 2p)2 a.ZgT 
a = (X + 2W) % (3-28) 
may be called the coupling coefficient. If 5 vanishes, Eq. (3.27) re­
duces to the parabolic equation of heat conduction. Equation (3.27) 
with 6 = 0 is also referred as the classical differential equation of 
heat conduction theory. In terms of Young's modulus E and Poisson's 
ratio V, Eq. (3.28) reads 
(1 + V)Ea/T B 
^ - a - v ) a  - 2 ° ) ^  
For a sample made of steel, using the average properties for mild steel, 
E = 200 GN/m^ , V = 0.3, = 12 x lO"^  K'l 
K = 45 N/m K, 3 = 4.46 X 10*"^  m^ /hr 
and letting = 293 K (T^  is an absolute temperature for which the 
material is stress free), the coupling coefficient is computed as 
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ô = 0.011. For a plastic such as PSM-1 (see Appendix A for the material 
properties), this coefficient is 6 = 0.097. However, for another plas­
tic, polyvinyl butyral [8], Eq. (3.28) yields 6 = 0.430. So, at least 
for steel and PSM-1, it seems plausible to ignore 6 in Eq. (3.27) and 
thus eliminate the mechanical effects from the heat conduction equation. 
At this point one may argue that 5 = 0.097 for PSM-1 is not negligible; 
but from the results of Muki and Breuer [28], one can conclude that the 
above simplifications are reasonable. 
Muki and Breuer solved the coupled problem of a semi-infinite 
plate (x ^  0) subjected to a step temperature change at its straight 
boundary (x = 0). In their sample calculations they used the material 
properties of lead (6 = 0.0729) and copper (6 = 0.0169). As the result 
of their comparison of the exact solution for with the solution 
= 0 obtained by neglecting the inertia and coupling effects, they 
conclude that the coupling effects are negligible after a very short 
time interval except in a very thin layer at the surface. The small 
-10 
time interval for lead and copper is of the order of 10 sec, and 
-4 the thickness of the thin layer is of the order of 10 mm. For PSM-1 
the time interval is of the order of 10 sec, and the thickness of 
the thin layer is of the order of 10 ^  mm. Hence, the results of Muki 
and Breuer lend further support to the aforementioned simplifications 
for PSM-1. 
It should be noted that even if 6 0 in Eq. (3.27), this equation 
enables one to determine the temperature field independently of the 
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elastic aspect of the problem since it does not contain any strain 
terms. This, of course, simplifies the solution. 
A different situation takes place if, in the absence of internal 
heat sources and body forces, the process of thermoelastic deformation 
proceeds adiabatically. For this case it is shown that 
(3A + 2p)(XgT 6 
 ^- '^ o s \k- (3-3°) 
Equation (3.30) is used to eliminate temperature from Eq. (3.18) which 
then becomes 
""i.kk + + "K.ki • ""l <3.31) 
where X is called the adiabatic Lame's constant; namely. 
a 
(3X + 2y) W3 
X = X +  ^° 
a K 
It is observed that Eq. (3.31) is of the form of the classical Lamé 
equation of isothermal elasticity. In this case the deformation field 
can be obtained first, independent of the temperature field, and then 
one may proceed to the solution of the heat conduction equation. 
Uncoupled, Quasi-Static Formulation 
The formulation of the thermoelastic problem omitting the mechanical 
coupling terms in the heat conduction equation and the inertia terms in 
the equations of motion is said to be the quasi-static theory of 
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thermoelasticity. This line of approach to thermoelastic problems is 
the most common, despite the fact that a complete and rigorous proof 
of these assumptions is not available. Quasi-static problems should 
not be confused with steady state or stationary problems in that the 
functions involved; namely, temperature T and displacement u^ , remain 
functions of time t. 
The replacement of the actual thermoelastic problem by an equi­
valent quasi-static problem finds some motivation in ordinary situa­
tions, in which the changes of the temperature field proceed slowly. 
It should be noted that if the inertia terras are neglected, no deriva­
tives with respect to time appear in any of the stress field equations. 
If the boundary conditions also do not involve any derivatives with 
respect to time, then the time t simply plays the role of a parameter. 
As a consequence, it is assumed that the thermoelastic process may be 
considered as a sequence of states of equilibrium. Thus, at any given 
instant, the thermal stresses in an elastic body can be determined on 
the basis of instantaneous values of the temperature field. In other 
words, there is a complete mathematical analogy between the solutions 
corresponding to a family of steady state temperature distributions 
depending upon a parameter m, T(x^ ;m), and to a transient temperature 
distribution, T(x^ ,t). The stress distributions will depend upon m and 
t, respectively; that is, in the latter case, the stress distribution 
will be time dependent. This assumption is not valid in the situations 
in which the changes of temperature occur rapidly. This actually 
happens during the propagation of thermoelastic waves, during vibrations 
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induced by periodic variation of the temperature field and in thermal 
shocks. 
Examples given by Boley and Weiner [4], Sternberg and Chakravorty 
[27] and Muki and Breuer [28] indicate the reasonableness of the use of 
the uncoupled quasi-static thermoelastic theory for most practical 
problems. They show that when the application of heat is not too rapid 
and for short times of observation the influence of coupling and inertia 
is very slight, they, therefore may be ignored. In [27] the authors 
state that if the surface temperature of the half space (x ^  0) is 
raised or lowered gradually even at an extremely high rate (e.g., over 
•"12 
a time interval of 10 sec). The maximum magnitude of the non-dimen­
sional stress was reduced by 86% as compared to the maximum value in 
the event of an instantaneous temperature change. Moreover, in [28] 
it is shown that about 10 sec after the onset of the thermal shock 
(step temperature change), the coupled solution (CJ^  - 10 ^ )^ is very 
close to the uncoupled, quasi-static solution (0^  = 0) except for a 
-4 
very thin layer of thickness about 10 mm at the surface. 
The governing equations of the quasi-static theory of thermo-
elasticity are obtained from Eqs. (3.1), (3.6), (3.10) and (3.11) by 
omitting the coupling and inertia terms; i.e., 
(a) the strain displacement equations 
^li  -1 ("i.j + "j.i) 
(b) equations of motion in the absence of body forces 
a . = 0 (3.33) 
ij»3 
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(c) the stress-strain relations 
c^ ij = 2M + [Xe^  - (3A + 2;)(T - (3.34) 
(d) the heat conduction equation in the absence of internal 
heat sources 
T .. - J T = 0. (3.35) 
,11 3 
The corresponding quasi-static equation to Eq. (3.18) can be 
derived by eliminating the stresses in the equilibrium equations using 
Eq. (3.34), then eliminating the strains by using Eq. (3.32). The 
end result is the displacement formulation of the quasi-static thermo-
elastic problem which reads 
Wi.kk + (A + W)"k,kl -  ^= 0 (3.36) 
1 - 1,2,3 
The system of Eqs. (3.35) and (3.36) are referred to as the govern­
ing differential equations of "quasi-static thermoelasticity." The 
first stage in the solution is to find the temperature field by solving 
Eq. (3.35) with appropriate boundary conditions. After finding the 
temperature field, the corresponding displacement field is determined 
by Eq. (3.36) 
Problem Description 
In what follows an experimental solution is presented for the 
quasi-static problem, governed by Eqs. (3.32) through (3.36), of a 
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semi-infinite plate with an elliptical hole (see Fig. 3.2). The plate 
is subject to a "step" temperature change at the edge y = c. But a 
true step change in temperature is a mathematical abstraction unattain­
able in practice. Therefore, the boundary condition at y = c for 
t > 0 can be more realistically represented by a function of time, f(t), 
which rises rapidly from the initial temperature, T Q^, to the applied 
"step" temperature, T^ , in the time interval 0 < t < t^ , and remains 
at T for t > t . Then the initial and boundary conditions referred 
wo
to the notation of Fig. 3.2 read 
T(x,y,0) = T^  
9T(x,y,t) ^  Q 
3 n 
T(x,c,t) = f(t) 
w 
Oij(x,y,o) = 0 
Oy(x,c,t) = 0 
= 0 
cr^ (x»y.t) = 0 
on the elliptical boundary for t ^  0 
0 < t < t 
t > t 
on the elliptical 
boundary for t ^  0 
(3.37) 
The experimental technique used is photothermoelasticity by means 
of heating. Since time plays the role of a parameter, Instantaneous 
stress fields can be used to obtain the stress history around the 
elliptical hole. The experimental technique will be discussed in 
detail in Chapter 4. 
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Dlmensionless Quantities 
For each problem there exists a set of characteristic or pertinent 
physical quantities in terms of which the problem should be investigated. 
In experimental studies it is the most common practice not to consider 
these individual pertinent quantities but rather their sets; i.e., 
they are grouped into complexes each of which has a definite physical 
significance. A transition from the ordinary physical quantities to 
those of the complex kind, which are formed from the same quantities 
but in definite dimensionless combinations, gives important advantages. 
First, the number of variables decreases. Internal relations charac­
terizing a process are more distinctly expressed in these quantities. 
In addition, a prescribed value of a complex of quantities may be ob­
tained as a result of an infinite number of various combinations of 
the physical quantities making up the non-dimensional variable. This 
means that an infinite number of various cases, not just a single case, 
is investigated when solving a problem in new variables. Thus, the 
new variables are, by their essence, generalized. This property 
enables one to set up similarity relationships between model tests and 
prototype behavior. 
The material properties that play a role in the conduction of 
heat through a material are the thermal conductivity, K, the mass 
density, p, and the specific heat, C^ . These properties are combined 
into one property called the thermal diffusivity, 3, of a material 
defined as K^ pC^ . The physical significance of S is that it charac­
terizes the molecular transfer of the internal energy of a body. The 
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properties making up 3 suggest an interpretation for this derived 
property in terms of heating time, and it can be shown that it is pro­
portional to the velocity of propagation of an isothermal surface in 
the direction of heat flow [52]. The quantity which is inverse to the 
thermal diffusivity 3 ^  characterizes the inertial properties of the 
body with respect to the propagation of a temperature field. 
Another property that will affect the transfer of heat is the 
surface heat transfer coefficient H. This coefficient is important 
when a body thermally interacts with a surrounding fluid; i.e., when 
convective boundary conditions exist. Heat transfer coefficient H, 
together with the thermal conductivity K, and a characteristic length 
IL form the non-dimensional complex H£/K known as the Biot modulus, B. 
Biot modulus is a measure of the intensity of heat flow between the 
surface and the surrounding fluid. 
For a given initial temperature distribution, any subsequent dis­
tribution depends on the duration of the process, t, the thermal dif-
2 fusivity, 3, and the system size, &. The definite combination 3t/& 
represents a non-dimensional variable which is usually referred to as 
the Fourier number. Hence, it follows that the Fourier number has the 
meaning of non-dimensional time. If c is chosen as the system size, 
this non-dimensional time will be defined as 
c 
where c = distance between the ellipse center and the heated edge. 
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The important optical, thermal and elastic properties of photo-
thermoelastic materials are the photoelastic fringe coefficient, f^ , 
the coefficient of thermal expansion, a^ , and the Young's Modulus, E. 
They are usually combined into a single property called the thermo­
elastic figure of merit, Q^ , defined as Ea^ /f^ . This derived property, 
Q^ , can be interpreted as the "sensitivity" of the material. For 
identical thermal loading and geometrical conditions, more fringes will 
be observed in the material with the highest thermoelastic figure of 
merit. 
In a photoelastic analysis, the principal stress difference - Cg 
can be computed at a point in the model by using the fringe order N at 
that point as [53] 
Nf 
- -h^  (3-39) 
where are the principal stresses in the plane of the model, and 
h is the thickness of the photoelastic model in the direction of view­
ing. On a free boundary of the model, either cr^  or is equal to zero; 
hence, the principal stress tangential to the boundary can be determined 
directly from 
Nf 
= -J^. (3.40) 
Note that N, f^  and h are all positive quantities. 
For uniaxial constraint, such as a bar under full axial restraint 
subjected to a temperature change AT, the theoretical magnitude of the 
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stress maximizes and is 
a" = -Ea^ (AT); (3.41) 
i.e., when AT > 0, a"< 0 and when AT < 0, 0" > 0. This stress is used 
to define a non-dimensional thermal stress O = a^ /o''. Hence, using 
Eq. (3.40) and the definition of Q^ , the non-dimensional thermal stress 
on a free boundary reads 
where T^  = maximum temperature at the heated edge, 
Tgg = ambient temperature and also the initial temperature of the 
model. 
Introducing the pertinent geometrical variables "b/a and c/a where 
b and a are the minor and major axes of the elliptical hole, respec­
tively (see Fig. 3.2), the empirical solution of the problem given by 
Eqs. (3.32) through (3.37) for the maximum stress at a point on a free 
boundary can be expressed as 
A^AX ^ ^'(T,B,b/a,c/a) (3.43) 
where a = (a^ ) /a"*. For this experiment convective boundary con-
max t'max 
ditions were not used so that 
\ax ~ 4^ T,b/a,c/a). (3.44) 
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The purpose of this experimental investigation was to find the 
form of the function <j). 
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Figure 3.1. (N + 1) fold multiply connected region 
y 
Figure 3.2. Semi-infinite plate with an elliptical hole 
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CHAPTER IV. EXPERIMENTAL TECHNIQUE 
The Information obtained from an experiment is transferred to real 
life situations by similarity relations which contain non-dimensional 
variables. These variables, as was shown in Chapter 3, in turn are 
formed by definite combinations of the material properties (thermal 
and mechanical), time and the size of the model. Hence, accurate in­
formation about material properties is essential in order to perform 
dependable model studies. 
It is also known that the material properties of the plastics, 
which are used as model materials in photoelasticity, are temperature 
dependent. Therefore, in a photothermoelastic analysis one should pay 
extra attention to the variation of the material properties of the test 
specimen with temperature. Tsuji and Oda [45] performed experiments 
where they had to correct for the change in the values of these prop­
erties at different temperatures. Although they had good results, it 
is more desirable that the properties, or certain combinations of them, 
remain constant over the temperature range employed in the test. This 
simplifies the computations for the results and is particularly useful 
when the form of an empirical equation such as Eq. (3.43) is sought. 
So, in the first stage of this research the material properties of 
certain photoelastic material were obtained to evaluate their appli­
cability to transient thermal stress analysis [54]. Three materials 
were tested; a room temperature cured epoxy; Araldite 502 with hard­
ener 951; a hot cured epoxy, Epon 828 with phthalic anhydride hardener; 
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and a polycarbonate PSM-1 . A brief description of the test procedures 
and the results are given in Appendix A. 
Model Material 
Among the materials tested, PSM-1 proved to be most suitable. It 
has a high thermoelastic figure of merit, constant between -10°C and 
55°C and a high thermal diffusivity which is also a constant over the 
same temperature range. The material properties of PSM-1 are given 
in Table 4.1. Aside from its high thermoelastic figure of merit and 
high thermal diffusivity, this material is ductile, rather than brittle; 
and it is completely free of time-edge effects. 
While much easier to machine than most photoelastic materials, 
PSM-1 is more sensitive to localized heating from cutting operations. 
When excessive heating is avoided, optically clean boundaries (free of 
residual birefringence) can be produced very readily. The insensivlty 
of PSM-1 to moisture permits the use of water or other aqueous coolants 
during machining. Since the material is relatively ductile, the machin­
ing precautions normally required to prevent chipping and cracking of 
brittle plastics are unnecessary. Coarse, heavy cuts can be made with­
out danger of fracturing the work piece. However, the heat generated 
by heavy machining must be dissipated by adequate cooling to avoid 
boundary birefringence. In addition, the work piece should never be 
allowed to remain in stationary contact with a rotating tool so that 
PSM-1 is a product of Photolastic, Inc. 
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continuous rubbing occurs since local heat generation may induce 
residual birefringence. 
Test Specimen 
The photoelastic test model was a rectangular plate measuring 
101.6 mm X 152.4 ram x 6.4 mm (4 in. x 6 in. x 0.25 in.). An elliptical 
hole was machined into this plate as depicted in Fig. 4.1. This plate 
was large enough to simulate a semi-infinite plate with an elliptical 
hole close to its edge since the sides of the plate parallel to the y-
axis were far enough from the elliptical hole that they did not affect 
the temperature and stress distribution around the hole. This can be 
easily confirmed by observing the fringes in Fig. 4.2. There is a 
finite region around the elliptical hole where the fringes remain 
parallel to the heated edge, y = c, away from the hole. It is also 
observed that if one moves further away from the hole, then the effect 
of the sides perpendicular to the heated edge can be seen on the fringe 
pattern. 
Four different size elliptical holes, each having five different 
angular orientations, were used. One set of test specimens is shown 
in Fig. 4.3. The geometrical parameters of the test pieces are given 
in Table 4.2. In this table a and b are the major and minor axes of 
the elliptical hole, c is the distance of the center of the elliptical 
hole from the heated edge (y = c) and 0 is the angle that the major 
axis of the ellipse makes with the heated edge of the plate. The 
ratio b/a can be interpreted as an indication of the size of the ellipse 
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or, more specifically, the acuteness of the ellipse. The ratio c/a 
measures the "depth" of the hole below the surface of the plate (i.e., 
the heated edge). This depth was adjusted to keep the ligament size; 
i.e., the minimum thickness of the material between the ellipse and 
the edge, the same for test pieces with the same ellipse size. 
Experimental Set Up 
The experimental set up is shown in Fig. 4.4, and the details 
of the heating apparatus are given in Fig. 4.5. The top edge of a 
copper plate was machined smooth for good contact with the photo-
thermoelastic model. The plate was wrapped with a resistance heating 
tape, and all but the topmost part was insulated. The temperature of 
the heating surface was kept at 55°C ± 0.5*C using a proportional 
temperature controller.^  The temperature of the heating plate was mea­
sured with two copper-constantan thermocouples embedded in the plate 
50.8 mm (2 in.) apart and 3 mm (0.12 in.) below the contacting edge. 
Also, the two thermocouple readings were compared to ensure uniform 
temperature along the top edge of the copper plate. A maximum dif­
ference of 0.2°C was observed between the temperatures indicated by 
the thermocouples during all the tests performed. 
The copper plate has a high specific heat, and it is also a good 
thermal conductor. The photoelastic material is a poor conductor when 
compared with copper. Used in combination, as was done in this study. 
O^ven Industries, Model 5CX-16 Proportional Controller. 
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the temperature of the contact surface of the copper plate will remain 
nearly constant when the cold test specimen is placed on top of it. 
In the experiments described here, the reduction, on contact, of the 
temperatures at the two thermocouples was always less than 0.5°C which 
was recovered within 2 min. 
Test Procedure 
The tests for each model were conducted as follows: After the 
heating plate reached a constant temperature, the test piece which was 
at room temperature was placed on the heating plate. Photographs 
of the light and dark field photoelastic isochromatics were taken with 
a 35 mm camera equipped with a close up macro-lens. For all test 
specimens, photographs were taken at 15 sec, 30 sec, 1 min, at 1 min 
intervals up to 5 min, and at 7 min, 10 min, 15 min, 20 min and at 
30 min after the specimen was placed on the heating plate. The tem­
perature readings of the two thermocouples were recorded simultane­
ously at the same time as each photograph was taken. All temperatures 
recorded throughout the test period were then averaged to calculate 
the mean temperature of the heater. This is assumed to be the con­
stant temperature T^  of the contacting edge of the copper plate for 
the duration of the test. The light and dark field isochromatics were 
then used to compute the non-dimensional stress O, given by Eq. (3.42). 
This stress is compressional in nature. 
F^or all the tests performed the room temperature was kept between 
23°C and 25°C. 
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Table 4.1. Material properties of PSM-1 over the temperature range 
-10°C to 55°C 
Property Symbol Value 
Young's Modulus E 2.39 GN/m^  
3.47 X 10^  psi 
Poisson's Ratio V 0.38 
Photoelastic Fringe Coefficient fa 7 kN/fringe-m 
40 Ib/fringe-in. 
Coefficient of Thermal Expansion 1.46 X 10"^  °C"1 
8.11 X 10"^  °F"1 
Specific Heat 0.307 W-hr/kg °C 
0.264 Btu/lb °F 
Thermal Conductivity K 0.365 W/ra °C 
0.211 Btu/ft-hr *F 
Thermal Diffusivity 0 1.01 X 10 ^  m^ /hr 
1.09 X 10"^  ft^ /hr 
Figure of Merit Qt 46.61 fringe/m °C 
1.26 fringe/in. °C 
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Table 4.2. Geometrical parameters of the specimens 
a b 
Specimen b £ 8° a b mm mm No. a a o a in. in. 
1 0.50 1.240 0.0 90.0 0.50 5.08 2.54 
2 0.50 1.340 22.5 50.4 0.20 0.10 
3 0.50 1,530 45.0 38.7 0.40 6.35 2.54 
4 0.50 1.715 75.0 8.4 0.25 0.10 
5 0.50 1.740 90.0 0.0 0.33 7.62 2.54 
6 0.40 0.992 0.0 90.0 0.30 0.10 
7 0.40 1.124 22.5 44.0 0.30 15.88 4.76 
8 0.40 1.352 45.0 21.8 0.625 0.1875 
0.40 1.564 75.0 9 6.1 
10 0.40 1.592 90.0 0.0 
11 0.33 0.827 0.0 90.0 
12 0.33 0.894 22.5 38.8 
13 0.33 1.127 45.0 18.4 
14 0.33 1.330 75.0 5.1 
15 0.33 1.449 90.0 0.0 
16 0.30 0.397 0.0 90.0 
17 0.30 0.570 22.5 35.9 
18 0.30 0.835 45.0 16.7 
19 0.30 1.065 75.0 4.6 
20 0.30 1.098 90.0 0.0 
*See Chapter 5, Eq. (5.18) for the definition of a^ . 
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152.4 mm 
y 
Figure 4.1. Test specimen 
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B/A = 0.40 
0 = 45° 
t = 1 min 
B/A = 0.30 
9 = 45° 
t = 1 min 
B/A = 0.40 B/A = 0.30 
0 = 0° 0 = 0° 
t = 5 min t = 5 min 
Figure 4.2. Dark field isochromatic fringe patterns showing the 
region away from the hole 
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m-' 
Figure 4.3. Typical test pieces showing the relative angular 
orientations and sizes of the ellipses 
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'"n,„ 
Figure 4.4. Experimental set up 
(1) Test specimen, (2) 35 mm camera, (3) Heating apparatus, 
(4) Switching unit for the thermocouples, (5) Stop watch, 
(6) AC voltmeter to monitor the output of the temperature 
controller, (7) Millivoltmeter and digital printer to record 
thermocouple output, (8) Temperature controller 
TEST PIECE 
THERMOCOUPLES 
COPPER HEATING 
PLATE 
Figure 4.5. Schematic of the heating apparatus 
6.4 mm = h 
HEATING TAPE 
INSULATION 
SECTION A-A 
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CHAPTER V. RESULTS 
Isochromatic fringe patterns that give the full stress field near 
the hole are used to obtain the stress data. Typical dark and light 
field isochromatic fringe patterns are shown in Fig. 5.1. The photo-
elastic data are then used to estimate the highest fringe order in the 
stress field. 
Figure 5.1 shows the Isochromatics gathered closely below the 
lower edge of the elliptical hole indicating that this is a region of 
high stress. It was found that the highest fringe order occurred on 
the elliptical boundary at the point closest to the heated edge. As 
proposed by Burger [43] and Tsuji and Oda [45], another point to be 
checked is the heated edge of the plate. Tsuji and Oda, in their ex­
periments with circular holes, found that the compressive stress at 
the edge of the plate was larger than the compressive tangential stress 
at the lower edge of the hole when either the circular hole was far 
from the heated edge or the heating period was short. However, for an 
extended heating period and for the hole located near the heated edge, 
the maximum stress occurred at the lower edge of the circle. 
In the present study the elliptical holes were close to the heated 
edge, and the heating period was long enough for the maximum compres­
sive stresses to occur at the lower edge of the hole. Observations 
confirmed Tsuji and Oda's conclusions. The stresses at the heated 
edge are, therefore, not included in the results that follow. More­
over, although theoretically the maximum stress under a "step tem­
perature change" would occur at the interface, it is unlikely to be 
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the case in practice. The finite resistance to heat flow across the 
interface between the two plates prevents the generation of a true 
"step change" at the heated edge of the model. The temperature of 
the edge varies in some sort of a ramp function so that the theore­
tical maximum stress a"* = -Ea(T^  - T^ )^ given by Eq. (3.41) is never 
reached. 
Location of the Maximum Stress on the Elliptical Boundary 
Let (x^ ,y^ ) be the coordinates of the point on the elliptical 
boundary closest to the heated edge (See Fig. 4.1). Also, let be 
the ellipse parameter that corresponds to (x^ /y^ ). One way to deter­
mine the stress at this point is to plot the fringe order along the 
straight line x = x^  between y = y^  and y = c and then to extrapolate 
to the elliptical boundary. An alternate way is to plot the fringe 
order along the elliptical boundary and interpolate to a^ . The latter 
approach is used in this study because smooth curve fits with trigo­
nometric parameters can then be used to interpolate rather than extra­
polate. The fringe count for a typical fringe pattern is also shown 
on Fig. 5.1. In all the experiments performed, the location of the 
zero order fringe is determined by white light observations. 
To determine the coordinates (x^ ,y^ ) when 0 is between 0° and 90°, 
the parametric form of the ellipse equation is used. For the two 
limits 0=0° and 0 = 90°, the calculations are trivial, and it can 
easily be shown that when 0=0°, the point is (0,b); and when 0 = 90°, 
the point is (0,a) where a and b are the major and minor semi-axes of 
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the ellipse, respectively. If a is the ellipse parameter, then the 
ellipse equation in the Ç-H Cartesian coordinate system is expressed 
as 
Ç = acosa (5.1) 
n = bsina (5.2) 
Using coordinate transformations we can write 
X = acosacosB - bsinasinO (5.3) 
y = acosasinQ + bsinacos0 (5.4) 
or 
Ç = xcos6 + ysin0 (5.5) 
Tl = -xsinG + ycos0. (5.6) 
The equation of the ellipse in the r-t Cartesian coordinate system is 
"4+4= 1. (5.7) 
Using (5.5) and (5.6) in (5.7) we get 
b^ (xcos6 + ysin6)^  + a^ (-xsin8 + ycos6)^  = a^ b^  (5.8) 
which can be rewritten as 
9 2 2  2 2  2 2 2  2 2  
X (a sin 0 + b cos 0) + y (a cos 0 + b sin 0) + 
2xysin0cos0(b^  - a^ ) = a^ b^ . (5.9) 
51 
Then the coordinates (x^ .y^ ) and the corresponding are determined 
by differentiating Eq. (5.9) with respect to x and setting dy/dx = 0. 
Differentiation yields 
2x(a^ sin^ 9 + b^ cos^ B) + 2y (a^ cos^ G + b^ sin^ B) + 
2ysin9cos9(b^  - a^ ) + 2x sin6cos0(b^  - a^ ) = 0. (5.10) 
Setting dy/dx = 0 we obtain 
2x(a^ sin^ 0 + b^ cos^ 0) + 2y sin0cos6(b^  - a^ ) = 0. (5.11) 
Since the values of x and y satisfying Eq. (5.11) would be x^  and y^ , 
then the ratio x^ /y^  is given by 
X 2 2 
o _ -sin0cos0(b - a ) /c io\ = 
o^ a sin 0 + b cos 0 
or 
% . tan0[l - (b/a)2) ^  (5.13) 
o^ tan 0 + (b/a) 
From Eq. (5.1) and (5.2) we get 
— tana, (5.14) 
n a 
and from Eqs. (5.5) and (5.6) the ratio t/r is determined as 
E -xsin0 + ycos0 (5.15) 
n XCOS0 + ysin0 
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or 
r - — tan0 + 1 
n • (5-16) 
— + tanG 
Equating the right hand sides of Eq. (5.14) and Eq. (5.16) to each 
other and noting that when x = x^ , y = y^ , then a = a^ , we arrive at 
-(x /y )tane + 1 
I ' (x^/y.) + tane <5.17) 
or 
-(x^ /y^ )tane + 1 
"o = (b/a) [ (x^ /y^ ) + tan0] ' 
From Eq. (5.12) x^ /y^  = 0 when 0 = 0 or 90°. Then from Eq. (5.18) 
90° when 0=0° 
0° when 0 = 90°. o o ono 
For the models used is listed in Table 4.2, and the variation of 
with 0, Eq. (5.18), is plotted on Fig. 5.2. 
Method of Least Squares Approximation 
The determination of the maximum compressive stress at depends 
very highly on the accurate interpolation of the data at this point. 
In this study interpolation was achieved by orthogonal function approx­
imations [55]. This method involves minimizing the weighted mean 
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square error 
e/ = fj- Y(x) [F(x) - f(x)]2 dx (5.20) 
r 
over the interval (x^ ,x2) where Y(x) is a given nonnegative weighting 
function. In Eq. (5.20) f(x) is the given function, in this case the 
experimental points; and F(x) is its approximation given by 
F(x) = a^ tjj^ Cx) + a^ ijj^ (x) + ... + a^ i|;^ (x). (5.21) 
If are mutually orthogonal real functions such that 
/ Yi^ i(x) (x)dx =0 (i ^  j). (5.22) 
1 J 
Then the desired coefficients a^  are given by 
*2 
Y(x)f(x)^ (^x)dx 
a^  = —i i = 0,1,2,... (5.23) 
Y(x)^ i^ (x)dx 
The above procedure is usually referred to as the least squares approxi­
mation of the function f(x). 
Analysis of Data 
To determine the stress distribution as a function of the ellipse 
parameter along the elliptical boundary, trigonometric sine and cosine 
functions are used as the orthogonal functions in Eq. (5.21). Hence, 
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for any particular time (i.e., for a particular photoelastic photograph), 
the approximation function is chosen as 
5 
0^  = Cg + Z (C^ j^ sinka + Cg^ coska) (5.24) 
k=l 
where is the estimate of the non-dimensional principal stress, a, 
tangent to the elliptical boundary as defined by Eq. (3.42). 
Equation (5.24) is of the form of a truncated Fourier series 
approximation of O. In this analysis other sets of orthogonal func­
tions could have been used; but symmetry of sine and cosine with re­
spect to 0° and 90°, respectively, offers excellent approximations of 
the stress data for 9 = 90°and 0=0°. For other angular orientations, 
smooth curve fits were also possible with the above approximation 
function with excellent correlations. 
The coefficients C^ , and of Eq. (5.24) can be computed 
using Eq. (5.23). Instead of applying Eq. (5.23) directly, the coef­
ficients were found by a "linear multiple regression" routine avail­
able in the Statistical Analysis System (SAS) [56] . This program uses 
the method of Least Squares approximation, briefly outlined in the 
previous section. 
When 0 = 0° or 0 = 90°, either or were set equal to zero 
since only a cosine or sine representation was sufficient due to the 
symmetry of the data points with respect to = 90° or = 0°. For 
angular orientations other than 0° or 90° a combination of sine and 
cosine terms were selected. This selection was based on how well the 
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approximation function described the data, and it was achieved by the 
RSQUARE procedure available in the SAS program. The RSQUARE procedure 
performs all possible regressions for one or more dependent variables 
and a collection of independent variables printing the correlation 
2 index or "degree of fit," R , for each model. For Eq. (5.24) the de­
pendent variable was cr^ , and the independent variables were sinka and 
COska. A more detailed discussion of the correlation index and RSQUARE 
procedure can be found in Appendix B. A computer printout of RSQUARE 
procedure for specimen no. 20 (b/a = 0.30, c/a = 1.098, 0 = 90°) at 
t = 3 min is shown in Table B.2 of Appendix B. 
The upper limit of k in Eq. (5.24) is chosen as 5 because it was 
found that higher values of k introduced unnecessary fluctuations into 
the approximation function. Also, the number of cosine and/or sine 
terms subsequently used in the approximation function was, at most, 
three. This was done to reduce the effect of the random errors and ob­
tain a "smoothed" approximation. Use of a larger number of cosine and 
2 
sine terms in the approximation function resulted in higher R values 
(better fits), but then the approximation function had a tendency to 
follow the data points very closely. This is an undesirable feature 
since, as mentioned above, the effect of the random errors will be 
reflected more in the approximation function. 
2 In the analysis that follows, R values larger than 0.800 is con-
2 
sidered acceptable. At this value of R the correlation coefficient, 
r = y? is 0.894. If, for example, it is assumed that the number of 
data points is 8 (minimum number of points for all data sets considered 
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in this study) and there are three coefficients to estimate (e.g., C^ , 
and and two variables (e.g., a and a), then Table B.l can be 
utilized to determine if any correlation exists between the two vari-
2 
ables for R = 0.800. In Table B.l the degrees of freedom, V, is cal­
culated as the difference between the number of data points and the 
number of coefficients to be estimated. Hence, for the example given 
above w = 8 - 3 = 5 and from Table B.l for a 99% confidence level with 
two variables, r is obtained as 0.874. So a minimum r value of 0.874 
is necessary in order to conclude that a correlation exists between 
the two variables. Therefore, a correlation coefficient r = 0.894, 
which is larger than 0.874, would imply that a correlation does exist 
between the two variables or the two variables are interdependent; 
2 
and since R = 0.800, 80% of the total variation in one variable can 
be accounted for by the variation on the other. 
After the terms to be used in the regression model were determined, 
the coefficients were found by another SAS routine, the General Linear 
Models (GLM) procedure. A discussion of GLM can also be found in 
Appendix B. A computer printout of GLM procedure for specimen No. 20 
at t = 3 min is shown on Table B.3. 
In general, one can find more than one regression model with good 
2 
correlation; i.e., high R . It can be observed on Table B.2 that all 
2 
of the models tested with two variables have R greater than 0.990, 
which implies any one of them can be used in the regression analysis. 
The final selection of the regression model was made after the regres­
sion analysis; i.e., after the computation of the coefficients C^ , 
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and A few regression analyses were performed with different models 
for each data set considered. In the case of specimen No. 20, for 
example, the models based on CI, C2; CI, C5 and C4, C5 on Table B.2 
were run through the GLM procedure. To make the final choice, the prob­
ability values listed on the computer printout (Table B.3) ,PR > (ïj 
under number 10 are compared. These probabilities indicate the signi­
ficance of each term in the regression model; and if it is very small, 
then the term contributes significantly to the model. Also, as an 
additional criterion, care was taken that the maximum stress was not 
overestimated with the approximation function. That is, the inter­
polated maximum stress value should correspond to within +0.5 fringe 
order of the maximum observed in the isochromatic fringe pattern. 
Figure 5.3 shows two typical sets of data points for the non-
dimensional stress, a = -N/Q^ h(T^  - T^ ), versus the ellipse parameter 
a. The approximation functions, which are of the form of Eq. (5.24), 
obtained using SAS program, are shown as solid lines. The approximation 
function for 0 = 75° (Specimen No. 4) is 
= -1.493 + 1.533cosa - 0.441cos3a - 0.211sin4a , (5.25) 
= 0.9864 
and the approximation function for 0 = 90° (Specimen No. 20) is 
or^  = -159.111 + 217.023cosa - 58.616cos2a , (5.26) 
= 0.9967. 
The coefficients in Eq. (5.26) are shown on Table B.3 under number 9. 
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Estimate of the Maximum Stress 
It was mentioned in Chapter 3 that for quasi-static analysis in 
thermoelasticity, time merely plays the role of a parameter. Then to 
obtain the time variation of the stress, a time sequence of isochromatic 
photographs taken after the specimen was placed on the heater will be 
sufficient. For each sampling time the maximum stress occurring on the 
elliptical boundary at a = is obtained by interpolation using the 
approximation function given by Eq. (5.24); i.e., 
a = C + Z CT, sinka + coska . (5.27) 
max o , T Ik o 2k o k=l 
For example, Eq. (5.25) with = 8.4° yields " -0.492, and Eq. 
(5.26) with a = 0.0° yields G = -0.704. 
o max 
Typical sequences in the fringe patterns which are used in esti­
mating by Eqs. (5.24) and (5.27) are shown on Figs. 5.4 and 5.5. 
In Fig. 5.4a fringe patterns at 1 min, 5 min and 30 min after the 
specimen was placed on the heater are presented with a dark field and 
a light field photograph for each time considered. Figure 5.4b shows 
the fringe patterns at t = 4 min for three different ellipse sizes with 
the same ligament size d = c - y^  and fl = 22.5°. Figure 5.5 shows the 
variation of fringe pattern with angular orientation 0 at t = 4 min for 
b/a = 0.30. The variation of with time for each of the specimens 
considered is shown on Fig. 5.6. In this figure, time is in minutes 
after the start of the test. 
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The maximum stress, as plotted on Fig. 5.6, is a non-dimensional 
quantity; and it is most often interpreted as the thermal stress con­
centration factor, K^ , given by 
•S:' KJ - ''"tW'l 
where (o^ m^ax the maximum stress on the elliptical boundary com­
puted by Eq. (3.40), and a" is the theoretical maximum stress for full 
uniaxial constraint and a step change in temperature as defined by 
Eq. (3.41). 
Figure 5.6 shows that a common behavior exists for all the speci­
mens tested except for the ones with 0 = 90°. Qualitatively speaking, 
the maximum stress on the boundary peaked some time between 3 and 6 
minutes after the onset of the transient. In each case with increasing 
time the maximum stress increased rapidly until it reached a peak, then 
decreased slowly until steady state conditions were established. This 
feature can also be observed in Fig. 5.4a. In this figure the sequence 
of the isochromatic photographs shows the way in which the fringe pat­
terns build up to a maximum value at around 5 min and then reduce 
slightly for larger times. For 0 = 90° the maximum stress increased 
with time and approached constant values. A maximum stress versus time 
variation similar to the one for 0 = 90° was also observed in the case 
of circular holes by Tsuji and Oda [45]. This may be because at 0 = 90°, 
the ellipse is geometrically similar to a circle with respect to heat 
flow in the -y direction. The graph showing Tsuji and Oda's results 
for circular holes is reproduced in Fig. 5.7. 
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Effects of the Geometrical Parameters 
For all specimens in the three ellipse sizes, b/a = 0.50, b/a = 
0.40 and b/a = 0.33, the ligament size d = c - was the same and d = 
3.76 mm (0.148 in.). A smaller ligament size, d = 1.55 mm (0.061 in.) 
was used in the specimens with b/a = 0.30. It is observed in Fig. 5.6 
that the maximum stress versus time plots vary with the angular orien­
tation 6, ellipse size b/a and the ligament size d. These variations 
are better illustrated in Fig. 5.8 where a vs 0 curves at t = 5 min 
max 
for the four ellipse sizes are shown. The effect of b/a, increasing 
stress with decreasing b/a, can be clearly seen. As the ellipse gets 
more slender, the stress increases. Moreover, for the same ligament 
length, d = 3.76 mm, all the curves reached their peak around 0 = 75°. 
For the smaller ligament length, d = 1.55 mm, the curve peaked around 
0 = 45°. It may be concluded that the critical angle decreases as the 
ligament size gets smaller, but more experiments are necessary to verify 
this conclusion. As an alternative presentation of the results, contour 
plots of O in the 0 vs t plane are shown in Fig. 5.9. Variation in 
 ^ max 
the critical angle from 75° to 45° with the decrease in the ligament 
size can also be observed in this figure. 
Approximation Functions for - T Data 
The solid lines in Fig. 5.6 are the plots of the approximation 
functions obtained by considering a general linear regression model of 
the form 
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a = K + K,T + + K„erfT + K.Te"^  + 
max o 1 2 3 4 
KgXerfT + Kg/T (5.29) 
2 T —x^  
where erfT = / e dx and T is the non-dimensional time as 
/T ° 
defined by Eq. (3.38). 
The general form of the regression model chosen in Eq. (5.29) is 
based on the trend of the data points for the terms T and yTx, The 
linear term T was chosen to describe the behavior of the data in the 
early transients where the stresses increase very steeply with time. 
The term /T was chosen because of its monotonically increasing charac­
teristic which proved to be very useful in the case of the specimens 
with 6 = 90°. The reason for including e ^  and erfT is that they are 
solution forms to simple transient thermoelasticity problems. For 
example, solutions to the problems of a semi-infinite plate subject to 
a thermal shock, a step temperature change in the surrounding medium 
with convective boundary conditions [7] and the semi-infinite plate 
subject to a step temperature change on the boundary [45] contain the 
exponential function and the error function. To obtain smoothed 
approximations to the data, an equation containing three or four of the 
most significant terms in Eq. (5.29) were selected. As before, the 
procedure RSQUARE from SAS program (See Appendix B) was utilized ini-
2 tially to select the regression models with high correlation index, R . 
After the regression models were chosen (in general, more than one 
2 
model was found with high R for each data set), the coefficients 
(i = 0,...,6) were computed by the procedure GLM of SAS, and the final 
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selection of the regression model was made by comparing the probability 
values under PR > |T| on the GLM output. The GLM output was also dis­
cussed in Section 5.3 and Appendix B, and an example of it is given in 
Table B.3. The probability values PR > |T| used for the final selection 
of the regression models are the ones under number 10 in Table B.3. The 
regression equations thus obtained for each test specimen are shown as 
solid lines on Fig. 5.6, and the coefficients for each specimen are 
given in Table 5.1. 
For all 20 data sets considered, excellent correlations were ob­
tained, and R^  ranged from 0.9644 to 0.9994 as indicated in Table 5.1. 
To test the quality of these equations consider, for example. Specimen 
2 No. 13 which has the lowest R = 0.9644. For this specimen the number 
of data points used was 10 and 5 coefficients were computed in the re­
gression procedure. Then the minimum correlation coefficient obtained 
from Table B.l for two variables (a^ ^^ ,T), 5 degrees of freedom (w = 
10 - 5 = 5) 99% confidence interval, is r = 0.874. The correlation 
2 index R = 0.9644 would yield a correlation coefficient r = 0.9820 
which is larger than the minimum r = 0.874 obtained from Table B.l. 
Therefore, it can be concluded that a correlation exists between the 
variables at a 99% confidence level. 
Figure 5.10 shows the same kind of plots as in Fig. 5.6 for all 
the specimens tested. The only change is in the ordinate from to 
o 2 
a (c/a) . The choice of the variable O (c/a) for the ordinate 
max max 
was dictated by the fact that a "normalized" behavior is obtained for 
all the specimens. The general behavior observed in Fig. 5.6 was 
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2 preserved since (c/a) is a constant for each specimen. The main change 
was in the variation of the peak value of the maximum stress with the 
angular orientation 0. In Fig. 5.10 and also in Fig. 5.11, the corres­
ponding plot to Fig. 5.8, it is observed that the effect of the ligament 
2 
size d is eliminated with the choice of the variable O (c/a) and all 
max 
the curves in these figures peak around 0 = 75°. The data points 
plotted in Figs. 5.10 and 5.11 were derived from the maximum stress data 
points on Fig. 5.6 by multiplying by (c/a) for each specimen. 
The solid lines in Fig. 5.10 were constructed in a similar way using 
2 
Eq. (5.29); i.e., both sides of Eq. (5.29) were multiplied by (c/a) . 
Figures 5.12, which are an alternate presentation of Fig. 5.10, are 
2 
contour plots of G (c/a) in the 0 vs t plane. It can also be seen 
max 
2 in these figures that the Omax(c/a) peak around 0 = 75° for all the 
specimens considered. 
Empirical Solution for the Maximum Stresses 
Having found such a standardized behavior between the stress vari-
2 
able a^ ^^ (c/a) and time, an attempt was made to find a single equation 
which will express the time varying maximum stresses for each angle 0 
in terms of the geometric parameters a, b and c, the thermoelastic 
material constants and time. This analysis amounts to determining the 
function (|) mentioned in Eq. (3.44) for each angle 9. In this equation 
the non-dimensional variables T, b/a and c/a were used as the 
pertinent variables. In the following analyses instead of the 
"normalized" stress variable O (c/a) was used. The stress variable 
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was further modified by the introduction of the factor cosha^ . This 
factor was introduced to form a non-dimensional stress variable that 
would include the variation in for different b/a ratios at a given 
angle 0. It is clear from Fig. 5.2 that for different b/a ratios, 
is different at all angles except when 0=0° and 0 = 90°. The modi­
fied stress variable that will be used in the following analyses then 
reads 
" = "max (5-3°) 
The hyperbolic cosine in Eq. (5.30) makes it possible to enter a^ , 
which ranges from 0° to 90°, in a form such that it is not zero in 
this interval. Hence, data for = 0 (6 = 90°) can be used in the 
analysis. With this new stress variable R, the functional relation­
ship Eq. (3.44) is rewritten in the form 
R = (|)-(T,b/a). (5.31) 
The SAS program was used to find a linear regression model that 
will relate the stress variable R to b/a and T; i.e., determine the 
form of the function (p". As was done before, the procedure RSQUARE of 
the SAS program was used to select the most significant terms among 
the regression models considered, and the procedure GLM was used to 
perform the regression analysis. Regression models tested with pro­
cedure RSQUARE were x, (b/a)T, (b/a)T^ , e~^ , erfx, (b/a)e 
(b/a)erfT, (b/a)TerfT. Most satisfactory results were obtained by using 
the regression models (b/a)e ^  and (b/a)erfT. Then the general form of 
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the regression equation (approximation equation), for the angular 
positions 0 considered, reads 
-R = D + D, - e""^  + D„ - erfx (5.32) 
o la Z a 
or 
-R = D + D„ ^  [D, •* e ^  + erfx]. (5.33) 
O 6 a JL 
Equation (5.32)(or Eq. (5.33)) is then the prediction equation for the 
maximum stress at a given time on the elliptical boundary for a partic­
ular angle 6. The values of the coefficients D^ , and Dg as com­
puted by procedure GLM with 95% confidence Intervals, correlation index 
2 R and the standard deviation from the regression equation for each 
angle 0 are given in Table 5.2. As explained in Appendix B, 95% confi­
dence interval implies that the probability of finding the true value 
of the coefficients within the interval is 0.95. As a sample calcula­
tion for the numbers in Table 5.2, consider the confidence interval of 
when 0 = 0°. From Appendix B, Eq. (B.6) and Table B.4 the variance 
of is computed as 
= (0.09155550)^ (6.02099624) 
= 0.050470. 
The number of data points used in this regression analysis was n = 32 
and from (B.5) for 95% confidence interval ^ i^+Yy/2 ~ ^ 0 975 ~ 
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Then Eq. (B.4) reads 
L 
U /n" ^ 0.975 
or 
L 
U. 
= 3.076 ± 1.96 
/32 
= 3.076 ± 0.078. 
Equation (5.33) is a "straight line" model for R in terms of the 
functional variable X = (b/a) [D^ "* e ^  + erfx]. The point values of R 
plotted against this variable X and the straight lines R = + DgX are 
shown on Figs. 5.13 to 5.17. Each point on these graphs represents the 
non-dimensional maximum stress versus non-dimensional time data ex­
pressed in terms of the stress variable R and the functional variable 
X. The constant is obtained from the regression coefficients 
and Dg. The variable X for different angular orientations read 
e = 0° X = (b/a)[0.625e"^  + erfT] (5.34) 
e = 22.5° X = (b/a)[0.735e"^  + erfT] (5.35) 
6 = 45.0° X = (b/a)[0.639e"^  + erfT] (5.36) 
0 = 75.0° X = (b/a)[0.494e"^  + erfT] (5.37) 
0 = 90° X = (b/a)[0.315e"^  + erfT] (5.38) 
where R = + DgX. 
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Equation (5.32) is an empirical solution to the quasi-static 
thermoelastlc problem of transient thermal stresses at near surface 
elliptical holes in a semi-infinite plate. The boundary condition 
applied was of the form of Eq. (3.37); i.e.-, rapid heating of the edge 
y = c to a constant temperature T^ . During all the tests performed, 
the temperature was reached within 2 min from the start of the 
experiments. At the start of the experiments the temperature was not 
less than T - 0.5°C. It should be noted that T is the measured tem-
w w 
perature of the copper heating block shown in Fig. 4.5. This tempera­
ture, T^ , is also assumed to be the applied boundary condition at the 
edge y = c of the specimen. To use Eq. (5.32) one should know the 
boundary temperature (T^ ), the properties of the material (E, V, a^ , 3), 
the size of the ellipse (b,a) and its location (c) and its orientation 
(0). Also, either Eq. (5.18) or Fig. 5.2 should be used to obtain the 
ellipse parameter a^ . With the above mentioned parameters determined, 
then Eq. (5.32) with the appropriate constants or Figs. 5.13 to 5.17 
can be used to estimate the maximum stress around the elliptical hole. 
It should be noted that Eq. (5.32) is valid for the cases when b/a 0. 
The special case of b/a = 0 will be discussed in the next section. 
Crack Tip Stresses 
2 Figures 5.18 through 5.22 show plots of R = o^ ax^ ^^ ^^  cosha^  vs 
b/a for different angular orientations with time as a parameter. It 
is clear from these figures that the formulation of R as a stress vari­
able makes it linear with b/a. This type of a relationship is 
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advantageous in that interpolation or extrapolation can be performed 
easily for estimating the stress variable R for other ellipse sizes 
b/a. 
A b/a value of interest would be b/a = 0 which corresponds to a 
line crack of length 2a. The data on Figs. 5.18 to 5.22 may, therefore, 
be used to estimate the maximum stress acting at the tip of the crack 
in a direction perpendicular to the crack. So if the straight lines on 
the graphs are extrapolated to b/a = 0, they should indicate approxi­
mate values for the crack tip stresses for an insulated crack. The 
intercept between the extrapolated line and the R-axis will give the 
2 
value of a(c/a) at crack tip since at this point = 0 and cosha^  = 1. 
Figure 5.23 reveals a feature that was also observed by Ting and 
Jacobs [38] in their numerical solution for the case with 0=0°. The 
sign of the maximum stress is reversed for 0=0°, 22.5° and 45°. Since 
2 in Eq. (5.30) cosha^  and (c/a) are both positive quantities, the sign 
of the stress variable R is determined by the sign of the maximum stress 
m^ax the elliptical boundary. The maximum stress is computed using 
Eq. (3.42) which is a compressive stress for heating.^  Hence, although 
the maximum stress around the elliptical hole was compressive due to 
heating. Fig. 5.23 indicates that the stress changes sign and the ten­
sile stresses are created at the crack tip. For the other angular ori­
entations; i.e., 0 = 75° no sign change occurred for b/a = 0 and for 
No zero order fringes were observed near the lower edge of the ellipti­
cal holes to indicate a change in the sign of the stress at a = a 
(the point on the elliptical boundary closest to the heated edge). 
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6 = 90° maximum stress went into the tension zone temporarily after the 
onset of the transient, but it was in the compression zone the rest of 
the time. It can also be observed that for a given crack size and 
depth; i.e., constant c/a, the most critical angular orientation is 
0=0°. At 0 = 0° the crack tip experiences a higher temperature gra­
dient than the other orientations due to the fact that it is the most 
"blunt" geometry with respect to heat flow in the -y direction. 
For a crack, b/a = 0, the variation of the stress variable 
2 (c/a) with angular orientation 0, with time as a parameter, is 
2 plotted on Fig. 5.24. On this figure as 0 is increased, CT(c/a) de­
creased and eventually changed from tension to compression. From this 
graph It can be concluded that angular orientations approximately below 
50° can be critical because of the tensile stresses at the crack tip. 
Due to the tensile stress a mode I, crack opening mode, stress distri­
bution will exist at the crack tip and its vicinity. This type of a 
stress distribution may cause unstable crack growth, or if there are 
temperature fluctuations, may decrease the fatigue life of the components. 
Either case may lead to the total failure of the component. 
70 
Table 5.1. Coefficients of Eq. (5.29) 
Specimen 
No.a Ko *2 *3 K4 S 6^ 
1 0.135 -0.009 0.264 0.9746 
2 0.379 0.211 -0.359 0.341 -0.212 0.9870 
3 0.409 0.386 -0.466 0.448 -0.384 0.9952 
4 0.495 0.443 -0.456 0.386 -0.446 0.9979 
5 -0.426 -0.267 -0.893 1.494 1.384 0.9982 
6 0.092 -0.013 0.316 0.9795 
7 0.338 0.230 -0.292 0.426 -0.227 0.9896 
8 0.411 0.454 -0.354 0.423 -0.446 0.9970 
9 0.481 0.716 -0.454 0.367 -0.714 0.9714 
10 -0.422 -0.324 -1.174 1.666 1.363 0.9982 
11 0.062 -0.014 0.333 0.9919 
12 0.045 0.420 0.360 0.168 -0.421 0.9973 
13 0.448 0.529 -0.362 0.369 -0.525 0.9644 
14 -0.254 -0.291 -1.488 2.031 1.672 0.9913 
15 -0.270 -0.149 -1.010 1.717 1.131 0.9976 
16 0.475 -0.018 0.205 0.9965 
17 -2.225 -0.795 2.101 3.061 0.9902 
18 -2.654 -0.902 2.578 3.550 0.9956 
19 -0.157 -1.786 -0.579 -2.065 3.995 0.9965 
20 -0.116 -1.577 -0.352 -1.715 3.399 0.9994 
T^he geometrical parameters of the specimens are given in Table 4.2. 
Table 5.2. Coefficients of Eq. (5.32) with 95% confidence intervals 
8° D 
o »1 »2 
Stan. 
Dev. 
0.0° 
-1.190 ± 0.028 3.076 ± 0.078 4.919 ± 0.067 0.956751 0.091556 
22.5* -0.586 ± 0.014 2.171 ± 0.043 2.954 ± 0.033 0.957530 0.057039 
45.0° 
-0.148 ± 0.021 1.711 ± 0.062 2.676 ± 0.046 0.908251 0.088435 
75.0° 0.259 ± 0.033 1.232 ± 0.100 2.496 ± 0.071 0.826486 0.135171 
90.0° 0.338 ± 0.033 0.736 ± 0.098 2.339 ± 0.070 0.838786 0.132460 
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Figure 5.1. Dark and light field isochromatic fringes for 
b/a = 0.30, c/a = 0.397, 6 = 0°, T = 1.70, 
(time t = 4 min) 
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Figure 5.2. Variation of with 6 
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Figure 5.3. Variation of the non-dimensional stress around 
the elliptical boundary at time t = 3 min 
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Figure 5.4. Variation of the fringe patterns (a) with time for 
b/a = 0.30, 0 = 22.5°; (b) with ellipse size at 
t = 4 min for 6 = 22.5° 
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8 = 75° 8 = 90* 
Figure 5.5. Variation of the fringe patterns with angular orientation 
for b/a = 0.30 and t = 4 min 
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Figure 5.6. Variation of maximum stress with time 
78 
a = 0.3 
Maximum stress at 
point A on circular 
boundary 
- Maximum stress at 
pomt S on straight 
boundary 
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(b) Various configurations of semi-infinite plate with circular cutout 
and the definition of a. All dimensions in mm 
Figure 5.7. Results for circular holes (from Tsuji and Oda [45]) 
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Figure 5.9a. Contour plots of the maximum stress 
for b/a = 0.50 
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Figure 5.9b. Contour plots of the maximum 
stress for b/a = 0.40 
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Figure 5.9c. Contour plots of the maximum stress 
for b/a = 0.33 
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Figure 5.9d. Contour plots of the maximum stress 
for b/a =0.30 
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Figure 5.10. Variation of the maximum normalized 
stress with time 
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Figure 5.11. Variation of the maximum normalized stress 
with angular orientation at time t = 5 min 
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Figure 5.12b. Contour plots of the maximum normalized 
stress for b/a = 0.40 
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Figure 5.12c. Contour plots of the maximum normalized 
stress for b/a 0.33 
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Figure 5.12d. Contour plots of the maximum normalized 
stress for b/a = 0.30 
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Figure 5.13. Plot, of Eq. (5.33) for 6 = 0.0" 
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Figure 5.14. Plot of Eq. (5.33) for 0 = 22.5° 
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Figure 5.15. Plot of Eq. (5.33) for 0 = 45.0° 
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Figure 5.16. Plot of Eq. (5.33) for 6 = 75.0° 
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Figure 5.17. Plot of Eq. (5.33) for 0 = 90.0' 
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Figure 5.19. Variation of the stress variable R with ellipse ratio for 0 " 22.5° for different 
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Figure 5.20. Variation of the stress variable R with ellipse ratio for 0 = 45.0° for different 
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Figure 5.23. Variation of the maximum normalized stress 
with time for a line crack 
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CHAPTER VI. CONCLUDING REMARKS 
In this study, empirical solutions are obtained for the transient 
thermal stress concentrations around elliptical holes in a semi-infinite 
plate. The holes were located near the straight boundary which was sub­
jected to a rapid temperature change. The solutions obtained are in 
terms of non-dimensional variables which are complexes of the pertinent 
geometrical parameters of the ellipse, the material properties and time. 
The experimental technique used was photothermoelasticity. The 
boundary condition was applied by means of heating which proved to be 
more easy to work with than the refrigeration technique. The heating 
technique eliminated the need for a hermltlcally sealed container with 
a dehydrant to avoid condensation of moisture in the air on the test 
specimen. Since no condensation of moisture took place, extremely clear 
photographs of the isochromatlc fringe patterns could be taken. Moni­
toring of the boundary conditions which might be a major problem in the 
refrigeration technique was easily handled by a proportional temperature 
controller. 
The empirical Eqs. (5.32) and (5.33) are the prediction equations 
for different angular orientations for the maximum stress at the ellip­
tical boundary. Since these equations are in non-dimensional form, the 
similarity relationships mentioned in [41] can be applied directly to 
estimate the maximum stress in a prototype once the quantities Ea(T^  - T^ ) 
T, c/a and b/a are known. 
From the results obtained it is seen that transient thermal 
stresses can be critical since they go through a peak value larger 
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than the steady state value. This behavior was observed in all the 
specimens tested except for the ones with 0 = 90°. For 0 = 90°, the 
stresses increased with time and approached constant values (See 
Fig. 5.6). Also, the magnitude of the maximum stress is highly de­
pendent on the ratio b/a, ligament size and the angular orientation of 
the ellipse. The effect of these parameters on the maximum stress can 
be best observed in Fig. 5.8. 
When the results were extrapolated to estimate the maximum stresses 
at the tip of a line crack, tensile stresses, as opposed to the compres­
sive maximum stresses at the elliptical boundary, were found at this 
point for some of the angular orientations tested (0°, 22.5°, 45°). 
This result was consistent with the numerical solution of Ting and 
Jacobs [38] for 0=0°. Also, Dally and Sanford [61], in their paper, 
mention that a compressive far field stress in a direction parallel to 
the line crack produces tensile stresses along the crack, which further 
supports the above result obtained by extrapolation. Due to the tensile 
stresses a mixed mode condition, including a crack opening mode (Mode I) 
stress distribution, exists at the crack tip and its vicinity. It is 
found that under these conditions the most critical crack is the one 
parallel to the straight boundary for the heating boundary condition. 
For future studies the effect of the ligament size on the maximum 
stress should be carried out. Also, the effect of a time dependent 
boundary condition applied at the straight boundary of the semi-infinite 
plate would be of interest to investigate thermal fatigue problems. It 
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is also suggested that a photothermoelastic study be conducted for 
finding the critical stress intensity factors for crack in an elastic 
material under transient thermal loadings. 
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APPENDIX A: MATERIAL PROPERTIES 
IN THERMAL STRESS ANALYSIS^  
Paper published by author and J. Gryzagorides and C. P. Burger. 
"Material Properties in Thermal Stress Analysis." Paper presented at 
1980 SESA Spring Meeting, Boston, Massachusetts, May 25-30, 1980. (To 
be published in Exp. Mech. 21 (1981).) 
112 
NOMENCLATURE 
A Area 
a Coefficient of thermal expansion 
3 Thermal diffusivity, k/pC^  
C Specific heat 
P 
E Young's modulus 
G Strain 
fg. Photoelastic fringe coefficient 
h Beam thickness or plate thickness 
I Area moment of inertia 
k Thermal conductivity 
X Wavelength of light 
H Length 
V Poisson's ratio 
M Bending moment 
m Mass 
N Photoelastic fringe number 
P Load 
Figure of merit, Ea/f^  
R Electrical resistance 
p Mass density 
0 Principal stress 
AT Temperature difference 
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INTRODUCTION 
Experimenters in thermal stress analysis are very often hampered 
in their work because the properties of the resins, epoxies, etc. used 
in their models are not fully known. In certain cases where some pro­
perties are published by the manufacturers, uncertainty exists regarding 
the variation of these properties with temperature. 
Der Hovanesian and Kowalski [41] showed that the thermal diffu-
sivity, 3 = k/pCp, is the governing parameter for heat flow within a 
solid in transient conditions. Hence, the properties of the thermal 
conductivity k, specific heat and density p, together with other 
properties such as the coefficient of thermal expansion a. Young's 
modulus E, Poisson's ratio V and the photoelastic fringe coefficient 
f^ , all play a role when the time of occurrence of certain stress 
states in a thermal stress model is scaled with respect to a prototype. 
It is common practice in photoelasticity to employ a figure of 
merit, Q, to compare different model materials. For photothermo-
elasticity, the figure of merit is of the form = Ea/f^ . The im­
portant heat transfer parameter (thermal diffusivity) should also be 
used in conjunction with the figure of merit in the evaluation of model 
materials for transient thermal stress analysis. 
Burger [40,43] reported values for a hot cured epoxy Araldite B 
with Hardener 901 and discussed some of the significance of the com­
bined variables with respect to steady state and transient temperature 
fields. Tsuji and Oda [45] reported the optical and physical 
114 
properties of epoxy resin Araldite B, and Marloff [57] discussed the 
properties for an aluminum filled epoxy. Model Tech FRL-20. 
This appendix demonstrates that with fairly simple techniques and 
relatively standard laboratory equipment, the properties of many model­
ing materials can be evaluated. In what follows, the procedures used 
to find all of the significant properties over a wide-working range of 
temperatures are described and exemplified on three model materials. 
Results are presented for a room temperature cured epoxy, Araldite 502 
with Hardener 951; a hot cured epoxy, EPON 828 with phthalic anhydride 
O 
hardener; and a polycarbonate, PSM-1. 
O 
PSM-1 is a product of Photolastic, Inc. 
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EXPERIMENTAL APPARATUS AND PROCEDURE 
Young's Modulus and Poisson's Ratio 
The two elastic constants. Young's modulus and Poisson's ratio, 
were determined by using a tensile specimen as shown in Fig. 1. The 
specimen with longitudinal and transverse strain gages mounted on it 
(such as to eliminate bending strains) was placed in an environmental 
chamber capable of maintaining stable temperatures to within 0.3 °C 
for the range of -70 °C to 170 "C, The gages were also compensated 
for temperature. The specimen was cooled to -40 "C and allowed to 
stabilize. The "no load" strains in the longitudinal and transverse 
directions were then read. Load was applied in the axial direction, 
and the "load on" strains were recorded. Subsequently, a new tempera­
ture was established and new values for the "no load" and "load on" 
conditions were obtained. This procedure was repeated at approximately 
10 °C intervals from -40 °C to 70 °C. 
Young's modulus was evaluated for each temperature by using the 
one-dimensional Hooke's Law as 
where (^ load n^o load^ longitudinal' 
Poisson's ratio was determined for each temperature setting by 
the ratio 
E = ^  (A.l) 
(A.2) 
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where ^^ load n^o load^ transverse' 
For the above procedure 120 0 gages were used. Local reinforcement 
was checked using an optical extensometer and was found to be negligible, 
To reduce the effect of creep of the material care was taken to keep 
the loading time about 10 seconds when data was being recorded. Also, 
a low bridge current of 10 mA was used to minimize local heating effects. 
Photoelastic Fringe Coefficient 
In order to determine the fringe coefficient of the material, a 
beam in pure bending was used as depicted in Fig. A.2. Light field 
photographs of the fringes were taken in the midsection of the beams. 
In this region the fringes were parallel and symmetric with respect 
to the neutral axis, x. Using 
(îf^ )y (A.3) 
and 
"o 
- ° Z >  - - i T  (A-4) 
since Og = 0 for pure bending and -  O  given by Eq. (A.3), then 
3 
substituting for I = hb /12 
where Ny,N^  = extrapolated fringe order at upper and lower beam 
boundaries, respectively. 
117 
The light source was a helium-neon laser (A = 632.8 nm). Subse­
quently, the beam was placed in the environmental chamber described 
in the previous section, and the photographs of the fringes at tempera­
tures ranging from -40 °C to 70 "C were obtained. 
Again, the procedure required the loading time to be short to 
avoid creep of the material. The loading time for this test was also 
about 10 seconds. 
Coefficient of Thermal Expansion 
Cylindrical specimens of length 12.7 mm (0.5 in.) and 3.18 mm 
(0.125 in.) in diameter were prepared. A copper constantan thermo­
couple was embedded in the specimen, and it was placed in a simple 
apparatus as shown in Fig. A.3. The high specific heat of the copper 
block ensured a large heat sink/source and even temperatures along 
the length of the specimen. The wood support was chosen because of its 
very low thermal conductivity and low coefficient of thermal expansion. 
Conduction was further reduced by hollowing out the top of the wood 
support so that the area of contact with the specimen was small. 
The test was performed as follows. The hollow cylindrical copper 
block was heated in the oven up to 120 °C and then placed over the 
specimen. The specimen was heated by radiation, and its temperature 
was monitored on a digital voltmeter. When the highest temperature 
was obtained, the copper block was removed and the transducer rod 
was placed in contact with the upper surface of the specimen. As it 
cooled down to ambient conditions, the specimen contracted thus 
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displacing the transducer rod relative to the transducer core. Simul­
taneous readings were obtained of temperature and transducer output. 
The same procedure was repeated by cooling the copper block to -40 °C 
in the environmental chamber. Thus, a set of displacement vs tempera­
ture data was obtained for a temperature range of -25 "C to 60 "C. The 
coefficient of thermal expansion is then evaluated from 
 ^~ S, dT (A.6) 
o 
where is the initial length of the specimen. 
The sources of error were in positioning the specimen on the 
wooden support and in the heat lost through the transducer rod and the 
thermocouple wires. 
Heat lost through the transducer rod was negligible because the 
transducer rod offered minimum contact area (sharp point) with the 
upper surface of the specimen. 
To decrease the thermocouple conduction error, the portion of the 
thermocouple wires that were not embedded in the specimen were insu­
lated. This reduced the heat exchange between the thermocouple wires 
and the ambient. This heat exchange leads to higher temperature 
readings when the specimen temperature is below ambient and to lower 
temperature readings when the specimen temperature is above ambient 
temperature. As a check measure, tests were performed using acrylic, 
,-5 
copper and aluminum specimens. The values obtained were 8.5 x 10 
°C ^  for acrylic, 1.74 x 10 ^  °C ^  for copper and 2.41 x 10 ^  ®C ^  for 
aluminum. These results compare within 6% of the published values in 
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standard handbooks. 
Specific Heat 
A rectangular piece of material was refrigerated to approximately 
-70 °C (temperature was indicated by a thermocouple embedded at its 
center). The specimen was placed into a thermoflask containing a known 
mass of water at room temperature and after a short period of time, 
equilibrium was established (water and specimen temperatures were iden­
tical) . A heat balance yielded 
specimen + 1°®=-
The loss is the heat transfer between the water and the inner glass 
container of the thermoflask. If the quantity (mCpAT)^ ^^ ^^  is plot­
ted as the ordinate and (mAT) . is plotted as the abscissa, then 
specimen 
from Eq. (A.7) a straight line should be obtained with a slope of 
(if Cp is a constant) and intercept "loss." Thus, was determined 
from the slope of the (mCpAT^ ^^ ^^ r ^ s (mAT)^ ^^ ^^ ^^  ^curve over the 
range of temperatures where it was a constant. Data were taken for 
the temperature range of -70 °C to 70 °C. 
Thermal Conductivity 
The thermal conductivity of the material was determined using a 
guarded hot plate [58]. The plate measured 203 mm x 203 mm (8 in. x 
8 in.) and was constructed according to ASTM standards (Fig. A.4). The 
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guarded hot plate is widely used for determining the conductivity of 
nonmetals; i.e., solids of rather low thermal conductivity. 
The apparatus consists of a main heater which supplies the heat 
to the specimen. Surrounding this heater is the "guard heater" which 
has its temperature maintained at that of the main heater. This pre­
vents heat transfer sideways through the material whose thermal con­
ductivity is to be determined. Two plates of the specimen material, 
each equipped with copper constantan thermocouples on their outer and 
inner surfaces, sandwiched the guarded plate. The thermocouples mea­
sure the temperature drop, At, for the one-dimensional heat flow through 
the thickness of the specimens. The heat flow through the central 
2 
square portion of the specimens can be found from the power input V /R 
to the main heater element. In order to hold the boundary conditions 
steady, the whole assembly is placed in an environmental chamber for 
the duration of the test. Tests were conducted from -60 °C to 60 °C. 
The test procedure was as follows. Once steady state conditions 
were established (that is, the thermocouples monitoring the main 
heater's and the guard heater's surfaces indicated identical and steady 
readings), the power input to the main heater as well as the tempera­
ture of the two surfaces in contact with the main heater were noted. 
As steady state conditions the heat transfer through the specimen equals 
the amount of electrical power to the heater; hence, the thermal con­
ductivity can be evaluated from 
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where h = the thickness of the specimen plates, and A is the central 
test area. 
Materials 
EPON 828 
The basic resin is Shell Chemical EPON 828, 100 parts. The 
hardener is Phthalic Anhydride, 50 parts by weight with Shell Curing 
Agent Z (1% of total weight). 
The curing process for the mixture consists of two cycles. In 
the primary curing cycle the material is kept at 93 °C for two hours. 
Then it is heated at a rate of 8 °C/hr to 107 °C and kept at this 
temperature for two hours. The mixture is then heated up to 116 °C 
at a rate of 8 "C/hr and kept at 116 "C for four hours. Then the 
material is cooled down to 93 "C at 8 °C/hr and removed from the mold. 
In the post-curing cycle the material is heated up to 124 °C with a 
gradient of 11 °C/hr and kept at 124 "C for four hours. Then is it 
heated up to 140 °C with a gradient of 8 "C/hr and cooled down to 93 °C 
with a gradient of 4 °C/hr. Finally, it is cooled down to room temper­
ature with a gradient of 8-11 °C/hr. 
PSM-1 
This material is bought in 6.4 ram (0.25 in.) finished sheets from 
Photolastic, Inc. 
ARALDITE 502 
The basic resin is Araldite 502. The hardener is 951 and is cured 
at room temperature. 
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RESULTS 
Young's Modulus 
For two of the materials, Young's modulus did not show much 
variation at temperatures lower than room temperature. It started 
to drop, however, at higher temperatures. This general trend was 
observed in both EPON 828 and PSM-1 (Fig. A.5). 
The value of E for EPON 828 is observed to be, on the average, 
2 5 3.40 GN/m (4.93 x 10 psi), up to 26 °C. For temperatures greater 
than 26 °C, an empirical relation can be found as 
E = -1.11(10~^ )T + 3.69 26 °C < T < 70 °C (A.9) 
where E is in GN/m^  and T is in °C. 
A similar behavior is true for PSM-1 also. The value of E is, on 
the average, 2.39 GN/m^  (3.47 x 10^  psi), up to approximately 43 °C; 
it starts to drop off at temperatures over 43 °C. The empirical rela­
tion found for PSM-1 is 
E = -8.25(10~^ )T + 2.74 43 " C  <  T <  7 0  " C  (A.10) 
2 
where E is in GN/m and T is in °C. 
2 5 
Manufacturer's data for E are given as 2.34 GN/m (3.4 x 10 psi). 
On the other hand, Araldite 502 showed a different behavior and 
the value of Young's modulus decreased monotonically as the temperature 
was increased, as shown in Fig. A.5. A linear regression on the data 
yielded the equation 
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E = 3.99 - 3.00(10"^ )T - 2.32(10~^ )T^  (A.11) 
-40 "C < T < 22 °C 
where E is in GN/m^  and T is in °C. 
Poisson's Ratio 
The Poisson's ratio did not show much variance for a large tem­
perature range for Araldite 502 and PSM-1. For Araldite 502, the value 
of Poisson's ratio was found to be 0.335 in the interval -40 °C to 
22 °C. The variation of V with temperature is shown on Fig. A.6, Also, 
the value of Poisson's ratio was found as 0.383, as opposed to manu­
facturer's value of 0.38, in the interval -40 °C to 70 °C for PSM-1. 
This property showed some variance for EPON 828 up to about -10 "C and 
then converged to a constant value of 0.300. For the lower end of the 
test interval an empirical expression can be found as 
V = 0.30 + 1.32(10~^ )T - 7.98(10~^ )T^  + 1.36(10~^ )T^  -
6,72(10~^ )^T^  -40 °C< T < -10 °C (A.12a) 
where T is in °C. 
One may, however, also assume that the Poisson's ratio for EPON 
828 behaves as indicated by the dashed lines at the lower end of the 
test interface. Linear regression considering only the last three 
points then gives 
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V = 1.4(10~^)T + 0.323 -40 °C< T< -22 °C ^gb) 
0.3 -22 °C < T < 70 °C 
where T is in "C. 
Stress Birefringence 
The variation of the photoelastic fringe coefficient with tempera­
ture is shown In Fig. A.7. The value of f^ for EPON 828 was a constant 
for the range -40 "C to about 23 °C. It started to drop off with in­
crease in temperature. For the range -40 °C to 23 "C, the value of f^ 
is 12.1 kN/m (69 lb/in.); and for temperatures higher than 23 °C, a 
polynomial curve fit yields 
f = 12.18 - 2.92(10~^)T^ - 3.25(10~^)T^ + 4.93(10"®)T^ 
23 °C< T< 70 °C (A.13) 
where f^ is in kN/m and T is in °C. 
PSM-1 and Araldite 502 had constant photoelastic fringe coeffi­
cients. In the interval -40 °C to 60 °C, on the average, the value of 
fg for PSM-1 was 7.0 kN/m (40 lb/in.); and in the interval -60 °C to 
25 "C, the value of f^ for Araldite 502 was, on the average, 12.7 kN/m 
(72.5 lb/in.). The value of f^ for PSM-1 is specified as 7.0 kN/m 
(40 lb/In.) by the manufacturer. 
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Coefficient of Thermal Expansion 
The thermal expansion coefficient (Fig. A.8) is determined from 
the slope of the displacement vs temperature plots. It is observed 
that between -15 "C and 55 "C there is a linear range for EPON 828. A 
linear regression on the data in this range yielded the coefficient of 
thermal expansion as 1.36(10 °C Similarly, a linear region exists 
for PSM-1 between -10 °C and 55 °C; and a linear regression yields the 
value of a as 1.46(10 °C The data for Araldite 502 yielded a 
value for a of 9.5(10 °C ^ from -65 "C to -15 °C. 
Specific Heat 
Figure A.9 indicates that for large temperature ranges the specific 
heat values are constant for EPON 828 and PSM-1. The range is approxi­
mately -50 °C to 93 °C for EPON 828 and from -50 °C to 75 "C for PSM-1. 
The slopes of the lines yielded the value of C as 0.328 W-hr/kg °C 
P 
(0.282 Btu/lb °F) for EPON 828 and 0.307 W-hr/kg "C (0.264 Btu/lb 'F) 
for PSM-1. Araldite 502 also had a constant specific heat for the 
temperature range -60 °C to 25 °C. The average value of for this 
material was 0.325 W-hr/kg °C (0.280 Btu/lb °F). 
Thermal Conductivity 
The results show that for the range of -60 "C to 25 °C, the thermal 
conductivity of Araldite 502 remained constant with a value of 0.204 
W/m °C (0.118 Btu/ft-hr-°F). Also, EPON 828 and PSM-1 had constant 
thermal conductivities for this range of temperatures, up to 60 °C. 
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The computed k for EPON 828 was 0.226 W/m °C (0.131 Btu/ft-hr-°F) and 
for PSM-1 it was 0.365 W/m °C (0.211 Btu/ft-hr-°F). 
Since the thermal conductivities did not show any significant 
change in the range of temperatures over which they were measured, no 
figure is presented for them. 
All results are summarized in Table A.l. 
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DISCUSSIONS AND CONCLUSIONS 
If the figure of merit is a constant over a temperature range, then 
the material can be used in thermal stress modeling in that range. It 
is observed in Fig. A.10 that such a range exists for two of the three 
materials tested. In the interval -15 °C to 55 "C, EPON 828 has a con­
stant Qj. = 38.27 m ^ °C ^ (0.972 in. ^ "C ^) ; and in the interval 
-10 °C to 55 °C, PSM-1 has a constant = 49.61 m~^ °C"^ (1.26-in. 
"C Araldite 502 did not exhibit such a behavior, and the Q vs T 
relationship can be approximated by the straight line 
= -169 T + 30.16 (A.14) 
where is in m ^ °C ^  and T is in °C. 
Another parameter which is of importance in transient analysis is 
the diffusivity, 3. Since the magnitude of the stresses developed due 
to transient temperature gradients will be proportional to the diffus­
ivity, a photoelastic material with a higher 3 will be preferred for 
transient thermal stress analysis. 
In conclusion, PSM-1 and EPON 828 can readily be utilized for 
transient thermal stress analysis. Since is constant over a rea­
sonable temperature range above room temperature, it is not necessary 
to use the refrigeration technique. This eliminates much of the 
experimental difficulties and makes transient thermal stress modeling 
much more repeatable, cheaper to perform and ultimately more reliable. 
PSN-1 emerges as the best photothermoelastic material in the group. 
Table A.l. Summary of the material properties for 
the model materials EPON 828, PSM-1 
and Araldite 502 
EPON 828 
Units Value T (°C) 
E GN/m^ 3.40 -40 to 26 
psi 4.93(10^) 
Eq. A.9 > 26 
V 0.3 
Eq. A.12a 
> -10 
-40 to -10 
kN/m 12.1 -40 to 23 
lb/in. 69.0 
Eq. A.13 > 23 
a °c-i 1.36(10"^) -15 to 55 
c 
p 
W-hr/kg "C 
Btu/lb "C 
0.328 
0.282 
-50 to 93 
k W/m °C 
Btu/ft-hr-°F 
0.227 
0.131 
P kg/m^ 
Ib/ft^ 
1250 
78.0 
3 m^/hr 
ft^/hr 
5.54(10"^) 
5.96(10"^) 
St fr/m "C 
fr/in. "C 
38.27 
0.972 
-15 to 55 
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PSM-1 Araldite 502 
Value T (°C) Value T (°C) Figure 
2.39 1 o
 
r
t O 43 A.5  
3.47(10^) 
Eq. A.10 > 43 Eq. 11 < 22 
0.38 1 o
 
r
t O 70 0.34 I o
 
r
t O 22 A.6 
7.0 -40 to 60 12.7 1 o
 
r
t O 25 A. 7 
40.0 72.5 
1.46(10"4) 
-10 to 55 9.5(10"^) -60 to -15 A.8 
0.307 -50 to 75 0.325 -60 to 25 A. 9 
0.264 0.280 
0.365 0.204 -60 to 25 
0.211 0.118 
1170 1300 
73.0 81.2 
1.01(10"^) 4.82(10"^) 
1.09(10"^) 5.19(10"^) 
46.61 o
 
r
t O 55 Eq. A. 14 -40 to 20 A.10 
1.26 
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Figure A.l. Tension test specimen for determination of E and v 
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Figure A.4. Exploded view of guarded plate assembly for finding k 
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APPENDIX B: A NOTE ON THE STATISTICAL ANALYSIS 
The analysis that can be used to examine data and draw conclusions 
about the functional relationships existing among variables is called 
regression analysis. The mathematical equation that describes the 
functional relationship among variables is called the regression model 
or regression equation. Correlation methods are the techniques de­
veloped to provide measures of the degree of association between vari-
2 
ables. One useful measure of correlation in the correlation index, R , 
defined as 
R^ = [ Z (y - y)^ - 2 (y - y.)^]/ Z (y. - y)^ (B.l) 
i=l i=l 1 i=l ^ 
where y^ corresponds to an observation in a set of n observations, y^ 
is the estimate of y^ by the regression equation and y is the mean of 
2 the n observations. In statistical terms R is the ratio of the sum 
of squares due to regression divided by the sum of squares for corrected 
total. 
2 The correlation index, R , can range from 0 to 1 and reflects the 
2 
"goodness of the fit," In general, the larger the value of R , the 
2 better is the model's fit. More specifically, E measures how much 
variation in the dependent variable can be accounted for by the regres-
2 
sion model. For example, a correlation index of R =0.25 means that 
only 25% of the variation in the dependent variable is accounted for 
by the regression model. The other 75% is accounted for by other 
factors. 
140 
The correlation coefficient, r, which is the square root of the 
correlation index, can be used to test the significance of the correla­
tion. Table B.l [60] provides the maximum values of r which can be ex­
pected by chance alone when actually no correlation exists. This table 
can then be used to test the significance of the correlation coefficient 
computed for a sample at a certain confidence level. The 95% confi­
dence indicates there is only a 5% chance of having r as large as those 
in the table when no correlation exists. In order to conclude at a 
given confidence level that the correlation does exist, the calculated 
r should exceed the tabulated value of r. In table B.l degrees of free­
dom is defined as u = n - p where n is the number of observations and p 
is the number of "parameters" estimated in the regression analysis. 
The number of variables is the total number of dependent and independent 
variables. 
The "RSQUARE" procedure available in the Statistical Analysis 
System (SAS) program performs all possible "regressions" for one or more 
dependent variables and a collection of independent variables printing 
2 the correlation index, R , for each regression model. 
RSQUARE evaluates each combination of dependent variables with 
the independent variables. If k independent variables are specified, 
RSQUARE evaluates each of the 2^ linear models; k of the models include 
one independent variable, k(k - l)/2 of the models include two inde­
pendent variables and so on. An example of the RSQUARE procedure, a 
computer printout, is given in Table B.2. 
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After the regression model is chosen using RSQUARE, the regression 
analysis is performed by another SAS routine, General Linear Models 
(GLM) procedure. The GLM procedure uses the principle of least squares 
to fit linear models. GLM performs both univariate and multivariate 
analysis, including simple linear regression, multiple linear regres­
sion, analysis of variance, analysis of covariance and partial correla­
tion analysis. Through use of the concepts of estimability, GLM pro­
vides a test of any hypothesis for the effects of a linear model. 
Table B.3 shows a computer printout of the GLM procedure. The 
numbers on the printout correspond to the numbered descriptions that 
follow. 
1. Analysis of variance table. The overall analysis of variance 
table breaks down the total sum of squares for the dependent variable 
into the portion attributed to the model and the portion attributed 
to error. 
The mean square term is the sum of squares divided by the degrees 
of freedom (DF)• The mean square for error (MS(ERROR)) is an estimate 
of the variance of the true residuals. 
2. F-VALUE. This value is the ratio produced by dividing 
MS(MODEL) by MS(ERROR). It tests how well the model as a whole (after 
adjusting for the mean) accounts for the dependent variable's behavior. 
If the significance probability, labeled PR > F, is small, it indicates 
significance. 
2 3. R-SQUARE. R , the correlation index, measures how much vari-
2 
ation in the dependent variable can be accounted for by the model. R , 
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which can range from 0 to 1, is the ratio of the sum of squares for the 
model divided by the sum of squares for the corrected total. In 
2 general, the larger the value of R , the better the model's fit. 
4. C.V. This measure is the coefficient of variation and is 
often used to describe the amount of variation in population. It is 
equal to the standard deviation of the dependent variable divided by 
the mean times 100. 
5. STD DEV. This is the standard deviation of the dependent vari­
able. It is equal to the square root of MS(ERROR). 
6. dep MEAN. This is the mean of the dependent variable. 
7. Results for special TYPE I and TYPE IV tests. These tests 
are used primarily in analysis of variance applications. The TYPE I SS 
measures incremental sums of squares for the model as each variable is 
added. The TYPE IV SS is the sum of squares due to adding that variable 
last in the model. 
8. The F-VALUE and PR > F values for TYPE IV tests in this section 
of the output are equivalent to the results of a t-test for testing 
hypothesis that regression parameter is zero. 
9. Report on the parameter estimates. This section of the output 
gives the estimates for the model parameters—the intercept and the 
coefficients. "T FOR H :PARAMETER = 0" means that "the student's t 
o 
value for testing the null hypothesis that the parameter equals zero." 
10. The value given in the table for PR > |T| answers the question, 
"If the parameter is really equal to zero, what is the probability of 
getting a larger value of t?" Thus, a very small value for this 
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probability indicates that the parameter is not likely to equal zero; 
and, therefore, that the independent variable contributes significantly 
to the model. 
A point estimate of a parameter is usually not very meaningful 
without some measure of the possible error in the estimate. An esti­
mate y of a parameter y should be accompanied by some interval about 
y, possibly of the form y - & to y + &, together with some measure of 
assurance that the true parameter y does lie within the interval. The 
method for finding confidence intervals consists in first finding a 
random variable, call it Z, that involves the desired parameter y, but 
the distribution of which does not depend upon any other unknown param­
eters. Next, two numbers and Zg are chosen such that probability 
of finding Z between Z^ and Zg is Y» i-e., 
P(Z^< Z< Zg) = Y (B.2) 
where y is the desired confidence coefficient, such as 0.95. Then the 
two inequalities are manipulated so that the probability statement 
assumes the form 
P(L < Y < U) = Y (B.3) 
where L and U are random variables depending on Z but not Involving Y. 
Finally, we substitute the sample values in L and U to obtain a numeri­
cal interval that is the desired confidence interval. 
For the regression coefficients (i = 0,1,2) in Eq. (5.31), L 
and U of Eq. (B.3) are computed as follows 
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L 
U 
Si 
- Di ± ^ ^(1 + y)/2 ^ ~ 0,1,2 (B.4) 
where is the square root of the variance of the coefficient D^, n 
is the number of data points used, y is the confidence coefficient and 
2(2^  + y)/2 the 100y/2 fractile of the standard normal distribution. 
For a confidence coefficient of y ~ 0.95 from Appendix 3 of Ostle and 
Mensing [59], we get 
^0.975 (B.5) 
Above value of ^ y ) / !  3^°ng with and n were used to obtain the 
95% confidence intervals in Table 5.2. 
The variance of the coefficient is obtained from the procedure 
GLM using the option XPX INVERSE which computes a matrix c^^, i,j = 0, 
1,...,N-1 where N is the number of coefficients estimated. Then the 
variance of the coefficients are computed as 
i = 0,1,2 (B.6) 
2 
where is the mean square error or the square of the standard devi­
ation of the dependent variable given under number 5, STD DEV on the GLM 
output on Table B.3. An example of a GLM output with the option XPX 
INVERSE is given on Table B.4 for the Eq. (5.32) with 0=0°. In this 
table the matrix c^^ is given under X'X INVERSE MATRIX. 
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Table B.l. Values of correlation coefficient r [60] 
95% Confidence level 99% Confidence level 
w Total number of variables Total number of variables 0) 
2 3 4 5 2 3 4 5 
1 .997 .999 .999 .999 1.000 1.000 1.000 1.000 1 
2 .950 .975 .983 .987 .990 .995 .997 .998 2 
3 .878 .930 .950 .961 .959 .976 .983 .987 3 
4 .811 .881 .912 .930 .917 .949 .962 .970 4 
5 .754 .836 .874 .898 .874 .917 .937 .949 5 
6 .707 .795 .839 .867 .834 .886 .911 .927 6 
7 . 666 .758 .807 .838 .798 .855 .885 .904 7 
8 .632 .726 .777 .811 .765 .827 .860 .882 8 
9 .602 .697 .750 .786 .735 .800 .836 .861 9 
10 .576 .671 .726 .763 .708 .776 .814 .840 10 
11 .553 .648 .703 .741 .684 .753 .793 .821 11 
12 .532 .627 .683 .722 .661 .732 .773 .802 12 
13 .514 .608 .664 .703 .641 .712 .755 .785 13 
14 .497 .590 .646 . 686 .623 .694 .737 .768 14 
15 .482 .574 .630 .670 .606 .677 .721 .752 15 
16 .468 .559 .615 .655 .590 .662 .706 .738 16 
17 .456 .545 .601 .641 .575 .647 .691 .724 17 
18 .444 .532 .587 .628 .561 .633 .678 .710 18 
19 .433 .520 .575 .615 .549 .620 .665 .698 19 
20 .423 .509 .563 .604 .537 .608 .652 .685 20 
21 .413 .498 .552 .592 .526 .596 .641 .674 21 
22 .404 .488 .542 .582 .515 .585 .630 .663 22 
23 .396 .479 .532 .572 .505 .574 .619 .652 23 
24 .388 .470 .523 .562 .496 .565 .609 .642 24 
25 .381 .462 .514 .553 .487 .555 .600 .633 25 
26 .374 .454 .506 .545 .478 .546 .590 .624 26 
27 .367 .446 .498 .536 .470 .538 .582 .615 27 
28 .361 .439 .490 .529 .463 .530 .573 .606 28 
29 .355 .432 .482 .521 .456 .522 .565 .598 29 
30 .349 .426 .476 .514 .449 .514 .558 .591 30 
35 .325 .397 .445 .482 .418 .481 .523 .556 35 
40 .304 .373 .419 .455 .393 .454 .494 .526 40 
45 .288 .353 .397 .432 .372 .430 .470 .501 45 
50 .273 .336 .379 .412 .354 .410 .449 .479 50 
60 .250 .308 .348 .380 .325 .377 .414 .442 60 
70 .232 .286 .324 .354 .302 .351 .386 .413 70 
80 .217 .269 .304 .332 .283 .330 .362 .389 80 
90 .205 .254 .288 .315 .267 .312 .343 .368 90 
100 .195 .241 .274 .300 .254 .297 .327 .351 100 
125 .174 .216 .246 .269 .228 .266 .294 .316 125 
150 .159 .198 .225 .247 .208 .244 .270 .290 150 
200 .138 .172 .196 .215 .181 .212 .234 .253 200 
300 .113 .141 .160 .176 .148 .174 .192 .208 300 
400 .098 .122 .139 .153 .128 .151 .167 .180 400 
500 .088 .109 .124 .137 .115 .135 .150 .162 500 
1,000 .062 .077 .088 .097 .081 .096 .106 .116 1,000 
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Table B.2. Procedure RSQUARE output for specimen No. 20 
S T A T I S T I C A L  A N A L Y S I S  S Y S T E M  
DATA RSK;INPUT @40 RALP 7.3 @54 STR 7.3; 
X=RALP;C1=C0S(X);C2=COS(2*X);C3=COS(3*X);C4=C0S(4*X); 
C5=C0S(5*X);CARDS: 
PROG RSQUARE;MODEL STR=C1 C2 C3 C4 C5; 
N=26 REGRESSION MODELS FOR DEPENDENT VARIABLE STR 
NUMBER IN VARIABLES 
MODEL R-SQUARE IN MODEL 
0.92078215 CI 
0.92684366 C2 
0.93676166 C3 
0.95011254 C4 
0.96593627 C5 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
0.99674497 CI C2 
0.99677833 CI C3 
0.99679305 C2 C3 
0.99681536 Cl C4 
0.99682420 C2 C4 
0.99683635 C3 C4 
0.99684460 Cl C5 
0.99684745 C2 C5 
0.99685048 C3 C5 
0.99685084 C4 C5 
3 
3 
3 
3 
3 
3 
3 
3 
3 
0.99685087 Cl C2 C3 
0.99685102 Cl C2 C4 
0.99685108 Cl C3 C4 
0.99685111 C2 C3 C4 
0.99685122 Cl C2 C5 
0.99685125 Cl C3 C5 
0.99685127 C3 C4 C5 
0.99685128 C2 C4 C5 
0.99685128 Cl C4 C5 
Table B.3. Procedure GLM output for specimen No. 20 
S T A T I S T I C A L  A N A L Y S I S  S Y S T E M  
DATA M03;INPUT @ 40 RALP 7.3 @ 47 ALPHA 7.2 @ 54 STR 7.3; 
X=RALP;C1=C0S(X);C2=C0S(2*X);CARDS; 
PROC GLM;MODEL STR=C1 02; 
© 
DEPENDENT VARIABLE: STR 
SOURCE 
MODEL 
ERROR 
CORRECTED TOTAL 
© 
R-SQUARE 
0.996745 
SOURCE 
CI 
C2 
General Linear Models Procedure 
DF 
2 
23 
25 
© 
C.V. 
3.2411 
DF 
1 
1 
SUM OF SQUARES 
1.01492775 
0.00331440 
1.01824215 
© 
STD DEV 
0.01200435 
© TYPE I SS 
0.93757920 
0.07734855 
MEAN SQUARE 
0.50746388 
0.00014410 
©. STR MEAN 
-0.37038462 
F VALUE 
6506.24 
536.75 
© PR > F 
0.0001 
0.0001 
© 
F VALUE 
3521.50 
PR > F 
0.0001 
SOURCE 
CI 
C2 
DF 
1 
1 
TYPE IV SS 
0.07117647 
0.07734855 
F VALUE 
493.92 
536.75 
PR > F 
0.0001 
0.0001 
PARAMETER ^ESTIMATE 
INTERCEPT -159.11085504 
CI 217.02308099 
C2 -58.61636564 
T FOR HO: ^ STD ERROR OF 
PARAMETER=0 PR > |T| ESTIMATE 
-21.98 0.0001 7.23896529 
22.22 0.0001 9.76509580 
-23.17 0.0001 2.53006449 
Table B.4. Procedure GLM output with the option XPX INVERSE 
S T A T I S T I C A L  A N A L Y S I S  S Y S T E M  
DATA.H22;INPUT @24 BA 6.4 @31 CA 6.4 @37 AR 7.2 @45 STR 6.3 @51 T 7.3; 
A=0.0174532925*AR;S=-STR*CA*CA*COSH(A);TPA=BA*EXP(-T);TEA=BA*ERF(T); CARDS; 
PROC GLM;MODEL S=TPA TEA/XPX INVERSE; 
General Linear Models Procedure 
X'X INVERSE MATRIX 
DEPENDENT VARIABLE: S 
INTERCEPT 
SOURCE 
MODEL 
ERROR 
CORRECTED TOTAL 
INTERCEPT 
TPA 
TEA 
DF 
2 
29 
31 
0.75491263 
01.44426853 
-1.76723421 
SUM OF SQUARES 
5.37765941 
0.24308986 
5.62074927 
TPA 
-1.44426853 
6.02099624 
2.76651711 
MEAN SQUARE 
2.68882971 
0.00838241 
TEA 
-1.76723421 
2.76651711 
4.49997736 
F VALUE 
320.77 
PR > F 
0.0001 
R-SQUARE 
0.956751 
C.V. 
12.2628 
STD DEV 
0.09155550 
S MEAN 
0.74661346 
SOURCE DF 
TPA 1 
TEA 1 
SOURCE DF 
TPA 1 
TEA 1 
PARAMETER 
INTERCEPT 
TPA 
TEA 
ESTIMATE 
-1.18951259 
3.07647296 
4.91899287 
TYPE I SS F VALUE PR > F 
0.00063439 0.08 0.7852 
5.37702502 641.47 0.0001 
rfPE IV SS F VALUE PR > F 
1.57194682 187.53 0.0001 
5.37702502 641.47 0.0001 
T FOR HO; STD ERROR OF 
PARAMETER=0 PR > |T| ESTIMATE 
-14.95 0.0001 0.07954864 
13.69 0.0001 0.22465630 
25.33 0.0001 0.19421805 
