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INTRODUCTION 
In this paper we present a flaw signature estimation approach which utilizes the Wiener 
filter [1-5] along with a wavelet based procedure [6-15] to achieve both deconvolution and 
reduction of acoustic noise. In related ealier work by Patterson et al. [6], the wavelet 
transform was applied to certain components of the Wiener filter, and coefficient chopping 
was used to reduce acoustic noise. In the approach that we present here, the wavelet 
transform is applied individually to the real part and to the imaginary part of the scattering 
amplitude estimate determined by application of a sub-optimal form of the Wiener filter. 
This wavelet transform takes the real and imaginary parts, respectively, from the typical 
Fourier frequency domain to a wavelet phase space. In this new space, the acoustic noise 
shows significant separation from the flaw signature making selective pruning of wavelet 
coefficients an effective means of reducing the acoustic noise. The final estimates of the 
real and imaginary parts of the scattering amplitude are determing via an inverse wavelet 
transform. 
The remainder of the paper begins with a section on wavelets that is intended to provide 
a brief review for the reader already familiar with wavelets and to provide a list of 
references for those who would like to learn more about wavelets. The model for a noise-
corrupted flaw signal is then presented along with a review of Wiener filter based 
deconvolution. The wavelet signal processing approach is then described. Various wavelet 
families and coefficient pruning schemes are summarized via tables of Ll error norms 
along with graphical presentation of scattering amplitude estimates. The paper closes with 
a discussion of results. 
WAVELETS 
In the past ten years, a new family of functions, known as wavelets, has been created 
[10,11,13]. Wavelets are bases (linearly independent sets of generators) or frames (bases 
plus some repeated elements) for infinite dimensional function spaces of finite energy, 
causal signals. In this work, our attention will be restricted to orthonormal bases. 
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For a given signal f(t) E Ll(9t) '"" L2 (9t) and a particular family of wavelets, {"'jk}, 
the direct problem is to find all of the wavelet coefficients, Cjk 
Cjk = < f, "'jk> (1) 
where "'jk is the (jk)-th dilation of the wavelet'" given by 
"'jk (t) = 1 2 Ij/2 '" (2 j t - k) = (Djk ",) (t) . (2) 
Equation (1) shows that the wavelet transform maps f(t) into a function of two variables, 
that is, of the scale j and translation k in space. The inverse problem of wavelet signal 
analysis is that given a set of coefficients {Cjk}, find the signal 
f(t) = 1: Cjk "'jk . 
A wavelet, '" ,is a single function, '" E L2, whose dilates span L2 
and which satisfies the admissibility condition 
A 
C", = I dco 1 "'(co) 12/1 co I. 
(3) 
(4) 
(5) 
C", must be a nonzero positive real number. Next, we introduce the multiresolution feature 
of wavelets, which is the new feature that wavelets bring to signal analysis. The discrete 
multiresolution of L2 introduces a family of nested subspaces Vj' j e Z 
for which 
UVj= L2, 
'""Vj = {0}, 
f(t) e Vj if and only iff(2t)e Vj_1 , 
<l»e V=Vo ' 
The function <I» is called the scaling function ( i.e., it sets the scale) and satisfies 
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I <l»(t) dt = 1 
Figure I. The multiresolution decomposition 
for p=2 orthonormal wavelets 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
For each integer j, 4»j E Vj , 'IIj E Wj , so the Vj spaces act as low bandpass filtered 
parts ofVj+1 while Wj acts as the high oandpass part ofVj+1 shown in Fig. 1. For 
example, the ultrasonic signals studied here consist of eight frequency scales (28 = 256 
data) of which five or six contain usable infonnation. Hence, the signals are low bandpass 
and high bandpass filtered from the beginning by the choice of scales j=O to j = -8 in the 
multiresolution decomposition. 
WIENER FILTER BASED FLAW SIGNATURE ESTIMATION 
In the time domain, the signals studied here are modeled as 
f(t) = I r(t) h(t - t) dt + n(t) , (12) 
where f is the measured signal, r is the impulse response of the flaw, h is the response of the 
measurement system, and n is the noise. The measured signal is assumed to have fmite 
energy and satisfy causality. In the frequency domain (12) becomes 
F(oo) = A(oo) H(oo) + N(oo) . (13) 
Here F(oo) is band limited, noise corrupted, and distorted. The problem is to extract an 
estimate of A(oo), written as A(oo). We will use a Wiener filter following Neal et al. [1,16-
20]. For a zero mean scattering amplitude ensemble, the filter gives an optimal estimate of 
A on the average as 
A(oo) = H*(oo) F(oo) (14) 
I H(oo) 12 + Q2(oo) 
In (14), Q2(oo) is a regularizing factor that stabilizes the calculation for near zero values of 
I H(oo) 12. The filter is typically used with the sub-optimal value of Q2(oo) = .011 Hm(oo) 12 
where I Hm(oo) j2 is the maximum of I H( 00) j2 . The optimal filter, as applied by Neal and 
Thompson [17,18], has Q2(oo) = Sn(oo)/Sa(oo) where Sn(OO) and Sa(OO) are the power 
spectral density functions for the noise and scattering amplitude, respectively. 
WAVELET SIGNAL PROCESSING 
The wavelet based approach is motivated by first reviewing the corresponding Fourier 
based approach. The basic idea, which involves filtering in a second frequency domain, is 
based on unpublished research by Neal [21] while part of the Applied NDE Program at the 
Ames Lab at Iowa State University in Ames, IA. In the discussion to follow, the acoustic 
noise and the flaw signal are addressed separately and then together. 
First, consider the noise. For a typical measurement system, grain noise is bandlimited 
and colored within the bandwidth, creating correlations in the time domain. That is, the 
autocorrelation function of the noise in time does not behave as a delta function, but falls 
off rather slowly [22]. In addition, grain noise is often zero mean Gaussian in the time 
domain [20,22]. A forward Fourier transform (FT) of the real valued time domain noise 
signal yields a complex noise signal in the frequency domain where the real part and the 
imaginary part are each zero mean Gaussian and are uncorrelated from frequency to 
frequency. For discussion purposes, consider the real part (or the imaginary part) as if it 
were a real valued noise signal rather than the real part of a complex valued frequency 
domain noise signal. Since the real part is uncorrelated from frequency to frequency, its 
autocorrelation function in frequency will be delta function like, falling off to an expected 
value of zero after one frequency shift. By taking a forward Ff of the real part alone, this 
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Figure 2. The noise corrupted estimated scattering amplitude,A(ro), as calcualted by the 
sub-optimal wiener filter 
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Figure 3. The noise-free estimated scattering amplitude, A(ro), as calculated by the sub-
optimal Wiener filter. 
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portion of the noise is transformed into a second frequency domain in which the noise is 
bandlimited white noise (and still Gaussian). Similarly, a forward FT ofthe imaginary part 
also yields bandlimited white noise in this second frequency domain. 
Now consider the nature of a noise-free flaw signal as it is transformed in a similar 
fashion. For certain flaws, a FT of a measured, noise-free flaw signal with t= 0 set at the 
time corresponding to the centroid of the flaw (i.e., the correct zero-of-time) will yield a 
bandlimited and distorted scattering amplitude estimate. Both the real and imaginary parts 
will vary slowly with frequency as can be observed in Fig. 3 which shows the real part of 
A(oo) H(oo) for a 200!lm radius spherical void in stainless steel. A forward FT of the real 
part alone (e.g., a forward FT of the curve in Fig. 3) will yield a signal in the second 
frequency domain which has predominately low frequency content (similarly for the 
imaginary part). 
Finally, consider the noise and flaw signal together as a noise-corrupted flaw signal. In 
the time domain, the flaw signal and noise occupy the same time window, and, unless the 
flaw size is significantly greater than the grain size, time domain smoothing or low-pass 
filtering in frequency cannot substantially reduce the noise without also reducing the flaw 
component. A FT of the noise-corrupted flaw signal yields real and imaginary parts in 
frequency which are noise-corrupted, bandlimited, and distorted within the bandwidth. 
Application of the sub-optimal Wiener filter as discussed in the previous section eliminates 
most of the distortion within the bandwidth. However the filter has essentially no impact 
on the signal-to-noise ratio since this form of the Wiener filter acts as a bandpass filter, 
passing both the flaw signal and the noise. A typical noise-corrupted scattering amplitude 
estimate (real part only) resulting from application of the Wiener filter is shown in Fig. 2. 
Clearly, the scattering amplitude varies slowly from frequency to frequency while the noise 
shows rapid variations. Thus, a forward FT of the real part alone, which takes the signal 
into a second frequency domain, followed by a low-pass filter and then an inverse FT will 
yield a scattering amplitude estimate with dramatically reduced grain noise. Application of 
the low-pass filter in this second frequency domain is essentially a method of smoothing the 
noisy estimate in the original frequency domain (Fig. 2). The imaginary part can be 
transformed, filtered, and inverse transformed in identical fashion. 
The wavelet based approach is identical to the Fourier based approach, except a 
wavelet transform follows the Wiener filter deconvolution. Wavelet transforms were 
applied to both the real and imaginary parts of the estimated scattering amplitude, ..\(00) 
(Fig.2), that was calculated using the sub-optimal Wiener filter. As the signal is a finite, 
discretely sampled one, this places a restriction on the number of frequency scales G-scales) 
that can be used in the wavelet transform. The signal we wish to extract lives in a select 
few j-scales, while the noise will be found in all j-scales to varying degrees. When doing 
the inverse transform then, we will eliminate small Cjk coefficients in j scales that have 
been determined to be heavily noise corrupted, while keeping all Cjk coefficients in scales 
where the desired signal is thought to live. This procedure will be referred to as pruning, as 
it is selective since some scales have small coefficients set to zero, while at other scales all 
coefficients are kept no matter how small. The coefficient pruning replaces the low-pass 
filter used in the Fourier based approach. The threshold level for the small coefficients is 
determined by a percentage, E, of the largest Cjk coefficient calculated. 
Thirty noise corrupted flaw signals (f(t), Eq.(12» were created using a code developed 
by Neal [1] which incorporates measured acoustic grain noise. Each signal contains the 
flaw response for a 200 !lm spherical void in aluminum. For each signal, A( (0) was 
calculated using the sub-optimal Wiener filter. Using a fast wavelet transform (FWT) 
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Figure 4. The wavelet reconstructed (dotted line) scattering amplitude, and the noise-free 
scattering amplitude(solid line). The reconstruction uses a Cl8 wavelet and sacred scales 
j=3,4, and 5. 
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Figure 5. A wavelet reconstructed scattering amplitude(dotted line), which does not remove 
all noise artifacts. The reconstruction uses a Cl8 wavelet and sacred scales j=3,4,5. The 
solid line is the noise-free scattering amplitude. 
738 
developed by Eric Veum at MU, wavelet coefficients were then calculated for the real and 
imaginary parts of each A.( (0). A variety of pruning schemes were investigated, using 
different sets of j-scales, and also different wavelet families, to determine whether the 
reconstructed A.(oo) was closer (evaluated in terms of 0 and L2 error norms) to the 
bandlimited but noise-free scattering amplitude shown in Fig. 3. Seven different pruning 
schemes were chosen, each set keeping different pairs of j-scales 'sacred' in that no 
changes were made to coefficients in that particular scale, while all other scales had small 
coefficients set to zero. 
CONCLUSIONS 
Two pruning schemes outperformed all others, having the lowest L 1 and L2 error 
norms. When scales corresponding to j = 3 and 4, or j = 3,4, and 5, were kept sacred, these 
had the lowest error norms irrespective of which wavelet family was chosen. A wavelet 
reconstructed A.(oo) is seen Fig. 4. However, even with the best pruning schemes, the 
reconstruction did not always remove all noisy artifacts (see Fig.5). In choosing a best 
wavelet, the evidence is not as decisive. A coiflet [10,11] gives the lowest error norms 
consistently for the real part of A.(oo), while a 010 wavelet gives the lowest error norms for 
the imaginary part of A.(oo) (see Table 1 and Table 2). 
A variety of wavelet families and pruning schemes have been investigated. In the best 
cases, the Ll error norms were approximately half of the error for the sub-optimal Wiener 
filter alone. Scales j = 3,4, and 5 where the best choices for scales whose coefficients 
should not be decreased or removed, no matter how small. Even though they may not carry 
much energy, they contain significant information about the flaw. We think of these special 
scales as information islands in the signal. Note that in some instances, the choice of 
wavelet family and pruning scheme resulted in either no improvement or even an increase 
in the error relative to the sub-optimal filter, clearly demonstrating the importance of these 
choices. A clear goal as this work evolves is to incorporate varying levels of prior 
information about the measurement system response, the acoustic noise, and the average 
flaw response into optimal techniques for pruning and for choosing or designing the 
wavelet. 
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Table 1. List of 0 error norms for the imaginary part of A.( (0), for selected wavelet 
families, and for each pruning scheme, listing which j-scales were kept unchanged. The 
error norm for A.( (0) using the sub-optimal Wiener filter is 0.2172. 
j = 1,2 j = 2,3 j=3,4 j =4,5 j =5,6 j = 3,4,5 
D4 0.229197 0.17921 0.162789 0.158213 0.155889 0.155709 
DS8 0.236837 0.171955 0.148586 0.155112 0.144052 0.137596 
DIO 0.225874 0.16594 0.12273 0.120368 0.127903 0.102381 
028 0.240711 0.187586 0.149891 0.157925 0.158469 0.146143 
C18 0.234994 0.168306 0.142679 0.167562 0.159792 0.147642 
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Table 2. List of Ll error noons for the real part of .A( co) , for selected wavelet families, 
and for each pruning scheme, listing which j-scales were kept unchanged. The error norm 
for .A(co) using the sub-optimal Wiener fIlter is 0.3485 
j = 1,2 j =2,3 j =3,4 j=4,5 j =5,6 j = 3,4,5 
D4 0.478702 0.254315 0.226319 0.393366 0.39361 0.231341 
DS8 0.463439 0.30236 0.221553 0.338872 0.369074 0.209464 
DI0 0.397196 0.283 0.245543 0.290594 0.268167 0.245075 
D28 0.411836 0.31594 0.243275 0.285565 0.305935 0.22947 
C18 0.42545 0.258472 0.17909 0.292924 0.303731 0.176998 
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