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Abstract
There is an increasing demand for techniques that are able to provide high resolution molecular 
imaging of biological materials. Secondary Ion Mass Spectrometry (SIMS) is one technique that 
has been focused on in order to achieve the above. Traditionally, SIMS has predominantly made 
use of atomic projectiles for this bombardment process -  Atomic SIMS. However, a bit over two 
decades ago, a breakthrough in SIMS occurred with the advent of cluster projectiles -  Cluster 
SIMS. This has generated deep interest for studying the nature of cluster-surface interactions.
lon-surface interactions have constantly had access to simulation programs with predictive 
capability. For cluster-surface interactions however, there is no such software available (yet). 
Some existing techniques are too slow for making predictions. Thus, the purpose of this thesis 
was to develop a model that was able to help in predicting SIMS relevant information for these 
cluster-surface interactions. The model used in the thesis is based on a simplistic energy spread 
approach that behaves according to a diffusional process. With the help of MD simulations, it is 
shown that the above approach can be a valid method for consolidating prediction capabilities 
for cluster-surface interactions.
It has been shown that by dumping energy into the target and allowing this energy to spread, the 
dimension of the crater that is formed from a cluster impact can be emulated. In addition, the 
amount of material removed from the solid can also be matched. It was found that the following 
are key initial criteria that have to be met for the deposited energy. The angular distribution of 
the initially energetic particles is needed to be randomly and spherically distributed. The energy 
density (or temperature) is not required to be very sensitive although above a certain threshold. 
The energy requires to be deposited in such as way that its spread in the vertical direction is 
twice that in the lateral dimensions.
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Cl -  Cluster Impact
DESI -  Desorption Electro-Spray Ionisation
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FDM -  Finite Difference Method
IBA -  Ion Beam Analysis
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MD -  Molecular Dynamics
MEDF -  Mesoscale Energy Deposition Footprint
MSI -  Mass Spectrometry Imaging
REBO -  Reactive Empirical Bond Order
SIMS -  Secondary Ion Mass Spectrometry
SRIM -  Stopping and Range of Ions in Matter
SSIMS -  Static Secondary Ion Mass Spectrometry
SUSPRE -  Surrey University Sputter Profile Resolution from Energy deposition
TRIM -  Transport of Ions in Matter
TS -  Thermal Spike
ZBL -  Ziegler, Biersack, Littmark
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Chapter 1 Introduction
1. Introduction
1.1 Background
1.1.1 Motivation
At the moment, a relatively modem trend is ongoing that is foeussed on studying the effects of 
bombarding various types of medium-to-large sized atomic clusters with solid surfaces [1], for 
applications in the area of secondary ion mass spectrometry (SIMS). Impacting solids with 
cluster projectiles is a relatively modem concept in comparison to traditional SIMS, which only 
made use of atomic projectiles. Recently, there has been great excitement about using massive 
clusters (up to 3000 atoms) for SIMS [2]. Intensive studies have been performed in the area of 
cluster-surface interactions, both experimentally as well as via the use of computer simulation 
and this project is based on the latter. The thesis here mainly deals with the computer simulation 
aspect but will also cover experimental work at all times appropriate.
Molecular materials are the samples of interest due to the objective of research in this area being 
based on studying/analysing biological materials. Why biological materials? This question is 
tackled later in this chapter. It should be noted that although computer simulation studies relating 
to cluster impacts on atomic solids have been studied for a while, studies involving cluster 
impacts on moleeular solids is a relatively new research area that has been set underway 
(actively) for a little over a decade.
The reason for interest in cluster projectiles is based on the fact that cluster-surface interactions 
have immensely interesting implications for SIMS, especially for molecular materials [3]. More 
on SIMS is covered later but, for now, all that is required to be known about SIMS is that it is a
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surface analysis technique and this means that it is able to study the surfaces of a variety of 
biological materials in order to provide information with regards to their surface composition. It 
does this by using energetic ions to bombard and hence sputter the surfaces of solids. So coming 
back to the question of why biological materials. The simple answer is -  in order to be able to 
visualise the biological metabolic activity within living organisms, as a result of which suitable 
medical procedures can be established at various stages of confronting disease. The interaction 
of single ions with solid materials is not news and a wealth of knowledge already exists 
pertaining to the nature of this interaction process. Ton-solid interactions' is the term commonly 
used to refer to this area of research, particularly from a computer simulation stand point, and a 
variety of work has already been done on this topic over the past fifty years or so [4-6]. 
Computer simulation programs that are able to predict important aspects of the behaviour of 
these interactions have been in use for more than 50 years [7-8].
Recently, growth in the use of clusters for SIMS has generated the need to perform computer 
simulation studies for cluster-solid interactions. Although public domain, general purpose 
software exists for the prediction of ion-solid interactions, no such tools are available for the area 
of cluster-solid interactions. The nature of the interaction of clusters also differs for elemental 
and molecular solids. For these reasons, the goal of this project was set with the intention of 
providing the basis for such a tool, for cluster impacts with molecular solids.
Currently, anything close to making these predictions comes in the form of sophisticated 
simulation techniques that require heavy computational resource, massive amounts of wall time 
as well as experienced and sufficiently computer literate scientists to set up the simulations and 
analyse output data. One example, also most relevant in terms of the work carried out here, is the 
Molecular Dynamics (MD) computer simulation technique. The section below expands further. 
There has already been some work done with regards to making predictions relating to cluster- 
solid interactions and this is covered in Chapter 2 of this thesis.
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1.1.2 Molecular Dynamics Computer Simulation
In the past few years, computer simulation programs have been written to observe the behaviour 
of objects under energetic particle bombardment and Molecular Dynamics (MD) is a good 
example [9]. MD is a computer simulation technique that uses Newton’s laws of motion to solve 
time evolved atom dynamics by treating atoms as classical point particles. More specific detail 
regarding the technique is given in Chapter 3. The MD technique is currently widely recognised, 
used and relied on by the scientific community. But although the MD method has a reputation 
for providing invaluable and reliable insight relating to atom dynamics, they are also slow in 
relation to real time events, with extremely long wall times. The ratio of real time to simulation 
time is in the order of 10^ .^ For example, a five picosecond (Ips = 10’^  ^seconds) simulation run 
of a single 10 keV fullerene (Ceo) impact on a benzene (CeHe) target containing >1,000,000 
atoms demanded approximately 2 weeks of computation time on a single 2.0 GHz AMD 
Opteron Processor -  this can be reduced by an order of magnitude or two by using sophisticated 
cluster computing facilities.
Due to the above there is a demand for a more simplistic prediction tool that could help avoid 
running long simulation jobs. For this reason MD simulations are not ideal for situations that 
demand quick and approximate predictions. The project was thereby designed with the intention 
of helping this situation. Some computer simulation work in this regard has already been done 
successfully [10]. For the purpose of consistency, work relating to this is covered in Chapter 2. 
The basis of the EDP (Energy Deposition Profile) model is covered in section 1.4. The EDP 
model will be extensively analysed within the thesis. There also remains a possibility for this 
concept to be extrapolated to predict the interaction at much higher energy, but this falls beyond 
the scope of this thesis.
The sections 1.2 and 1.3 below emphasize the importance of using a technique such as SIMS and 
highlight its demand as well as key strengths. This is followed up by a brief discussion to 
provide an insight into the workings of a typical SIMS experiment.
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1.2 High Resolution Molecular Imaging
1.2.1 Bioimaging
For a long time, the understanding of the world around us was only possible by seeing smaller 
(microscope; sixteenth century) and further (telescope; seventeenth century). But it was not until 
the twentieth century that other forms of visual sensing were realised, forms other than just the 
visible light region of the electromagnetic spectrum. The idea of being able to see literally in a 
“different light” has led to a greater understanding of the human body. Medical imaging, a term 
used for the process of being able to generate images of the human body in order to examine, 
diagnose and treat patients, was underway with the discovery of X-rays in the 1890s by German 
physicist Wilhelm Roentgen and were the first to be used for medical imaging applications.
Since the discovery of X-rays however, there has been numerous developments in the field of 
medical imaging, which has always been in demand and up until the year 2010, around 5 billion 
medical imaging studies had been conducted worldwide [11]. Traditionally, medical imaging has 
been mostly related to anatomical imaging, i.e. imaging the structure of living things. In modem 
times however, there has risen a need for a deeper understanding of the workings of the human 
body. This is the sort of understanding that provides information relating to the fundamental 
molecular pathways inside organisms, essentially revealing metabolic activity - the very process 
by which energy is created within us for the purpose of sustaining life. Consequences of this are 
far reaching and medical procedures can be put in place to confront diseases at various possible 
stages such as, early prevention, effective curing, and dmg discovery to enable more robust 
treatment [12] -  all this via simply a better understanding of the fundamental molecular-level 
mechanisms at play.
There is a lot of interest in mass spectrometric techniques including SIMS, MALDI (Matrix- 
Assisted Laser Desorption Ionisation) [13] and DESI (Desorption Electrospray Ionisation) [14] 
in order to make the above mentioned possible. MALDI and DESI are existing techniques that 
have a better ability to detect high-mass fragments than conventional SIMS (using Atomic
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primary ions), however SIMS outperforms them in terms of spatial resolution (2-3 orders of 
magnitude higher) and depth profiling, which is not possible with MALDI or DESI.
It is widely believed that the Cluster SIMS approach provides something special to this area, 
with the word “magical” constantly attached to the effects generated as a result of clusters 
impacting solids [3], especially relating to cluster impacts on molecular materials. SIMS has 
other useful applications too and the benefits and challenges offered by the technique are 
discussed later in this chapter. Mass spectrometric methods deliver information with regards to 
the chemical composition of a material and thus are good candidates for providing high- 
resolution molecular images or maps.
1.2.2 Mass Spectrometry Imaging (MSI)
It was the discovery of canal rays, or a beam of positive ions, in 1886 [15] that led to the 
invention of the very first mass spectrometer in 1912. Mass Spectrometry today has a number of 
applications and apart fi*om commonly being used in natural sciences research, it is also used in 
biomedical engineering [16-18], chemical engineering [19] as well as space science [20].
Mass Spectrometry is a method by which information relating to the chemical composition of a 
material can be obtained. It makes use of an instrument known as the mass spectrometer, which 
is a tool with the primary purpose of generating a plot known as the mass spectrum. The Figure
1.1 below shows one such plot, which shows the relative abundance of sputtered fi*agments. 
After which further numerical analysis and reverse engineering, based on known and favourable 
fragmentation pathways, needs to be performed in order to achieve the final goal of identifying 
material composition.
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Figure 1.1: Toluene Mass Spectrum.
The mass spectrum is generated on the basis of mass-to-charge ratios. An overview on the 
workings of the proeedure is mentioned later in this chapter. The mass spectrum is only possible 
provided the particles are in the gaseous phase and are ionised. Thus, particle ionisation is an 
important step in any SIMS experiment. It is this ionisation that makes SIMS possible but in a 
way is also the aspect that restricts its performance. The latter is due to the mass spectrometer 
being able to detect only ionised material. For SIMS, the sputtering of molecular solids produces 
a mixture of material, but only less than 0.1 percent of this material is available for deteetion. 
This ineffieieney in the ionisation process has always been a bottle-neck for STMS performance 
and still continues to be so. Several attempts have been made in the past to improve this [21], but 
the fragility of the sputtered molecular fragments limits ionisation enhancement.
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1.3 Secondary Ion Mass Spectrometry
1.3.1 Introduction
Surfaces provide materials a doorway for interacting with their immediate surroundings. For this 
reason, surface properties naturally become important when defining material functionalities and 
hence using techniques such as SIMS in order to analyse and study surfaces, remain vital. 
Surface analysis is a method by which the surface of a material is characterised in terms of the 
nature of its composition and its structure.
SIMS is a spectrometric based analytical method. It induces the sputtering or ejection of material 
from the surfaces of solids by energetic ion bombardment in order to study surface composition. 
It does this by detecting and analysing the ionised fraction of the ejected material. For a surface 
analysis technique to be considered successful, it could be said that there essentially lie two key 
criteria. These include 1) the ability to target the surface for information, and 2) the ability to 
retrieve this information. SIMS does both of these well. Traditionally, SIMS has been known to 
be a technique that uses single atomic ions for sputtering. Modem SIMS however relates to 
using cluster ions for sputtering. Many experiments have shown the numerous benefits obtained 
by using cluster ions and these are covered at length in Chapter 2.
SIMS operates in two different modes, static SIMS (SSIMS) [22] and dynamic SIMS (DSIMS) 
[23]. SSIMS is used to gain surface information while DSIMS is similar to performing static 
SIMS but with a longer beam exposure time and higher ion fluence. Both of these conditions 
allow DSIMS to drill through the sample and thereby obtain information as a function of depth, 
generating a depth profile as a result. DSIMS is thus a more destmctive technique compared to 
SSIMS. Accordingly, SSIMS is used for 2D chemical imaging where the technique requires to 
be non-invasive in nature, while DSIMS offers potential for three dimensional imaging [24].
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1.3.2 Technique Overview
The sputtering and ionisation processes are crucial for SIMS. Sputtering helps produce the 
required information and the ionisation helps to detect it. However, many elements funetion 
collectively in order to eonvert surface information into a mass speetrum. Nowadays, SIMS 
experiments are performed with much sophistication and the teehnieal proeedure used can be 
quite complex. The Figure 1.2 provides a breakdown of one example of a SIMS setup.
A
B
C
D
E
Primary Ion Beam Generation
Sample Sputtering
Secondary Ion Formation  
(Ionisation)
Ion Extraction/Acceleration
Mass Separation/Analysis
Ion Detection
F
Figure 1.2; Breakdown of the SIMS procedure including SIMS schematic (MeV SIMS 
setup).
An ion source generates the primary beam of the required species (A), after whieh many 
proeesses such as mass selection and ion beam focusing occur within the ion beam line to 
achieve the required ion species at the surfaee of the sample. The ions impaet the target and 
cause sputtering (B). Due to the high energies involved, ionisation reactions occur in parallel to 
the sputtering proeess. As a result of these processes, a plume of material is sputtered out of the 
sample. This plume eontains a variety of species as illustrated in Figure 1.3.
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Figure 1.3: MD simulation of a single lOkeV impact on benzene 
(C6H6) as of 5ps. Each sphere, apart from the ones belonging to the 
target and coloured in grey, represents a multi-atom fragment. Blue 
spheres contain only intact molecules, red spheres contain only broken 
molecules, green spheres have at least one intact and one broken 
molecule within it.. The size of the spheres correspond to the number of 
carbon atoms within the fragment, with a maximum threshold set for 
the large spheres. Bars on the left indicate the relative proportions.
Note that, for clarity, the ejected material above only includes information corresponding to 
carbon atoms. Also the sputtered material shown above represents the state as of 5ps and no 
consideration has been given to internal energy calculations for the fragments, i.e. atoms are 
considered to be part of the same fragment purely based on their spatial positions as of 5 ps. As 
seen in Figure 1.3, the “plume” contains a variety of fragments. In reality, these would be either 
neutral or ionised, with an overwhelming majority of them being neutral. Infonnation is most 
easily obtained from the fraction of material that is ionised as they are easier to be detected. For 
imaging purposes, there is strong emphasis on obtaining high-mass molecular fragments in order 
to accurately identify the chemical makeup of a solid sample. Post ionisation techniques enable
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most (if not all) of the sputtered material to be detected but simultaneously also cause further 
fragmentation thereby having negative consequences [21]. For this reason, it is normally 
preferred to avoid post-ionisation method for molecular surface imaging. The secondary ions are 
extracted into the mass spectrometer, which separates out the masses. There has been plenty of 
development on the subject of mass separation or mass analysis, and mass spectrometers are 
designed in various configurations [27-31]. The separated secondary ion fragments are detected 
using ion/electron detectors [32-35].
1.3.3 Applications
SIMS has historically been used for many surface related studies such as surface oxidation [36], 
surface contamination [37], and one of the more dominant applications of SIMS was for surface 
characterisation in the microelectronics industry [30]. The prospect for SIMS in the future seems 
to be bright in a certain new fields. The first of these is bioimaging, more specifically in three 
areas of bioimaging. These include 1) proteomics - the study of proteins [38], 2) lipidomics -  the 
study of lipids [39] and 3) pharmacokinetics (PK) -  the study of the process that converts a 
pharmaceutical drug into metabolites [40]. The vast amounts of data that can be collected from 
the three areas of study hopes to brighten the future of high-tech medicine.
SIMS use is not restricted to biological imaging. Plenty of SIMS work has been done in forensic 
science. Ongoing research work on analysis of fingerprints is also perfonned by colleagues at 
the Surrey Ion Beam Centre [41]. SIMS is also applied to aspects of conservation science [42] 
where SIMS analysis is used to study and hence preserve cultural heritage, and this is possible 
mainly due to the surface sensitiveness of the SIMS technique.
SIMS is also being used in space. There is currently a mass spectrometer on board the Rosetta 
spacecraft belonging to the European Space Agency [20]. The spacecraft consists of an 
instrument called the COSIMA (COmetary Secondary Ion Mass Analyser) which will be used to 
determine the composition of cometary dust in situ when the spacecraft reaches the Comet in the 
year 2014. SIMS is not new to space science, in fact NASA scientists used the first SIMS
10
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instrument in the 1960s to analyse moon rocks [43]. Some of the other uses for SIMS include 
fields such as the geosciences [44].
1.4 A Simple Energy Deposition Model
It is well known that energetic ions and clusters quickly lose their energy when they strike a 
target and the energy that they lose is transferred to the target. It is also well understood that 
even though the energetic particle has a well-defined direction at the start of the energy 
exchange, the directions quickly become lost and the energy ultimately spreads through the 
material isotropically. Pick’s 2"  ^ Law has often been applied to describe the diffusion like 
spreading of the energy through the system at long time scales. Below is the equation 
representing Pick’s 2"  ^law.
dE D d^(Er^)
dr^ U-1)
In a very simplistic view, the deposited energy could be considered as being initially distributed 
in a three dimensional Gaussian form, it could then be considered to diffuse out in such a way 
that by solving the above Pick’s 2"  ^ Law, the distribution is found to remain Gaussian like 
shown below.
The standard deviation (a) is known to increase as a function of t and D such that:
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a = 2 (D t) ‘^' (1.3)
-  t corresponds to time, D to the diffusion coefficient -  assuming that D is not affected by the 
energy deposited. Substituting appropriately into the Gaussian equation gives us the equation 
shown below.
^ 8 (2 7 r)3 /2 (£ » t)3 /2 -^ ^ p (8 0 t]  U-"'-)
Looking at the time behaviour of such a model, shown in Figure 1.4, the energy spreading 
behaviour, as a function of time, falls under two spatial regimes; the low radial distance regime 
and the high radial distance regime. At low radial distances, it can be seen that the energy 
density drops continuously with time, while above a certain radial distance away, the energy 
density first rises and then falls with time, thereby producing a peak at a certain moment in time. 
This peak value can be obtained by differentiation by substitution of the above equation and 
finding the time (tmax) at which the energy density reaches a maximum (Emax)- So, by 
differentiation a value for tmax is obtained as shown below
dE
^ = 0  -  ( 1-5)
If this peak energy density value at a certain radial distance was to be represented as E(r)j„ax , 
then by substituting this tmax value into the equation for energy density, the below can be arrived 
at.
3
EiO m ax=  3/2---- ' 2 ^
^ \6 /  ^
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By rearranging the above equation, it is possible to calculate a value, rmax, which corresponds to 
the radial distance at which E,„ax equals the cohesive energy of the target material (Uo).
'max
The radial distance r^ax is a useful measure in that it marks the point beyond which the energy 
does not exceed Uq. Hence r„jax should provide a measure of a crater caused by the spreading of 
energy deposited by the cluster. On substituting appropriate values for the cohesive energy (Uo=
4.2 eV/nm^; i.e. -0.6 eV/molecule), the value for r,nax turns out to be very close to the actual 
value of the crater radius, of around 4.4 nm, which is in good agreement to the values obtained 
for 5keV (Eq) Ceo impacting the surface of benzene. This shows that the diffusion model might 
be a good method of estimating the crater radius. The emphasis of this thesis is to investigate the 
appropriateness of describing a cluster impact as a process whereby the impact energy is 
“dumped” into the target surface and allowed to spread isotropically, taking no account of the 
clusters initial direction.
13
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Figure 1.4; Gaussian like spread of energy. Showing energy density 
behaviour as a function of radial distance (in 2D) and time (in 3D).
The objective of this thesis is to investigate if this energy deposition serves as an useful 
description of cluster impacts in molecular materials for SIMS relevant information; mainly with 
respect to factors such as surface topography, sputter yield characteristics and fragmentation 
patterns. If it can be shown that the principle properties of interest are largely independent upon 
how the energy is introduced into the material, but dependent just on the initial density and depth 
below the surface, then it should be possible to construct a simple continuum based model to 
describe the way in which the energy spreads with time and hence quickly calculate the 
properties of the cluster-solid interaction without recourse to a full Molecular Dynamics (MD) 
calculation.
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Thus an energy deposition profile (EDP) Model could be used, along with input information 
obtained from the output of programs such as SRIM and SUSPRE, to make the necessary 
predictions. To test the ability of such an EDP model to simulate a cluster impaet, a set of MD 
simulations are used to compare a real cluster impact with one derived from just dumping the 
energy into the target material. Preliminary details of the EDP used are mentioned in [45] but 
below is a more detailed description.
1 nm (not to  scale) = 0.t) e \  atom
0 e \  atom
(a) ib)
Figure 1.5; (a) side-view showing the initial energy deposition profile on a 2 nm thick 
benzene slice, (b) a visual showing the same energy distribution as in (a) but where the 
height of the particles is correlated with particle energy -  this way a sense for the 3D 
perspective of the Gaussian energy distribution can be obtained more clearly.
At this point it will help to firstly register some details for describing a typical EDP. An EDP is 
meant to be a simplistic approach, consists of just two main aspects that require setting. These 
include the energy and velocity distributions. For the velocity distributions, the mesoscopic 
angular orientations of the particles needed to be set. For the energy, two factors needed setting. 
The first of these was the total energy to be deposited, and the second was the means of 
distributing this deposited energy.
To discuss the velocity distributions to start with, what does the “mesoscopic angular 
orientation” actually mean? “Meso” is a prefix that relates to a magnitude that is an intermediate 
between the “micro” and the “macro”. Thereby, its definition can be relative to the context it is
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been used in. However, for the purpose of atomistic computer simulations like performed here, 
the spatial magnitude range of a material quantity/property could be defined as being at the meso 
scale if it corresponds to a spatial range of around tens of angstroms or, equally, a few 
nanometres. Accordingly, “mesoscopic angular orientation” refers to angular orientations, of a 
group of particles, which are realised at this specific spatial scale regime. Cluster impacts studies 
with MD simulations have reported the coordinated motion of atoms at the mesoscale. More on 
this mesoscale behaviour is covered in Chapter 2.
The energy distribution of an EDP, on the other hand, is set using a Gaussian distribution 
function and thus requires three key pieces of information to fully describe it. These include the 
value for (1) the mean depth of the Gaussian profile represented by yO, (2) the standard deviation 
in the (y) dimension, normal to the surface represented by sy, and (3) the standard deviations in 
the two lateral dimensions (x and z) parallel to the surface, which were set as equal and 
represented by sr. It was decided to set these as equal to each other, as energy spread in the two 
dimensions (x and z) parallel to the surface was assumed to be equal, i.e. energy spread was 
assumed to be have cylindrical symmetry about the y  axis. These parameters are labelled clearly 
in Figure 1.6, which shows a zoomed in version of one example of an EDP.
Figure 1.6: Key parameters required to describe the 
energy distribution of an Energy Deposition Profile 
(EDP). Blue and yellow colours correspond to lowest 
and highest kinetic energy atoms respectiyely.
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1.5 Thesis Structure
This chapter has focused on laying out the foundation for the thesis by describing clearly the 
motivations and reasons for the computer simulation work carried out. The chapter also 
highlights the demand for using SIMS as a high resolution molecular imaging technique. It also 
provides an overview of the SIMS technique. Finally, it provides a description of the proposed 
simple model that is based on energy spread.
The main focus in Chapter 2 is based around the use of cluster projectiles for SIMS. The chapter 
helps in providing a picture on why cluster projectiles are used for SIMS. The chapter also 
provides insight into the world of cluster-solid interactions by providing a description of the 
nature of the interaction process as well as summarising the extensive computer simulation work 
that has already been done in this area.
Chapter 3 focuses on two aspects. The first of these is the Molecular Dynamics (MD) computer 
simulation technique and the other half details the simulation methodology adopted during this 
project. The first half of the chapter concentrates on providing a concise but clear overview on 
the inner workings of the MD computer simulation technique. It covers aspects relating to 
concepts of atomic interaction and the construction of interatomic potentials, as well as stating 
crucial approximations made. The chapter ends by justifying the simulation approach used, 
highlighting some alternative simulation approaches, describing the exact simulation procedures 
used during the project, and providing a view of the logic used for the analysis algorithms.
Chapter 4 presents the key results obtained. It primarily explains and discusses these results. 
Chapter 5 draws upon key conclusions and insights obtained from all of the simulation work and 
addresses future work to be undertaken.
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2. Low Energy Cluster Impacts with 
Molecular Solids
“In a Harry Potter-crazed world, everyone needs a little magic, and in the single-cell SIMS 
community, that magic lies in cluster projectiles” -  [1].
2.1 Cluster-Solid Interactions
2.1.1 Timeline
Some of the very first (experimental) realisation of cluster projectiles being efficient for 
producing high sputtering yields were made around fifty years ago, in the 1960s and 1970s [2-4]. 
However, cluster projectiles started being used for the purpose of SIMS only around a decade 
later, in the 1980s. Some of the early experimental work around this time included the use of 
molecular clusters such as siloxane [5], which showed an increase in the ionisation. Also the use 
of SFs^ ion beams [6] showed secondary ion yields that were three to four orders of magnitude 
higher than yields obtained with atomic projectiles of equivalent total energy.
It was only in the late 1990s that an experimental study produced a depth profile of a polymer 
sample for the very first time [7] and since then there has been substantial interest in the use of 
cluster projectiles for SIMS. Until this time however, there was restrain towards using cluster 
beams due to several issues such as maintenance, lack of beam current and challenges associated 
with beam foeusing [1]. However, since the emergence of commercially available cluster 
sources, there has been renewed interest and popular SIMS clusters such as Big , Au]^ and 
have provided a solution for the majority of the problems mentioned above [8].
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2.1.2 Atomic vs. Polyatomic Projectiles
Atomic and polyatomic (cluster) projectiles are known to behave substantially differently on 
impact with various types of solids for the majority of the cases. The interaction of ion 
projectiles (atomic or cluster) has been studied for many years, and for many different purposes. 
Due to the unique and resource-heavy nature of these experiments, both practically as well as via 
the use of computer simulation, various independent studies have looked at these interactions 
with specific interests.
As of today, the interactions of many different types of atomic and cluster projectiles with solids 
have been studied. As for solid targets, the interaction of the above projectiles has been studied 
with many types of targets such as atomic solids, thin organic films on metal substrates, and 
thick organic films/solids and some of these are covered below. However, work done in this 
thesis is most relevant to the impact of medium sized clusters with organic solid targets, and 
therefore the majority of the review will be based around this particular projectile-target 
interaction type.
For all the above projectile-target combinations, studies over the years have been able to 
establish certain criteria that have shown to govern the interaction behaviour for most of the 
above cases. Accordingly, it is well understood that these projectile-target interactions depend on 
many factors such as, impact energy of the projectile, impact angle of the projectile, the 
projectile to target atom mass ratio, surface binding energy of the target, charge state of the 
incoming ion, etc... In the case of clusters, dependencies also concern the cluster size.
Ion impacts on solids can result in various outcomes. A couple of these outcomes are common to 
both types of projectiles, atomic and polyatomic (clusters). These include ion implantation and 
surface sputtering. The third outcome is predominantly linked to cluster ions, where angled 
cluster impacts are able to cause surface modification/smoothing [9]. The nature of these 
interactions however, depends very much on the above mentioned aspects.
There are many fundamental differences in the way in which atomic and cluster projectiles
interact with a solid target. The most important difference, for SIMS, is in the manner in which
each of these projectiles deposits its energy within the sample. Differences are primarily due the
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energy sharing within constituent atoms of the cluster projectile that gives rise to low 
energy/atom values for cluster atoms, which results in near surface energy deposition. Also for 
the cluster projectiles, as the constituent atoms are within very close proximity to each other, this 
causes the near surface energy deposition to have high energy density.
As for the interaction of atomic projectiles with atomic solids, there has been a huge body of 
work done in the past 50 years, or so, in order to understand the physics behind this ion-surfaee 
interaction process [10-14]. Some authors have proposed that the behaviour of atomic projectiles 
with atomic solids results in a type of interaction known as the linear collisional cascade [12]. 
Such behaviour results in every collision happening in stages, one after the other, and always 
takes place between only two particles, of which one is in motion and the other stationary. This 
type of interaction is often referred to as a binary collision. As a result of this, many independent 
collisional cascades or “tracks” are formed for each separate incoming atomic projectile as 
shown in Figure 2.1 [15]. This type of interaction is not ideal to maximise sputtering yield. As 
atoms penetrate deep into the target, their energy is taken away from the surface of the solid and 
there is not much reflection of this energy back up to the surface. Thus the opportunity to induce 
efficient surface sputtering is lost.
\  \  \
Figure 2.1: A collision tree representing a high action collisional
cascade, produced as a result of an impact of a 5keV Ar on Ag. The 
tracks are for lOOfs and are “turned on” only for particles with 
energy greater than 25eV. The incident Ar is represented by the 
yellow spheres. This is a representation of a MD simulation.
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Cluster projectiles, on the other hand, interact in a better manner, at least for the purpose of 
SIMS. The behaviour of clusters is usually classed into a completely different interaction regime 
and this is the “spike” regime [13]. The theory here departs from that of the linear collisional 
cascade. For medium-sized cluster projectiles, there is a more collective/coordinated motion of 
the target atoms, which takes place on the mesoscale [16]. This type of interaction has been 
described as being similar to an impact of a meteorite, where the incoming cluster is seen to act 
as one big particle. Another factor that is linked to this mesoscopic-motion type behaviour is 
material compressibility. It is proposed that this mesoscopic collective motion may be more 
likely to occur for cluster impacts on soft solids, which are easily compressible [16].
The beauty of these low-energy-light-element cluster projectiles is that they have sufficiently 
high energy for sputtering, but at the same time manage to produce low energy effects such as, 
depositing most of their energy in the near surface region and also cause reduced fragmentation 
in the process. The basic idea here for such an interaction is that the target atoms view the 
incoming projectile as one big particle, if  its atoms are close enough to each other and big 
enough -  both with reference to the interatomic spacing of the substrate. A good example is 
illustrated in Figure 2.2 [17], which compares the interaction of a fullerene cluster to that of a 
gallium atomic ion.
For light element cluster projectiles (<~6 atoms), overlapping collisional cascades generated via 
each of its constituent atoms are reported as being responsible for the mesoscopic motion [16]. 
These cascades are known to interact or overlap with each other in the space and time domains. 
Also, this overlap in space and time is only possible provided the independent cascades are 
produced in sufficiently close proximity to each other as well as occur simultaneously. This 
interacting or overlapping cascade model also results in atoms generating “spike” like behaviour 
that causes a shock wave in the solid. This shockwave causes a sudden lateral displacement of 
material to the “side walls” of the transient crater. Next, an uplift of material occurs at the 
surface due to the pressures involved underneath, around the rim of the crater.
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Figure 2.2; Interaction behaviour of ISkeV Ga and with a Ag target. The 
different colours applied to the first few layers aim to differentiate the 
various layers, thus a sense for the inter-layer mixing can be obtained.
The differences in the interaction behaviour between the atomic and the cluster projectiles are
quite clear from the above. Crater formation, high sputtering yield, lower inter-layer mixing,
lower surface penetration are just some of the aspects observable for the cluster and absent in the
case of the atomic projectile. Some other interesting work with respect to cluster interaction on
atomic solids has been in terms of fullerene impacts on graphite, where it was found that, for
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very low energy impacts, it was possible to produce an acoustic wave along the surface of the 
graphite and this way, adsorbed molecules on the surface could be sputtered gently [18]. It was 
also found, that in the case of sputtering of a silicon target, a graphitising effect on the surface 
took place due to C atoms being deposited on the surface, and thereby hindering efficient 
sputtering [19]. These are some of the phenomena that were only able to be studied via the use 
of MD computer simulations, thus being good examples for demonstrating the power of 
computer simulations with regards to uncovering microscopic details. There have been a number 
of other MD studies that have been carried out in this area. A majority of the studies have 
reported crater formation with impact [20-25].
There was also interest in the use of cluster projectiles for sputtering thin organic films on metal 
substrates. Work done in this area found that there was no real significant difference, in the 
sputtering yield, by employing clusters compared to employing atomic projectiles [26-27], as 
both these types deposited the bulk of their energies in the near surface regions.
For the past few years, MD simulations have been able to effectively study the interactions of 
cluster projectiles with organic samples. There has been some interesting work done relating to 
atomic projectile interaction with molecular solids too, which suggest that this interaction 
process could also be quite complex [28]. In this study, Ar ions were impacted onto a fullerite 
film and it was shown that there are two ejection mechanisms, each occurring at different time 
regimes. During early stages of sputtering, the upwards momentum to the surface molecules is 
provided directly by the incoming ion or recoil. However, sputtering during later stages also 
takes place via a mesoscopic energy transfer to the surface molecules, thus an indirect ejection 
takes place. In this case however, it was noted that the atomic projectile energy was crucial, and 
that too higher an energy would only lead to a higher penetration depth and relatively little 
sputtering.
One another interesting area that MD simulations studies are currently active in is the depth 
profiling of molecular samples to understand phenomena that would enable experimentalists to 
better understand relevant processes for capturing three dimensional images using SIMS. Some 
interesting experimental work has already been done in this regard [29]. Recent MD studies have 
used massive argon clusters for this work, where it has been found that interesting phenomena
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relating to oblique incidence has shown good potential for performing molecular depth profiling 
and surface modification [30-32].
These above mentioned interaction regimes are interesting but fall beyond the scope of the work 
done here. Small-medium cluster interaction with molecular solids is the more relevant area and 
some work done with regards to this is covered in the next section.
2.1.3 Small-Medium Clusters
For MD studies relating to medium sized clusters, the review provided below may be biased 
towards fullerene cluster impacts; however their popularity has generated numerous amounts of 
MD studies that have looked at various aspects of fullerene impacts. It is also a good example to 
demonstrate the effects of medium sized clusters on organic solids. This been said, it should be 
also noted that from an experimental standpoint, liquid metal clusters such as Big and Aug are 
being used more due to their effectiveness in providing low beam spot sizes due to better 
focussing and hence providing better spatial resolution for imaging purposes than fullerene 
cluster beams [33].
With thin films, cluster projectiles did not seem to show much difference in comparison to 
atomic projectiles [24]; the same is not true for much thicker organic targets. It is only for 
interactions with thicker solids that cluster impacts have sufficient depth to produce key benefits, 
compared to atomic projectiles. These are covered at length later in this chapter.
Clusters such as Cgo, Aug and Big have been popular cluster projectiles for MD SIMS studies. 
One of the main reasons for their popularity lies in the fact that they make for an interesting 
comparative study, i.e. comparing the light-element medium cluster (Ceo) to the heavy-element 
(metal) small clusters of Aug and Big. The interesting reason for this comparison lies in the fact 
that the fullerene cluster possesses a very similar mass to the metal clusters but the fullerene 
differs substantially in terms of its atomic mass as well as in its number of constituents. MD 
studies have been performed comparing Aug and Geo impacts in water ice [34] the differences 
are shown clearly in Figure 2.3.
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As can be seen, the gold cluster penetrates the substrate deeper than the buckybalL It has been 
reported that both of these projectiles shatter within the first hundred femtoseconds, or so, but 
the real interest was in how they appeared to have behaved after this shattering took place. 
Constituents of the Côo cluster are much lighter than those of Aug, as well as possess a much 
lower energy per atom value. As a result, it was noticed that the atoms of the fullerene cluster 
tend to randomise almost immediately after collision and also cause multiple collisions. They 
were easily deflected by the water molecules and, as a consequence, were able to transfer energy 
to the substrate more quickly, in contrast to the gold cluster, which undergoes very little 
deflection due to its high momentum. As of twenty picoseconds however, there seems to be 
some similarity in terms of crater formation, as seen below. It was also reported that a similarity 
was seen in terms of ejection characteristics, more specifically in terms of the ejection depth-of- 
origin distribution, where it was found that the majority of the ejection was restricted to around 
three nanometres or less. This is evident in Figure 2.3 [34]. In both cases, it can be seen that the 
volume associated with the ejection region forms only part of the emptied volume and a lot of 
the material does get pushed towards and into the walls of the crater.
The main result that was highlighted here was that although the interaction behaviours of the 
vastly varying similar-mass projectiles are different, the outcome in terms of the depth of origin 
distribution of the ejected materials and, hence, the energy transfer as a function of depth were 
similar. The more important realisation here is that, irrespective of cluster type, the sputtering 
characteristics are largely dependent on aspects such as the total impact energy as well as on the 
nature of the sample being sputtered.
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Au
20 ps
Figure 2.3; Comparison of the interaction behaviour of 5 keV 
and Aui. The images at the top compare the tracks relating to 
atomic motion and the images at the bottom indicate the initial 
positions of ejected atoms in red, as of 20ns. The above images 
represent a 2nm slice of a substrate containing Na, Cl and water 
molecules.
Light element clusters containing carbon are a popular choice for maximising yields. The reason 
for this is purely based on the fact that maximum energy transfer is highest when the colliding 
masses are of equal mass. Thus carbon projectiles are well suited for the sputtering of organic 
materials.
Many MD studies have also been performed to look at the effects of cluster size on the total 
sputtering yield. It has been reported repeatedly that for medium sized clusters, there exists two 
cluster size regimes in terms of the behaviour of their interaction [16]. For cluster sizes of less 
than six atoms, the sputtering yield varies non-linearly with cluster size, and the interaction is 
primarily by means of overlapping collisional cascades. When the cluster size increases the 
interaction process moves in to the mesoscopic (collective) motion regime. There seems to be 
good correlation in terms of nature of interaction and sputter efficiency.
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MD studies have also been performed for a wide range of clusters, with sizes well above six, in 
order to the investigate effects on sputtering yield [35]. Here, a range of fullerene cluster sizes 
were also investigated. It was found that the total sputtering yield did not change vastly with 
change in the size of the cluster, although there does exist a peak in the yield for an intermediate 
cluster size. As for hollow carbon structures, this peak was found to be for the dodecahedron 
shaped C20 cluster. MD simulation work in, general, has suggested this effect [36-37]. It has also 
been reported however that the total impact energy of the cluster plays a bigger role in 
influencing the total sputtering yield compared to the actual size of the cluster [37]. The Ceo 
cluster beam however remains a popular choice due to its sufficiently high sputtering yield as 
well as experimental convenience.
Work has also been done to look at the effects of angle of incidence on the sputter yield. It 
should be noted that this study was for one type of cluster (Ceo) impacting one type of molecular 
solid (benzene), the same combination as used for work done here. It was found that for angles 
ranging up to 45 deg to the normal, there was no real difference compared to normal incidence. 
However for angles of incidence beyond this, shallower crater formation and decreases in 
sputtering yield were observed.
A number of MD studies mentioned above have been carried out using a coarse-grained 
approach [38]. This approach involves combining multiple particles together. For example in the 
case of benzene (CeHe), CH could be described as a single atom, sometimes referred to as a 
“pseudo-atom”. This method helps save substantial computation time although it does not 
provide as much detail compared to an approach that uses a fully atomistic description for the 
simulation system, like as done for all MD simulations run for work done as part of this thesis. 
Also, all the above has included work that has studied the interaction of only a single atomic or 
cluster projectile with solid surfaces. Some work relating to multiple or successive impacts on 
solids has also been done [39], however their lies a substantial difference between simulations 
and experiment in terms of the time between impacts.
31
Chapter 2 Low Energy Cluster Impacts with Molecular Solids
2.2 Benefits of Cluster SIMS
The advantages offered by a cluster ion beam over an atomic ion beam are impressive and there 
has been increasing interest for their use over the past few years, for a variety of purposes. 
Cluster projectiles offer a number of key benefits in using SIMS as a chemical imaging/mapping 
technique, as is discussed later in this section. The context used here assumes that the target 
under irradiation is a molecular solid, as the behaviour of cluster impacts varies for elemental 
solids. This is especially true as some of the physics that is responsible for causing excessive 
sputtering in molecular materials is non-existent for cluster impacts on elemental solids.
The first of the benefits is surface specificity and refers to the ability of an imaging or mapping 
technique to target the surface, and only the surface, for information. Cluster beams are able to 
do this effectively due to the distribution of the energy amongst the constituent cluster atoms 
resulting in a relatively very low energy-per-atom value for each, and this provides shallow 
energy deposition. The energy-per-atom as well as the total number of cluster atoms are 
considered crucial values for reasons that will be covered in the next section, where it is also 
argued that aspects such as the total impact energy and the deposited energy density are more 
important, in alignment with the case that is later made for the proposed Energy Deposition 
Profile (EDP) model.
High surface sensitivity is another key positive aspect of cluster impacts and is possible as a 
result of cluster projectiles inducing a very high amount of sputtering for the topmost layers of 
the sample. This is a result of the high density packing of the cluster atoms causing a high 
energy density region close to the surface, which in turn initiates a dense “collisional spike” 
region [13]. More discussion on “spike” like behaviour is covered later in this thesis.
Cluster impacts are also able to produce a high amount of ejection that consists of high-mass 
fragments and therefore also a high yield of molecular ions [1], which is considered extremely 
crucial for imaging with SIMS as this helps in identifying native molecules, which in turn aid in 
identifying the chemical makeup of the solid. This effect of a high ejection of high-mass 
fragments is very often referred to as the non-linear effect associated with the impacts of cluster
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projectiles. The effect is known as non-linear to highlight the fact that yield enhancement for a 
specific number of cluster constituent atoms is higher than if the same number of atoms were to 
impact individually, i.e., for n impacting atoms, the total sputtering yield for a projectile taking 
the form Cn  ^is much greater than that having the form nC^.
Low damage accumulation [40] has been another area where clusters have proved to be effective 
and hence extremely useful. For monomer ion impacts with sample surfaces, there is a high 
amount of damage that gets accumulated at the surface. In the cluster case however it is widely 
accepted that the sputter rate is much greater than the rate of damage accumulation hence cluster 
impacts leave behind little damage. Cluster impacts not only increase the secondary ion yield but 
also the secondary ion formation efficiency and it has been observed that during such a 
phenomenon, the increase in secondary ion formation efficiency has been greater than the 
increase in secondary ion yield [41].
The above result along with that of producing a high yield of high molecular weight fragments, 
together, are able to produce an increased number of molecules per image pixel. A high number 
of molecules per image-pixel results in a high pixel brightness. This leads to a better contrast 
between image pixels and thereby improves image quality. In addition, when cluster ions, of a 
given size and energy, impact molecular solids, each impact removes very similar amounts of 
material [42-43] -  this is encouraging in terms of obtaining good uniformity throughout the 
image. In addition, cluster beams also help extend the mass range during analysis in comparison 
to monomer impacts, although the range remains relatively low compared to other competitor 
techniques such as MALDI [44] and DESI [45].
Together with being ideal for imaging purposes, the low damage accumulation also plays a vital 
role in terms of depth profiling. This is important for enhancing depth resolution and thus very 
suitable for 3-D imaging. Low inter-layer mixing and reduction in topography formation are two 
another key aspects of cluster impacts that enhance depth resolution. Vickerman et al [46] have 
recently showed the true significance of cluster beams in relation to higher molecular ion yields - 
molecular ion desorption has been in the mass range 1000-3000 Da. Also, enhanced ion yields 
by at least 300-fold were recorded as compared to monomer beams. Figure 2.4 [1] compares the 
images obtained using a fiillerene cluster beam and an indium atomic beam. It can be seen that
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the image generated as a result of using the cluster projectile is of much better quality than that 
obtained from the mono-atomic indium beam.
Figure 2.4; SIMS images of freeze-dried Spirostomum. (a) image taken with a C60 cluster 
ion source (field of view; 700 x 700 um2); (b) image taken with an indium atomic source 
(field of view; 380 x 380 um2). Colour green corresponds to the molecular signature of the 
phosphocholine lipid (m/z = 184).
Another special feature of using cluster beams in some situations is that it is able to perform 
analysis with a higher static limit [1] than that imposed for traditional atomic projectiles (1x10^^ 
ions/cm^). This feature allows for higher spatial resolution to be achieved via the use of cluster 
beams in certain cases.
The fullerene cluster, in particular, has some key benefits over other cluster projectiles and this 
has been the projectile of choice for a number of studies including work done here. The reasons 
are clear and these are that, firstly fullerene is a naturally occurring molecule, unlike artificially 
produced gas clusters, and thus offers consistency. It is also relatively easy to generate a 
fullerene beam compared to an artificially produced gas cluster or other types of fullerenes. As 
for comparison with other molecular type clusters, fullerene has a geodesic sphere shape (almost 
completely spherical) that gives it an edge when it comes to sputtering.
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2.3 Analytical Models
2.3.1 Thermal Spike Model
The thermal spike and the MEDF (Mesoscale Energy Deposition Footprint) models are two 
models that have shown promise for predictions relating to cluster surface interactions and could 
complement the EDP (Energy Deposition Profile) approach used here. The approach used in 
both cases has some commonality in terms of using the dimensions of a heated cylindrical track 
region to make predictions. The basic equation for the thermal spike model was introduced by 
[13] and is shown below.
y = yun + yth
7  is a representation of the total yield for a cluster ion impact. 7//„ corresponds to the linear yield, 
which is a multiple of the linear cascade yield of monoatomic projectiles; the multiplying factor 
being equal to the number of constituent atoms of the cluster. This linear yield relationship 
corresponds to yield produced by the equivalent energy/atom of the monoatomic projectile. The 
Yth term, on the other hand, depends on a number of factors and these include, target number 
density, target surface potential, Bom-Mayer screening radius, “spike” diameter, cluster to target 
atom mass ratio, and the nuclear stopping power. Results that have been obtained using the 
thermal spike prediction for the sputtering yields have shown very good description for 
elemental solids as well as good correlation for molecular solids [47].
2.3.2 Mesoscale Energy Deposition Footprint (MEDF) Model
The MEDF model is able to make predictions of sputter yields as well as chemical reactions. 
[34]. The MEDF model is inspired by a previous, fluid dynamics based, ejection model 
developed by Jakas et al. [48]. There are essentially three steps to the MEDF prediction model. 
Step one requires the MD simulations to be run until ninety percent of the projectile energy (4.5 
keV) is deposited into the target under irradiation. This takes up around two hundred 
femtoseconds (1 femtosecond = 10'^  ^ seconds) of MD simulation time, as seen in Figure 2.5 
[34]. Step two involves selecting a radius (Rcyi) of an excitation track, which has an average
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excitation energy, Ë  = (EexJCo), above the cohesive energy (Uo) of the target material. This 
region is such that its depth equals the radius of the track.
Base of cone = . Rcyi
The final step is where the real prediction of the number of ejected atoms that come out of a 
cone in Figure 2.5 [34] is made. The volume of this ejection cone is such that its height is equal 
to the track radius and its base is dependent upon È  and Rcyi, as shown in the equation above.
Figure 2.5; Excitation track comparison for 5keV 
gold and fullerene cluster impacts on water/ice, at a 
period in time for each, for when 90% of energy of 
the cluster is transferred to the target, as per 
MEDF requirements.
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2.4 Summary
Although the potential of using cluster projectiles for the purpose of efficient sputtering of 
samples was first realised over 40 years ago, it was the commercial availability of specialised 
cluster sources that sparked interest for Cluster SIMS. Cluster projectiles differ substantially in 
the way in which they interact with the various types of solids. Atomic projectiles are known to 
cause interaction in agreement with the linear collisional cascade theory, while cluster projectiles 
interact by means of a collective/coordinated motion of atoms, at the mesoscale. Due to this 
reason, cluster projectiles end up depositing a lot of their energy in the near surface region, while 
atomic projectiles penetrate the solids and therefore deposit energy much deeper into the 
samples. As a result of this, cluster projectiles are more surface sensitive than atomic projectiles. 
Many MD studies have been performed to look at the impact of various types of projectiles with 
multiple types of target, for different interaction conditions. However the review presented here 
has been focused on work done with respect to interactions of small-medium sized clusters with 
molecular materials due to interest in the imaging of organic biological materials.
MD studies have also looked at the effects of varying cluster characteristics. The benefits offered 
to the SIMS community via the use of cluster projectiles are immense. These benefits have been 
covered at length within the chapter. Finally, absence of software prediction capabilities for 
cluster-solid interactions has spurred work in terms of developing analytical tools that could 
predict this behaviour. Two of these approaches that are relevant and have showed promise have 
been mentioned.
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3. Computer Simulation and
Methodology
''Fantasy and creativity are important qualities for the computer simulator I [1]
3.1 Background
3.1.1 Virtual Reality
Computer models are mathematical tools that incorporate elements of theory and experiment. 
Computer simulations, on the other hand, can be thought of as outcomes of these models that 
aim to provide a certain perspective of reality with substantial mathematical accuracy. In science, 
computer simulations could be considered to be a relatively new tool compared to real 
experiments but ever since its use, it has had the ability to considerably bridge the gap between 
theory and experiment.
The use of computer simulations today covers many areas. Simulations have always more 
commonly been used in engineering and science with advances made in the computer gaming 
industry, eg: CUDA (Compute Unified Device Architecture). Mathematical models are also 
made use of in finance and economics mostly for prediction of future trends and recently even as 
far as social simulation, which is being performed for modelling of behaviour of societies. In fact 
this is partly pioneered at Surrey University and some of the systems share many similarities 
with physical systems -  some social systems are built such that “people” (or agents as their 
known) correspond to “atoms”, and “social rules” correspond to “interatomic potentials” [2], 
although this field is relatively still in its infancy. In summary, the assistance provided to today’s 
society, in various fields, by the approach of virtual realism is widespread.
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Simulations often determine important factors that govern the outcome and interpretation of 
experiments and frequently also help in investigating areas that no experiment can. When 
computer experiments come very close to real experiments, they become incredibly valuable 
tools for research. One aspect of simulation that is useful is virtual reality that provides for all 
fields, perhaps more so for science, the capability of performing thought experiments. These 
thought experiments may be either impossible to undertake due to technological constraints, lack 
of resources, high cost or in some cases the associated risk factor.
3.1.2 Ion Beam Analysis
Computer simulation has been heavily used for the purpose of ion beam analysis (IBA) and in 
relation to IBA, two important questions [3] are required to be answered by a computer 
simulation. The first of these is how deep the incident ion penetrates the target material 
(penetration range) and the second being, what material effects are caused by the incident ion. 
The answers are usually provided in terms of the following:
(i) Range profile of ions
(ii) Defect distribution and damage
(iii) Surface erosion by sputtering
(iv) Implanted layer accumulation and eventual swelling
The answer to the first question of penetration purely lies in (i) and this requires determining 
factors that affect the stopping of the ions as they travel through the target, while the answer to 
the second question of material effects requires investigating all of the four factors listed above.
Material effects clearly are governed by how atoms interact with each other. This interaction is 
dependent upon the potentials between the atoms and therefore interatomic potentials are used to 
determine this. Interatomic potentials are a set of mathematical descriptions, which vary 
substantially depending heavily on the nature of the incident ion as well as on that of the target 
atom. The wide spread applications of ion beams today means there is a high demand for even 
simulations to deal with a variety of ions as well as target materials. There has been substantial 
interest and development in this field, which has given rise to several interatomic potentials that 
are suited to different scenarios and these are described in detail in the sections that follow.
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3.1.3 Atom Collision Fundamentals
A number of dynamic computer simulation programs treat the interaction between particles as a 
binary collision, which is an interaction that involves only two particles, of which one is in 
motion and the other stationary. However for situations such as ion implantation or ion beam 
sputtering, numerous particles participate in the dynamics and are within close proximity to each 
other. This requires the need to model many-body effects, which takes into consideration the 
motion of multiple neighbours of every particle in order to track its own movement.
For binary collisions, when two atoms interact with each other, the force on each is governed by 
how close they approach each other. This parameter is known as the distance of closest 
approach, denoted below by rmin, which is in turn determined by three factors; energy of the 
atom in motion (Eq), interaction potential between the pair of atoms (V(r)), and the impact 
parameter (b). Figure 3.1 [3] gives a flavour for the atomic interaction and the 3D potential the 
moving atom experiences from the stationary atom.
mm
Figure 3.1; trajectory of moving (grey) particle in proximity to 
stationary (red) particle.
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This distance of closest approach can have a value that can lie in a region defined by three 
possible cases. If ro is the equilibrium distance (distance at which the potential is minimum) 
between two atoms, and ao the Bohr radius, then the atomic spacing, r, can be:
(1) r »  ro -  atoms quite far apart and weak interaction
(2) ao < r < ro -  screened Coulomb interaction
(3) r < ao -  strong Coulomb interaction
Atomic interactions are electrostatic in nature and depending on how close the atoms get to each 
other, thee forces can be either repulsive or attractive. The more energetic the collision, the 
closer the atoms will come to each other resulting in a force of repulsion. Weak interactions on 
the other hand occur when long-range forces are in action. It should be noted that weaker 
coulombic interactions are also possible even beyond ro.
3.2 Molecular Dynamics Simulation
"If we were to name the most powerful assumption o f  all, which leads one on and on in an 
attempt to understand life, it is that all things are made o f atoms, and that everything that living 
things do can he understood in terms o f the jiggling and wiggling o f atoms" -  Richard Feynman.
3.2.1 Introduction
Perhaps the most fascinating aspect about techniques such as Molecular Dynamics (MD), or any 
computer simulation program for that matter, is the realisation that certain naturally occurring 
events can be replicated, to a relatively good extent, purely by means of mathematics. For work 
done here, MD lets a scientist have a peek at the behaviour of atoms in a way that no experiment 
can. MD is a computer simulation technique that uses Newton’s laws of classical mechanics to 
evaluate forces between particles (atoms) for determining their three dimensional positional and
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velocity vectors in order to investigate the time evolution process for the interacting set of 
particles.
A number of computer simulation methods/techniques together with a variety of software 
packages exist today for performing atomistic simulations. Amongst many other requirements 
for selecting the correct approach, the two fundamental criteria/questions include: (1) classical or 
quantum mechanics, and (2) static or dynamic simulations. In our case, cluster impacts are 
clearly dynamic in nature and, for the purpose of the project, classically simulating the particles 
is sufficient for reasons explained later in this section. Due to this, the choice remains clear and 
classical Molecular Dynamics simulations have been used. It should be noted however, that a 
third approach based on statistics, known as statistical mechanics or statistical thermodynamics 
can also be used. To be a bit more specific, the approach used for work done as part of this 
project is based on one of two (mathematical) reformulations of classical mechanics, known as 
Hamiltonian Mechanics, the other being Lagrangian mechanics [4]. It should be noted that the 
former is in fact based on the latter.
The basic MD process involved in simulating the atomic interactions can be broken down into 
three main stages. The first stage requires specifying a set of initial conditions, which basically 
involves setting the three dimensional position as well as the velocity vectors. The second stage 
involves using an interatomic potential function in order to calculate the appropriate forces 
acting on each and every particle of the system. The third and final stage relates to solving the 
classical equations of motion for the time evolution process.
The very first paper on MD was written by Alder and Wainwright over 50 years ago [5]. This 
paper investigated the phase diagram for a hard sphere system, whereby particle interactions are 
treated as instantaneous and particles travel freely between collisions. Another article, titled 
'Dynamics of radiation damage' by IB Gibson et al., of the Brookhaven National Laboratory, 
was published sometime in 1960 and was seemingly the first MD calculation that involved a 
continuous potential that was based on a difference time integration method [6]. Applications of 
MD are vast and some examples include investigations of liquids [7], material defects [8], 
mechanical fractures [9], surface physics [10], electronic properties and dynamics [11].
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3.2.2 Interatomic Potentials
Interatomic potentials are at the heart of MD simulations, or any particle simulation methods for 
that matter. As mentioned previously, computer simulations become incredibly valuable tools 
for research when they come close to behaving like real experiments. For the most part, the 
realism of a MD simulation relies primarily on interatomic potentials, and this makes interatomic 
potentials incredibly important. The following paragraphs aim to give a brief overview on the 
types and characteristics of interatomic potentials, how they have evolved over the years, and 
some popular areas of their application.
Potentials used today could be characterised into three main types. These include empirical, 
semi-empirical and ab-initio type potentials. Empirical potentials are constructed purely on the 
basis of experimental observation. Semi-empirieal are so called due to the fact that they contain 
elements of both, theory as well as experiment. Finally ab-intio potentials are based purely on 
theory that is built up from first principles, usually quantum mechanical. The design of 
interatomic potentials is a time consuming although crucial step for atomistic modelling, purely 
due to the fact that it requires a good knowledge of the subject area of research. Such a design 
usually takes two steps; firstly a suitable analytical form for the potential has to be found. 
Secondly, good parameterisation needs to complement the functions that make up the analytical 
form.
Interatomic potentials could be said to have three main characteristics. The first of these is the 
accuracy of the potential and is a measure of how well the potential function is able to reproduce 
the quantitative properties of interest. The second is transferability. This is because certain 
potentials are developed with the intention of modelling a specific purpose/situation. Thus a 
highly transferable potential would be more valuable as it could be used for a range of scenarios 
such as changes in atom coordination, temperature, pressure, etc. The third being its speed of 
computation, with simple potentials (with less dependents) resulting in a faster force calculation.
The selection of interatomic potentials depends on a number of factors, especially as none of 
them possess complete transferability. Some of the primary factors that influence the use of 
these potentials include; computational resources at hand, length of total simulation time
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required, size of simulation system required, material characteristics, nature of project, 
workforce, researcher preference, etc.
There has been considerable work done on the development of interatomic potentials ever since 
potential functions were first thought of in the 1930s - these were simple pair-wise potentials
[12]. This was a type of interaction that took into consideration just two particles at a time. Then 
many-body potentials were introduced in the 1980s which looked at atom interaction in a more 
realistic sense by calculating the forces acting on it with consideration to several of the atoms’ 
neighbours [13]. Further work was done to make potentials more robust by the addition of 
components relating to bond-angle dependence in the 1990s and onsite dependence in the 2000s 
- enabling force calculation by adopting a better “feel” of the particles’ surroundings. Some 
examples relating to this and also relevant to the project are described in detail later in this 
chapter.
As of today, it could be said that potential functions have been developed to model five key 
areas of demand. Some of these examples include the modelling of inert gases by the LJ 
potential [12], metallic systems by EAM [14], semiconductors by Stillinger-Webber potential 
[15], covalent systems by Tersoff [16] and Brenner [17-18] potentials, and ionic compounds by 
Bom-Huggins-Meyer potential [19-21]. All potential functions relevant to this project are 
covered in more detail in the sections that follow.
3.2.3 ZBL Repulsive Potential
Interatomic potentials could essentially be either more attractive in nature or more repulsive. 
This really depends on the nature of the particles for which the potential needs to be developed. 
As for the Ar atom, it being inert, a repulsive type potential function was used. Thus, the ZBL 
(Ziegler, Biersack, Littmark) repulsive potential [22] was used for all interactions concerning Ar 
in the Arioo-Benzene impact simulation. This ZBL function was also incorporated into the 
Brenner potential described below. The main idea behind the ZBL potential type is 
straightforward as described below.
When any two particles are really close to each other, they essentially undergo a repulsive force
such as the Coulomb repulsion. However, when the atoms are relatively further apart the
48
Chapter 3 Computer Simulation and Methodology
electron-cloud is able to screen this strong coulombic interaction. The ZBL potential is thus 
based on this idea of strong Coulombic repulsion that is screened from the electron cloud, i.e. it 
is a screened Coulomb interaction type potential. The construction of the ZBL potential has 
involved the fitting of a universal screening function to a large variety of atom pairs, each being 
under the influence of theoretical potentials [22]. It is therefore calculated by means of 
multiplying a “screening” factor to the Coulomb repulsion term as shown below.
7 (r)  =
1
4ner
(p(rfa)
V(r) represents the ZBL repulsive potential, which is essentially the “electric field” created by 
Coulomb’s law (within square brackets), multiplied by the screening function (p, which depends 
on the distance between the particles (r), and the Bohr radius {ao) as shown below, eg is the 
electric constant, Z; and Zj being the atomic number of each atom.
0.8854ao
a =
3.2.4 Brenner Potential
This is the potential used for the majority of the computer simulation work carried out here. 
More specifically, the potential form used was the Brenner REBO (Reactive Empirical Bond 
Order) potential [17-18] with a long-range interaction component [13] added to it. This long 
range interaction helped more realistic modelling of the intermolecular Van der Waal’s forces 
between the benzene molecules. It should be also noted that the Brenner potential is one that is 
most preferred for modelling hydrocarbons. This Brenner potential is essentially based on the 
form of the Tersoff potential [16], and the idea used for both of these approaches was initially 
introduced in [23]. The description below however, gives a conceptual overview of the way in 
which the Tersoff potential function is calculated.
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Ok
Figure 3.2; Diagram showing key 
physical parameters that form the 
basis of many-body potentials.
The description given below is from the perspective of the potential felt by the particle labelled 
from particle ‘y”, with particle ‘T ’ in the vicinity. This is illustrated in Figure 3.2. The 
Tersoff potential takes the form V as shown below.
0R and 0A represent the repulsive and attractive terms. These, as can be seen above, are purely a 
function of the distance between the particles, i and j .  The term Bÿ is one that encapsulates the 
many-body nature of these potentials and it relates to a concept known as bond-order and it 
provides additional “onsite” dependence as it relies on the proximity as well as the angle of the 
bonds that surround the particle of interest. Bÿ is a function of Gÿ, as shown below.
Bij =  B(Gij)
Gij -  f c ( B k ) -  g ( Q j ik ) -  f ( n j  -  B k )
Further discussion regarding interatomic potentials fall beyond the scope of this thesis and the 
references included above consist of all relevant information for further reading.
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3.2.5 Classical-Quantum Approximations
The idea behind a technique such as MD is to be able to reproduce reality to the best of its 
abilities, by simulating atom dynamics. At the fundamental level, atom motion ultimately 
depends on sub-atomic particles that are tiny. At this minute scale, we know today that the 
mechanics of particles departs classical behaviour and enters the quantum realm. If Newton’s 
equations govern physical motion at the classical level, then the Schrodinger equation governs 
motion at the quantum level.
According to the above, if MD simulations were to model reality precisely, it would mean the 
use of the Schrodinger equation. Although this approach has been used by some, the complexity 
of numerical calculations involved would clearly take, even with powerful machines, a 
substantial and unfeasible amount of time, especially for simulating system sizes in the order of 
10  ^particles. There exists a solution to this issue. The solution comes in the form of two key 
approximations.
The first of these is the Bom-Oppenheimer Approximation, proposed and named after the 
scientist Max Bom and Robert Oppenheimer, in the year 1927. The argument is that, atom 
interactions are essentially interactions between two key components -  the nuclei and the 
electrons. Nuclei are known to have a much higher mass than electrons. As a consequence, they 
also move much slower than electrons do; the relationship below between mass and velocity of 
nuclei and electrons holds tme.
Vel
^nuc ^
.^100
mel
The above mass difference enables cutting off any electronic degrees of freedom and thus helps 
move the nuclei classically, effectively replacing the Schrodinger equation with a Newton 
equation. The second approximation involves treating the nuclei as a point particle [24].
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3.2.6 Molecular Dynamics Algorithms 
Time-integration Algorithm
These are algorithms that can be considered to be the backbone of MD; it is the process by 
which the actual dynamics in the simulation systems is made possible. Time-integration 
algorithms are based on finite-difference methods (FDM), which make use of the Taylor series 
expansion. FDM are based on the principle of approximating solutions to differential equations.
Below shows a Taylor series expansion of a continuous function;
f { x ,+h)=f(x,)+ClMh+ClMh^+R„{x)
1! 2! n\
R n(x) is the remainder, i.e. the difference between the original function and the n* degree 
polynomial. So for cases where the value of h is extremely small, the third term and the ones 
after can be considered negligible leading to the approximation shown below.
p ) { x ^) „  / k  + h )- f{ x ^ )
This is exactly what time-integration algorithms are based upon. This type of adaptation is 
approximate and no doubt comes with associated errors. These are the truncation type errors, 
which occur due to the inaccuracies relating to FDM, and the round-off type errors that are 
specific to computational algorithms, for example, the finite number of digits used in computer 
arithmetic. The truncation errors can be reduced by reducing the value of h above. For the case 
of time evolution dynamics of atoms, 'h ' is represented by 'At' (time difference). Round-off 
errors on the other hand are purely software dependent. Some of the popular time-integration 
algorithms used in the MD code today are described below.
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Verlet Algorithm
This is one of the most frequently used time-integration algorithms. It is based on the principle 
of writing two third-order Taylor series expansions for positions r(t), one of them being forward 
in time hy At and the other being backward by the same time, as shown below.
r{t — = r{t)— v { t ) l S t — a{f)M^ — — +0( A/ ^)
V2y
r(t + A/) = r{t) + v(OA  ^+ a{t)M^ + + 0(A^
The addition of the two equations above, results in the equation shown below, which is the basic 
form of the Verlet algorithm.
r{t + A/) = '2.r{t) — r{t — A )^ 4- -I- 0(A^^)
At time t=0 however, no such addition can be done and the v(t) value is used directly to obtain 
information using the r(t+At) equation.
Predictor-corrector Algorithm
These are another commonly used set of algorithms. Those used in the MD code consist of three 
stages. The first of these is the prediction stage where predictions are made of positions at a time 
t+ At. This is followed by the evaluation stage, which consists of evaluating the force at the 
predicted positions, using the potential gradient. The acceleration that results from this force will 
usually be different to the predicted acceleration and so the difference between the two values is 
registered as an error signal. The final stage being the correction stage and involves correcting 
the predicted positions using the error signal obtained during the evaluation stage.
Neighbour List Algorithm
Mainly used for short-ranged potentials in which case the computing time is proportional to 
where N is the size of the neighbour list. So under circumstances where atomic interactions are
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based on short-ranged potentials, a neighbour list serves as an alternative to examining all pair­
wise interactions, thus the force exerted on each atom is purely dependant on the contributions 
from only its neighbours.
3.3 Simulation Method
3.3.1 Simulation Approach
There currently exist many techniques for performing the required type of atomistic computer 
simulations. Some other popular techniques that could be directly compared to the type of MD 
used here include the Monte Carlo (MC) method as well as Statistical 
Mechanics/Thermodynamics. However, the use of the Newtonian MD method holds some key 
benefits. MD simulation requires a small number of input parameters. Also, no assumptions are 
made about any of the processes/mechanism, as it is a deterministic technique -  this factor may 
help in uncovering new physics/mechanisms.
In some cases, a reduced version of the simulation system is used, for example, in a method 
known as Course Graining [25]. This is a method of approximation that is employed to provide 
for simplicity. It is used to represent a combination of multiple atoms, by a single atom, often 
known as a “pseudo-atom”. This method is helpful for systems with a large number of particles 
in order to reduce the computational effort involved in the force calculation, but compared to the 
MD method used here, it does not usually provide detailed molecular/atomistic level 
information.
It should be noted that one of the key overall strengths of a technique such as MD is its ability to 
study fast non-equilibrium processes with atomic-level resolution. Some example scenarios 
include studying dynamic material fractures, ion bombardment, cluster impacts as studied here 
and damage caused by shock-waves. For many of the above situations, it could be said that there 
does not really exist an alternative to the MD method.
54
Chapter 3 Computer Simulation and Methodology
MD is an extremely powerful technique but does have certain limitations and the most important 
of these are as follows:
(1) Classical mechanics: although valid in some cases, may be inaccurate in situations where 
quantum effects are dominant -  this can only happen if the inter-particle spacing 
becomes comparable to the de Broglie wavelength. For low energy (keV) particle 
bombardment, this is usually not the case.
(2) Interatomic potentials: a simulation’s realism is limited by the realism of the forces used 
to determine the interatomic potentials between interacting particles.
(3) Time and size: simulation times often range between the femto-second (10'^^ s) and 
nanosecond (10‘^ ) time regimes. There may be cases where relaxation times of materials 
could be much higher but a simulation is only considered safe if its duration is much 
longer than the relaxation times of quantities of interest. Also, due to the computational 
complexity involved with simulations, evaluating dynamics of a system of million atoms 
can be time consuming and hence system sizes, in terms of the number of atoms being 
simulated, have to be limited. Again in this case, the size of the MD cell requires being 
higher than the correlation lengths of the spatial correlation functions of interest. This 
problem can be partially solved, if required, by finite size scaling [26], which is a method 
of computing a certain property of a box and fitting it to box sizes of different lengths 
based on a certain relation.
3.3.2 System Parameters and Boundary Conditions
A fi*ozen benzene target has been used as a typical molecular solid in the simulations executed in 
this thesis. This was because the structure of frozen benzene is relatively well understood and is 
made up of only C and H for which good interatomic potentials already exist. Also the closed- 
ring structure of the molecule makes the target reasonably robust. For all the simulations 
performed here, the benzene target of dimensions 25nm x 25nm x 20nm was used. This size was 
sufficient to study the impact crater for a 10 keV fullerene cluster impact. The integration 
timestep used for all the simulations was equal to 0.1 femtoseconds. The total simulation time 
was set as 5 picoseconds due to interest being in time leading up to the formation of the transient 
crater. The total number of particles of the target was about 1.2x10^. Accordingly, the benzene 
target included a total of 60 layers. The crystalline configuration used for the benzene target was 
the same as the one adopted in for the atomistic simulation performed in [27].
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Atomistic simulations of this kind usually require heavy computational resource, mainly for the 
force calculation that is done using interatomic potential functions. The computation time 
usually rises as the square of the size of the neighbour list. Many-body potentials used here 
demand much more time than simple pair-wise potentials due to additional dependencies as well 
as neighbours. For all of these reasons, the size of these simulations have to be limited in order 
to generate results in a reasonable time frame, and this size restriction is done by means of 
implementing special/artificial conditions for the boundaries of the solid target. In overview, 
boundaries could be assigned one of five different types of conditions or also a combination of 
the various types can be assigned to a single boundary. These five conditions include boundaries 
that are free, reflecting, absorbing, rigid or periodic. The adjectives used really correspond to the 
manner in which these boundaries interact with the energy within the solid. A free boundary was 
used for the work done here, although it is appreciated that a better condition might have been 
using different boundary conditions, however no boundary condition is perfect and it is better to 
keep the boundaries as far away as possible. This been said, results obtained are not believed to 
be substantially influenced by the boundaries used here. Few examples of the types of 
boundaries used in MD are given in [28].
3.3.3 Analysis Algorithms
This section aims to give a description of some of the major algorithms developed for work 
presented within the thesis, and these include three in particular. The fist is the network analysis 
algorithm, which was responsible for distinguishing particles of the target from those belonging 
to the accumulated damage as shown in Figure 4.13. The second was that developed for 
calculating crater dimensions (crater surface width and crater depth). The third was the algorithm 
developed for estimating the shape of the transient crater. The algorithms are described below by 
means of logic flow charts and the source code for each is given in the appendix section.
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FINISH If reached end of list ^
/  Search and sort 
I method used to 
\  create neighbour 
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If nwCount>0
If atom has (nwNo > 0) 
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/""""Assign atom ^  
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atom and assign it 
V  n w N o = l__
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Set nwNo = 0
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Select next atom  
from list
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atom current nwNo
Figure 3.3; Logic flow chart for the network analysis algorithm. (nwNo = network number, 
visVal = visit value). Purpose of algorithm is to assign atoms to fragments (networks) 
depending on their spatial proximities.
Figure 3.3 illustrates the logic used to create a network of atoms based purely on their spatial 
positions. The idea was to identify sputtered atomic fragments (networks) formed. Before the 
algorithm was performed, a search and sort method was used to identify immediate neighbours 
of every atom. Next a network number was set to 1, and this network number was assigned to 
the very first benzene atom. After this, all atoms with network numbers were selected and 
assigned a visit value of 1 as they were “visited”. On visiting an atom, the immediate neighbours 
of the visited atoms receive a network number that is equal to that of the visited atom. On 
performing this iteration once, all atoms of a single fragment are visited and assigned network 
numbers (or in other words, fragment number). When the end of the list is reached, the network 
number is incremented by one and the same routine is performed for atoms of the next fragment. 
This process continued until all atoms have been visited and assigned network numbers.
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If D, < D, ( t h r e s h o l d  
d e n s i t y )
Figure 3.4; Logic flow chart for the algorithm used to calculate transient crater 
dimensions -  crater depth and crater surface width.
Figure 3.4 illustrates the logie used to calculate dimensions of the transient crater. Firstly, the 
network analysis algorithm is used to identify only atoms part of the target. Then, an initial depth 
range is selected and the crater width is calculated at this depth. The width is calculated using the 
density as a function of radial distance from the point of impact. The width value is evaluated as 
the difference in regions between when the density falls below a threshold density (DJ and the 
region where the density rises back beyond this threshold. The threshold density is chosen as 
being equal to 80% of the bulk benzene target density. Next, the depth is incremented by a 
regular interval (5Â) and the width calculation routine performed again. This process is 
continued until a depth at which no regions are found with density below threshold. This is the 
depth at which the base of the transient crater is reached and can be safely assigned as the crater 
depth.
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Figure 3.5; Stage 1 of the crater shape calculation. Atoms sitting on the transient
crater-bed are identified using the threshold density ( D t h ) .  After some trial and 
error, Dth was selected such that atoms having density <= D ti, were those that 
were along target edge, including the transient crater bed. For analysis done 
here, atoms on target edge (except on the crater bed) were filtered out.
^ 2 ^  S e t a  = 0
Stage 2
I n c r e m e n t  a
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Figure 3.6: Stage 2 of the crater shape calculation. Curve fitting is performed 
using a 2"*^  degree polynomial function and the sum of least squares method. The 
value of x„,n . is essentially the value of the crater surface width. R  corresponds to 
the radius of curvature value of the transient crater.
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Figure 3.5 describes the logic used at stage 1 of the crater shape calculation. Firstly, the network 
analysis algorithm is run to identify only atoms that belong to the target. Next a local density 
calculation is performed to identify atoms that have a local density that is below a threshold 
density. This threshold density was selected by means of trial and error such that the atoms that 
had local densities below the threshold were those that were positioned around the edge of the 
benzene target. Next, all these “edge-atoms” were filtered out except those positioned on the 
transient crater bed. This completes stage 1. At stage 2, these atoms positioned on the transient 
crater bed were fitted to a 2"  ^degree polynomial function by means of the sum of least squares 
curve fitting approach. The function with the best fit was used to calculate shape of the transient 
crater using the radius of curvature value as shown in the flow chart.
3.3.4 Output-Data Transformation
The simulation program used generates an output file that contains the positions, velocities and 
energies of every particle at different timesteps. For a lot of the analysis work performed, this 
data was transformed into a very efficient format. This key transformation enabled more 
effective data analysis. It essentially involved having a list that had information with respect to 
the fragmentation patterns of each of the particles. Each particle was assigned a molecule 
number, a network (or fragment) number, and also the state of the molecule corresponding to the 
particles, which in simple terms, was either intact or broken. This really saved immense amounts 
of time as well as made analysis much more efficient and is certainly a format that has the 
benefit for reuse. It should be noted that no internal energy calculations were done for these 
fragmentation pattern calculations; it would be interesting to include this information too.
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3.4 Summary
Virtual realism is a great aspect of computer simulations. It is a good means of performing 
experiments that would not be possible in reality due to a number of different reasons. Computer 
models are most powerful when they come close to reality. MD is the computer simulation 
technique used for work done here. The MD method is based on using the Newton’s laws of 
motion to govern atom dynamics. It does this at the classical mechanics level and by treating 
every atom as a point particle. The basic MD process can be divided into three main stages. 
First, the position and velocity vectors of all particles are set. Second, the interatomic potential 
function is used to calculate the appropriate forces acting on each particle. Finally, the equations 
of motion are used to govern the time-evolution process and set the conditions for the next time­
step required. The very first paper of MD is believed to be written over fifty years ago and today 
the MD method is used in a variety of areas and is definitely an established technique for 
material modelling and simulation.
Interatomic potentials are at the heart of MD simulations. Computer simulation techniques are 
most powerful when they are able to come close to real experiments. Interatomic potentials play 
a huge role in enabling MD simulations to come close to this reality and hence are crucial. There 
are a variety of interatomic potentials that exist and these essentially differ in the complexities 
each is able to model. Over the past, interatomic potentials have evolved to being more robust as 
they have continuously aided in modelling more complicated atom and molecular interactions. 
At the start, only pair-wise interactions were possible, but as of today, potentials are able to 
model many-body effects reasonably well.
The relevant interatomic potential functions used here include the ZBL repulsive potential which
essentially models the nuclear interactions between particles. The other is the Brenner REBO
potential, which is a many-body potential that is commonly used to model hydrocarbon systems.
Although, in reality, quantum mechanical theory is known to govern interaction at the
fundament level, MD simulations only take into account classical mechanics. Two key
approximations help in enabling MD to do this. These include the Bom-Oppenheimer
approximation and the treatment of atoms as point particles. Integration algorithms serve as the
backbone for MD in order to help keep track of particle dynamics. There exist approaches other
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than MD that also model material systems but the popularity of MD lies in the fact that it makes 
a considerably less number of assumptions and also includes more detailed atomistic level 
information in comparison to some of the other techniques used. The simulation methods as well 
as the analysis algorithms used for work done within the thesis have also been discussed in 
detail.
62
Chapter 3 Computer Simulation and Methodology
References:
1. Ercolessi F, "A molecular dynamics primer", 1997, 
(http'J/www.fisica. uniud. it/~ercolessi/md/md/md. html), Udine.
2. Niazi M, Hussain A, "Agent-based Computing from Multi-agent Systems to Agent-Based 
Models: A Visual Survey", 2011, Springer Scientometrics, 89(2), 479-499.
3. Webb RP, "Surrey Ion Beam Centre Training Course", 2009, Guildford.
4. LaValle, Steven M, "13.4.4 Hamiltonian mechanics", 2006, Planning Algorithms, 
Cambridge University Press.
5. Alder BJ, Wainwright TE, "Studies in Molecular Dynamics", 1959, J.Chem.Phys. 31,
6. Verlet L, "Computer Experiments on Classical Fluids", 1967, Phys. Rev. 159.
I. Rahman A, Stillincer FH, "Molecular Dynamics Study o f Liquid Water", 1971, J. Chem. 
Phys. 55(7), 3336.
8. Mote F  et al., "Molecular dynamics study o f  defect in amorphous silica; generation and 
migration", 2008, Journal o f Physics: Conference Series 112.
9. Fujii T, Akiniwa Y, "Molecular dynamics analysis fo r  fracture behaviour o f single crystal 
silicon thin film with micro notch", 2006, Modelling Simul. Mater. Sci. Eng. 14 S73.
10. Abraham FF, "Statistical surface physics: a perspective via computer simulation o f  
microclusters, interfaces and simple films", 1982, Rep. Prog. Phys. 45. .
II. Ivashchenko VI, Turchia PEA, Ivashchenko LA, "Molecular Dynamics Simulations o f  
Electronic Properties o f a-SiC/c-Si Heterojunctions", 2005, J. Optoelectron. Adv. Mat. 
7(2),
12. Lennard-Jones JE, "On the Determination o f Molecular Fields", 1924, Proc. R. Soc. 
Lond. A. 106(738), 463-477.
13. Smith R, Beardmore K, “Molecular Dynamics Studies o f Particle Impacts with Carbon- 
Based Materials”, 1996, Thin Solid Films, 272, 255.
14. Murray DS, Baskes M, "Embedded-atom method: Derivation and application to 
impurities, surfaces, and other defects in metals", 1984, Phys. Rev. B Am. Phys. Soc. 
29(7.^ , 6443.
15. Stillinger FH, Weber TA, "Computer simulation o f  local order in condensed phases o f  
silicon", 1985, Phys. Rev. B 31, 5262.
63
Chapter 3 Computer Simulation and Methodology
16. Tersoff J, "Empirical Interatomic Potential fo r  Carbon, with Applications to Amorphous 
Carbon", 1988, Phys. Rev. Lett. 61, 2879.
17. Brenner DW, "Empirical potential fo r  hydrocarbons fo r  use in simulating the chemical 
vapor deposition o f diamondfilms", 1990, Phys. Rev. B. 42(15), 9458.
18. Brenner DW, 1992, Phys. Rev. B 46, 1948
19. Born M, Mayer JE, “Zur Gittertheorie der lonenkristalle”, 1932, Zeitschrift fu r  Physik A 
Hadrons and Nuclei, 75, 1.
20. Huggins ML, Mayer JE, “Interatomic Distances in Crystals o f the Alkali Halides ”, 1933, 
J. Chem. Phys. 1, 643.
21. Mayer JE, “Dispersion and Polarizability and the van der Waals Potential in the Alkali 
Halides”, 1933, J. Chem. Phys. 1, 270.
22. Ziegler JF, Biersack JP, Littmark U, "The Stopping and Range o f  Ions in Matter", 1985, 
Pergamon, New York.
23. GC, 7933, ^  32, 67^4.
24. Smith R, "Atomic and Ion Collisions in Solids and at Surfaces: Theory, Simulation and
Applications", 1997, Cambridge University Press.
25. Delcorte A, Garrison BJ, "Sputtering polymers with buckminsterfullerene projectiles: A 
coarse-grained molecular dynamics study", 2007, J. Phys. Chem. C 111, 15312.
26. Slevin K, "Finite Size Scaling", 2008, Osaka University.
27. Smiley EJ, WinogradN, Garrison BJ, 2006, J. Appl. Surf. Sci. 252, 6436.
28. Yang JZ, Li X, "Boundary conditions fo r  molecular dynamics o f  solids at low
temperature: A comparative study", 2006, APS/123-QED.
64
Chapter 4 Results and Discussion
4. Results and Discussion
4.1 Model Demonstration
As mentioned earlier in this thesis, the objective of the EDP model was to serve as a simplistic 
empirical tool that was able to make predictions relating to low energy cluster-surface 
interactions with molecular solids. This information includes aspects such as crater depth and 
width, ejection characteristics and fragmentation patterns. The reasoning and motivation for the 
work is clearly stated in Chapter 1. The initial goal was to be able to demonstrate that the impact 
transient crater that formed at around five picoseconds in time could be simulated by depositing 
the energy into the target with spherical distribution without the need to simulate the actual 
cluster impact. This serves as a good indicator for the behaviour of quantities of interest.
Figure 4.1 shows results from a Molecular Dynamics simulation of a lOkeV Côo impact on a 
benzene target, which is the base case studied here. The curves in the top half of the figure show 
the kinetic energy spread radially outwards from the impact point of the cluster. The curves in 
the bottom half of the figure show how energy spreads if the same initial kinetic energy is placed 
in a Gaussian distribution below the surface. As can be seen, the way in which the energy 
appears to spread in both cases is very similar, particularly after the first 600fs. These plots 
however differ, at least intuitively, from that expected by a typical Fickian-like spread, 
illustrated by Figure 4.1. This difference is largely due to the fact that the peak position of the 
kinetic energy, rather than remaining in the centre, appears to move outward from the centre. 
This is brought about by the atoms in the central region having so much energy that they move 
out of the centre -  either being sputtered or pushed into the surrounding atoms. This is a direct 
consequence of the particles having energies greater than the cohesive energy; these are the 
atoms that the simple model suggests will be removed and so in essence this result is in 
agreement.
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Figure 4.1; Results showing the similar kinetic-energy-spread 
behaviour for the impact and the EDP Model in alignment with 
diffusion according to Pick’s Law, the difference being the shift in 
peaks due to material displacement in this case.
4.1.1 Spherically Distributed EDP
A MD simulation of the Energy Deposition Profile (EDP) Model was used to verify that it is not 
necessary to calculate the full cluster impact to estimate the impact crater. This Energy Dump 
(ED) simulation was found to give qualitative agreement with a MD simulation of the complete 
cascade interaction. The level of agreement between the Cluster Impact (Cl) and ED simulations 
is investigated in more detail within this section.
Three parameters were required to provide the starting conditions for the EDP Model and hence 
needed to set up the Energy ED simulation. These include 1) the total kinetic energy to be 
deposited, 2) a distribution function for this kinetic energy, and 3) a distribution function for the 
angular component of the velocity of the energetic particles. These were set as follows. The total
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kinetic energy was set as being equal to the impact energy of the cluster. According to an energy 
transfer model (precursor model) proposed in [1], the maximum energy transfer from the 
projectile to the sample happens at the region that is below the impact point of the projectile, and 
this energy transfer decays with distance. It should be noted that this was proposed for energy 
transfer for atomic solids, but as reported in [2], this concept also fits well with cluster 
bombardment of molecular solids as well. In here it is also mentioned that the precursor model is 
even more compatible for cluster bombardment than atomic bombardment. Accordingly, a 
Gaussian distribution function, centred at a region below the point of impact of the cluster, was 
used here, as detailed in Chapter 1. The below explains the reasoning behind the setting of the 
velocity distribution.
Cluster projectiles are known to cause simultaneous movement of the initial group of atoms that 
they come in contact with during their impact process. The majority of cluster impacts result in 
the production of a crater at their location of impact. MD simulations have suggested that the 
mechanism responsible for the cratering and sputtering processes can be described in terms of a 
purely coordinated mesoscopic motion of all particles of the solid. Here, the cluster is seen as 
one big particle. The mesoscopic motion is such that the particles of the solid seem to have 
complete spherical distribution at the mesoscale.
The ED simulation therefore sets an angular distribution for the energetic particles of the target 
such that the angles have a random spherical distribution. This essentially means that the atoms, 
at the mesoscale, do not have a preferred direction to travel in. A spherical coordinates system 
was used to set the velocities, and this was done with the help of a random number generator 
function. A Gaussian distribution function, on the other hand, was used for the energy setting.
It should be noted that setting the random angular components for the velocity was not as 
straightforward as giving random values to each of the velocity components xv, yv  and zv. The 
reason for this lies in the fact that each angular segment of the sphere is different, and is a 
function of the spherical angles. This issue is illustrated well with the help of Figure 4.2. Setting 
a random angular distribution for the velocity essentially means picking a random point on the 
surface of a sphere. The diagram below shows the results of two types of random functions that 
were used to do this, and as a result, clearly demonstrates the problem.
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top view' side view' top view' side view'
spherically non-biased
(a)
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(b)
Figure 4.2; Diagrams showing (a) result of an spherically non-biased (incorrect) random  
sphere-point-picking function, and (b) result of the spherically biased (correct) random  
sphere-point-picking function.
According to Figure 4.2, (a) is the random distribution that would be obtained by setting each of 
the velocity vectors randomly. As can be seen, this does not result in a completely random 
distribution due to the geometry of the sphere. Thus a modified random distribution function was 
required to be used, which was biased in order to produce results that distributed the angles 
spherically and randomly like shown in (b). This correct distribution was achieved by firstly 
setting random values for the spherical angles (inclination angle and azimuthal angle as shown in 
Figure 4.7) and using these spherical angle values to set the three dimensional velocity vectors.
Setting a random distribution does result in an equal probability for particles to travel in all 
directions. Thus, some particles for the ED case had upwards momentum even at the very start. 
This effect is not quite realised for an actual cluster impact as most particles only have a 
downwards momentum initiated by the downwards moving cluster projectile. Accordingly, the 
EDP model is not likely to behave well at the start of the sputtering event. Thus the focus is on 
being able to emulate the behaviour of the energy spreading at longer times, after the cluster 
impact. From observing the simulations it is apparent that there are essentially three stages to the 
sputtering event that takes place. The first being the high energy ejection of fragments, followed 
by primarily low energy intact ejection and finally, the clearing of the accumulated damage 
within the crater hole. These stages are covered in more detail later in this chapter.
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Figure 4.3; Key parameters that are required in order 
to describe the energy-distribution of the Energy Dump 
(ED) simulation.
The three important spatial parameters of the ED are shown in Figure 4.3, which shows an 
example of an ED. Once the energies and velocities of the particles were set, the MD simulation 
was set to perform its three week long run. Figure 4.4 shows the outcome of two MD simulation 
runs for a period of around four and a half picoseconds in time. The snapshots show the transient 
crater formed as a result of an actual fullerene (Cgo) cluster impact (Cl) on benzene (CeHe) and 
the one on the right shows the crater formed as a result of running the ED simulation. It was 
crucial that the total energy deposited in the target for the ED case was always chosen as being 
equal to that of the impact energy of the cluster projectile, which in this case was 10 keV; a 
value selected based on the efficient surface-sputtering behaviour demonstrated by fullerene 
impacts at around this energy range.
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Cluster Im pact (Cl) Spherically D istributed ED
4.5  ps
Figure 4.4; Inm benzene slice as of around 4.5ps. Comparing the cluster impact (Cl) 
simulation on to the spherically distributed velocity ED configuration.
The images shown above are that of a Inm slice of the benzene target, as of 5 picoseconds in 
time, and the slice is eentered on the point of impact. For the purpose of visualisation, the slices 
are made visible only down to a depth of 10 nanometres although all MD simulations were run 
for a target depth of twice this, i.e. 20 nanometres. This image configuration will be followed for 
the majority of the results in this chapter. The colouring is such that blue and yellow atoms 
represent the coldest and hottest target atoms respectively. The above images clearly show that 
the ED simulation does generate a transient crater of reasonably similar structure but one with a 
shallower depth. The reason for the shallower crater is discussed below.
As for the starting profile of our ED simulation performed above, the values chosen were: yO of 
5 Â, of 10 Â and sr of 5 Â. These values were picked at random and therefore were not 
optimised for simulating a 10 keV fullerene cluster impact. As the total energy of the fullerene 
cluster was equal to 10 keV, it meant that an energy-per-atom value of 166 eV was set for each 
of the constituent carbon atoms of the fullerene cluster. According to the SUSPRE program [4], 
if a single carbon atom impacted a benzene surface at this energy, it would result in a mean 
range of about 13 A, which is three times the value used for the ED simulation above, in which 
the mean range was set as being just 5 Â. In addition to this, the mean value of 13 Â corresponds 
to only a single carbon atom impact, and as our interest lies in clusters, the mean could be 
considerably higher than that was used for the above ED simulation.
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4.1.2 Spherically Outward EDP
This experiment was run in order to test the importance for the need to start off with a 
spherically distributed angular distribution. Hence another MD simulation was run with an ED 
that had the exact same starting conditions as the above, except one change. This change was in 
the setting of the starting velocity distributions, which was now set as being spherically outward, 
instead of being spherically distributed randomly. This modified velocity distribution was such 
that every particle belonging to the ED was directed away from the central point of the three- 
dimensional profile. So, each atom was set an angular orientation that depended on the direction 
of its spatial position relative to the center of the ED. Figure 4.5 illustrates this by comparing 
hypothetical particles obeying the two different configurations.
Spherically Distributed Spherically Outward
Figure 4.5: Blue spheres depicting particles that have their starting directions 
as pointed out by the arrows. The black point in the middle corresponds to 
the centre of the EDP. This is only a two-dimensional representation for the 
purpose of demonstrating the concepts.
Figure 4.6 shows the result of this experiment by making the transient crater comparison of the 
ED (Energy Dump) and Cl (Cluster Impact). The images below show a clear sign of the 
mismatch between the two craters. The key differences seem to be in the shape as well as depth 
of the transient crater -  the shape of the ED-crater being more conical and much shallower. 
These differences were realised as satisfactory indications that the spherically outwards 
configuration used was not ideal. Thus, this work confirmed the fact that maintaining a random 
spherical distribution, as the starting condition for the velocity, at the mesoscale, was absolutely 
essential.
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Cluster Im p ac t (Cl) S pherically  O u tw a rd  ED
-  4 .5  ps
Figure 4.6: Inm slices after around 4.5ps. Comparisons between an actual cluster 
impact (Cl) at lOkeV and the spherically outward velocity configuration ED of equal 
total energy are shown on benzene.
In order to understand the angular motion of the partieles better, it was decided to obtain 
information relating directly to the mesoscopic motion of these partieles. The radar plots in 
Figure 4.8 compare the mesoscopic angular orientations of a selected bunch of particles. 
Selected particles satisfied two key conditions. The first of these was that the particle had to 
have a kinetic energy above a threshold value, set at 0.6eV, which is approximately equal to the 
cohesive or binding energy of the benzene molecules. Secondly, only particles located below the 
surface of the target were considered, as it was only these particles that had a probability of 
influencing the structural shape of the transient crater.
Comparisons were made for the spherically-distributed-ED and the CL A spherical coordinates 
system was used for the angular distributions, thus the study was performed by calculating the 
inclination and azimuthal angles, which are defined in the diagram shown below.
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Figure 4.7: Diagram showing polar angles 
-  inclination angle (0) and azimuthal angle 
(O) for the trajectory represented in red.
It should be noted that for all the calculations done here, the positive y' direction was taken as 
being in the downwards direction, i.e. in the direction moving deeper into the sample. The 
positive X, y  and z directions are shown in Figure 4.3. In Figure 4.8, the green curve corresponds 
to results obtained for the Cl and the red curve to the spherically-distributed-ED. For 
consistency, this will be the colour scheme that will be adopted throughout most of this thesis.
As seen in Figure 4.8 no results are available as of zero picoseconds, for the CL This is because, 
for the impact simulation, the fullerene cluster only impacts the surface at around 40 
femtoseconds. For the ED however, it is the starting conditions that form the backbone of the 
EDP model, and hence these are well defined, as can be seen by the overall spherical distribution 
shown by both spherical angles as of 0 picoseconds. It is useful to note that the inclination angle 
only ranges from 0 to 180 degrees whereas the azimuthal angle has a range that is twice this, i.e. 
from 0 to 360. This is a configuration that is usually adopted for the spherical coordinates 
system.
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Figure 4.8: Radar plots demonstrating that the cluster impact (Cl) (in green)
also produces a spherically distributed angular distribution for target atom 
directions, similar to ED (in red).
What is not demonstrated by the plots above and needs to be clarified is that, even if the initial 
orientations for the EDP were not set as being spherically distributed, angular orientations of the 
particles would eventually become spherically distributed with time. However the key point that 
needs to be realised is that, in order for the structural shape as well as dimensions of the ED 
crater to be anywhere close to the Cl crater, it is absolutely essential for the ED to maintain 
complete mesoscopic random spherical distribution for the starting angular orientations of the 
particles. It is this starting condition for the angular orientations that is absolutely crucial and 
needs to be followed in order for the ED simulation to be able to emulate the behaviour of a CL
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4.2 Sensitivity Analysis -  Part One
Now that it has been demonstrated that an ED-crater was able to emulate the cluster impact (Cl) 
crater, it was time to investigate the sensitivity of the results to the initial EDP parameters. As a 
result of this, two sensitivity analysis studies were performed. The first of these was designed in 
order to look at the effects of varying the energy density of the ED, or in other words, varying 
the temperature within the sample. The second study involved performing the sensitivity 
analysis as a function of depth of the centre of the EDP. The sub sections below cover each of 
these studies in turn.
4.2.1 Radial Dispersion
As seen in Figure 4.9, the study involved observing the consequences of varying the energy 
density of the EDP. The total energy however was kept constant in all cases. The energy density 
(temperature) was varied by changing the standard deviation values of the Gaussian profile in all 
the three dimensions. The standard deviations remained equal in all dimensions -  the distribution 
is rotationally symmetric. Two key observations can be made from Figure 4.9. The first of these 
is that as the distribution is broadened, the peak value of the energy density decreases 
substantially. Initially, the reduction in kinetic energy density (analogous to a temperature) has 
almost no effect on the shape or dimension of the transient ED crater. However, if  the initial 
EDP is used which drops the peak density below about 0.1 eV/Â^ (1000 K) then the atoms in the 
impact region do not receive enough energy to create a well formed crater -  the energy is 
already too diffused to allow material to be sputtered. Although not included in Figure 4.9, the 
variation in the energy density did influence the fragmentation of the ejected material, as would 
be expected.
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Results in Figure 4.9 demonstrate the fact that the structural shape of the ED crater as well as its 
dimensions are dependent on the mesoscopic velocity distribution of the particles as well as on 
the Gaussian energy distribution. Whereas it is almost insensitive to the initial energy density 
used, provided it is not spread out below the cohesive energy. As seen, for the spread in which 
the standard deviation values are below about 20Â, the cratering and sputtering is not vastly 
affected whereas for standard deviation values above 20Â, there is hardly any sputtering. 
However the key point demonstrated by the results above is that, if an energy dump approach 
was to be used for emulating an actual cluster impact, there is no need of precisely defining the 
energy density value to be used, provided that the energy is distributed such that the energy 
profile contains particles that have energy above a certain threshold.
4.2.2 Surface Proximity
Figure 4.10; Ops image of a Inm slice showing starting EDPs as a 
function of depth.
In this study, all standard deviations {sy and sr) were set as constant at 10 Â and only the mean 
of the Gaussian function (yO) was varied in steps of 5, from 5 to 35 Â. Initially there were two 
measurements made and these included the depth and surface width of the transient crater. The 
plots in Figure 4.11 shows the behaviour of the transient crater dimensions with time. The curves 
depicting the various EDP are in grey. The colour scale employed is such that the curves get 
darker with increasing depth of the EDP. The green curve corresponds to the actual impact and 
the red curve is the EDP with a mean range (yO) of 25 Â. This particular EDP, on initial 
observation, seemed like a reasonable match to the Cl and thus was selected to be directly
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compared to the impact in order to look for similarities in other aspects, especially amount of 
ejection.
Crater Depth (A) Crater Surface Width (Â)
-V0_20 
-yo as 
-vO  30 
-VO .35 
-cluster impact
1000 2000 3000 4000
Time (fs)
2000 3000
Time (fs)
Figure 4.11: Comparison of the behaviour of crater dimensions as a function time for 
varying surface proximity of the Energy Deposition Profiles (EDPs).
Before going onto describing the results, it may be worth clarifying the following point. For the 
relatively darker curves in grey scale, it can be observed that the values for crater depth and 
surface width rise at later times instead of from time zero. In some cases, this rise happens at a 
time just over 2500 fs, which is half the total simulation time. The reason for this delayed rise 
lies in the method used to calculate the above crater features. The crater features were calculated 
such that values for depth and width were only recorded once the surface of the sample was split 
open, because unless and until this happened, a crater as such really does not exist, as a crater is 
meant to be a structure that has an open top. Accordingly, for the case of the Cl as well as the 
shallower EDPs, the surface is split open at the very start whereas for the deeper EDPs, it takes 
time for the energy to reflect back up towards the surface and split it open, thereby delaying the 
formation of a proper crater, and therefore the calculation.
It can be seen that the behaviour of the impact crater is closest to the ED-crater that corresponds 
to the detonation depth (or Gaussian mean, yO) of 25 Â and this curve is depicted by the colour 
red for emphasis. More visually satisfying images of the similarity of the transient craters of the 
Cl and the selected EDP can be seen in Figure 4.12. This similarity was a very positive result.
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Previous work done has demonstrated that the penetration range of cluster projectiles, for cluster 
sizes above six to seven atoms, varies linearly with impact energy/atom or velocity [5-7]. The 
result below was therefore in agreement with this idea.
Cluster Im pact (Cl) ED {yO=25)
Figure 4.12; 5ps image of a Inm slice showing extremely similar Cl and ED craters.
The next step was to compare the total amount of material ejected from the target, or in mass 
spectrometry terms, the yield. An accurate “yield” calculation however is not possible to do for 
these time scales, as they are simply too short. This is because, unlike the formation of the 
transient crater being complete, the ejection or the sputtering process is still ongoing at these 
time periods. The sputtering is at a much lower rate compared to that during formation of the 
transient crater, but is a process that is incomplete as there is still material being 
sputtered/ejected out as there are various stages to the sputtering process as described below.
There are essentially three stages of sputtering. Two of these stages are relatively well 
understood and take place in the majority of cluster induced sputtering of organic solids. The 
first of these is the high energy ejection of fragmented molecules that takes place immediately as 
the impact occurs and goes on up until around three to four hundred femtoseconds, much of it 
due to the direct transfer of energy from the cluster atoms to atoms of the target. The second 
stage is the ejection of lower energy and a higher proportion of intact molecules from the side 
walls of the crater, around the position of the hillocks. This second stage lasts for much longer 
from around five hundred femtoseconds all the way up until about five picoseconds.
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The third and final stage occurs after five picoseconds and is one that depends on the viscosity of 
the sample and perhaps on other aspects such as cohesive energy of the sample. This is 
essentially the “splash” that happens similar to that observed when water droplets hit hard on to 
a basin of water. Except that, the splash does not have enough energy at the time of its 
occurrence. Details cannot be confirmed here as the time scales of interest were limited to 5 
picoseconds and this third stage of sputtering is believed to occur at around twice this time at 
around 10 picoseconds. But some snapshots of the impact simulation at later times, around 8 
picoseconds, were captured through which it can be seen that once the transient crater is formed, 
the crater base is pushed upwards. This has also been noted in [8], where it has been described as 
a trampoline like effect. The force of this upwards movement would depend on the viscosity 
of the sample. Also when it is pushed upwards there is still some slow moving accumulated 
damage that does come in contact with the upwards moving crater base. There are two possible 
outcomes for this slow moving accumulated damage within the crater. First, this damage could 
adhere to the upwards moving crater base or secondly, the damage can be ejected out due to the 
momentum of the upwards moving crater base. It would be logical to assume that the 
probabilities of each of these happening may, to an extent, depend on the sample cohesive 
energy.
This partially complete sputtering or ejection process presents us with a challenge in terms of 
estimating the yield at this point in time. Due to this reason, all particles of the simulation were 
placed into three categories for the purpose of identification. Initially a simple distinction was 
made by identifying particles as being above or below the surface, thus having two categories of 
particles. At this point, a straightforward calculation could have been made by using the number 
of particles, above the surface, as a value for “yield” as of 5 picoseconds. This is the norm 
usually followed by MD simulations that are run for much longer time scales, and rightly so, but 
timescales here were short and this was perhaps not as sensible to do. The reason for this 
insensibility relates to a well established fact, which is also one of the key strengths of cluster 
SIMS. This is that, in the case of cluster impacts, it has been reported that the majority of the 
damage that is accumulated within the crater is cleared away with time. It is reported that, after 
20 picoseconds in time, seventy five percent of this damage within the crater is ejected out 
leaving behind twenty five percent in the target [9]. It should be noted that, although the 
molecular solid sample that was studied here was different, the fact reported above is widely
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accepted for cluster interactions with molecular samples and is in alignment with experimental 
work [10-11].
Due to reasons mentioned above, particles were placed into another category, and this was the 
accumulated-damage category. Therefore, the first category was one that included particles that 
were completely sputtered away and were above and free of the influence of the surface. The 
second category was one that included particles that were below the surface, but yet detached 
from the sample. These particles formed the accumulated-damage category and are identified 
clearly in red in Figure 4.13. The third category included particles that belonged to the 
sample/target. The distinction made between particles of the target and accumulated-damage was 
possible using a subroutine developed to analyse the “network topology” of all the fragments 
below the surface and more on this is detailed in Chapter 3. This way, atoms of the same 
fragment belonged to the same “network”, and a network analysis algorithm could then separate 
the target, based purely on spatial positions of the particles.
crater surface width crater depth
Figure 4.13; Image showing accumulated-damage atoms in red.
Due to the above reasons, material ejection calculations were made for all particles that were 
detached from the benzene sample. The assumption here was of course that, eventually with 
time, the majority of these particles would be free of the benzene surface and therefore sputtered 
out. This been said, some of the particles are believed to be retained by the solid [12], however 
to avoid complication, all particles that were detached from the target were considered to be
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eventually ejected. Once these atoms were defined, a comparison was made and the plot in 
Figure 4.14 demonstrates the comparison between the selected EDP (in red) and the Cl (in 
green).
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Figure 4.14; A comparison of the amount of material being detached 
from the target as a function of time with varying depth of the 
Energy Deposition Profiles (EDPs). Green curve -  cluster impact 
(Cl). Red curve -E D  selected for comparison.
For the majority of results observed so far, for both the Cl as well as the EDP simulations, the 
quantities seem to saturate around the 3.5-4 ps time zone and remain consistently stable up until 
5 ps. Thus it was decided that a good means of comparison of the various simulation scenarios 
would be to obtain the quantity averages over this stable saturation time zone. This would 
considerably reduce the number of data points involved and perhaps offer a better perspective on 
the results obtained. Results after this data transformation are shown below.
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C rater Surface W id th  (Â)C rater D epth  (Â)
No. o f atom s detached fro m  ta rg e t
Figure 4.15; The plots show the averages over the stable saturation time zone of the 
quantities, which takes place over the time period 4 to 5ps. Cluster Impact (Cl) 
values indicated by the green line.
Using the above, it was easier to observe the correlations. Along with demonstrating the linear 
relationships of crater depth and surface width, what these results better demonstrated was that a 
Gaussian mean (yO) value of 30 Â seemed to be a better fit with the Cl (green line). The previous 
value for the best data point was picked as 25 Â, and this was using the time evolution plots, but 
a better perspective was offered by the above manner of plotting the results.
The perspective gained from the plots in Figure 4.15 was responsible for driving the majority of 
the work done from this point on. The above results generated four key pieces of work, which 
are described from sections 4.3 to 4.6, with a section devoted to each piece of work. The 
reasoning for these efforts is discussed in the paragraphs below.
The objective here was to make a judgement on the sensitivity of varying the depth of the EDP. 
This was not possible at this stage of the project due to the existence of only a single data point
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for the actual impact and therefore insufficient statistics. Also, there was no information 
available, yet, to suggest a dependency or otherwise on surface impact position. Due to these 
reasons it was decided for an experiment to be carried out that investigated the dependence on 
the surface impact position and this is covered in section 4.4. But, as mentioned previously, 
simulation runs of the nature carried out here take an immense amount of time and this has to be 
followed up by analysis work in order to come to conclusions. Therefore it was also decided to 
pursue a parallel option that was based on expecting the above results to be completely 
independent of surface impact position and also not substantially sensitive to the depth of 
detonation of the EDP. Due to this, the data obtained above was used to perform a study that 
looked at the compatibility of the EDP with varying cluster impact energies and this is described 
in section 4.3.
The above explains two pieces of work. The first related to taking a necessary precaution in 
terms of checking dependency on surface impact position. The second essentially meant taking a 
risk, with the potential of succeeding, by applying the information obtained to testing the 
compatibility of the EDP for various impact energies of the fullerene cluster. However both of 
these were based on having some sort of belief in the results and thus were designed to defend 
the above results. The next two pieces of work were based on being more suspicious of the 
results obtained and thus required taking on a more aggressive approach with the objective of 
challenging the above results.
The idea to challenge the results was based on not achieving better matched results in the case of 
material detachment. As can be seen in Figure 4.15, the two data points (yO=25Â and y0=30Â) 
are closer to the impact (green line) in the case of crater dimensions but are relatively further 
apart for material detachment. Therefore, it was decided for an investigation to be carried out 
using two routes. One of these was based on a more bottom-up approach, meaning that further 
analysis was carried out to uncover any issues that perhaps existed. Work done relating to this is 
covered in section 4.5. The second of these approaches was based on using a top-down approach 
by using a different method of energy deposition and this is covered in section 4.6.
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4.3 Cluster Impact-Energy Prediction
The very first decision to be made here was in the depth, or the Gaussian-mean value, to be used 
for the EDPs for the various impact energies. As the objective of the EDP model was for it to be 
used as a prediction tool, and as it has been demonstrated before that for reasonably large 
clusters the penetration depth is the same for clusters of the same velocity, generally this is 
deeper than for a single atomic ion of the same velocity [5-6]. It was decided, therefore, that the 
depth of energy deposition could be estimated from the mean range calculations from programs 
already existing, for ion-solid interactions; e.g. SUSPRE [4] as used here. The table below 
compares the mean values of SUSPRE against the ones used for the EDP. The underlining 
criterion here was that the ratio of the EDP-mean iyO), and of the mean obtained from SUSPRE, 
be kept constant for all energies.
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Figure 4.16; Table on left shows that EDP mean was selected such that the mean ratio remained 
constant with SUSPRE mean values. Standard deviation values remained unchanged. The plot on 
the right demonstrates the similar linear relationship of penetration range with energy for 
SUSPRE and EDP.
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Crater Surface W idth  (Â) Mo. o f  a to m s d e ta ch ed  from  ta rg etCrater D epth  (Â)
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Figure 4.17: Behaviour, as a function of time, of crater dimensions and material detachment for 
impact energies ranging from 5 to 15 kilo-electron Volts (keV). ED results -  red curves. C l 
results -  green curves.
The results obtained for the impact energy of 20 keV suggested that the target depth used was 
not sufficient as the benzene target could not contain the 20keV fullerene impact. For this 
reason, results displayed are only for 15keV and below. For these energies, as shown below, it 
seems that the model works well in emulating the dimensions of the crater. This can be seen 
throughout the energy range from 5 to 15 keV and from a better perspective as shown below, 
which like done previously for results, produces a single data point by averaging the stable 
saturation period that is observed between 4 and 5 ps in time. The relative relationships of the 
impact simulations and that of the EDP show a satisfying similarity with variation in the impact 
energy of the fullerene cluster.
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Figure 4.18: Data points representing the average over the stable saturation 
time zone observed from 4 to 5 ps. Data corresponds to figure immediately 
above.
4.4 Surface Impact-Site Dependence
4.4.1 Standard Deviation Calculation
The main purpose of the work carried out here was to investigate if the point of cluster impact on 
the surface had any influence on the outcome of the cluster solid interaction, mainly concerned 
with aspects of the transient crater. Although the above mentioned was the main objective, this 
investigation also helped to achieve some statistics for the fullerene-benzene interaction and 
these statistics were crucial for providing a perspective on the sensitivity analysis. This is 
discussed in the next sub section 4.4.2. The width of the fullerene molecule remains somewhat 
larger than that of the hexagonal benzene ring by approximately two and a half times. This 
would suggest a not so strong dependence on the actual point of impact on the surface however 
empirical evidence was still required to be obtained.
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A few impact points on the benzene surface were carefully selected. The primary criterion here 
was that the points selected needed to provide sufficient diversity in terms of the nature of their 
spatial surroundings. It was indeed a favourable situation that the benzene target used had a 
relatively simple structure as mentioned in Chapter 3. This was favourable as it meant that the 
total number of impact points could be restricted to fewer than ten and this was sufficient.
Figure 4.19 is a snapshot looking down and zoomed in onto the surface of the target. The 
benzene molecules shown in blue are those belonging to the topmost layer and the image 
illustrates the arrangement of this layer, which essentially contains molecules in one of two 
orientations. The two orientations are depicted by shaded and non-shaded molecules 
respectively. The impact coordinates were chosen such that a good combination of the spatial 
correlation of the surroundings was covered. The coloured circles within the dotted red segment 
indicate the selected points for cluster impact. The main purpose of this experiment was to test 
the dependency of surface impact position on the final outcome. The expectation was that there 
would be no dependence.
*
*
*
Figure 4.19; Image showing the selection of points of cluster impact. 
The nine coloured circles indicate selected impact locations.
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The cratering and material-detachment results are shown in Figure 4.20 and Figure 4.21. As can 
be seen, crater sizes are extremely consistent across the various impacts. The percentage 
standard deviation was calculated to be below the ten percent mark. The error bars signify the 
standard deviation of the results across the various impacts. As for the amount of material 
detached from the target, the value lies around the ten percent mark (+/- 2%) but overall, results 
show good consistency. This was a clear indication that the outcomes of the cluster interaction 
were independent of the impact-site on the surface.
For the plots showing detached material, some of the green curves show a slight dip at certain 
time steps. This could be confusing as it tends to suggest a decrease in the amount of material 
being detached, and is worth an explanation. As mentioned earlier in this chapter under, this 
relates to the fact that detached material is categorised into ejected (atoms above and free of 
surface) and accumulated-damage (atoms below surface but detached from target) as identified 
in red in Figure 4.13. The dip is basically a result of these accumulated-damage atoms getting 
connected back with the target and therefore no longer being considered as detached according 
to the algorithm used. This crater-hole region clearly is very chemically active and fluctuations 
of this kind are bound to be expected, at least at the observed time scales, as the atoms belonging 
to the damage keep attaching as well as detaching themselves from the benzene target, resulting 
in the slight fluctuations shown in Figure 4.21.
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Figure 4.20: Plots on the right show the consistent average crater sizes for the 
variety of surface impact coordinates. Error bars correspond to standard deviation.
No. o f a to m s d etached  fro m  ta rg e t
T im e  (fs) T im e  (fs)
Figure 4.21; Plot on the right shows the consistency in the average amount of 
material extracted from target corresponding to varying surface impact coordinates. 
Error bars correspond to standard deviation.
A computational “mass spectrum” is shown in Figure 4.22. It should be noted that a direct 
comparison between this and an experimental mass spectrum cannot be carried out due to two 
main reasons. The first being that results obtained below are for only a single cluster impact and
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experiments in the lab include a number usually in the order of 10^ "^  ions/cm^. Secondly, the 
Molecular Dynamics program simulates the particles classically and therefore no consideration 
is given to ionisation effects. (Note: The latter could also be seen as a positive, for studying 
sputter-yield effects, as no information is lost due to insufficient ionisation in the case of 
simulations).
The plot in Figure 4.22 credits of course the accuracy of the inter-atomic potential function used, 
as the peaks obtained show that molecular fragmentation happens in a reasonable manner, with 
stable fragments shown as being C2H2 and of course the principle benzene molecule CôHô. Also 
each of the groups of peaks occur at regularly spaced intervals of thirteen atomic mass units, 
which represents the (C H )n  fragment, as expected. Although the primary result that Figure 4.22 
demonstrates is that fragmentation patterns remain reasonably consistent with varying the 
surface impact-site.
Intensity
26
Mass (amu)
Figure 4.22; A computational "mass spectrum" obtained for a single ten keV fullerene 
cluster impact on benzene. There is no account for any ionisation due to the nature of 
the simulations or internal energy calculations. The error bars shown are a measure of 
the standard deviation observed.
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Figure 4.23 shows the relative insensitivity of varying surface impact-site for the depth of origin 
of sputtered particles, i.e. basically demonstrating the depth distributions of the ejected atoms in 
terms of layer of origin. This also shows very good consistency for the different impacts, as 
expected. It should be noted that the plot below corresponds to number of atoms that are 
completely sputtered, i.e. they are well above and free of the benzene surface.
D epth  o f  Origin Distribution
1400 -
1200 -
No. o f 1000
sp u t tered 800  -
particles
600  ;
400  -•
200  :
0 i 1 i 1-------- 1-------- 1--------1-------- 1-------- r
0 1 2 3 4 5 6 7 8 10 11 12 13 14 15
Layer No.
Figure 4.23: Number of ejected atoms as a function of layer of origin. Error bars correspond 
to standard deviation.
4.4.2 Sensitivity Judgement
The Figure 4.24 shows the sensitivity of varying the depth of the EDP to the various impacts. 
From the below. It seems as if the outcomes are not sensitive to varying EDP depth, which is 
encouraging. However, the material-detachment results are still relatively less convincing as can 
be seen below. The oval shaped red ring does overlap with the impact results for the crater 
dimensions, but for the detached material case, this is a bit far off. And so, as mentioned 
previously, the section below is part of the work that challenges this result. As will be discovered 
later, an interesting and, arguably hidden, discrepancy was uncovered. This discrepancy also
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helps highlight the relatively unconvincing results obtained for the material-detachment plot 
below.
C ra te r  Surface W id th  (Â)C ra te r D e p th  (Â)
N o . o f  a to m s  d e ta c h e d  fro m  ta rg e t
Figure 4.24; Dotted green line indicates average of various impacts. Dotted black lines 
indicated the max. and min. values using the standard deviation for various impacts.
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4.5 Behaviour Investigation
4.5.1 Main Investigation
This sub-section details the investigation relating to the bottom-up approach, previously 
mentioned, for challenging the results obtained during the depth-sensitivity experiment of the 
EDP, carried out in section 4.2.2. After some thought and consideration, it was decided that the 
energy partitioning between the carbon and the hydrogen atoms may be incorrect and thus 
needed to be investigated. For this reason, the kinetic energy distributions were calculated for all 
particles below the surface, ignoring the energy distributions of the sputtered material, as it was 
only particles below the surface that contributed towards crater formation. The Figure 4.25 
compares the energy portioning of the carbon and hydrogen system. The results show clearly 
that the energy is partitioned similarly in the ease of the cluster impact (Cl) as well as the energy 
dump (ED) simulation.
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Energy Dum p
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I  Cluster Im pact  
I Energy Dum p
Energy (eV)
4000 -
2000
200 400 600 800 1000 1200 1400 1600 1800 2000
Tim e (fs)
Figure 4.25: Results showing similar kinetic energy partitioning of the C and H 
systems for both of the scenarios, cluster impact (Cl) and the energy dump (ED).
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The second suspicion was based on material compression around the transient crater rim. For the 
EDP used, the ED-crater dimensions had good match with the Cl-crater. Crater dimensions are 
also effectively a representation of the emptied volume as a result of material being ejected out. 
Accordingly, a match in crater dimensions should also result in a match in the amount of 
material ejected out of the target, i.e. detached from it. This was not quite the case as shown in 
the plots earlier in this chapter. What the results showed was that although the ED behaved 
similar to the Cl in terms of crater dimensions, the ED behaved differently in terms of the 
number of atoms detached from target -  this is clearly shown in Figure 4.24.
The only logical explanation for this was that during the impact, the transient crater walls, or 
crater rim, underwent additional compression due to which reason it had more material within it. 
Hence, there was less material being ejected out in the impact case and it was effectively 
carrying additional material within the target, therefore resulting in not much difference for the 
overall crater volumes.
As a consequence of the above, it was decided that an estimation be made of the compression 
around the transient crater rim. This calculation was a tricky one to perform, especially due to 
the structural shape of the transient craters. The most interesting and helpful insight obtained 
here was not in the final estimation of the compression itself but in the process of doing so, i.e. 
while in the process of calculating the compression around the crater rim, a discrepancy in the 
shape of the two craters was realised. The crater shape calculation is described in detail in 
Chapter 2. The results obtained were quite reliable as depicted by the images shown below.
The mismatch in the transient crater shapes does not seem substantial, but a slight difference still 
exists and this was accepted as the reason for the slightly higher amounts of material detachment 
observed for the EDP (y0=30).
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Cluster Impact (Cl) ED (y0=30)
1
Figure 4.26: Crater shape comparisons of the impact-crater and the ED-crater 
produced by the EDP. The ED simulation seemed to suggest a higher amount of 
material remoyal and the reason is apparent from the aboye. For the aboye. gy= 
ar=10Â.
4.5.2 Exploring Crater Shape
A realisation of the discrepancy in the shapes of the transient craters forced the testing of crater 
shapes for all previous studies. To start with, it was important to make sure that there was 
consistency with results relating to impact-site dependence. So the shape ealeulation was 
performed for the transient craters produced by the various impacts. The results below show 
extremely good consistency, which is evidence that the crater shapes are also independent of the 
impact point on the surface.
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Figure 4.27: A comparison of transient crater shapes for impacts on the surface, 
each varying in their surface impact position.
Next, the above calculation was done for the sensitivity analysis study that looked at the surface 
proximity of the EDP. A linear relationship was observed, as shown in Figure 4.28. Using this 
plot, it is clear that eraters get substantially curved with a deeper energy deposition.
97
Chapter 4 Results and Discussion
Radius of Curvature (Â)
0.3
0 .25  -
0.1
0 .05  -•
20 25 3510 15 30 400 5
yO(Aj
Figure 4.28; Transient crater shape calculation looking at craters formed as a 
result of the “surface proximity” sensitivity analysis study. yO corresponds to the 
mean depth of the Gaussian energy density distribution.
Figure 4.28 highlights a “mystery” effect that was not realised until now. It shows that the crater 
shape becomes substantially curved with increasing depth and this is the ease relating to the data 
point iy0=30). The misperception was created by similar results obtained for crater dimensions 
as well detached material. This misperception was created, partly, due to the fact that initial 
comparisons were made only via means of visual observation. This been said, it is common 
practice to make visual comparisons of such craters using a two dimensional slice of the sample. 
This method of comparison did lead to the loss of three dimensional information.
Next, the transient craters obtained for the varying impact energies were also compared for their 
radius of curvature values, which produced a very interesting insight. As seen in Figure 4.29, the 
discrepancy in the shapes is pronounced with increasing impact energy. This also provided 
sufficient evidence to make the conclusion that having a symmetric energy profile distribution 
that varied in proximity to the surface was not the answer for implementing the model and 
alternatives need to be sought. There was already work ongoing in parallel, in the form of a top-
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down approach, which focused on looking at the effects of depositing this energy 
asymmetrically, rather than symmetrieally, as is deseribed in the next seetion 4.6.
Radius of Curvature (Â)
0 .3
0 .2 5
ED0.2
0 .1 5
0.1
0 .0 5
205 10 150
Impact Energy (keV)
Figure 4.29; Impact and ED craters compared for varying impact energies.
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4.6 Sensitivity Analysis -  Part Two
This method was a more top-down approach, i.e. it was an alternative means of implementing 
the starting EDP. This meant depositing the energy in a more asymmetrie manner although the 
condition for the velocity distribution was unchanged and remained completely spherically 
distributed. This meant implementing the EDP, with unequal values for the standard deviations, 
in the dimension normal to the surfaee (vk) and to those in parallel to it (^r). This is demonstrated 
clearly in the diagrams below.
Figure 4.30: Diagrams showing snapshots of the varying Energy Deposition 
Profile (EDP) for the asymmetric-ED configuration.
The EDP starts with regular spaced intervals (5Â steps) of initially decreasing sy with a constant 
sr. This is illustrated by images A and B. This is then followed by keeping sy constant and 
increasing sr as shown by images C and D. The diagrams above clearly show the intention of the 
study, which was to calculate the consequences of moving from a long narrowly stripped profile 
to a short wide profile. The most significant ratio here was that of yy.yr. The results are shown in 
Figure 4.31.
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Figure 4.31: Results relating to the average over the stable saturation period of the 
quantities occurring from 4 to 5 picoseconds, syrsr value of 2 demonstrates incredible 
similarity with cluster impact results (shown in green dotted), with black dotted indicating 
standard deviation range. Plots correspond to lOkeV C^n impact on benzene, with y0=15.
This time the analysis was more robust as it was performed using averages of the curves in their 
saturation zones. Crater shape calculations were also incorporated. It should be noted that the 
analysis was initially intended to be compared against just one of the standard deviations (vf or 
sr), at a time, and thus only one of these was changed with regular increments. As a consequence 
of this, it meant that, although the values for each of the standard deviations were spaced 
regularly, this was not the case for their ratios, as evident by the funny (irregular) distribution of 
the data points in the plots shown in Figure 4.31.
The most interesting and useful result above was in relation to the data point with an sy:sr ratio 
of two -  circled in red for emphasis. This was an extremely positive result. As seen very clearly 
above, it fits well with the results of the Cl, represented by the green dotted line. This similarity 
can be seen to be observed for all quantities of interest as shown above. This meant that, for a 10 
keV fullerene impact on the benzene target used, the EDP was required to originate at a depth of 
15 A, which corresponded to the mean {yO) value of the Gaussian function. The result, more
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importantly also suggested that the energy spread in the dimension normal to the surface was 
required to be twice that in the lateral dimensions, and these values were {sy = 20 Â) and {sr = 
10 A). The Figure 4.32 confirms the results obtained above by showing the incredible similarity 
between the transient craters observed after a period of 5 picoseconds.
Cluster Impact (Cl) ED (sy:sr= 2)
r m t
m m .
■ i f
Figure 4.32; Transient crater shape comparison, as of 5ps, of impact and the revised 
EDP approach, i.e. using an asvmmetric-ED.
The Gaussian mean {yO) in this case was equal to 15 A. However the standard deviation in the y  
dimension (jy) was equal to 20 A. It should be noted that this results in a slightly truncated 
energy deposition near to the surface, however the majority of the EDP remains in alignment 
with a Gaussian like distribution. The Figure 4.33 highlights the improvement that was achieved 
using the modified approach. The results shown compare transient craters as well as the depth- 
of-origin distributions.
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Figure 4.33: Result showing improvement for the revised EDP approach, i.e. going from a 
symmetric-ED to an asvmmetric-ED.
The visuals shown in Figure 4.34 and Figure 4.35 are able to offer two interesting perspeetives 
for the impact and the EDP. Figure 4.34 demonstrates the potential energy-difference contour 
associated with each of the scenarios and these look reasonably similar. The similarity is even to 
the extent of the compression effect that takes place in the region just below the base of the 
transient crater. As shown, this effect happens for both the cases. This is important as it gives an 
insight into the entropies involved in both eases. The Figure 4.35 on the other hand, offers a 
complete three dimensional perspective of the structure of the transient crater (from above) with 
the colour scheme emphasizing the depth distribution (contour) of the impacted surface, which 
also seems remarkably similar.
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Cluster Im p a c t (Cl) ED (sy:sr = 2)
Figure 4.34: Image showing the potential energy contour of the complete system -  difference in 
potential to be specific. The colour scheme is such that only regions with PE greater 0.1 eV have 
been included. Blue and yellow regions correspond to low and high potential-energy difference 
regions respectiyely.
Cluster Im pact (Cl) ED (sy:sr= 2)
Figure 4.35: Crater contour (topyiew) comparison of the Cl-crater and ED-crater. Colour 
scheme is such that blue and yellow represent atoms at the surface and deepest 
respectiyely. Atoms coloured in green are those that are ahove the surface (hillocks).
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4.7 Argon Cluster Study
For the next stage, an attempt was made to observe the behaviour of a projectile that was 
different to the fullerene in order to test the EDP Model. The cluster that was selected was an 
argon cluster that carried a higher number of atoms than the fullerene as it was an Arioo cluster. 
The selection was made due to an increase in demand for the Ar cluster, however the real 
demand is for argon clusters sizes that are much greater than a hundred, and also for the purpose 
of depth profiling rather than static SIMS. Irrespective of this, the idea was to test the 
compatibility of the EDP Model with a cluster of varying cluster size as well as constituent 
mass. Figure 4.36 shows a visual of the clusters used.
Cgo cluster Ar^ oo cluster
Figure 4.36; Visual representations of the C^ n (fullerene) and the Ar, 
clusters used for the MD simulations.
The Arioo cluster projectile however does still fall under the light element medium-sized cluster 
regime, which is the type of cluster for which the EDP Model intends to be compatible with. The 
changes here were in terms of the mass of the constituent atoms of the cluster as well as the total
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number (cluster size). The total impact energy of the cluster, however, was kept constant at 10 
keV.
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Figure 4.37; Comparing the ED-craters to the Argon Cl-crater.
As can be seen from the above, the data point that fitted well with the results of the fullerene 
impact also fits reasonably well even for the Arioo impact. The EDP Model is only compared to a 
single Arioo impact and an even better match can be expected to take place with some statistics 
incorporated above, i.e. using results for a number of Arioo impacts as was done in the case of 
the fullerene (Coo). The visual comparisons are shown below.
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Arioo C luster Im p a c t (Cl) ED (sy:sr = 2)
Figure 4.38: Transient crater shape comparison, as of 5ps, showing reasonably similar transient
craters observed for ED-crater and the argon Cl-crater.
4.8 Summary
An EDP model was used to explore the opportunity to emulate conditions of a low energy 
cluster on a molecular solid. The base case used was a 10 keV fullerene (Coo) impact on a 
benzene (CoHo) target. The EDP consisted of two important settings, which include energy and 
velocity. Three important parameters are required to describe the manner in which it deposits the 
energy. These parameters relate to a three dimensional Gaussian distribution. The angular 
component of the velocity was set as being completely spherically distributed.
It was found that if the EDP had starting conditions for the energy and velocity as described 
above, it was indeed possible to emulate the impact-crater using the ED-crater. These were of 
course transient craters created as of 5 picoseconds in time, and comparisons were not made for 
final craters, for which unfeasible amounts of computation time would be required.
EDP simulations were also run using a spherically-outwards distributed starting conditions for 
the angular component of the velocity. It was found that the impact-crater could not be emulated 
well using this approach. This confirmed that maintaining overall spherical distribution for the 
starting conditions of the angular component of the velocity was absolutely crucial. This is 
shown in section 4.1.2.
107
Chapter 4 Results and Discussion
Initially, a couple of sensitivity analysis studies were performed, as described in part one of the 
sensitivity analysis work done in section 4.2. The first of these related to studying the effects of 
varying the energy density. It was found that this variation in energy density (or temperature) 
had almost no effect on the formation of the transient crater. However, this variation had an 
influence on the energy distributions of the sputtered material as well as on their fragmentation 
patterns.
The second sensitivity analysis study involved studying the effects of varying the depth of the 
EDP. It was found that a deeper symmetric-EDP was able to emulate an impact crater well in 
terms of transient crater formation and amount of material removed from the target. However, 
there seemed to be a slight glitch in results relating to material detachment, for which 
investigations were carried out later, but results were accepted as being reliable at the time. As a 
result of the above, simulations were run using this concept in order to make impact-crater and 
ED-crater comparisons for varying impact energy of the cluster, and this is described in section 
4.3. It was found out that results correlated very well with change in incidence energy of the 
cluster. However, it was later confirmed that these results were premature as they did not 
account for the variations in terms of crater shape.
The next study was performed to investigate the dependence on impact-site of the benzene 
surface, as described in section 4.4. Surface impact points were selected manually using logical 
criteria. The expectation here was that there would not be any dependence but empirical 
evidence was required to prove this. The results that were obtained showed very good stability 
across the different impact sites with standard deviation calculations being below the ten percent 
mark for all the results, which included transient crater dimensions, material detachment from 
target, depth of origin distribution of the ejected particles, and even a computational “mass 
spectrum”, which showed very good consistency with respect to fragmentation patterns. It 
should be noted however that no internal energy calculations were carried out here and therefore 
fi'agmentation patterns calculated would not be precise due to molecular dissociation being a 
time consuming process and incomplete as of 5 picoseconds.
The next step involved investigating the glitch observed in the material detachment results in 
section 4.3. Firstly, as a result of the opinion that the kinetic energy portioning in the carbon and
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hydrogen systems would be incorrect, this was investigated. It was found that this energy 
portioning was similar to that of the actual cluster impact. Next, due to reasons covered in 
section 4.5, it was decided to calculate the material compression (density) around the rim of the 
transient crater. One of the stages of this crater rim-density calculation involved quantifying the 
shape of the transient crater. As a result of this process, it was found that there was also a 
difference in the shape of the transient craters of the impact and the EDP. The EDPs in this case 
were symmetric-EDPs, i.e. the standard deviations associated with the Gaussian energy 
distribution were equal in all three dimensions.
This difference that was observed above forced crater shape calculations for the previous studies 
for reassurance. Results pertaining to this are shown in section 4.5. As for the study involving 
varying surface impact-site, as described in section 4.4, the crater shapes showed good stability 
too. An interesting insight was obtained when the crater shape calculations were performed for 
the varying impact energy study described in section 4.3. It was observed that the transient crater 
became more curved with increasing energy (increasing depth of the EDP). This result was a 
turning point and indicated that a deeper symmetric-EDP was not the best solution.
The next step involved using a different method for depositing the energy. This involved using 
an asymmetric-EDP as illustrated in the second part of the sensitivity analysis study, shown in 
section 4.6. Here, the ED crater, corresponding to one of the EDP configurations, showed 
extremely good correlation with the impact-crater. This suggested that an asymmetric energy 
deposition was a more suitable approach.
Section 4.7 describes the comparison made for exploring another cluster projectile type that 
varied in constituent mass as well as cluster size. The Arioo cluster was tested and results show 
reasonably comparable features. The comparison observed was better with the Coo- However, the 
comparison that was made in the case of the Ar cluster impact, involved just a single impact 
unlike the fullerene study, where the EDP results were compared to a number of impacts, each 
varying with respect to the impact points on the surface.
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5. Conclusions and Future Work
Work done as part of this thesis was based on demonstrating the possibility of producing a 
model based on a simplistic energy spread approach. The idea was based on the concept that, if 
energy was deposited into a sample, it would spread and behave according to a diffusional 
process. Accordingly, by solving the equations of the Pick’s law of diffusion, estimations could 
be made with respect to aspects such as crater formation and hence material ejection. Thus, the 
purpose of the thesis was to demonstrate the feasibility of the above to be used as a simple model 
for low energy cluster impacts with molecular solids. All studies were performed via the use of 
MD computer simulation.
The first piece of work involved setting specific starting conditions for the EDP and simulating 
using MD. The settings of the starting conditions involved parameters relating to energy and 
velocity. Details are covered in Chapter 4. But briefly, the total energy deposited was set as 
being equal to the appropriate impact energy of the cluster. This energy was distributed in a 
Gaussian like manner in all three dimensions in alignment with typical energy spread behaviour. 
The velocity was set such that the mesoscopic angular orientations of the energetic particles 
were spherically distributed as it was well understood that cluster projectile atoms lose their 
dominant downwards direction and cause energy to be distributed completely spherically within 
the target material. The EDP used in this case was a symmetric-EDP, which meant that the 
standard deviations of the Gaussian distributions were set to be equal in all three dimensions.
At this point, the transient craters that were formed due to the EDP and an actual cluster impact 
were compared using outcomes of the MD simulation. Results obtained were very encouraging 
as it was shown that incredibly similar craters were obtained for the two cases. The velocity 
configuration used for the EDP case was unchanged and remained spherically distributed. 
Another EDP simulation was set to run with a spherically outward velocity distribution. The 
transient crater produced in this case was quite different in comparison to the actual impact.
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These results demonstrated the crucial need for maintaining completely spherical distribution as 
starting conditions, at the mesoscale, for the EDP.
A study was also performed to check the dependence of varying the cluster impact-site on the 
surface. Results obtained showed very good consistency for the various impacts with respect to 
all the calculated quantities of interest. The standard deviation values were calculated to be equal 
to or less than the 10% mark for all measurements.
As the EDP was able to produce a crater that was a good emulation of the impact-crater, work 
was done to study the sensitivity of this deposited energy. The first of these sensitivity analysis 
studies involved varying the kinetic energy density (or temperature) within the sample. The 
interesting insight obtained here was that the properties of the transient crater formed were 
invariant to the initial spread of the EDP, providing it was the same shape and total energy, and 
that the energy was not spread so thinly over the sample (the distribution too wide) such that the 
energy of the majority of the atoms in the volume started below the cohesive energy. However, 
the initial spread of the energy deposition profile did have some influence on the energy 
distributions of the ejected material as well as on their fragmentation patterns.
The second study of part one of the sensitivity analysis work involved studying effects of 
varying the depth of the EDP. The EDP however was symmetric in terms of its initial energy 
distribution, for all depths. Initially, it was found that the EDP at a certain depth produced a 
crater that was very similar to the impact-crater. However, further investigation uncovered an 
interesting insight with respect to the shape of the transient crater. It was found that the transient 
craters became more curved with depth of EDP. This was also clearly shown for results obtained 
with varying impact energy. Thus, it was realised that a symmetric-EDP was not the best option 
to pursue.
At the next stage, it was decided to deposit the energy using an asymmetric distribution, i.e. the 
idea was to simulate an asymmetric-EDP. This involved varying the standard deviations of the 
Gaussian energy distribution in regular intervals, in dimensions normal to and parallel to the 
surface. The velocity distribution however, was still maintained as being completely spherically 
distributed. Here, it was found that an asymmetric-EDP distribution that had twice the standard
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deviation m y, than in % and z, produced results that were extremely closely matched to the actual 
cluster impact. Results pertaining to this are shown in section 4.6 of Chapter 4. Accordingly, the 
Gaussian equation mentioned in Chapter 1 will need to be revised with the above asymmetry 
included, in order to find a solution for crater radius, i.e. diffusion is now known to take place 
for an oblate (or more accurately prolate) spheroid rather than a completely symmetric sphere. 
The equation will then also have to be solved numerically rather than analytically.
The base case used for work done here has been a lOkeV fullerene (Cgo) cluster impact with a 
benzene target. Results above showed good promise in terms of emulating the impact crater. In 
addition, the amount of material removed fi*om the target was also shown to be closely matched 
to that of the impact case. Thus it was decided to expand the scope and test the EDP for other 
conditions. This included a number of factors such as varying the cluster projectile, incidence 
energy of the cluster, incidence angle of the cluster, as well as using different molecular targets. 
All of these variations were attempted during the course of the project, as discussed below.
The first of the test studies is described in section 4.7 of Chapter 4 and involved making 
comparisons, for an argon cluster impact. The argon cluster used was an Arioo cluster. The 
differences with respect to the Coo therefore were in relation to constituent mass and cluster size. 
However, this cluster can still be categorised as a light-element medium cluster, which is the 
cluster type for which the EDP model is suggested for. Results obtained in this case were not too 
far off that obtained for the fullerene cluster, and therefore showed some promise of the EDP 
model being compatible for a different cluster projectile, but within the light-element-medium- 
cluster regime. Some very interesting studies can be undertaken in the future as a consequence of 
work done here. These are mentioned below.
The varying cluster impact energy study that was performed was done so using the symmetric- 
EDP approach, which was later confirmed as not being the ideal option. Results pertaining to 
this are described in sections 4.3 and 4.5. The conclusion drawn here was in relation to a 
mismatch in the shapes of the transient craters. Thus, in the future, it would be useful to make 
these studies with an asymmetric-EDP configuration.
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Angled-impact simulations were run for angles of 30 degrees, 45 degrees and 60 degrees, to the 
normal. Due to the way in which the MD simulation conditions were set, this resulted in clusters 
impacting at a point too close to the boundary of the target, resulting in an incorrect transient 
crater being formed, as it was influenced by the open boundary used. MD simulations were also 
run for different molecular solids such as octane and octatetraene. For each of these targets, 
simulations were run for different impact energies as well. The issue here however was that due 
to the relatively lower densities of the octane and octatetraene, the fullerene cluster seemed to 
penetrate the target much more, creating a much deeper transient crater. The depth of the targets 
used, for both these cases, was found to be insufficient to contain the cluster impacts. Thus, these 
studies would also make for interesting future work and will help in making broader conclusions 
for the compatibility of the EDP approach.
Work done here has been limited to cluster impact energies below 20 keV. As for cluster sizes, 
only medium-sized cluster projectiles were used, with mass range in the tens of amu. The nature 
of molecular solid samples is another key requirement. Literature has suggested different 
behaviour for extremely heavy and complicated molecular samples (> lOOkDa), due to these 
undergoing a higher degree of molecule entanglement/cross-linking. Accordingly, the concept 
used here may only be applicable to relatively light molecular weight solids.
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Source Codes
N etw ork-anaiysis a lgorithm  (1 /5 )
* * * * * * * * * * * * * * * * * * *
NETW ORK A N A L Y S IS  A PP R O A C H  T O  I D E N T I F Y  S P U T T E R E D  ATOM S 
F O R  IN S T A N T A fJE O U S  T I M E
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * $ * * * * * * * * * * * * * * * * * * * * * y
i f ( i n s t N A  =  1 )
/ /  l i n e  c o m m e n c i n g  N A
p r i n t f { " C o m m e n c i n g  3  s t a g e  n e t w o r k  a n a l y s i s ( N A )  f o r  i n s t a n t a n e o u s  t i m e  — >  1 - w i t h i n  g r i d ,  2 - o u t s i d e  
g r i d  e n d  3 - m e r g i n g  s t a g e s X n " ) ;
y * * * * * * * * *  * * * * * * * * * * * * * * *  * * * * ! * *  * * * * * * * * *
BLO C K  5 . 3
ID E N T I F Y I N G  N ETW O RK S W IT H I N  T H E  G R ID  f o r  i n s t a n t a n e o u s  t i m e  -  g o o d
* * * * * * * * * * * * * * * * * * * * * * * * » * * * * * * * * * * * * * y
n w N o  =  0 ;
n e t w o r k A t o m s  =  0 ;
c o u n t C  =  0 ;
c o n n e c t  =  0 :
l o o p A  =  0 ;
k = 6 0 ;
w h i l e ( n e t w o r k A t o m s  <  t o t B o x A t o m s )  / /  t o t B o x A t o m s  =  t o t a l  n o .  o f  a t o m s  w i t h i n  g r i d e d  b o x  r e g i o n
n w S t a r t  =  n e t w o r k A t o m s ;  
l o o p  =  0 ;
/ / l o o p A + + ;  / /  l o o p A  =  t o t B o x A t o m s  -  1 2  
k = 6 0 ;
r e g i o n
0:
w h i l e ( k < m a x a t o m s )
i f ( p o s [ k J . i n c l u d e  =  1 )
c o n n e c t  =
/ /  c o n t i n u e  o n l y  i f  a t o m  i s  i n c l u d e d  i n  t h e  g r i d e d  b o x
i f (  ( l o o p  =  0 )  && ( p o s t k J . v i s i t V a l u e  =  0 )  && ( p o s ( k ] . n e t w o r k L a b e l  =  0 )  ) 
n w t J o + + ;
p o s [ k ] . n e t w o r k L a b e l  =  n w N o ;  
i f ( s t m c m p ( p o s [ k ]  . a t o m , " C " , l )  =  0 )
n w M a s s i n w N o ]  =  n w M a s s [ n w N o ]  +  1 2 ;
e l s e
i f  ( S t m c m p ( p o s  [ k ] . a t o m ,  'H " ,  1  )  =  D )
n w H a s s i n w N o ]  =  n w H a s s [ n v j N o J  +  1 ;
}
n e t w o r k A t o m s + + ;  
l o o p + + ;
[ k ] . v i s i t V a l u e  =  0 )  )
i f (  ( p o s ( k ] , n e t w o r k L a b e l  >  0 )  & 5  ( p o s f k ) . v i s i t V a l u e  =  
/ /  l i n e  c o d e  a l t e r n a t i v e  c o d e
i f (  ( p o s [ k ] . n e t w o r k L a b e l  >  0 )  && ( p o s ( k j . n e t w o r k L a b e l
0 )  ) V
=  n w N o )  & &  ( p o s
{
[ c o u n t C ] . a t o r a L a b e l ;
p o s I k ] . v i s i t V a l u e  =  1 ;  
n x  =  p o s [ k ] . x  /  x b o x j w i d t h ;  
n y  =  p o s ( k ] . y  /  y b o x j w i d t h ;  
n z  =  p o s [ k ] . z  /  z b o x j w i d t h ;
n b o x  =  n y * b o x e s P e r _ u n i t Y  +  n x 'b o x e s P e  r _ u n i t X  +  n z * b o x e s P e r _ u n i t Z  +  1 ;  
i f (  ( n b o x  > =  1) && ( n b o x  < =  t o t B o x e s )  )
f o r ( o = 0 ; a < 2 7 ; a + + ){
n e i g h B o x  =  n b o x  +  n b l a ) ;  
c o u n t C  =  1 ;
i f (  ( n e i g h B o x  > = ! ) & &  ( n e i g h B o x  < =  t o t B o x e s )  ) 
w h i l e ( c o u n t C < = b o x D e n s i t y [ n e i g h B o x ] )  
a to i r W u m  =  b o x A t o m [ n e i g h B o x ]
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( z d * 2 d )  ) :
{
[ o t o m N u m ] . n e t w o r k L o b e l  =  0 )
[ a to n iN u R i ]  . n e t w o r k L e b e l  =  p o s [ k ]  . n e t w o r k L a b e l ;
[ a t o m N u m ] . a t o m , " C " , 1 )  =  0 )
[ n w N o ]  =  n w f ' l a s s t n w N o ]  +  1 2 ;
[ a t o m N u m ] . a t o m , " H " , 1 )  =  0 )  
t n w N o ]  =  n w H a s s I n w N o ]  +  1 ;
a t o m  i f  i t  h a s  n o t  b e e n
n e t w o r k  l a b e l  t h a t  i s  e q u a l  t o  t h e  p r i m a r y  a t o m .
[ a t o m N u m ] . v i s i t V a l u e  =  0 )  &&
[ a t o m N u m ] . n e t w o r k L a b e l  =  p o s [ k ] , n e t w o r k L a b e l )  && ( p o s [ k ] . i n c l u d e  > 0 )
2 7 ; / /  e x i t  n e i g h b o u r i n g  b o x e s  l o o p
a d d i t i o n
b o x D e n s i t y [ n e i g h B o x ]  +  1 ;  / /  e x i t  c u r r e n t  l o o p
t o t B o x e s  +  1 ;  / /  e x i t  o u t e r  l o o p
+  1 ;  / /  e x i t  o u t e r  l o o p
i f ( a t o m N u m  ! =  k )
{
x d  =  p o s [ k ] . x  -  p o s [ a t o m N u m ] . x ;  
y d  =  p o s [ k ] . y  •  p o s [ a t o m N u m ] , y ;  
2 d  =  p o s [ k ] . 2  -  p o s [ a t o m N u m ] . z ;  
x y z d  =  s q r t (  ( x d * x d )  +  ( y d * y d )  +
i f ( x y 2d  <  b o n d L )
i f  ( p o s  
(
p o s
i f ( s t m c m p ( p o s
n w M a s s
e l s e
i f  ( s t m c m p ( p o s  
n w M a s s  
n e t w o r k A t o m s + + ;
>
c o n n e c t * * ;
/ /  G o  b a c k  t o  t h e  l o w e r  
/ /  v i s i t e d  b u t  h a s  a  
i f  I ( a t o m N u m  <  k )  && ( p o s  
( p o s  
{
k  =  a t o m f J u m ;  
a  =
/ /  l i n e  c o d e  
c o u n t C  =  
n e i g h B o x  ® 
n b o x  =  t o t B o x e s
}
}
t h e  n e t w o r k  s o  e x i t  l o o p
}|
i f  ( c o n n e c t  =  0 )
k  =  m a x a t o m s ;
, >
c o u n t C * * ;
/ /  i f  n o  c o n n e c t i o n s  f o u n d ,  a t o m  b y  i t s e l f  i n
>
k * * ;
)
n w F i n i s h  =  n e t w o r k A t o m s ;  
a t o m s O f n w  =  n w F i n i s h  •  n w S t a r t ;  
i f ( a t o m s O f n w  >  0 )
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g r i d
/ /
n w A t o m s ( n w t i |o ]  =  a t o m s O f n w ;
p r i n t f ( " n w N o  % d  h a s  % d  a t o m s  a n d  % d  m a s s \ n “ ,  n w N o ,  n w A t o m s I n w N o ] ,  n w M a s s f n w N o l ) ;  
n w S w i t c h ( n w N o ]  =  1 ;
e l s e
i f  ( a t o m s O f n w  =  0 )
n w N o  =  n w tJ o  -  1 ;
i f ( a t o m s O f n w  >  4 0 0 0 0 0 )
n w N o T a r g e t  =  n w f f o ;
p r i n t f ( " S t a g e  1 / 3  c o m p l e t e \ n “ ) ;  
p r i n t f ( “ n w f J o T a r g e t  =  % d \ n “ ,  n u f J o T a r g e t ) ;
/ /  l i n e  1 2 2 3
y * * * * * * $ * * * * * % * * * * # * * * * * $ $ * * $ $ * * * * $ $ * * * *
B L O C K  5 . 4
I D B T T I F Y I N G  N ETW O RKS O U T S I D E  T H E  G R ID  F O R  IN S T A fF T A N E O U S  T I M E  .  g o o d
c o u n t F  =  0 ;  
c o u n t G  =  0 ;
o u t e r N e t w o r k A t o m s  =  0 ;
l o o p A  =  D ;
l o o p B  ®  0 ;
i n  =  0 ;
c o n n e c t A  =  G ;
w h i l e ( o u t e r f J e t w o r k A t o m s  <  s p u t B o Æ e n s i t y )
{
/ /  s p u t B o x D e n s i t y  =  t o t a l  n o .  o f  a t o m s  i n  r e g i o n  o u t s i d e
n w S t a r t  =  o u t e r N e t w o r k A t o m s ;  
l o o p  =  0 ;
l o o p A + + ;  / /  l o o p A  =  1 0 2 9 2
k = 6 0 ;
w h i l e ( k  <  m a x a t o m s )
l o o p B + + ;  / /  l o o p B  =  ?
i f  ( p o s [ k ] . i n c l u d e  =  2 )
c o n n e c t A  =
( k ) . v i s i t V a l u e  =  0 )  )
/ /  i f  a t o m  i s  o u t s i d e  t h e  g r i d
i f (  ( l o o p  =  0 )  && ( p o s [ k j . v i s i t V a l u e  =  0 )  ( p o s ( k J . n e t w o r k L a b e l  =  0 )  )
/ /  s e l e c t i n g  a  n e t w o r k  n o .  t h a t  h a s  n o t  a l r e a d y  b e e n  t a k e n  b y  t h e  g r i d  
i n  =  1 ;
w h i l e (  ( i n  «= 2 0 0 0 )  & &  ( o u t e r N e t w o r k A t o m s  <  s p u t B o x D e n s i t y )  )
i f ( n w S w i t c h [ i n ]  ! =  1 )
n w N o  =  i n ;  
i n  =  2 0 0 0 ;
}
i n + + ;
p o s [ k ] . n e t w o r k L a b e l  =  n w N o ;  
i f  ( s t m c m p ( p o 5 ( k ) . a t o m , " C " , l )  =  0 )
n w M a s s [ n w N o ]  =  n w M a s s [ n w N o ]  +  1 2 ;
e l s e
i f ( s t m c m p ( p o s ( k ] . a t o m , " H " , l )  =  0 )
n w M a s s [ n w N o ]  =  n w M a s s [ n w N o ]  +  1 ;
o u t e  r H e t w o  r k A t o m s + + ;
^  l o e p + + ;
/ / i f (  ( p o s [ k ] . n e t w o r k L a b e l  >  0 )  & &  ( p o s ( k ] . v i s i t V a l u e  =  0 )  )
/ /  l i n e  a l t e r n a t i v e  c o d e
i f (  ( p o s t k ) . n e t w o r k L a b e l  >  0 )  && ( p o s ( k ] . n e t w o r k L a b e l  «  n w N o )  & &  ( p o s
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I k ] . n e t w o r k L a b e l ;
G )  && ( p o s [ a t o m N u m ] . n e t w o r k L a b e l  =  p o s [ k ] . n e t w o r k L a b e l ]  )
p o s [ k ] . v i s i t V a l u e  =  1 ;  
c o u n t C A  =  1 ;
w h i l e ( c o u n t C A  < =  s p u t B o x D e n s i t y )
a to m N u m  =  s p u t B o x A t o m [ c o u n t C A ] ;  
i f ( a t o m N u m  ! =  k )
{
/ /  c o u n t F  =  ?
x d  =  p o s [ k ] . x  -  p o s [ a t o m N u m ] . x ;  
y d  =  p o s [ k ] . y  -  p o s [ a t o m N u m ] . y ; 
z d  =  p o s [ k ] . z  -  p o s [ a t o m N u m ] . z ;  
x y z d  =  s q r t (  ( x d * x d )  +  ( y d ' y d )  +  ( z d * z d )  ) ;  
i f ( x y z d  <  b o n d L )
c o u n t C * * ;  / /  c o u n t G  =  7
i f ( p o s [ a t o m N u m ] . n e t w o r k L a b e l  =  0 )
p o s [ a t o m N u m ] . n e t w o r k L a b e l  =  p o s
i f  (  s t m c m p  ( p o s  [ a t o m N u m ] .  a t o m ,  " C " ,  1  )  =  0 )  
n w M a s s [ n w N o ]  =  n w M a s s [ n w N o ]  +  1 2 ;
e l s e
i f  ( s t m c m p  ( p o s  [ a t o m N u m ] .  a t o m ,  " H " , l )  =  0 )  
n w M a s s [ n w N o ]  -  n w M a s s [ n w N o ]  *  1 ;
o u t e r N e t w o r k A t o m s * * ;
c o n n e c t A * * ;
i f (  ( a t o m N u m  <  k )  && ( p o s [ a t o m N u m ] . v i s i t V a l u e  =
} )
k  =  a to m N u m ;
c o u n t C A  =  s p u t B o x D e n s i t y  *  1 ;
t h e  n e t w o r k  s o  e x i t  l o o p
>
c o u n t C A * * ;  
i f ( c o n n e c t A  =  0 )
k  =  m a x a t o m s ;
/ /  i f  n o  c o n n e c t i o n s  f o u n d ,  a t o m  b y  i t s e l f  i n
}
k * * ;
n w F i n i s h  =  o u t e r N e t w o r k A t o m s ;  
a t o m s O f n w  =  n w F i n i s h  -  n w S t a r t ;  
i f ( a t o m s O f n w  >  D )
{
n w A t o m s [ n w N o ]  =  a t o m s O f n w ;
/ /  p r i n t f ( " o u t e r  n w N o  % d  h a s  % d  a t o m s  a n d  % d  m a s s \ n " ,  n w N o ,  n w A t o m s [ n w N o ] ,  n w H a s s I n w f J o ] ) ;
n w S w i t c h [ n w N o ]  «  1 ;
e l s e
i f ( a t o m s O f n w  =  0 )
n w H o  =  n w N o  -  1 ;
p r i n t f ( " S t a g e  2 / 3  c o m p l e t e \ n " ) ;
B L O C K  5 . 5
ID E N T I F Y I N G  ATO M S J U S T  A B O V E  S U R F A C E  T H A T  B EL O N G  
T O  T H E  T A R G E T  AND H ETJCE L I N K IN G  T H E S E  T O  T H E  T A R G E T  
F O R  IN S T A N T A N E O U S  T I M E  -  g o o d
c o u n t C A  =  1 ;
w h i l e ( c o u n t C A  < =  s p u t B o x D e n s i t y )
a to m N u m  =  s p u t B o x A t o m [ c o u n t C A ] ;
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o f . .  .
o t h e r
t o  t a r g e t  n e t w o r k  
n w N o T a r g e t ;
>
/ /  p e r f o r m  s e a r c h  f o r  o n l y  a t o m s  a b o v e  * y = 0 'i f ( p o s [ a t o m N u m ] . y  <  G )
/ /  s e a r c h  f o r  c o n n e c t i o n s  w i t h  t a r g e t  a t o m s  
f o r ( k = 5 0 ; k < m a x a t o m s ; k + + ){
/ /  f i n d  a t o m  t h a t  i s  c l o s e  t o  ' y = 0 '  a n d  i s  p a r t  o f  t a r g e t  n e t w o r k
i f (  ( p o s [ k ] . y  <  5 )  ( p o s [ k ] . n e t w o r k L a b e l  =  n w N o T a r g e t )  && ( a t o i r f f u m  ! =  k )  )
x d  =  p o s [ a t o m N u m ] . X  -  p o s [ k ] . x ;  
y d  =  p o s [ a t o m N u m ] . y  •  p o s [ k ] . y ;  
z d  =  p o s I a t o m N u m J . z  -  p o s [ k ] . z ;  
x y z d  =  s q r t (  ( x d * x d )  +  ( y d * y d )  +  ( z d * z d )  ) ;
/ /  i f  a t o m  i s  c o n n e c t e d  t o  a  t a r g e t  n e t w o r k  a t o m ,  m a k e  t h i s  a t o m  p a r t
/ /  . . . t h e  t a r g e t  n e t w o r k  a n d  m a k e  n w S w i t c h  t o  a  " s p e c i a l ”  v a l u e  o f  2  s o
/ /  . . . a t o m s  b e l o n g i n g  t o  t h e s e  " s p e c i a l "  n e t w o r k s  c o n  l a t e r  b e . . .
/ /  . . .  i d e n t i f i e d  a n d  m a d e  p a r t  o f  t h e  t a r g e t  n e t w o r k .  
i f ( x y z d  <  b o n d L )
i f  ( p o s [ k ]  . n e t w o r k L a b e l  =  n w t J o T a r g e t )
n w N o  =  p o s [ a t o m N u m ] . n e t w o r k L a b e l ;
n w S w i t c h [ n w N o ]  =  2 ;  / /  o u t e m e t w o r k  s w i t c h e d
/ /  a s s i g n  t o  t a r g e t  n e t w o r k
. . ■ ■
c o u n t C A * * ;
/ / p o s [ a t o m N u m ] . n e t w o  r k L a b e l  =
B L O C K  5 . 5 . 1
i f  o u t e m e t w o r k  i s  s w i t c h e d  t o  n w S w i t c h  " s p e c i a l "  v a l u e  o f  2 ,  l a b e l  
a l l  a t o m s  o f  i t  a s  b e i n g  p a r t  o f  t a r g e t  n e t w o r k  f o r  i n s t a n t a n e o u s  t i m e
f o r ( k = 6 0 ; k < m a x a t o m s ; k * * )
nw W o s  p o s [ k ] . n e t w o r k L a b e l ;  
i f  ( n w S w i t c h  [ n w t J o ]  =  2 ){
p o s [ k ] . n e t w o  r k L a b e l  =  n w N o T a r g e t ;
n w A t o m s [ n w N o T a r g e t ]  =  n w A t o m s [ n w N o T a r g e t ]  *  1 ;  / /  a d d i n g  a t o m s  t o  t h e  t a r g e t  n e t w o r k ,  
i f  ( s t m c m p  ( p o s  [ k ] .  a t o m ,  " C ” , l )  =  0 )
n w H a s s [ n w N o T a r g e t ]  =  n w M a s s [ n w N o T a r g e t ]  *  1 2 ;
e l s e
i f  ( s t m c m p  ( p o s  [ k ]  . a t o m ,  " H " , l )  =  0 )
n w M a s s  [ n w N o T a r g e t ]  =  n w M a s s  [ n w t J o T a r g e t ]  *  1 ;
> >
p r i n t f ( " S t a g e  3 / 3  c o m p l e t e X n " ) ;
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y n t*
B L O C K  - 1 0
C A L C U L A T IN G  C R A T E R  D IM E N S IO N S
p r i n t f ( “ C r a t e r  d i m e n s i o n s  c a l c u l a t i o n ;  S T A R T \ n “ ) :
/ /  M e t h o d  f o r  o b t a i n i n g  c r a t e r  w i d t h  a n d  h e i g h t  •  t h i s  m e t h o d  u s e s . . .
/ /  . . r a d i a l  d e n s i t y  o u t w a r d s  t o  o b t a i n  t h e  c r a t e r  d i m e n s i o n s  
/ / p r i n t f ( " s t a g e  0 1 \ n " ) ;  
f  o  r  (  y a = 0  ;  y a < 1 4 5  ;  y a + + )
y b  =  y a  +  5 ; |  
f o r ( k = 5 0 ; k < m a x a t o m s ; k + + )
i f ( p o s [ k ] . n e t w o r k L a b e l  =  n w N o T a r g e t )
a t o m _ f o u n d  =  0 ;
i f {  T p o s [ k ] . y  >  y a )  && ( p o s [ k ] . y  < =  y b )  )  / /  I F  L O O P  1
f o r { r a d i = 0 ; r a d i < 1 0 0 ; r a d i + + )
r a d i _ b  =  r a d i  +  r a d i _ i n t ;  
x d i s t  =  p o w ( ( p o s [ k ] . x  -  x 0 ) , 2 ) ;  
z d i s t  =  p o w ( ( p o s [ k ] . z  -  z O ) , 2 ) ;  
d i s t  =  s q r t ( x d i s t + z d i s t ) ;
( p o s [ k ] . k e  <  1 . 0 )  )  / /  I F  L O O P  2  
I r a d i _ b j . d e n s i t y  + 1 . 0 ;
/ / i f (  ( d i s t  >  r a d i )  && ( d i s t  < =  r a d i _ b )  && ( p o s [ k ] . r  <  1 0 . 0 )  &&
i f (  ( d i s t  >  r a d i )  && ( d i s t  < =  r a d i _ b )  )
c r a t e r _ W i d ( y b ] [ r a d i _ b ] . d e n s i t y  =  c r a t e r _ W i d [ y b ]
a t o m _ f o u n d  =  1 ;  
r a d i  =  1 0 1 ;
/ /  F i n d i n g  m a x im u m  d e n s i t y  f o r  w i d t h  -  a s  a  f u n c t i o n  o f  d e p t h  
/ / p r i n t f ( " s t a g e  0 2 \ n " ) ;  
f o r ( y a = 0 ; y a < 1 4 5 ; y a + + )
y b  =  y a  +  5 ;
f o r ( r a d i = 0 ; r a d i < 9 5 ; r a d i + + )
r a d i _ b  =  r a d i  +  r a d i _ i n t ;
V o l _ â  =  ( 4 . 0 * P I * (  p o w ( r a d i _ b , 3 )  -  p o w ( r a d i , 3 )  ) )  /  3 . 0 ;  
c r a t e r _ W i d [ y b ] [ r a d i _ b ] . d e n s i t y  =  ( c r a t e r _ W i d [ y b J ( r a d i _ b ] . d e n s i t y )  /  V o l _ a ;
i f ( r a d i  =  0 )  / /  I F  L O O P  3
m a x _ d e n s i t y _ w i d t h [ y b ] . d e n s i t y  =  c r a t e r _ W i d [ y b ] ( r a d i _ b ] . d e n s i t y ;
i f  ( r a d i  > 0 )  / / I F  L O O P  4
i f ( c r a t e r  H i d [ y b ] [ r a d i _ b ] . d e n s i t y  > m a x _ d e n s i t y _ w i d t h
[ y b ] . d e n s i t y )  / /  I F  L O O P  5
m a x  d e n s i t y  w i d t h [ y b ] . d e n s i t y  =  c r a t e r J W i d [ ^ ] [ r a d i _ b ] . d e n s i t y ;
}
}
}
/ /  F i n d i n g  c r a t e r  s u r f a c e  w i d t h  b y  c h e c k i n g  f o r  8 0  %  o f  t h e  m a x im u m  d e n s i t y  n e a r  s u r f a c e  r e g i o n
/ / p r i n t f ( " s t a g e  0 3 \ n " ) ;
d e p t h _ f o u n d  =  0 ;
w i d t h _ f o u n d  =  0 ;
d e p t h _ f l a g  =  0 ;
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f 0 r ( y a = 0 ; y a < 1 4 0 ;  y a + + ) 
y b  =  y a  +  5 ;
t h r e s h _ d e n s i t y _ w i d t h  =  0 . 2 5  *  m a x _ d e n s i t y _ w i d t h [ y b l . d e n s i t y ;  
r a d _ c o u n t _ w i d t h  =  G ; 
r a d i  =  0 ;
i f (  ( y a = 0 )  && ( w i d t h _ f o u n d  = =  0 )  )  / /  I F  L O O P  6
f o r ( r a d i = 0 ; r a d i < 9 0 ; r a d i + + )
r a d i _ b  =  r a d i  +  r a d i _ i n t ;
/
I f  d e n s i t y  a t  a  c e r t a i n  r a d i a l  d i s t a n c e  a p p r o a c h e s
t h e  m a x im u m  d e n s i t y  a t  t h a t  p a r t i c u l a r  d e p t h ,  t h e n  t h e  c r a t e r  r i m  i s  f o u n d ,  
h e n c e  t h i s  r a d i a l  d i s t a n c e  c a n  b e  l a b e l l e d  a s  t h e  c r a t e r  w i d t h .
A n o t h e r  c o n d i t i o n  a p p l i e d  t o  t h i s  p r e v i o u s l y  i n  t h e  c o d e  i s  t h a t  o f  a t o m s  t h a t
f o r m
p a r t  o f  t h e  d e n s i t y  c a l c u l a t i o n  a r e  t h o s e  t h a t  h a v e  n o t  m o v e d  m o r e  t h a n  1 0
a n g s t r o m s
f r o m  t h e i r  i n i t i a l  p o s i t i o n s  a n d  h a v e  K E  l e s s  t h a n  l e V .
i f {  ( r a d j c o u n t j w i d t h  =  0 )  && ( c r a t e r _ W i d [ y b J ( r a d i _ b ] . d e n s i t y  >  
t h r e s h _ d e n s i t y _ w i d t h )  )  / /  I F  L O O P  7 - a l s o  r e f  I F  L O O P  2
/ / p r i n t f ( " c r a t e r _ W i d [ % d ]  [% d ]  . d e n s i t y  =  % f \ n ” ,  y b ,  r a d i _ b ,  c r a t e r _ W i d [ y b ]
[ r a d i _ b ] . d e n s i t y ) ;
[ r a d i _ b j . d e n s i t y ) ;
L O O P  1 0
c  r a t e  r _ s u  r f a c e _ w i d t h  =  r a d i * 2 . G ;  
r a d i  =  9 1 ;
r a d _ c o u n t _ w i d t h  =  1 ;  
w i d t h _ f o u n d  =  1 ;
/ / f p r i n t f ( o u t p t r C C , " % d  t o  % d \ t  =  % f \ n " ,  r a d i ,  r a d i _ b ,  c r a t e r _ W i d [ y b ]
/ / f p r i n t f ( o u t p t r C C , “ % d  f s  =  % f \ n " ,  i t ,  c r a t e r  s u r f a c e  w i d t h ) ;
}
i f ( y a  >  0 )  / /  I F  L O O P  8
d e p t h _ f o u n d  =  0 ;
f o r ( r a d i = 0 ; r a d i < 9 0 ; r a d i + + )
r a d i _ b  =  r a d i  +  r a d i _ i n t ;
i f (  { c r a t e r _ W i d [ y b ] [ r a d i _ b ] . d e n s i t y  <  0 . 0 0 0 0 8 1 )  )  / /  I F  L O O P  9
d e p t h _ f o u n d  =  0 ;  
r a d i  -  9 0 ;
}
e l s e
d e p t h _ f o u n d  =  1 ;
i f (  ( d e p t h _ f o u n d  =  1 )  & &  ( d e p t h _ f l a g  =  0 )  )  / /  I F
c r a t e r _ h e i g h t  =  ( f l o a t ) ( y a ) ;  
d e p t h _ f l a g  =  1 ;
}
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y * * * * * * * * * » * * » * * * * * * * * * * * * » : * »
B L O C K
C a l c u l a t i n g  C r a t e r  S h a p e
/ /  I m p r o v i n g  d e f i n i t i o n  o f  c r a t e r  e d g e  i n  o r d e r  t o  a c h i e v e  t h e  p o l y n o m i a l  f i t t i n g  f u n c t i o n  f o r  c r a t e r  s h a p e .
/ /  D o i n g  t h i s  b y  f i l t e r i n g  o u t  a t o m s  i n  t h e  h o l l o w  r e g i o n ,  t h e r e b y  h a v i n g  l o w  d e n s e  s u r r o u n d i n g s ,  
p r i n t f ( " S t a g e  1  -  I d e n t i f y i n g  c r a t e r  f r o n t  a t o m s  •  3 D  N e i g h b o u r  C a l c u l a t i o n ;  S T A R T V n " ) ;  
p r i n t f ( " s t e p  1 / 3  -  D e n s i t y  C a l c u l a t i o n  R o u n d  l \ n " ) :
/ /  1 s t  r o u n d  d e n s i t y  a c c u m u l a t i o n  
f o r ( k = 5 0 ; k < m a x a t o m s : k + + )
/ /  f i n d i n g  t o t a l  n o .  o f  n e i g h b o u r s  w i t h i n  " X * b o n d L "  a n d  c a l c u l a t i n g  t o t a l  n e i g h b o u r  d i s t a n c e s  
i f (  ( p o s [ k ] . y  >  0 )  && ( p o s [ k ] . y  <  1 5 0 )  )
n x  =  p o s [ k ] . x  /  x b o x _ w i d t h 3 D ;  
n y  =  p o s [ k ] . y  /  y b o x _ w i d t h 3 D ;  
n r  =  p o s [ k j .2  /  z b o x _ w i d t h 3 D ;
n b o x  =  n y * b o x e s P e r _ u n i t Y 3 D  +  n x * b o x e s P e r _ u n i t X 3 D  +  n z * b o x e s P e r _ u n i t Z 3 D  +  1 ;  
i f (  ( n b o x  > =  1 )  && ( n b o x  < =  t o t B o x e s 3 D )  )
f o r ( o = 0 : a < 2 7 ; a + + )
n e i g h B o x  =  n b o x  +  n b _ 3 D ( a J ;
i f (  ( n e i g h B o x  > «  Î )  && ( n e i g h B o x  < =  t o t B o x e s S D )  ) 
c o u n t D  =  1 ;
w h i l e ( c o u n t D < = b o x D e n s i t y t n e i g h B o x ] )
a to m N u m  =  b o x A t o m [ n e i g h B o x ] [ c o u n t D ] ;  
i f ( a t o m N u m  ! =  k )
x d  =  p o s [ k ] . x  •  p o s [ a t o m N u m ] . x ;
y d  =  p o s [ k ] . y  •  p o s [ a t o m N u m ] . y ;
z d  =  p o s [ k ] . z  -  p o s [ a t o m N u m ] . z ;
x y z d  =  s q r t (  ( x d * x d )  +  ( y d * y d )  +  ( z d * z d ) ) ;
i f ( x y z d  <  ( 4 * b o n d L ) )
p o s [ k ] . N B n u m  =  p o s [ k ] . N B n u m  +  1 . 0 ;  / /  N B n u m
t o t a l  n o .  o f  n e i g h b o u r s  w i t h i n  g i v e n  r a d i u s }  
s u m  o f  d i s t a n c e s  t o  e a c h  n e i g h b o u r
p o s [ k ] . t o t N D  e  p o s [ k ] . t o t N D  +  x y z d ;  / /  t o t N D
}
c o u n t D + + ;
)
}
}
>
}
p r i n t f ( " s t e p  2 / 3  -  D e n s i t y  C a l c u l a t i o n  R o u n d  2 \ n " ) ;
I I  2 n d  r o u n d  d e n s i t y  a c c u m u l a t i o n  -  2  r o u n d s  g i v e  b e t t e r  n e i g h b o u r h o o d  d e n s i t y  r e s o l u t i o n  
f o r ( k = S O ; k < m a x a t o m s ; k + + )
/ /  f i n d i n g  t o t a l  n o .  o f  n e i g h b o u r s  w i t h i n  " X * b o n d L "  a n d  c a l c u l a t i n g  t o t a l  n e i g h b o u r  d i s t a n c e s  
i f (  ( p o s [ k ] . y  >  0 )  && ( p o s [ k ] , y  <  1 5 0 )  )
n x  »  p o s [ k ] . x  /  x b o x _ w i d t h 3 D ;  
n y  =  p o s [ k ] . y  /  y b o x _ w i d t h 3 D ;  
n z  =  p o s i k j . z  /  z b o x _ w i d t h 3 D ;
n b o x  =  n y * b o x e s P e r _ u n i t Y 3 D  +  n x * b o x e s P e r _ u n i t X 3 D  +  n z * b o x e s P e r _ u n i t 2 3 D  +  1 ;  
i f (  ( n b o x  > =  1 )  & &  ( n b o x  < =  t o t B o x e s 3 D )  )
f o r ( a = Q ; a < 2 7 ; a + + )
n e i g h B o x  =  n b o x  +  n b _ 3 D [ a ] ;
i f (  ( n e i g h B o x  > =  1 )  & &  ( n e i g h B o x  < =  t o t B o x e s 3 D )  ) 
c o u n t D  =  1 ;
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=  t o t a l  n o .  o f  n e i g h b o u r s  w i t h i n  g i v e n  r a d i u s  
=  s u m  o f  d i s t a n c e s  t o  e a c h  n e i g h b o u r
}
w h i l e ( c o u n t O < = b o x D e n s i t y I n e i g h B o x l )
a to m N u m  =  b o x A t o m [ n e i g h B o x J [ c o u n t D ] ;  
i f ( a t o m N u m  ! =  k )
x d  =  p o s [ k ] . x  -  p o s [ a t o m N u m ] . x ;
y d  =  p o s ( k ] . y  -  p o s [ a t o m N u m ] . y ;
z d  =  p o s i k j . z  -  p o s i a t o m N u m j . z ;
x y z d  =  s q r t (  ( x d * x d )  +  ( y d * y d )  +  ( z d * z d ) ) ;
i f ( x y z d  <  ( 4 * b o n d L ) )
p o s [ k ] . N B n u m  =  p o s [ k ] . N B n u m  +  1 . 6 ;
p o s [ k ] . t o t N D  =  p o s [ k ] . t o t N D  +  x y z d ;
/ /  N B n u m  
/ /  t o t N D
}
}
c o u n t D + + ;
p r i n t f ( " s t e p  3 / 3  -  I d e n t i f y i n g  c r a t e r  f r o n t  m e s s \ n " ) ;  
f o r ( k = 6 0 ; k < m a x a t o m s ; k + + )
i f ( p o s [ k ] . n e t w o r k L a b e l  —  n w N o T a r g e t )
i f (  ( p o s [ k ] . y  >  a V O y S u r f a c e )  && ( p o s [ k ] . y  <  1 5 0 )  )
i f ( p o s [ k ] . N B n u m  <  1 5 0 )
b o r d e r O l  =  7 5 ;  
b o r d e r 0 2  =  2 2 5 ;
i f (  ( p o s [ k ] . x  >  b o r d e r O l )  && ( p o s [ k ] . x  <  b o r d e r G 2 )  & &  ( p o s [ k ] . z  >  b o r d e r O l )  &&
( p o s [ k ] . z  <  b o r d e r 0 2 )  )
p o s [ k ] . m e s s  =  2 ;
}
}
p r i n t f ( " S t a g e  1  -  I d e n t i f y i n g  c r a t e r  f r o n t  a t o m s  -  3 D  N e i g h b o u r  C a l c u l a t i o n :  C O H P L E T E \ n " ) ;  
p r i n t f  ( " S t a g e  1  c o m p l e t e s  a f t e r  s e c \ n " ,  ( c l o c k ( ) / 1 0 0 0 0 0 0 ) ) ;  
r u n T  =  c l o c k O / l O O O O O O ;
p r i n t f ( " S t a g e  2  -  3 D  C r a t e r  d i m e n s i o n  c a l c u l a t i o n :  S T A R T \ n “ ) ;
p r i n t f ( " S t a g e  2  -  3 D  C r a t e r  d i m e n s i o n  c a l c u l a t i o n :  C O M P L E T E X n " ) ;
p r i n t f ( " S t a g e  2  c o m p l e t e s  a f t e r  % d  s e c \ n “ ,  ( ( c l o c k ( ) / l e 6 ) - r u n T ) ) ;  
r u n T  =  c l o c k ( ) / l e 6 ;
p r i n t f ( " S t a g e  3  -  T r a n s f o r m i n g  R i m  f r o m  3 D  t o  2 D :  S T A R T \ n " ) ;  
f 0 r ( k = 6 0 ; k < m a x a t o m s ; k + + )
/ /  c u r r e n t - t i m e  t r a n f o r m  
n w N o  =  p o s [ k ] . n e t w o r k L a b e l ;  
i f ( n w N o  =  n w N o T a r g e t )
x d  =  p o s ( k ] . x  -  x O ;
z d  =  p o s i k j . z  ■ z O ;
x z d  =  s q r t (  ( x d * x d )  +  ( z d * z d )  ) ;
i f ( p o s [ k ] . x  <  x O )
p o s ( k ] . x N e w  =  x O  -  x z d ;
e l s e
i f ( p o s [ k ] . x  > =  x O )
p o s [ k ] . x N e w  =  x O  +  x z d ;
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p o s t k ] . y t J e w  =  p o s [ k ] . y :
/ /  i n i t i a l - t i m e  t r a n s f o r m
x d  =  i n i p o s [ k ] . x  -  x O ;
z d  =  i n i p o s [ k ] . z  -  z 0 ;
x z d  =  s q r t (  ( x d * x d )  +  ( z d * z d )  ) ;
i f ( i n i p o s [ k ] . x  <  x O )
i n i p o s [ k J . x f J e w  =  x 0  -  x z d :
e l s e
i f ( i n i p o s [ k ] . x  > =  x O )
i n i p o s t k J . x N e w  =  x O  +  x z d ;
i n i p o s [ k ] . y N e w  =  i n i p o s [ k ] . y ;
p r i n t f ( " S t a g e  3  -  T r a n s f o r m i n g  R i m  f r o m  3D  t o  2 D :  C O H P L E T E \ n " ) ;  
w l  =  x O  -  ( c r a t e r _ s u r f a c e _ w i d t h / 2 ) ;  
w 2  =  x O  +  ( c r a t e r _ s u r f a c e _ w i d t h / 2 ) ;
/ /  t e s t  -  I d e n t i f y i n g  3 D  c r a t e r  c u p  m e s s  i n  2 D  
f o r ( k = 5 0 ; k < m a x a t o f f l s ; k + + )
i f ( p o s [ k ] . y  <  1 5 0 )
i f ( p o s t k ) . n e t w o r k L a b e l  =  n w N o T a r g e t )
i f ( p o s ( k ) . y  >  a v g _ y S u r f a c e )
{
&& ( p o s t k ) . z  <  (W 2+15)) )
[ k ] . y N e w ,  z 0 ) ;  
p o s [ k ] . y N e w ,  z O ) :
p o s [ k ) . y N e w ,  z O ) ;
i f ( p o s t k ) . m e s s  = =  2 )
i f (  ( p o s [ k ] . x >  ( w l - 1 5 ) )  && ( p o s t k ) . X  <  ( w 2 + 1 5 ) )  && ( p o s [ k ] . z  >  ( w l - 1 5 ) )
}
e l s e
{
p o s [ k ] . m e s s  =  3 ;
f p r i n t f ( o u t p t r , “ s p h e r e  g r e y  1 . 0  % f  % f  % f \ n " ,  p o s [ k ] . x N e w ,  p o s  
/ / f p r i n t f ( o u t p t r , " s p h e r e  r e d T r a n s  0 , 6  % f  % f  % f \ n " ,  p o s [ k ) . x N e w ,
/ / f p r i n t f ( o u t p t r , " s p h e r e  l i g h t G r e y  0 . 1  % f  % f  % f \ n " ,  p o s [ k ) . x N e w ,
z 0 ) ;
" g a p "  a r t i f a c t  
z O ) ;
}
>
e l s e
i f (  ( p o s t k ) . z  >  1 6 0 )  && ( p o s t k ) . z  <  1 8 0 )  && ( p o s [ k ] . y  <  1 0 0 )  )
f p r i n t f ( o u t p t r , " s p h e r e  g r e y  1 . 0  % f  % f  % f \ n " ,  p o s [ k ] . x N e w ,  p o s [ k ] . y N e w ,
/ /  a t o m s  r e p l o t t e d  b e l o w  w i t h  t h e i r  o r i g i n a l  p o s i t i o n s  t o  g e t  r i d  o f  t h e  
f p r i n t f ( o u t p t r , " s p h e r e  g r e y  1 . 0  % f  % f  % f \ n " ,  p o s [ k ] . x ,  p o s ( k ] . y .
p r i n t f ( " S t a g e  3 A  -  C o r r e c t i n g  c r a t e r  d i m e n s i o n s :  S T A R T X n " ) ;  
/ / I d e n t i f y i n g  a n d  S t o r i n g  c r a t e r  m e s s  a t o m s  
m e s s C o u n t = 0 ;
f o r ( k = 5 0 ; k < m a x a t o m s ; k + + )
i f ( p o s [ k J . m e s s  —  3 )
c r a t e r M e s s A t o m s [ m e s s C o u n t ]  =  k ;  
m e s s C o u n t + + ;
}
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p r i n t f ( " m e s s C o u n t  =  % d \ n " ,  m e s s C o u n t ) ;
/ /  C o r r e c t i n g  c r a t e r  h e i g h t  a n d  s u r f a c e  w i d t h  v a l u e s  b y  u s i n g  p o s i t o n  o f  c r a t e r  m e s s  a t o m s  
f o r ( i = 0 ; i < m e s s C o u n t : i + + )
k  =  c r a t e r M e s s A t o m s [ i ] ;
i f (  ( p o s [ k ] . x N e w  > =  1 6 5 )  && ( p o s [ k ] . x N e w  < =  1 7 5 )  )
c o r r e c t e d _ c r a t e r _ h e i g h t  =  c o r r e c t e d _ c r a t e r _ h e i g h t  +  p o s [ k ] . y N e w ;  
c r a t e  r B o t t o m A t o m s + + ;
}
i f ( p o s [ k ] . y N e w  <  ( a v g _ y S u r f a c e + 5 ) )
i f ( p o s [ k ] . x N e w  <  ( w l + 1 5 ) )
w L e f t  =  w L e f t  +  p o s ( k ] . x N e w ;  
l e f t E d g e A t o m s + + ;
}
i f ( p o s [ k ] . x N e w  >  ( w 2 - 1 5 ) )
w R i g h t  c  w R i g h t  +  p o s ( k ] , x N e w ;  
r i g h t E d g e A t o m s + + :
, '
p r i n t f ( " c r a t e r S o t t o m A t o m s  =  % d \ n " ,  c r a t e r f i o t t o m A t o m s ) ;  
i f ( c r a t e r B o t t o m A t o m s  >  G )
c o r r e c t e d _ c r a t e r _ h e i g h t  =  c o r r e c t e d _ c r a t e r _ h e i g h t  /  c r a t e r B o t t o m A t o m s ;  
c r a t e r _ h e i g h t  =  c o r r e c t e d _ c r a t e r _ h e i g h t ;
p r i n t f ( " w L e f t  =  % f .  l e f t E d g e A t o m s  =  % d \ n " ,  w L e f t ,  l e f t E d g e A t o m s ) ;  
w l  =  w L e f t  /  l e f t E d g e A t o m s ;  
w 2  =  w R i g h t  /  r i g h t E d g e A t o m s ;
p r i n t f ( " S t a g e  3 A  -  C o r r e c t i n g  c r a t e r  d i m e n s i o n s :  C O M P L E T E \n " ) ;
p r i n t f ( " S t a g e  4  -  S e l e c t i n g  m u l t i p l e  p o l y n o m i a l  f u n c t i o n s  r e q u i r e d  t o  f i t  c r a t e r  f r o n t :  S T A R T V n " ) ;  / /  -  GOOD 
f o r ( a 2 = l ; a 2 < = 1 4 ; a 2 + + )
p c = 0 ;
/ / a l  =  0 . 0 2 ;  / /  ' a l '  p r o v i d e s  t h e  p o l y n o m i a l  c u r v e  w i t h  c u r v a t u r e
a l  =  0 . O l * a 2 ;  
b l  =  - x 0 * 2 . 0 * a l ;
c l  =  ( ( b l ' b l )  -  ( 4 . 0 * a l » c r a t e r _ h e i g h t ) )  /  ( 4 . 0 * a l ) ;  
f o r ( i x = w l ; i x < w 2 ; i x + + )
X  =  ( f l o a t ) ( i x ) ;  
y  =  - ( ( a l * x * x )  +  ( b l * x )  +  c l ) ;  
i f ( y  >  a v g _ y S u r f a c e )
X p o l y [ a 2 ] [ p c ]  =  x ;
Y p o l y i a 2 ] i p c ] =  y ;  
a t o m I D [ a 2 ] [ p c ]  =  k ;  
p c + + ;
}}
p r i n t f ( " S t a g e  4  -  S e l e c t i n g  r o u t i p l e  p o l y n o m i a l  f u n c t i o n s  r e q u i r e d  t o  f i t  c r a t e r  f r o n t :  C O M P L E T E \ n " ) ;  
p r i n t f ( " S t a g e  4  c o m p l e t e s  a f t e r  % d  s e c \ n " ,  ( ( c l o c k ( ) / l e 6 ) - r u n T ) ) ;  
r u n T  =  c l o c k ( ) / l e 5 ;
p r i n t f ( " S t a g e  5  -  F i n d i n g  o p t i m u m  f i t t i n g  f u n c t i o n  p u r e l y  b y  s e l e c t i n g  o p t i m u m  ' a l '  v a l u e :  S T A R T \ n " ) ; 
p r i n t f ( " s t e p  1 / 3  -  a s s i g n i n g  e a c h  m e s s  a t o m s  i t s  c l o s e s t  p o l y n o m i a l  p o i n t i n ' ) ;  
f o r ( a 2 = l ; a 2 < = 1 4 ; a 2 + + )  / /  ■ GOOD
f o r ( i = 0 ; i < m e  s s C o u n t ; i + + )
/ /  f i n d i n g  t h e  c l o s e s t  p o l y n o m i a l  p o i n t  t o  t h e  s e l e c t e d  c r a t e r  m e s s  a t o m  
m i n D i s t  =  0 . 0 ;
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a t o m S e l e c t  =  0 ;  
p o i n t S e l e c t  =  0 ;  
f o r ( p c = 0 ; p c < 4 0 0 ; p c + + )
/ /  i f  v a l i d  p o l y n o m i a l  p o i n t  
i f ( X p o l y [ a 2 J I p c ]  ! =  0 )
k  =  c r a t e r H e s s A t o m s ( i ] ;
i f ( k  ! =  0 )  / /  i f  v a l i d  a t o m
x d  =  p o s ( k ) . x N e w  -  X p o l y ( a 2 J [ p c ] ;  
y d  =  p o s [ k ] . y f f e w  -  Y p o l y [ a 2 ] ( p c ) ;  
x y d  =  s q r t (  ( x d * x d )  +  ( y d * y d )  ) ;
i f ( p c = 0 )
m i n D i s t  =  x y d ;
e l s e
i f ( p o O )
i f ( x y d  <  m i n D i s t )
c o u n t G + + ;  
m i n D i s t  =  x y d ;  
a t o m S e l e c t  =  k ;
^  p o i n t S e l e c t  =  p c ;
i f ( a t o m S e l e c t  ! =  G ){
p c  =  p o i n t S e l e c t ;  
i k  =  a t o m S e l e c t ;
p o i n t C o u n t [ a 2 ] [ p c ]  =  p o i n t C o u n t [ a 2 ] [ p c ]  +  1 ;  
i p c  =  p o i n t C o u n t [ a 2 ] [ p c ] :
^  p o l y A t o m [ o 2 ] [ p c ] [ i p c ]  =  i k ;
p o i n t l n " ) ^ ^ " * ^ ^ " * ^ ^ * ^  -  f i n d i n g  s u m  o f  s q u a r e s  o f  d i s t a n c e s  o f  m e s s  a t o m s  f r o m  t h e i r  r e s p e c t i v e  ' c l o s e s t '  p o l y n o m i a l
i n c l u d e d A t o m s = G ; 
f o r ( a 2 = l ; a 2 < = 1 4 ; a 2 + + )
f 6 r ( p c = 0 ; p c < 4 0 0 ; p c + + )
f 0 r ( i p c = 0 ; i p c c l G O ; i p c + + )
k  =  p o l y A t o m [ a 2 ] [ p c ] [ i p c ] ;  
i f ( k  ! =  0 )
{
i n c l u d e d A t o m s + + ;
x d  »  p o s [ k ] . x N e w  -  X p o l y [ a 2 ] [ p c ] ; 
y d  =  p o s [ k j . y N e w  -  Y p o l y [ a 2 j [ p c j ;
$ u m O f S q [ a 2 j  =  s u m 0 f S q [ a 2 j  +  ( ( x d * x d )  +  ( y d * y d ) ) ;
. . ■ ■
p r i n t f ( " i n c l u d e d A t o m s  =  ^ « d \ n “ .  i n c l u d e d A t o m s ) ;
p r i n t f ( " s t e p  3 / 3  -  s k e t c h i n g  o p t i m u m  f i t t i n g  f u n c t i o n  u s i n g  s u m  o f  s q u a r e s  v a l u e s X n " ) ;  
f o r ( a 2 = l ; a 2 < = 1 4 ; a 2 + + )
i f ( a 2 = l )
f f l in S u m  =  s u m O f S q [ a 2 ] ;
e l s e
i f ( a 2 > l )
{
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i f ( s u m O f S q [ o 2 ]  <  m i n S u m )
m i n S u m  =  s u i n 0 f S q I o 2 ] ;  
m i n A 2  =  a 2 ;
, ’
i f ( a 2 = 1 4 )
f o r { p c = 0 ; p c < 1 0 0 ; p c + + )
i f (  ( X p o l y [ m i n A 2 ] [ p c ]  ! =  0 )  && { X p o l y [ i t d n A 2 ]  [ p c + 1 ]  ! =  0 )  )
f p r i n t f  ( o u t p t r .  “ c y l i n d e r  b l u e  3 . 5  % f  % f  % f  % f  % f - i f \ n " .  X p o l y [ n i n A 2 ] [ p c ] ,  Y p o l y  
[ m i n A 2 ] [ p c ] ,  z O ,  X p o l y [ n i n A 2 ] [ p c + l ] ,  Y p o l y [ m i n A 2 ] l p c + l j .  z O ) ;
}
}
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