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Abstract
Uranium carbide is a candidate fuel for Generation IV nuclear fission
reactors due to its higher thermal conductivity and metal atom density
than its oxide fuel counterpart. However, in order for carbide fuels to
be implemented, a reprocessing method must be devised to increase
fuel efficiency and limit the volume of nuclear waste produced.
Currently, nuclear fuel is reprocessed by first dissolving it in nitric
acid. However, when carbide fuel is dissolved in this way, organic
compounds are formed in the resulting solution. These organics have
been observed to complex the plutonium (IV) and uranium (VI) ions
in the solution making their extraction from the solution for further
processing significantly more difficult. Therefore, a method of remov-
ing the organic compounds, or preventing their formation, must be
found.
Mathematical models have been constructed that simulate both the
dissolution of a UC/(U, Pu)C pellet in nitric acid, and a pre-oxidative
process that implements a conversion into UO2 removing the possibil-
ity of organic formation. Models have been built by mathematically
describing the physical processes, particularly heat and mass trans-
fer, involved followed by a numerical solution generated using finite
difference methods. Available literature was consulted for reaction
coefficients and information on reaction products initially, with ex-
perimental data then used where possible to derive new coefficients
and compare to the literature values. Further models were then pro-
duced through the modification of commercial code that uses the Lat-
tice Boltzmann Method to calculate fluid flow around the pellet and
consider batch processes.
iv
The completed models assist in characterising the proposed reprocess-
ing method for carbide fuels by predicting reaction completion times
under various initial conditions and therefore suggest the optimal ox-
idation and dissolution conditions. The result is a powerful tool for
use by the nuclear industry in assessing the most feasible reprocessing
method.
v
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Chapter 1
Introduction
1.1 Background and motivation for research
Over the coming few decades, the nuclear industry will begin construction of
the fourth generation of nuclear reactors. One of the most important design
specifications for these Generation IV reactors is that they are significantly more
sustainable than their predecessors. For a nuclear reactor, sustainability is de-
pendent on the efficiency of fuel use and, perhaps more importantly, effectively
reprocessing the potentially dangerous waste so that a small a fraction as possible
requires long-term storage. In other words, the nuclear fuel cycle must be closed.
The nuclear fuel cycle is a term used to describe the lifetime of nuclear fuels
from extraction of uranium via mining to the storage of spent fuel. Figure 1.1
provides a brief overview of the cycle. Closing of the fuel cycle is one of the
primary goals of the nuclear industry and entails complete recycling of fuel used
in the reactor through the re-use of fissile uranium and plutonium found in the
spent fuel. Currently, this is achieved to a lesser extent using MOX (mixed-oxide)
fuel fabricated from spent oxide fuels. This project, however, focusses on the
reprocessing of mixed (uranium/plutonium) and uranium carbide as candidate
fuels for Generation IV reactors. It is therefore concerned with the back end of
the fuel cycle for carbide fuels and attempting to ensure fissile material can be
extracted from the spent fuel efficiently.
Carbide fuels are being considered as a potential fuel for Generation IV reac-
tors because they possess a higher thermal conductivity (approximately 10 times
1
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Figure 1.1: The nuclear fuel cycle (Royal Society, 2011).
that of the oxide counterpart, the current fuel of choice in most Generation III
reactors) and undergo a smaller thermal expansion. Therefore, this allows re-
actors to be run at higher temperatures and increases flexibility in the fuel pin
design. Another important characteristic of carbide fuels is their higher heavy
metal density, hence their improved ability to produce plutonium upon fission an
invaluable characteristic for any fuel used in a fast reactor.
Whilst the benefits of using carbide fuels are plain to see, there is currently no
consensus on the reprocessing techniques that should be applied, posing a serious
obstacle to their implementation. Ideally, they would be reprocessed in the same
manner as oxide fuels to reduce the risk associated with novel methods and the
need for new reprocessing plants. However, that is not without its complications.
The goal of reprocessing nuclear fuels is to attempt to extract as much of
the unspent uranium, plutonium and minor actinides produced in the fission
process from the irradiated fuel. It is also concerned with the separation and safe
disposal of any volatile fission products and irradiated structural materials (fuel
pellet cladding, for example). Therefore, providing a full, clear understanding of
the reprocessing process is crucial to the efficiency and sustainability of a nuclear
power plant utilising carbides, as well as making sure it is able to meet any
emissions restrictions.
For oxide fuels the process is well developed, with most plants employing the
PUREX (plutonium uranium redox extraction) process. Carbide fuels, however,
present a unique problem when reprocessed in this way. Upon dissolution in nitric
2
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Solvent extraction
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Figure 1.2: A simplified flow chart of the current method used to extract reusable
U and Pu from spent oxide fuel, compared with two options for doing the same
with carbide fuels.
acid, a standard head end step in oxide reprocessing, organic species are produced
in the solution from the displaced carbon which greatly reduce the capability to
extract uranium and plutonium. These organics are also expected to impede
efficiency when the process is performed at an industrial scale, as they are likely
to build-up on plant surfaces and reduce flow rates et cetera.
Solutions to the problem of organics can be divided into two different routes,
as illustrated in Figure 1.2. The first is a pre-oxidative treatment, coloured in
red, which entails oxidising the carbide fuel to an oxide fuel then reprocessing
as a standard oxide fuel. The second, coloured in blue, is to carry out a direct
dissolution in nitric acid as normal and then attempt to remove the organics
from the solution via oxidative techniques. The processes outlined in dashed
lines designate the two processes to be examined in this work. Neither process
3
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has revealed itself to be the better as of yet, so helping to decide between the two
is part of the scope of this project.
1.2 Aims and objectives
The aim of this project is to provide two mathematical models: the first is to
model the oxidation of uranium carbide in air, and the second for its dissolution
in nitric acid.
The oxidation model will specify the conditions necessary to keep the reaction
within a specified safety envelope by predicting the temperature output of the
reaction at different initial temperatures and reactant concentrations and quan-
tities. It will also carry out the more general aims of predicting reaction rate, the
time until complete oxidation and the composition of the reaction products. The
dissolution model has similar aims, but the focus will be on the reaction products
and how they are affected by the initial conditions of the dissolution, rather than
the temperature output, which is less of a concern for dissolution. Both models
will approximate the carbide fuel as a spherical pellet allowing the system to be
considered one-dimensionally.
The models will start by bringing together information available in current
literature, such as reaction kinetics for the reactions of uranium carbide with
air and nitric acid. Mathematical methods will be used to calculate the heat
and mass transfer to the reaction interface at the surface of the carbide pellet,
as well as through the pellet in the case of heat transfer. These models will
be constructed using novel software written in Fortran. Upon completion on a
one-dimensional approximation of a fuel pellet as a sphere, the two dimensional
case will be approached. This will allow the carbide fuel pellet to be modelled as
an axisymmetric cylinder and will hopefully confirm the conclusions of the one
dimensional models. It may also be necessary to produce an oxidation model
considering UC in powdered form in order to compare the predictions against
experimental data. The models will then be fitted to experimental data provided
by the partners from the ASGARD programme, the CEA and the NNL, in order
to derive new kinetics parameters and compare them to the existing values found
in literature.
4
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The models will then be furthered using commercial software to examine dif-
ferent aspects of the reactions. This will include using Lattice Boltzmann Method
(LBM) software, DigiPacTM, to examine the effects of fluid flow around the pellet
on the oxidation. The source code used by DigiPacTM has been made available,
allowing its modification to make it more applicable to the cases involved in this
project. Successful modification will allow the addition of oxidation kinetics and
heat transfer through both the solid and the surrounding fluid to the code, which
can then be used in conjunction with its packing algorithm to simulate batch
pellet oxidations.
Such models would then be significantly more complex than the few available
currently (assessment so far is that the two dimensional, simple models are al-
ready novel) and will be able to assist any future experimental work, hopefully
allowing the suggestion of original improvements to the oxidation and dissolution
methodologies.
1.3 Organisation of the thesis
The introduction and the literature review provided in Chapter 2 aim to intro-
duce the reader to the subject and outline the current research available whilst
stating what the goals of the thesis are. Chapter 3 then provides a summary of
the methods used to achieve these goals. The remaining chapters, 4, 5, 6, 7 and
8, include the results produced from this work and some discussion of their sig-
nificance. How these results chapters are structured is included as a flow chart in
Figure 1.3. The conclusions and recommendations for future work on this subject
can then be found in Chapter 9.
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Figure 1.3: A flow chart outlining the general structure of this thesis.
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Chapter 2
Literature review
2.1 Introduction
The aim of this chapter is to review and outline literature relevant to the present
study, with additional focus on any similar models already in publication. Efforts
have been made to collate as much experimental data as possible on the oxidation
and dissolution of uranium carbide in order to gain a better understanding of
the reactions. The kinetics and mechanism of each process are of particular
interest from a modelling perspective, enabling reaction rates and products to be
predicted. Also of significance is finding experiments that are able to validate, or
at least provide a comparison for, the models produced in this investigation.
Firstly, however, the properties of uranium carbide itself will be briefly dis-
cussed.
2.2 Uranium carbide
Uranium monocarbide (UC) is an attractive fuel for Generation IV nuclear re-
actors on account of its higher thermal conductivity than oxide fuel (roughly
20 W m−1 K−1 for the carbide (De Coninck et al., 1975) compared to 2 W m−1 K−1
for the oxide (Popov & Ivanov, 1957) at 1000◦C), and its higher metal atom den-
sity of 12.96 Mg m−3 resulting in it being more fissile (Gorle´ et al., 1974; Jones &
Crosthwaite, 1973; Mazaudier et al., 2010). Whilst it is now seeing a consider-
7
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Table 2.1: Some of the properties of UC required to model its oxidation and disso-
lution found in literature. T is the temperature in Kelvin, and t the temperature
in Celsius.
Property Associated value Source
Density (kg m−3) ρUC = 1.3630× 105 (Rundle et al.,
1948)
Thermal
conductivity
(W m−1 K−1)
λUC = 20.4 + 2.836× 10−6(t− 570) (De Coninck et al.,
1975)
Spectral emissivity UC = 0.55− 8.5× 10−5t (De Coninck et al.,
1975)
Specific heat
capacity
(W kg−1 K−1)
CpUC = 77.07 + 0.4883T − 4.907× 10−4T 2 +
2.153× 10−7T 3 − 3.220× 10−11T 4
(De Coninck et al.,
1975)
able resurgence in the volume of research towards its implementation, it has had
limited use in the past with the only reactor to have used it thus far with any
regularity being the Fast Breeder Test Reactor at Kalpakkam, India operating
since 1985 (Ganguly et al., 1986).
In order to simulate chemical processes involving UC fuel, some of it’s proper-
ties must be defined in order to predict how it responds to physical phenomena,
such as heat transfer, occurring during an oxidation or dissolution. Table 2.1 is a
collection of the values of some of these properties extracted from literature that
are of importance to the modelling process.
2.3 Difficulties associated with reprocessing ura-
nium carbide
The purpose of this study is to examine ways in which the head end reprocessing,
i.e. the early stages of the reprocessing cycle, of carbide fuels can be made viable.
It is important, therefore, that the difficulties facing this process are summarised
to provide the necessary context.
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Firstly, the current reprocessing of oxide fuels will be outlined so that the
difficulties specific to carbides can be pinpointed. The initial stage of uranium
oxide reprocessing is the dissolution of spent fuel pellets in nitric acid. Upon com-
pletion of the dissolution, the insoluble fuel cladding is removed and the solution
is fed forward for the extraction of fissile material (uranium and plutonium) for
reuse. The extraction of uranium and plutonium is achieved by employing the
PUREX process, which uses diluted tributyl phosphate (TBP) as an extractant
(Ramanujam, 2001). The extracted material then undergoes further processing
before being able to be reused as mixed oxide fuel.
Ideally, carbides would be reprocessed in the same manner so that current in-
frastructure and knowledge can be applied, making the introduction of carbides
both easier and more cost effective. The difficulty is, however, that upon dissolv-
ing carbide fuel in nitric acid soluble organics are formed in solution from the
displaced carbon (Donaldson et al., 1963; Ferris & Bradley, 1965; Grenthe et al.,
2010; Legand et al., 2014; Pauson et al., 1963). These organics then complex
the U(VI) and Pu(IV) ions in the solution, resulting in their incomplete extrac-
tion (Nayak et al., 1988) and hence significant and unacceptable losses of fissile
material.
The organics formed are primarily oxalic and mellitic acid, as found by Ferris
and Bradley (Ferris & Bradley, 1965). The results of their investigation of the
dissolution of uranium carbide are displayed in Table 2.2, where it can be seen
that generally less than 50% of the carbon remains in solution as organics.
The amount of carbon remaining in the solution is disputed. Donaldson et al.
(Donaldson et al., 1963) report that dissolving UC in 2 M to 12 M HNO3 results in
33% of the carbide carbon being converted to CO2 whilst the remainder remains in
solution. Pauson et al. (Pauson et al., 1963), in rough agreement, report around
30% of the carbon evolving as CO2 after dissolution in 6 M HNO3. Legand et al.,
however, report that 50% of the carbon is released as CO2, which is more in line
with the findings of Ferris and Bradley (Legand et al., 2014). The products of
the dissolution reaction observed by Legand et al. are displayed in Figure 2.1.
The general trends appear to be that higher nitric acid concentrations reduce
the amount of carbon remaining in solution, and hence mitigates the problem
of complexation of the U and Pu ions to some extent. However, there is still a
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Table 2.2: Carbon distribution following the dissolution of UC in HNO3 (Ferris
& Bradley, 1965).
Amount of carbon as organic products (% of original)
HNO3
conc. (M)
Temp. (◦C) Total C Oxalic acid Mellitic
acid
Unidenti-
fied
4 40 44 8.9 8.9 27
4 105 35 2.6 8.4 24
4 105 32 1.6 5.9 24
4 105 40 5.4 2.6 32
4 105 44 4.6 2.4 37
16 25 35 10.8 3.8 20
16 120 21 0.0 7.9 23
16 120 26 0.0 4.0 22
significant presence of soluble organics that requires removing from the solution
before the Purex process can be applied. This leads to the two processes described
in Section 1.1 and Figure 1.2: either pre-oxidise the carbide fuel pellet to an oxide
pellet and reprocess as normal, or dissolve and find a method to remove the soluble
organics.
2.4 Oxidation
In order to circumvent the formation of organics completely, it is possible to
oxidise the carbide fuel to an oxide allowing it to be dissolved in nitric acid
without problem. Oxidation can occur at high temperatures with air/O2, steam,
or CO2. The reaction with air can be highly exothermic, particularly if the
carbide is in powder form, with reports claiming that self-ignition, thermal run-
away and pyrophoricity have been observed (Berthinier et al., 2009; Le Guyadec
et al., 2009; Naito et al., 1976). Therefore, any pre-oxidative methods will need
a comprehensive description of the conditions required to maintain a controlled
oxidation. Another consideration is to make sure that any volatile fission products
released can be contained in the off-gas system.
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Figure 2.1: Mass balance of the produced carbon species by the dissolution of
UC in HNO3 (Legand et al., 2014).
Figure 2.2 shows the possible steps involved in oxidative pre-treatment, as
suggested by Fox and Maher (Fox & Maher, 2007). Initially, the pellet is placed
in a kiln and oxidised by carbon dioxide, water or oxygen. Any volatile fission
products are then captured by the direct off-gas system for safe removal. The
carbide fuel, freshly converted to oxide fuel, is then dissolved in nitric acid as oxide
fuel normally would be. The resulting solution is then centrifuged to remove
the insoluble fission products and also the insoluble plutonium, which is then
dissolved in a second dissolver and returned to the solution ready for solvent
extraction.
This review will concentrate on the oxidation using air/O2 as it seems the most
viable option and the majority of the literature is focussed on it, but there will
be a brief summary of the other methods. Before these reactions are considered
in more detail, however, some theory on gas-solid reactions will be included.
2.4.1 Gas-solid reactions
A gas solid reaction is of the general form (Missen et al., 1999):
A(g) + bB(s)→ products[(s), (g)] (2.1)
where A and B are reactants and b is a stoichiometric coefficient.
11
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Figure 2.2: The possible steps involved in the pre-treatment of carbide fuel (Fox
& Maher, 2007).
In order to consider the kinetics, the reactant solid is imagined as a single
particle, B, reacting with an unlimited amount of gaseous species, A. The particle
size is held constant, requiring the assumption that the solid product is of the
same density as B.
The mass transfer involved in the reaction is dependent upon the porosity
of the solid B and the solid product forming around it. If B is very porous,
the reactant gas A faces no internal diffusional resistance and the reaction can be
considered to be occurring uniformly throughout the pellet. If B and the product
layer are moderately porous, then there is a concentration gradient of A from the
surface of the solid to the centre. The reaction therefore occurs quickly at the
surface and slower further into the pellet. The case that will be considered here
however (due to the high theoretical density of the uranium carbide pellets that
will be modelled) is when B has no porosity but the product layer does. In this
case the reactant gas cannot penetrate the solid and the reaction must continue
at the surface (Missen et al., 1999).
In all three cases, however, there is mass transfer of A through an external
gas film layer surrounding B from the bulk gas to the solid surface.
The kinetics for a gas-solid reaction where the solid is non-porous can be
12
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Figure 2.3: A diagram of the shrinking core model.
described by the shrinking core model (SCM) (Missen et al., 1999), illustrated
in Figure 2.3. Note that this is a shrinking core, constant particle size model
(Safari et al., 2009), assuming that the overall particle volume remains constant.
Other assumptions usually present in a SCM are:
• The unreacted core remains spherical, enabling a one-dimensional approxi-
mation of the system along its radius.
• The product layer is adherent and porous.
• The solid-gas reaction is only occurring at the surface of the solid particle.
. The first step in the reaction kinetics is the external mass transfer of the reactant
gas across the gas film layer surrounding the solid surface. Once on the solid
surface, the gas then has to diffuse through the porous product layer (assuming
the reaction has begun, as there may be no product initially) before reaching the
solid surface to begin the surface reaction. The unsteady state diffusion of gas A
through the product layer can be given as (Missen et al., 1999):
For r1 ≤ r ≤ r2:
∂CA
∂t
= De
(
∂2CA
∂r2
+
2
r
∂CA
∂r
)
(2.2)
where r1 is the radius of the unreacted solid, B, r2 is the external radius of the
whole solid, De is the effective diffusivity of A through the porous product layer
and CA is the concentration of A.
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The mass flux gas A through the external film layer can be considered as the
outer boundary condition for Eq. 2.2 (Missen et al., 1999).
For r = r2:
De
∂CA
∂r
= kgA
(
CBA − CA|r2
)
(2.3)
where kgA is the mass transfer coefficient for A diffusing through the film layer,
CAB is the concentration of A in the bulk gas and CA|r2 is the concentration of A
at the solid surface.
Eqs. 2.2 and 2.3 describe the transfer of A from the bulk gas to the reaction
interface on the surface of B. Once A reaches B, the surface reaction can proceed.
Assuming that the reaction is first order, it can be written as:
RA = −ksAAS CA|r1 (2.4)
where RA is the rate at which A is consumed, ksA is the rate coefficient for the
surface reaction, AS is the surface area and CA|r1 is the concentration of A at
the reaction interface (the surface of B).
Eq. 2.4 can then be used as the inner boundary condition for Eq. 2.2 to
describe how A is used up at the reaction interface:
For r = r1:
De
∂CA
∂t
= ksA CA|r1 (2.5)
Eqs. 2.2, 2.3 and 2.5, therefore, describe the mass transfer of a reactant gas
to the surface of the solid with which it reacts. Eq. 2.4 then describes the surface
reaction occurring between the solid and the gas. The solid product from the
reaction forms a porous layer around the solid reactant and any gaseous products
diffuse out through it and the gas film layer. The diffusing gas products may form
an extra barrier to the oxygen diffusing toward the solid. This can be accounted
for in the diffusion coefficient, De (Smith, 1970).
Some specific examples of oxidation SCMs, investigating both UC and more
general models, are included in Section 2.4.6 .
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Table 2.3: The ignition temperatures of some different carbide materials (Sowden
et al., 1964).
Source of
carbide
Physical
treatment of UC
Carbon content
(wt%)
Surface area
(m2 g−1)
Ignition
temperature
(◦C)
Oxide-C Ball milled 4.78 1.8 0
Oxide-C Hand ground 4.78 0.48 180
Oxide-C As prepared 4.78 0.13 210
Arc melted Hand ground 4.72 0.09 390
Arc melted As prepared 4.72 0.022 600
Oxide-C Ball milled and
sintered to
13.2 g cm−3
4.86 0.02 > 600
2.4.2 Oxidation in air/oxygen
As mentioned previously, UC is known to oxidise readily in air. A number of stud-
ies investigating the ignition temperature have been carried out (Dell & Wheeler,
1967; Ewart & Findlay, 1972; Naito et al., 1976; Nawada et al., 1989; Sowden
et al., 1964), with the suggestion that it can be as low as 0 ◦C (Sowden et al.,
1964). It is dependent on particle size and surface area, hence if the carbide is in
powdered rather than pellet form it is more likely to ignite. Ignition temperatures
depending on surface area and preparation of the carbide sample are presented
in Table 2.3.
Dell and Wheeler provide a list of twelve factors that affect the initiation and
propagation of the ignition of carbides, determined from a series of oxidations of
small pieces and sintered powders of UC in oxygen (Dell & Wheeler, 1967):
1. The sintering temperature used in preparation of the specimen.
2. Oxygen partial pressure/concentration.
3. Gas flow rate. Too low and the reaction is oxygen starved, too high and
there is too much convective cooling.
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4. Mass and geometry of the sample, affecting the rates of convective and
radiative heat loss.
5. Particle size.
6. Thermal conductivity of the solid. Lower conductivity increases propensity
to ignite.
7. Texture of oxide product. Affects the mass transfer of oxygen to the unre-
acted carbide.
8. Thermal pretreatment. Prior heating in a vacuum may result in recrystalli-
sation of a protective oxide layer.
9. Rate of heating.
10. Atmosphere of heating.
11. Abrasion of specimens. May increase the surface area of the specimen.
12. Age of specimen. Over time, the carbide may be exposed to atmospheric
conditions that roughen its surface.
These factors will require consideration in any model constructed, and may
provide ideas for parameters to be investigated when sensitivity studies are carried
out.
The effects of varying some of these factors are shown in Tables 2.4 to 2.6, the
results from a set of experiments conducted by Iyer et al. (Iyer et al., 1990). The
experimental set up comprised a UC or (U, Pu)C pellet of approximately 350 g
loaded into a crucible. Despite the main focus of this work being UC, the data
pertaining to mixed carbides was included as it should exhibit similar trends. An
oxygen/air mixture was passed over at a rate of 3 ml min−1.
The data displayed in Table 2.4 demonstrates the how increasing the partial
pressure of oxygen increases the reaction rate. For these experiments, the tem-
perature was 673 K and the theoretical density of the UC and (U, Pu)C pellets
was 96± 1% and 90± 1% respectively. Note that the theoretical density in this
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Table 2.4: Oxidation of UC and (U, Pu)C as a function of oxygen partial pressure
(Iyer et al., 1990).
Sample pO2
(kPa)
Time for 50%
conversion (min)
Time for 75%
conversion (min)
Time for 100%
conversion (min)
UC 60.8 105 150 240
(U, Pu)C 25.3 180 350 600
(U, Pu)C 30.4 150 240 450
(U, Pu)C 40.5 120 200 380
(U, Pu)C 55.7 90 150 270
(U, Pu)C 60.8 70 110 200
case is the percentage of the density of solid uranium or mixed carbide. The lower
the percentage suggests a higher pellet porosity.
Table 2.5 displays the effect of increasing the temperature on the oxidation
rate of carbide fuels. For both uranium and mixed carbide fuels, a higher oxida-
tion temperature leads to a higher reaction rate. The oxygen partial pressure was
60.8 kPa, and the theoretical density of the UC and (U, Pu)C pellets was again
96± 1% and 90± 1% respectively.
Table 2.6 displays a smaller number of experiments carried out to investigate
the effect of the pellet’s theoretical density. However, it is difficult to draw a
conclusion of the effect that the density has due to there only being a single UC
run, and the (U, Pu)C runs being carried out at different temperatures.
Berthinier et al. oxidised around 50 mg of UC powder in a cylindrical crucible
in dry air. The sample was subjected to a heating ramp of 5 ◦C min−1 up to
500 ◦C, but was stopped at different points in different experiments to examine
the reaction products at that temperature via x-ray diffraction (Berthinier et al.,
2009). At around 120 ◦C on the heating ramp, the powder’s temperature was
observed to increase to ∼865 ◦C accompanied by the powder glowing and increas-
ing in volume significantly. A second exothermic phenomenon was observed at
around 375 ◦C, where the powder sparked and ejected some of itself from the
crucible whist reaching 605 ◦C. On each run, the ignition temperature was noted,
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Table 2.5: Oxidation of UC and (U, Pu)C as a function of temperature (Iyer
et al., 1990).
Sample Temp.
(K)
Time for 50%
conversion (min)
Time for 75%
conversion (min)
Time for 100%
conversion (min)
UC 673 105 150 240
UC 723 80 125 195
(U, Pu)C 573 110 150 280
(U, Pu)C 623 95 135 220
(U, Pu)C 673 60 100 180
(U, Pu)C 723 50 80 140
Table 2.6: Oxidation of UC and (U, Pu)C as a function of theoretical density
(Iyer et al., 1990).
Sample Density
(%)
Temp.
(K)
Time for 50%
conversion
(min)
Time for 75%
conversion
(min)
Time for 100%
conversion
(min)
UC 96 673 105 150 240
(U, Pu)C 90± 1 673 60 100 180
(U, Pu)C 85± 1 723 50 80 140
and the results are displayed in Table 2.7. The data displayed in Table 2.7 offer an
interesting insight into the reaction mechanism of the oxidation of UC in O2, and
strongly suggest that the reaction products are dependent on the temperature at
which the reaction is carried out.
Berthinier et al. also carried out an oxidation of UC at lower O2 concentration,
3% volume O2 in an N2 atmosphere, to see if the ignition of the 1.5 g UC powder
sample could be prevented or controlled (Berthinier et al., 2009). Figure 2.4
is a plot of the temperature recorded by a thermocouple in the powder bed
over time against the temperature of the heating plate on which the powder
is positioned. The ignition can be observed to occur at approximately 120 ◦C
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Table 2.7: Reaction products present after the oxidation of UC powder when the
temperature ramp is stopped at different stages (Berthinier et al., 2009). The
emboldened phase forms the majority.
Shut down
temperature (◦C)
Ignition
temperature (◦C)
Phases present
170 none UC
200 195 UC+U3O8+UO2+x+U3O7
250 187 UC+U3O8+UO2+x+U3O7
390 203 U3O8+UO2+x+U3O7
430 170 U3O8
500 223 U3O8
causing a temperature rise in the powder of ∼100 ◦C, significantly lower than the
oxidation in air. No ejection of powder from the crucible was observed (Berthinier
et al., 2009). The O2 concentration is shown, therefore, to have a drastic effect
on the ferocity of the oxidation of UC powder. As such it may be preferable from
a safety perspective to carry out UC oxidations at low O2 concentrations.
2.4.2.1 Reaction mechanism
Characterising the reaction mechanism that best fits the oxidation of uranium
carbide in oxygen is an important step in understanding and modelling the reac-
tion. Important considerations are the uranium oxides that are formed and what
happens to the carbon released.
Mazaudier et al. carried out a short review on the oxidation of mixed carbides,
and state that the oxidation products always consist of a finely divided powder
made of two oxides: (U, Pu)2+x and (U, Pu)3O8 (Mazaudier et al., 2010). The
ratio of these oxides is dependent on the temperature and the availability of
oxygen.
Although the Mazuadier work was concerned with mixed carbides, UO2 and
U3O8 are generally observed to be the oxide products for uranium carbides, with
the UO2 phase generally forming the intermediate step (Mukerjee et al., 1994).
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Figure 2.4: Measured powder temperature during oxidation under 3% O2 in N2
(Berthinier et al., 2009).
Experiments carried out by Naito et al. on the oxidation of UC powder in vary-
ing oxygen partial pressures led to the conclusion that, at temperatures approx-
imately 1200 ◦C and below, the reaction mechanism proceeds as follows (Naito
et al., 1976):
UC + (x/2)O2 → UC1−xOx + xC (2.6)
UC1−xOx + (2 + x′ − x)/2O2 → UO2+x + (1− x)C (2.7)
C +O2 → CO2 (2.8)
UO2+x + (2− 3x′ − z)/6O2 → (1/3)U3O8 (2.9)
Eq. 2.6 is a partial oxidation of the carbide producing free carbon which is
then itself oxidised in Eq. 2.8, producing CO2. The part oxidised UC is then
oxidised to UO2+x in Eq. 2.7, which is then itself further oxidised to U3O8 in Eq.
2.9.
Similarly, Borchardt (Borchardt, 1959) reports that the oxidation proceeds
through an intermediate oxide of UO2, with U3O8 forming at temperatures above
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900◦C:
UCx + (1 + x/8)O2 → UO2 + (3x/4)C + (x/4)CO (150− 680 ◦C) (2.10)
2C +O2 → 2CO (680− 900 ◦C) (2.11)
3UO2 +O2 → U3O8 (900− 970 ◦C) (2.12)
Borchardt, in contrast to Naito et al., states that the product of the carbon
oxidation is CO rather than CO2. In fact, it is possible that both cases are
simplified and carbon is oxidised in a number of fashions. When examining a
similar scenario, the oxidation of graphite fuels, Scott (Scott, 1966) claims that
the following oxidations occur.
2C +O2 → 2CO (2.13)
C +O2 → CO2 (2.14)
2CO +O2 → 2CO2 (2.15)
The implication is, therefore, that carbon present in the UC fuel can be oxi-
dised either to CO or CO2 (presumably depending on the temperature on local
availability of oxygen), and is further oxidised to CO2 eventually provided enough
oxygen is available.
Whilst the reaction mechanisms published in literature differ slightly in a
number of ways, the important aspects are that the UC is oxidised to U3O8 via
the intermediate UO2, and that the carbon is oxidised to CO2 via CO. This
is reflected by the simpler reaction mechanism proposed by Peakall and Antill
(Peakall & Antill, 1962), who state that UO2 is formed only as an intermediary
with U3O8 formed at all temperatures within the range 350
◦C to 1000 ◦C, in
contrast to Borchardt. Note also that Berthnier et al. (Berthinier et al., 2009)
observed U3O8 as low as 250
◦C.
3UC + 4O2 → U3O8 + 3C (2.16)
C +O2 → CO2 (2.17)
The exact conditions at which each oxidation is able to occur is difficult to
pin down due to often conflicting reports, but will be represented in the model
by their respective activation energies.
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Table 2.8: Standard heats of formation for some of the reactants and products
present in the oxidation of UC.
Species Standard heat of formation
(kJ mol−1)
Source
UC −97.49± 3.8, −87.86± 4.18 (Storms & Huber Jr,
1967), (Farr et al., 1959)
UO2 −1085.1± 2.5 (Johnson & Steele, 1981)
U3O8 -3583.6 (Popov & Ivanov, 1957)
2.4.2.2 Exothermicity and activation energy
Given that the thermal output of the oxidation reaction is of concern, charac-
terising the reaction enthalpy, ∆HR, is important in calculating how much heat
is released by the oxidation. Equally as important is a value for the activation
energy of the reaction, which essentially controls the temperature at which the
reaction rate becomes significant.
The reaction enthalpy is dependent on the reaction being considered, specif-
ically the reactants and products involved. These can be calculated individually
using the standard heats of formation for the species involved, the less commonly
known of which are found in Table 2.8.
Activation energies for the oxidation can be found in the literature. Naito et
al. (Naito et al., 1976) found that the activation energy varied within in different
regions of temperature. The specific values are displayed in Table 2.9.
Mukerjee et al. (Mukerjee et al., 1994) calculated the activation energies of
a number of different oxidations at oxygen partial pressures of 1-20 kPa, finding
that the activation energy was between 92.0-117.5 kJ mol−1. The difference in
activation energy was due to different mechanisms. For example, at low oxygen
partial pressures (1-5 kPa) the reaction was diffusion controlled, while at high
partial pressures (20 kPa) the reaction is surface controlled.
Peakall and Antill (Peakall & Antill, 1962) use an Arrhenius plot of the re-
action rates of O2 with UC at different temperatures to calculate an activation
energy. The experiments are carried out at temperatures of 350 ◦C to 1000 ◦C,
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Table 2.9: Activation energies for the oxidation of UC in air found in literature
and the temperature ranges in which they were reported.
Activation
energy
(kJ mol−1)
Temperature
range (◦C)
Oxygen partial
pressure (atm)
Source
6.7 < 800 7.0×10−4−1.1×10−3 (Naito et al., 1976)
20.5 800− 1200 7.0×10−4−1.1×10−3 (Naito et al., 1976)
96 > 1200 7.0×10−4−1.1×10−3 (Naito et al., 1976)
106.6 673 and 723 9.9×10−3−2.0×10−1 (Mukerjee et al.,
1994)
104.6± 16.7 350 - 550 1.0 (Peakall & Antill,
1962)
however the calculation is taken from the temperature range 350 ◦C to 550 ◦C.
All experiments were carried out in 1 atm of O2.
2.4.3 Oxidation in steam
At temperatures greater than 100 ◦C, water can be used to oxidise UC and (U,
Pu)C (Flanary et al., 1964, 1965) to give hydrated uranium oxides, hydrocarbons
and hydrogen. Fragmented, 5 g samples of UC took 1 h to completely oxidise at
750 ◦C, 3 h at 700 ◦C and over 6 h at 650 ◦C (Flanary et al., 1964). Only trace
amounts of U3O8 were reported, with the reaction mechanism suggested to be as
follows (Flanary et al., 1964):
UC +H2O → UO2 + C + 2H2 (2.18)
C +H20→ CO +H2 (2.19)
C + 2H2O → CO2 + 2H2 (2.20)
The production of hydrogen means the reaction would need careful control.
Flanary et al. (Flanary et al., 1964) report that the reactor used was purged with
nitrogen to eliminate air preventing a hydrogen-oxygen explosion.
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2.4.4 Oxidation in carbon dioxide
Oxidation of carbide fuel in carbon dioxide is advantageous due to the reac-
tion producing less heat than oxidation in oxygen (Huwyler & Bischoff, 1980).
The calculated enthalpy of reaction for the oxidation in CO2 is approximately
∆H = −250 kJ mol−1 whilst for the oxidation is O2 it is approximately ∆H =
−1360 kJ mol−1.
Oxidation in CO2 forms UO2 as the oxide product as opposed to U3O8 (Huwyler
& Bischoff, 1980; Peakall & Antill, 1962). The reaction proceeds according to the
mechanism below, found by both Murbach and Turner (Murbach & Turner, 1962)
and Peakall and Antill (Peakall & Antill, 1962).
UC + 2CO2 → UO2 + C + 2CO (2.21)
CO2 + C → 2CO (2.22)
Murbach and Turner report that Eq. 2.21 begins at 350 ◦C, and that the
reduction of CO2 in Eq. 2.22 occurs above 670
◦C. Peakall and Antill (Peakall
& Antill, 1962) report that this reduction of CO2/oxidation of C can occur at
500 ◦C.
Huwyler and Bischoff (Huwyler & Bischoff, 1980) conducted a series of oxi-
dations on 10 g samples of powdered UC in CO2. The UC initially had 6.67 %,
the change in which was recorded to observed the oxidation completion. These
results are displayed in Table 2.10, where it can be seen that a temperature of
800 ◦C is required for a low carbon content.
The activation energy of the oxidation is reported to be 64.9 ± 6.3 kJ mol−1
for a high density UC sample (∼ 1.17× 104 kg m−3), and 37.7± 8.4 kJ mol−1 for
a low density one (≈ 1.27× 104 kg m−3) (Peakall & Antill, 1962).
2.4.5 Oxide product layer behaviour
An important aspect of the oxidation reaction is the behaviour of the uranium
oxide product: specifically, whether or not it adheres to the surface of the reacting
carbide. If it does, it provides a barrier to the transfer of gaseous reactants from
the bulk gas to the surface of the reacting carbide, leading to the diffusion of
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Table 2.10: The oxidation of UC powder in CO2 (Huwyler & Bischoff, 1980).
No. Temperature
(◦C)
CO2 flow
(l h−1)
Time (h) Carbon
analysis (%)
1 500 20 5 6.37
2 800 20 5 0.53
3 800 20 5 1.05
4 800 50 5 3.54
5 800 50 6 0.33
oxygen (or another oxidant of choice) through the oxide layer becoming the rate
limiting step (Berthinier et al., 2013; Mazaudier et al., 2010).
Unfortunately, given the importance of this phenomenon to predicting the
rate of oxidation, literature is contradictory as to whether the product layer does
adhere. Mazaudier et al. (Mazaudier et al., 2010) oxidised both powdered and
porous solid samples of mixed carbides in 10 % or 20 % oxygen between 500 ◦C
and 700 ◦C, and noted that no protective oxide layer was observed on the samples.
However, the formation of a protective oxide layer is observed by Berthinier et al.
(Berthinier et al., 2009, 2013) and Le Guyadec et al. (Le Guyadec et al., 2009)
when oxidising powdered samples of UC.
Mukerjee et al. reported that the formation of a protective oxide layer is
dependent on the partial pressure of oxygen (Mukerjee et al., 1994). From visual
observation of the oxidation of UC microspheres (diameter ∼ 500µm) in oxygen,
the sample is seen to retain its spherical shape and result in a swollen sphere
comprising U3O8 at oxygen partial pressures between 1 and 5 kPa. The retention
of the spherical shape implies that the oxide product adhered to the carbide
microsphere. At intermediate oxygen partial pressures of 10 kPa to 15 kPa, the
powdered product separated from the sample due to disintegration of the adherent
product after the fraction of UC oxidised became greater than 0.5. At 20 kPa
oxygen partial pressure, the product separated after the fraction of UC oxidised
reached 0.2. Figure 2.5 is a schematic provided by Mukerjee et al. of the different
mechanical behaviour of the oxide (Mukerjee et al., 1994).
25
2.4 Oxidation
Figure 2.5: Schematic of the different routes for the oxidation of UC microspheres
depending on O2 partial pressure (Mukerjee et al., 1994).
Note that 20 kPa is roughly equivalent to 20 % oxygen in air at 1 atm, the
conditions used by Mazaudier et al. (Mazaudier et al., 2010) assuming standard
pressure was used, suggesting that there is agreement between the two experi-
ments on no oxide layer forming at high oxygen concentrations. There is still a
slight dispute however as Mukerjee et al. report the product layer adhering up
until an oxidation fraction of 0.2 whilst one is never observed by Mazaudier et
al..
Due to literature reporting both the oxide product layer adhering and not
adhering, it was decided that the models constructed in this investigation will
take into account both the possibilities.
2.4.5.1 Diffusion of oxygen through the oxide layer
If the oxide product layer does adhere, diffusion of oxygen through it becomes the
rate limiting step. Therefore, in order to predict the oxidation rate, a description
of the rate of this diffusion is necessary.
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Figure 2.6: Schematic diagram of the SCM of CuO reduction by H2 (Bhat-
tacharyya et al., 2015).
Berthinier et al., during the oxidation of UC powder, note that it is the
diffusion of O2 through the intermediate oxide, UO2, that is the rate limiting
step (Berthinier et al., 2013). A rate for the chemical diffusion of oxygen for
stoichiometric UO2 across the temperatures 300 < T < 2500 K is modelled and
compared to existing literature to a good degree of agreement and provided below
(Berthinier et al., 2013):
log10(D¯o) = −5596
T
− 3.4391 (2.23)
where D¯o is the chemical diffusion coefficient of O2 through UO2 in m
2 s−1 and
T is the temperature in K.
2.4.6 Oxidation models
The following section will discuss SCMs present in open literature, relating firstly
to metal particle oxidations and then specifically to UC oxidation.
2.4.6.1 Metal oxidation
SCM models, as described in Section 2.4.1 have been applied across a number of
gas-solid particle reactions. For the scope of this work, metallic oxidations are
of particular interest due to their closeness to UC oxidation. Examples of such
SCMs will be presented in this section to provide an outline of what processes
they are capable of simulating.
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One such SCM found in open literature is presented by Bhattacharyya et al.
(Bhattacharyya et al., 2015), where copper oxide (CuO) pellets are reduced by
hydrogen (H2) in a hydrogen/helium mix. A schematic diagram of this process
is included in Figure 2.6. The chemical reaction is given as:
CuO +H2 → Cu+H2O (2.24)
with an enthalpy of ∆HCu = −130.5 kJ mol−1.
In this case, the modelled particle comprises an unreacted core of CuO, and
adherent layer of copper (Cu) metal. H2 must therefore diffuse through this Cu
layer to the reaction site at the surface of the unreacted core. The rate at which
the reaction in Eq. 2.24 occurs is given as (Bhattacharyya et al., 2015):
−RH2 =
krC
n
c
r1
(2.25)
where RH2 is the rate of the reduction reaction, mol m
−3 s−1, kr is the intrinsic
surface rate constant, mol0.4 m-0.2 s-1, Cnc is the H2 concentration at the reaction
site at a time n, mol m−3 and r1 is the core radius, m. The surface rate constant,
kr, is given as (Bhattacharyya et al., 2015):
kr = 1.0× 10−4exp
(−33000
8.314T
)
(2.26)
where T is the temperature in K.
The mass transfer of H2 from the bulk gas has to account for three fluxes:
external convective flux from the gas to the solid surface, diffusive flux through
the Cu shell layer and consumption at the surface of the unreacted core. They
are represented by Bhattacharyya et al. as (Bhattacharyya et al., 2015):
M1 = 4pir2kg (Cb − Ca) (2.27)
M2 =
4pir1De (Ca − Cc)
(1− r1/r2) (2.28)
M3 = 4pir
2
1krC
n
c (2.29)
where M1, M2 and M3 are the rates of film diffusion, Cu layer diffusion and surface
reaction, respectively, mol s−1, r2 is the particle radius, m, kg is the external
convective mass transfer coefficient, m s−1, Ca and Cb are the H2 concentrations
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at the particle surface and in the bulk gas respectively, mol m−3, and De is the
effective diffusivity of H2 through the porous Cu layer.
The convective mass transfer coefficient is calculated from a correlation for
convective mass transfer to an external sphere (Bhattacharyya et al., 2015):
Sh =
2kgr2
DAB
= 2 + 0.6Sc0.33Re0.5p (2.30)
where Sh is the dimensionless Sherwood number, DAB is the diffusivity of H2
through helium, m2 s−1, Sc is the dimensionless Schmidt number and Rep is the
dimensionless Reynolds number for the particle.
Bhattacharyya et al. (Bhattacharyya et al., 2015) then assume that the sys-
tem is in a pseudo steady state, such that M1 = M2 = M3. This allows the
concentration of H2 at the unreacted core surface, Cc, to be expressed in terms
of the bulk concentration, Cb, by eliminating Ca:
Cc +
r1krC
n
c (1− r1/r2)
De
= Cb − r
2
1krC
n
c
r22kg
(2.31)
Therefore, for a given bulk H2 concentration, temperature and particle size, a
reaction rate and hence a rate of the CuO depletion can be calculated. Examples
of this model’s ability to predict reaction rates are included in Figure 2.7, where
reaction profiles are included at different temperatures with 1.5% H2 in the feed
stream and a particle radius of 0.003 m.
Comparing Bhattacharyya et al.’s model to the general format of a SCM
discussed in Section 2.4.1 illustrates the emphasis on defining the reaction kinetics
specific to the case in question when constructing a novel SCM, as the structure of
the model is largely the same. Another variable is whether to represent the mass
transfer through the shell layer as a steady or unsteady state. Bhattacharyya et
al.’s model is capable of predicting a rate of reaction at different temperatures
using reaction kinetics in open literature. There is only a calculation of mass
transfer, and no consideration of heat transfer and temperature released by the
surface reaction which is significant in the UC oxidation.
Apart from being developed to simply simulate a process, SCMs can be used
to estimate properties of the examined system, such as the diffusivity of the
reactant through the adherent shell layer, if the necessary experimental data is
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Figure 2.7: Reaction profiles of a CuO particle at different temperatures with
1.5% H2 and a particle radius of 0.003 m (Bhattacharyya et al., 2015).
provided. Zhao et al. (Zhao et al., 2012) carried out such an investigation, using
a SCM to estimate an effective diffusion coefficient of oxygen in magnesia-carbon
(MgO-C) refractories. The two oxidative processes assumed to be occurring in
Zhao et al.’s model are (Zhao et al., 2012):
2C(s) +O2(g) = 2CO(g) (2.32)
C(s) +MgO(s) = CO(g) +Mg(g) (2.33)
Zhao et al.’s investigation focuses on a cylindrical particle, but the one-
dimensionality of the SCM is maintained by an oxidation resistant coating on
the ends of the particles so that the oxidation processes only require considera-
tion radially (Zhao et al., 2012). Figure 2.8 illustrates the particle shape and the
position of the coating used, and a schematic of the SCM used is included in Fig-
ure 2.9, which also presents a representation of the relative oxidant concentration
levels through the system.
Zhao et al.’s model assumes that the same three mass transfer steps are oc-
curring along the system’s radius: external mass transfer from the bulk gas to
the particle, diffusion in and out of the adherent, porous product layer and con-
sumption by the reaction at the surface of the unreacted core (Zhao et al., 2012).
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Figure 2.8: The shape of the par-
ticles oxidised (left) and the cover-
age of the oxidant resistant coating
(right) (Zhao et al., 2012). Figure 2.9: Diagram of the SCM for
the oxidation of an MgO-C refrac-
tory (Zhao et al., 2012).
It is assumed that due to their being a clear boundary between the unreacted
core and the oxidised layer that the effective diffusivity, De, of O2 through the
layer is the rate determining step. This assumption allows the rate of diffusion
of O2 through the oxidised layer to be expressed as (Zhao et al., 2012):
dnO2
dt
= 2pirlDe
dCO2
dr
(2.34)
where nO2 is the number of moles of O2 in through the porous layer, mol, De is
the effective diffusivity of O2 through the layer, cm
2 s−1, t is the time, s, r and l
are the radius and length of the cylindrical particle respectively, m, and
dCO2
dr
is
the concentration gradient of O2 along the radius, mol cm
-4.
Integrating Eq. 2.34 along the radius between the surface of the unreacted
core, r1, and the particle surface, r2, gives (Zhao et al., 2012):
−dnO2
dt
=
2pilDe
(
CO2|r1 − CO2|r2
)
lnr1 − lnr2 (2.35)
Zhao et al. then assume that if convection is present at the particle surface,
the O2 concentration at the surface is equivalent to the bulk concentration. Eq.
2.35 therefore becomes:
−dnO2
dt
=
2pilDeC
B
O2
lnr1 − lnr2 (2.36)
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where CBO2 is the bulk gas O2 concentration, mol cm
−3.
The effect that the oxidation reaction has on the O2 concentration can be
expressed as:
−dnO2
dt
=
4pir1lρ (θ1w1 + θ2w2)
MC
dr1
dt
(2.37)
where ρ is the appearance density of the sample, g cm−3, θ1 and θ2 are the weight
percentages of graphite and phenolic resin, respectively, w1 and w2 are the carbon
contents as a percentage of graphite and phenolic resin, respectively, and MC is
the mole mass of carbon, g mol−1.
Since diffusion through the product layer is assumed to be the rate limiting
step, Eqs. 2.36 and 2.37 can be equated to give (Zhao et al., 2012):
2pilDeC
B
O2
lnr1 − lnr2 =
4pir1lρ (θ1w1 + θ2w2)
MC
dr1
dt
(2.38)
Zhao et al. then manipulate Eq. 2.38 and integrate with respect to both time
and radius, giving (Zhao et al., 2012):
DeMCC
B
O2
2ρ (θ1w1 + θ2w2)
t =
1
2
r2
(
ln
r
r2
− 1
2
)
+
1
4
r22 (2.39)
Expressing the the oxidation rate of the cylindrical sample, xB, as:
For 0 ≤ xB ≤ 1:
1− xB = (r/r2)2 (2.40)
and the appearance density as:
ρ =
m0
pir22l
(2.41)
where m0 is the initial particle mass, allows 2.39 to be expressed as (Zhao et al.,
2012):
2pilDeMCC
B
O2
m0 (θ1w1 + θ2w2)
t = (1− xB)ln(1− xB) + xB (2.42)
Then, letting:
k =
2pilMCC
B
O2
m0 (θ1w1 + θ2w2)
De (2.43)
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Figure 2.10: Fitted SCM model result and experimental measurement of (1 −
xB)ln(1− xB) + xB versus time (Zhao et al., 2012).
Table 2.11: Input parameters and the results for the calculation of the effective
diffusion coefficient from Zhao et al.’s SCM (Zhao et al., 2012).
Sample k (×10−5
s−1)
m0 (g) l (mm) Start time
(×103 s)
End time
(×103 s)
De
(×10−1
cm2 s−1)
Mg-1% 5.15 74.632 35.539 9 24 3.23
Mg-3% 5.47 74.724 35.925 9 24 3.55
gives:
kt = (1− xB)ln(1− xB) + xB (2.44)
where k is the slope of (1− xB)ln(1− xB) + xB versus time (Zhao et al., 2012).
Therefore, fitting of the simulated slopes to experimental data allows a value
for k, and hence De, to be derived. An example of such a fitting from Zhao et
al.’s study is presented in Figure 2.10, and some derived diffusion coefficients are
included in Table 2.11 (Zhao et al., 2012).
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Figure 2.11: Scott’s representation of a graphite fuel piece (Scott, 1966).
2.4.6.2 Uranium carbide oxidation
Only one existing model of the oxidation of UC in O2 could be found in the
literature by Scott (Scott, 1966). Scott published a model on the oxidation of
graphite-uranium fuel spheres, assumed to be analogous to UC fuel spheres, in a
fixed or moving bed in O2. The model is roughly a SCM as illustrated in Figure
2.11, and begins by giving a first order reaction rate for the surface reaction
between the oxygen and the graphite:
RC = kCAUCCO2 (2.45)
where RC is the rate of O2 reaction with carbon to form CO in gmol s
−1, AUC
is the area available for reaction in cm2, CO2 is the O2 partial pressure in the
bulk gas in atm and kC is the rate coefficient given as 20000exp(−21400/T )
gmol cm−2 s−1 atm−1. From this Arrhenius expression for kC , multiplying the
value of -21400 by the ideal gas constant, Rg, gives an activation energy of
177.8 kJ mol−1 for the reaction.
The next effect considered is the external mass transport of the O2 in the bulk
gas to the external surface of the fuel sphere across a stagnant gas film. The rate
of mass transport is expressed as:
R = kgAUC
(
CO2 − CBO2
)
(2.46)
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where R is the rate of O2 transfer in gmol s
−1, kg is the external mass transfer
constant in gmol cm−2 s−1 atm−1 and CBO2 is the oxygen partial pressure in the
bulk gas in atm. Note that the units for R and kg are not specified by Scott
and have been inferred from later comparison of the mass transfer rate, R, to the
surface reaction rate, RC , for which the units are provided.
Scott then describes the mass transfer of O2 through the adherent product
layer as Fickian diffusion:
∂CSO2
∂t
= DE∆
2CSO2 (2.47)
where CSO2 is the oxygen concentration within the solid oxidation ash, as can be
seen in Figure 2.11, and DE is the effective diffusivity in cm
2 s−1.
For any small increment of time the diffusional process can be steady state.
Coupling this with the assumption that the fuel pellet is spherical Scott reduces
Eq. 2.47 to:
∂
∂r
(
r2
∂CSO2
∂r
)
= 0 (2.48)
where r represents the radial position within the sphere in cm.
The following boundary conditions that assume the surface reaction rate is
irreversible and unimportant to the overall reaction rate (i.e. that it is relatively
fast compared to the mass transfer) are then stated:
For r = rE : C
S
O2
= CEO2 (2.49)
For r = rI : C
S
O2
= 0 (2.50)
where rE is the external radius and rI the radius of the reaction interface.
These boundary conditions can then be used to solve Eq. 2.48 for CSO2 :
CSO2 =
rEC
E
O2
(r − rI)
r (rE − rI) (2.51)
Then, Scott equates the reaction rate of oxygen with carbon to the rate of O2
diffusing to the reaction surface:
RC = −4pir2IαD
(
∂CSO2
∂r
)
r=rI
(2.52)
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where α is the effective porosity of the solid phase and D the molecular diffusivity
of O2.
The partial derivative of CSO2 can then be evaluated at the reaction interface
to give:(
∂CSO2
∂r
)
r=rI
=
rEC
E
O2
rI (rE − rI) (2.53)
which, when substituted into Eq. 2.52, gives the oxidation rate limited by internal
diffusion:
RC =
4pirEαDrIC
E
O2
(rE − rI) (2.54)
Using the above reaction rate, Scott was then able to describe the shrinking
radius of the UC sphere, and hence the reaction completion time, through the
following equation:
drI
dt
= − RC
AUC ρ˙UC
(2.55)
where ρ˙UC is the molar density of the UC pellet in g gmol
-1. The factor of 2 is
included to represent the stoichiometry of the reaction equation, 2C+O2 → 2CO,
as RC is the rate of O2 consumption rather than UC.
Note that these equations are one dimensional considering only spherical pel-
lets. The models produced may require elaboration on Scott’s work to model a
2D system that allows the pellet to be considered as a cylinder rather than a
sphere; a shape more common in current fuel pellets.
Scott assumes that the surface reaction rate will be irrelevant once external
diffusion is considered making the external diffusion the controlling factor. This
may be the case, as mentioned in Section 2.4.5, however the surface reaction rate
may still have a small effect on the overall rate, especially at the beginning of
the oxidation prior to the oxide layer reaching a significant thickness. External
diffusion, and hence a dependence on kg, are also not included in this model.
The models constructed in this work will aim to calculate the actual O2 dis-
tribution through the porous oxide layer instead of applying the boundary con-
ditions in Eqs 2.49 and 2.50. They also will not separate the reaction rates based
on internal and external diffusion, but combine them into one system.
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Figure 2.12: A diagram of the dissolution of a UC sphere in HNO3.
The secondary oxidation of CO to CO2 in the bulk gas and the effects it has
on the bulk gas composition and temperature will also be considered.
2.5 Dissolution
Rather than pre-oxidising the spent UC fuel to its oxide form, another possibility
is to dissolve the pellet in nitric acid and then remove the soluble organics from
the solution. This section of the literature review will consider the dissolution
process itself in line with what is to be modelled. Methods of removing the
organics from the solution will be discussed briefly, however.
Similarly to the review of oxidative methods, a brief discussion of the theory
of liquid-solid reactions is included.
2.5.1 Liquid-solid and solid dissolution reactions
The reaction between any fluid and a solid is generally dependent on mass transfer
(Fogler, 1999). In the case of a solid dissolving in a liquid, there are a number of
mass transfer processes that must be considered.
At time t ≤ 0, before the dissolution reaction has begun, the solid, UC in
this case, is surrounded by an external liquid film layer as illustrated by the
left side image in Figure 2.12. This layer presents the first region across which
mass transfer occurs. In order for the dissolution to begin, HNO3 molecules must
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diffuse through this layer to reach the UC surface. Fick’s 1st law can be used to
calculate the flux of nitric acid across this external boundary in terms of the bulk
HNO3 concentration, C
B
HNO3
(Fogler, 1999):
For r = rC :
De
∂CHNO3
∂r
= kg
(
CBHNO3 − CSHNO3
)
(2.56)
where r is the radial position in m, rC is the radius of the solid and any dissolved
UC present, CHNO3 is the concentration of nitric acid in mol m
−3, CSHNO3 is the
nitric acid concentration at the solid surface, De is the diffusivity of nitric acid
through the film layer in m2 s−1 and kg is the mass transfer coefficient across the
film layer in m s−1.
Once the HNO3 has reached the solid surface and adsorbed onto it, the surface
reaction can begin. The reaction can be assumed to only occur at the surface,
given that the theoretical density of the carbide pellets used in the remainder
of the literature review is generally > 95 % leaving little to no porosity. If the
surface reaction kinetics are assumed to be first order with respect to both UC
and HNO3, it can be represented by the general reaction rate (Missen et al.,
1999):
For r = rS:
RC = kdAC
S
HNO3
(2.57)
where rS is the radius of the solid surface, RC is the rate of HNO3 consumption
at the surface in mol s−1, kd is the surface reaction rate coefficient in m s−1 and
A is the surface area of the solid in m2.
The surface reaction between UC and HNO3 causes the UC to dissolve. The
reaction products desorb from the solid surface and begin to diffuse away from
the surface into the solution. The dissolved UC now surrounding the pellet,
diffusing away from the pellet according to the concentration gradients, presents
an extra barrier to the HNO3 diffusing toward the solid surface (see Figure 2.12).
The diffusion of HNO3 through the layer of dissolved UC can be expressed using
Fick’s 2nd law, written as (Missen et al., 1999):
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For rS ≤ r ≤ rC :
∂CHNO3
∂t
= De
(
∂2CHNO3
∂r2
+
2
r
∂CHNO3
∂r
)
(2.58)
If Eq. 2.56 is taken to be the boundary condition for Eq. 2.58 at r = rC ,
then the provision of a boundary condition at r = rS would provide a complete
description of the mass transfer of HNO3 to the solid surface. This can be done
using the rate coefficient from Eq. 2.57, kd, to account for the rate at which
HNO3 is being used up at the solid surface:
For r = rS:
De
∂CHNO3
∂t
= kdC
S
HNO3
(2.59)
The solution of Eqs. 2.56, 2.58 and 2.59 would therefore provide the HNO3
distribution from the bulk liquid to the solid surface, and hence allow a calculation
of the dissolution rate.
2.5.2 Dissolution in nitric acid
This dissolution reaction of UC in HNO3 was briefly discussed in Section 2.3 but
with a focus on the carbon content remaining in the solution and the ramifications
that had for the Purex process. This section will be more concerned with attaining
a better understanding of the reaction kinetics and mechanism of the dissolution
in order to model it accurately.
Ferris and Bradley (Ferris et al., 1964) dissolved 1 g to 4 g UC samples at 90 ◦C
in 2 M to 16 M HNO3. They observed that the dissolution will not occur in dilute
concentrations of HNO3, 0.001 M to 0.5 M, but will proceed at concentrations
greater than 1 M and proceeds rapidly between 2 M to 16 M. From visual obser-
vation, they concluded that the dissolution of the UC sample was complete when
the gas evolved over time plot, Figure 2.13, changed abruptly. Further gas release
beyond this point is due to oxidation of the soluble organics in the solution. The
total dissolutions times at different HNO3 concentrations are displayed in Table
2.12, and it can be observed that increasing the nitric acid concentration has a
large effect on the reaction completion time.
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Figure 2.13: Gas evolution of the reactions of 1 g to 4 g specimens of UC with
HNO3 solutions at 90
◦C carried out by Ferris and Bradley (Ferris et al., 1964).
Table 2.12: The effect of HNO3 concentration on the dissolution completion time
at 90 ◦C (Ferris et al., 1964).
HNO3 conc.
(M)
Dissolution time
(h)
2 10
4 3
7 2
10 1.5
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Figure 2.14: Dissolution curves of powdered, 1 g UC samples at different nitric
acid concentrations (Maslennikov et al., 2009).  2 M,  3 M, 4 4 M and ◦ 6 M.
Maslennikov et al. (Maslennikov et al., 2009) dissolved ∼1 g samples of pow-
dered UC in 2 M to 6 M HNO3 at 22
◦C. It was found that the production of
nitrous acid (HNO2) by the reaction in Eq. 2.60 catalyses the dissolution increas-
ing the rate rapidly.
UC
NO−3 ,kNO−3−−−−−−−→ U(V I) +NIOC + CO2 +HNO2 (2.60)
where NIOC represents non-identified organic compounds and kNO−3 is a rate
constant for the dissolution of UC by HNO3.
The catalysis by HNO2 leads to induction periods and S-shaped curves at
lower nitric acid concentrations (≤ 4 M), as illustrated in Figure 2.14, due to
the reaction not accelerating until a significant quantity of HNO2 is produced
in the solution (Maslennikov et al., 2009). Figure 2.15 is a plot of the HNO2
concentration over time at different HNO3 concentrations, that when combined
with Figure 2.14, helps to confirm this suggestion.
The dissolutions carried out by Maslennikov et al. appear to happen a lot
faster than those by Ferris and Bradley (Ferris et al., 1964), despite the lower
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Figure 2.15: Production curves of HNO2 at different initial nitric acid concentra-
tions (Maslennikov et al., 2009).  2 M,  3 M, 4 4 M and ◦ 6 M.
HNO3 concentrations and the significantly lower temperature. This may be be-
cause Maslennikov uses a powdered UC sample. However, it is not clear what
form the UC sample used by Ferris and Bradley is in to confirm this.
2.5.2.1 Reaction mechanism
The exact reaction mechanism of the dissolution of UC in HNO3 is difficult to
identify due to the large variety of reaction products and different dissolution
reactions. A significant feature, however, is the rapid catalysis of the dissolution
by HNO2 produced by the dissolution with HNO3.
In addition to Eq. 2.60, Maslennikov et al. describe the dissolution of UC by
different species in solution by the following equations (Maslennikov et al., 2009):
UC
nHNO2 ,kHNO2−−−−−−−−→ U(V I) +NIOC + CO2 +NO (2.61)
UC
nO2 ,kO2−−−−−→ U(V I) +NIOC + CO2 (2.62)
UC
nH2O,kH2O−−−−−−→ U(V I) +NIOC +H2 + CH4 (2.63)
UC
nH+ ,kH+−−−−−→ U(V I) +NIOC +H2 + CH4 (2.64)
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where kHNO2 , kO2 , kH2O and kH+ are the rate constants of UC dissolution by the
respective species and nHNO2 , nO2 , nH2O and nH+ are the reaction orders.
Maslennikov et al. observed from the dissolution of UC in HClO4 that the
contribution of the dissolution rates from Eqs. 2.62 and Eqs. 2.63 was negligible,
meaning that the dissolutions to be considered are those with HNO3 and HNO2.
Glatz et al. (Glatz et al., 1990) proposed a two-stage reaction mechanism and
defined a stoichiometric equation for each. Initially, HNO3 reacts with the UC
pellet to produce HNO2, the slower stage responsible for the induction period,
followed by the reaction of UC with both HNO3 and HNO2.
UC(cr) + 7HNO3(sln)→
{UO2(NO3)2 + 5HNO2 + H2O}(sln) + CO2(g) (2.65)
UC(cr) + {10HNO2 + 2HNO3}(sln)→
{UO2(NO3)2 + 6H2O}(sln) + {CO2 + 10NO}(g) (2.66)
where cr, sln and g stand for crystal, solution and gas respectively.
Whilst the reaction mechanism represented in Eqs. 2.65 and 2.66 maybe a
simplification (no organics compounds are mentioned as reaction products, for
example), it is a necessary one if a realistic model is to be constructed. The
important aspect with respect to a dissolution model is that Glatz et al. provide
a stoichiometry for the two reactions, meaning that the volume of HNO3 and
HNO2 required to dissolve a UC pellet of a certain mass can be calculated.
2.5.3 Dissolution models
The following section will detail UC dissolution models found in literature, as well
as some models that describe the dissolution of a UO2 pellet via fragmentation
as this physical mechanism would be largely similar for a UC pellet.
Fukusawa and Ozawa (Fukasawa & Ozawa, 1986) studied the dissolution of
unspent UO2 pellets in nitric acid, taking in careful consideration of the porosity
of the pellets. It was found that the changing surface area during the reaction
greatly influenced the reaction speed.
43
2.5 Dissolution
Figure 2.16: The surface area of a UO2 pellet changing during dissolution in
HNO3. Line a assumes uniform dissoltution while line b assumes a constant
dissolution rate (Fukasawa & Ozawa, 1986).
Figure 2.16 is a plot of two curves, a and b, of the normalised effective surface
area (S/S0) against the dissolved fraction of the oxide pellet. In curve a, where
the assumption is made that the pellet dissolves uniformly from the surface,
the effective surface area decreases slowly until reaction completion. Curve b,
however, assumes that the dissolution rate per unit effective surface area was
constant, and shows a rapid increase in surface area as the smooth surface of
the pellet is eroded to form pores. It then decreases rapidly as well as the pellet
dissolves. The dots are experimental data plots, and line up much more accurately
with curve b, the one with the constant dissolution rate per unit effective surface
area.
The data points were taken by removing the pellet from the nitric acid at
certain stages of dissolution and measuring its surface area by the submersion or
mercury impregnation methods (Fukasawa & Ozawa, 1986).
The submersion method involves weighing the pellet after the nitric acid has
been dried (W1), while it was placed in distilled water (W2) and after it had been
removed from the water and had the surface water removed (W3). The open
porosity ratio, , was then calculated as:
 =
porosity volume
porosity + pellet volume
=
W3 −W1
W3 −W2 (2.67)
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The effective surface area could then, using the open porosity ratio, be ex-
pressed as:
S = S0
[
(1− x)2/3 + 49.68(1− x)
1− 
]
(2.68)
where S is the effective surface area in m2, S0 is the initial surface area also in
m2 and x is the dissolved fraction.
The mercury impregnation method involves submerging the pellet in mercury
and gradually applying pressure. The pore radius is calculated by:
P∆X = −2σcosθ (2.69)
where P is the pressure applied, Pa, ∆X is the pore radius, m, σ is the surface
tension of mercury, kg m s−2, and θ is the contact angle between the mercury and
the sample (130◦).
Knowing the pore radius, the surface area of the pellet can then be calculated
from the volume of mercury in the pores:
S =
2Vg
∆X
(2.70)
where Vg is the volume of mercury in the pores, m
3.
The equation Fukusawa and Ozawa use for the initial dissolution rate is (Fuka-
sawa & Ozawa, 1986):
R = 6.3× 107M2.8exp(−15.2/KT ) (2.71)
where R is the initial dissolution rate, mg cm−2 min−1, M is the initial HNO3
concentration, mol l−1, K is the ideal gas constant, cal K−1 mol−1, and T is the
absolute temperature, K.
The apparent activation energy for the dissolution is contained in the above
Arrhenius expression as 15.2 cal mol−1. It is doubtful, however, that this value
would be the same for the dissolution of a carbide pellet.
From the fact that curve b (Figure 2.16) aligns well with the experimental
data, Fukusawa and Ozawa conclude that the dissolution rate per unit surface
area, R, is constant throughout the dissolution process (Fukasawa & Ozawa,
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Figure 2.17: Simulations of the dissolution of UO2 pellets in HNO3 compared to
experimental data (Fukasawa & Ozawa, 1986).
1986). This is an important and helpful consideration to take when constructing
the dissolution model.
In order to model how the rate of reaction then slows as the pellet’s surface
area depletes, the rate in Eq. 2.71 must be made dependent on surface area.
Fukusawa and Ozawa use the following equation to this end:
∆Wi = RS∆t (2.72)
where ∆Wi is the change in weight of the dissolving pellet, mg, over the time
period ∆t, min.
Figure 2.17 is a plot of the S-shaped dissolution curves produced from such
a model, and compares them to experimental data (Fukasawa & Ozawa, 1986).
The reaction rate speeds up at first due to the increasing surface area as the
smooth surface is eroded, and then decreases as the UO2 depletes, aligning with
curve b in Figure 2.16. Increasing the concentration of the nitric acid, expressed
in Figures 2.16 and 2.17 as normality, N , decreased the dissolution completion
time.
The model proposed by Fukusawa and Ozawa, therefore, offers a good de-
scription of the dependence of the dissolution rate on the changing surface area
of the pellet. Unfortunately, it doesn’t consider the effect that nitrous acid has on
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the reaction kinetics, an effect also important in the dissolution of UO2, meaning
it may be limited.
Hodgson (Hodgson, 1987) produced a similar model on the dissolution of UO2
that also focuses on physical, rather than kinetic, aspects of the reaction. Hodgson
suggests the dissolution occurs by penetration of the acid along cracks of grain
boundaries in the pellet. The model gives the same s-shaped curves as shown in
Figure 2.17, but describes a dissolution process controlled by the propagation of
the dissolution front along a crack.
The fuel pellet is considered to be made up of dissolving grains that have been
exposed to the acid and non-dissolving grains which have not yet been exposed.
At any instant, the reaction rate is proportional to the weight of fuel exposed at
that instant (Hodgson, 1987):
d∆m(t)
dt
=
me(t)
θ
(2.73)
where me is the instantaneous mass of fuel exposed to the acid, kg, ∆m is the
total mass of fuel dissolved up to time t, kg, and 1/θ is a dissolution rate constant,
s−1.
The dissolution of fuel exposes more fuel grains to dissolution. The propa-
gation of dissolution along a crack is assumed by Hodgson be proportional to
the ratio of exposed to unexposed fuel, and the rate at which fuel is exposed is
proportional to the dissolution rate:
dmu(t)
dt
= −f me(t)
θ
mu(t)
me(t)
= −f mu(t)
θ
(2.74)
where mu is the mass of unexposed fuel at time t, kg, and f is a dimensionless
constant. For an ideal fuel with uniformly dispersed grains, f = 1.
Exposed fuel is removed according to Eq. 2.73 and created according to Eq.
2.74. A mass balance then gives the rate of change of exposed fuel as (Hodgson,
1987):
dme(t)
dt
= f
(
mu(t)
θ
− me(t)
θ
)
(2.75)
Eqs. 2.73 and 2.75 are then computed for a specific rate constant, θ.
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Figure 2.18: Dissolution curves of UO2 pellets at different temperatures (Hodg-
son, 1987).
The general solution, expressed as the fraction of fuel dissolved, is given in
Eq. 2.76. Note an ideal fuel is assumed (i.e. f = 1).
∆m(t)
m0
= 1−
(
t
θ
+ 1
)
exp
(
− t
θ
)
(2.76)
where m0 is the initial mass of fuel, kg.
Hodgson then fits Eq. 2.76 to experimental data of UO2 pellets being dissolved
in HNO3 at different temperatures (Hodgson, 1987), as illustrated in Figure 2.18.
Different rate constants are deduced from the fits, and the typical S-shaped dis-
solution curve can be observed.
The final model to be considered the product of Maslennikov et al. (Maslen-
nikov et al., 2009), published in tandem with the experimental data displayed in
Figures 2.14 and 2.15.
A more kinetic approach is considered, with the focus being on the reaction
rate dependent on the concentration of two main reacting species, HNO3 and
HNO2. As such, the concentration of both in the solution also requires calculating.
The overall equation for the fraction of UC powder dissolved is given as:
∆m(t)
m0
=
(
kH+
[
H+
]nH+ + kHNO2 [HNO2]nHNO2 + kNO−3 [NO−3 ]nNO−3 ) tn (2.77)
where ∆m(t) is the mass of UC dissolved at time t, g, m0 is the initial mass, g,
kH+ , kHNO2 and kNO−3 are the rate constants dependent on H
+ ions, HNO2 and
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NO3
- ions respectively, min−1, nH+ , nHNO2 and nNO−3 are partial reaction orders
and n an additional reaction order.
Maslennikov then considers specifically the dissolution in an HClO4-HNO2
solution, calculating the decreasing HNO2 concentration as an exponential decay
(Maslennikov et al., 2009):
[HNO2]t = [HNO2]0 exp
(
−kSD
NO−3
t
)
(2.78)
where [HNO2]t is the HNO2 concentration at time t, [HNO2]0 is the initial
concentration and kSD
NO−3
is a rate constant for the depletion on HNO2, min
−1.
Whilst Eq. 2.78 is not accurate for the dissolution of UC in HNO3 it is thought
that a similar representation could be used to match the curves in Figure 2.15. For
example, reversing the sign of the rate constant to give an exponential increase
in the HNO2 concentration over time, followed by a roughly linear decrease.
For the dissolution in the HClO4-HNO2 , Maslennikov et al. track the HNO3
concentration by using the equilibrium in Eq. 2.79.
3HNO2 
 NO−3 + 2NO +H+ +H2O (2.79)
Combined with the rate of change in the HNO2 concentration, the stoichiom-
etry of Eq. 2.79 is used to calculate the time dependent HNO3 concentration
(Maslennikov et al., 2009):[
NO−3
]
t
= kNO−3 −
[HNO2]0
3
exp
(
−kSD
NO−3
t
)
(2.80)
Given that the contribution to the reaction rate by the H+ ions is negligible
(Maslennikov et al., 2009), Eqs. 2.80 and 2.78 then allow the solution of Eq. 2.77
and hence a calculation of the reaction rate.
Unfortunately, the partial rate constants and reaction orders provided by
Maslennikov et al. relate to the dissolution in the HClO4-HNO2 solution, meaning
that for this model to be applied to HNO3, experimental data would be required
to fit the necessary parameters.
Maslennikov et al. carried the dissolutions out at one temperature only, mean-
ing that the dependence of the reaction kinetics on temperature is not included
in this model. Also, the concentration range considered is also quite narrow,
meaning that dissociation effects of the acids that occur at higher temperatures
and concentrations are not included.
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2.6 Applicable modelling techniques
This section of the literature review is concerned with examining modelling meth-
ods potentially applicable to this investigation. Of particular interest are codes
that are able to simulate the packing of solid structures that would allow batch
processing of UC fuel pellets to be considered, and codes that simulate fluid flow
enabling the inclusion of flow into the models produced.
Efforts are made in the following sections to briefly examine the different
computational methods available for packing and flow modelling with a view to
determining the most applicable technique to this investigation.
2.6.1 Packing algorithms
A packing algorithm, in this context, is a computational method designed to
simulate the arranging of a number of particles into a specified volume. Such
algorithms have a wide range of application to engineering and industry, and so
there exists a variety of different methods (Cumberland & Crawford, 1987; Gray,
1968). Packing algorithms, strictly, refers to the class of computational meth-
ods aiming to generate a packed structure within only geometric constraints.
Therefore, the simulation of the physical processes occurring such as gravity and
inter-particle effects, that would perhaps be modelled through molecular dynam-
ics (MD) or discrete element method (DEM) modelling, can be ignored (Jia &
Williams, 2001). This methodology is preferred due to its relative computational
ease and that the scope of this investigation requires only a simple packing; for
example, a handful of cylinders arranged within a vessel.
There are a large number of packing algorithms in publication coming in three
basic forms as described by Jia and Williams in a review of geometric packing
algorithms (Jia & Williams, 2001):
1. Ballistic algorithms. Particles follow defined trajectories to meet a resting
place within the packing. An advantage of this method is its computational
efficiency but it can be difficult to implement for containers with complex
geometries. A good example of a ballistic packing algorithm for hard spheres
is given by Webb and Davis (Webb & Davis, 2006).
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2. Random placement algorithms. Particles are inserted individually into the
packing at a random position. If an incoming particles does not overlap with
one already in place, it is allowed to stay and added to the packing. Given
its simplicity, this method is easily implemented but can be time consuming.
Davis and Carter published such an algorithm designed to calculate packing
fractions of arbitrarily sized and arbitrarily dense spherical particles (Davis
& Carter, 1990).
3. Growth algorithms. Packing is produced by number of ‘growing’ points
within it. Points are allowed to grow until reaching a set size or coming
into contact with another point. A difficulty often faced by this method
is an uneven size distribution caused by some points having more room to
expand into. Kansal et al. describe a growth model where polydisperse,
hard spheres expand to form a dense packing (Kansal et al., 2002). In this
case, the difficulty of the resulting particle size distribution is controlled by
making the growth rate proportional to the particle’s initial radius.
The vast majority of algorithms of these forms in publication are limited
to the packing of analytical, regular shapes such as spheres (Berryman, 1983;
Davis & Carter, 1990; Kansal et al., 2002; Nolan & Kavanagh, 1992; Soppe, 1990;
Webb & Davis, 2006) and cylinders (Coelho et al., 1997; Nolan & Kavanagh,
1995), making it difficult to pack arbitrary shapes and possibly requiring the use
of different algorithms for different shapes. Since the use of packing algorithms
in this investigation is to pack UC fuel pellets, and although they will likely
be in cylindrical form, it would be preferable to be able to consider a variety of
geometries. Therefore, a highly versatile algorithm presented by Jia and Williams
(Jia & Williams, 2001) that employs a digital approach to packing is chosen for
use.
By digitising both the input structures and the container into collections of
pixels for two-dimensional packing or voxels for three-dimensional cases, almost
any arbitrarily shaped structure can be packed into an arbitrarily shaped con-
tainer. Such an algorithm would then be highly flexible in simulating different
processing methods for the batch oxidation of UC fuel. The details of the algo-
rithm itself are included as a part of the methodology chapter of this thesis, in
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Section 3.2.1. Furthermore, the algorithm is wholly interoperable with a digital
DEM packing algorithm by Caulkin et al. (Caulkin et al., 2009), allowing scope
for a more complex, physically realistic packing should one become desired. The
DEM algorithm works by calculating the forces the particles exert on each other
and the forces between the particles and the container walls. This is achieved
by allowing minor overlap between the solids upon contact and calculating the
resulting force exerted from the spring-dashpot model (Xu et al., 2006):
Fn,t = (−kn,tσn,t − ηn,tνn,t) n¯n,t (2.81)
where F is the force from a pixel-pixel or voxel-voxel contact, k is the stiffness, σ
the overlap, η the dumping coefficient and ν is the relative velocity component.
The subscripts n and t denote that each property has component in the normal,
n¯n, and tangential, n¯t, directions, respectviely (Caulkin et al., 2009; Xu et al.,
2006).
Due to this inclusion of particle interaction forces, the DEM algorithm is not
only capable of more accurate packing structures but also able to include physical
processing phenomena such as stirring, shaking and vibrating containers.
2.6.2 Fluid flow modelling
There are a huge variety of mathematical and computational tools available for
simulating fluid flow around solids, together constituting the highly active field
of computational fluid dynamics (CFD). Therefore, a user has to choose which
method is expected to provide the most accurate solution to their specific scenario.
This following section will describe a number of CFD methods used to model
turbulent flows, outlining their general advantages and disadvantages and some
of their applications. A conclusion will then be drawn on which method is the
most appropriate for this investigation.
2.6.2.1 Direct numerical simulation (DNS)
The vast majority of the CFD methods aim to solve the Navier-Stokes (NS)
equations that describe the motion of viscous fluids (Caboussat et al., 2011; Moin
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& Mahesh, 1998), derived from Newton’s second law and expressed in tensor
notation as (Ferziger & Peric, 2012; Tu et al., 2008):
∂ui
∂t︸︷︷︸
local acceleration
+ uj
∂ui
∂xj︸ ︷︷ ︸
advection
= − 1
ρ
∂p
∂xi︸ ︷︷ ︸
pressure gradient
+ v
∂2ui
∂xj∂xj︸ ︷︷ ︸
diffusion
(2.82)
with the continuity equation included as:
∂uj
∂xj
= 0 (2.83)
where xi, with i = 1, 2, 3, are the Cartesian coordinates, ui is the fluid velocity
component in the i direction, t the time, v is the kinematic viscosity, ρ is the fluid
density and p the pressure. Where two of the same index occur in the same term,
e.g. the advection term, it is implied by tensor notation to sum the effects in each
Cartesian coordinate. Note that this formulation of the Noyes-Whitney equations
assumes that the fluid is incompressible and therefore has constant density.
When considering turbulent flows, it is impossible to find an analytical solu-
tion to the NS equation. A numerical solution is therefore required, and can be
found using a method known as DNS to directly discretise the NS equations and
solve using finite difference or finite element methods (Caboussat et al., 2011;
Moin & Mahesh, 1998). Such an all-inclusive solution requires solving the NS
equations at all scales of motion, hence requiring finite difference meshes, or grids,
across the domain to be extremely fine in order to capture the smallest scales of
motion (Caboussat et al., 2011) making it computationally laborious. Given that
increasing the Reynolds number, the measure of flow turbulence, increases the
range of scales of motion, DNS is only feasible with current computational tech-
nology only at low Reynolds numbers and with simple geometries (at which it
is very accurate). DNS is therefore extremely limited in its application to engi-
neering problems and is as such rarely used despite being the most conceptually
simple solution to the NS equations (Ferziger & Peric, 2012). It does, however,
experience some use as a research tool to examine specific issues such as the effects
of compressibility and combustion on turbulent flows (Ferziger & Peric, 2012).
The flow systems that would be applied in this work would involve the flow of
air of HNO3 around one or many UC pellets. The flow rate would likely be low,
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but the complex geometry of a packed bed of pellets may result in DNS being
overly computationally expensive so it is unlikely to be used. It remains worthy
of inclusion though due to its importance in understanding how and why other
CFD methods are developed.
2.6.2.2 Large eddy simulation (LES)
LES is a CFD method designed to ease the computational expense of solving the
NS equations by removing the need to solve explicitly at every scale. A spatial
filter of a size relative to the computational grid size of a particular simulation
is applied, and only the set of scales larger than the spatial filter are calculated
explicitly with numerical methods (Moeng & Sullivan, 2002). The smaller scales,
termed the subgrid-scale (SGS), are modelled to give an estimated solution. The
concept of LES makes two important assumptions (Caboussat et al., 2011):
• Most flow features are governed by the larger scale effects.
• Small-scale turbulences tend to local isotropy, i.e. are orientation indepen-
dent, meaning general models can be applied.
The use of SGS models to shoulder some of the computational weight makes
LES a preferable and more viable alternative to DNS for flows with higher
Reynolds numbers and/or more complex geometries. The most widely used SGS
models for LES simulations are the Smagorinsky-Lilly and Deardorff’s turbulence
kinetic energy models described in an LES review by Moeng and Sullivan (Moeng
& Sullivan, 2002), and a slightly more sophisticated, dynamic model by Germano
et al. (Germano et al., 1991).
The following mathematical description of LES is taken largely from the book
Computational methods for fluid dynamics by Ferziger and Peric (Ferziger &
Peric, 2012). The spatial filter used in LES is applied mathematically by defining
the quantities requiring precise computation rather than SGS modelling. This
is done by filtering the velocity field, a process in which the large scale field is
taken to be a local average of the complete velocity field. The filtered velocity is
defined as:
u¯i(x) =
∫
G(x, x′)ui(x′) dx′ (2.84)
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where G(x, x′) is a function called the filter kernel. Examples are Gaussian func-
tions, a box filter (a simple local average) and a cutoff (a filter eliminating Fourier
coefficients above a specified cutoff). Every filter has a designated length scale,
∆. Flow phenomena, such as eddies, with a scale of motion larger than ∆ are
computed numerically whilst those with a smaller scale of motion are modelled.
Applying this velocity filtering to the momentum conservation NS equation
results in:
∂(ρu¯i)
∂t
+
∂ρuiuj
∂xj
= − ∂p¯
∂xi
+
∂
∂xj
[
µ
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)]
(2.85)
Since uiuj 6= u¯iu¯j, the left side of Eq. 2.85 is not easily solved. Therefore the
concept of subgrid-scale Reynolds stress, τ si,j, must be introduced:
τ si,j = −ρ (uiuj − u¯iu¯j) (2.86)
SGS Reynolds stress physically represents the large scale momentum flux
caused by the small scale flow effects acting on the fluid. It is approximated
using the SGS models mentioned previously, which compute it by considering
properties of the local large scale velocity field and the past history of the fluid.
The Smagorinsky model (Smagorinsky, 1963), for example, is an eddy viscosity
model that assumes the principal effects of SGS Reynolds stress are on dissipation
and transport of the fluid. As these phenomena are dependent on viscosity, the
SGS Reynolds stress can be computed using the eddy viscosity and the strain
rate of the large scale velocity field. For the sake of the brevity of this literature
review, this SGS model and others will not be discussed in much further detail
but detailed descriptions are easily available (Ferziger & Peric, 2012; Germano
et al., 1991; Moeng & Sullivan, 2002; Smagorinsky, 1963).
Similarly to DNS, the computational cost of LES rises significantly with
Reynolds number as significant proportion of the length scales still require ex-
plicit solution. However, due to the approximation of the SGS scales, it is much
more widely used. For example, it is frequently used in simulating turbulence
in the Earth’s atmosphere (Kumar et al., 2006; Speziale, 1991), turbulent flow
through jet engines (Blin et al., 2003) and in modelling impinging jets (Tsub-
okura et al., 2003). However, it is still a concern that LES modelling may also
be unnecessarily computationally expensive for this investigation.
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Figure 2.19: Time averaging of a steady flow (left) compared to ensemble aver-
aging of an unsteady flow (right). Taken from Computational methods for fluid
dynamics by Ferziger and Peric (Ferziger & Peric, 2012).
2.6.2.3 Reynolds-averaged Navier-Stokes equations (RANS)
The RANS method attempts to lower computational cost yet further by not ex-
plicitly solving the NS equations at all, and instead averaging every fluid variable
over time (Ferziger & Peric, 2012; Gatski & Bonnet, 2009). Turbulence models
are then introduced to ‘close’ the equations generated by averaging variables in
the NS equations. Again, the book Computational methods for fluid dynamics
by Ferziger and Peric (Ferziger & Peric, 2012) is used to in the following section
to provide a mathematical explanation of RANS modelling.
The averaging method applied depends on whether the simulated flow is
steady or unsteady. For a steady flow, every variable can be expressed as the
sum of its time averaged value and a fluctuation about that value. Take a vari-
able φ, representing a conserved property per unit mass of the fluid:
φ(xi, t) = φ¯(xi) + φ
′(xi, t) (2.87)
where the time averaged component is calculated as:
φ¯(xi) = lim
T→∞
1
T
∫ T
0
φ(xi, t) dt (2.88)
where t is time and T the time averaging interval. T must be large with respect
to the fluctuation intervals in order to provide a reasonable approximation.
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If the flow is unsteady, averaging of fluid variables over time is not possible.
Instead, ensemble averaging must be carried out. The differences in the two
concepts is illustrated in Figure 2.19. The ensemble averaged component of Eq.
2.87 is calculated as:
φ¯(xi, t) = lim
N→∞
1
N
N∑
n=1
φ(xi, t) (2.89)
where N is the number of members in the ensemble and must be large enough to
eliminate the effects of fluctuations.
The term Reynolds averaging is used to refer to either of these forms of av-
eraging, and applying it to the NS equations gives the RANS equations. The
momentum conservation RANS can be expressed for incompressible flows in ten-
sor form as:
∂(ρu¯i)
∂t
+
∂
∂xj
(
ρu¯iu¯j + ρu′iu
′
j
)
= − ∂p¯
∂xi
+
∂τi,j
∂xj
(2.90)
where τi,j is the Reynolds stress tensor given as:
τi,j = µ
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
(2.91)
The averaged conservation equation is expressed as:
(∂u¯i)
∂xi
= 0 (2.92)
The RANS equations, however, cannot be solved as they are not yet closed:
there are more variables than equations. Closure, and hence solution, is achieved
through the application of one of many turbulence models to approximate the
Reynolds stress term, τi,j, similar to the application of SGS models in LES.
Eddy viscosity models are again one such applicable method for modelling the
Reynolds stress, resting on the same idea that the viscosity of a flow mediates
it’s momentum, mass transport and energy etc. Further models of increasing
complexity such as the k−  (Mohammadi & Pironneau, 1993) and k− l (Mellor
& Herring, 1973) models are discussed in detail in a review of RANS turbulence
models by Speziale (Speziale, 1991).
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Of the three CFD methods mentioned thus far, RANS is the most commonly
utilised on account of its versatility and relatively short computational times
whilst continuing to give satisfactorily accurate predictions. It finds application
in a huge variety of engineering disciplines, from wind turbine behaviour (Simms
et al., 1999) to preparing off-shore platforms for extreme weather (Oakley et al.,
2005). It therefore appears suitable for use in this work, but the lattice-Boltzmann
method is in fact preferred due to its compatibility with other modelling needs
as discussed in the following section.
2.6.2.4 Lattice-Boltzmann method (LBM)
The final CFD method to be outlined is LBM. LBM differs fundamentally from
conventional CFD methods in that instead of solving filtered or averaged NS
equations, it examines the physical phenomena occurring at the microscopic or
mesoscopic scales (Chen & Doolen, 1998). Averages of microscopic calculations
taken across a domain can then be used to predict macroscopic properties of a
flow, and in effect recover the NS equations. The mathematics behind LBM are
detailed in the methodology chapter of this work, in Section 3.2.2 on Page 72,
whilst this section will simply discuss the applications of LBM and its suitability
to this investigation.
LBM is can be applied to most CFD problems, but it is especially attractive
when considering complex geometries as will be done in this work when examining
fluid flow through a packing of fuel pellets (Chen & Doolen, 1998; Succi et al.,
1989). Put simply, this is a result of LBM essentially being a particle tracking
technique, and hence intricacies at fluid-solid boundaries can be handled easily
in terms of particle reflections and interactions (Succi et al., 1989). Making
an analogue between a packed structure of pellets and porous media, numerous
studies have been carried out using LBM in complex geometries showing excellent
agreement with experimental data (Ferreol & Rothman, 1995; Soll et al., 1994;
Spaid & Phelan Jr, 1997).
LBM is of further interest to this project as it has been shown to be easily
coupled to Jia and Williams’ (Jia & Williams, 2001) digital packing algorithm
by Caulkin et al. (Caulkin et al., 2012) creating an ideal tool to examine flow
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Figure 2.20: Validation of the digital packing algorithm and subsequent LBM
simulations through the packing (Caulkin et al., 2012).
Figure 2.21: Cross sectional images of fluid flow through packed cylinders (a),
Raschig rings (b) and trilobe pellets (c) (Caulkin et al., 2012).
through a packing of UC fuel pellets. Figure 2.20 is a plot published by Caulkin
et al. (Caulkin et al., 2012) of the validation of both the packing algorithm
and subsequent flow through it simulated using LBM against data by Mantle
et al. (Mantle et al., 2001), showing good agreement. Figure 2.21 illustrates
the capability of this technique by provide velocity profiles of fluid flow through
various packings, and demonstrating how it is ideally suited for the purposes of
this investigation (Caulkin et al., 2012).
59
2.7 Concluding remarks
2.7 Concluding remarks
The literature review detailed in this chapter has demonstrated the need for mod-
els that can accurately simulate the oxidation and dissolution of uranium carbide,
with neither process having a comprehensive model present in the literature.
The oxidation of UC, whilst reasonably well studied, requires further investi-
gation into a number of parameters due to contradicting reports on the activation
energy and the behaviour of the oxide product. In terms of a model for the pro-
cess, the only one found that relates to the particular oxidation was that by Scott
(Scott, 1966). This model, whilst a good basis for the models that may be pro-
duced in this work, leaves plenty of room for elaboration. For example, it assumes
an oxide layer is present which has been shown to not be the case at higher O2
concentrations (Mukerjee et al., 1994), and assumes a reaction product of only
UO2 with no higher oxides.
Despite there being a number of models for the dissolution of UO2, the only
model of the dissolution of UC is Maslennikov et al.’s. The rate constants used
in this model, however, pertain to the dissolution of UC in a different solution
to HNO3, HClO4-HNO2, and as such would require a different set of experimen-
tal data and some tweaks to the kinetic equations to be pertinent. A lack of
temperature dependence also limits the model’s applicability.
Therefore, it is deemed that accurate models produced for both the dissolution
of UC in HNO3 and the oxidation in air would be significant developments in the
field. The models present in the literature may be used as starting points, or it
may be decided that different approaches may be required. In any case, the aim
will be to produce models that are capable of providing more detailed simulations
of each process, factoring in a number of additional kinetic and physical processes
that have been shown to occur in the reactions. More advanced techniques and
software can also be applied to simulate the oxidation and dissolution under
different fluid flow rates and examining batch processes using a coupling of a
digital packing algorithm with LBM modelling.
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Methodology
The methods employed in this work, as outlined in Chapters 1 and 2, are entirely
computational, with experimental data either being taken from relevant pub-
lished literature or provided by collaborators. Different mathematical concepts
are explored and implemented using a variety of computational techniques.
The majority of the work is carried out through the application of finite dif-
ference methods to mathematical equations with a subsequent numerical solution
generated in original software. Other methods include the use of more general
commercial software to examine different aspects of the reaction processes or en-
hance the level of detail. The discussion of these methods comprises the content
of this chapter.
3.1 Finite difference methods
Science and engineering frequently use mathematics to calculate rates of change of
one variable, temperature or concentration for example, with respect to another,
such as time or spatial position. These rates of change are described by differential
equations, which can be either ordinary (ODEs, dependent upon one independent
variable) or partial (PDEs, dependent upon two or more).
However, it can often be extremely difficult to find analytical solutions for
differential equations, particularly the more complex PDEs. In these cases, it is
more practical to approximate a solution by applying finite difference methods.
The scope of this work requires the solution of both ODEs and PDEs, so an
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Figure 3.1: An example of different finite difference approximations of a function
around the point xi. The forward difference is coloured red, backward blue and
central difference in purple.
explanation of the most appropriate finite difference approximations for each
type of differential equation are included in the following sections.
3.1.1 Application to ODEs
Generally, finite difference methods estimate a solution to the differential equation
by discretising the values that the variable can take, as illustrated in Figure 3.1.
In Figure 3.1, a function with a single independent variable, f(x), is plotted. The
differential of f(x) is represented by the ODE expressed in Eq. 3.1.
df(x)
dx
= f ′(x) (3.1)
In order to calculate an approximate solution to the differential of f(x), x
is discretised into a finite number of values, from say x0 to xmax, allowing the
differentiation of f(x) between two points.
There are different methods of approximating f ′(xi), the solution between
these points, depending on which points are chosen to calculate the solution as
highlighted by the coloured lines in Figure 3.1,.
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The forward difference approximation of Eq. 3.1, i.e. the red dotted line in
Figure 3.1, would then be:
f(xi+1)− f(xi)
∆x
= f ′(xi) (3.2)
allowing an estimation of the solution of the differential at xi. ∆x is the size of
the increment between the discretised values of x.
The backward difference approximation (green) is expressed as:
f(xi)− f(xi−1)
∆x
= f ′(xi) (3.3)
and the central difference (purple) as:
f(xi+1)− f(xi−1)
2∆x
= f ′(xi) (3.4)
The accuracy of all three approximations is heavily dependent on the size
of the increment between values of x, ∆x. As it is reduced, the approximation
becomes more accurate. However, when these calculations become more complex,
the limit on reducing the increment size becomes how computationally expensive
the calculations become due to the increased number of ‘nodes’ across the domain
increasing the number of calculations required.
Different approximations can provide estimations of varying accuracy. For
example, from Figure 3.1, it is clear that the forward difference approximation
gives a closer fit to f ′(x) than that of the central difference. Choosing which
finite difference approximation to apply to a problem is therefore important and
highly contextual.
3.1.2 Application to PDEs
Finite difference approximations of PDEs require the discretisation of two or more
independent variables, resulting in the domain of the relevant PDE being reduced
to a multi-dimensional ‘mesh’. The complexity of the approximation and the
methods required to produce it depend upon the number of independent variables.
For the purposes of this work, the maximum number of independent variables in
a PDE reached is three, but this nonetheless requires different methodology than
having two independent variables.
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Figure 3.2: The discretisation of the domain of the function u(x, t) over the x− t
plane (Smith, 1965).
3.1.2.1 Two independent variables
Consider the following parabolic function, u(x, t):
∂u(x, t)
∂t
=
∂2u(x, t)
∂x2
(3.5)
It is dependent on two independent variables, x and t, representing posi-
tion and time respectively, and its two-dimensional discretisation is illustrated in
Figure 3.2. The positions of different nodes across this domain are given by a
combination of the two integers, i and j, where i = j = 0 at the origin, and the
increment sizes for each variable are given by ∆t and ∆x. Therefore, t = j∆t
and x = i∆x.
The solution of Eq. 3.5 via finite difference approximation involves expressing
unknown values of u across the mesh in Figure 3.2 in terms of known values of u
(Smith, 1965). This can be done in a number of finite difference methods, simi-
larly to the approximation of ODEs in the previous section. However, for the sake
of brevity, only three methods will be considered presently: the explicit method,
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Figure 3.3: Examples of different finite difference methods (Smith, 1965). The
known values are coloured black and the unknown in white.
the Crank-Nicolson (CN) implicit method and the fully implicit backward (FIB)
method.
Each different method uses a different combination of known and unknown
values of u, as illustrated in Figure 3.3. The initial known values are generally
defined in the initial conditions when these methods are applied to a problem.
The explicit method calculates the solution, i.e. an unknown value of u, at
one position using three known values of u. Applying the explicit method to Eq.
3.5 gives the following finite difference approximation (Smith, 1965):
ui,j+1 − ui,j
∆t
=
ui+1,j − 2ui,j + ui−1,j
∆x2
(3.6)
which then allows the unknown value, ui,j+1, to be expressed in terms of the
known values:
ui,j+1 = ui,j + ∆t
(
ui+1,j − 2ui,j + ui−1,j
∆x2
)
(3.7)
The CN method differs from the explicit method in that it uses the mean of
the finite difference approximations of ∂2u/∂x2 along j and j + 1:
ui,j+1 − ui,j
∆t
=
1
2
(
ui+1,j+1 − 2ui,j+1 + ui−1,j+1
∆x2
+
ui+1,j − 2ui,j + ui−1,j
∆x2
)
(3.8)
Grouping the unknowns of Eq. 3.8 on the left, and letting r = ∆t/∆x2, gives
(Smith, 1965):
− rui−1,j+1 + (2 + 2r)ui,j+1 − rui+1,j+1 =
− rui−1,j + (2 + 2r)ui,j − rui+1,j (3.9)
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The CN method, when applied to across the domain, gives a set of equations
similar to Eq. 3.9 that then require solving simultaneously to reach a solution
(Smith, 1965).
The FIB method takes the approximation of ∂2u/∂x2 at j + 1:
ui,j+1 − ui,j
∆t
=
ui+1,j+1 − 2ui,j+1 + ui−1,j+1
∆x2
(3.10)
resulting in three unknown values to one known value. Rearranging for these
unknowns gives:
−rui−1,j+1 + (2 + 2r)ui,j+1 − rui+1,j+1 = ui,j (3.11)
which again requires solving simultaneously with other equations of the same
form across the domain.
Each of these methods presents its own advantages and disadvantages. Of par-
ticular importance, however, is the convergence and stability of each. A solution
is convergent if reducing the increment sizes, ∆t and ∆x, towards zero causes the
approximated solution to tend towards the analytical solution. Stability refers
to whether or not the cumulative error introduced to the solution at each node
invalidates the solution and is also dependent upon the increment sizes.
In order for the explicit method to be stable, a small time step size (∆t) is
necessary for stability of the solution (Smith, 1965). The two implicit methods,
however, are convergent and stable for all finite values of ∆t/∆x2 (Smith, 1965).
Therefore, despite the increase in algebraic complexity demanded by the FIB and
CN methods, numerical solutions derived using them will be overall computation-
ally less expensive than those using the explicit method, as less calculations are
required for the same period of time.
Both the CN and FIB methods are employed in the course of this work,
but eventually the fully implicit backward method was preferred. This decision
was made in response to the complexity of the CN approximation considering
heat transfer at the boundary between two solids making the numerical solution
difficult. It was found that the more simple approximation given by the FIB made
the numerical solution significantly easier without compromising on the accuracy
of the solution significantly.
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Table 3.1: A comparison of the results provided by CN and FIB methods for the
heating of a UC pellet.
Surface Temperature (◦C)
Time (s) CN Method FIB Method
0 20.000 20.000
20 418.65 417.40
40 486.20 485.78
60 497.65 497.55
Table 3.1 and Figure 3.4 illustrate the results given by the CN and FIB meth-
ods when considering the thermal response of a spherical pellet under ambient
conditions exposed to a gas at a temperature of 500◦C. The difference in the
solutions calculated is negligible, justifying the use of the FIB method to ease the
difficulty of the numerical solution.
3.1.2.2 Three independent variables
The previous section dealt with a PDE that had a dependence on a single spatial
dimension, x, and time, t. However, if a transient system requires describing in
two spatial dimensions, PDEs associated with it could involve three independent
variables. Consider the following PDE:
∂u(x, y, t)
∂t
=
∂2u(x, y, t)
∂x2
+
∂2u(x, y, t)
∂y2
(3.12)
In order to generate a finite difference approximation to the solution of Eq.
3.12, it is necessary to discretise each independent variable: x, y and t. A sample
of the resulting mesh is illustrated in Figure 3.5, where x = i∆x, y = j∆y and
t = n∆t.
Applying the FIB method to Eq. 3.12 results in the following expression:
ui,j,n+1 − ui,j,n
∆t
=
ui+1,j,n+1 − 2ui,j,n+1 + ui−1,j,n+1
∆x2
+
ui,j,−1,n+1 − 2ui,j,n+1 + ui,j+1,n+1
∆y2
(3.13)
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Figure 3.4: Radial temperature profiles across a spherical UC pellet under ambi-
ent conditions when exposed to a gas at a temperature of 500 ◦C calculated using
the CN (red) and FIB (blue) finite difference methods.
Due to the larger number of unknowns present in the two-dimensional case
than in the one-dimensional, arranging Eq. 3.13 into those of the form of Eq.
3.11 and solving simultaneously cannot be done. Therefore, a method known as
the alternating directions method is applied (Smith, 1965).
Assume that at time t = n∆t, the solution to Eq. 3.12 is known. Then,
as opposed to applying the FIB method to both spatial derivatives, the FIB is
applied to only one for the solution at the time step n+ 1, ∂2u/∂x2 in this case,
and the other, ∂2u/∂y2, is approximated explicitly:
ui,j,n+1 − ui,j,n
∆t
=
ui+1,j,n+1 − 2ui,j,n+1 + ui−1,j,n+1
∆x2
+
ui,j,−1,n − 2ui,j,n + ui,j+1,n
∆y2
(3.14)
The number of unknowns is therefore reduced, and a solution can be found
at the time step n+ 1. Advancing the solution from the time step n+ 1 to n+ 2
then requires solving in the alternate direction, the y direction, using the known
values along x at n+ 1:
ui,j,n+2 − ui,j,n+1
∆t
=
ui+1,j,n+1 − 2ui,j,n+1 + ui−1,j,n+1
∆x2
+
ui,j,−1,n+2 − 2ui,j,n+2 + ui,j+1,n+2
∆y2
(3.15)
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Figure 3.5: A finite difference mesh applicable to Eq. 3.12, covering two spatial
dimensions, x and y, and time, t.
Eq. 3.15, similarly to Eq. 3.14, has a manageable number of unknowns at
n+ 2 and is therefore solveable. The solution through time of Eq. 3.13 can then
be solved by approximating in each direction alternatively.
3.2 Packing algorithm coupled with fluid flow
calculation and reaction kinetics
More advanced software will be used to add complexity to the oxidation and dis-
solution models. Specifically, a software package collectively known as DigiPacTM
that incorporates a multitude of functions. The functions that will be of use to
this investigation can primarily be considered to be:
• A packing algorithm
• Fluid flow modelling using the lattice-Boltzmann method (LBM)
• Application of reaction kinetics
These capabilities can be used in tandem to create a powerful modelling tool.
For example, one application could be to use the packing algorithm to pack
a number of fuel pellets into a container, calculate the flow of oxidant/solvent
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Figure 3.6: The digitisation of a particle to be used in a DigiPacTM simulation
(Jia & Williams, 2001).
through the structure and apply reaction kinetics dependent on the concentration
of the reactants at any position. This would therefore allow simulation of a batch
process.
3.2.1 Packing algorithm
DigiPacTM has the capability to pack arbitrarily shaped particles into an arbi-
trarily shaped volume (Jia & Williams, 2001). This flexibility in the shape of the
particles is allowed due to the digital nature of the algorithm, and DigiPacTM
in general. Input files describing the particle shape are digitised, or discretised,
into ‘voxels’: a three dimensional, finite volume similar in concept to the two
dimensional pixel used in televisions etcetera. The size of the voxel is chosen by
the user and is a compromise between computational time and accuracy of the
solution, similar to choosing a mesh increment size in finite-difference modelling.
Figure 3.6 illustrates the process of digitising an arbitrarily shaped input particle
into a collection of voxels (Jia & Williams, 2001). Once the particles to be packed
have been digitised, they can then be inserted into a digital volume chosen by
the user. For example, a hollow cylinder or a crucible shape.
The packing algorithm works by inserting the particles into the volume from
the top of the domain. Each particle is then allowed to move randomly in one of
26 (6 orthogonal, 20 diagonal) directions in 3D (Gopinathan et al., 2003). Each
direction has an equal probability of being selected, except any movement with
an upward component. Any upward movement is permitted only if it meets a
‘rebounding probability’, a value between 0 and 1 designed to limit the num-
ber of upwards movements and therefore simulate the effect of gravity (Jia &
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Williams, 2001). A flow diagram of the DigiPacTM packing algorithm is provided
in Figure 3.7 (Gopinathan et al., 2003).
1. Digitise objects.
2. Duplicate digitised objects to make up a feedstock con-
forming to predefined composition and size distributions.
3. Randomise the indices of the particles in
the feedstock to mix them up - if required.
4. At predefined intervals, attempt to introduce a predefined
number of particles on top of the packing space in a user se-
lected mode (e.g randomly, from a single point, along a line etc.).
5. At each step, allow each particle to trial move/rotate
in a random fashion. For packing by settling, an upward
move is only allowed with the rebounding probability.
6. Reject the trial move/rotation if it results in overlaps.
7. Repeat 4-6 until space is filled or stopped by the user.
8. Output.
Figure 3.7: A flow diagram describing the steps employed by the DigiPacTM
packing algorithm (Gopinathan et al., 2003).
The result is a directional (downwards) and diffusive motion of the particles
that allows them to maximise the space available to create the packing. Fig-
ure 3.8 displays a completed packing simulation where 40 digitised, cylindrical
pellets have been ‘dropped’ into a cylindrical volume using the ‘hopper’ method
of introducing particles, where the inner diameter of the cylindrical volume is
used to specify the region where pellets can be dropped from. The rebounding
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Figure 3.8: An example of the capability of the packing algorithm. 40 cylinders
have been inserted into a cylindrical volume using DigiPacTM.
probability, set to 0.4, then directs the cylinders down to emulate gravity and
fill the space realistically. This is representative of how the DigiPacTM packing
algorithm will be employed in this work, as it will be used to examine the batch
processing via oxidation of a number of UC pellets.
3.2.2 LBM flow modelling
DigiPacTM software uses the LBM to calculate fluid flow around packings and
single structures. This section will give a brief overview of the theory behind the
LBM method.
The LBM method differs from the most computational fluid dynamics (CFD)
methods in that it does not solve macroscopic equations such as the Navier-Stokes
equations, but instead solves equations representing processes occurring at the
microscopic or mesoscopic scales in an effort to then predict macroscopic effects
(Chen & Doolen, 1998). Founded on kinetic theory of gas molecules being rigid
spheres and elastically colliding, the LBM uses the particle velocity distribution
function, the probability of a gas molecule to be found at a particular point in
space with a particular velocity, to take a statistical approach to the properties of
the fluid molecules being considered. From the velocity distribution function, a
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number of macroscopic variables important to defining the nature of a fluid flow
can be calculated, as shown in the list below. The velocity distribution function
is written as f(x, e, t), where x = (x, y, z), a particle’s Cartesian position, and
e = (ex, ey, ez), its velocity (Aidun & Clausen, 2010).
• Mass density: ρ(x, t) = m ∫ f(x, e, t)d3e
• Flow velocity: u(x, t) = m
ρ
∫
ef(x, e, t)d3e
• Temperature: T = m
3Rρ
∫ |e|2f(x, e, t)d3e
• Stress tensor: Pαβ = m
∫
(eα − uα)(eβ − uβ)f(x, e, t)d3e
where m is the mass of a molecule, d the domain size and R is the gas constant.
In order to calculate the velocity distribution function, the Boltzmann equa-
tion in the form described in Eq. 3.16 is used (Aidun & Clausen, 2010).(
∂
∂t
+ e · ∇xa · ∇e
)
f(x, e, t) = J (3.16)
where a is the acceleration of a particle, and J represents the effect of inter-
particle collisions.
In order to solve the Boltzmann equation and use it in the LBM, Eq. 3.16
requires discretisation. This is done by restricting the velocities possessed by
the particles in the simulation to a discrete set, E = {e0, ...eQ}, of Q different
velocities (Aidun & Clausen, 2010). Eq. 3.16 then becomes:
For i = 0, ..., Q:
∂tfi(x, t) + ei · ∇fi(x, t) = Ji(f) (3.17)
where fi(x, t) ≡ f(x, ei, t) gives the probability of a particle with a velocity
e ∈ E in an interval dt at time t within a volume of dx and position x. The
collision operator can be simplified as:
Ji(f) = −Aij
(
fj − f eqj
)
(3.18)
where the distribution function, fi, has been expanded in terms on the Knud-
sen number, Kn, into equilibrium, f eqi , and non-equilibrium, f
ne
i , components.
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Aij is the quasilinear scattering matrix (Aidun & Clausen, 2010). The equilib-
rium distribution, f eqi , refers to the scenario where all the particles in the model
have the same speed, obey Fermi statistics and collide under the restrictions of
mass and momentum conservation (Chen et al., 1992).
To derive the lattice Boltzmann (LB) equation from the Boltzmann equation,
diffusive scaling (Junk et al., 2005) is applied to Eq. 3.17. This involves the use
of a scaling parameter, ε, such that r → r/ε and t→ t/ε2.
For i = 0, ..., Q:
∂tfi(x, t) +
1
ε
ei · ∇fi(x, t) = 1
ε2
Ji(f) (3.19)
Integrating Eq. 3.17 along the characteristics then gives the finite-difference
approximation of the discrete velocity equation:
fi (x + ei∆t/ε, t+ ∆t)− fi(x, t) = 1
ε2
∫ ∆t
0
Ji(f) (x + eis/ε, t+ s) ds (3.20)
Using the left rectangle rule (Aidun & Clausen, 2010) to approximate the
integral over the collision term, Ji, gives:
fi (x + ei∆x, t+ ∆t)− fi(x, t) ≈ Ji(f) (x, t) (3.21)
Eq. 3.21 can then be projected on to a discrete spatial lattice {X}. Rescaling
t and x such that ∆x = ∆t = 1(Aidun & Clausen, 2010) gives the general LB
equation:
fi (x + ei, t+ 1)− fi(x, t) ≈ Ji(f) (x, t) (3.22)
This form of the LB equation, however, is rarely used in simulations due to
the excessive computational cost of the collision term taking into account multi-
body collisions (rather than two-body). Taking the linearised form of Eq. 3.18
with a single relaxation time, τ , (Chen et al., 1992) simplifies Eq. 3.22:
fi (x + ei, t+ 1)− fi(x, t) = −1
τ
(fi − f eqi ) (3.23)
Adjusting the the relaxation time, τ , and the equilibrium function, f eqi , allows
the Navier-Stokes equations for incompressible fluids to be produced (Aidun &
Clausen, 2010).
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3.2.3 Applying reaction kinetics
As well as producing a packed structure and calculating fluid flows, DigiPacTM
is capable of applying reaction kinetics to solids present in the system using the
DigiDissTM module. Specifically, the Noyes-Whitney equation for dissolution is
used (Jia & Williams, 2007):
dW
dt
= −kS (Csat − CB) (3.24)
where W is the weight of the solid dissolved, kg, t is the time passed, s, k is
the dissolution constant, m s−1, S is the surface area of the solid exposed, m2,
Csat is the saturation concentration of the solid in the solvent, kg m
−3, and CB is
the bulk concentration of the solid, kg m−3.
The model scans across the domain of the simulation, until a voxel repre-
senting the solid that shares an interface with a fluid voxel is found. There, Eq.
3.24 is applied to calculate a weight loss for that particular solid voxel. Since the
kinetics represent a dissolution, the ‘weight’, or concentration, of the solid that is
removed is transferred into the fluid voxel it is in contact with. Note that it could
be in contact with more than one fluid voxel, meaning that it would lose n times
as much weight if it were in contact with n fluid voxels. This process is carried
out across the domain over a number of time steps until the solid is dissolved or
the saturation concentration of the solid in the fluid is achieved.
Upon dissolution, the dissolved solid is allowed to move through the fluid
according to the convective diffusive equation given below in Eq. 3.25 (Jia &
Williams, 2007). Figure 3.9 illustrates the convection and diffusion of the dis-
solved solid through the fluid occurring during the dissolution of an Aspirin tablet
(Jia & Williams, 2007).
∂C
∂t
+
(
ex
∂C
∂x
+ ey
∂C
∂y
+ ez
∂C
∂z
)
= D
(
∂2C
∂x2
+
∂2C
∂y2
+
∂2C
∂z2
)
(3.25)
where C is the concentration of dissolved solid, kg m−3, ex, ey and ez are the
fluid velocity components calculated using the LBM component of the software,
m s−1, and D is the diffusion constant, m2 s−1.
Eqs. 3.24 and 3.25 are then discretised across the voxel-based domain using
finite-difference methods, and solved over the duration of the reaction. The use
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Figure 3.9: An example of a dissolution simulation using DigiDissTM. The cross
section of an Aspirin tablet is shown on the left and its dissolved form on the
right. The diffusion and convection of the dissolved solute can be observed in the
latter two stages (Jia & Williams, 2007).
of voxels requires that when the model is solving at a particular position in the
domain, it must consider effects occurring at each of the six faces of the voxel.
The finite difference solution for Eqs. 3.24 and 3.25 used by DigiDissTM considers
the effects occurring in the 6 directions and is given as (Structure Vision Ltd.,
2013):
V
Ct+∆t − C
∆t
= +ecxA+ ecyA+ eczA
+ ki−1A
(
Csi−1 − C
)
+ ki+1A
(
Csi+1 − C
)
+ kj−1A
(
Csj−1 − C
)
+ kj+1A
(
Csj+1 − C
)
+ kk−1A
(
Csk−1 − C
)
+ kk+1A
(
Csk+1 − C
)
+DA
(
Ci−1 − C
∆x
+
Ci+1 − C
∆x
)
+DA
(
Cj−1 − C
∆x
+
Cj+1 − C
∆x
)
+ DA
(
Ck−1 − C
∆x
+
Ck+1 − C
∆x
)
(3.26)
where V = (∆x3), representing the volume of a voxel, A = (∆x2), representing
the surface area of a face of a voxel, and ∆x is the width of a voxel in the x
dimension where ∆x ≡ ∆y ≡ ∆z due to the cubic nature of the voxels. The
subscripts i, j and k designate the position of the voxel relative to the current
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Figure 3.10: Naming conventions used in DigiPacTM software. E=element (or
voxel), nodes are designated by the coordinates.
voxel under consideration by the model at the coordinate (i, j, k), using the nam-
ing conventions illustrated in Figure 3.10. The values of ecx, ecy and ecz are
dependent on the direction of flow and given by:
ecx =
{
|ex| (Ci−1 − C) ex > 0
|ex| (Ci+1 − C) ex < 0
(3.27)
ecy =
{
|ey| (Cj−1 − C) ey > 0
|ey| (Cj+1 − C) ey < 0
(3.28)
ecz =
{
|ez| (Ck−1 − C) ez > 0
|ez| (Ck+1 − C) ex < 0
(3.29)
Rearranging Eq. 3.26 for the new concentration at (i, j, k) and time t = t+∆t
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gives (Structure Vision Ltd., 2013):
Ct+∆t = C +
∆t
∆x
[ecx + ecy + ecz]
+
∆t
∆x
[
ki−1
(
Csi−1 − C
)
+ ki+1
(
Csi+1 − C
)
+ kj−1
(
Csj−1 − C
)
+ kj+1
(
Csj+1 − C
)
+ kk−1
(
Csk−1 − C
)
+ kk+1
(
Csk+1 − C
) ]
+
D∆t
∆x2
[
(Ci−1 − C) + (Ci+1 − C) + (Cj−1 − C)
+ (Cj+1 − C) + (Ck−1 − C) + (Ck+1 − C)
]
(3.30)
allowing calculation of the new concentration.
In order to use this software to consider the pre-oxidation of carbide fuel, it
is necessary to modify the equation representing the reaction kinetics from the
Noyes-Whitney equation to a more standard first order rate equation. The details
of such a modification are included in Chapter 8.
3.2.4 Modelling heat transfer
The reaction kinetics necessary to simulate the oxidation also require the calcu-
lation of the temperature distribution through the system. DigiPacTM includes
a separate module, DigiThermTM, designed to calculate the temperature distri-
bution in a digital structure from convective and conductive heat transfer (Jia
et al., 2002; Structure Vision Ltd., 2012). This, therefore, helps form a basis for
the inclusion of heat transfer into the DigiDissTM module described in Chapter
8.
DigiThermTM uses the Fourier equation for three-dimensional heat transfer
given as:
Cp
∂T
∂t
=
∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)
+G (3.31)
where k is the thermal conductivity, Cp the heat capacity, T the temperature in
K and G is the heat generated per unit volume.
Boundary conditions at the voxel faces can be of either Dirichlet (fixed value)
or Neumann (representative of a flux) form, examples of which can be written as:
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Dirichlet T0 = TB (3.32)
Neumann −k∂T
∂t
= h (T0 − TB) + q (3.33)
where T0 is the temperature of the solid at the position of interest, (i, j, k), TB is
the temperature at a boundary, h is the heat transfer coefficient at the boundary
and q represents any additional heat fluxes present at that boundary.
The finite difference solution of Eq. 3.31 used is written as (Structure Vision
Ltd., 2012):
Cp
T t+∆t0 − T0
∆t
= k1
T1 − T0
∆x2
+ k2
T2 − T0
∆x2
+ k3
T3 − T0
∆x2
+ k4
T4 − T0
∆x2
+ k5
T5 − T0
∆x2
+ k6
T6 − T0
∆x2
+
q1 + q2 + q3 + q4 + q5 + q6
∆x
+G
+ h1
T1 − T0
∆x
+ h2
T2 − T0
∆x
+ h3
T3 − T0
∆x
+ h4
T4 − T0
∆x
+ h5
T5 − T0
∆x
+ h6
T6 − T0
∆x
(3.34)
where T with a numerical subscript designates the temperature at a node with
a position illustrated by Figure 3.10, k with a subscript is the conductivity at a
particular node, q is the flux at a node and ∆x is the voxel width with ∆x =
∆y = ∆z due to cubic voxels.
The heat transfer calculations contained within DigiThermTM will require cou-
pling to the DigiDissTM module in order to use it for simulating the oxidation
using temperature dependent reaction kinetics. Given the exothermicity of the
oxidation, heat of reaction will have to be included into the heat transfer calcu-
lations as well as thermal radiation due to the high temperatures reached by the
oxidation.
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Chapter 4
One-dimensional oxidation model
4.1 Introduction
The model described in this chapter aims to simulate the oxidation of a uranium
carbide fuel pellet in air and predict the temperatures reached by the pellet and
reaction completion times under different initial conditions. The heat and mass
transfer processes involved will be represented mathematically, and solved using
the finite difference methods outlined in Section 3.1. The oxidation, assumed to
be taking place in air, is written as the following two-step reaction:
2UC(s) +O2(g)→ 2UO2(s) + 2CO(g) (4.1)
2CO(g) +O2(g)→ 2CO2(g) (4.2)
The initial oxidation, Eq. 4.1 is a heterogeneous reaction assumed to be taking
place at the surface of the carbide pellet and produces CO and UO2. The CO
is then further oxidised to CO2 by a homogeneous reaction in the bulk gas, Eq.
4.2. For this model, the oxide product layer is assumed to instantaneously spall
off from the carbide pellet surface, as suggested by Mazaudier et al. (Mazaudier
et al., 2010) and discussed in further detail in Section 6. This assumption, of
an instantaneously spalling oxide product layer, allows the oxidation kinetics to
be simply represented by Eq. 4.1 and 4.2. It is observed by Berthinier et al.
(Berthinier et al., 2009, 2011) that further oxidation of the UO2 occurs under
most conditions, producing higher oxides such as U3O8 and U3O7. However,
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Figure 4.1: A one dimensional approximation of a UC pellet as an equivalent
volume sphere.
since the UO2 produced in the initial surface reaction is assumed to spall off, and
hence not be present in this model, these further oxidations are not considered.
Another important assumption made, that is carried onto additional models
in Chapters 5 and 6, is that the cylindrical uranium carbide pellet can be ap-
proximated as an equivalent volume sphere, as shown in Figure 4.1, allowing the
oxidation reaction to be considered as a one-dimensional system. This assump-
tion is deemed acceptable due to the majority of fuel pellet designs currently in
use being approximately right cylinders, i.e. cylinders with length equal to their
diameter, meaning that a right cylinder and its equivalent volume sphere will
have equal initial volume to surface area ratios. The dimensions of the equivalent
volume sphere can be calculated from the dimensions of the cylinder using the
following equation:
de = 6dc/(2dc/L+ 4) (4.3)
where de is the diameter of the equivalent volume sphere, dc is the diameter of
the cylinder and L is the length of the cylinder.
Hence, for a right cylinder, where dc = L, Eq. 4.3 reduces to:
de = dc (4.4)
Therefore, the diameter of the equivalent volume sphere is equivalent to the
diameter (and length) of the right cylinder it is approximating. Importantly, the
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Figure 4.2: A one-dimensional diagram of the oxidation process with no adherent
oxide layer present. The reaction is assumed to occur at the surface only, meaning
that the only mass transfer process of importance is the diffusion of oxygen across
a gaseous, external film layer surrounding the solid.
initial volume to surface area ratios of the cylinder and the sphere are equivalent
in the case of a right cylinder which allows a justification of the equivalent sphere
assumption.
The equivalent volume sphere assumption allows the model to be considered as
a variation of the shrinking core model (Smith, 1970) as illustrated in Figure 4.2.
At the surface of the carbide, i.e. where r = r1, heat transfer between the solid
and the bulk oxidising gas is included. The bulk gas can be assumed to be either
an infinite medium at a constant temperature, or a finite volume with a variable
temperature. In either case, however, there is no oxidant depletion during the
reaction, the fluid is assumed to be stagnant and atmospheric pressure is assumed.
The assumption of an infinite gaseous oxidant is removed at a later point to
examine the effects of the secondary oxidation on the bulk gas composition, but
should be assumed to be in place unless stated otherwise.
Oxygen transfers from the bulk gas to the reaction interface by diffusing
through a gaseous film layer, assumed to comprise produced carbon monoxide,
where it is consumed in the reaction given by Eq. 4.1. For the system shown in
Figure 4.2, Figure 4.3a is a schematic of the radial O2 and CO profiles through
the gaseous film layer depicted in former figure. Additionally, Figure 4.3b is a
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(a) O2 and CO concentration (b) Temperature
Figure 4.3: Radial distributions of the concentration of gaseous species and tem-
perature at three different instances during the reaction.
schematic of the radial temperature distribution. In both figures, the initial con-
ditions are shown at time t = 0. The profiles are then shown at a later time t = t1
and then at a further time t = t2, where t2 > t1.
In Figure 4.3a, neither gas is present at r < r1 due to the carbide being
assumed to be non-porous. O2 is consumed and CO generated at the reaction
interface, r = r1. If a finite volume of reactant gas is assumed, the bulk concen-
tration of O2 will deplete over time as shown. Depending on the temperature,
the bulk concentration of CO will increase. This change in the composition of
the bulk gas is discussed further in Section 4.2.2.
In Figure 4.3b, it can be seen that at time t = 0, the pellet is at ambient
temperature. A short time later at t = t1, a temperature gradient exists within
the pellet due to sudden exposure of the pellet to the hotter bulk gas. After
the reaction has been occurring for some time, at t = t2, the pellet has become
roughly isothermal due to the high thermal conductivity of UC and the more
incremental nature of the temperature changes at the pellet surface. Due to the
heat generated by the reaction, the pellet is now hotter than the bulk gas meaning
that, depending on the gas volume, the bulk gas will heat up.
In both Figures 4.3a and 4.3b, the radial decrease of the carbide pellet over
time is illustrated. A thickness for the gaseous film layer is not necessary as the
layer is present in the model to simply represent the resistance to the mass and
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heat transfer between the bulk gas and the pellet and is contained within the
heat and mass transfer coefficients.
This summary provides a transient description of the temperature throughout
the solid for the course of the reaction. Using this information, the reaction rate
at the surface can be calculated as well as how the size of the pellet reduces over
time.
Similar models are scarce in the present literature, with only one model found
for the oxidation of UC (Scott, 1966) which is examined in Section 2.4.6. The
present model provides a more detailed numerical method of oxidising uranium
carbide, and also removes the assumption that an adherent oxide layer will form
on the pellet. Mass transfer is therefore only considered to occur across the gas
film layer surrounding the solid.
The non-linear set of coupled heat and mass partial differential equations
comprising the model have been solved numerically through finite-difference ap-
proximations of the relevant differential equations and boundary conditions. The
set of equations produced as a result were then solved using original software
written in Fortran 90. The bulk of the mathematical equations used to model
the physical processes that occur during the oxidation are detailed in the follow-
ing section, Section 4.2. The numerical methods used to solve these equations
are covered in Section 4.3, with the results and conclusions being presented in
Sections 4.5 and 4.4, respectively.
4.2 Mathematical representation
The model can be thought of as a set of distinct, but dependent, sections, each
requiring a solution for every time step, n:
1. Heat and mass transfer across an external gas film around the pellet.
2. Heat flow into the solid uranium carbide.
3. The resulting reaction rate and heat generated at the uranium carbide sur-
face.
4. The resulting decrease in size of the pellet.
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Due to their importance in modelling the heat and mass transfer, the reaction
kinetics will be outlined first. The initial oxidation, Eq. 4.1, is a heterogeneous
reaction assumed to be taking place at the surface of the carbide pellet and
producing CO and UO2. The reaction kinetics for this reaction can be described
by the first order rate equation provided by Scott (Scott, 1966) in Eq. 4.5.
An equation of the same form for the reaction kinetics was also suggested by
(Marchand et al., 2013).
RC = kCACO2|r1 (4.5)
where RC is is the rate of O2 consumption at the carbide surface, A is the surface
area of the reacting carbide, CO2 |r1 is the oxygen concentration at the carbide sur-
face and kC , the reaction coefficient, can represented by the following Arrhenius
expression (Scott, 1966):
kC = k1 exp
(−EA/RTUC |r1) (4.6)
where k1 is a constant provided by Scott (Scott, 1966) as 20000 gmol cm
-2 s-1 atm-1,
EA is the activation energy reported to be 7000 J mol
−1 (Naito et al., 1976), R
is the ideal gas constant and TUC |r1 is the absolute temperature at the carbide
surface.
The produced CO is then further oxidised to CO2 by a homogeneous reaction
occurring in the bulk gas, Eq. 4.2. The rate equation for this reaction, presented
in Eq. 4.7, is provided by Howard et al. (Howard et al., 1973).
RCO
V
= −dC
B
CO
dt
= 1.3× 1014 [CBCO] [CBO2]0.5[CBH2O]0.5 exp( −30RTB
)
(4.7)
where RCO is the rate of CO oxidation, V is the volume of the surrounding gas,
CBCO, C
B
O2
and CBH2O are the concentrations of CO, O2 and water vapour in the
bulk gas, respectively, t is the time passed since the start of the reaction, R is
the gas constant and TB is the bulk gas temperature.
4.2.1 Heat and mass transfer
In order to calculate the reaction rate given by Eq. 4.5, it is necessary to know
both the temperature, TUC |r1 , and concentration of oxidant, CO2|r1 , at the reac-
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tion interface through the use of heat and mass transfer equations. The conduc-
tion of heat through the solid is represented by the Fourier equation in spherical
co-ordinates as:
For t ≥ 0 and 0 < r ≤ r1 (t):
∂TUC(r, t)
∂t
= αUC
(
∂2TUC(r, t)
∂r2
+
2
r
∂TUC(r, t)
∂r
)
(4.8)
where r is the radius, r1 (t) is the radius to the surface of the reacting carbide,
TUC(r, t) is the temperature of the UC, and αUC is the thermal diffusivity of UC.
The initial conditions for Eq. 4.8 are:
For t = 0:
r1 (0) > 0 (4.9)
For t = 0 and 0 ≤ r ≤ r1 (t):
TUC(r, 0) = TA (4.10)
where TA is the ambient temperature, assumed to be 25
◦C.
Boundary conditions are then applied to Eq. 4.8 at the centre and the surface
of the spherical pellet. When considering the boundary condition at the centre
of the solid, where r = 0, Eq. 4.8 cannot be used as the second term on the right
hand side is indeterminate as ∂T/∂r = 0 and r = 0. L’Hoˆpital’s rule must be
applied to this term so that setting r = 0 allows Eq. 4.8 to be expressed as:
For t ≥ 0 and r = 0:
∂TUC(0, t)
∂t
= 3αUC
(
∂2TUC(0, t)
∂r2
)
(4.11)
Then, due to the symmetry of the sphere, the adiabatic heat transfer boundary
condition at the centre of the sphere applicable to Eq. 4.11 is expressed as:
For t = 0 and r = 0:
∂TUC(0, 0)
∂r
∣∣∣∣
0
= 0 (4.12)
The boundary condition at the surface of the pellet, however, is more complex,
requiring consideration of the heat and mass transfer between the solid and the
bulk gas across a gaseous film layer assumed to comprise CO.
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The heat flux experienced by the pellet at the surface can be written as the
following boundary condition. Note that the effects of convective and radiative
heat transfer, as well as heat generated by the reaction, are the terms involved.
For t ≥ 0 and r = r1 (t):
− λUC ∂TUC
∂r
∣∣∣∣
r1
= h
(
TUC |r1 − TB
)
+ UCσ
(
TUC |4r1 −
(
TB
)4)
+ ∆HRkC CO2|r1 (4.13)
where λUC is the thermal conductivity of UC, h is the heat transfer coefficient, UC
the emissivity of UC, σ the Stefan-Boltzmann constant and ∆HR is the enthalpy
of the surface reaction, Eq. 4.5, calculated theoretically as −1098 kJ mol−1.
The emissivity of uranium carbide is given by De Coninck et al (De Coninck
et al., 1975) as:
UC = 0.55− 8.5× 10−5 TUC |r1 (4.14)
The heat transfer coefficient is calculated from the Nusselt number according
to Eq. 4.15:
h =
λfluidNu
2r1
(4.15)
where λfluid is the thermal conductivity of the fluid, usually air, surrounding the
pellet, and Nu is the Nusselt number. The Nusselt number is obtained from the
Ranz and Marshall correlation (Ranz & Marshall, 1952) as follows:
Nu = 2.0 + 0.6Re1/2Pr1/3 (4.16)
where Re is the Reynolds number and Pr is the Prandtl number, given as:
Pr =
µcpf luid
λfluid
(4.17)
where µ is the dynamic viscosity of the fluid and cpfluid is the specific heat capacity
of the fluid.
The mass transfer, as mentioned previously, is the diffusion of oxygen through
the surrounding film layer. This can be used in order to express the unknown,
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time dependent variable of CO2|r1 with the known constant value of CBO2 , the O2
concentration of the bulk gas.
Mass transfer through the film layer is expressed as:
For t ≥ 0:
R∗C = kgA
(
CBO2 − CO2|r1
)
(4.18)
where R∗C is the rate of O2 diffusion, kg is the external diffusion coefficient and
CBO2 the bulk gas O2 concentration.
The rate of this external diffusion through the gas film layer is expressed using
the external diffusion coefficient:
kg =
DO2−COSh
2r1
(4.19)
where DO2−CO is the bulk diffusivity of O2 through CO, and Sh is the Sherwood
number.
The bulk diffusivity of oxygen through carbon monoxide can be calculated
from the molecular mass of each species using the following formula given by
Smith (Smith, 1970):
DO2−CO =
1.8583× 10−7 (TB) 32 ( 1
MO2
+ 1
MCO
) 1
2
pσDΩ
(4.20)
where MO2 and MCO are the molecular weights in g mol
−1 of oxygen and carbon
monoxide respectively, p is the pressure in atm, σD is a constant in the Lennard-
Jones potential energy function for the molecular pairing of O2 and CO in A˚ and
Ω is the collision integral. The assumption that the gaseous molecules are rigid
spheres, made here, gives Ω = 1.
The Sherwood number, similarly to the Nusselt number, can also be expressed
via the Ranz and Marshall (Ranz & Marshall, 1952) correlation:
Sh = 2.0 + 0.6Re1/2Sc1/3 (4.21)
where Sc is the Schmidt number. This is then calculated as:
Sc =
µ
ρoDO2−CO
(4.22)
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where ρo is the density of the fluid.
If it is assumed that the pellet is surrounded by stagnant oxidant, so Re = 0,
the Sherwood and Nusselt numbers reduce to 2.0 as reported by Rowe et al.
(Rowe et al., 1965) and deducible from Eqs. 4.16 and 4.21.
The concentration of O2 at the UC surface CO2|r1 is then obtained in terms
of the bulk gas O2 concentration C
B
O2
by equating Eqs. 4.5 and 4.18 for RC and
R∗C respectively to give:
CO2|r1 =
kgC
B
O2
kg + k1 exp
(−EA/R TUC |r1) (4.23)
This now allows the O2 consumption rate at the reaction surface given in Eq.
4.5 to be expressed in terms of the bulk gas O2 concentration:
RC =
k1 exp
(−EA/R TUC |r1)AkgCBO2
kg + k1 exp
(−EA/R TUC |r1) (4.24)
The boundary condition Eq. 4.13 now becomes:
− λUC ∂TUC
∂r
∣∣∣∣
r1
= h
(
TUC |r1 − TB
)
+ σ
(
TUC |4r1 −
(
TB
)4)
+ ∆HR
k1 exp
(−EA/R TUC |r1) kgCBO2
kg + k1 exp
(−EA/R TUC |r1) (4.25)
Expressing the external boundary condition in this manner allows its non-
linearity to be appreciated. This complicates the numerical solution which is
discussed in the third section.
The Fourier heat conduction equation, Eq. 4.8, along with the initial condi-
tions in Eqs. 4.9 and 4.10 and the boundary conditions in Eqs. 4.12 and 4.25,
therefore, complete the description of the heat transfer into and through the pel-
let. Mass transfer across the film layer is described in Eq. 4.18, and is then used
to express the reaction rate, Eq. 4.5, in terms of the bulk O2 concentration.
4.2.2 Calculating the changing pellet size and gas compo-
sition
Eq. 4.24 provides the rate at which O2 is consumed at the reaction interface.
Using the stoichiometry of Eq. 4.1, this can be converted to the rate at which
the UC depletes in mol s−1:
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For t ≥ 0:
dnUC
dt
= −RC
2
(4.26)
where nUC is the number of moles of UC.
The change in the number of moles of the uranium carbide can then be con-
verted into a radial change by use of the molar density of uranium carbide, ρ˙UC .
Therefore, to complete the model, the radius of the spherical pellet diminishes
with time according to the following expression:
dr1
dt
= − k1 exp
(−EA/R TUC |r1) kgCBO2
2ρ˙UC{kg + k1 exp
(−EA/R TUC |r1)} (4.27)
The non-linearity of Eq. 4.25 is now further exacerbated, because both the
film heat and mass transfer coefficients, h and kg, increase with time due their
dependency on the reciprocal of the pellet radius.
The effect that the secondary oxidation described in Eqs. 4.2 and 4.7 has on
the composition of the bulk gas was also considered. The assumption that the
bulk gas was infinite and stagnant was replaced with a finite and fixed volume
(for the majority of simulations, the volume was taken to be 1 m3 that is not
replenished.
The reaction rate provided in Eq. 4.7 has units of mol m−3 s−1 which was
then converted to mol s−1 by multiplying by the total volume of gas, giving RCO.
The rate of CO2 production was calculated using the stoichiometry of Eq. 4.2:
for every mole of CO oxidised according to Eq. 4.7, a mole of CO2 is produced.
Oxygen depletion was included in the same fashion but combined with the effects
of Eq. 4.1.
Figures 4.4a to 4.4c are plots of the changing number of moles of carbon
monoxide and carbon dioxide in the bulk gas, as well as the number of moles of
the solid carbide, at different bulk gas temperatures. In each case, the carbide
is initially at room temperature, assumed here to be 20 ◦C, and the bulk oxy-
gen concentration is 3.15 mol m−3 (corresponding roughly to the concentration of
oxygen in air at a pressure of 1 atm). For the results depicted in Figures 4.4a,
4.4b and 4.4c, the assumption of an oxidant of infinite volume was removed.
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At a bulk gas temperature of 20 ◦C, no CO2 is produced as it is too cool for
the reaction rate in Eq. 4.7 to reach a significantly large value to oxidise the CO.
At 500 ◦C, the CO is completely oxidised after a small increase in concentration,
and at 700 ◦C it is immediately oxidised to CO2.
The effect that raising the bulk gas temperature has on increasing the rate at
which the UC is consumed can also be observed in these figures.
4.3 Numerical solution
The results produced by the model, for example the plots illustrated in Figures
4.4a to 4.4c, were obtained from a numerical solution of the set of nonlinear par-
tial and ordinary differential equations detailed in the previous section. These
differential equations were solved by the application of finite-difference approxi-
mations, details of which are included in this section. Also in this section are the
methods used to ensure numerical stability of the solution and to check that the
solution is convergent.
The finite difference method used is known as the fully implicit backward
(FIB) method (Smith, 1965), detailed in Section 3.1.1 on Page 65.
The FIB approximation of Eq. 4.8, the Fourier equation for heat transfer in
a one dimensional sphere, is given by Eq. 4.28 as follows:
For n ≥ 0 and 2 ≤ i ≤ k − 1:
T n+1i − T ni
∆t
= αUC
(
viT
n+1
i−1 − 2T n+1i + wiT n+1i+1
∆r2
)
(4.28)
where n represents the number of time steps passed, i represents a node along the
radius of the carbide, ∆r is the radial increment size between these nodes, ∆t is
the time step size, vi = 1− 1/i, wi = 1 + 1/i and i is an integer representing the
radial position where i = 1 at the pellet centre and i = k, the number of radial
increments, at the solid surface. The subscript ‘UC’ has been dropped from the
temperature, T , as the species in question is now defined by the radial position.
In this model, however, only UC is present in the solid system anyway.
Eq. 4.28 is then applied across the solid. The number of radial increments,
k, is held constant throughout the reaction, meaning that the radial increment
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(a) A plot of the change in the num-
ber of moles of UC, CO2, and CO at
a bulk gas temperature of 20 ◦C.
(b) A plot of the change in the num-
ber of moles of UC, CO2 and CO at
a bulk gas temperature of 300 ◦C.
(c) A plot of the change in the num-
ber of moles of UC, CO2 and CO at
a bulk gas temperature of 700 ◦C.
Figure 4.4: Illustrations of the changing number of moles of carbon dioxide and
carbon and monoxide in the bulk gas over time and at different temperatures.
The depletion of uranium carbide can also be observed.
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size varies with time. At the boundaries, where i = 1 or i = k, application of Eq.
4.28 creates imaginary points beyond the region on interest, 0 ≤ r ≤ r1. Finite-
difference approximations of the boundary conditions must therefore be taken
and applied to Eq. 4.28 at the relevant radial positions. When the appropriate
boundary conditions and their finite-difference approximations have been taken
into account, the resulting equations can be arranged into a tri-diagonal matrix.
For this purpose, Eq. 4.28 is expressed in the form shown in Eq. 4.29 where the
unknown terms are positioned on the left side of the equation:
For n ≥ 0 and 2 ≤ i ≤ k − 1:
−MUCviT n+1i−1 + (1 + 2MUC)T n+1i −MUCwiT n+1i+1 = T ni (4.29)
where MUC = αUC∆t/∆r
2
The boundary condition at the centre of the solid is considered first, where
the Fourier equation is replaced by Eq. 6.9 due to the application of L’Hoˆpitals
rule. Applying the FIB method to Eq. 4.11allows it to be expressed as Eq. 4.30:
For n ≥ .0 and i = 1:
T n+11 − T n1
∆t
= 3αUC
(
v1T
n+1
0 − 2T n+11 + w1T n+12
∆r2
)
(4.30)
The problem term in Eq. 4.30 is T n+10 , occurring at the imaginary point
i = 0. In order to remove it a central difference approximation of the boundary
condition from Eq. 4.12 is used. Central difference approximations are used
due to the FIB approximation of the Fourier equation being second order. The
resulting approximation can be found below in Eq. 4.31:
For n ≥ 0 and i = 1:
T n2 − T n0
2∆r
= 0 (4.31)
Substituting Eq. 4.31 into Eq. 4.30 to remove T n+10 gives an equation that
can be inserted into the first row of the tri-diagonal matrix:
For n ≥ 0 and i = 1:
(1 + 6MUC)T
n+1
1 − 6MUCT n+12 = T n1 (4.32)
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The other boundary condition requiring consideration is at the solid surface,
where i = k. A central difference approximation is taken of Eq. 4.25:
For n ≥ 0 and i = k:
T nk+1 − T nk−1
2∆r
= −h
n
(T nk − TB)−
σ
λUC
((T nk )
4 − (TB)4)
− ∆HR
λUC
k1 exp(−EA/RT nk )kngCBO2
kng + k1 exp(−EA/RT nk )
(4.33)
Rearranging this equation for T nk+1 and substituting that value into Eq. 4.29
with i = k results in the following equation:
− 2MUCT n+1k−1 +
(
1 + 2MUC + 2MUCuUC +
2MUCuUC
hn+1
σ(T n+1k )
3
)
T n+1k
− 2MUCuUC
hn+1
σ(TB)4 +
2MUCuUC∆H
hn+1
k1 exp(−EA/RT n+1k )kn+1g CBO2
kn+1g + k1 exp(EA/RT
n+1
k )
= T nk + 2MUCuUCT
B (4.34)
where uUC = ∆rwkh/λUC .
Eq. 4.34, however, is non-linear as solving for T n+1 requires prior knowledge
of T n+1k in order to calculate the heat of reaction and radiation terms present. It
must therefore be linearised by multiplying both the numerator and denominator
of the heat of reaction term by T n+1k , allowing it to take the tri-diagonal form
shared by Eqs. 4.29 and 4.32. This must also be done on the terms containing
dependent on TB, which can also be subject to change over time.The calculation
is then iterated a number of times until a set tolerance limit is reached. For
the first iteration, RC is calculated assuming T
n+1
k = T
n
k . The solution is then
recalculated at the same time step using the newly calculated value for T n+1k .
Letting z represent the number of iterations starting at z = 1, Eq. 4.34 is re-
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written as:
− 2MUCT n+1,z+1k−1 +
{
1 + 2MUC + 2MUCuUC +
2MUCuUC
hn+1
σ(T n+1,zk )
3
− 2MUCuUC
hn+1T n+1,zk
σ(TB)4
+
2MUCuUC∆H
hn+1T n+1,zk
k1 exp
(−EA/RT n+1,zk ) kn+1g CBO2
kn+1g + k1 exp
(
EA/RT
n+1,z
k
) }T n+1,z+1k
= T nk + 2MUCuUCT
B (4.35)
This iterative process is then carried out until the following criterion is satis-
fied:
T n+1,z+1k − T n+1,zk
T n+1,z+1k
< Tolerance for all temperatures (4.36)
The tolerance can be set to any value, generally around 0.1%, with the solution
becoming more stable as it is decreased.
A further iterative step is also required due to the heat and mass transfer
coefficients, h and kg respectively, being dependent on the radius adding further
non-linearity to the solution.
To solve the tri-diagonal matrix, values of hn+1 and kn+1g , present in Eq. 4.35,
are required but are dependent on the radial increment size which is only known
at the current time step, n. Similarly to the iteration of the temperature values,
hn+1 and kn+1g are solved assuming r
n+1 = rn, and the entire solution, including
the final radial change, is iteratively recalculated until a criterion similar to that
in Eq. 4.36, but applied to the radius, is satisfied.
The resulting tri-diagonal matrix comprising Eq. 4.29 and bounded by Eqs.
4.32 and 4.34 is displayed in Eq. 4.39 on Page 97, with the unknown values of
T n+1 included on the left hand side. It was solved at each time step using the
Thomas algorithm (Chang, 1981), applied in original code written in Fortran 90,
providing the temperature distributions at the time step n+ 1. This information
could then be used to calculate the new carbide radius, r1, at each time step using
a backward difference approximation of Eq. 4.27:
rn+11 = r
n
1 −
∆tk1 exp
(−EA/RT n+1k ) kn+1g CBO2
2ρ˙UC
{
kn+1g + k1 exp
(−EA/RT n+1k )} (4.37)
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Table 4.1: The effect of varying the number of increments on the oxidation com-
pletion time as a test for convergence.
Number of radial
increments
Oxidation completion
time (min)
Computational time (s)
5 261.8 0.2028
10 262.3 0.5772
20 262.5 2.995
50 262.5 34.66
100 262.5 250.2
200 262.6 1984
The time loop was continued until the percentage of carbide oxidised became
greater than 99%.
4.3.1 Ensuring numerical stability and convergence
When using finite-difference methods, it is vital to ensure that the solution re-
mains stable so that the output can be trusted. The general stability criteria
used in this work is the Courant-Friedrichs-Lewy rule (Smith, 1965), adapted for
the various constants and increment sizes that affect stability in this particular
case.
∆t =
1
2αUC
∆r2 (4.38)
The time step size is recalculated at every time step. The new values for
the radial increment sizes and thermal and mass diffusion constants are worked
out using the previous solution, including the iteration of the temperature and
radial increment size, and applied to Eq. 4.38 to calculate the time step size.
The solution is then converged using this time step and the process is repeated.
Through this careful control of the time step size, it is ensured that the solution
remains stable throughout.
In order to check for mathematical convergence, the model was run using the
same input parameters but using a different number of radial increments and
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
1 + 6MUC −6MUC 0 0 · · · · · · · · · 0
−MUCv2 1 + 2MUC −MUCw2 0 · · · 0
0 −MUCv3 1 + 2MUC −MUCw3 · · · 0
... · . . . . . . . . . · · ...
... · · . . . . . . . . . · ...
... · · · . . . . . . . . . ...
0 0 · · 0 −MUCvk−1 1 + 2MUC −MUCwk−1
0 0 · · · · · · 0 0 −2MUC 1 + 2MUC + 2MUCuUC + fn(Tn+1k )

×

T n+11
T n+12
T n+13
...
...
...
T n+1k1
T n+1k

=

T n1
T n2
T n3
...
...
...
T nk−1
T nk + 2MUCuUCT
B

(4.39)
where fn(T n+1k ) =
2MUCuUC
hn+1
σ(T n+1k )
3 − 2MUCuUC
hn+1Tn+1k
σ(TB)4 + 2MUCuUC∆H
hn+1Tn+1k
k1 exp(−EA/RTn+1k )kn+1g CBO2
kn+1g +k1 exp(EA/RTn+1k )
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hence different values for the initial increment size. The results of this can be
seen in Table 4.1.
The minor changes observed in the solution upon varying the initial incre-
ment size showed that the model is convergent, especially when more than 50
increments are used. Richardson’s deferred approach to the limit (Smith, 1965)
can be used in this case to extrapolate the results from three different increment
sizes to predict the solution for an infinitely small increment size. Taking the first
three results from Table 4.1 and applying them to Eqs. 6.51 and 6.52 allows the
prediction of such a solution:
u =
hp2u1 − hp1u2
hp2 − hp1
(4.40)
where u1 and u2 are the solutions (completion times) at initial radial increment
sizes of h1 and h2, and p can be calculated from:
2p =
u2 − u1
u3 − u2 (4.41)
where u3 is the solution at h3, and h3 =
1
2
h2 =
1
4
h1.
A value of p = 1.322 is obtained, leading to the calculation of u = 262.6 min.
This allows the conclusion that the model successfully converges on the solution
as the number of increment sizes is increased.
4.4 Results
The complete oxidation model is capable of predicting the reaction completion
time and the transient temperature distribution throughout the solid over the
course of the reaction. An example of these capabilities can be seen in Figure
4.5 which displays the temperature distribution throughout the solid and the
reduction in the solid radius over time, as well as the overall reaction completion
time. Figure 4.6 examines the radial temperature gradient more closely at two
instances of time during the reaction. For both figures, a pellet of radius 0.935 cm
initially assumed to be at 25 ◦C is exposed to a bulk gas of a volume of 1 m3 at
an initial temperature of 500 ◦C. The bulk gas is taken to be air with an oxygen
concentration of 3.15 mol m−3.
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Figure 4.5: Radial temperature distribution over time illustrating both the shrink-
ing radius and the thermal response of the pellet.
Figure 4.6: Two instantaneous temperature profiles plotting the temperature
gradient across the carbide radius.
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In Figure 4.5 an initial steep increase in the temperature along the radius
is observed as the pellet experiences a large convective heat flux at the surface
due to exposure to the hotter bulk gas. It overshoots the bulk gas temperature,
however, due to the generation of heat from the oxidation reaction. There is then
a rough plateau for the majority of the reaction as the heat generation is similar
to the heat lost to the bulk gas. This is in part due to the effect of radiative heat
loss becoming more significant at higher temperatures. Then, toward the end of
the reaction as the pellet’s radius becomes small, there is a temperature spike
and a degree of thermal runaway.
Figure 4.6, a plot of two radial temperature profiles taken at different times
during the reaction, illustrates the radial temperature gradient in the carbide
in more detail. Initially, when the pellet is exposed to the hotter bulk gas, a
temperature gradient exists with the surface of the carbide being hotter. As the
reaction proceeds however, the temperature gradient becomes minimal due to the
high conductivity of uranium carbide, as illustrated in the plot at t = 137 min.
The ignition effect displayed in Figure 4.5 can be explained through exami-
nation of the competing heat fluxes acting on the pellet: the heat generated by
the reaction and the heat exchanged with the bulk gas. Figure 4.7 displays the
heat exchanged with the bulk gas subtracted from the heat generated to create
a value that is then compared against the surface temperature of the pellet over
time.
Figure 4.7 shows that the overall heat flux into the pellet increases toward
the end of the reaction, hence the sharp rise in surface temperature. This is due
to heat generation from the reaction having a greater temperature dependence
on the surface temperature than the heat loss via radiation and convection and
therefore increases in magnitude faster with the steadily increasing surface area.
Sensitivity studies were carried out with the model to investigate the effects
of varying the input parameters, such as bulk gas temperature and oxygen con-
centration, on the temperatures reached and reaction completion time.
Figure 4.8 is a plot showing how the surface temperature of the carbide pellet
and the fraction of carbide oxidised increase over time. Each relationship is pre-
sented at three different bulk gas temperatures so that the effects of varying it can
be observed. The oxygen concentration was again assumed to be 3.15 mol m−3,
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Figure 4.7: A plot of the difference between the heat generated and the heat lost
to the bulk gas in black, and the surface temperature of the pellet in red, against
time. The plot is taken from the latter stages of the reaction to concentrate on
the region of interest.
the radius to be 0.935 cm and the initial temperature of the pellet was 25 ◦C.
Table 4.2 provides more quantitative detail of the results.
Figure 4.8 and Table 4.3 indicate that increasing the initial temperature of the
oxidising gas greatly decreases the reaction completion time, whilst also having a
significant effect on the peak temperature reached. There is also a more significant
increase in the final bulk gas temperature, most likely due to the hotter pellet
and a faster rate of carbon monoxide oxidation in the gas. Figure 4.9 is a similar
graph illustrating the effects of different bulk oxygen concentrations, using an
initial bulk gas temperature of 250 ◦C and the same initial pellet conditions.
Table 4.3 provides the numerical results.
Figure 4.9 and Table 4.3 illustrate that increasing the oxygen concentration in
the bulk gas has a similar effect to increasing the temperature. When reduced to
0.788 mol m−3, the rate of oxidation is slowed significantly causing a much more
modest temperature increase. The effects on the final bulk gas temperature are
also slightly more unpredictable, as both the amount of time available for the
secondary oxidation and the temperature at which it is occurring are factors.
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Figure 4.8: The surface temperature of the carbide (red) and the fraction oxidised
(black) versus time, carried out at bulk gas temperatures of 25, 250 and 500 ◦C.
Another parameter that was varied to test the sensitivity of the model was the
Reynolds number of the oxidising fluid surrounding the carbide pellet. Initially
and for the previous results it has been assumed to have a value of Re = 0,
indicating a stagnant fluid. Increasing the Reynolds number should have the
effect of increasing the heat and mass transfer coefficients dictating the rate of
heat and mass exchange between the bulk gas and the pellet, as described in
Eqs. 4.15-4.16 and 4.19-4.21. Figure 4.10 illustrates how this increase leads to
a faster reaction rate as the Reynolds number is increased. This increase is due
Table 4.2: The effects of the initial bulk gas temperature on the peak surface
temperature, reaction completion time and the final bulk gas temperature.
Initial bulk gas
temperature (◦C)
Peak surface
temperature (◦C)
Reaction
completion time
(min)
Final bulk gas
temperature (◦C)
25.0 1253 418 57.0
250.0 1365 296 381.0
500.0 1458 223 644.8
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Figure 4.9: The surface temperature of the carbide (red) and the fraction oxidised
(black) versus time, carried out at bulk gas oxygen concentrations of 0.788, 1.58
and 2.36 mol m−3.
to the rate limiting step, the diffusion of oxygen across the external gas film,
being accelerated by an increased value of the external diffusion coefficient, kg.
A bulk gas temperature of 250 ◦C was used with an initial oxygen concentration
of 3.15 mol m−3 and a pellet of radius 0.935 cm.
The effect of decreasing the volume of oxidising fluid was also investigated.
Due to depletion of the oxygen present in the fluid according to Eq. 4.24, a
minimum volume required for complete oxidation of the carbide can be found.
Figure 4.11 displays the effect of varying the volume of the bulk fluid on the
fraction oxidised. At a bulk gas volume of 1 m3, the oxygen consumption is
minimal. When the volume of gas is decreased to 0.2 m3, the change in rate of
reaction is small, but there is a large decrease in the final oxygen concentration;
from 2.78 mol m−3 at V = 1 m3 to 1.31 mol m−3 at V = 0.2 m3. If the volume is
decreased by a factor of 10, to 0.1 m3, it can be seen in Figure 4.11 that there is
not enough oxygen present in the bulk gas to complete the oxidation.
In summary, the model predicts for a typical orthocylindrical pellet size of
9.35 mm that the oxidation generally takes between 200 min to 2000 min depend-
ing on the input parameters. Temperatures in the pellet reach a maximum as
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Figure 4.10: A plot of the fraction of uranium carbide oxidised versus time with
the oxidising fluid flow at different Reynolds numbers.
Figure 4.11: The fraction oxidised in black and the oxygen concentration in the
bulk gas in blue versus time.
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Table 4.3: The effects of the bulk gas oxygen concentration on the peak surface
temperature, reaction completion time and the final bulk gas temperature.
Bulk gas oxygen
concentration
(mol m−3)
Peak surface
temperature (◦C)
Reaction
completion time
(min)
Final bulk gas
temperature (◦C)
0.788 563.5 2442 657.6
1.58 938.4 798.7 673.5
2.36 1179 444.2 663.2
the reaction completes and reached 1458 ◦C when the bulk gas was set to 500 ◦C,
highlighting the high exothermicity of the reaction. Lower oxygen concentrations
and bulk gas temperatures can reduce the temperature rise significantly. For
example, a relatively small temperature peak of 563 ◦C at an initial gas tempera-
ture of 250 ◦C and oxygen concentration of 0.788 mol m−3 could suggest that these
values represent safe operating conditions for the oxidation.
4.5 Conclusions
In this chapter, a transient mathematical model with a moving-boundary for the
oxidation of a UC pellet coupled with a secondary oxidation of CO included in the
surrounding gas phase is developed. The model for the UC is represented by the
Fourier equation at any instant of time with a non-linear boundary condition at
the outer surface that moves with time. This boundary condition accommodates
the non-linear reaction rate term for the diffusion of species to and from the outer
surface as well as heat transfer by convection and thermal radiation.
The partial and ordinary differential equations of the model are solved numer-
ically by the application of implicit and explicit finite difference approximations.
The resulting set of non-linear algebraic equations is highly non-linear, as shown
in Eq. 4.34, and linearisation is used to obtain a solution at each time increment.
Convergence at each time step is enforced before proceeding to the next time
increment.
105
4.5 Conclusions
The numerical stability of the model is controlled by a dynamic time step size
calculated from the Courant-Friedrichs-Lewy condition, which accommodates the
change in the size of the radial increment. The numerical solution is checked for
convergence by progressively increasing the number of radial increments and using
Richardsons deferred approach to the limit methodology.
Reaction rate and completion time, temperature profiles in the pellet and gas
composition changes can be predicted. Sensitivity studies have been carried out
to establish the effect the input parameters can have on the predicted results.
It is applicable to oxidations of UC pellets at higher O2 partial pressures (≥
20 kPa): the range reported where the oxide product layer does not adhere by
Mazaudier et al. (Mazaudier et al., 2010) and Mukerjee (Mukerjee et al., 1994).
The model is therefore significant to the field by virtue of being valid at these
higher O2 partial pressures, unlike the only existing UC oxidation mode, Scotts
model (Scott, 1966), that includes an adherent product layer.
However, the lack of a product layer means that the model is not applicable
to lower O2 partial pressures. Also, the model makes the assumption that UC
pellets, which like most nuclear fuel pellets are cylindrical, can be accurately
represented as spheres according to the equivalent volume sphere assumption.
This assumption, as with any assumption of symmetry, is also prone to being
inaccurate for damage pellets or pellets that disintegrate upon oxidation. Full
symmetry also suggests that the pellet is not resting on a surface as would be
expected in reality, but it suspended within the bulk gas. A further limitation of
the model is that the reaction kinetics are simplified with only one uranium oxide
phase, meaning heat outputs from the reaction may be different as different phases
are produced. The age of rate constant found in the literature for the oxidation
kinetics is also a concern, and could need updating should a new value or data
useable for fitting be published.
Nonetheless, the model provides a valuable tool to UC fuel reprocessing, by
allowing predictions of temperatures reached during oxidations at different con-
ditions to outline safe operating conditions. Additionally, should new data arise,
it is capable of being used to fit new oxidation parameters such as the rate con-
stant. It also constitutes an excellent starting point from which further, more
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case-specific models can be constructed from a stable, convergent and well-defined
numerical solution.
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Chapter 5
One-dimensional dissolution
model
The model described in this section is designed to simulate the dissolution of a
uranium carbide fuel pellet in nitric acid. This is achieved by employing similar
methods to those used in modelling the oxidation of uranium carbide as described
in Chapter 4. Specifically, the approximation of the carbide pellet as a one
dimensional sphere and the heat transfer equations are virtually the same with
the difference being in the reaction kinetics. Figure 5.1 is an illustration of how
the dissolution system is considered for the model: a spherical, non-porous UC
pellet is submerged in HNO3 without contact with any vessel surface.
Given the lack of a temperature gradient within the UC pellet on account of
its high thermal conductivity as discussed in Chapter 4, and the fact that the
enthalpy change for the dissolution reaction is lower than that of the oxidation
reaction (∆H = −1098 kJ mol−1 to ∆H = −945 kJ mol−1), a reduced model for
the heat transfer is employed. A description of this reduced model and how it
can reduce computational time is included in Section 5.1.
5.1 Reduced heat transfer model
As indicated by the one dimensional oxidation model without an oxide layer
present, the temperature gradient through the uranium carbide pellet is so min-
imal it can be reasonably assumed to be 0. It could, therefore, be assumed that
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Figure 5.1: A representation of the dissolution of a uranium carbide pellet again
assumed to be an equivalent volume sphere so the system can be approximated
in one dimension. The reaction takes place at the surface with nitric acid and is
strongly catalysed by the nitrous acid produced.
the temperature distribution through the pellet is represented by a single value,
the average temperature within the carbide, rather than a number of values along
the radius. This idea can be confirmed by calculating the Biot number, Bi, for
the system and confirming that it is less than 0.1, the value at which the internal
temperature gradient is negligible. It is calculated as:
Bi =
hr1
λUC
= 2.94× 10−3 (5.1)
allowing confirmation that an insignificant temperature gradient within the UC
pellet should be expected.
The assumption of a representative average temperature allows a reduced
model to be produced in place of the heat transfer model characterised in the
previous chapter, reducing the need for the computationally expensive solution
of the tri-diagonal matrix. The assumption can be written as:
For 0 < r < r1 and t ≥ 0:
∂TUC
∂r
= 0 (5.2)
109
5.1 Reduced heat transfer model
The average temperature is represented as:
T¯UC =
r1∫
0
4pir2TUCdr
r1∫
0
4pir2dr
(5.3)
where T¯UC is the average temperature along the radius of the carbide pellet. Eq.
5.3 simplifies to:
T¯UC =
3
r31
r1∫
0
r2TUCdr (5.4)
To show how this assumption then simplifies the heat distribution calculations,
first the one dimensional Fourier equation represented in Eq. 4.8 on page 86 must
be integrated across the radius:
r1∫
0
r2
dTUC
dr
dr = αUC
r1∫
0
d
dr
(
r2
dTUC
dr
)
dr (5.5)
d
dt
r1∫
0
r2TUCdr = αUC
r1∫
0
d
dr
(
r2
dTUC
dr
)
dr (5.6)
Then, substitute Eq. 5.4 into Eq. 5.6 to produce an equation describing the
change in the average temperature of the carbide over time.
r31
3
dT¯UC
dt
= αUC
[
r21
dlTUC
dr
∣∣∣∣
r1
− r2 dTUC
dlr
∣∣∣∣
0
]
(5.7)
Given that the two terms on the right hand side of Eq. 5.7 represent the
boundary conditions at the surface and the centre of the pellet, Eqs. 4.12 and
4.25 can be substituted in to simplify Eq. 5.7
dT¯UC
dt
= − 3αUC
λUCr1
(
h
(
T¯UC − TB
)
+ σε
(
T¯ 4UC − TB
)− ∆HRRC
A
)
(5.8)
Note that Eq. 5.8 requires clarifying the initial assumption of the reduced
model to state that the average temperature, T¯ , is equal to the surface temper-
ature of the carbide. Although T¯ is referred to as an average, the temperature
throughout the carbide is constant.
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The radial change in the reduced model is calculated in the same manner as
in the oxidation model from Chapter 4 using Eq. 4.27 from page 90. This pair
of differential equations are then solved using the predictor corrector method.
In the ‘predictor’ step, a forward difference approximation of Eqs. 5.8 and 4.27
is used to calculate T¯ n+1UC and r
n+1
1 using T¯
n
UC and r
n
1 . These values are then
used to recalculate the temperature and radius dependent variables in Eqs. 5.8
and 4.27. Then, as the ‘corrector’ step, more accurate values of T¯ n+1UC and r
n+1
1
are calculated with a central difference approximation using T¯ nUC and r
n
1 and the
re-calculated reaction variables.
This process is then iterated until the difference between the T¯ n+1UC and r
n+1
1
values calculated by the corrector step are within a certain tolerance of the values
calculated by the predictor step.
The method is carried out at each time step until the radius approaches zero
similarly to the full model. Due to the reduced model not needing to increment
the radius of the sphere and use the Thomas algorithm (Chang, 1981) to invert
the tri-diagonal matrices to solve the temperature distribution, this model runs
signigicantly faster without compromising on accuracy. A comparison between
the reduced model simulating the oxidation reaction and the oxidation model
from Chapter 4 is included in Table 5.1, where it can be seen the difference in the
results, i.e. the reaction completion times, is negligible. For the simulations in
this case, a pellet of diameter 9.35 mm was exposed to an infinite, stagnant bulk
gas set to be air with a fixed oxygen concentration of 3.15 mol m−3. It can also be
seen that the reduced model runs noticeably faster, although at the parameters
set in this case the computational times are very quick regardless.
Given the how similar the results are between the two models, it was therefore
decided to employ the reduced model to calculated the heat transfer for the
dissolution model. With the heat transfer calculated, dissolution reaction kinetics
can now be applied.
5.2 Applying existing reaction kinetics
The most significant change between the oxidation and dissolution models is
the reaction kinetics that are applied. Whilst the oxidation at the surface of
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Table 5.1: A comparison of reaction completion and computational times at
different bulk gas temperatures between the full oxidation model and the simpler
reduced model.
Reduced model Full model
Bulk gas
temperature
(◦C)
Reaction
completion
time (min)
CPU time (s) Reaction
completion
time (min)
CPU time (s)
300 310.5 2.699 310.5 3.526
500 240.6 2.075 240.6 2.730
700 190.9 1.732 190.9 2.120
the carbide was a simple 1st order reaction with only one step, the dissolution
reaction is strongly affected by nitrous acid produced by the reaction between
uranium carbide and nitric acid requiring a more complex description of the
reaction kinetics.
Initially, the reaction kinetics used in the dissolution model are extracted
from existing literature and attached to the heat transfer model across a sphere
of uranium carbide. Two mechanisms in particular are considered as mentioned in
Chapter 2: the first by Hodgson (Hodgson, 1987) and the second by Maslennikov
et al.(Maslennikov et al., 2009). One variable assumed to be in common is the
calculated enthalpy of reaction, ∆HR = −1.337× 106 J mol−1, to be used in the
heat transfer model. This was calculated from the enthalpies of formations for
the species present in the stoichiometric equation, given in Section 2.5.2.1 as Eq.
2.66 (Glatz et al., 1990):
UC(cr) + {10HNO2 + 2HNO3}(sln)→
{UO2(NO3)2 + 6H2O}(sln) + {CO2 + 10NO}(g)
5.2.1 Hodgson’s kinetics
The first reaction mechanism to be considered is that suggested by Hodgson
(Hodgson, 1987). Hodgson’s model is based around the fragmentation of a fuel
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pellet, with the dissolution process controlled by the propagation of the dissolu-
tion front along cracks in the fuel pellet (Hodgson, 1987). The model, however,
is desgined for a uranium oxide fuel pellet, and hence using Hodgson’s reaction
kinetics requires the assumption that uranium carbide dissolves in a physically
similar way to uranium oxide.
The dependence of the weight of the oxide pellet on time as it dissolves,
assuming that the dissolving grains within the pellet are dispersed uniformly
throughout the pellet, is given in Eq. 2.76 and repeated below (Hodgson, 1987):
Wd
W0
= 1−
(
t
λ
+ 1
)
exp
(
− t
λ
)
In order to calculate the changing radial increment size across the carbide
sphere, Eq. 2.76 must be converted to an expression of the dependence of the
radius on time. This can be done through the use of the following expression true
for a sphere:
Wd = ρUCVUC = ρUC
4
3
pir3 (5.9)
Eq. 2.76, can therefore be rearranged as:
r1
r0
= 3
√
1−
(
t
λ
+ 1
)
exp
(
− t
λ
)
(5.10)
where r0 is the value of r1 at time t = 0, the beginning of the reaction.
A further rearranging of Eq. 2.76 is also necessary due to the heat transfer
boundary condition at the reaction interface, Eq. 4.13, requiring a reaction rate
term, RC , in mol s
−1. This is done by noting the number of moles present at
each time step both before and after the new radius is calculated. This is done
through the following expression similar to Eq. 5.11
nUC = ρ˙UCV = ρ˙UC
4
3
pir3 (5.11)
where ρ˙ is the molar density.
The change between the two values of nUC over the one time step under
consideration is then divided by the size of that time step, ∆t, to gain a value of
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RC for that time step and hence allow a calculation of the heat released by the
dissolution reaction.
Hodgson uses the variable λ as a reaction coefficient with units of s−1. It’s
dependence on temperature can be seen in Chapter 2 in Figure 2.18. This depen-
dence was plotted in order to characterise it quantitatively and allow predictions
of it’s value a temperatures different to those presented in Figure 2.18. The tem-
perature dependence of λ was found to have the functional form described in Eq.
5.12:
λ = λ0
(
exp
( −EA
RTHNO3
))−1
(5.12)
where λ0 is a constant with a value of 7.707× 10−4 s−1, EA is the activation energy
of the dissolution with a value of 3866 J mol−1 and THNO3 is the temperature of
the nitric acid initially.
Eqs. 5.10 and 5.12, when coupled to the heat transfer model described in
Section 5.1, allow the dissolution to be modelled according to the reaction kinetics
published by Hodgson. Plotting of the reaction coefficient, λ, allows Hodgson’s
results to be extrapolated to different initial temperatures of the nitric acid, and
the heat transfer model allows prediction of the ensuing changes in temperature
of the pellet. Figure 5.2 is a plot of the fraction of the pellet dissolved over time
at different temperatures. The solid lines represent dissolution curves produced
using the coefficients used by Hodgson, demonstrating its ability to reproduce the
curves shown in Figure 2.18 on Page 48, and the dashed lines represent the use
of extrapolated values of the coefficient to predict dissolution curves at different
temperatures. These results are from a fixed nitric acid concentration of 8 M and
a spherical pellet with an initial weight of 1 g.
The extra curves generated by the model at 45 ◦C, 55 ◦C and 65 ◦C predictably
line up well with the original data due to the simple dependence of the reaction
coefficient on the temperature of the nitric acid. The temperatures reached by
the uranium carbide pellet during the reactions can be seen in Table 5.2. These
maximum temperatures occurred at the surface of the pellet, where the reaction is
occurring, and at the end of the reaction due to a continually rising temperature.
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Figure 5.2: Repeating Hodgson’s results from Figure 2.18 using the dissolution
model (Hodgson, 1987). Extrapolating the reaction coefficient, λ, using Eq. 5.12,
allows predictions of the dissolution rates at additional temperatures represented
by the dashed lines. The HNO3 concentration is 8 M and initial pellet weight is
1 g.
Table 5.2: Tabular data of the results shown in Figure 5.2, including the maximum
temperature reached by the pellet during dissolution.
Temperature (◦C) Max. temperature
reached by carbide
(◦C)
Completion time
(min)
40 61 170
50 88 110
60 119 71
70 159 47
80 211 32
90 278 22
100 364 16
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5.2.2 Maslennikov et al.’s kinetics
The second reaction mechanism to be applied to the one dimensional model is
that suggested by Maslennikov et al. (Maslennikov et al., 2009). As opposed to a
physical mechanism like Hodgson’s (Hodgson, 1987), Maslennikov et al. present
kinetics dependent on the concentrations of the reactants involved. Importantly,
Maslennikov et al.’s data relates to a UC sample in powdered form, meaning that
it cannot be attached onto the heat transfer model that assumes a spherical, solid
UC sample in the same manner Hodgson’s kinetics could. The model is therefore
an entirely kinetic one.
The overall reaction is represented as a change in mass in the uranium carbide
sample given in Eq. 2.77 repeated below.
∆m
m0
=
(
kH+
[
H+
]nH+ + kHNO2 [HNO2]nHNO2 + kNO−3 [NO−3 ]nNO−3 ) tn
where ∆m is the change in mass since the beginning of the dissolution, kH+ ,
kHNO2 and kNO−3 are rate constants for each species, nH
+ , nHNO2 and nNO−3 are
the orders of reaction with respect to each species, t is the time passed and n the
order of the reaction with respect to time.
For Eq. 2.77 to produce meaningful information, this means that the concen-
trations of H+, NO3
- and HNO2 must be known over time. Maslennikov et al.
provide expressions for the changing concentrations of HNO2 and NO3
- in Eqs.
2.78 and 2.80 when dissolving in a mixture of HNO2 and HClO4, again repeated
below. It is assumed that [H+] remains roughly constant (Maslennikov et al.,
2009).
[HNO2]t = [HNO2]0 exp
(
−kSD
NO−3
t
)
[
NO−3
]
t
= kNO−3 −
[HNO2]0
3
exp
(
−kSD
NO−3
t
)
where
[
NO−3
]
t
and [HNO2]t are the concentrations of nitrate ions and nitrous
acid at time t respectively,
[
NO−3
]
0
and [HNO2]0 are the concentrations at time
t = 0 and −kSD
NO−3
is a constant controlling the rate of nitrate ion depletion.
In lieu of a value provided for −kSD
NO−3
, it was decided to fit it to the nitrous
acid production curves provided by Maslennikov et al. in Figure 2.15. However, it
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was necessary to used modified expressions of a different form than that provided
by Eq. 5.13, which allows HNO2 to be generated and then to decay instead of
just decay. This is because the simulation in this case is occuring in HNO3 with
no HNO2 present initially, instead of a mixture of HNO2 and HClO4.
For t ≤ tdecay:
[HNO2]t =
a
1 + exp (−k (t− x)) (5.13)
where a, k and x are constants and tdecay is the time at which the HNO2 begins
to decay in s.
Fitting Eq. 5.13 to the nitrous acid generation curves at different initial nitric
acid concentrations in Figure 2.15 provides values for a, k and x at different nitric
acid concentrations. These values are then plotted, as shown in Figure 5.3, and
there dependency on nitric acid is expressed through the curve fits shown below.
a = 2.14× 10−2 + 1.72× 10−3 [NO−3 ]0 (5.14)
k = 2.59× 10−3 + 6.36× 10−5 exp
([
NO−3
]
0
− 2
7.10× 10−1
)
(5.15)
x = −3.70× 102 + 1.78× 104 exp
(
− [NO−3 ]0
1.78
)
(5.16)
However, it can be observed from Figure 2.15 that the HNO2 begins a roughly
linear decrease after a certain amount of time depending on the nitric acid. The
rate of HNO2 decay is roughly independent on the HNO3 concentration and is
assumed to be as such, but the time at which it begins is not. The time at
which each curve from Figure 2.15 begins to decrease was plotted producing an
expression for the time at which the decay begins depending on initial HNO3
concentration.
tdecay = 1.05× 103 + 3.19× 104 exp
(
− [NO−3 ]0
1.21
)
(5.17)
The decay of HNO2 is expressed as a simple linear function given in Eq. 5.18.
The gradient is calculated from the gradients of decay given in Figure 2.15.
For t > tdecay:
[HNO2]t = [HNO2]tdecay − 2.50× 10−6 (t− tdecay) (5.18)
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Figure 5.3: The values of the constants a, k and x plotted at different initial
nitric acid concentrations. Curve fits are then applied to find their dependency
on nitric acid.
Figure 5.4 depicts the HNO2 production curves obtained from Eqs.5.13 and
Eqs. 5.18 at different HNO3 concentrations. The predicted curves are shown
overlain against Maslennikov et al.’s results presented in Figure 2.15, and it can be
seen that there is a good agreement. The limitation of this method of calculating
the transient HNO2 concentration is that its highly empirical nature means that
any results generated outside of the HNO3 concentrations for which there is data
to compare against are difficult to defend. Therefore, it should be mentioned
that this method for calculating the HNO2 concentration is only valid at HNO3
concentrations of 2, 3, 4 and 6 M.
Given that a different representation of [HNO2]t is now used, an expression
for the changing nitric acid concentration,
[
NO−3
]
t
, must be provided. Similar to
Maslennikov et al.’s approach in Eq. 2.80, the stoichiometry of the equlibrium
reaction between HNO2 and NO3
- in Eq. 2.79 is used to convert the production
rate of the nitrous acid into a depletion rate for the nitric acid, as shown in Eq.
5.19. [
NO−3
]
t
=
[
NO−3
]
0
− [HNO2]t
3
(5.19)
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Figure 5.4: A comparison between the production of HNO2 curves predicted by
the model and Maslennikov et al.’s dissolution data (Maslennikov et al., 2009) at
different initial concentrations of HNO3.
Substituting Eq. 5.19 into Eq. 2.77 allows it to be simplified by removing the
time dependent nitric acid concentration, giving the equation:
∆m
m0
=
(
kH+
[
H+
]nH+
t
+ kHNO2 [HNO2]
nHNO2
t,B
+ kNO−3
([
NO−3
]
0,B
− [HNO2]t,B
3
)n
NO−3
)
tn (5.20)
Using the assumption that [H+] remains constant over time with the known
values of
[
NO−3
]
0
and [HNO2]t allows Eq. 5.20 to predict a reaction rate. It
is again assumed to be only occuring at the surface of the reaction. Therefore,
mass transfer of nitric and nitrous acid through a liquid film layer surrounding
the carbide pellet is also considered.
R∗N = kNA
(
[N ]t,B − [N ]t,r1
)
(5.21)
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where R∗N is the rate of transfer of acid across the liquid film layer, A is the
surface area of the carbide pellet, [N ]t,r−1 can represent the concentration at the
surface of the pellet of either NO−3 or HNO2 and [N ]t,B is their concentrations
in the bulk fluid.
The external diffusion coefficient of the two acid species through the film
layer, kN , is taken to be dependent the bulk diffusivity of each through a film
layer comprising uranyl nitrate:
kN =
DN−UO2(NO3)2Sh
2r1
(5.22)
where DN−UO2(NO3)2 is the bulk diffusivity of each acid, given by Smith as (Smith,
1970):
DN−UO2(NO3)2 =
1.8583× 10−3 (TB) 32 ( 1
MH
+ 1
MUO2(NO3)2
) 1
2
pσΩ
(5.23)
where MH is the molecular weight of either nitric or nitrous acid in g mol
−1, and
MUO2(NO3)2 is the molecular weight of uranyl nitrate in the same units.
Eq. 5.21 can then be used to express the concentration of nitrous acid in Eq.
5.20, [HNO2], in terms of its concentration at the surface of the pellet rather
than in the bulk fluid. Rearranging Eq. 5.21 gives the following expression:
[
HNO−2
]
t,B
=
[
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
(5.24)
Substituting Eq. 5.24 into Eq. 5.20 therefore allows the reaction rate to
consider the mass transfer of nitrous acid to the reaction interface.
∆m
m0
=
(
kH+
[
H+
]nH+
t
+ kHNO2
([
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
)nHNO2
+ kNO−3
([
NO−3
]
0,B
− 1
3
([
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
))n
NO−3
)
tn (5.25)
Eq. 5.25 offers a description of the reaction rate in terms of the variable,[
HNO−2
]
t,r1
. However, since the value of the order of the reaction with respect
to nitric acid, nNO−3 , can take a non-integer value, Eq. 5.25 can be very difficult
to expand and solve.
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Firstly, a backward difference approximation of Eq. 5.25 is taken. The time
variable is changed to a time step size rather than the total time passed allowing
and the ∆mUC term therefore represents the change in the mass of UC over a
time step. It is assumed that the order of the reaction with respect to time is 1.
Values of nH+ = 0, nHNO2 = 2 and nNO−3 = 0.1 are taken from Maslennikov et
al. (Maslennikov et al., 2009).
The rate constants, kH+ , kHNO2 and kNO−3 , are dependent on the initial nitric
acid concentration and were also provided by Maslennikov et al.(Maslennikov
et al., 2009). However, it was found that kNO−3 had to be altered in order to fit
the curves to the dissolution data provided by Maslennikov et al., meaning that
the results obtained were highly empirical. It was set to a constant, much smaller
value of kNO−3 = 1.25× 10−6 l mol−1 s−1.
∆mUC
∆t
= RD = m0
(
kH+ + kHNO2
([
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
)2
+ kNO−3
([
NO−3
]
0,B
− 1
3
([
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
))0.1)
(5.26)
where RD is the mass of UC dissolved per second.
To solve Eq. 5.26, it must be treated as a function, fn, and solved using the
bisection method. This requires rearranging Eq. 5.26 to the form shown in Eq.
5.27.
fn = RD −m0
(
kH+ + kHNO2
([
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
)2
+ kNO−3
([
NO−3
]
0,B
− 1
3
([
HNO−2
]
t,r1
+
R∗
HNO−2
kHNO−2 A
))0.1)
(5.27)
A value for the upper and lower limits of the reaction rate, RD, is then esti-
mated. The average of these limits is then taken as the value of RD and applied
to Eq. 5.27 which can be solved in code to attain a value for fn. If fn < 0, the
lower limit for RD is adjusted to the averaged value of RD used. If fn > 0, the
upper limit is adjusted to the RD value. This is continued until the difference
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Figure 5.5: A comparison between the dissolution curves produced by the model
using a modified version of Maslennikov et al ’s reaction kinetics and Maslen-
nikov’s data (Maslennikov et al., 2009) at different initial concentrations of nitric
acid.
between the two limits becomes small enough to reach a tolerance criteria such
as that given in Eq. 5.28.
RDupperlimit −RDlowerlimit
RD
× 100 < tolerance criteria (5.28)
Running the bisection method produces an estimate for the value for the reac-
tion rate. This results in a dissolution model that factors the predicted generation
of HNO2 into a modified version of Maslennikov et al.’s dissolution kinetics, al-
lowing a prediction of the dissolution time and rate at different initial HNO3
concentrations.
Figure 5.5 illustrates the resulting dissolution curves obtained from the model
using Eqs. 5.26 and 5.27 and compares them to Maslennikov et al.’s data from
Figure 2.14. These simulations were carried out at a constant bulk fluid tem-
perature of 22 ◦C a pellet with a powdered UC sample with an initial mass and
temperature of 1 g and 20 ◦C. It can be seen that the model predicts smooth,
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Figure 5.6: Dissolution curves produced by the model based on Maslennikov et
al.’s kinetics at higher HNO3 concentrations.
s-shaped curves characteristic of this dissolution process. The steep initial rise is
caused by the generation of HNO2 which catalyses the dissolution. The following
rate decrease occurs due to the concentration of HNO2. It was found that in
order to make the tailing-off of the reaction rate significant enough to match the
data provided by Maselennikov et al., the mass transfer of acid from the bulk
fluid to the reaction surface had to be included.
The most significant deviation of the simulated curves from the data is in
the induction period, i.e. the period of time before there is enough HNO2 for
the reaction rate to become significant. In the simulation, there is virtually
no reaction occurring during this time, whereas in the data, there is more of
a reaction occurring before the curve steepens. This suggests that the model’s
reaction rate has too small of a dependence on the HNO3 in the solution. If this
is increases, however, the overall reaction completion time becomes faster and no
longer aligns with the data. The final stages of the reaction where the rate is
slowing agree well, as do the reaction completion times.
The model derived from Maslennikov et al.’s (Maslennikov et al., 2009) ki-
netics can then be used to produce dissolution curves at different HNO3 concen-
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trations. Figure 5.6 is an example of the model based on Maslennikov et al.’s
kinetics being used to simulate dissolutions at HNO3 concentrations of 6 M to
14 M, where it is predicted that further increasing of the HNO3 concentration
increases the reaction rate and the induction period is removed.
5.3 Deriving novel reaction kinetics
Having applied reaction kinetics found in the relevant literature to the dissolution
model, it was found that there were a number of notable limitations. Firstly, the
Maslennikov et al. model (Maslennikov et al., 2009) was the only model found
specific to UC. Futhermore, Maslennikov et al. derived reaction kinetics from
experiments using powdered UC rather than pellets, meaning that the kinetics
cannot be coupled to the heat transfer model from Section 5.1, and did not in-
vestigate the effect of varying temperature. Similarly, Hodgson (Hodgson, 1987)
investigated only the effect of temperature and not the effect of HNO3 concen-
tration.
In order to obtain a better understanding of the effects of both concentration
and temperature on the dissolution of UC, in pellet form, in HNO3, a series
of dissolution experiments were carried out by the National Nuclear Laboratory
(NNL). UC pellets, all with a mass of around 70 g, were dissolved in 6 M to 14 M
HNO3 between temperatures of 60
◦C to 110 ◦C. The percentage of UC carbon
present in the solution liquor was used as a measure of the dissolution completion,
and the HNO2 concentration in the solution was monitored due to its importance
on the reaction kinetics.
This set of experiments provided further investigation into the reaction kinet-
ics due to results dependent on both temperature and concentration, allowing a
more advanced model for the dissolution reaction to be developed.
5.3.1 Modelling HNO2 concentration
Given the important catalytic effect HNO2 has on the dissolution, its concen-
tration was modelled first as a basis for the dissolution model similarly to the
approach taken by Maslennikov et al. (Maslennikov et al., 2009).
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Figure 5.7: HNO2 concentration in the solution over time at different tempera-
tures from experiments carried out by the NNL. The initial HNO3 concentration
was 8 M in each case.
An example of how the HNO2 concentration varies over time in the solution is
provided by the plot in Figure 5.7, which also illustrates the effect of temperature.
Initially, before the dissolution begins, there is no HNO2 present. As the UC re-
acts with the HNO3, HNO2 is produced and its concentration increases and peaks
between 0.01 M to 0.07 M depending on the temperature. The concentration then
decreases due to a combination of consumption by the dissolution reaction and
dissociation of HNO2 into water and nitrogen oxides represented by the following
equation (Fukasawa et al., 1991; Kobayashi et al., 1976; Park & Lee, 1988):
2HNO2(sln)→ NO(g) +NO2(g) +H2O(sln) (5.29)
One important observation is that at the higher temperatures, 100 and 110 ◦C,
there is a sharp decrease in the production of HNO2. This can be attributed to
the rate of HNO2 dissociation increasing significantly with temperature. If the
rate of dissociation of HNO2 is expressed as:
−d [HNO2]
dt
= kdHNO2 [HNO2]
2 (5.30)
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Table 5.3: The dissociation coefficient of HNO2 observed by Park and Lee (Park
& Lee, 1988).
Temperature
(◦C)
kdHNO2
(dm3 mol−1 s−1)
10 3.46
22 13.4
30 28.6
where kdHNO2 is a temperature dependent coefficient, then the temperature de-
pendence can be quantified. For example, the values displayed in Table 5.3 for
kdHNO2 at low temperatures observed by Park and Lee (Park & Lee, 1988) illus-
trate the trend of increasing dissociation rate with temperature. Although the
values are at a temperature range significantly lower than the range used for the
NNL experiments, the demonstration of the dependence of dissociation rate on
temperature would offer an explanation to the phenomena occurring in Figure
5.7.
Therefore, with the significance of HNO2 dissociation highlighted, modelling
the HNO2 concentration in the solution would require consideration of three pro-
cesses occurring:
1. Production of HNO2 by the reaction of UC with HNO3 according to Eq.
2.65.
2. Consumption of HNO2 by its reaction with UC according to Eq. 2.66.
3. Dissociation of HNO2 into water and gaseous nitrogen oxides according to
Eq. 5.29.
Due to the complexity of modelling these three processes simultaneously,
largely due to their co-dependency and different dependencies on temperature, it
was found that it was simpler and more accurate to fit a mathematical expression
to the concentration curves from plots such as the one in Figure 5.7.
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Figure 5.8: HNO2 curves from Figure 5.7 normalised with respect to the y-axis,
HNO2 concentration. A bi-exponential line of best fit is then applied to the entire
data set.
The functional form that was found to fit the HNO2 concentration plots best
is the bi-exponential, which allows a sharp peak followed by an exponential decay,
described by the following equation:
[HNO2]t = g
AB
A−B
[
exp (−Bt/60)− exp (−At/60) ]C (5.31)
where g is a temperature dependent coefficient, A, B and C are constants and t
is the time in s.
In order to find the values of A, B and C and hence describe an overall shape
of the curve, the curves from Figure 5.7 were normalised with respect to HNO2
concentration, as illustrated in Figure 5.8. From the resulting bi-exponential fit
of the data points, A, B and C were found to have values of 0.00863, 0.15 and
140 respectively, assuming that g = 1. With the functional form obtained, g
could then be used as a multiplication factor to apply temperature dependence
to the HNO2 concentration. In order to express g as a function of temperature,
the peak HNO2 concentrations at each temperature were plotted as displayed in
Figure 5.9.
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Figure 5.9: The peaks HNO2 concentration observed at each temperature at
an initial HNO3 concentration of 8 M. A polynomial fit is applied to attain a
temperature dependent value of g.
Due to the initial increase in the peak HNO2 from 70
◦C to 80 ◦C followed
by the subsequent decrease at higher temperatures, a 3rd order polynomial was
chosen to fit the points. This fit is included in Figure 5.9 and has a coefficient of
determination of r2 = 0.92. The resulting expression of g is written as:
g = −101.9806 + 828.8346T0
− 2.237942 × 10−3T 20 + 2.008276 × 10−6T 30 (5.32)
where T0 is the initial solution temperature in K.
Applying the values of A, B, C and g to the bi-exponential expression in Eq.
5.31 can then be used to predict the HNO2 concentrations at different tempera-
tures for an initial HNO3 concentration of 8 M. A comparison of these predictions
to the NNL’s data is displayed in Figure 5.10.
The model provides an acceptable fit to the HNO2 concentrations, except for
the experiment at 70 ◦C where the shape of the bi-exponential doesn’t fit the
corresponding data well. This is due to the peak HNO2 concentration occurring
at a later time at 70 ◦C than at the other temperatures, meaning that the line of
best fit applied to the normalised data in Figure 5.8 does not fit well at 70 ◦C.
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Figure 5.10: The modelled HNO2 concentrations over time at different tempera-
tures compared to the NNL data plotted using Eq. 5.31.
Therefore, the temperature range at which Eq. 5.31 can be considered to give a
valid prediction of the transient HNO2 concentration is 80
◦C to 110 ◦C.
As well as characterising the dependence of the HNO2 concentration on tem-
perature, experiments carried out by the NNL at initial HNO3 concentrations
other than 8 M can be used to describe its dependence on HNO3 concentration.
However, due to the different dependencies on temperature at other initial HNO3
concentrations, a different polynomial representing g is required at each concen-
tration. The values of g valid at different HNO3 concentrations are included in
Table 5.4.
Applying the g values specified in Table 5.4 to Eq. 5.31 to the NNL data across
different initial HNO3 concentrations results in the plots displayed in Figure 5.11.
Note that at the HNO3 concentrations displayed in Figure 5.11, data only exists at
three temperatures: 80, 100 and 110 ◦C. The significant decomposition of HNO2
observed at the higher temperatures in Figure 5.7 is observable throughout Figure
5.11, and is again accommodated by the polynomial function, g, defined in Table
5.4.
The model’s calculations provide a reasonable fit to the data, but are con-
strained by having to maintain the form of the bi-exponential function and hence
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Table 5.4: Values for g and the HNO3 concentration at which they are valid.
Initial HNO3
concentration (M)
g (mol s dm−3)
6 −126.5723 + 1.03668T0 − 2.820× 10−3T 20 + 2.55750× 10−6T 30
8 −101.9806 + 828.835T0 − 2.238× 10−3T 20 + 2.00828× 10−6T 30
10 −69.12822 + 0.54613T0 − 1.430× 10−3T 20 + 1.23333× 10−6T 30
12 −416.4002 + 3.42577T0 − 9.380× 10−3T 20 + 8.54750× 10−6T 30
14 −149.5218 + 1.22487T0 − 3.340× 10−3T 20 + 3.02500× 10−6T 30
(a) 6 M (b) 10 M
(c) 12 M (d) 14 M
Figure 5.11: Modelled HNO2 concentrations over time compared to NNL data at
different temperatures across different initial HNO3 concentrations.
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fixing the position of the peak concentration. For example, in Figures 5.11c and
5.11d, the data points appear to indicated the peak HNO2 concentration occurs
at a later time to that calculated by the bi-exponential function. However, this
disagreement between the time at which the peak occurs seems limited to the
results at 80 ◦C, and the overall trend over time fits well. Therefore, the HNO2
concentration calculated by the model was deemed to provide an acceptable fit to
the NNL data. With this calculation complete, it is now possible to impose reac-
tion kinetics dependent on this concentration calculation to model the dissolution
rate of the UC pellet.
5.3.2 Modelling dissolution rate
The next step toward deriving reaction kinetics for the dissolution of UC in HNO3
using the NNL’s data, is to apply an equation capable of predicting the dissolution
rate given the known HNO2 concentration in solution. The resulting dissolution
rate can be used to produce dissolution curves able to reproduce those in the NNL
data, such as the example displayed in Figure 5.12. Figure 5.12 is a plot of the
fraction of UC dissolved over time at different temperatures and an initial HNO3
concentration of 8 M. The important effects to note are that the dissolution rate
increases with temperature up to 110 ◦C where a dissolution rate almost identical
to that at 100 ◦C is observed. This effect is due to the decomposition of HNO2
examined in the previous section becoming significant at these temperatures.
Therefore, the equation describing the dissolution rate must take into account
both the temperature of the solution and the HNO2 concentration.
The expression found to incorporate these variables whilst fitting the shape
of the dissolution curves expresses the rate of reaction as the fraction of UC
dissolved at a particular time, t:
∆m
m0
= −0.955exp
(
[HNO2]max t
60kdUC
)
+ 0.998906 (5.33)
where ∆m is the mass of UC dissolved at time t, m0 is the initial mass of UC at
time t = 0, [HNO2]max is the peak HNO2 concentration and kdUC is a coefficient
dependent on temperature.
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Figure 5.12: NNL data displaying the fraction of UC dissolved over time at
different temperatures at an initial HNO3 concentration of 8 M.
In order to calculate the heat transfer correctly using the model described in
Section 5.1, this fractional change is converted to molar change per second, RC ,
for use in Eq. 5.8 by calculating the mass dissolved at each time step and dividing
the value by the molar mass of UC.
The coefficient kdUC at an initial HNO3 concentration of 8 M was calculated
by determining what its necessary value is in order to fit the curve generated by
Eq. 5.33 to the data in Figure 5.12. This fitting process was not carried out
for the 70 ◦C run, due to the inability of the model to accurately reproduce the
HNO2 concentration at that temperature. The values of kdUC found are present
in Figure 5.13, where an exponential fit is applied to the values to determine a
temperature dependent expression with an r2 value of 0.99958. This expression
is given as:
kdUC = 1.43676× 1011exp
( −T0
14.29727
)
− 0.31036 (5.34)
Similarly to the expression representing g for calculating the HNO2 concentra-
tion, kdUC requires a different expression at different initial HNO3 concentrations
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Figure 5.13: A plot of the kdUC values required to fit the dissolution curve pro-
duced by the model to the NNL data at different temperatures at an initial HNO3
concentration of 8 M. An exponential fit is then applied to provide an expression
for kdUC .
due to the different temperature dependencies at different HNO3 concentrations.
The values of kdUC at different HNO3 concentrations are displayed in Table 5.5.
Eq. 5.33, with the values of kdUC obtained from Table 5.5, can then be used
to generate dissolution curves that can be compared against the NNL data. Fig-
ure 5.14 is such a comparison, using the data from Figure 5.12 produced at an
initial HNO3 concentration of 8 M and temperatures of 80, 90, 100 and 110
◦C.
The calculated dissolution curves fit very well to the data, indicating that the
model is capable of accurately predicting both the rate of dissolution and the
completion time. It successfully incorporates the increasing rate with tempera-
ture up to 100 ◦C and also the limited rate increase at 110 ◦C caused by the HNO2
dissociation.
Figure 5.15 is a plot of the pellet temperature during the course of the dis-
solutions displayed in Figure 5.14. The NNL experiment did not monitor the
pellet temperature, however, so it is not possible to validate these calculations
and know if they are representative of the actual temperature of the pellet during
the dissolution. Whilst the values predicted may therefore be inaccurate (pel-
let temperatures of >350 ◦C seem unrealistic), the trend of the transient pellet
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Figure 5.14: A comparison of the dissolution curves produced by the model
against NNL data at an initial HNO3 concentration of 8 M.
Figure 5.15: The pellet temperature over time calculated by the reduced heat
transfer model coupled to the derived reaction kinetics at an HNO3 concentration
of 8 M.
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Table 5.5: Values for kdUC and the HNO3 concentration at which they are valid.
Initial HNO3
concentration (M)
kdUC (dm
3 mol−1 s−1)
6 3.16732× 1012exp ( −T012.89601)+ 0.39957
8 1.43676× 1011exp ( −T014.29727)− 0.31036
10 2.08264× 107exp ( −T022.93836)− 0.81743
12 1.63902× 1019exp ( −T08.19296)+ 0.01826
14 1.38595× 1013exp ( −T011.97353)− 0.17778
temperature may still be worth noting. The model predicts that the pellet under-
goes an initial temperature rise as the exothermic dissolution begins, but cannot
maintain the temperature above the surrounding fluid as the reaction rate slows
with depleting UC surface area. This effect causes a pronounced rise and fall in
temperature at the higher solution temperatures.
Comparisons of the model’s results with data taken at different HNO3 con-
centrations are included in Figure 5.16. The temperature dependent kdUC values
can again be seen to model the temperature dependence of the dissolution rate
well, with the reaction rate being limited at the higher temperatures. This effect
is most notable in Figures 5.16a and 5.16c, where the dissolution curves at 100 ◦C
and 110 ◦C are almost identical, both in the data and the model.
5.4 Conclusions
Mathematical models simulating the dissolution of UC in HNO3 have been pro-
duced. Both existing and novel reaction kinetics were coupled to a reduced form
of the heat transfer model described in Chapter 4, enabling the prediction of
dissolution completion times and transient pellet temperature.
The first model was produced using kinetics published by Hodgson (Hodgson,
1987) that used the fracturing of a spherical pellet and subsequent and pen-
etration of solvent to describe the dissolution process. The kinetics could be
summarised in a single equation, Eq. 2.76, dependent on temperature but not
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(a) 6 M (b) 10 M
(c) 12 M (d) 14 M
Figure 5.16: Modelled dissolution curves compared against NNL data across dif-
ferent temperatures and initial HNO3 concentrations.
HNO3 concentration. Extrapolating values for the reaction coefficient, λ, using
Eq. 5.12 allows predictions for the dissolution rate at temperatures different to
those initially used by Hodgson as illustrated in Figure 5.2. However, it should be
kept in mind that the Hodgson model was designed to characterise the dissolution
of UO2. Despite it being a physical model, therefore, it may lose accuracy when
considering UC. This, coupled with the inflexible HNO3 concentration, means
that this model constructed using Hodgson’s kinetics may be limited.
The second, more detailed, model of the dissolution takes into account the im-
portant catalytic role produced HNO2 has. A model published by Maslennikov et
al. (Maslennikov et al., 2009) describing the generation of HNO2 in solution and
the resulting reaction rate was modified to better fit the current investigation and
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used to reproduced Maslennikov et al.’s data, as illustrated in Figures 5.4 and
5.5. Due to the powdered nature of the UC samples used to acquire this data, the
reaction kinetics could not be couple to the reduced heat transfer model designed
for a spherical pellet, making it a kinetics-only model. The reaction kinetics de-
rived from Maslennikov et al.’s, whilst examining different HNO3 concentrations,
suffer from being independent of the solution temperature.
The final model employs novel reaction kinetics derived from data produced
by the NNL in a similar fashion to the Maslennikov et al. model (Maslennikov
et al., 2009) in that the HNO2 concentration is modelled and a subsequent reac-
tion rate calculated. The HNO2 concentration in the solution was found to fit the
bi-exponential functional form the best, with a coefficient represented by a differ-
ent polynomial at a number of HNO3 concentrations used to provide temperature
dependence. This method was able to incorporate an interesting effect elucidated
by the NNL’s data, where the dissolution rate was observed to stop increasing
with temperature above 100 ◦C, by including the decomposition of HNO2 occur-
ring at these higher temperatures responsible for the limited reaction rate. An
exponential expression dependent on the solution temperature and peak HNO2
concentration was then used to calculate the fraction of UC dissolved over time
at a number of HNO3 concentrations. Conversion of this rate equation to a form
in mol s−1 allowed coupling of these reaction kinetics to the heat transfer models,
however the data necessary to validate the ensuing pellet temperature predictions
is lacking.
Comparison between the models’ results is difficult due to the differing UC
samples being dissolved in the relevant data sets. For example, despite there being
no overlap in the dissolution conditions in the models derived from Maslennikov et
al.’s reaction kinetics (Maslennikov et al., 2009) and the NNL’s data (the highest
HNO3 concentration examined by Maslennikov et al. was 6 M and all experiments
were carried out at 22 ◦C), the powdered UC sample can be seen to undergo a
much faster dissolution. Similarly, the model using Hodgson’s (Hodgson, 1987)
kinetics uses 1 g UC pellets - significantly smaller than the 70 g samples examined
by the NNL. As a result, Hodgson’s kinetics predict reaction completion times of
32.3 and 22.5 min at temperatures of 80 and 90 ◦C and a HNO3 concentration of
8 M, whereas the equivalent NNL experiments take 197 and 112 min, respectively.
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Therefore, without changing size of the UC samples input into each model, it is
not possible to make direct comparisons. However, given just how different the
samples are, there is no guarantee that any of the reaction kinetics will be valid
when using sample sizes appropriate for a different set of kinetics.
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Chapter 6
One-dimensional oxidation model
including an adherent product
layer
6.1 Introduction
The model described in the this chapter represents the same oxidation reaction
as that in Chapter 4, but allows the oxide product to adhere to the surface of
the carbide. This requires a number of additional considerations, as the mass
transfer of oxygen to and carbon monoxide away from the reaction interface via
the adherent product layer must be included. Additionally, the presence of U3O8
must be accommodated if the oxide product remains within the reaction domain.
However, the overall method of describing the heat and mass transfer processes
occurring and subsequent numerical solution is similar. Note that the reduced
heat transfer model characterised in Section 5.1 cannot be applied though, as
there exists a concentration gradient and a minor temperature gradient through
the product layer now constituting part of the solid system.
The reaction mechanism is based upon the observations made by Naito et al.,
Borchardt and Peakall and Antill (Borchardt, 1959; Naito et al., 1976; Peakall &
Antill, 1962) covered in Section 2.4.2.1 on Page 19, but with the assumption that
the intermediate UO2 oxide formed is further oxidised to U3O8 significantly faster
than it is produced. This assumption is made primarily due to the O2 availability
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Figure 6.1: A representation of the oxidation reaction in one dimension with
an adherent oxide layer present. Mass and heat transfer through this layer now
require consideration, as well as how it changes in size over time.
at the two sites: any O2 diffusing from the bulk gas through the product layer
to the UC surface will have to pass through the UO2 region, where a significant
quantity will be consumed.
The model, therefore, will consider the reactions occurring in Eqs. 2.6 to 2.7
to be expressed as an overall equation written as Eq. 6.1, and the product layer
will be assumed to comprise only U3O8, as illustrated in Figure 6.1. As indicated
by Figure 6.1, the model makes the same equivalent volume sphere approximation
as in Chapter 6.
3UC + 5.5O2 → U3O8 + 3CO (6.1)
6.2 Mathematical representation
The model can be separated into distinct sections that are solved at each time
step, n:
1. Heat and mass transfer across an external gas film around the pellet.
2. Heat flow through the solid system (both the oxide layer and the carbide).
3. Mass transfer of O2 and CO in opposite directions through the oxide layer.
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4. The resulting reaction rate and heat generated at the UC-U3O8 interface.
5. The resulting depletion and reduction in size of the carbide pellet and at
the same time the expansion of the U3O8 layer.
The reaction kinetics are again provided by Scott (Scott, 1966) in Eq. 4.5 for
the initial oxidation occurring at the reaction interface, r = r1, and by Howard
et al. (Howard et al., 1973) in Eq. 4.7 for the bulk gas oxidation of CO.
6.2.1 Heat and mass transfer
The presence of the adherent product layer requires a more complex heat and
mass transfer model than that in Chapter 4. Diffusion of CO and O2 as well as
conduction of heat through the oxide product must now be included in order to
calculate the distribution of gaseous species and temperature so that a reaction
rate can be calculated. A full description of how these effects are incorporated
into the oxidation model is included in this section.
For the general heat transfer through the solid, the Fourier equation for heat
conduction in a one dimensional sphere is used:
For t ≥ 0 and 0 ≤ r ≤ r1(t) ≤ r2(t):
∂Tm(r, t)
∂t
= αm
(
∂2Tm(r, t)
∂r2
+
2
r
∂Tm(r, t)
∂r
)
(6.2)
where r1(t) is the radius of the reacting carbide, r2(t) is the radius of the carbide
and adherent oxide layer, m designates whether the oxide layer or carbide pellet
is under consideration and α is the thermal diffusivity.
For 0 ≤ r < r1(t) : m = UC
For r1(t) ≤ r ≤ r2(t) : m = U3O8
The diffusion of O2 and CO through the product layer are similarly represented
by Fick’s second law. Note that the range doesn’t include the carbide region,
r < r1(t), as it is assumed to be non-porous.
For t ≥ 0 and r1(t) ≤ r ≤ r2(t):
∂Cg(r, t)
∂t
= Dg
(
∂2Cg(r, t)
∂r2
+
2
r
∂Cg(r, t)
∂r
)
(6.3)
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where Cg is the concentration, g designates whether O2 or CO is being considered
and Dg is the effective diffusivity of O2/CO through the product layer.
For the diffusivity of O2 through the U3O8 product layer, DO2 , a value is
provided by Jeong et al. (Jeong et al., 2006) given in Eq. 6.4. Jeong et al.
(Jeong et al., 2006) determined the diffusivity from oxidising UO2, where the
rate limiting step is also the diffusion of O2 through a U3O8 product layer.
DO2 = D
+
O2
exp
(
− E
+
A
RT¯U3O8
)
(6.4)
where D+O2 is a constant with a value of 1.71× 10−5 m2 s−1(Jeong et al., 2006),
E+A is the activation enthalpy for the diffusion of O2 through U3O8 with a value
of 1.6 kJ mol−1 (Jeong et al., 2006) and T¯U3O8 is the average temperature within
the oxide product layer.
For the diffusivity of CO through the product layer, DCO, Knudsen diffusion
is assumed. Assuming that Knudsen diffusion is the dominant diffusion mecha-
nism means that the vast majority of particle collisions take place between the
diffusing CO molecules and the walls of the pores present in the oxide product
(Smith, 1970). This occurs when the mean free path of the diffusing molecules is
comparable to the pore length, and is in contrast to Fickian diffusion where most
of the collisions are molecule-molecule which generally occurs at higher pressures.
The Knudsen diffusivity is defined, in cm s−1 , by Smith as (Smith, 1970):
1× 104DCO = (DK)CO = 9.70× 103a
(
T¯U3O8
MCO
) 1
2
(6.5)
where a is the pore size of the oxide layer in cm, MCO is the molecular weight
of CO in g mol−1 and DKCO is the Knudsen diffusivity in cm2 s−1. To obtain
the diffusivity of CO, therefore, the Knudsen diffusivity is converted into m2 s−1
simply by dividing by a factor of 1× 104.
The initial conditions for Eqs. 6.2 and 6.3 are:
For t = 0:
r1(0) = r2(0)− rox > 0 (6.6)
For t = 0 and 0 ≤ r ≤ r2(t):
Tm(r, 0) = TAmb (6.7)
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For t = 0 and r1(t) ≤ r ≤ r2(t):
Cg(r, 0) = 0 (6.8)
where rox represents a very thin oxide layer present at the beginning of the reac-
tion. This is an assumption made to allow computational times to be significantly
shortened.
There are three positions in the solid where boundary conditions must be
applied to Eq. 6.2: the centre of the solid, the interface between the oxide and
the carbide, and the solid surface. For Eq. 6.3, only the latter two conditions are
required.
When considering the boundary condition at the centre of the solid, where
r = 0, Eq. 6.2 cannot be applied as the second term on the right hand side is
indeterminate as ∂T/∂r = 0 and r = 0. Applying L’Hoˆpital’s rule to this term
and setting r = 0 allows Eq. 6.2 to be expressed as:
For t ≥ 0 and r = 0:
∂TUC(0, t)
∂t
= 3αUC
(
∂2TUC(0, t)
∂r2
)
(6.9)
The adiabatic heat transfer boundary condition at the centre of the system
applicable to Eq. 6.9 can then be described as follows:
For t ≥ 0 and r = 0:
∂TUC
∂r
∣∣∣∣
0
= 0 (6.10)
At the reaction interface, where r = r1(t), the boundary conditions must
allow for the heat generated, O2 consumed and CO produced by the oxidation.
Intimate thermal contact between the carbide and the oxide is assumed as stated
in Eq. 6.11. Fick’s first law is applied for the mass transfer boundary conditions,
and due to the prior assumption of Knudsen diffusion for the CO within the U3O8
layer, the diffusion coefficient at the interface is taken to be the bulk diffusion
of either O2 through CO or vice-versa occurring within the pores of the product
layer.
For t ≥ 0 and r = r1(t):
TUC(r1, t) = TU3O8(r1, t) (6.11)
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−λUC ∂TUC
∂r
∣∣∣∣
r1
− ∆HRRC
AUC
= −λU3O8
∂TU3O8
∂r
∣∣∣∣
r1
(6.12)
DO2−CO
∂CO2
∂r
∣∣∣∣
r1
=
RC
AUC
(6.13)
DCO−O2
∂CCO
∂r
∣∣∣∣
r1
= − 6RC
11AUC
(6.14)
where λU3O8 is the thermal conductivity of U3O8, provided by Pillai et al. (Pillai
et al., 2001), ∆HR is the enthalpy of the oxidation reaction and Dg−g is the
bulk diffusivity of one gaseous species, g, through another. The factor of 11/6
included in Eq. 6.14 stems from the stoichiometry of Eq. 6.1 where 11 moles of
O2 consumed by the reaction produces 6 moles of CO at the carbide surface.
At the solid surface, where r = r2(t), the boundary conditions represent the
transfer of heat and mass from the solid to the bulk gas and vice versa. Due to
the assumption of an oxide layer being present from t = 0, the surface boundary
conditions use variables relevant to U3O8.
For t ≥ 0 and r = r2(t):
−λU3O8
∂TU3O8
∂r
∣∣∣∣
r2
= h
(
TU3O8 |r2 − TB
)
+ U3O8σ
(
TU3O8|4r2 −
(
TB
)4)
(6.15)
−Dg ∂Cg
∂r
∣∣∣∣
r2
= kg
(
Cg|r2 − CBg
)
(6.16)
where h is the heat transfer coefficient, U3O8 is the emissivity of U3O8, σ is the
Stefan-Boltzmann constant, kg and C
B
g are the external diffusion coefficient and
bulk gas concentration of the gaseous species represented by g, either O2 or CO,
and TB is the temperature of the bulk gas.
The heat transfer coefficient, h, is calculated from the Nusselt number accord-
ing to Eq. 6.17:
h =
λfluidNu
2r1
(6.17)
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where λfluid is the thermal conductivity of the fluid (air) surrounding the pellet
and Nu is the Nusselt number, calculated as in Eq. 4.16.
Due to difficulties in finding any published values for the emissivity of U3O8
it was assumed to have the same value as that of UO2, provided by Fink (Fink,
2000) as:
U3O8 ≈ UO2 = 0.836 + 4.321× 10−6
(
TU3O8|r1 − 3120
)
(6.18)
The external diffusion coefficients represented by kg control the rate of diffu-
sion of O2 and CO across the external gas film layer, assumed to comprise CO,
surrounding the pellet to the solid surface:
kg =
Dg−COSh
2r1
(6.19)
where Sh is the Sherwood number, calculated as in Eq. 4.21.
6.2.2 Calculating the changing pellet size
The above heat and mass transfer calculations allow TU3O8 |r1 and CO2|r1 to be
known over time. This allows a calculation of the reaction rate provided by Scott
(Scott, 1966) in Eq. 4.5 giving the rate of O2 consumed. Combining this with
the stoichiometry of Eq. 6.1 gives both the rate of UC depletion and the rate of
U3O8 production.
For t ≥ 0:
dnUC
dt
= −6RC
11
= −6k1 exp
(−EA/R TU3O8|r1)AUC CO2|r1
11
(6.20)
dnU3O8
dt
=
2RC
11
=
2k1 exp
(−EA/R TU3O8|r1)AUC CO2|r1
11
(6.21)
where nU3O8 is the number of moles of U3O8. Again, stoichiometric factors are
included as RC represents the moles of U3O8 consumed.
The rate of change in the number of moles of each species can be converted to
show how the radius of the carbide pellet depletes and the overall solid expands,
due to the density decrease from UC to U3O8, over time as follows:
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Figure 6.2: The changing shape of the pellet over time. Over the time interval
∆t = t2− t1, the carbide radius, r1, decreases while the overall radius of the solid,
r2, increases due to U3O8 having a lower density than UC.
For t ≥ 0:
dr1
dt
= −6k1 exp
(−EA/R TU3O8 |r1) CO2|r1
11ρ˙UC
(6.22)
dr2
dt
=
2k1 exp
(−EA/R TU3O8|r1) r21AU3O8 CO2|r1
11r22
(
1
ρ˙U3O8
− 1
ρ˙UC
)
(6.23)
where ρ˙UC and ρ˙U3O8 are the molar densities of UC and U3O8 respectively.
Eqs. 6.22 and 6.23 also highlight the non-linearity of this model, given that
both r1 and r2 are time dependent.
6.3 Numerical solution
The set of equations detailed in Section 6.2.1 are solved using the FIB method
(Smith, 1965), illustrated in Figure 3.3. In the case of Eq. 6.2, the solution is
complicated by the need to solve across two solid species that are changing in
size differently. In order to model the shrinking carbide and expanding oxide,
the radial increment sizes across each, ∆rUC and ∆rU3O8 , are allowed to change
whilst the number of radial increments across each is held constant. A FIB
approximation of Eq. 6.2, therefore, must be considered across two different
regions.
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For n ≥ 0, 2 ≤ i ≤ p− 1 and p+ 1 ≤ i ≤ k − 1:
T n+1i − T ni
∆t
= αm
(
viT
n+1
i−1 − 2T n+1i + wiT n+1i+1
∆r2m
)
(6.24)
where i is an integer representing the radial increment across the solid, vi = 1−1/i
and wi = 1 + 1/i. At the solid centre, i = 1, at the reaction interface, i = p, and
at the solid surface, i = k.
The radial increment sizes are therefore calculated as:
For n ≥ 0 and 1 ≤ i ≤ p− 1:
∆rUC =
rn1
k − 2 (6.25)
For n ≥ 0 and p ≤ i ≤ k:
∆rU3O8 =
rn2 − rn1
(p− 1)− k (6.26)
The FIB representation of Eq. 6.3, the mass transfer through the oxide layer,
is of the same form as Eq. 6.24.
For n ≥ 0 and k + 1 ≤ i ≤ p:
(Cg)
n+1
i − (Cg)ni
∆t
= Dg
(
vi(Cg)
n+1
i−1 − 2(Cg)n+1i + wi(Cg)n+1i+1
∆r2U3O8
)
(6.27)
Eqs. 6.24 and 6.27 are rearranged in order to organise them into separate
tri-diagonal matrices, each requiring a solution at every time step.
For n ≥ 0 and 2 ≤ i ≤ p− 1:
−MUCviT n+1i−1 + (1 + 2MUC)T n+1i −MUCwiT n+1i+1 = Ti (6.28)
For n ≥ 0 and p+ 1 ≤ i ≤ k − 1:
−MU3O8viT n+1i−1 + (1 + 2MU3O8)T n+1i −MU3O8wiT n+1i+1 = T ni (6.29)
−MO2vi(CO2)n+1i−1 + (1 + 2MO2) (CO2)n+1i −MO2wi(CO2)n+1i+1
= (CO2)
n
i (6.30)
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−MCOvi(CCO)n+1i−1 + (1 + 2MCO) (CCO)n+1i −MCOwi(CCO)n+1i+1
= (CCO)
n
i (6.31)
where MUC = αUC∆t/∆r
2
UC , MU3O8 = αU3O8∆t/∆r
2
U3O8
, MO2 = DO2∆t/∆r
2
U3O8
and MCO = DCO∆t/∆r
2
U3O8
.
To complete the tri-diagonal matrices and allow them to be solved, finite dif-
ference approximations of the boundary conditions must be included to remove
imaginary points that occur outside the domain of Eqs. 6.28-6.31. A central
difference approximation is used for all following boundary condition approxima-
tions due to the FIB approximations of the Fourier equation and Fick’s second
law being second order.
Applying the FIB method to Eq. 6.9, the format of the Fourier heat transfer
equation applicable at the centre of the pellet and derived using L’Hoˆpital’s rule,
allows it to be expressed as:
For n ≥ 0 and i = 1:
T n+11 − T n1
∆t
= 3αUC
(
v1T
n+1
0 − 2T n+11 + w1T n+12
∆r2UC
)
(6.32)
The problem term in Eq. 6.32 is T n+10 , occurring at the imaginary point
i = 0. In order to allow its removal, a central difference approximation of the
heat transfer boundary condition at the centre of the solid is given in Eq. 6.33.
For n ≥ 0 and i = 1:
T n2 − T n0
2∆rUC
= 0 (6.33)
Eq. 6.33 therefore allows the removal of the imaginary point, i = 0, from Eq.
6.28 when i = 1, resulting in Eq. 6.28 taking the form of Eq. 6.34 when i = 1.
For n ≥ 0 and i = 1:
(1 + 6MUC)T
n+1
1 − 6MUCT n+12 = T n1 (6.34)
The next set of boundary conditions that require approximating are those at
the UC/U3O8 interface, represented by Eqs. 6.12, 6.13 and 6.14. For the heat
transfer boundary condition, it is necessary to simplify Eq. 6.12 using the assump-
tion provided in Eq. 6.11 that there is intimate thermal contact between the two
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solids. The finite difference approximations of the three boundary conditions at
the interface are:
For n ≥ 0 and i = p:(
λUC
∆rUC
− λU3O8
∆rU3O8
)
T np−1 − T np+1
2∆rU3O8
= −∆HRk1 exp
(−EA/RT np ) (CO2)np (6.35)
DO2
(CO2)
n
p−1 − (CO2)np+1
2∆rU3O8
= k1 exp
(−EA/RT np ) (CO2)np (6.36)
DCO
(CCO)
n
p−1 − (CCO)np+1
2∆rU3O8
= − 6
11
k1 exp
(−EA/RT np ) (CO2)np (6.37)
Rearranging Eqs. 6.35, 6.36 and 6.37 for the imaginary values, T np−1, (CO2)
n
p−1
and (CCO)
n
p−1 and substituting into Eqs. 6.29, 6.30 and 6.31 results in the tri-
diagonal matrices taking the following forms at i = p.
For n ≥ 0 and i = p:{
1 + 2MU3O8
+
2MU3O8yU3O8∆HRk1 exp
(−EA/RT n+1,zp ) (CO2)n+1,zp )
T n+1,zk
}
T n+1,z+1k
− 2MU3O8T n+1,z+1p+1 = T nk (6.38){
1 + 2MO2
+
2MO2yO2k1 exp
(−EA/RT n+1,zp ) (CO2)n+1,zp
(CO2)
n+1,z
k
}
(CO2)
n+1,z+1
k
− 2MO2(CO2)n+1,z+1p+1 = (CO2)nk (6.39){
1 + 2MCO
+
12MCOyCOk1 exp
(−EA/RT n+1,zp ) (CO2)n+1,zp
11(CCO)
n+1,z
k
}
(CCO)
n+1,z+1
k
− 2MCO(CCO)n+1,z+1p+1 = (CCO)nk (6.40)
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where yU3O8 = ∆rU3O8vp/ (λUC − λU3O8), yO2 = ∆rU3O8vp/DO2 and yCO = ∆rU3O8vp/DCO.
Here, z represents the number of iterations used to ensure the non-linearity
of these boundary conditions does not destabilise the model. This is necessary as
solving for T n+1 and Cn+1g requires prior knowledge of T
n+1
k and (Cg)
n+1
k , meaning
that it is necessary to linearise the relevant equations. For example, Eq. 6.38
has been linearised by multiplying both the numerator and denominator of the
heat of reaction term by T n+1k allowing it to take the tri-diagonal form shared by
Eqs. 6.28 and 6.29. The calculation is then iterated a number of times until the
tolerances characterised in Eqs. 6.41 and 6.42 are satisified.
For the first iteration, it is assumed that T n+1k = T
n
k and (Cg)
n+1
k = (Cg)
n
k . The
solution is then recalculated at the same time step, n, using the newly calculated
values for T n+1k and (Cg)
n+1
k :
T n+1,z+1k − T n+1,zk
T n+1,z+1k
< Tolerance for all temperatures (6.41)
(Cg)
n+1,z+1
k − (Cg)n+1,zk
(Cg)
n+1,z+1
k
< Tolerance for all concentrations (6.42)
The final boundary conditions required to complete the matrices are those at
the the solid surface, represented by Eqs 6.69 and 6.70.
For n ≥ 0 and i = k:
T nk+1 − T nk−1
2∆rU3O8
= − h
n
λU3O8
(T nk − TB)−
σ
λU3O8
((T nk )
4 − (TB)4) (6.43)
(Cg)
n
k+1 − (Cg)nk−1
2∆rU3O8
= − k
n
g
Dg
(
(Cg)
n
k − (Cg)B
)
(6.44)
Rearranging Eqs. 6.43 and 6.44 for the imaginary values, T nk+1 and (Cg)
n
k+1,
and substituting into Eqs. 6.29, 6.30 and 6.31 results in the tri-diagonal matrices
taking the following forms at i = k.
For n ≥ 0 and i = k:
−2MU3O8T n+1,z+1k−1 +
{
1+2MU3O8+2MU3O8uU3O8+
2MU3O8uU3O8
hn+1
σ(T n+1,zk )
3−
2MU3O8uU3O8T
B
T n+1,zk
− 2MU3O8uU3O8
hn+1T n+1,zk
σ(TB)4
}
T n+1,z+1k = T
n
k (6.45)
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−2MO2(CO2)n+1,z+1k−1 +
{
1+2MO2+2MO2uO2−
2MO2uO2(CO2)
B
(CO2)
n+1,z
k
}
(CO2)
n+1,z+1
k
= (CO2)
n
i (6.46)
−2MCO(CCO)n+1,z+1k−1 +
{
1+2MCO+2MCOuCO−2MCOuCO(CCO)
B
(CCO)
n+1,z
k
}
(CCO)
n+1,z+1
k
= (CCO)
n
i (6.47)
where uU3O8 = ∆rU3O8wkh/λU3O8 , uO2 = ∆rU3O8wkk
n
g /DO2 and uCO = ∆rU3O8wkk
n
g /DCO.
The equations detailed in this section, therefore, provide the details on how to
construct the three tri-diagonal matrices required to solve for: the temperature
across the carbide and oxide layer, the concentration of O2 through the oxide layer
and the concentration of CO through the oxide layer. With these quantities now
known at each time step, they can be used in backward difference approximations
of the radial change equations, Eqs. 6.22 and 6.23. For n ≥ 0:
rn+11 = r
n
1 −
∆t6k1 exp
(−EA/RT n+1p ) (CO2)n+1p kn+1g
11ρ˙UC
(6.48)
rn+12 = r
n
2
− ∆t2k1 exp
(−EA/RT n+1p ) (CO2)n+1p (rn+11 )2
11(rn+12 )
2
(
1
ρ˙U3O8
− 1
ρ˙UC
)
(6.49)
Using Eq. 6.48, therefore, the radial depletion over time can be calculated and
hence the time until the reaction is completed. The simulation finishes when the
percentage of carbide oxidised is 99%. It is held from fully completing because as
the carbide increment size tends to zero, ∆rUC → 0, so does the time step size,
meaning that to fully oxidise the carbide would take an infinite amount of time.
The details of the dependence of the time step size on the radial increment sizes
are covered in the next section.
6.3.1 Ensuring numerical stability and convergence
The numerical stability of this model was maintained through use of the Courant-
Friedrichs-Lewy rule (Smith, 1965), as in Chapter 4. It requires slight modifica-
tion however to accommodate the differing radial increment sizes and the thermal
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Figure 6.3: The variation of the time step size over reaction time. The initial
increase is due to an expanding increment size of the oxide, ∆rU3O8 , and the later
decrease is due to the shrinking ∆rUC becoming dominant in Eq. 6.50.
and mass diffusivities involved in the solution. In order to maintain stability, the
time step must be the smallest value possible from the array of values it can be
calculated from. This can be seen in the part-logical, part-mathematical calcula-
tion of the time step that is used, given in Eq. 6.50:
∆t =
1
2MAX (αUC , αU3O8 , DO2 , DCO)
MIN
(
∆r2UC ,∆r
2
U3O8
)
(6.50)
where MAX() represents a function used in the model to select the largest value
from the variables listed in the brackets, and MIN() the smallest.
This equation is applied at the beginning of each time step once the relevant
variables (increment sizes and diffusivities) have been calculated. Initially it
is very small due to the small size of the oxide product layer. It then increases
throughout the reaction before decreasing again as the radius of remaining carbide
depletes. Despite this restriction slowing the simulation time of the oxidation
greatly, it is necessary to ensure stability and confidence in the results.
How the time step size varies over time can be seen in Figure 6.3. It starts off
small due to the thin, initial oxide layer having a small increment size, ∆rU3O8 ,
across it and then increases as the product layer grows. Then, approximately
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Table 6.1: The effect of varying the number of increments on the oxidation com-
pletion time as a test for convergence for the model with an oxide layer present.
Number of radial increments Oxidation
completion time (h)
Computational
time (min)
Carbide core Oxide layer
5 5 9.043 0.046
10 10 10.25 0.183
20 20 10.82 0.743
40 40 11.09 2.861
80 80 11.24 12.04
midway through the reaction, when ∆rUC becomes smaller than ∆rU3O8 due to
depletion of the carbide, it begins to decrease as ∆rUC does. This result was
obtained using a carbide pellet with an initial radius of 0.20 cm and a bulk gas
with a temperature of 900 ◦C and an O2 concentration of 3.15 mol m−3.
Convergence of the model was checked by varying the number of increments
across both the carbide and oxide layers whilst maintaining the values of all other
parameters. The results of this can be seen in Table 6.1.
Richardson’s deferred approach to the limit (Smith, 1965) was used to extrap-
olate the results displayed in Table 6.1 to predict the solution for infinitely small
increment sizes. Taking the first three results from Table 6.1 and applying them
to Eqs. 6.51 and 6.52 facilitates the prediction of such a solution:
u =
hp2u1 − hp1u2
hp2 − hp1
(6.51)
where u1 and u2 are the solutions (completion times) at initial radial increment
sizes of h1 and h2, and p can be calculated from:
2p =
u2 − u1
u3 − u2 (6.52)
where u3 is the solution at h3, and h3 =
1
2
h2 =
1
4
h1.
Eqs. 6.51 and 6.52 yield a result of u = 11.33 h, which combined with the
results in Table 6.1 indicate that the model is converging successfully.
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The effect of time step size on the reaction completion time can also be seen
from Table 6.1, as when the number of increments is increased the simulation
completion time increases significantly.
6.4 Powdered variation
In addition to the spherical pellet oxidation model with an adherent product
layer, a variant simulating a powdered UC sample was completed. The motivation
was to fit kinetics coefficients, in particular the rate constant, k1, and activation
energy, EA, to the experimental oxidation data published by Berthinier et al.
(Berthinier et al., 2009) that is briefly discussed in Section 2.4.2. This section
will describe the design of the powdered variation of the oxidation model with an
adherent product layer and how it was fit to the relevant experimental data.
6.4.1 Mathematical considerations
To represent a powdered UC sample, the mathematical representation of the
model requires a number of significant adjustments. The core methodology was
maintained, however, through the assumption that the powdered UC placed
within the cylindrical crucible could be approximated as a porous solid. In order
to make this approximation as accurate as possible, the geometry of the powder
and crucible must be considered.
Following communication with the CEA, the organisation at which the work
was carried out, some further detail was provided to Berthinier et al.’s paper
(Berthinier et al., 2009). The crucible was stainless steel 15 mm in diameter and
7 mm high. Approximately 1.5 g of UC powder was poured into the crucible
without compression, resulting in a powder bed height of roughly 2 mm that was
slightly higher in the centre. The particle size distribution is given as D50 =
2.7 µm with a polydispersity of ∼ 0.7. An image of this arrangement is provided
in Figure 6.4, and a diagrammatic interpretation in Figure 6.5. Assuming that
the particles comprising the powder are spherical, this information allows an
estimation of the porosity, UC , of the cylinder representing the UC powder using
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Figure 6.4: A photograph
of the UC powder posi-
tioned within the crucible
(Berthinier et al., 2009).
Figure 6.5: A cross-sectional diagram interpret-
ing how the powder is arranged within the stain-
less steel crucible.
the following empirically-derived equation published by Rwifa (Rwifa, 2000):
UC =
{(
0.5710 + 0.144e(−0.8627D/D50)
)
+
[(
x1
D50
− 1
)
0.386 + 0.141e(−0.6046D/D50)
]}/( x1
D50
)
(6.53)
where, in this case, D is the crucible diameter and x1 is the bed height of the
carbide powder. The resulting porosity estimate is UC = 0.3867.
For the powder model to function, the U3O8 product layer must also be ap-
proximated as a porous cylinder with its own porosity. Eq. 6.53 can again be used
to estimate the U3O8 porosity, provided that an estimate of the overall powder
height, x2, can be made and assuming the particle size distribution remains the
same. The height estimate is taken from the final height of U3O8 powder, and
is assumed to be roughly twice that of the initial UC powder volume. This esti-
mate is judged visually from Figure 6.6, an image of the powder before and after
the oxidation, in lieu of any specific measurements taken of the final powder bed
height. Both porosities, UC and U3O8 , are assumed to be constant throughout
the oxidation.
The porosities of each species of powder can then be used to calculate the
new values of various thermal and diffusive properties for the two species. For
example, if φsolUC is a property of solid UC, such as thermal conductivity, the
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Figure 6.6: The UC powder prior to oxidation (left) and expanded, oxidised
powder (right). Presented with permission from CEA Marcoule.
powdered equivalent. φpowUC , can be calculated as:
φpowUC = φ
sol
UC (1− UC) + φN2UC (6.54)
where φN2 is the value of the property in question belonging to gaseous N2.
6.4.1.1 Dimensionality
Similarly to the spherical model, the powdered model was completed in one di-
mension along the height of the powder bed, x. In order to justify this ap-
proach given the existing assumption that both powder phases are approximated
as porous cylinders, radial effects have to be shown to be negligible. Fortunately,
mathematically, the crucible sides ensure that no solid-gas boundary exists along
the radial surface of the powdered UC cylinder so no radial kinetic effects re-
quire inclusion. In theory, however, there could be radial heat loss at the crucible
edges and hence a radial temperature profile in the powder. To examine this, a
two-dimensional heat transfer model was constructed across the powder using a
method described in the following chapter in Section 7.2. A 1.5 g powdered UC
sample was then subjected to the heating ramp used by Berthiner (Berthinier
et al., 2009) at the base of the crucible and heat loss to the surrounding N2 at-
mosphere fixed at 25 ◦C at the top; the powder surface. No reaction kinetics were
included for simplicity.
Figure 6.7a presents the resulting temperature distributions along the powder
radius at the mid-point of the UC powder’s height, x1/2. Symmetry around the
156
6.4 Powdered variation
(a) (b)
Figure 6.7: Radial temperature profiles at the centre of the pellet’s height, x1/2,
over time (a), and a closer examination at one of the instantaneous profiles at
5008 s (b).
powder’s axis is assumed, and j designates the radial position within the powder
with j = 0 at the axis and j = 16 at the crucible edge in this case. Figure 6.7b
is a plot of a radial temperature distribution 5008 s into the simulation allowing
a closer examination of the temperature gradient. A temperature difference of
0.48 ◦C between the powder axis and radial edge is predicted, indicating that the
radial temperature loss is negligible and a one-dimensional approximation of the
UC powder is acceptable.
6.4.1.2 Heat and mass transfer
The heat transfer throughout the powder bed was calculated in a similar fash-
ion to the spherical model with a few adjustments. Firstly, the general Fourier
equations for both heat and mass transfer, Eqs. 6.2 and 6.3, had to be modified
to represent the fact that they considered effects occurring along the axis of the
powder bed rather than a spherical radius. Thus the spherical component in the
third term, 2/r, is removed:
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For t ≥ 0 and 0 ≤ x ≤ x1(t) ≤ x2(t):
∂Tm(x, t)
∂t
= αm
(
∂2Tm(x, t)
∂x2
+
∂Tm(x, t)
∂x
)
(6.55)
where x2(t) is the bed height of the carbide and oxide powder and m designates
whether the oxide or carbide is under consideration:
For 0 ≤ x < x1(t) : m = UC
For x1(t) ≤ x ≤ x2(t) : m = U3O8
The mass transfer requires similar modification: For t ≥ 0 and x1(t) ≤ x ≤
x2(t):
∂Cg(x, t)
∂t
= Dg
(
∂2Cg(x, t)
∂x2
+
∂Cg(x, t)
∂x
)
(6.56)
New values for diffusivities, Dg, and thermal diffusivities, αm, are calculated
using Eq. 6.54. The initial conditions for Eqs. 6.55 and 6.56 are:
For t = 0:
x1(0) = x2(0)− xox > 0 (6.57)
For t = 0 and 0 ≤ x ≤ x2(t):
Tm(x, 0) = TAmb (6.58)
For t = 0 and x1(t) ≤ x ≤ x2(t):
Cg(x, 0) = 0 (6.59)
where xox represents a very thin oxide layer present at the beginning of the
reaction, similar to rox.
There are again three positions in the solid where boundary conditions must
be applied to Eq. 6.55: the base of the UC powder bed, the interface between
the oxide and the carbide, and the powder surface. For Eq. 6.56, only the latter
two conditions are required.
The boundary condition at the base, where x = 0, deviates the most from
the spherical model. Rather than representing adiabatic heat transfer due to the
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symmetry of a sphere, it must now represent heat transfer between the powder
and the heating plate upon which it rests and include the resistance provided by
the stainless steel crucible base separating the two:
For t ≥ 0 and x = 0:
∂TUC
∂x
∣∣∣∣
0
= U (Tplate − TUC |0) (6.60)
where U is the thermal transmittance and Tplate is the temperature of the hot
plate heating the crucible.
The thermal transmittance is included to represent the rate of heat transfer
from the plate to the powder across the stainless steel crucible’s base. It is
calculated as:
U =
λss
σc
(6.61)
where λss is the thermal conductivity of stainless steel and σc the thickness of the
crucible base in the x direction.
The plate temperature, Tplate, increases over time according to the temper-
ature ramp specified by Berthnier et al. (Berthinier et al., 2009), illustrates in
Figure 2.4 on Page 20. For the model’s purposes, it is written as the following
mathematical function:
For t ≤ 200 s:
Tplate = 298 (6.62)
For 200 s < t ≤ 5700 s:
Tplate = 298 + (0.0819(t− 200)) (6.63)
For t > 5700 s:
Tplate = 773 (6.64)
At the reaction interface, where x = x1(t), the boundary conditions are similar
in form to those in the spherical model:
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For t ≥ 0 and x = x1(t):
TUC = TU3O8 (6.65)
− λUC ∂TUC
∂x
∣∣∣∣
x1
− ∆HRRC
AUC
= −λU3O8
∂TU3O8
∂x
∣∣∣∣
x1
(6.66)
DO2−CO
∂CO2
∂x
∣∣∣∣
x1
=
RC
AUC
(6.67)
DCO−O2
∂CCO
∂x
∣∣∣∣
x1
= − 6RC
11AUC
(6.68)
where AUC is the axial (face-end) surface area of the approximated UC cylinder
calculated from the crucible’s radius, rc, as AUC = pir
2
c . Note that due to both
powder species being in the same crucible, AUC = AU3O8 .
At the surface of the powder bed, where x = x2(t), the boundary conditions
are again similar to the spherical model representing heat and mass transfer
between the powder and bulk gas:
For t ≥ 0 and r = x2(t):
−λU3O8
∂TU3O8
∂x
∣∣∣∣
x2
= h
(
TU3O8|x2 − TB
)
+ U3O8σ
(
TU3O8|4x2 −
(
TB
)4)
(6.69)
−Dg ∂Cg
∂x
∣∣∣∣
x2
= kg
(
Cg|x2 − CBg
)
(6.70)
The bulk gas temperature within the furnace in which the powder was being
oxidised was allowed to increase according to Eq. 6.71, taking into account heat
emitted from the regions of the hot plate not covered by the crucible:
dTB
dt
=
{
hAUC
(
TU3O8
∣∣
x2
− TB
)
+ U3O8σAUC
(
TU3O8|4x2 −
(
TB
)4)
+ hAUC
(
Tplate − TB
)
+ U3O8σAUC
(
T 4plate −
(
TB
)4)}/
ρN2cpN2V (6.71)
where hp is the heat transfer coefficient between the hot plate and the bulk gas,
Ap = Aplate −AUC , where Aplate is the surface area of the hot plate, representing
the area of the region of the hot plate uncovered by the crucible, ρN2 and cpN2 are
the density and specific heat capacity of N2, respectively, and V is the volume of
the furnace.
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6.4.1.3 Powder expansion
From the visual observation of the oxidised powder in Figure 6.6, it was estimated
that the oxidised powder occupies twice the volume of the initial volume due,
presumably, due to the density decrease from UC to U3O8 and increasing porosity
of the powder due to the physical effects of the reaction. As such, it was initially
decided to make the magnitude of dx2/dt, the rate of overall powder expansion,
equal to twice that of dx1/dt, the rate of UC powder depletion, according to:
For t ≥ 0:
dx1
dt
= −6k1 exp
(−EA/R TU3O8|x1) CO2|x1
11ρ˙UC
(6.72)
dx2
dt
= −2dx1
dt
(6.73)
However, this methodology could not match the phenomena observed during
the CEA experiment, particularly the immediate cooling of the temperature spike
caused by the initial steep temperature rise. Figure 6.8 is a plot of the tempera-
ture measured by a K-type thermocouple (Berthinier et al., 2009) placed in the
centre of the powder focussing on the early exothermic behaviour displayed in
Figure 6.6. It illustrates the effect in question of the temperature spike immedi-
ately cooling off by ∼50 ◦C at around 1300 s. This effect is taken to be a result of
the oxide layer forming on the powder surface, slowing the reaction and prevent-
ing the powder from being able to maintain the temperature reached through the
exothermic reaction. With an oxide layer expanding slowly and steadily with the
depletion of the carbide, this effect is difficult to replicate; instead producing an
effect displayed in Figure 6.9. The effect is of the powder undergoing the temper-
ature spike, but then steadily tending towards the plate temperature rather than
experiencing the sharp temperature drop observed experimentally. This is taken
to be due to the slowly expanding product layer not providing a thick enough
diffusion barrier to slow the reaction significantly and cool the powder. There-
fore, it was decided that a different approach to modelling the powder expansion
should be taken - one involving an initial rapid expansion followed by only minor
changes.
This approach was taken partly in part to achieve a better fit for the model,
and partly due to observations made by Berthinier et al. (Berthinier et al., 2009)
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Figure 6.8: A closer examination
of powder temperature rise resulting
from the oxidation, taken from Fig-
ure 6.6.
Figure 6.9: Powder temperature pre-
dicted when using a model with
a steadily expanding U3O8 layer
compared to Berthinier et al.’s
(Berthinier et al., 2009) measure-
ments.
for the oxidation in air where a “major increase in volume was observed after
ignition”. Although the oxidation in 3% O2 doesn’t ignite in the same dramatic
fashion, it is not unreasonable to assume that a significant volume expansion
accompanies the initial exothermic peak at ∼1300 s. The expansion was imple-
mented by defining the overall bed height, x2, by the following conditions:
For t < tex:
x2(t) = x1(0) + xox (6.74)
For t ≥ tex:
x2(t) = 2x1(0) (6.75)
where tex is the time at which the initial exothermic peak occurs, calculated in
the model as the time at which the fraction of UC oxidised hits a threshold when
the heat released from the reaction becomes significant (∆m/m0 = 0.015), and
x1(0) is the initial UC powder bed height.
This method of modelling the powder expansion, despite being more arbitrary,
gives a much better fit to the experimental data than the steadily expanding oxide.
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6.4.1.4 Monitoring powder temperature
Experimentally, the powder temperature was monitored through the use of a
K-type thermocouple placed initially at the centre of the UC powder surface,
roughly observable in the left image of Figure 6.6. As the oxide layer is generated
and fills the crucible, the probe remains in roughly the same physical position
and is submerged within the powder. In order to compare the modelled powder
temperature against the measured value, therefore, readings must be taken from
the equivalent physical position within the predicted temperature distribution.
The position of the thermocouple is expressed as:
For t ≥ 0:
xprobe = x1(0) (6.76)
where xprobe is the position of the thermocouple, assumed to remain constant.
A subroutine is then included in the model’s numerical solution that finds
the node along the bed height, j, closest in position to xprobe at each time step.
This value of the temperature is then output as the simulated thermocouple
temperature for comparison to Berthinier et al.’s measurements (Berthinier et al.,
2009).
6.4.1.5 Numerical solution
The numerical solution to the mathematical formulation of the powder model
is almost identical in methodology to that of the spherical case, barring the
adjustment of one of the boundary conditions and a few other minor changes.
Therefore, a separate description of the numerical solution for the powder model
does not require inclusion.
6.5 Results
The results section of this chapter will be divided to distinguish results produced
by the spherical, solid UC model and results from the powdered UC model.
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Figure 6.10: Radial temperature distribution over time illustrating the shrinking
carbide in blue, the expanding oxide in grey and the thermal response of the solid.
6.5.1 Spherical model
The spherical model is capable of predicting the reaction completion time, as well
as the transient temperature distribution through the solid system and the O2 and
CO concentration distributions through the oxide layer. An example of modelling
the temperature distribution over time can be seen in Figure 6.10, and examples
of the concentration distributions can be seen in Figures 6.11 and 6.12. For these
results, a carbide pellet of radius r1 = 0.935 cm was used initially at 25
◦C and
exposed to bulk gas with a volume of 1 m3 and a temperature held constant
at 500 ◦C. The bulk gas O2 concentration at the beginning of the reaction was
3.15 mol m−3, representing 21% O2 in air at 1.01 bar, and the CO concentration
was assumed to be constant and zero.
Figure 6.10 displays an initial steep temperature rise in the carbide, shown
in blue, caused by both the exposure to the hotter bulk gas and the exothermic
oxidation. It then peaks and begins to cool down slightly. This is due to the
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Figure 6.11: Radial O2 distribution through the expanding oxide layer over time.
The gradient is largely constant with time, and the minimal value at the oxide-
carbide interface suggests O2 diffusion is the rate limiting step.
formation of the U3O8 oxide layer retarding the initially rapid reaction rate,
causing less heat to be generated by the reaction. The temperature throughout
the solid then remains largely constant for the remainder of the reaction. Also
observable in Figure 6.10 is the lack of a temperature gradient throughout the
carbide due to its high thermal conductivity.
Figure 6.11 highlights the steep O2 concentration through the product layer.
At r = r2, the solid surface, the O2 concentration approaches the concentration
of O2 in the bulk gas (it remains lower, however, due to it having to diffuse
across the external gas film layer). At r = r1, the oxide-carbide interface, the O2
concentration is essentially zero, with the value at t = 233 min being CO2 |r1 =
4.78× 10−6 mol m−3. This suggests that the O2 is being consumed by the surface
reaction, RC , significantly faster than it can diffuse from the bulk gas to the reac-
tion site, allowing the conclusion that the reaction rate is limited and controlled
by the rate of O2 diffusion through the product layer, DO2 .
Figure 6.12 illustrates the similarly steep concentration gradient of CO through
the product layer, with the maximum occuring at r = r1 where it is being gener-
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Figure 6.12: Radial CO distribution through the oxide layer. It is generated at
the reaction interface and diffuses out to the bulk gas.
ated and a minimum at r = r2 where it is lost to the bulk gas, assumed in this
case to have a constant value of CBCO = 0 mol m
−3.
Figures 6.10, 6.11 and 6.12 also allow the expansion of the overall solid to
be observed, with the initial solid radius of r2 = 0.945 cm increasing to r2 =
1.324 cm.
A closer examination of the O2 and CO distributions in the oxide layer at a
time step late in the reaction, t = 232.5 min, can be observed in Figure 6.13.
Sensitivity studies were carried out on the model by varying input parameters
to see what effects they have on the oxidation. Figure 6.14 is a plot of the effect
of the bulk gas temperature on the reaction completion time, and Figure 6.15
plots the effect it has on the temperature at the reaction interface. A carbide
pellet of radius 0.935 cm and initial temperature of 25 ◦C was used with an initial
O2 concentration in the bulk gas of 3.15 mol m
−3 for all simulations, representing
21% O2 in 1 m
3 of air at 1.01 bar. An initial CO concentration of zero was
assumed as was an initial oxide layer thickness of 0.01 cm. Table 6.2 quantifies
the effects the gas temperature has on the completion time and the maximum
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Figure 6.13: The O2 and CO distributions through the oxide product layer to-
wards completion of the reaction at t = 232 min. At t = 0, r1 = 0.935 cm and
r2 = 0.935 cm.
interface temperature, which is the position within the solid that reaches the
highest temperature.
Figure 6.14 and Table 6.2 indicate that increasing the gas temperature greatly
reduces the oxidation completion time. Figure 6.15 demonstrates that the maxi-
mum temperature reached in the pellet, occurring at the UC/U3O8 interface, also
increases significantly with the gas temperature.
Similar sensitivity studies were carried out on the effect of the initial O2
concentration in the bulk gas with the results presented in Figures 6.16 and 6.17.
For these results, the bulk gas temperature was 500 ◦C and a carbide pellet with
an initial radius and temperature of 0.935 cm and 25 ◦C was assumed. The initial
oxide layer present was again assumed to have a thickness of 0.01 cm, and the air
pressure was 1.01 bar and its volume 1 m3.
Figures 6.16 and 6.17 and Table 6.3 illustrate the effect that the O2 concen-
tration has on the reaction rate. The significant increase, and resulting increase
in the temperature reached, was expected due to the suggestion that O2 sup-
ply to the reaction is the rate limiting step. Increasing the O2 concentration
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Figure 6.14: The effect of varying the bulk gas temperature, assumed to be
constant, on the completion time of the oxidation reaction.
to 12.6 mol m−3, for example, reduces the reaction completion time to 51.1 min
compared to the 253 min in air.
Figure 6.17 is a logarithmic plot included to detail the O2 concentration at
the reaction interface over time. Due to the stated initial conditions, at t = 0,
CO2|r1 = 0. As O2 then transfers into the product layer from the bulk gas, the
concentration at the interface rises. This allows the oxidation reaction to proceed,
which rapidly consumes the O2. Continuous consumption of O2 by the oxidation
maintains the concentration at the interface as CO2 |r1 ≈ 0.
6.5.2 Powder model
The powder model as described in Section 6.4 was then fit to Berthinier et al.’s
(Berthinier et al., 2009) data by adjusting the activation energy of the oxidation,
EA, and the first order reaction constant, k1, until the modelled powder tempera-
ture matched the observed value. The best fit was achieved using values of EA =
51.0 kJ mol−1 and k1 = 2.0× 103 m s−1, with the results displayed in Figure 6.18.
The dimensions of the crucible in which the powder was placed and the mass of
UC powder were made equivalent to the values used by Berthinieret al. and the
porosity of the powder calculated using Eq. 6.53. The surrounding gas tempera-
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Figure 6.15: The effect of varying the bulk gas temperature on the temperature
at the UC/U3O8 interface.
ture had an initial value of 25 ◦C and was allowed to rise according to Eq. 6.71.
The O2 concentration was fixed at 3% O2 in a N2 atmosphere at 1 atm.
The modelled powder temperature appears to fit the experimental observa-
tions well. The value of the activation energy, EA, applied ensures the reaction
starts to occur at around 100 ◦C and the rate constant, k1, ensures the steep-
ness of the temperature spike fits well. The expanding product layer then causes
the temperature spike to dip: not quite as significantly as desired but a better fit
than the steadily expanding oxide layer methodology presented in Figure 6.9. The
modelled temperature then follows the steadily increasing measured temperature
remaining around 60 ◦C hotter than the hot plate due to the on-going oxidation
reaction. The model, however, is unable to replicate the second exothermic peak
occurring. The cause of this peak is uncertain, and has been suggested to be a
physical movement of the powder in the crucible exposing fresh carbide or per-
haps a further oxidation reaction. In either case, the powder model would need
to be significantly more advanced to account for it so this must be accepted as a
limitation of the model.
Nonetheless, the model provides an acceptable fit to the observed powder
temperature allowing some of its other capabilities to be examined. Figure 6.19
presents the temperature profiles along the powder bed height as the oxidation
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Table 6.2: The dependence of the maximum temperature reached at the
UC/U3O8 interface and the reaction completion time on the bulk gas concen-
tration.
Bulk gas
temperature, TB
(mol m−3)
Maximum
interface
temperature,
TU3O8 |r2 (K)
Reaction
completion time
(h)
250 757.5 7.767
500 1004 3.922
750 1251 2.393
1000 1523 1.633
Figure 6.16: Curves representing fraction of uranium carbide oxidised over time
at different initial O2 concentrations in the bulk gas.
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Figure 6.17: The effect of the bulk O2 concentration on the O2 concentration at
the reaction interface over time.
proceeds from the same conditions used in producing Figure 6.18. The sudden
expansion of the oxide layer, coloured grey, is illustrated, and the resulting dip
in temperature across the entire solid is displayed. As the reaction proceeds and
the carbide is depleted, the nodes across the carbide powder can be seen to draw
closer as the increment size, ∆xUC , becomes smaller as dictated by the numerical
solution applied in both the spherical and powdered models.
Figure 6.20 displays the O2 concentration throughout the product layer from
the same simulation as Figures 6.18 and 6.19, beginning when the product layer
expansion occurs. In fact, there is O2 present in the thin, initial product layer of
thickness, xox, prior to expansion, but the concentration gradient is minimal and
the value equivalent to the bulk concentration, CBO2 . These data were therefore
omitted from Figure 6.20 to allow the more pertinent phenomena to be better
displayed. Throughout the course of the oxidation, post-expansion, there is a
steep O2 concentration gradient from the powder surface to the reaction inter-
face. This suggests again, despite the porosity of the oxide product increasing
diffusivity of O2 through it, that the oxidation rate is limited by the diffusion
rate of O2 from the bulk gas to the reaction site. After the product layer ex-
pansion, the O2 concentration increases slightly across the powder bed height as
the product layer slows the reaction. It then steadily decreases throughout the
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Figure 6.18: A comparison of the modelled powder temperature to experimental
data during the initial stages of reaction.
Figure 6.19: Temperature profiles along the carbide (black) and oxide (grey)
powder bed height at different times. The immediate expansion of the oxide (in
grey) can be seen to coincide with a dip in temperature across the solid.
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Table 6.3: The dependence of the surface and interface temperatures on the bulk
gas O2 concentration, as well as the resulting reaction completion times.
Bulk gas oxygen
concentration,
CBO2 (mol m
−3)
Maximum
interface
temperature,
TU3O8 |r2 (K)
Reaction
completion time
(min)
3.15 (21%) 1004 235.3
6.31 (40%) 1194 115.3
9.46 (60%) 1381 72.19
12.6 (80%) 1556 51.11
Figure 6.20: O2 concentration profiles throughout the oxide layer at a number of
instances, beginning after the oxide layer has expanded.
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Figure 6.21: A plot of both the powder temperature and fraction of UC oxidised
against time up to 3000 s.
reaction as the oxide layer expands as a result of the carbide shrinking and the
total powder height remaining constant.
A prediction of the completion of the oxidation during the time period exam-
ined in Figures 6.18, 6.19 and 6.20 is plotted in Figure 6.21. Approximately 50 %
of the UC powder is oxidised after 3000 s, with oxidation beginning concurrently
with the temperature spike at 1200 s. The rate of oxidation then appears to in-
crease, suggesting that the increasing temperature outweighs the slowing effect of
the expanding product layer. It is possible, however, that the reaction rate will
slow towards the completion of the oxidation as the oxide layer expands further
and the plate temperature plateaus at 500 ◦C.
6.6 Conclusions
A transient mathematical model with two moving-boundaries and independent
meshes for the oxidation of a UC pellet was developed. An adherent oxide product
layer comprising U3O8 adheres and expands. Heat transfer through the solid and
mass transfer through the U3O8 were represented by the Fourier equations at any
instant of time, with non-linear boundary conditions at both the interface between
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the UC and the U3O8 and at the solid surface. These boundary conditions are
necessary for the processes of heat and mass transfer between the solid and the
bulk gas, and for the generation of heat at the reaction interface.
The resulting set of partial and ordinary differential equations were solved
numerically through implicit and explicit finite difference approximations. Lin-
earisation of equations such as Eq. 6.38 at each time step was necessary to
account for the high non-linearity. Convergence at each time step was enforced
before proceeding to the next increment of time.
The numerical stability of the model was controlled by a dynamic time step
size calculated from the Courant-Friedrichs-Lewy condition, which accommodates
the change in the size of the radial increment. The numerical solution was checked
for convergence by progressively increasing the number of radial increments and
using Richardsons deferred approach to the limit methodology.
The stable model was then able to predict the temperature distribution through
the solid and the concentrations of O2 and CO through the U3O8 layer, and use
them to predict the reaction completion times and the maximum temperatures
reached. For a typical spherical UC pellet with a radius of 0.935 cm, the oxida-
tion takes between 1 h to 20 h depending on the input parameters. The maximum
temperature reached of 1556 ◦C occurred when a high O2 content of 80% and a
gas temperature of 500 ◦C was used. Lower O2 concentrations and temperatures
can be used to bring the maximum temperature down quite significantly, with a
peak of 757.7 ◦C predicted at 21% O2 and a gas temperature of 250 ◦C, suggesting
that these parameters could provide safe operating conditions for the oxidation
without compromising too much on the completion time.
Comparison of these predictions to those obtained from a model where the
U3O8 layer does not adhere described in Chapter 4, indicates that the product
layer slows the reaction. For example, at 500 ◦C, 21% O2 and an initial radius
of 0.935 cm, an increase in the reaction completion time from 3.71 h to 3.92 h is
predicted. The cause for this increase in the completion time can be attributed
to the need for the reacting oxidant to diffuse through the product layer before it
reaches the reaction interface. Additionally, the slower reaction rate, especially
toward the completion of the reaction as the product layer has thickened, causes
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the maximum temperature reached to decrease from 1458 ◦C to 1004 ◦C when an
adherent U3O8 layer is considered.
The model described in this chapter is applicable for the lower O2 partial
pressures that the model presented in Chapter 4 is not, as it considers an adherent
oxide product layer. It provides an alternative to Scott’s model of graphite fuel
oxidation (Scott, 1966) in that it considers a U3O8 product layer, rather than UO2,
as is suggested to be the case in practice (Berthinier et al., 2009; Mazaudier et al.,
2010; Peakall & Antill, 1962). It therefore predicts temperature outputs and a
product layer expansion closer to the real oxidation. It also adds the calculation
of the transient O2 and CO gradients through the product layer, which is of
importance as the rate limiting step.
A limitation of the model is that the kinetics are still a significant simplifica-
tion, as the oxide layer will in reality likely be a combination of different uranium
oxide phases at different degrees of oxidation. Incorporating these into a model
using this methodology would require a different mesh for each species, so would
be too numerically complex and computationally laborious for the scope of this
work. Also, as with the model in Chapter 4, the one-dimensional assumption
rests on the UC pellet undergoing no damage before or during the oxidation that
would affect its symmetry. It may also be necessary to include a stress model for
the U3O8 layer, so that the conditions at which it adheres and does not can be
better understood rather than relying on suggestions in open literature that do
not cover temperature dependence.
Further application of the methodology used in developing the adherent oxide
layer model allowed the production of a model capable of simulating a UC sample
in powdered form. The motivation for such a model was to enable the prediction
of new values for the rate constant, k1, and the activation energy of the oxidation,
EA, by fitting the powdered model’s temperature predictions to experimental
observation by Berthinier et al. (Berthinier et al., 2009). Such a fit is presented
in Figure 6.18, illustrating the capability of the powder model to simulate the
bulk of the observed exothermic phenomena during the initial stages of a powder
oxidation in 3% O2 in a N2 atmosphere. Additional capabilities of the powder
model, such predicting temperature and concentrations through the powder, are
illustrated in Figures 6.19 and 6.20.
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6.6 Conclusions
Both powdered and pellet models provide predictions of maximum tempera-
tures reached and the time necessary for complete oxidation that, when combined
with the pellet model with no adherent layer, provide a comprehensive tool for
designing a UC oxidation for reprocessing. Across a broad range of O2 partial
pressures, the necessary oxidation parameters for a safe and controlled oxidation
can be predicted for both powdered and pellet samples. Additionally, both mod-
els constitute helpful tools for fitting and refining oxidation parameters should
new, reliable data arise.
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Chapter 7
Two-dimensional oxidation model
7.1 Introduction
In Chapters 4, 5 and 6, models describing the oxidation and dissolution of a UC
fuel pellet approximated as an equivalent volume sphere to allow consideration
in one dimension are detailed. This chapter aims to increase the complexity of
the oxidation model without an adherent product layer as described in Chapter 4
by considering the pellet in two dimensions as an axisymmetric cylinder, as illus-
trated in Figure 7.1, hence requiring a significantly more complex mathematical
description and numerical solution.
This representation of the pellet should increase the accuracy of the model by
removing the equivalent volume sphere assumption, and therefore allowing the
variation of temperature and O2 concentration along the surface of the pellet.
The assumption used instead is that the pellet is axisymmetric: it is completely
symmetrical around its central, lengthwise axis. This allows the model to examine
a plane, or a ‘slice’, taken from the pellet that is rotationally symmetrical around
the axis as shown in Figure 7.1. Heat and mass transfer processes must now be
considered in two directions: along the pellet’s length and its radius.
The model described in this section uses the same reaction mechanism as that
in Eqs. 4.1 and 4.2 provided on Page 80. All of the previous assumptions made
for the one-dimensional model, except that the pellet is an equivalent volume
sphere, are kept in place.
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Figure 7.1: A two-dimensional approximation of a pellet as an axisymmetric
cylinder. A rotationally symmetrical plane is taken from the cylinder as the
domain of the model.
It was decided that the two-dimensional model would be completed without
an adherent oxide layer due to difficulties in modelling the expansion of the ox-
ide product layer in a manner representative of reality. These difficulties arose
as diffusion through the product layer became the rate limiting step, and the
two-dimensionality of the system meant that there was a significantly higher O2
concentration at the corner of the plane being considered. The reaction rate is
therefore faster at the corner, leading to a shape change in the cylindrical pellet
as it tends towards a sphere as illustrated in Figure 7.2. In Figure 7.2, a pellet of
a length and diameter of 4 mm was oxidised in air with a product layer allowed
to adhere, but not to expand. Note that the model only solves over a quarter of
the plane, and that the representation shown is produced by mirroring the results
across the lines of symmetry along the radius and length.
The problem occurs when attempting to model the resulting expansion of the
overall solid as the product layer is produced. As the most carbide is depleted at
the corner, so should the most oxide produced be there. This would produce a
strange effect where ‘spikes’ of oxide occur at the corners, rather than rounding off
to a more spherical shape as might be expected. The mathematical complications
and struggle to reconcile the oxide layer behaviour with reality led to the decision
that a two-dimensional oxidation model with an adherent product layer would
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Figure 7.2: The change in position of the oxide-carbide interface after 3.6 h. At
t = 3.6 h the dotted line also represents the position of the oxide layer as it isn’t
allowed to expand.
require more work than is feasible in the scope of this project.
7.2 Mathematical representation
As well as using the same reaction mechanism, Scott’s (Scott, 1966) kinetics
are again used to describe surface reaction rate. The mathematical description,
however, is different due to the two-dimensionality of the system: the surface
reaction occurs along both the face and length of the carbide cylinder.
For 0 ≤ x ≤ x1:
Rr = k1 exp
(
−EA/RTUC |x,r1
)
Ar CO2|x,r1 (7.1)
For 0 ≤ r ≤ r1:
Rx = k1 exp
(
−EA/RTUC |x1,r
)
Ax CO2|x1,r (7.2)
where Rr and Rx are the rates of O2 consumption along the radial and axial
surfaces, respectively, x is the length position, with x = 0 at the centre of the
pellet and x = x1 at its surface, r is the radial position with r = 0 at the centre
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and r = r1 at the surface, and Ar and Ax are the surface areas exposed in the r
and x directions, respectively.
Since the oxidation of CO occurs in the bulk gas, it is independent of the
dimensionality of the pellet. Therefore, the rate of CO consumption remains in
the same form as Eq. 4.7 provided by Howard et al. (Howard et al., 1973) on
Page 85.
7.2.1 Heat and mass transfer
In order to calculate the reaction rates provided in Eqs. 7.1 and 7.2, the tem-
perature and O2 concentration at the surface of the two-dimensional plane rep-
resenting the axisymmetrical cylinder must be known.
The heat conduction through the pellet is represented by the two-dimensional,
cylindrical Fourier equation:
For t ≥ 0, 0 ≤ r ≤ r1 and 0 ≤ x ≤ x1:
∂TUC(r, x, t)
∂t
=
αUC
(
∂2TUC(r, x, t)
∂x2
+
∂2TUC(r, x, t)
∂r2
+
1
r
∂TUC(r, x, t)
∂r
)
(7.3)
The initial conditions for Eq. 7.3 are:
For t = 0 and 0 ≤ x ≤ x1:
r1(0, x) > 0 (7.4)
For t = 0 and 0 ≤ r ≤ r1:
x1(r, 0) > 0 (7.5)
For t = 0, 0 ≤ r ≤ r1 and 0 ≤ x ≤ x1:
TUC(r, x, t) = TA (7.6)
Boundary conditions are then applied along the surfaces, where x = x1 and
r = r1, and along the lines of symmetry, where x = 0 and r = 0. Similarly to the
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previous one-dimensional models, the heat transfer boundary conditions across
the lines of symmetry are adiabatic. They can be written as:
For t ≥ 0, r = 0 and 0 ≤ x ≤ x1:
∂TUC
∂r
∣∣∣∣
x,0
= 0 (7.7)
For t ≥ 0, 0 ≤ r ≤ r1 and x = 0:
∂TUC
∂x
∣∣∣∣
0,r
= 0 (7.8)
The boundary conditions along the surfaces of the plane take the effects of
heat transfer between the pellet and the bulk gas across a gaseous film layer
into account. Eqs. 7.9 and 7.10 provide the mathematical representation of this
heat exchange via conduction and radiation, as well as the heat generated by the
surface reaction given in Eqs. 7.1 and 7.2.
For t ≥ 0, r = r1 and 0 ≤ x ≤ x1:
− λUC ∂TUC
∂r
∣∣∣∣
x,r1
= hr
(
TUC |x,r1 − TB
)
+ UCσ
(
TUC |4x,r1 −
(
TB
)4)
+
∆HRRr
Ar
(7.9)
For t ≥ 0, 0 ≤ r ≤ r1 and x = x1:
− λUC ∂TUC
∂x
∣∣∣∣
x1,r
= hx
(
TUC |x1,r − TB
)
+ UCσ
(
TUC |4x1,r −
(
TB
)4)
+
∆HRRx
Ax
(7.10)
where hr and hx are the heat transfer coefficients in the r and x directions,
respectively, calculated according to Eqs. 7.11 and 7.12, and Ar and Ax are the
radial and axial surface areas, respectively. The radial surface area and heat
transfer coefficient vary both with time and axial position. Similarly, the axial
surface area and heat transfer coefficient vary with time and radial position. This
is an important effect to consider later when the numerical solution discretises the
spatial dimensions. The dependence of each surface area at discretised positions
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Figure 7.3: An illustration or how the radial surface area, Ar, varies with axial
position, x, and how the axial surface area, Ax, varies with radial position, r.
is illustrated in Figure 7.3, and it can be seen that the axial surface area will vary
quite significantly with radial position.
For t ≥ 0 and 0 ≤ x ≤ x1:
hr =
λfluidNu
2r1
(7.11)
For t ≥ 0 and 0 ≤ r ≤ r1:
hx =
λfluidNu
2x1
(7.12)
The Nusselt number is again calculated using the Ranz and Marshall correla-
tion (Ranz & Marshall, 1952) in Eq. 4.16.
The mass transfer of oxygen from the bulk gas to the pellet surface across the
gaseous film layer requires solving to obtain CO2 |x,r1 and CO2 |x1,r from the bulk
oxygen concentration CBO2 . It is expressed as:
For t ≥ 0 and 0 ≤ x ≤ x1:
R∗r = kgrAr
(
CBO2 − CO2|x,r1
)
(7.13)
For t ≥ 0 and 0 ≤ r ≤ r1:
R∗x = kgxAx
(
CBO2 − CO2|x1,r
)
(7.14)
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where kgr and kgx are the external diffusion coefficients in the r and x direc-
tions respectively, calculated according to Eqs. 7.15 and 7.16.
For t ≥ 0 and 0 ≤ x ≤ x1:
kgr =
DO2−COSh
2r1
(7.15)
For t ≥ 0 and 0 ≤ r ≤ r1:
kgx =
DO2−COSh
2x1
(7.16)
The Sherwood number is also calculated using the Ranz and Marshall corre-
lation (Ranz & Marshall, 1952) as described in Eq. 4.21.
Equating Eq. 7.13 with Eq. 7.2, and Eq. 7.14 with Eq. 7.1, provides the
oxygen concentrations along each surface:
For t ≥ 0 and 0 ≤ x ≤ x1:
CO2|x,r1 =
kgrC
B
O2
kgr + k1 exp
(
−EA/R TUC |x,r1
) (7.17)
For t ≥ 0 and 0 ≤ r ≤ r1:
CO2|x1,r =
kgxC
B
O2
kgx + k1 exp
(
−EA/R TUC |x1,r
) (7.18)
Allowing the rates of oxygen consumption at each surface to be expressed in
terms of the bulk oxygen concentration:
For t ≥ 0 and 0 ≤ x ≤ x1:
Rr =
k1 exp
(
−EA/R TUC |x,r1
)
ArkgrC
B
O2
kgr + k1 exp
(
−EA/R TUC |x,r1
) (7.19)
For t ≥ 0 and 0 ≤ r ≤ r1:
Rx =
k1 exp
(
−EA/R TUC |x1,r
)
AxkgxC
B
O2
kgx + k1 exp
(
−EA/R TUC |x1,r
) (7.20)
The two-dimensional Fourier equation given in Eq. 7.3 coupled with the initial
conditions in Eqs. 7.4, 7.5 and 7.6 and the boundary conditions in Eqs. 7.7, 7.8,
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7.9 and 7.10 completes the description of the heat transfer through the quarter-
plane illustrated in Figure 7.2, allowing calculations of the reaction rates given
in Eqs. 7.19 and 7.20. These reaction rates can then be used to calculate the
changing shape and size of the pellet during the reaction and predict a reaction
completion time.
7.2.2 Calculating the changing pellet size
The reaction rates in Eqs. 7.19 and 7.20, when considered with the stoichiometry
of Eq. 4.1, can then be used to calculate a rate of change of the positions of the
radial and axial surfaces of the pellet.
For t ≥ 0 and 0 ≤ x ≤ x1:
dr1(x)
dt
= − Rr
2Arρ˙UC
= − k1 exp
(−EA/R TUC |r1) kgrCBO2
2ρ˙UC{kgr + k1 exp
(−EA/R TUC |r1)} (7.21)
For t ≥ 0 and 0 ≤ r ≤ r1:
dx1(r)
dt
= − Rx
2Axρ˙UC
= − k1 exp
(−EA/R TUC |r1) kgxCBO2
2ρ˙UC{kgx + k1 exp
(−EA/R TUC |r1)} (7.22)
7.3 Numerical solution
Finite difference methods are again used to approximate a numerical solution
to the mathematical description of the oxidation. The addition of the axial di-
mension in the Fourier equation for heat transfer, Eq. 7.3, results in a partial
differential equation with three independent variables: radial position, axial posi-
tion and time. Therefore, the FIB method requires coupling with the alternating
directions method discussed in Section 3.1.2.2 in order to accommodate the extra
independent variable.
In this case, applying the method discussed in Section 3.1.2.2 involves ad-
vancing the solution across one time step, n → n + 1, whilst considering the
temperature change in only one of the spatial dimensions, followed by the next
time step, n+1→ n+2, considering the temperature change across the alternate
direction. The application of this method to Eq. 7.3 results in Eq. 7.24 solving
across the first time step and Eq. 7.26 across the second.
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For n ≥ 0, 2 ≤ i ≤ k − 1 and 2 ≤ j ≤ p− 1:
T n+1i,j − T ni,j
∆t
= αUC
(
∂2TUC
∂x2
∣∣∣∣n+1 + ∂2TUC∂r2
∣∣∣∣n + 1r ∂TUC∂r
∣∣∣∣n
)
(7.23)
T n+1i,j − T ni,j
∆t
= αUC
(
T n+1i,j−1 − 2T n+1i,j + T n+1i,j+1
∆x2
+
viT
n
i−1,j − 2T ni,j + wiT ni+1,j
∆r2
)
(7.24)
where i is an integer representing the radial position with i = 1 when r = 0
and i = k when r = r1, j is an integer representing the radial position with
j = 1 when x = 0 and j = p when x = x1, ∆r and ∆x are the increment sizes
between these spatial positions, or nodes, in the r and x directions, respectively,
vi = 1−1/i and wi = 1+1/i. The real co-ordinate of each position in the carbide
plane identifiable by values of i and j would be expressed as: (r, x) = (i∆r, j∆x).
T n+2i,j − T n+1i,j
∆t
= αUC
(
∂2TUC
∂x2
∣∣∣∣n+1 + ∂2TUC∂r2
∣∣∣∣n+2 + 1r ∂TUC∂r
∣∣∣∣n+2
)
(7.25)
T n+2i,j − T n+1i,j
∆t
= αUC
(
T n+1i,j−1 − 2T n+1i,j + T n+1i,j+1
∆x2
+
vjT
n+2
i−1,j − 2T n+2i,j + wjT n+2i+1,j
∆r2
)
(7.26)
Eqs. 7.24 and 7.26 are then applied across the carbide solid by rearranging for
the unknowns and producing two separate matrices, one solving in each direction.
Considering the solution in the r direction first, Eq. 7.24 can be rearranged with
the unknowns at n+ 1 on the left as:
For n ≥ 0, 2 ≤ i ≤ k − 1 and 2 ≤ j ≤ p− 1:
−MrviT n+1i−1,j + (1 + 2Mr)T n+1i,j −MrwiT n+1i+1,j =
−MxT ni,j−1 + (1 + 2Mx)T ni,j −MxT ni,j+1 (7.27)
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Figure 7.4: Labelled vertices and axes on the 2D carbide plane requiring unique
boundary conditions. Adiabatic boundary conditions due to symmetry of the
plane are coloured blue, and boundaries exposed to the bulk gas are coloured
red.
where Mx = αUC∆t/∆x
2 and Mr = αUC∆t/∆r
2.
The left hand side of the matrix is therefore of a similar form to the one-
dimensional case displayed in Eq. 4.39 on Page 97, but with a more complex
right hand side dependent on the known values along the x direction. The two-
dimensionality of the system also increases the complexity in that 8 different
boundary conditions, rather than 2 in the one-dimensional case, require applying
to Eq. 7.27 to complete the tri-diagonal matrix: 4 at each corner of the two-
dimensional plane and 4 along each edge. The boundary conditions requiring
consideration are illustrated in Figure 7.4 and consist of one (along a surface)
or a combination (at corners) of two effects: adiabatic heat transfer across lines
of symmetry within the solid, and the combined effect of heat generated by the
reaction and exchanged with the bulk gas.
Central difference approximations of Eqs. 7.7, 7.8, 7.9 and 7.10 express the
boundary conditions in terms of the imaginary point that requires eliminating at
that boundary:
For n ≥ 0, i = 1 and 1 ≤ j ≤ p:
T n0,j = T
n
2,j (7.28)
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For n ≥ 0, 1 ≤ i ≤ k and j = 1:
T ni,0 = T
n
i,2 (7.29)
For n ≥ 0, i = k and 1 ≤ j ≤ p:
T nk+1,j = T
n
k−1,j − 2∆r
hn
λUC
(T nk,j − TB)−
UCσ
λUC
((T nk,j)
4 − (TB)4)
− ∆HR
λUC
k1 exp(−EA/RT nk,j)kngrCBO2
kngr + k1 exp(−EA/RT nk,j)
(7.30)
For n ≥ 0, 1 ≤ i ≤ k and j = p:
T ni,p+1 = T
n
i,p−1 − 2∆r
hn
λUC
(T ni,p − TB)−
UCσ
λUC
((T ni,p)
4 − (TB)4)
− ∆HR
λUC
k1 exp(−EA/RT ni,p)kngxCBO2
kngx + k1 exp(−EA/RT ni,p)
(7.31)
Substituting one of Eqs. 7.28, 7.29, 7.30 and 7.31 into Eq 7.27 at the ap-
propriate boundary conditions removes the imaginary points encountered at this
position. The resulting eight equations at each boundary suitable for inclusion
into the r direction tri-diagonal matrix are included as follows:
For n ≥ 0, i = j = 1:
(1 + 2Mr)T
n+1
1,1 − 2MrT n+12,1 = (1 + 2Mx)T n1,1 − 2MxT n1,2 (7.32)
For n ≥ 0, i = 1 and j = p:
(1 + 2Mr)T
n+1
1,p − 2MrT n+12,p = −2MxT n1,p−1
+
(
1 + 2Mx + 2Mxux +
2Mxux
hnx
σ(T n1,p)
3
)
T n1,p
− 2Mxux
hnx
σ(TB)4 − 2MxuxTB
+
2Mxux∆H
hnx
k1 exp(−EA/RT n1,p)kngxCBO2
kngx + k1 exp(EA/RT
n
1,p)
(7.33)
where ux = ∆xhx/λUC .
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For n ≥ 0, i = k and j = 1:
− 2MrT n+1k−1,1 +
(
1 + 2Mr + 2Mrur +
2Mrur
hn+1r
σ(T n+1k,1 )
3
)
T n+1k,1
− 2Mrur
hn+1r
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1r
k1 exp(−EA/RT n+1k,1 )kn+1gr CBO2
kn+1gr + k1 exp(EA/RT
n+1
k,1 )
=
(1 + 2Mx)T
n
k,1 − 2MxT nk,2 (7.34)
where ur = ∆rwkhr/λUC .
For n ≥ 0, i = k and j = p:
− 2MrT n+1k−1,p +
(
1 + 2Mr + 2Mrur +
2Mrur
hn+1r
σ(T n+1k,p )
3
)
T n+1k,p
− 2Mrur
hn+1r
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1r
k1 exp(−EA/RT n+1k,p )kn+1gr CBO2
kn+1gr + k1 exp(EA/RT
n+1
k,p )
=
− 2MxT nk,p−1 +
(
1 + 2Mx + 2Mxux +
2Mxux
hnx
σ(T nk,p)
3
)
T nk,p
− 2Mxux
hnx
σ(TB)4 − 2MxuxTB
+
2Mxux∆H
hnx
k1 exp(−EA/RT nk,p)kngxCBO2
kngx + k1 exp(EA/RT
n
k,p)
(7.35)
For n ≥ 0, i = 1 and 1 ≤ j ≤ p:
(1 + 2Mr)T
n+1
1,j − 2MrT n+12,j =
−MxT n1,j−1 + (1 + 2Mx)T n1,j −MxT n1,j+1 (7.36)
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For n ≥ 0, i = k and 1 ≤ j ≤ p:
− 2MrT n+1k−1,j +
(
1 + 2Mr + 2Mrur +
2Mrur
hn+1r
σ(T n+1k,j )
3
)
T n+1k,j
− 2Mrur
hn+1r
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1r
k1 exp(−EA/RT n+1k,j )kn+1gr CBO2
kn+1gr + k1 exp(EA/RT
n+1
k,j )
=
−MxT n1,j−1 + (1 + 2Mx)T n1,j −MxT n1,j+1 (7.37)
For n ≥ 0, 1 ≤ i ≤ k and j = 1:
−MrviT n+1i−1,1 + (1 + 2Mr)T n+1i,1 −MrwiT n+1i+1,1 =
(1 + 2Mx)T
n
i,1 − 2MxT ni,2 (7.38)
For n ≥ 0, 1 ≤ i ≤ k and j = p:
−MrviT n+1i−1,p + (1 + 2Mr)T n+1i,p −MrwiT n+1i+1,p = −2MxT ni,p−1
+
(
1 + 2Mx + 2Mxux +
2Mxux
hnx
σ(T ni,p)
3
)
T ni,p −
2Mxux
hnx
σ(TB)4
− 2MxuxTB + 2Mxux∆H
hnx
k1 exp(−EA/RT ni,p)kngxCBO2
kngx + k1 exp(EA/RT
n
i,p)
(7.39)
The tri-diagonal matrix composed from Eq. 7.27 and its bounds in Eqs. 7.32
to 7.39 can then be solved in the r direction for T n+1. This is again achieved
through use of the Thomas algorithm (Chang, 1981) applied in original code. It
is then necessary to advance the solution to the time step, n + 2, by solving for
the temperature distribution in the carbide in the x direction. Rearranging Eq.
7.24 with the unknown temperature values at n+2 on the left results in Eq. 7.40:
For n ≥ 0, 2 ≤ i ≤ k − 1 and 2 ≤ j ≤ p− 1:
−MxT n+2i,j−1 + (1 + 2Mx)T n+2i,j −MxT n+2i,j+1 =
−MrviT n+1i−1,j + (1 + 2Mr)T n+1i,j −MrwiT n+1i+1,j (7.40)
The solution in the x direction is subject to the same four boundary conditions
illustrated in Figure 7.4 and detailed by the central difference approximations in
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Eqs. 7.28, 7.29, 7.30 and 7.31. However, due to the difference in form between the
FIB approximations of the Fourier equation in each direction, Eqs. 7.27 and 7.40,
the equations constituting the tri-diagonal matrix for solution in the x direction
are not of the same form. The eight boundary conditions, in tri-diagonal format,
necessary for solution in the x direction are as follows:
For n ≥ 0, i = j = 1:
(1 + 2Mx)T
n+2
1,1 − 2MxT n+21,2 = (1 + 2Mr)T n+11,1 − 2MrT n+12,1 (7.41)
For n ≥ 0, i = 1 and j = p:
− 2MxT n+21,p−1 +
(
1 + 2Mx + 2Mxux +
2Mxux
hn+2x
σ(T n+21,p )
3
)
T n+21,p
− 2Mxux
hn+2x
σ(TB)4 − 2MxuxTB
+
2Mxux∆H
hn+1x
k1 exp(−EA/RT n+11,p )kn+1gx CBO2
kn+1gx + k1 exp(EA/RT
n+1
1,p )
=
(1 + 2Mr)T
n+1
1,p − 2MrT n+12,p (7.42)
For n ≥ 0, i = k and j = 1:
(1 + 2Mx)T
n+2
k,1 − 2MxT n+2k,2 = −2MrT n+1k−1,1
+
(
1 + 2Mr + 2Mrur +
2Mrur
hn+1r
σ(T n+1k,1 )
3
)
T n+1k,1 −
2Mrur
hn+1r
σ(TB)4
− 2MrurTB + 2Mrur∆H
hn+1r
k1 exp(−EA/RT n+1k,1 )kn+1gr CBO2
kn+1gr + k1 exp(EA/RT
n+1
k,1 )
(7.43)
191
7.3 Numerical solution
For n ≥ 0, i = k and j = p:
− 2MxT n+2k,p−1 +
(
1 + 2Mx + 2Mxux +
2Mxux
hn+2x
σ(T n+2k,p )
3
)
T n+2k,p
− 2Mxux
hn+2x
σ(TB)4 − 2MxuxTB
+
2Mxux∆H
hn+2x
k1 exp(−EA/RT n+2k,p )kn+2gx CBO2
kn+2gx + k1 exp(EA/RT
n+2
k,p )
=
− 2MrT n+1k−1,p +
(
1 + 2Mr + 2Mrux +
2Mrur
hn+1r
σ(T n+1k,p )
3
)
T n+1k,p
− 2Mrur
hn+1r
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1r
k1 exp(−EA/RT n+1k,p )kn+1gr CBO2
kn+1gr + k1 exp(EA/RT
n+1
k,p )
(7.44)
For n ≥ 0, i = 1 and 1 ≤ j ≤ p:
−MxT n+21,j−1 + (1 + 2Mx)T n+21,j −MxT n+21,j+1 =
(1 + 2Mr)T
n+1
1,j − 2MrT n+12,j (7.45)
For n ≥ 0, i = k and 1 ≤ j ≤ p:
−MxT n+21,j−1 + (1 + 2Mx)T n+21,j −MxT n+21,j+1 = −2MrT n+1k−1,j
+
(
1 + 2Mr + 2Mrux +
2Mrur
hn+1r
σ(T n+1k,j )
3
)
T n+1k,j −
2Mrur
hn+1r
σ(TB)4
− 2MrurTB + 2Mrur∆H
hn+1r
k1 exp(−EA/RT n+1k,j )kn+1gr CBO2
kn+1gr + k1 exp(EA/RT
n+1
k,j )
(7.46)
For n ≥ 0, 1 ≤ i ≤ k and j = 1:
(1 + 2Mx)T
n+2
i,1 − 2MxT n+2i,2 =
−MrviT n+1i−1,1 + (1 + 2Mr)T n+1i,1 −MrwiT n+1i+1,1 (7.47)
192
7.3 Numerical solution
For n ≥ 0, 1 ≤ i ≤ k and j = p:
− 2MxT n+2i,p−1 +
(
1 + 2Mx + 2Mxux +
2Mxux
hn+2x
σ(T n+2i,p )
3
)
T n+2i,p
− 2Mxux
hn+2x
σ(TB)4 − 2MxuxTB
+
2Mxux∆H
hn+2x
k1 exp(−EA/RT n+2i,p )kn+2gx CBO2
kn+2gx + k1 exp(EA/RT
n+2
i,p )
=
−MrviT n+1i−1,p + (1 + 2Mr)T n+1i,p −MrwiT n+1i+1,p (7.48)
A second tri-diagonal matrix composed of Eq. 7.40 and the bounds in Eqs.
7.41 to 7.48 can then be solved to calculate T n+2 in the x direction. This is
solved immediately after the first matrix solving in the r direction using the
same method. The temperature distribution throughout the solid at n+2 is then
used to calculate the reaction rates along each surface given in Eqs. 7.1 and 7.2
allowing the resulting change in size and shape of the two-dimensional carbide
plane to be determined. The change in the radial and axial dimensions of the
pellet is given by backward difference approximations of Eqs. 7.21 and 7.22:
For t ≥ 0 and 1 ≤ j ≤ p:
rn+21j = r
n
1j
− 2∆tk1 exp
(−EA/RT n+2k,j ) kn+2gr CBO2
2ρ˙UC
{
kn+2gr + k1 exp
(−EA/RT n+2k,j )} (7.49)
where r1j is the external pellet radius, r1, at an axial position of j.
For t ≥ 0 and 0 ≤ i ≤ k:
xn+21i = x
n
1i
− 2∆tk1 exp
(−EA/RT n+2i,p ) kn+2gx CBO2
2ρ˙UC{kn+2gx + k1 exp
(−EA/RT n+2i,p )} (7.50)
where x1i is the pellet length, x1, at an radial position of i.
The time loop is then continued until the percentage of carbide oxidised is
greater than 99%.
7.3.1 Ensuring numerical stability and convergence
Numerical stability of the solution is again ensured through the use of the Courant-
Friedrichs-Lewy rule (Smith, 1965). The criteria is adapted for the two-dimensional
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Table 7.1: The effect of varying the number of increments on the oxidation com-
pletion time as a test for convergence.
Number of radial
increments
Number of length
increments
Oxidation
completion time
(min)
Computational
time (min)
5 5 175.8 0.03
10 10 175.0 0.15
20 20 174.2 1.04
40 40 173.6 7.67
80 80 173.2 57.6
160 160 172.9 440
case by using the smaller of the two spatial increment sizes, ∆r and ∆x, in the
calculation for the time step size.
∆t =
1
2αUC
{min (∆rx,∆rr)}2 (7.51)
Due to the changes in the pellet size being calculated only at every 2nd time
step, the time step size is also only recalculated at every other time step. Nonethe-
less, it decreases significantly during the course of the oxidation, slowing the
simulation toward completion of the oxidation.
Mathematical convergence was checked by running the model with the same
input parameters but a different number of nodes and therefore different incre-
ment sizes. The results of this check for convergence are included in Table 7.1.
The minor changes observed in the oxidation completion time with the number
of increments suggests the model is convergent, but this can be confirmed by
again using Richardson’s deferred approach to the limit (Smith, 1965). Taking
three results from Table 7.1 and applying Eqs. 6.51 and 6.52 from Page 153,
gives an estimation of the solution using an infinitely small increment size - the
converged, or analytical, solution. In this case, the converged solution is u =
171.8 min, confirming that the results in Table 7.1 are converging.
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Figure 7.5: A two-dimensional approximation of an annular, cylindrical pellet
as used in the NNL oxidation experiments. A rotationally symmetrical plane is
taken from the cylinder and further lines of symmetry are used to reduce the
domain of the model.
7.4 Fitting to experimental data
The provision of experimental oxidation data to this project by the National
Nuclear Laboratory allowed the fitting of predictions made by the two dimensional
model in order to derive values for certain parameters, such as the activation
energy and oxidation rate constant. The data was provided in the form of a BNFL
technical report (Coppersthwaite & Semeraz, 2003) explaining the methodology
used in its acquisition, as well as raw data provided separately. It is applicable
to the two-dimensional model only as the experiments used annular, cylindrical
pellets, meaning that consideration of the additional reaction front along the inner
radius is necessary: impossible using a one-dimensional, spherical approximation.
It was again assumed that the pellets used in the NNL experiments were
axisymmetric, allowing a two-dimensional, rotationally symmetrical slice to be
taken from the pellet and treated as the model’s domains. This is illustrated
in Figure 7.5, where the inclusion of heat and mass transfer effects on the inner
radius of the annular pellet can also be observed.
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7.4.1 Experimental method
Before the fitting of the two-dimensional oxidation model to the NNL data is dis-
cussed, it is necessary to include a brief description of the experimental method-
ology used in acquiring this data.
UC fuel pellets obtained from rejected fuel pins stored at Springfields were ox-
idised in air within a horizontal split tube furnace (Carbolite model HST 12/200)
under different temperatures. The pellets had a diameter of 1.9 cm, a length of
2 cm, an annuli diameter of 0.45 cm and a density of 13.13 ± 0.07 g cm−3. The
pellets were then placed in alumina crucibles with an internal diameter of 3.75 cm
and a height of 6 cm, which was in turn located in the hot zone of an alumina
work tube, 6 cm in internal diameter and 20 cm in working length, mounted in the
furnace. The work tube was sealed at either end using stainless steel flanges that
allowed a flow of air through the tube at 10 dm3 min−1. A rough illustration of
this set up is included in Figure 7.6. The changes in concentration of O2, CO and
CO2 in the gas flow over the course of the oxidation were monitored by a Siemens
Ultramat 23 infrared analyser. Temperature within the furnace was controlled
by a programmable Eurotherm 2416CG.
There were then several experiments carried out at furnace temperatures of
530 ◦C and 950 ◦C for a period of 24 h. For all experiments, an initial heating
period from approximately 18.5 ◦C to the desired furnace temperature lasting
around 2 h was present. The composition of the off-gas was monitored to establish
when the oxidation began and if it had completed within the 24 h duration.
Temperatures within the furnace were measured using a type K thermocouple.
The solid oxidation product was then analysed for its total carbon content to
be used as an indicator of oxidation completion, and to identify the oxide phases
present.
7.4.2 Additional mathematical considerations
In order to fit the two-dimensional oxidation model to the NNL data, additional
mathematics must be taken into consideration to account for the annular nature
of the pellet. Specifically, the geometry of the two-dimensional plane must be
modified from that in Figure 7.1 to that in Figure 7.5, and also the boundary
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Figure 7.6: A diagram illustrating the position of the UC pellet within the work
tube within the horizontal furnace.
Figure 7.7: The modification to the domain of interest of the two-dimensional
model necessary to model an annular pellet. The blue boundaries represent
adiabatic boundary conditions along lines of symmetry in the pellet, and red
boundaries represent those exposed to the bulk gas.
conditions require modifying to reflect the reaction front and heat and mass
transfer along the inner radius of the pellet, where r = r2.
As far as the two-dimensional model is concerned, the change in the domain
of interest in the model is illustrated by Figure 7.7. This change is represented
mathematically by the modification of Eq. 7.7, originally the adiabatic boundary
condition at r = 0, to include the effects of the oxidation reaction and heat and
mass transfer with the bulk gas at the position now labelled r = r2:
For t ≤ 0, r = r2 and 0 ≤ x ≤ x1:
λUC
∂TUC
∂r
∣∣∣∣
x,r2
= hrin
(
TUC |x,r2 − TB
)
+ UCσ
(
TUC |4x,r2 −
(
TB
)4)
+
∆HRRrin
Arin
(7.52)
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where hrin is the heat transfer coefficient at the internal radius, Rrin is the rate of
O2 consumption at the inner radius and Arin is the carbide surface area exposed
at the inner surface.
The internal heat transfer coefficient, hrin , is calculated using Eq. 7.53.
For t ≥ 0 and 0 ≤ x ≤ x1:
hrin =
Nuinλfluid
r1 − r2 (7.53)
where Nuin is the Nusselt number at the internal surface, calculated from a corre-
lation given by Sieder and Tate (Sieder & Tate, 1936) for laminar flow in circular
tubes:
Nuin = 1.86
(
2r2RePr
2x1
)1/3(
µB
µr2
)0.14
(7.54)
where µB is the bulk fluid viscosity and µr2 is the fluid viscosity at the inner
surface, affected by the temperature there.
The reaction rate at the inner radius, Rrin , takes the form used by RC with
the only divergence being that the internal area, Arin = 4pir2x1, is used.
As displayed in Figure 7.7, the introduction of Eq. 7.52 affects three of the
eight boundary conditions necessary for numerical solution of the two-dimensional
model, namely at the positions designated (1, 1), (1, j) and (1, p) where i = 1
(i.e. r = r2). Taking Eqs. 7.34, 7.35, 7.37, 7.38 and 7.39 to still apply, the
following three equations complete the tri-diagonal matrix necessary to solve the
heat transfer across an annular, two-dimensional pellet in the r direction:
For n ≥ 0, i = j = 1:(
1 + 2Mr + 2Mrur +
2Mrur
hn+1rin
σ(T n+11,1 )
3
)
T n+11,1 −
2Mrur
hn+1rin
σ(TB)4
− 2MrurTB + 2Mrur∆H
hn+1rin
k1 exp(−EA/RT n+11,1 )kn+1grinCBO2
kn+1grin + k1 exp(EA/RT
n+1
1,1 )
− 2MrT n+12,1 = (1 + 2Mx)T n1,1 − 2MxT n1,2 (7.55)
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For n ≥ 0, i = 1 and 1 ≤ j ≤ p:(
1 + 2Mr + 2Mrur +
2Mrur
hn+1rin
σ(T n+11,j )
3
)
T n+11,j −
2Mrur
hn+1rin
σ(TB)4
− 2MrurTB + 2Mrur∆H
hn+1rin
k1 exp(−EA/RT n+11,j )kn+1grinCBO2
kn+1grin + k1 exp(EA/RT
n+1
1,j )
− 2MrT n+12,j = −MxT n1,j−1 + (1 + 2Mx)T n1,j −MxT n1,j+1 (7.56)
For n ≥ 0, i = 1 and j = p:(
1 + 2Mr + 2Mrur +
2Mrur
hn+1rin
σ(T n+11,p )
3
)
T n+11,p −
2Mrur
hn+1rin
σ(TB)4
− 2MrurTB + 2Mrur∆H
hn+1rin
k1 exp(−EA/RT n+11,p )kn+1grinCBO2
kn+1grin + k1 exp(EA/RT
n+1
1,p )
− 2MrT n+12,p = −2MxT n1,p−1
+
(
1 + 2Mx + 2Mxux +
2Mxux
hnx
σ(T n1,p)
3
)
T n1,p −
2Mxux
hnx
σ(TB)4
− 2MxuxTB + 2Mxux∆H
hnx
k1 exp(−EA/RT n1,p)kngxCBO2
kngx + k1 exp(EA/RT
n
1,p)
(7.57)
where kgrin is the mass transfer coefficient at the internal radius given by:
For t ≥ 0 and 0 ≤ x ≤ x1:
kgrin =
DO2−COSh
r1 − r2 (7.58)
Similarly, taking Eqs. 7.43, 7.44, 7.46, 7.47 and 7.48 to still apply, the follow-
ing equations allow completion of the matrix solving in the x direction:
For n ≥ 0, i = j = 1:
(1 + 2Mx)T
n+2
1,1 − 2MxT n+21,2 =(
1 + 2Mr + 2Mrur +
2Mrur
hn+1rin
σ(T n+11,1 )
3
)
T n+11,1
− 2Mrur
hn+1rin
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1rin
k1 exp(−EA/RT n+11,1 )kn+1grinCBO2
kn+1grin + k1 exp(EA/RT
n+1
1,1 )
− 2MrT n+12,1 (7.59)
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For n ≥ 0, i = 1 and 1 ≤ j ≤ p:
−MxT n+21,j−1 + (1 + 2Mx)T n+21,j −MxT n+21,j+1 =(
1 + 2Mr + 2Mrur +
2Mrur
hn+1rin
σ(T n+11,j )
3
)
T n+11,j
− 2Mrur
hn+1rin
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1rin
k1 exp(−EA/RT n+11,j )kn+1grinCBO2
kn+1grin + k1 exp(EA/RT
n+1
1,j )
− 2MrT n+12,j (7.60)
For n ≥ 0, i = 1 and j = p:
− 2MxT n+21,p−1 +
(
1 + 2Mx + 2Mxux +
2Mxux
hn+2x
σ(T n+21,p )
3
)
T n+21,p
− 2Mxux
hn+2x
σ(TB)4 − 2MxuxTB
+
2Mxux∆H
hn+1x
k1 exp(−EA/RT n+11,p )kn+1gx CBO2
kn+1gx + k1 exp(EA/RT
n+1
1,p )
=(
1 + 2Mr + 2Mrur +
2Mrur
hn+1rin
σ(T n+11,k )
3
)
T n+11,k
− 2Mrur
hn+1rin
σ(TB)4 − 2MrurTB
+
2Mrur∆H
hn+1rin
k1 exp(−EA/RT n+11,k )kn+1grinCBO2
kn+1grin + k1 exp(EA/RT
n+1
1,k )
− 2MrT n+12,k (7.61)
With the inclusion of the six equations listed above into the two tri-diagonal
matrices, the extra reaction front presented by the internal pellet surface is now
included in the mathematical representation of heat transfer and the ensuing
numerical solution.
Apart from the effect the extra reaction front has on the heat transfer, the
effect it has on the geometry change over time must also be considered. A reaction
occurring at the inner surface, r = r2, as well as the outer surface, r = r1, means
that the pellet is shrinking in both radial directions as well as the length direction.
The changes in pellet size are now represented by the ODEs in Eqs. 7.62, 7.63
and 7.64 listed below:
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Figure 7.8: An example of how the two-dimensional plane taken from the annular
pellet changes over time. The outline of the plane at t = 0 h is in black, whilst
the outline at t = 9.4 h is coloured red.
For t ≥ 0 and 0 ≤ x ≤ x1:
dr1(x)
dt
= − Rr
2Arρ˙UC
= − k1 exp
(−EA/R TUC |r1) kgrCBO2
2ρ˙UC{kgr + k1 exp
(−EA/R TUC |r1)} (7.62)
For t ≥ 0 and 0 ≤ x ≤ x1:
dr2(x)
dt
=
Rrin
2Arin ρ˙UC
=
k1 exp
(−EA/R TUC |r2) kgrinCBO2
2ρ˙UC{kgrin + k1 exp
(−EA/R TUC |r2)} (7.63)
For t ≥ 0 and r2 ≤ r ≤ r1:
dx1(r)
dt
= − Rx
2Axρ˙UC
= − k1 exp
(−EA/R TUC |r1) kgxCBO2
2ρ˙UC{kgx + k1 exp
(−EA/R TUC |r1)} (7.64)
An example of how the two-dimensional plane representing the axisymmet-
ric, annular pellet changes with time is included in Figure 7.8. Similarly to the
changing shape of the solid pellet, the annular pellet retains its shape during the
reaction due to the conductivity of UC ensuring a uniform temperature distribu-
tion.
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7.4.2.1 Gas flow and composition
Since the data provided by the NNL presents the results in the form of changes
to the off-gas composition over time, it is important that the model calculates the
gas flow through the sealed alumina work tube and the changes in its composition
caused by the oxidation properly. The reaction mechanism presented in Eqs. 4.1
and 4.2 remains, where the surface reaction produces CO that is then oxidised to
CO2 in the gas phase, allowing the gas composition changes to be tracked. What
remains to be added, then, is the flow through the tube and how it removes
produced CO and CO2 and replenishes O2.
At the inlet, air flows in at a rate of 10 dm3 min−1. At the outlet, the off-
gas, having passed over the oxidising UC and acquired CO and CO2, flows out
at the same rate. It is assumed that the flow is laminar. The work tube is
then separated into regions, each assumed to be well mixed; the volume before
the pellet, Vb, around the pellet, Vp, and after the pellet, Va, as illustrated in
Figure 7.9. The area of particular interest is the region after the pellet, Va,
as it is the gas composition in that region that will be taken represent the off-
gas for fitting purposes. The concentration of the three gases of interest, O2,
CO and CO2, in the after pellet region can be calculated from the flow rates,
volumes and concentrations in the earlier regions. The initial conditions for the
gas composition calculations are given as:
For t ≤ 0:
CbO2 = C
p
O2
= CaO2 =
0.21
R¯gTB
(7.65)
where CbO2 , C
p
O2
and CaO2 are the O2 concentrations in the regions before, around
and after the pellet, respectively, and R¯g is the ideal gas constant in m
3 atm mol−1 K−1.
It is assumed that the temperature is homogeneous throughout the work tube.
For t ≤ 0:
CbCO = C
p
CO = C
a
CO = 0 (7.66)
CbCO2 = C
p
CO2
= CaCO2 = 0 (7.67)
where CbCO, C
p
CO and C
a
CO are the CO concentrations across the regions of the
cylinder and CbCO2 , C
p
CO2
and CaCO2 are the CO2 concentrations.
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Figure 7.9: Diagram of the volumetric regions within the work tube used in gas
composition calculations.
The volumetric flow rates and volumes remain constant for the duration of
the reaction, and are expressed as:
For t ≥ 0:
Vp = piDpLp (7.68)
Vb = piDcLb − Vp (7.69)
Va = piDcLa (7.70)
where Vp, Vb and Va are the volumes of the regions, Dc and Dp are the diameters
of the work tube and pellet region, respectively, and Vp, Vb and Va are the region
volumes.
For t ≥ 0:
V˙in = V˙out = vxpi(Dc/2)
2 = 10 dm3 min−1 (7.71)
V˙p = vxpi(Dp/2)
2 (7.72)
V˙b = vx
(
pi(Dc/2)
2 − pi(Dp/2)2
)
(7.73)
where V˙in and V˙out are the volumetric flow rates at the inlet and outlet, respec-
tively, vx is the constant flow velocity along the x (axial) direction and V˙p and
V˙b are the volumetric flows rates exiting the pellet and before the pellet regions,
respectively.
With the initial conditions, volumes and volumetric flow rates characterised,
the concentrations in the off-gas (i.e. the region after the pellet) can be calculated:
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For t ≥ 0:
dCaO2
dt
=
CpO2V˙p
Vp
+
CbO2V˙b
Vb
− C
a
O2
V˙out
Va
− RCO
2Va
(7.74)
dCaCO
dt
=
CpCOV˙p
Vp
+
CbCOV˙b
Vb
− C
a
COV˙out
Va
− RCO
Va
(7.75)
dCaCO2
dt
=
CpCO2V˙p
Vp
+
CbCO2V˙b
Vb
− C
a
CO2
V˙out
Va
+
RCO
Va
(7.76)
Whilst the majority of the CO oxidising to CO2 occurs within the pellet region,
the RCO term designating the rate of CO oxidation is included for residual CO
present in the after pellet region. The calculation of the gas concentrations within
the pellet region are completed in the fashion used in Section 4.2.2 on Page 89,
with the gas volume set as Vp. It is worth noting that Eqs. 7.74, 7.75 and 7.76 are
all non-linear due to the changing concentration in the after-pellet region being
dependent on itself. Therefore, calculation of the off-gas composition can be quite
restrictive on computational time due to the necessary additional time step size
constraints.
In order to simulate the heating of the furnace in the experimental data, the
gas temperature in the work tube is represented by the following function (for
the run at 950 ◦C):
For t ≤ 0:
TB = 291.5 (7.77)
For 0 < t ≤ 1.68 h:
TB = 1283 +
25.92− 1010
1 + (t/1777)2.23
(7.78)
For 1.68 h < t ≤ 24 h:
TB = 1223 (7.79)
For t > 24 h:
TB = 285.5 + 2.812× 1012 exp
(
t
3960
)
(7.80)
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Figure 7.10: The off gas composition from a UC oxidation at 950 ◦C
Figure 7.11: The furnace temperature during the oxidation.
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7.4.3 Method of fitting
The experimental data to which the model’s results will be fitted comes largely
in the form of off-gas composition measurements. For example, Figure 7.10 is a
plot of the off-gas for an oxidation of an annular UC pellet in air when subject to
a furnace temperature in Figure 7.11. It is stated in the BNFL technical report
accompanying the data that the regular, sharp decreases in O2 concentration
are measurement errors resulting from the equipment used (Coppersthwaite &
Semeraz, 2003).
The changes in the off-gas composition can be used to determine both the
duration of the oxidation by when the concentration of CO2 returns to that in
air, and the temperature at which the oxidation begins by when CO2 is ini-
tially produced. By modifying the parameters associated with these two obser-
vations, specifically the rate constant, k1, and the activation energy, EA, the
two-dimensional oxidation model can be fit to the data.
7.5 Results
The results for the two-dimensional model are displayed in two subsections: the
first being for the solid pellet described initially, and the second for the annular
pellet designed to be fit to experimental data.
7.5.1 Solid pellet model
Figure 7.12 displays the model’s capability of calculating the temperature distri-
bution across the two-dimensional plane taken from the axisymmetric cylinder
over the course of the reaction. The shrinking in size of the plane during the
reaction can also be observed. For this result, a pellet of radius 0.935 cm and
length 1.87 cm assumed to have an initial temperature of 25 ◦C is exposed to a
bulk gas with a temperature of 500 ◦C and an O2 concentration of 3.15 mol m−3.
Similarly to the minimal temperature gradient along the UC radius observed in
the one-dimensional models, the two-dimensional plane is also largely isother-
mal throughout the majority of the reaction. Therefore, taking the maximum
temperature present in the plane to be representative of the plane temperature
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Figure 7.12: The temperature distribution through the 2D slice representing an
axisymmetric, cylindrical UC pellet over time.
generally, Figure 7.13 gives a description of its value over time. Similarly to the
one-dimensional model, an initial, sharp temperature rise is observed due to ex-
posure to the hotter bulk gas and the oxidation beginning. A plateau is then
reached as radial and convective heat losses to the bulk gas balance the heat
production, followed by a degree of thermal runaway as the reaction completes.
The thermal runaway is thought to occur as the decreasing pellet size provides
a smaller heat sink for the reaction, causing the heat generated at the surface to
overcome the heat lost to the gas.
During the initial stages of the reaction, immediately after the pellet has
been exposed to the bulk gas, there does, however, exist a temperature gradient
within the pellet for a short period of time. Figure 7.14a is the temperature profile
through the plane quarter that forms the domain of the model at t = 0.621 min
when the same conditions mentioned previously are used, and Figure 7.14b mul-
tiplies this results along the lines of symmetry to represent the full plane. Both
figures illustrate the higher temperatures at the pellet corners as a result of the
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Figure 7.13: The maximum temperature within the UC pellet (red) and the
fraction oxidised (black) over time.
increased rate of heat transfer. This faster heat transfer is due to the boundary
conditions at the corner being subject to heat transfer in both the radial and
axial directions, essentially doubling the heat flux at the corners.
Sensitivity studies were carried out using the two-dimensional model to demon-
strate its dependence on the temperature and O2 concentration of the bulk gas,
the results of which are included in Figure 7.15. Again, a pellet with a of radius
0.935 cm and length of 1.87 cm was used and assumed to have an initial temper-
ature of 25 ◦C. For the temperature variation results, shown in red, the initial
O2 concentration was fixed at 3.15 mol m
−3, and for the concentration variation,
shown in black, an initial bulk gas temperature of 500 ◦C was used. Increasing
both the temperature and O2 concentration appears to have the effect of expo-
nentially decreasing the reaction completion, mirroring the results predicted by
the one-dimensional model. Tables 7.2 and 7.3 quantify the dependency of the
reaction completion time on temperature and O2 concentration whilst comparing
the results to the one-dimensional model.
Generally, the two-dimensional model predicts a shorter oxidation completion
time than the one-dimensional variant due to the higher temperatures predicted
by the two-dimensional model. Figure 7.16 is a plot of the average temperatures
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(a) Across a quarter of the plane. (b) Multiplied along lines of symmetry to
represent whole plane.
Figure 7.14: Temperature profiles across the two-dimensional plane at t =
0.621 min.
Figure 7.15: The dependence of the reaction completion time on the temperature
and O2 concentration of the bulk gas.
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Table 7.2: The effects of the bulk gas temperature on the peak temperature
reached within the UC plane and the reaction completion time.
Initial bulk gas
temperature (◦C)
Peak UC temperature
(◦C)
Reaction completion
time (min)
1D 2D 1D 2D
100 1351 1636 373 277
250 1521 1700 296 229
500 1623 1824 223 172
750 1751 1956 170 133
Table 7.3: The effects of the bulk gas O2 concentration on the peak temperature
reached within the UC plane and the reaction completion time. The bracketed
values give the percentage of O2 in air represented by a particular concentration.
Bulk gas O2
concentration
(mol m−3)
Peak UC temperature
(◦C)
Reaction completion
time (min)
1D 2D 1D 2D
0.788 (5%) 1663 1017 954 982
1.58 (10%) 1223 1337 608 435
2.36 (15%) 1427 1580 353 264
3.31 (21%) 1623 1824 223 172
within the one-dimensional sphere and two-dimensional cylinder over the course
of the oxidation, demonstrating that the average temperature within the the
cylinder is consistently hotter throughout. This effect is due to the cylindrical
geometry of the two-dimensional pellet exposing it to multiple heat fluxes at the
pellet surface, specifically at the corners where a heat flux is experienced in both
the r and x directions.
Figure 7.17 is an examination of the finite difference mesh at the corner of
the plane. For the point (k, j), there are two imaginary points, (k + 1, p) and
(k, p+ 1), that require removal to allow a numerical solution of the heat transfer.
This requires the application of boundary conditions in both spatial directions,
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Figure 7.16: The average temperatures within the 1D sphere and the 2D cylinder
versus time.
Figure 7.17: The finite difference mesh at the corner of the 2D plane region.
Real points within the solid are designated by , and imaginary points requiring
removal through the use of boundary conditions are designated by .
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Figure 7.18: The effect of varying the diameter, D, to length, L, ratio of the
oxidation rate and average pellet temperature.
and therefore subjects this point to twice the heat transfer and twice the heat
of reaction. This extra heat is then conducted through the plane and raises the
average temperature of the cylinder above that of the one-dimensional equivalent
volume sphere.
Some further sensitivity studies were carried out using the two-dimensional
model to investigate the effects of the cylinder’s shape. Different ratios of the
pellet’s length and diameter were input into the model and the oxidation curves
and average temperatures over time are plotted in Figure 7.18. Whilst the diam-
eter to length ratio was varied, it was ensured that the pellet mass was constant.
For the results shown in Figure 7.18, a bulk gas temperature of 500 ◦C and an O2
concentration of 3.15 mol m−3 was used. Both the longer, thinner cylinder and
the shorter, wider cylinder oxidise faster than the right cylinder with D = L.
This is explained by the surface area varying with the changing geometries whilst
the volume remains constant. At D = L, the surface area is 16.48 cm2, at 2D = L
is is 17.22 cm2 and at D = 2L it is 17.44 cm2.
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Figure 7.19: Comparison of the gas traces predicted by the annular pellet model
to experimental data presented by the NNL (Coppersthwaite & Semeraz, 2003).
7.5.2 Annular pellet model
The annular pellet model was produced to allow fitting of its off-gas predictions
to experimental data, such as that displayed in Figure 7.10. Fitting was achieved
through modification of the Scott’s (Scott, 1966) rate constant, k1, and the acti-
vation energy, EA, to replicate the duration of the oxidation and the temperature
at which it begins, respectively. The results of the fitting are presented in Fig-
ure 7.19, where values of k1 = 23 m s
−1 and EA = 93 kJ mol−1 were found to
give the best results. In line with the experimental set-up (Coppersthwaite &
Semeraz, 2003), the O2 concentration at the work tube inlet was maintained at
21 % at a pressure of 1 atm, the inlet temperature was dictated by Eqs. 7.77 -
7.80 and a pellet of radius 9.50× 10−3 m, annular radius 2.25× 10−3 m and length
1.00× 10−2 m was oxidised. The initial pellet temperature was 18.5 ◦C.
The fit displayed in Figure 7.19 indicates a good approximation of the activa-
tion energy as the CO2 release associated with the start of the reaction occurs at
the same time, and hence at the same point on the temperature ramp. This allows
the model to simulate accurately the temperature dependence of this oxidation.
The rate of decline of the CO2 concentration is also met reasonably, albeit in a
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Figure 7.20: The fraction of the UC pellet oxidised in producing the gas traces
displayed in Figure 7.19.
much more linear due to the nature of the model. In the model, this decline is
a result of the oxidation rate slowing as the surface area of the pellet decreases
whilst the flow rate of air through the tube remains constant and hence has a
purging effect on the CO2 concentration. Therefore, having the model match the
rate of decline suggests the reaction rate constant, and hence the rate of CO2
production, is roughly correct. The sharper drop off after around 18 h is pre-
sumed to be a result of the oxidation being largely completed and no more CO2
being introduced to the system. As such, this is not included in the model which
finishes upon completion of the oxidation.
Figure 7.20 is a plot of the fraction of UC oxidised during the simulation
presented in Figure 7.19. The model completes upon reaching an oxidation frac-
tion of 0.95, contrary to the value of 0.99 employed in previous models, due to
the annular nature of the pellet meaning its magnitude is significantly greater
in the length dimension than the radial. Therefore, as the oxidation progresses,
the radial width of the pellet becomes very thin before the length direction is
fully depleted. This causes the radial increment size to tend to zero, ∆rUC → 0,
hence ∆t → 0, meaning the simulation doesn’t progress whilst there is still a
reasonable amount of UC essentially spread along a thin, axial line. This effect
is partially illustrated in Figure 7.8 on Page 201 where at an intermediate stage
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Figure 7.21: The experimental furnace temperature and the modelled pellet tem-
perature throughout the oxidation.
of the reaction the radial width is closer to depletion than the pellets length.
Figure 7.21 displays the experimental furnace temperature, included in the
model as the bulk gas temperature, TB, and the modelled surface temperature
at the pellet corner. The pellet only reaches temperatures around 10 ◦C higher
than its surroundings as a result of the slower reaction rate used in the annular
model than Scott’s (Scott, 1966) kinetics used in the solid pellet model. The
pellet temperature plot, similarly to the gas composition plot, finishes early as
the time step size tends to zero near oxidation completion.
The effect of an additional exposed surface on the temperature distribution
within the two-dimensional plane representing the axisymmetric cylinder is in-
cluded in Figure 7.22. The temperature at the outer radial surface, where r = r1,
can be seen to be hotter, marginally due to the high conductivity of UC, than
the inner radial surface, where r = r2. This is thought to be an effect of the
greater surface area along the outer radius (pir1x1 > pir2x1) resulting in a faster
reaction rate, and therefore a large heat output. Figure 7.22b is a plot of the tem-
perature distribution through the modelled quartile multiplied along the lines of
radial and axial symmetry, illustrating the temperature distribution throughout
the two-dimensional plane and the position of the annulus within it.
With the reaction kinetics of the two-dimensional, annular pellet model fit
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(a) Across a quarter of the plane. (b) Multiplied along radial and axial
lines of symmetry.
Figure 7.22: Temperature profiles across the cross-sectional plane through an
axisymmetric, annular pellet as outlined in Figure 7.7, at t = 2 h.
Figure 7.23: Oxidation curves of the annular UC pellet at different O2 concen-
trations.
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against experimental data, a sensitivity study on the effect of the O2 concentra-
tion was carried out with the results presented in Figure 7.23. The same gas
temperature and pellet dimensions were used as in the previous results. To com-
plete these simulations, calculation of the gas traces was omitted due to them
being computationally limiting and as after the kinetics constants have been fit
they are not as important. Increasing the O2 concentration was again shown to
significantly decrease the oxidation completion time from 24.8 h at 15 % O2 to
12.2 h at 30 % O2.
7.6 Conclusions
The purpose of the model described in this chapter was to build on the results
presented in Chapter 4 by adding an additional spatial dimension. Developing
the oxidation model to two dimensions allowed the UC pellet to be considered as
a cylinder, rather than a sphere, assuming it is axisymmetrical. Given that the
majority of nuclear fuel pellets are cylindrical, this allowed a more realistic form
of the UC pellet to be oxidised.
The production of a two-dimensional model required a significantly more com-
plex mathematical description of the system. Heat transfer, mass transfer and
reaction effects had to be considered in both spatial dimensions, resulting in
the number of boundary conditions necessary for solution increasing from two
to eight. A more complex numerical solution was also necessary due to their
being an equation matrix solving heat transfer in both the x and y directions.
A numerical method known as the alternating directions method (Smith, 1965)
was therefore employed to allow an approximated solution using the FIB finite
difference method to the heat transfer.
The resulting model is capable of predicting the temperature distribution
across a two-dimensional plane taken to represent the cylinder, and reaction rates
and completion times can be calculated under different temperatures and O2
concentrations. The results were found to differ quite significantly from those
predicted by the one-dimensional, spherical model, due to multiple heat fluxes
experienced at the pellet corners by the two-dimensional model. This led to the
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predicted temperatures being hotter in the two-dimensional model, which in turn
led to faster predicted reaction completion times.
The difference in the predictions made by the two-dimensional model empha-
sises the necessity of increasing the model’s complexity. A Biot number signifi-
cantly smaller than 0.1, as demonstrated in Eq. 5.1 on Page 109 for the spherical
case, for both the spherical and cylindrical systems implies that the pellet geome-
try shouldn’t be significant and a reduced model could be used in either case. The
temperature profiles in Figure 7.16, however, indicate that a lump model would
not predict the higher temperature obtained by the two-dimensional model due
to the multiple heat fluxes experienced around the pellet surface. Therefore,
it is imperative that a two-dimensional model is employed to demonstrate that
the reduced model is applicable only to the one-dimensional case, and that the
equivalent volume sphere assumption itself is inaccurate.
The two-dimensional model was then modified to consider the oxidation of an
axisymmetric UC cylinder with an annulus, allowing calculation of reaction vari-
ables, namely the rate constant, k1, and the activation energy, EA, through fitting
to BNFL experimental data by Copperswhaite and Semeraz (Coppersthwaite &
Semeraz, 2003). The fit was obtained though the modelling of the gas released
by the oxidation and plotting it against experimental observation. Values of k1 =
23.0 m s−1 and EA = 93.0 kJ mol−1 were found to give the best fit. These values
are quite different to those given by Scott (Scott, 1966) of k1 = 200 m s
−1 and
EA = 177.8 kJ mol
−1, as a result of the longer reaction completion times observed
by Copperswhaite and Semeraz (Coppersthwaite & Semeraz, 2003) in the BNFL
report. The difference, however, may not be as significant as the values may sug-
gest, as a lower activation energy to some extent mitigates the effect the slower
reaction rate constant has on the oxidation rate. The new value for the activation
energy shows closer agreement with other published values, displayed in Table 2.9
on Page 23, than Scott’s much higher value, lending some support to the new
kinetics values with a lower activation energy and rate constant.
Since, like its one-dimensional counterpart in Chapter 4, this model does not
have an adherent product layer, it is applicable only to the higher O2 partial
pressures. It is also subject to some of the same limitations, such as simplified
reaction kinetics, being dependent on the UC cylinder retaining axisymmetry
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and the pellet being suspended in the bulk gas. However, it still contributes
a excellent simulation tool for predicting temperatures reached by a UC pellet
oxidation and therefore recommending safe operating conditions. The fitting of
important parameters to experimental data helps to support these predictions,
and also contributes to understanding the kinetics of UC oxidation.
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Chapter 8
Advanced modelling techniques
8.1 Introduction
The work described in this chapter involves the use of DigiDissTM software and
the modifications made to it necessary for simulating the oxidation of UC. Once
these modifications were made and the initial results checked against the earlier
models, this method allowed the oxidation to be considered in three dimensions,
and also allowed the inclusion of fluid flow simulated using the LBM and batch
processes using the DigiPacTM packing algorithm.
8.2 Description of modifications
This section will include a description of the methods used to modify the DigiDissTM
source code, written in C++, so that it was able to simulate the oxidation of UC.
The necessary changes to be made to the code can be listed as follows:
1. Replacement of the Noyes-Whitney dissolution equation with a first order
reaction equation, of the form of Eq. 4.5 on Page 85, to represent the
reaction kinetics.
2. Coupling of the heat transfer code in DigiThemTM to the kinetics module,
DigiDissTM.
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3. Introduction of thermal radiation, heat of reaction and heat transfer through
the fluid to the heat transfer code
The core aspects of DigiPacTM, such as the digitisation of solid structures
into a finite number of voxels, remain, meaning that the modifications had to be
made in the same fashion. For example, the three-dimensional nature of the code
meant that modelling the heat transfer required further elaboration on the finite
difference methods described in earlier chapters.
8.2.1 Reaction kinetics
The first, and simplest, modification to be discussed is the replacement of the
DigiDissTM reaction kinetics. As described in Section 3.2.3 by Eq. 3.24, the
rate of weight loss of the UC solid using DigiDissTM would be expressed by the
Noyes-Whitney equation, repeated as:
dW
dt
= −kS (Csat − CB)
This equation, being based on the difference between the solid concentration
and its saturation concentration in the solvent, is unsuitable to describe an oxi-
dation in a gaseous fluid as there is no saturation concentration. Therefore, the
oxidation rate equation provided by Scott (Scott, 1966) in Eq. 4.5 used in pre-
vious models is applied. In order to ease its introduction into the source code, it
requires expressing as a rate of the UC weight loss in kg s−1 rather than a rate of
O2 consumption in mol s
−1:
dW
dt
= −2kCACO2 (8.1)
where CO2 is the O2 concentration at the position at which the reaction is occur-
ring.
Maintaining the assumption that the oxidation reaction occurs at the UC
surface, Eq. 8.1 is applied at each node amongst the voxels where there is an
interface between a solid UC voxel and a fluid voxel representing air. The total
weight lost by a particular solid voxel over a give time step is therefore the sum
of the reactions occurring at each of its faces that are exposed to the fluid. Given
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the naming convention illustrated in Figure 3.10 on Page 77, this summation can
be expressed as:
W n+10 −W n0
∆t
= −2
(
knC1∆x
2Cn1 + k
n
C2
∆x2Cn2 + k
n
C3
∆x2Cn3
+ knC4∆x
2Cn4 + k
n
C5
∆x2Cn5 + k
n
C6
∆x2Cn6
)
(8.2)
where W0 is the UC weight at (i, j, k), the model’s point of interest, n represents
the time step, kC1−kC6 are the temperature dependent oxidation rate coefficients
at positions 1 to 6 and C1 − C6 are the O2 concentrations at positions 1 to 6.
Eq. 8.2 is representative of a solid voxel experiencing an oxidation at each of
its six faces. The equation is of a different form depending on how many faces
are exposed to the fluid and which faces these are. The calculation in Eq. 8.2
is completed at every solid voxel in the domain at each time step, reducing the
weights of different voxels independently often at different rates. A threshold is
input by the user to define a minimum weight, generally < 1% of the original
value, below which the solid voxel is considered depleted and redefined as a fluid
voxel. Due to the fixed spatial increment size in DigiDissTM and hence fixed voxel
volume, the decreasing weight of a voxel manifests as a density decrease in the
voxel.
8.2.2 Heat transfer
In order to calculate the various temperature dependent coefficients required to
simulate the oxidation reaction, the temperature distribution through the simu-
lation domain must be known. Eq. 3.34 in Section 3.2.4 details the finite differ-
ence approximation used in DigiThermTM to calculate heat conduction through
a solid structure and the convective heat transfer at its surfaces. This method
was therefore coupled to the DigiDissTM module with modified reaction kinetics
by a number of additions to the source code.
After inclusion into the software simulating an oxidation, Eq. 3.34 was then
elaborated on to include radiative heat transfer and the heat of reaction into the
simulation. Similarly to the existing solution examining internal conduction and
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convective heat transfer, these effects had to have the potential to occur at each
of a voxel’s six faces. Eq. 8.3 describes how these effects are included taking into
account the possibility of each heat transfer phenomenon occurring at any of the
voxel faces. The naming convention applied is again that illustrated in Figure
3.10.
Cp
T t+∆t0 − T0
∆t
=
+ k1
T1 − T0
∆x2
+ k2
T2 − T0
∆x2
+ k3
T3 − T0
∆x2
+k4
T4 − T0
∆x2
+ k5
T5 − T0
∆x2
+ k6
T6 − T0
∆x2︸ ︷︷ ︸
Internal conduction
+ h1
T1 − T0
∆x
+ h2
T2 − T0
∆x
+ h3
T3 − T0
∆x
+h4
T4 − T0
∆x
+ h5
T5 − T0
∆x
+ h6
T6 − T0
∆x︸ ︷︷ ︸
Convective heat transfer with fluid
+ UCσ
T 41 − T 40
∆x
+ UCσ
T 42 − T 40
∆x
+ UCσ
T 43 − T 40
∆x
+UCσ
T 44 − T 40
∆x
+ UCσ
T 45 − T 40
∆x
+ UCσ
T 46 − T 40
∆x︸ ︷︷ ︸
Radiative heat transfer with fluid
− ∆HRkg1k1C1
∆x(kg1 + k1)
− ∆HRkg2k2C2
∆x(kg2 + k2)
− ∆HRkg3k3C3
∆x(kg3 + k3)
−∆HRkg4k4C4
∆x(kg4 + k4)
− ∆HRkg5k5C5
∆x(kg5 + k5)
− ∆HRkg6k6C6
∆x(kg6 + k6)︸ ︷︷ ︸
Heat of reaction
+ exCp
T1 − T0
∆x
− exCpT2 − T0
∆x
+ eyCp
T3 − T0
∆x
−eyCpT4 − T0
∆x
+ ezCp
T5 − T0
∆x
− ezCpT6 − T0
∆x︸ ︷︷ ︸
Heat transfer due to gas flow
(8.3)
where kg1-kg6 are the mass transfer coefficients at each face and ex, ey and ez are
the fluid velocities in each direction.
With different combinations of solid and fluid voxels, Eq. 8.3 can function in
a number of different ways that is dictated in the software by Boolean logic. For
223
8.2 Description of modifications
Table 8.1: The terms that are removed from Eq. 8.3 depending on the phase of
the voxels involved.
Voxel phase
at (i, j, k)
Adjacent voxel phase
Solid Liquid
Solid convective, radiative,
heat of reaction and
fluid velocity
conductive
Liquid conductive convective, radiative
and heat of reaction
example, if the voxel of interest at position ‘0’ (i, j, k) is solid, and the voxel at
position ‘1’ (i+1, j, k) is also solid, there is no exposure to the oxidant and hence
no heat of reaction, no convective or radiative heat transfer and no effect of the
fluid flow. The effect of the phases of relevant voxels on Eq. 8.3 is qualitatively
described in Table 8.1.
In order to calculate the heat and mass transfer coefficients, h1-h6 and kg1-kg6 ,
at the faces at which they are required, a subroutine was added that calculated the
size of the solid in the direction normal to the heat and mass transfer at that point.
These calculations also required calculation of the Nusselt, Nu, and Sherwood,
Sh, numbers, respectively, that are both dependent on the Reynolds number. In
order to obtain values for Nu and Sh, the Reynolds number is calculated as a
function of the fluid flow velocity:
Re =
ρfluidemaxLd
µ
(8.4)
where ρfluid is the fluid density, emax is the maximum of ex, ey and ez and assumed
to represent a freestream velocity, Ld is the characteristic length taken to be
the length of the domain given the freestream velocity assumption and µ is the
dynamic viscosity of the fluid.
Assuming that the heat transfer coefficient represents forced convection of a
fluid over the surface of a cylinder, the Nusselt number can then be expressed in
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Table 8.2: The dependence of the values of C and n on the Reynolds number
(Hilpert, 1933).
Reynolds number C n
0.4 < Re < 4.0 0.891 0.339
4.0 < Re < 40.0 0.821 0.385
40.0 < Re < 4000.0 0.615 0.466
4000.0 < Re < 40000.0 0.174 0.618
40000.0 < Re < 400000.0 0.024 0.805
terms of the Reynolds number as (Hilpert, 1933):
Nu = CRen (8.5)
where C and n are dimensionless values dependent on the Reynolds number and
provided in Table 8.2.
The heat transfer coefficient at each voxel face is then expressed in the usual
fashion. For example, at position ‘1’ it is given as:
h1 =
λfluidNu
Lx
(8.6)
where Lx is the characteristic length of the solid in the direction normal to the
heat transfer; the x direction in this case.
The Sherwood number is calculated in the same manner as the Nusselt num-
ber, and is therefore written as:
Sh = CRen (8.7)
The mass transfer coefficient is then also expressed as it has been previously.
At position ‘1’, it would be given as:
kg1 =
DO2−COSh
Lx
(8.8)
The general heat transfer equation given in Eq. 8.3, coupled to the method-
ology for calculating heat and mass transfer coefficients in Eqs. 8.4 to 8.8 and a
number of Boolean logic operators dependent on the phases of the voxels under
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consideration at a particular position, allows calculation of the temperature dis-
tribution throughout the DigiDissTM domain. Therefore, the oxidation rates at
each surface position can be calculated and simulations of the oxidation of UC
can now be carried out using the modified DigiDissTM software.
8.2.3 Correcting for geometric difficulties
During initial oxidation simulations by the modified DigiDissTM software, it was
noticed that the results predicted were consistently different to those predicted
by the one-dimensional sphere model described in Chapter 4. Figure 8.1 is a
plot of an oxidation curve produced by the modified DigiDissTM code compared
to one from the one-dimensional sphere model using identical input parameters,
illustrating the faster reaction rate predicted by the modified DigiDissTM model.
The faster oxidation rate and associated higher pellet temperatures were predicted
across a range of input parameters, with the discrepancy always being roughly
constant despite debugging efforts indicating that the constants and calculated
coefficients were virtually identical in each case. Therefore, it was suspected that
the differing predictions were linked to the methodology employed in the finite
difference solution in each case, particularly in how a sphere is represented in
DigiPacTM software as a collection of cubic voxels as illustrated in Figure 8.2.
A perfect sphere with a radius of 9.35× 10−3 m has a surface area of
1.10× 10−3 m2. However, calculating the surface area of the spheres generated
from cubic voxels reveals that the surface areas are generally around 1.65× 10−3 m2
with small variation dependent on the resolution of the sphere. Figure 8.3 is a
plot of the calculated surface areas of spheres comprised of different numbers of
voxels, revealing that the surface area is consistently larger than that of a perfect
sphere of the same diameter. This larger surface area, therefore, was taken as
explanation for the faster oxidation predicted by the modified DigiDissTM model.
Also included in Figure 8.3 is a measure of the sphericity (Wadell, 1935) of
the generated spheres, calculated as:
Ψs =
pi
1
3 (6Vs)
2
3
As
(8.9)
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Figure 8.1: A comparison of oxidation curves produced by the DigiDissTM code
and the 1D spherical model with identical input parameters that demonstrates
the faster oxidation rate predicted by the DigiDissTM code.
where Ψs is the sphericity of a DigiPac
TM generated sphere, Vs its volume and
As its surface area.
The sphericity of a particle is a measure of how close its volume to surface area
ratio is to that of a perfect sphere, which has a sphericity of 1.0. Given that the
spheres used in the modified DigiDissTM model have sphericity values between
0.66 and 0.68, the cause for the discrepancy in the oxidation rate between the
two models is quantifiable. The issue can therefore be rectified by the inclusion
Figure 8.2: A cross section of a sphere discretised into voxels illustrating the
inherent inaccuracy of representing rounded surfaces as cubic voxels.
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Figure 8.3: The effect of resolution on the surface area and sphericity of
DigiPacTM generated spheres.
of a factor of 1/Ψs, the inverse of the sphericity of the voxel-based spheres, into
any equation with a surface area dependence used by the modified DigiDissTM
code. For example, Eq. 8.2 describing the weight loss of a voxel over a time step
becomes:
W n+10 −W n0
∆t
= − 2
Ψs
(
knC1∆x
2Cn1 + k
n
C2
∆x2Cn2 + k
n
C3
∆x2Cn3
+ knC4∆x
2Cn4 + k
n
C5
∆x2Cn5 + k
n
C6
∆x2Cn6
)
(8.10)
A similar effect was observed when comparing the results of oxidising a UC cylin-
der using the modified DigiDissTM model and the two-dimensional, axisymmetric
cylinder model described in Chapter 7. The results of calculating the surface
areas of cylinders generated using DigiPacTM software and comparing them to
the expected surface area of a cylinder of the same dimensions is included in Fig-
ure 8.4. Again, but to a lesser extent due to fewer rounded in edges in a cylinder
than a sphere, the geometric shape generated from voxels has an overestimated
surface area that results in the prediction of faster oxidation rates. Similar mea-
sures therefore had to be taken when oxidising cylinders, requiring the inclusion
of a factor of 1/Ψc to compensate for the differences in surface area. Ψc, not
necessarily the sphericity but a similar metric, is calculated from the ratio of the
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Figure 8.4: The effect of resolution on the surface area of DigiPacTM generated
cylinders.
true cylindrical surface area to the surface area of the voxel-based cylinder.
Ψc =
Ac
A
(8.11)
where Ac is the calculated surface area of the generated cylinder and A is the
surface area of the equivalent perfect cylinder.
This correction factor is included into the source code in the same fashion as
Ψs. For example, when oxidising a cylinder, Eq. 8.2 becomes:
W n+10 −W n0
∆t
= − 2
Ψc
(
knC1∆x
2Cn1 + k
n
C2
∆x2Cn2 + k
n
C3
∆x2Cn3
+ knC4∆x
2Cn4 + k
n
C5
∆x2Cn5 + k
n
C6
∆x2Cn6
)
(8.12)
Therefore, when using the modified DigiDissTM software to oxidise rounded
geometric shapes such as spheres and cylinders, it is necessary to input the shape
being used so that the appropriate correction factor can be applied by the soft-
ware. This is a fairly awkward necessity that limits the variety of shapes that
can be oxidised by the software without calculation of further correction factors,
but is apparently unavoidable when representing objects with rounded surfaces
as cubic voxels.
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Figure 8.5: A comparison between the oxidation curves produced by the modified
DigiDissTM software and the one-dimensional spherical model from Section 4. The
O2 concentration of the bulk gas was held constant at 3.15 mol m
−3, with an initial
pellet radius of 0.935 cm.
8.2.4 Validation against previous models
The additions described in Sections 8.2.1, 8.2.2 and 8.2.3 allow the predictions
of the DigiDissTM software to be compared to the results from the models in
Chapters 4 and 7 in order to ensure it is simulating an oxidation in the same
manner and that the changes to the source code have been implemented success-
fully. Figure 8.5 is a plot of the fraction of a spherical UC pellet oxidised against
time at different temperatures, comparing the results of the modified DigiDissTM
software to the one-dimensional model described in Chapter 4. The conditions
were identical for both models, with a spherical UC pellet of radius 9.35× 10−3 m
at an initial temperature of 25 ◦C exposed to a bulk gas with an O2 concentration
of 3.15 mol m−3 and a fixed temperature of either 300, 500 or 700 ◦C.
The results displayed in Figure 8.5 reveal that the modified DigiDissTM soft-
ware predicts a virtually identical oxidation rate to the one-dimensional model,
indicating that the oxidation reaction kinetics and heat transfer have been in-
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Table 8.3: A quantitative comparison of the maximum temperatures reached
within the UC pellet and reaction completion times predicted by the modified
DigiDissTM software and the one-dimensional spherical model.
Bulk gas
temperature (◦C)
Peak UC temperature
(◦C)
Reaction completion
time (min)
1D sphere DigiDissTM 1D sphere DigiDissTM
300 1259 290 286
500 1350 1465 225 221
700 1425 187 176
corporated into the software successfully. The temperature dependencies of the
two models can also be confirmed to agree as the oxidation curves at different
temperatures all align smoothly.
Table 8.3 provides quantification for the results displayed in Figure 8.5, pro-
viding further detail on the similarities of the reaction completion times predicted
by each model. Table 8.3 also includes the maximum temperature within the UC
pellet predicted by each model, where the predictions diverge significantly. This
disagreement between the two models on pellet temperature can be investigated
by examining the average temperature within the pellet over time, as displayed
in Figure 8.6. The pellet temperature predicted by the DigiDissTM software can
be seen to be significantly discretised, increasing in temperature in a stepwise
fashion and plateauing at a number of values in contrast to the more continuous
temperature change predicted by the one-dimensional model. This phenomenon
is explained by the manner in which the pellet changes in shape during the course
of the oxidation in each model. The models described in Chapters 4, 5, 6 and 7 all
have increment sizes that are allowed to change at each time step, resulting in the
solid structure shrinking in small, manageable increments. Solid structures de-
pleting in DigiDissTM software, however, do so by the removal of voxels from their
structure once they have been reduced below a density threshold. This results
in a staggered, less continuous change in the shape of the solid structure. Since
the heat fluxes in and out of the solid are dependent on the surface area of the
solid, and hence its shape and size, the predicted solid temperature is therefore
also likely to be less continuous when using DigiDissTM.
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Figure 8.6: A comparison between the average pellet temperatures predicted
by the modified DigiDissTM software and the one-dimensional spherical model
from Section 4. The O2 concentration of the bulk gas was held constant at
3.15 mol m−3, with an initial pellet radius of 0.935 cm.
Predictably, the discontinuities in DigiDiss’sTM temperature predictions are
highly dependent on the number of voxels constituting the solid. Figure 8.6 also
illustrates the effect of the number of voxels on the number and degree of the
discontinuities in the pellet temperature. It suggests that the more voxels are
included, the closer the prediction matches that of the one-dimensional sphere
model and the staggering effect is reduced, confirming that it is the voxel-based
nature of DigiDissTM causing the discretised temperature changes. Therefore, an
accurate temperature prediction requires compromise with the lengthy computa-
tional times that are introduced with larger numbers of voxels.
Nonetheless, both the temperature and the reaction completion times pre-
dicted by the modified DigiDissTM software are satisfactorily close to the original
predictions made by the one-dimensional spherical model, given that the two
modelling techniques are quite different. Therefore, DigiDissTM can be said to
have been modified to perform oxidation simulations successfully, and its more
advanced capabilities can now be employed.
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Table 8.4: Testing the modified DigiDissTM model for convergence by varying the
number of voxels comprising the sphere and observing the effect on the predicted
oxidation time.
Number of voxels along
sphere diameter
Oxidation completion
time (min)
Computational time
(h)
10 218 0.77
20 221 17.4
40 229 430
8.2.5 Ensuring numerical stability and convergence
Since DigiDissTM employs finite difference methods in calculating its solutions, it
is necessary to ensure stability and to check that its predictions converge. The
stability criteria built into the modified DigiDissTM code again uses the form of
the Courant-Friedrichs-Lewy rule, expressed as:
∆t ≤ ∆x
2
6α + ∆xemax
(8.13)
where a factor of 6 is present due to the three-dimensionality of the system and α
is the thermal diffusivity of either the solid being oxidised or the oxidising fluid,
whichever is greater.
Unlike the models in previous chapters, the spatial increment size, represent-
ing the width of a voxel, is unchanged throughout the simulation. Therefore, the
time step size is calculated using Eq. 8.13 at the beginning of the simulation only.
The modified DigiDissTM code was tested by convergence by carrying out
identical simulations using a different number of voxels, and hence a different
value for ∆x, to represent a sphere being oxidised. Table 8.4 displays the effect
of using different voxel resolutions on the predicted oxidation completion time
and the computational time used, and Figure 8.7 provides images of how these
spheres are represented in the code. Using Richardson’s deferred approach to the
limit (Smith, 1965) given in Eqs. 6.51 and 6.52, a prediction for the solution given
an infinite number of voxels can be attained to confirm the solution is converging.
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(a) 10 voxels in diameter. (b) 20 voxels in diameter. (c) 40 voxels in diameter.
Figure 8.7: Images of spherical inputs to DigiDissTM at different resolutions.
Applying this to the results in Table 8.4 gives a solution of an oxidation comple-
tion time of u = 234 min. Given that increasing the resolution of the sphere in
DigiDissTM causes the predicted completion time to tend towards this value of
u, as indicated by the results in Table 8.4, the modified DigiDissTM code can be
said to be convergent.
8.3 Application of advanced modelling techniques
The DigiDissTM software, with the modifications described in Section 8.2 checked
against earlier results and for convergence, can now be used to take advantage of
its additional functionality. In particular, batch oxidations using packed struc-
tures comprising multiple UC pellets can be exported from DigiPacTM into the
modified DigiDissTM software and oxidised. Additionally, the prediction of fluid
flow behaviour using the LBM method, as described in Section 3.2.2, can be
used to investigate the effects of flow rate on the oxidation rate and temperature
distributions through the system.
8.3.1 Batch oxidation
In order to consider how the oxidation of UC fuel may be realistically carried
out in an industrial setting, it was thought necessary to examine a batch pro-
cess oxidising a number of UC pellets simultaneously. This can be completed in
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(a) The container (b) Ten cylindrical pellets
packed into the container.
(c) Pellets after removal
of the container, ready for
input into DigiDissTM.
Figure 8.8: The process of preparing a batch input for DigiDissTM using
DigiPacTM.
DigiDissTM due to the three-dimensionality of the code and the ability to oxidise
any solid structure.
In order to simulate a batch oxidation DigiDissTM, a solid structure represent-
ing the batch must be generated using DigiPacTM. For the purposes of this work,
this involved inserting a number of cylindrical solids representing UC pellets into
a cuboidal container with a hollow, cylindrical centre with an open face facing
upwards. According to DigiPac’sTM packing algorithm, detailed in Figure 3.7,
cylinders are then inserted at the top of the domain and allowed to fall under
approximated gravity and arrange within the cylindrical centre. After halting of
the algorithm, the container was removed to give a packing of cylindrical pellets
suitable for oxidation in DigiDissTM. An example of this process is illustrated in
Figure 8.8.
The solid input is then oxidised in DigiDissTM in the same manner as single
solid would be with its component voxels becoming fluid after being depleted
below a density criterion. One limitation of this method is that if a lower pellet
in the packing were to oxidise first due to greater exposure to the fluid, for
example, pellets above it would not collapse due to gravity not being accounted
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Figure 8.9: An example of flow velocity calculation using DigiDissTM. A sphere
suspended in a cubic domain is subjected to a flow in the x direction with a
maximum velocity of emax = 0.04 m s
−1.
for in DigiDissTM. This method assumes that the batch process it is simulating
places the UC pellets to be oxidised in a sieve-like container that allows essentially
free access of the oxidising fluid to the pellets.
8.3.2 Flow around the pellet
Modelling of fluid flow through packed and single pellet structures was achieved
through the use of DigiDissTM’s ability to apply the LBM. The maximum linear
velocity, emax, is specified prior to the simulation and is generally achieved by
fluid flowing freely at the edges of the domain. The flow direction is established
through the input of the body force in the x, y and z directions. A body force,
or a long-range force, is a force acting uniformly on the whole volume, or body,
of interest with an origin far away. An example of a typical body force would be
gravity.
Alternatively, the flow velocities in each direction, ex, ey and ez, at the relevant
domain boundary can be input. The software then calculates the flow velocity
in each direction, calculating the effect it has on the convective heat transfer as
included in Eq. 8.3, Page 223. The calculation of the flow velocities across the
volume (flow field) is completed after a particular number of time steps set by
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Figure 8.10: Fraction of the UC cylinder oxidised over time, with and without a
fluid flow in the x direction
the user in order to save computational time. The flow velocity also has an effect
on the Reynolds number calculation as described in Eq. 8.4, affecting the heat
and mass transfer coefficients.
An example of a DigiDissTM flow distribution is presented in Figure 8.9, a
plot of the fluid velocity in the x direction across the xz plane. In this case, a
body force has been applied in the x direction only. A circular depression in the
middle of the plot indicates the position of the cross-section through the sphere.
The flow is fastest at the edges of the domain, where ex ≈ emax.
8.4 Results
The modified DigiDissTM software is now capable of oxidising pellets singularly or
as a batch. It can predict the temperature distribution through the domain and
also simulate fluid flow around the solid structure(s). Demonstrations of these
capabilities and the results from single and batch simulations are included in this
section.
The first simulations completed in the software were the oxidation of single,
cylindrical pellets with and without a fluid flow to examine the effect on the
reaction rate. The pellets used were of a diameter and length of 1.87 cm and had
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(a) Including pellet temperature. (b) Not including pellet temperature.
Figure 8.11: The temperature distribution across the xy plane through the
DigiDissTM domain at t = 2.90 min, with a cylindrical pellet with its length
axis extending in the z direction is in the centre. The plot on the right has the
pellet temperature removed to allow a rescale of the temperature axis to illustrate
the gas temperature.
an initial temperature of 25 ◦C. The gas temperature was initially 500 ◦C and the
O2 concentration was held at 3.15 mol m
−3 across the fluid voxels, representative
of air. A maximum fluid velocity, emax, was then specified to prompt DigiDiss
TM to include fluid flow simulation. The resulting oxidation curves are displayed
in Figure 8.10. When a flow with emax = 0.02 m s
−1 is applied in the x direction,
the oxidation completion time reduces from 267 min to 255 min as a result of the
increased heat and mass transfer coefficient.
Figure 8.11 includes two cross-sectional temperature distributions output at
t = 2.90 min during the simulation of the oxidation of a cylinder with a flow
of emax = 0.02 m s
−1 in the x direction included. The cross-sections are taken
through the xy plane of the DigiDissTM domain at the z midpoint, and the cylin-
der is positioned in the centre of the domain with its longitudinal axis extending
in the z direction. Figure 8.11a displays the effect of the pellet heating due to the
exothermic oxidation to become significantly hotter than the surrounding air. As
the pellet is currently undergoing rapid temperature rise, a slight temperature
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Figure 8.12: Eight, digitised cylin-
drical pellets packed into a single
structure using DigiPacTM, ready for
input into the modified DigiDissTM
software.
Figure 8.13: A cross-section taken
through the packed pellet structure.
gradient can be seen between the surface of the pellet and the centre as the heat
conducts inwards. Figure 8.11b is the same plot, but with the pellet temperature
removed and rescaled to allow visualisation of the effects of the hotter pellet and
the fluid flow on the gas temperature. Since the fluid is flowing in the x direction,
heat emitted from the pellet can be seen to be transferred more significantly in
the +x direction. Note that for this simulation, the boundaries of the domain
were fixed at a temperature of 500 ◦C (773 K).
A batch oxidation was carried out on eight cylindrical UC pellets of a length
and diameter of 1.87 cm. The pellets were packed using the methodology de-
scribed in Section 8.3.1 and the resulting structure, illustrated in Figure 8.12,
was imported into the modified DigiDissTM software. Initially, the gas temper-
ature was 500 ◦C and the pellet temperature was 25 ◦C. The O2 concentration
was held at 3.15 mol m−3 across the fluid voxels, representative of air. The batch
simulation was completed both with and without a fluid flow. When a flow was
applied, it was given a maximum velocity of emax = 0.02 m s
−1. A qualitative
example of the effect this flow has on the temperature distribution through the
solid structure is illustrated in Figure 8.14a, a plot of the temperature profile
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(a) Temperature distribution. (b) Velocity in x direction distribu-
tion.
Figure 8.14: Examples of cross-sectional images taken during a batch oxidation
of eight cylindrical UC pellets.
along the cross-section displayed in Figure 8.13. Figure 8.14b is a similar qual-
itative example of a velocity distribution through the packing as displayed by
DigiDissTM.
The fraction of the overall solid volume present within the domain oxidised
over time with and without the fluid flow present is included in Figure 8.15. Fluid
flow has an initial effect of increasing the oxidation rate that eventually reduces
causing the oxidation curves to align eventually. The re-alignment suggests that
at some point the flow must have slowed the oxidation to counter the initial rate
increase. This could be a result of the increased higher heat transfer coefficient
cooling the pellets at a later stage in the reaction when they are hotter than
the surrounding gas, reducing the reaction rate at their surface. This idea is
supported by the faster reaction rate at the start of the oxidation, also likely to
be a result of the higher heat transfer coefficient heating the pellet faster initially.
Table 8.5 allows the observation to be made that a batch pellet oxidation
takes longer, 353 min, than an oxidation of a single pellet of the same shape and
size under the same conditions, 267 min. This is likely because the surface area
exposed to mass ratio is greater in the single pellet case, as in the batch structure
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Figure 8.15: Fraction of the batch of UC pellets oxidised over time, with and
without a fluid flow in the x direction present.
Table 8.5: Oxidation completion times of batch and single pellet oxidations with
and without fluid flow.
emax
(m s−1)
Oxidation completion time (min)
Batch Single
0.00 353 267
0.02 360 255
any pellet-pellet contact reduces the area of UC open to air. Table 8.5 also
highlights the different effect that introducing a flow rate has on each oxidation
process. The slowing of the oxidation in the batch process could be a result of
both the inter-pellet and pellet-air heat transfer being affected by the higher heat
transfer coefficient, resulting in relatively more significant cooling effect on the
batch than the single pellet that only undergoes pellet-air heat transfer. Figures
8.16, 8.17 and 8.18 are surface plots of DigiDissTM outputs taken during the batch
oxidation simulation with flow present presented in Figure 8.15. Each figure
displays a distribution through the xy cross section of the domain at different
time intervals of temperature, UC density/concentration and flow velocity in the
x direction, respectively.
Figure 8.16, the temperature distributions, illustrates the increase in pellet
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(a) t = 0.02 min
(b) t = 77.27 min
(c) t = 209.83 min
Figure 8.16: The temperature distribution through the xy cross-section of the
simulation domain at different times during the batch oxidation.
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temperature as a result of the oxidation. In Figure 8.16a, five circular depres-
sions in the temperature surface plot represent the presence of the initially colder
relative to the surrounding air UC pellets. Figure 8.13, the cross-section through
the packed structure, helps to visualise the pellet position within surface plots
such as Figure 8.16a. As the oxidation proceeds and heats the UC pellets, their
temperature surpasses the bulk gas temperature which heats up at a much slower
rate, as displayed in Figure 8.16b. Finally, Figure 8.16c displays the remaining,
mostly depleted pellets maintaining the higher temperature above the bulk gas.
The temperatures reached by the pellets in the batch system are very similar
to those achieved by the single pellet under the same conditions. For example,
after 77.27 min, the pellets in the batch are all at roughly 846 ◦C. At the same
time, the single pellet is at 865 ◦C, which, given that it is a slightly faster reaction,
is essentially the same. The predicted uniformity of the pellet temperatures in
the batch system and the fairly minimal heating of the gaseous voidage between
the pellets would also suggest that the pellet temperatures will be equivalent to
single pellet system.
Figure 8.17, surface plots of the UC density in the solid voxels representing
the UC, visualises the depleting UC pellets. Initially, in Figure 8.17a, all of
the solid voxels comprising the five pellets in this particular cross section have
densities of 1.363× 104 kg m−3, equivalent to the density of solid UC. Figure 8.17b
displays the same pellets 77.27 min into the oxidation. Since the oxidation occurs
at the pellet surface, the solid density at the centre of the pellets is unchanged
whilst the outer voxels have been either removed entirely or significantly reduced
in density as a result of the reaction. At 209.83 min, as the reaction is nearly
complete, Figure 8.17c illustrates the last remaining two pellets that have had
their densities throughout greatly reduced.
Distributions of the fluid velocity in the x direction are included in Figure 8.18.
The position of the pellets can be inferred from the depressions as the result of
their being solid. In all of the distributions, the flow can be seen to be faster
further from the pellet. Low flow velocity is observed in-between the pellets at
roughly the centre of the cross-section that increases as the pellets are depleted
and present less of an obstacle to the fluid flow.
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(a) t = 0.02 min
(b) t = 77.27 min
(c) t = 209.83 min
Figure 8.17: The UC concentration distribution through the xy cross-section of
the simulation domain at different times during the batch oxidation, illustrating
the depletion of the pellets.
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(a) t = 0.02 min
(b) t = 77.27 min
(c) t = 209.83 min
Figure 8.18: The fluid velocity in the x direction through the xy cross-section of
the simulation domain at different times during the batch oxidation.
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8.5 Conclusions
This chapter has described the modifications made to a commercial dissolution
code, DigiDissTM, to allow more advanced modelling techniques to be applied
to simulating the oxidation of UC. The required modifications involved the cou-
pling of a heat transfer code, DigiThermTM, to DigiDissTM and the inclusion of
thermal radiation to the software. Additionally, the dissolution reaction kinetics
were modified to represent an oxidation reaction using kinetics provided by Scott
(Scott, 1966).
These modifications allowed a more advanced model of the oxidation of UC to
be produced. The simulations are completed in three-dimensions, and are able to
include the effects of fluid flow calculated using the LBM and to examine batch
systems built in DigiPacTM. The modified software was validated against the
model produced in Chapter 4 to ensure that the significantly different simulation
methodologies predicted the same results.
The resulting model is therefore capable of predicting three-dimensional dis-
tributions of temperature and fluid flow velocity throughout the domain, as well
as visualising the depletion of the solid(s) undergoing oxidation. Oxidation com-
pletion times can be predicted and the fraction of UC oxidised over time plotted
to illustrate the changing reaction rate.
Simulations were completed oxidising both single, cylindrical pellets and batch
systems using pellets of the same shape and size. It was found that a batch system
of eight pellets took 353 min, longer than the single pellet oxidation of 267 min
predicted under identical conditions. This is suggested to be a result of the
smaller surface area to volume ratio of the batch system resulting in less area
available for the surface reaction. The temperatures reached by the batch system
are calculated to be similar to single pellet, with minimal heating of the fluid
in-between the pellets predicted.
Simulations applying a fluid flow to both the single pellet and batch systems
were also completed, with a specified maximum velocity of 0.02 m s−1 used in
each case. Due to the effect it has on increasing heat convection and heat and
mass transfer coefficients, fluid flow was observed to accelerate the oxidation of
the single UC pellet. However, for the batch system, the presence of a flow in fact
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slowed the reaction. This is thought to be a result of the more complex cooling
process affecting the batch pellets as they reach temperatures significantly greater
than the surrounding fluid.
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Chapter 9
Conclusions and
Recommendations
9.1 Conclusions
The work included in this thesis has been the development of mathematical mod-
els designed to simulate the oxidation and dissolution of UC fuel. The motivation
to produce these models is a result of a wider movement investigating the feasibil-
ity of different fuel types for Generation IV nuclear fission reactors. The models
were designed to predict the completion times of each process under different
reaction conditions, and also examine temperatures reached by the systems in
order to outline and recommend safe operating conditions.
A literature review was carried out that focusses on previous experimental and
modelling work in publications on oxidations and dissolutions of UC. A number of
variables required to simulate the reactions were obtained from literature values
for use in the initial models. Then, where possible, novel experimental data pro-
vided by collaborating researchers was used to fit kinetics constants to empirical
observation and derive new values for these variables. Completed models, using
either derived or literature-sourced variables, were then subjected to sensitivity
studies to examine the effects of a number of initial conditions on the reaction.
All the models produced in this study use finite difference methods to approx-
imate solutions to complex, non-linear partial and ordinary differential equations.
These equations are implemented to describe physical processes such as heat and
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mass transfer and changes in the shape of the solid UC structure. Stability of
the finite difference solution is ensured using the Courant-Friedrichs-Lewy rule,
and convergence is checked in each case through the use of Richardson’s deferred
approach to the limit to estimate the analytical solution.
The following two sections will summarise the most important conclusions
from the dissolution and oxidation model chapters, respectively.
9.1.1 Dissolution
There are three dissolution models of increasing complexity included in Chapter
5: one using kinetics based on penetration of the solid by the solvent published
by Hodgson (Hodgson, 1987), one using kinetics published by Maslennikov et al.
(Maslennikov et al., 2009) that include modelling of the HNO2 concentration, and
a final model using kinetics derived from novel data provided by the NNL.
The first two models are capable of reproducing the results produced by the
respective publications that provide their reaction kinetics. Mathematical ex-
pression of the variation of the rate constants with either temperature or HNO3
concentration allows extrapolation of these results to provide additional results
to those in publication.
The third model produced through fitting to novel empirical data, however,
is far more original. The most important aspect of this model is possibly the
inclusion of the HNO2 decomposition, observed to be significant in the NNL
experiments at temperatures of 100 ◦C and above. This is included in the model
as a temperature-dependent bi-exponential function capable of simulating the
HNO2 concentration between 6 M to 14 M HNO3 and 80
◦C to 110 ◦C. Therefore,
the dissolution rate can also be simulated between these ranges, showing excellent
agreement with the experimental data.
Through coupling to a reduced version of the heat transfer model developed
for use in the oxidation models, the dissolution models are also able to predict
an averaged pellet temperature, accurate due to the high thermal conductivity of
UC resulting in minimal internal thermal gradients, during the dissolution.
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9.1.2 Oxidation
The oxidation model is introduced in one-dimensional, spherical form in Chapter
4, with a number of different elaborations included in Chapters 6, 7 and 8. The
first instance of the oxidation model uses kinetics published by Scott (Scott,
1966) to calculate a surface reaction rate and hence an oxidation completion time,
as well as transient temperature distributions through the solid. The difficulty
faced by this model, and the following iterations, is the presence of a highly
non-linear boundary condition at the solid surface belonging to the heat transfer
solution. The exothermic reaction rate included in this boundary condition is
both dependent on the surface temperature and markedly affects it, necessitating
the incorporation of an iterative loop into the model to enable a stable and
convergent solution.
The resulting solution of the one-dimensional model predicts a steep tempera-
ture rise in the UC pellet caused by the exothermicity of the reaction. Generally,
the temperature reaches a plateau around 700 ◦C, maintaining it until comple-
tion of the reaction where a degree of thermal runaway is predicted as the UC
approaches depletion. These final temperatures reach as high as 1458 ◦C under
the conditions used, and the completion time of the reaction is generally around
200 min to 400 min in air.
Chapter 6 then considers the effect on an adherent U3O8 product layer on the
oxidation, claimed to be present by some literature sources. This came with the
added complication of solving mass transfer through the product layer and the
introduction of an additional, non-linear heat transfer boundary. The numerical
solution predicted a greater reaction completion time as a result of the added
barrier to the mass transfer of O2 to the reaction site, suggesting it to be the
rate-limiting process. The presence of a product layer slowing the reaction rate
had the accompanying effect of lower temperatures reached by the UC pellet.
A two-dimensional solution to the UC oxidation is described in Chapter 7, al-
lowing the UC pellet to be approximated as an axisymmetric cylinder as opposed
to an equivalent volume sphere. The addition of another spatial dimensional
required the alternating directions method to be employed in the numerical solu-
tion. The results that can be predicted by the two-dimensional model are similar:
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temperature distributions through the solid and oxidation completion times being
of the most interest. An unexpected prediction by the two-dimensional model was
consistently higher temperatures and faster reaction rates than equivalent simu-
lations made by the one-dimensional model. Examining the mathematics behind
the heat transfer description reveals that the corners of the pellet in the two-
dimensional solution are exposed to the heat of reaction and heat transfer with
the bulk gas in both the r and x directions, resulting in higher temperatures
reached that are then conducted throughout the solid. This leads to the con-
clusion that approximating a UC cylinder as an equivalent volume sphere is an
inaccurate assumption in this context and highlights the importance of producing
a two-dimensional model.
The final oxidation model is produced using an altogether different methodol-
ogy described in Chapter 8. The capability of this model to simulate the oxidation
in three-dimensions of arbitrarily shaped, digitised solids whilst including fluid
flow simulation is demonstrated through the results included in Chapter 8. The
software employed in this model allows the oxidation of batches of UC pellets,
and comparison to equivalent oxidations of single pellets reveals the completion
time is significantly longer due to a reduced surface area to volume ratio caused
by pellet-pellet contact. The effect of fluid flow is more difficult to qualify, as it
accelerates a single pellet oxidation whilst slowing the batch process at the flow
velocity considered in this case.
9.2 Impact of the research
The research included in this thesis offers a significant contribution to the field
of carbide fuel reprocessing. A number of oxidation models, each offering their
own novel improvement on the single UC oxidation model in publication (Scott,
1966) and the accompanying stable and convergent numerical solutions are de-
scribed. This provides an invaluable decision-making tool to the nuclear industry
in predicting the behaviour of UC fuels undergoing oxidation, in both powdered
and pellet form, and therefore determining the feasibility of pre-oxidation as a
reprocessing step.
251
9.3 Recommendations for future work
Fitting of these models to experimental data has shed light on the kinetics of
the reaction, enabling this study to present its own calculated parameters for the
activation energy and rate constant of the oxidation. For pellet oxidation, these
parameters agree well with other, empirical observations of the activation energy,
despite being in disagreement with those used by Scott’s oxidation model (Scott,
1966). Therefore, this suggests that the kinetics derived for use in the models in
this work are an improvement upon those used in the existing model.
A dissolution model has also been produced from novel experimental data
carried out by collaborators, the NNL, that is able to predict the time taken for
complete dissolution of a UC pellet across a range of temperatures and HNO3
concentrations. This also constitutes a helpful tool in deciding upon the dissolu-
tion conditions necessary for an efficient reprocessing step. Whilst there are some
UC dissolution models in publication, none provide predictions across both tem-
perature and HNO3 concentration ranges, making this new model more versatile.
Additionally, it is the first UC dissolution model to include the effect of HNO2
decomposition at high temperatures.
9.3 Recommendations for future work
Research into the oxidation and dissolution of UC fuel is a field expected to
grow rapidly over the coming decades as more technologically advanced nuclear
reactors are developed. As such, there is a huge amount of scope and demand for
advancement of the findings included in this report.
One particular recommendation is the application of a stress model to examine
the stability of the UC and U3O8 interface during oxidation. Such an investigation
could provide further detail on the conditions when the product layer can be
expected to adhere and when it can be expected to shatter and fall away from
the UC core.
Another worthwhile investigation would be to consider the effects of the UC
samples being irradiated on both the dissolution and oxidation reactions. Irra-
diation would likely cause significant changes to both the physical structure of
fuel pellets, such as increasing its porosity and volume and causing cracks, and
to their chemical composition through the introduction of various actinides. The
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effect these changes have on the reactions would need to be considered and then
also incorporated into the relevant models.
Further implementation of the modified DigiDissTM software is also recom-
mended, as it is an exceptionally versatile tool in simulating UC fuel as a result
of using digitised solids. More specific oxidations could be carried out on single
or batch UC pellets of essentially any shape or size positioned within a domain
of equally flexible shape. For example, a set up similar to that in 7.9 on Page 203
could be constructed in DigiPacTM and imported for a simulation in DigiDissTM.
Fluid flow through the work tube could be included as well as the heat evolved,
allowing for a comprehensive simulation of the process.
The dissolution model described in this work does not predict the reaction
products present in the resulting solution. Viewing the dissolution as part of the
larger process, it would be very helpful to be able to make this prediction under
certain temperatures and concentrations given the disruptive effect of carbon re-
maining in the solution. Some relationships between temperature and percentage
of carbon remaining in solution have been established (e.g. Table 2.2 on Page 10,
(Ferris & Bradley, 1965)), and using them to include predictions of the reaction
products would greatly improve the dissolution model.
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