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Abstract
We study a random graph model called the “stochastic block model” in statistics and the
“planted partition model” in theoretical computer science. In its simplest form, this is a random
graph with two equal-sized classes of vertices, with a within-class edge probability of q and a
between-class edge probability of q′.
A striking conjecture of Decelle, Krzkala, Moore and Zdeborova´ [9], based on deep, non-
rigorous ideas from statistical physics, gave a precise prediction for the algorithmic threshold
of clustering in the sparse planted partition model. In particular, if q = a/n and q′ = b/n,
s = (a − b)/2 and d = (a + b)/2 then Decelle et al. conjectured that it is possible to efficiently
cluster in a way correlated with the true partition if s2 > d and impossible if s2 < d. By
comparison, until recently the best-known rigorous result showed that clustering is possible if
s2 > Cd lnd for sufficiently large C.
In a previous work, we proved that indeed it is information theoretically impossible to cluster
if s2 ≤ d and moreover that it is information theoretically impossible to even estimate the model
parameters from the graph when s2 < d. Here we prove the rest of the conjecture by providing an
efficient algorithm for clustering in a way that is correlated with the true partition when s2 > d.
A different independent proof of the same result was recently obtained by Massoulie´ [21].
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†U.T. Austin and the University of Bonn. Supported by NSF grant DMS-1106999 and DOD ONR grant
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‡U.C. Berkeley and the Australian National University. Supported by an Alfred Sloan Fellowship and NSF grant
DMS-1208338.
1
1 Introduction
1.1 The stochastic block model
We consider the simplest version of the stochastic block model, namely the version with two sym-
metric states:
Definition 1.1 (The stochastic block model). For n ∈ N and q, q′ ∈ (0,1), let G(n, q, q′) denote the
model of random, ±1-labelled graphs on n vertices in which each vertex u is assigned (independently
and uniformly at random) a label σu ∈ {1,−1}, and then each possible edge {u, v} is included with
probability q if σu = σv and with probability q
′ if σu ≠ σv.
If q = q′, the stochastic block model is just an Erdo˝s-Re´nyi model, but if q ≫ q′ then one expects
that a typical graph will have two well-defined clusters.
Theoretical computer scientists’ interest in the average case analysis of the minimum-bisection
problem led to intensive research on algorithms for recovering the partition [3, 6, 8, 10, 16, 22] (al-
though not all of these works used the same model as us; for example, [6] considered random regular
graphs with a fixed minimum bisection size). At the same time, the model is a classical statistical
model for networks with communities [15], and the questions of identifiability of the parameters
and recovery of the clusters have been studied extensively, see e.g. [2, 25,27]. We refer the readers
to [23] for more background on the model.
1.2 The block models in sparse graphs
Until recently, all of the theoretical literature on the stochastic block model focused on what we
call the dense case, where the average degree is of order at least logn and the graph is connected.
Indeed, it is clear that connectivity is required, if we wish to label all vertices accurately. However,
the case of sparse graphs with constant average degree is well motivated from the perspective of
real networks, see e.g. [19, 28].
Although sparse graphs are natural for modelling many large networks, the stochastic block
model seems to be most difficult to analyze in the sparse setting. Despite the large body of
work about this model, until recently the only result for the sparse case q, q′ = O( 1
n
) was that
of Coja-Oghlan [7]. Recently, Decelle et al. [9] made some fascinating conjectures for the cluster
identification problem in the sparse stochastic block model. In what follows, we will set q = a/n and
q′ = b/n for some fixed a, b. It will be useful to parameterize these by d = (a+ b)/2 and s = (a− b)/2.
Note that with these parameters, s2 > d implies that s, d > 1.
Conjecture 1.2. If s2 > d then the clustering problem in G(n, a
n
, b
n
) is solvable as n → ∞, in the
sense that one can a.a.s. find a bisection whose correlation with the planted bisection is bounded
away from 0.
Decelle et al.’s work is based on deep but non-rigorous ideas from statistical physics. In order to
identify the best bisection, they use the sum-product algorithm (also known as belief propagation).
Using the cavity method, they argue that the algorithm should work, a claim that is bolstered by
compelling simulation results. By contrast the best rigorous work by Coja-Oghlan [7] showed that if
s2 > Cd log d for a large constant C, then the spectral method solves the clustering problem. (After
the current article first appeared as a preprint, independent works [14, 31] gave simple algorithms
that work when s2 > Cd.)
What makes Conjecture 1.2 even more appealing is the fact that if it is true, it represents a
threshold for the solvability of the clustering problem. Indeed it was conjectured in [9] and proved
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in [23] that if s2 ≤ d then the clustering problem in G(n, a
n
, b
n
) problem is not solvable as n→∞. It
was further shown in [23] that s2 = d represents the threshold for identifiability of the parameters
a and b as conjectured by [9].
The threshold d = s2 can be understood both in terms of spin systems and in terms of random
matrices. It was first derived heuristically as a stability condition for the belief propagation algo-
rithm [9]. Around a typical vertex, the joint distribution of the graph labeled by the clusters is
asymptotically (in the sense of local weak convergence) a Galton-Watson branching process labeled
with the free Ising model. The threshold d = s2 corresponds to the extremality or reconstruction
threshold for the Ising model, the point at which information on the spin at the root can be re-
covered over arbitrarily long distances. In [23] this property was used to show the impossibility of
reconstructing clusters when s2 ≤ d.
In [18] the threshold was heuristically derived by considering the spectrum of the matrix of
non-backtracking walks. On an Erdo˝s-Re´nyi random graph the bulk spectrum of this matrix has
radius d1/2. When s2 > d there is a natural construction of an approximate eigenvector of eigenvalue
s which thus escapes from the bulk exactly at d = s2. The random matrix interpretation plays a
central role in our anaylsis and is discussed further in Section 2.3.
1.3 Notation
We write graphs as G = (V,E), where V is a vertex set and E is the set of edges. We write v ∼ w
if {v,w} ∈ E. If we need to speak about several graphs at the same time, we may write V (G) or
E(G) in order to be clear that we are referring to the vertices (or edges) of the graph G. If σ is a
labelling on V and U ⊂ V , then we write σU for the restriction of σ to U .
In order not to be overwhelmed with quantifiers, we make heavy use of the asymptotic notations
o,O,ω, and Ω, including in the antecedent. For example, the statement that “an = O(bn) implies
that cn = O(dn)” means that for every C1 > 0 there exists some C2 > 0 such that an ≤ C1bn for all
n implies that cn ≤ C2dn for all n. Given a collection of sequences (av,n) depending on some other
parameter v, we say that they satisfy some asymptotics uniformly in v if the hidden constants or
rates of convergence do not depend on v. For example, “av,n = o(bn) uniformly in v” means that
there is some sequence cn → 0 such that av,n/bn ≤ cn for all v and all n.
We write that a sequence of events holds asymptotically almost surely (or a.a.s.) if their prob-
abilities converge to one.
2 Our results
Our main result is a proof of Conjecture 1.2:
Theorem 2.1. If s2 > d then the clustering problem in G(n, a
n
, b
n
) is solvable as n → ∞, in the
sense that one can a.a.s. find a bisection whose correlation with the planted bisection is bounded
away from 0.
Our algorithm is also computationally efficient, and can be implemented in almost linear time
O(n log2 n). We recently learned that Laurent Massoulie´ independently found a different proof of
the conjecture [21].
We note that our proof of Theorem 2.1 actually gives slightly stronger results. First, a and b
do not need to be fixed, but may grow slowly with n:
Theorem 2.2. If a, b = no(1/ log logn) and s2/d ≥ λ > 1 for all n then the clustering problem in
G(n, a
n
, b
n
) is solvable as n→∞, in the sense of Theorem 2.1.
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Moreover, although our proof of Theorem 2.1 does not give particularly good bounds for the
size of the correlation, it does show that the correlation tends to 1 as s2/d grows.
Theorem 2.3. If a, b = no(1/ log logn) and s2/d → ∞ then the clustering problem in G(n, a
n
, b
n
) is
solvable as n → ∞, in the sense that one can a.a.s. find a bisection that agrees with the planted
bisection up to an error of o(n) vertices.
2.1 Proof strategy
It was conjectured in [9] that a popular algorithm, belief propagation initialized with i.i.d. uniform
messages, detects communities all the way to the threshold. However, analysis of belief propagation
with random initial messages is a difficult task. Krzakala et al. [18] argued that a novel and very
efficient spectral algorithm based on a non-backtracking matrix should also detect communities all
the way to the threshold. Unfortunately we were unable to follow the path suggested in [18] and
our algorithm for detection is not a spectral algorithm. Still, our analysis is based on the non-
backtracking walk and we show that it can be implemented using matrix powering. The algorithm
has very good theoretical running time O(n log2 n) but the constant in the O needed for the proof
that the algorithm is correct is very large, so the algorithm described is not nearly as efficient as
the one in [18] (nor have we implemented it).
Definition 2.4. A path is a sequence u0, . . . , uk of vertices such that for all i, ui ≠ ui−1. (Note that
we do not require vertices in a path to be connected by an edge in any given graph; thus, it might
be more standard – but also rather longer – to use the term path in the complete graph instead.)
We write E(γ) for the set of {ui−1, ui} and V (γ) for the set {u0, . . . , uk}.
A non-backtracking path is a path u0, . . . , uk such that for every 0 ≤ i ≤ k − 2, ui ≠ ui+2.
A self-avoiding path is a sequence of vertices u0, . . . , uk that are all distinct.
The basic intuition behind the proof is that we should be expecting a larger number of non-
backtracking paths of a given length k in the graph between two vertices u and v if they have the
same label, while a smaller number of non-backtracking paths in the graph is expected if the nodes
u and v have different labels.
Instead of working with the number of non-backtracking walks in the graph, it is more convenient
to work with a rank one correction, where an edge is represented by 1 − d/n and a non-edge by
−d/n. With this alteration the expected weight of each edge is 0.
Definition 2.5. Let We = 1{e∈E(G)} − d/n. For a non-backtracking path γ = u0, . . . , uk, let
Xγ =
k
∏
i=1
W(ui−1,ui).
Let ΓNBk,u,v denote the set of non-backtracking paths of length k from u to u
′ and let
N (k)u,v = ∑
γ∈ΓNB
k,u,v
Xγ .
Where k is clear from the context, we will sometimes just write Nu,v.
Our basic method is to show that N
(k)
u,v is correlated with σuσv for some k ∼ logn. In order to
do this, we would like to compute the expectation and variance of the Nu,v. There is an obstacle,
however, which is that on some very rare event there are many more paths in the graph than there
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should be; this event throws off the expectation and variance ofNu,v. For intuition, take k = ⌈α logn⌉
for some large constant α (in order to make our method work, we will need α arbitrarily large if
s2 is arbitrarily close to d). As we will show later, Nu,v is of the order s
k/n with high probability.
However, the expectation of Nu,v could be much larger. Indeed, the probability that an m-clique
containing u and v will appear is at least n−m
2
= e−m
2 logn. On the event of its appearance, there
are at least (m−2)k = e(m−2)α log n non-backtracking paths of length k from u to v that stay entirely
within the graph; each of these paths γ has Xγ ≈ 1. If log(m − 2) ≥ 2 log s and α log(m − 2) > 2m2
(which can be achieved by first taking m large enough depending on s and then taking α large
enough depending on m), then these paths contribute an expected weight of at least
eα log(m−2) logn−m
2 logn ≥ e
1
2
α log(m−2) log n ≥ sα logn = sk,
which is of a larger order than sk/n. For this reason, our argument for controlling Nu,v will be
divided into two parts: we will use the second moment method to control the part of Nu,v that
involves “nice” paths, and we will control the other paths by conditioning on an event that excludes
cliques, along with some other problematic structures which we call tangles.
Definition 2.6. An ℓ-tangle is a graph of diameter at most 2ℓ that contains two cycles. We say that
a graph is ℓ-tangle-free if if does not contain any ℓ-tangles as subgraphs; i.e., every neighborhood
of radius ℓ in the graph has at most one cycle.
Standard random graph arguments imply that sparse graphs are ℓ-tangle free with high prob-
ability, for some ℓ depending on the sparsity. Indeed, we will show later (Lemma 6.2) that with
the following choice of parameters (which we fix for the rest of this article), G is ℓ-tangle-free with
probability 1 − n−1+o(1):
Assumption 2.7. Assume that s, d = no(1/ log logn), and fix a sequence ℓ = ℓn satisfying log logn≪
ℓ≪
√
logn.
Roughly speaking, our main technical result is that Nu,v is correlated with σuσv, and that as u
and v vary then the variables Nu,v are essentially uncorrelated.
Theorem 2.8. Assuming that s2/d ≥ λ > 1, choose α so that n2dα logn ≤ s2α logn for every n. Let
u, v, u′, v′ be distinct vertices, and let ΓSAWu,v be the set of self-avoiding paths from u to v of length
k = ⌈α logn⌉. Suppose that U,U ′ ⊂ V contain {u, v} and {u′, v′} respectively, and that both have
cardinality at most no(1). Let Yu,v = ∑γ∈ΓSAWu,v Xγ. Then, uniformly over u, v, u′, v′, and all labellings
σU , σU ′ on U and U
′,
E [Yu,v ∣ σU ] = (1 + n−1+o(1))σuσvsk
n
(1)
E [Y 2u,v ∣ σU ] ≤ (1 + o(1))2( s2
s2 − d
) s2k
n2
(2)
E [Yu,vYu′,v′ ∣ σUσU ′] = (1 + n−1+o(1))E[Yu,v ∣ σU , σU ′]E[Yu′,v′ ∣ σU , σU ′] (3)
P [∣N (k)u,v − Yu,v∣ ≥ skn−4/3 ∣ σU] ≤ n−1/3+o(1). (4)
It follows easily from Theorem 2.8 that if s2/d → ∞ then we can get very accurate estimates
of σuσv by computing N
(k)
u,v . To achieve non-trivial estimates of σuσv in the case s
2/d > 1 is more
complicated. We will explain the procedure roughly in the next section.
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2.2 Almost linear time algorithm
Theorem 2.8 suggests a natural way to check if two vertices are in the same cluster; this is the basis
of the algorithm we develop to cluster the graph. We further show how to efficiently perform the
algorithm using matrix powering.
Theorem 2.9. There is an algorithm that runs in time O(nd log2 n) and satisfies the following
guarantee: for any λ > 1 there is an ǫ > 0 such that if s2/d ≥ λ > 1 for all n then the algorithm,
given G ∼ G(n, a
n
, b
n
), produces a labelling τ satisfying
∣ 1
n
∑
v
σvτv∣ ≥ ǫ > 0,
with probability 1 − o(1), where σ is the true labelling of G.
With more care in the analysis the running time could be reduced to O(nd logn) for a slightly
modified algorithm.
2.3 Connections with random matrix theory
Let A be the adjacency matrix of a graph G from G(n, a
n
, b
n
). One standard spectral algorithm for
community detection takes the top eigenvector of A − d
n
1 (where 1 is the n × n matrix filled with
ones) and rounds it to reconstruct approximations of the clusters. To analyze this algorithm (see,
e.g. [24]), consider the labelling σ as an vector in {1,−1}n; then conditioned on σ, the random matrix
M = A− d
n
1− s
n
σσT has independent, zero-mean entries. If a and b are growing not too slowly with n
then one can show a Bai-Yin theorem for M , and it follows that the top eigenvector of the rank-one
perturbationM + s
n
σσT = A− d
n
1 is correlated with the true labelling σ. The random matrix aspects
of this analysis have received substantial attention in recent years. For example, semi-circle laws
and local statistics are now known whenever a and b are growing at least logarithmically fast in
n [30] (following earlier work that required polynomially fast growth [11, 29]), and also for matrix
ensembles with more general i.i.d. entries. These ideas were used in [24] to establish the block
model threshold conjecture in the case where a and b grow at least logarithmically in n.
The preceding arguments – and also the more general random matrix theory – break down in
the sparse case, where a and b are O(1). One reason for this is the presence of high-degree vertices:
with high probability there exist vertices with degree Ω(logn/ log logn), and these play havoc with
the spectrum of A. We emphasize that this is not merely a looseness in the analysis: naive spectral
algorithms genuinely fail for sparse graphs, see e.g. [18] for a discussion of why this happens for
the stochastic block model, or [13] for a quite different example of the connection between vertex
degree and spectrum in random graphs.
Some attempts were made to modify spectral methods. A popular idea is to prune all nodes
whose degree is larger than some big constant. This idea was pioneered by Feige and Ofek [12] for a
different application, and studied in our context by Coja-Oghlan [7], who gave a spectral algorithm
that succeeds on sparse graphs but not all the way to the threshold: it requires s2 > Cd log d for
some constant C.
Krzakala et al. [18] suggest quite a different way to “fix” the spectrum of A: instead of A, they
consider a non-symmetric matrix that avoids the contribution of high-degree vertices by counting
non-backtracking paths in the graph instead of all paths in the graph. Although simulations
strongly suggested that the non-backtracking matrix had desirable spectral properties whenever
s2 > d, the proof remained elusive until very recently (and after the first appearance of this work),
when Bordenave et al. [5] gave a solution. Their result required new developments in random
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matrix theory, partly because the non-backtracking matrix is very sparse and partly because its
entries are far from i.i.d. These methods were further developed by Bordenave [4], who gave a new
proof of Alon’s conjecture for the second eigenvalue of random d-regular graphs.
In an independent (and concurrent) work, Massoulie´ [21] gave a proof of Theorem 2.1 using a
spectral algorithm. He considered the matrix M where Muv is the number of self-avoiding walks
between u and v of length α logn, for some not-too-large constant α. This “regularized” matrix
has several advantages over the non backtracking matrix we consider. The matrix is quite dense
(all degree are polynomial) and in fact is close to regular. Moreover, the matrix is symmetric which
allows standard perturbation theory to apply. On the other hand, the entries of the matrix are not
independent. Still, Massoulie´ showed how to apply the trace method and analyze the spectrum
of the matrix. He proved that if s2 > d then M has a separation between its second- and third-
largest eigenvalues, and that the second eigenvector is correlated with the true labelling. Hence,
the spectral algorithm that rounds the second eigenvector of M succeeds down to the threshold.
We note that the algorithm we describe is much more efficient than the one by [21], which might
not even be implementable in polynomial time (for example, counting self-avoiding walks is #P-
complete [20] even for fairly simple families of graphs); in any case, simply writing down the dense
n × n matrix in [21] will take time O(n2).
3 The algorithm and its running time
In this section, we will describe the algorithm and give its analysis assuming Theorem 2.8. We will
begin by describing how to use the quantities N
(k)
u,v to estimate the graph labelling. In Section 3.2,
we will show how these quantities may be computed efficiently, thereby completing the description
of our algorithm. In Section 3.3, we prove the algorithm’s correctness.
3.1 The algorithm
Recall that our random graph model adds a within-class edge with probability a/n and a between-
class edge with probability b/n, where a and b are parameters that may grow slowly with n. We
set d = (a + b)/2 and s = (a − b)/2, and assume that s2/d ≥ λ > 1 for all n.
We begin by describing a simplified version of our algorithm. This simplified version runs more
slowly, but it is more intuitive and will serve to motivate the main algorithm. The basic idea is to
fix a very slowly increasing sequence, say R = Rn = 2⌈log log log logn⌉. We write Br(v) for the set
of vertices whose path distance to v in G is at most r, and we write Sv = BR(v) ∖ BR−1(v). Fix
a node w∗ with large degree (at least
√
log logn, say). For every other node v, consider the graph
H =H(v) obtained by removing w∗ and BR−1(v) from G. Our estimate for σv will be
τv = sgn
⎛
⎝ ∑u∼w∗ ∑w∈SvN
(k)
u,w
⎞
⎠ ,
where k = Θ(logn) and N (k)u,w is computed with respect to the graph H. After observing that H is
essentially distributed according to the stochastic block model, Theorem 2.8 and the fact (coming
from the theory of multi-type branching processes) that ∑w∈Sv σw is typically of a larger order than√∣Sv ∣ together imply that τv = sgn∑u∼w∗,w∈Sv σuσw with probability going to 1. The theory of
branching processes also implies that when s2 > d then the sign of ∑w∈Sv is non-trivially correlated
with σv. Hence, τ is non-trivially correlated with σ.
The preceding algorithm has two flaws that we will correct shortly. First, the distribution of
H is slightly painful to work with, because after removing the node w∗ the remaining edges are no
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longer independent. Second, the running time of the algorithm above will be about O(n2 logn),
because we must compute the numbers N
(k)
u,w (each of which takes time O(n log n)) with respect
to O(n) different graphs H(v). This could be fixed by handling several nodes simultaneously: we
could remove ⋃vBR−1(v) from G, where the union is taken over, say, n/ logn vertices v. This is
almost the approach that we will take, but we need to be careful that whatever we remove, the
remaining graph is almost distributed according to the stochastic block model. We will ensure
this by a slightly convoluted plan: instead of removing specific nodes and neighborhoods, we will
remove δn vertices from G uniformly at random and look for nodes and neighborhoods that are
contained in the removed part. The precise description of our algorithm follows:
Let R = 2⌈log log log logn⌉. Let δ′ > 0 be chosen so that s2(1 − δ′)2 = d(1 − δ′) and let δ = δ′/2.
We will choose constants κ and k depending on s′ and d′ (the precise dependence will be given
later). Then, we proceed as follows:
• Remove at random ⌈√n⌉ vertices V ′′ from the graph , leaving the graph G′ = (V ′,E′)
• Let w∗ be a node in V ′′ whose number of neighbors in V ′ is closest to ⌈√log logn⌉. Let S∗
be the set of its neighbors in V ′.
• For each v ∈ V ′ denote Sv = BR(v) ∖BR−1(v).
• For each 1 ≤ j ≤ logn, let Uj be a uniformly random set of ⌈nδ⌉− ⌈√n⌉ vertices of V ′ ∖S∗; set
Vj = V
′ ∖ (S∗ ∪Uj).
• For each v ∈ V ′ and 1 ≤ j ≤ logn define
τj,v = sgn
⎛
⎝ ∑u∈S∗∩Vj ,u′∈Sv∩VjN
(k,j)
u,u′ + κ
s′k+R+1
d′
∣S∗∣ξj,v⎞⎠ ,
where ξj,v are i.i.d. random variables uniform on [−1,1] and
N
(k,j)
u,u′ = ∑
γ∈ΓNB
k,u,u′
γ⊂Vj
Xγ,d′ .
Here, we define the function sgn so that sgn(0) = 0.
• For each v ∈ V ′ let Jv be the first j such that BR−1(v) ∩ Vj = ∅ and (Sv ∪ S∗) ⊂ Vj , and 0 if
no such j exists. Then set τ(v) = τJv,v when Jv ≠ 0 and τJv,v ≠ 0. For all other v ∈ V , choose
τ(v) at independently at random uniformly from {1,−1}.
We will prove Theorem 2.9 in Section 3.3 by showing that the output τ of the algorithm above
is correlated with the true partition with high probability. In the following section we describe how
to evaluate the τ in time O(nd log2 n).
3.2 Efficient implementation of the algorithm
The main computational step in the algorithm above is to compute N
(k,j)
u,u′ ; in this section, we will
describe how to do so. First, however, note that N
(k,j)
u,u′ is just N
(k)
u,u′ computed on the subgraph
induced by V ′ ∖ (S∗ ∪ Vj). In particular, it is enough to show how to compute N (k)u,u′ efficiently.
Let V be the vertex set and A the adjacency matrix of the graph G. We recall the definition of
N
(k)
u,v and introduce some related matrices
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Definition 3.1. Let I denote the n × n identity matrix, let D be the n × n diagonal matrix whose
uth diagonal entry is the degree of the vertex u, and let 1 be the n × n matrix all of whose entries
are 1. Define the n × n matrix N (k) by
N (k)u,v = ∑
γ∈ΓNB
k,u,v
Xγ ,
with the convention that N (0) = I. For ρ ∈ R, define the n × n matrix Q(k,ρ) by
Q(k,ρ)u,v =
⌊k/2⌋
∑
j=0
ρ2jN (k−2j)u,v (5)
(where an empty sum is defined to be zero, so Q(k,ρ) is the zero matrix for k < 0), and define the
4n × 4n matrices
M=
⎛⎜⎜⎜⎝
(1 − d/n)A −(1 − d/n)2(D − I) −(d/n)(1 −A − I) −(d/n)2((n − 1)I −D)
I 0 0 0(1 − d/n)A −(1 − d/n)2D −(d/n)(1 −A − I) −(d/n)2((n − 2)I −D)
0 0 I 0
⎞⎟⎟⎟⎠
, (6)
Mˆ =
⎛⎜⎜⎜⎝
(1 − d/n)A −(1 − d/n)2D −(d/n)(1 −A − I) −(d/n)2((n − 1)I −D)
0 0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎠
. (7)
Finally, define the 4n × n matrix Qk by
Qk = ( Q(k,1−d/n) Q(k−1,1−d/n) Q(k,−d/n) Q(k−1,−d/n) )T (8)
Lemma 3.2. We have MQk = Qk+1
and MˆQk = ( N (k+1) 0 0 0 )T .
Proposition 3.3. For a graph on n vertices and m edges and for every vector z the matrix N (k)z
can be computed in time O((m + n)k).
Proof. The proof follows from the fact that (by Lemma 3.2) N (k)z is the first n coordinates of
MˆMk−1Q0z,
and that each of the matrices M,Mˆ and Q0 is made of at most 16 blocks, each of which is a sum
of a sparse matrix with O(n+m) entries and a rank 1 matrix. Therefore, the displayed expression
above can be computed with k + 1 matrix-vector multiplications, each of which requires O(n +m)
time.
We can now prove the running time bound in Theorem 2.9. Indeed, in iteration j of the
algorithm, the sum ∑u∈S∗∩Vj ,u′∈Sv∩Vj N (k,j)u,u′ is the non-trivial computation that needs to be done.
This sum can be read from the entries of N (k)z, where N is computed on the graph with the
removed nodes and z is the indicator of the vertices in S∗. By Proposition 3.3, the running time of
iteration j is O((n+m)k). Since there are logn iterations and we have m = O(nd) and k = O(logn)
we obtain that the running time of the algorithm is O(nd log2 n).
It remains to prove Lemma 3.2.
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Proof of Lemma 3.2. We will write N
(k)
u,w,v to denote the N
(k)
u,v , but with the sum restricted to
non-backtracking paths which move to w on their first step. Then we have the recursion
N (k)u,v = ∑
w≠u
N (k)u,w,v
= ∑
w≠u
W{u,w}(N (k−1)w,v −N (k−1)w,u,v )
= ∑
w≠u
W{u,w} (N (k−1)w,v −W{u,w}(N (k−2)u,v −N (k−2)u,w,v ))
= ∑
w≠u
W{u,w}N
(k−1)
w,v − ∑
w≠u
W 2{u,w}N
(k−2)
u,v + ∑
w≠u
W 2{u,w}N
(k−2)
u,w,v
By expanding the terms of the form N
(k−2)
u,w,v repeatedly, we obtain by induction that
N (k)u,v = ∑
w≠u
⎡⎢⎢⎢⎢⎣(
⌊(k−1)/2⌋
∑
j=0
W
1+2j
{u,w}N
(k−1−2j)
w,v ) − (
⌊(k−2)/2⌋
∑
j=0
W
2+2j
{u,w}N
(k−2−2j)
u,v )]
= ∑
w∼u
⎡⎢⎢⎢⎢⎣(
⌊(k−1)/2⌋
∑
j=0
(1 − d/n)1+2jN (k−1−2j)w,v ) − (
⌊(k−2)/2⌋
∑
j=0
(1 − d/n)2+2jN (k−2−2j)u,v )]
+ ∑
w/∼u
w≠u
⎡⎢⎢⎢⎢⎣(
⌊(k−1)/2⌋
∑
j=0
(−d/n)1+2jN (k−1−2j)w,v ) − (
⌊(k−2)/2⌋
∑
j=0
(−d/n)2+2jN (k−2−2j)u,v )]
The recursion above can be written using the matrix Q from (5) in the following way:
N (k) = (1 − d/n)AQ(k−1,1−d/n) − (1 − d/n)2DQ(k−2,1−d/n)
− (d/n)(1 −A − I)Q(k−1,−d/n) − (d/n)2((n − 1)I −D)Q(k−2,−d/n)
Moreover,
Q(k,1−d/n) = N (k) + (1 − d/n)2Q(k−2,1−d/n)
= (1 − d/n)AQ(k−1,1−d/n) − (1 − d/n)2(D − I)Q(k−2,1−d/n)
− (d/n)(1 −A − I)Q(k−1,−d/n) − (d/n)2((n − 1)I −D)Q(k−2,−d/n),
and
Q(k,−d/n) = N (k) + (d/n)2Q(k−2,−d/n)
= (1 − d/n)AQ(k−1,1−d/n) − (1 − d/n)2DQ(k−2,1−d/n)
− (d/n)(1 −A − I)Q(k−1,−d/n) − (d/n)2((n − 2)I −D)Q(k−2,−d/n).
Written in terms of the matrices Q from (8) and M,Mˆ defined in (6) and (7), the recursions above
can be written as MQk = Qk+1 and MˆQk = ( N (k+1) 0 0 0 )T , as claimed.
3.3 Correctness of the algorithm
In this section, we will prove the correctness of the algorithm assuming Theorem 2.8. We begin with
some preliminary observations about the distributions of various subgraphs of G. The distribution
of G′ is simply a stochastic block model with fewer vertices, that is G(n − ⌈√n⌉, a/n, b/n). Let
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Gj = (Vj ,Ej) denote the graph obtained at iteration j; Gj is also distributed as a stochastic
block model, but we will need to say more because we will need to use Gj conditioned on some
extra properties. In particular, we need to argue that conditioned on a vertex neighborhood being
removed, the distribution on the remaining graph is drawn (approximately) from the block model.
The technical issue here is that the removed vertices are correlated and moreover we need to
condition on some of their labels. Nevertheless, this can be handled because the neighborhood of
a single vertex does not contain too many other vertices.
For a vertex v in Gj , let U = U(v) denote the set Sv ∪ S∗. We will be interested in the
distribution of (Gj ,U,σU ) and we would like to couple it with a configuration of (G′,U ′, σ′U ′)
drawn from G(n − ⌈δn⌉, a/n, b/n) and U ′ is some fixed set of vertices of size ∣U ∣.
Lemma 3.4. Fix a vertex v ∈ V ′ and a labelling τ of V . Let P1 denote the distribution of (Gj , σVj )
conditioned on Sv ∪ S∗, the graph structure of BR(v) and the events
∣BR(v)∣ ≤ n0.1, BR−1(v) ∩ Vj = ∅, Sv ⊂ Vj , σU = τU , σBR−1(v) = τBR−1(v),
where U = Sv ∪ S∗.
Given a set U ′ of vertices and a labelling τ ′, let P2 denote the distribution of (G′, σ′) ∼ G(n −⌈δn⌉, a/n, b/n) conditioned on σ′U ′ = τ ′U ′. Suppose that we can identify V (G′) and V (G) in such
a way that U = U ′ and τ agrees with τ ′ on U . Then for large enough n, the measures P1 and P2
satisfy that
dTV (P1,P2) ≤ n−0.3.
Proof. The proof will couple σ′ with σVj and the edges of G
′ with the edges of Gj . The coupling
proceeds in the following way:
• We take σ′ and σ to be equal on U = U ′ (neither one is random in either measure).
• Then we try to couple all other labels so they are completely identical.
• Finally, if the labels are identical, we will include exactly the same edges. This is possible
since different edges are independent and the probabilities of including edges just depend on
the end points.
The only non-trivial part of this proof is showing that we can perform the second step with high
probability. Note that in P2, all of the labels outside U
′ are independent and uniformly distributed.
The conditional distribution outside U in Gj under the conditioning is also i.i.d. (since no edges
are revealed). However, in P1 the labels are biased, since we know they were not connected to the
vertices of BR−1(v). Indeed, for each vertex u outside U we have that
P1[σu = +]
P1[σu = −] =
⎛
⎝
1 − a
n
1 − b
n
⎞
⎠
n+−n−
,
where n± is the number of ±1 labels in σBR−1(v). Thus
P1[σu = +] = 1
2
+O(∣B(v,R)∣/n) = 1
2
+O(n−0.9).
It is well known (see e.g. [26]) that
dTV (Bin(n,1/2),Bin(n,1/2 + x)) = O(x√n)
which therefore implies that dTV (P1,P2) ≤ O(n−0.4) ≤ n−0.3, as claimed.
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Next we note that with high probability ∣S∗∣ = ⌈√log logn⌉ since the probability that there
exists a vertex in V ′′ with that number of neighbors tends to one; we will condition on this event.
Also, we may assume without loss of generality that σw∗ = +. We will denote
Mv = ∑
v∈Sv
σv and M∗ = ∑
v∈S∗
σv. (9)
Note that M∗ is a sum of i.i.d. signs, each of which has expectation sp (since we conditioned on
σw∗ = +). Hence, a.a.s. ∣M∗ − s
d
∣S∗∣∣ ≤ ∣S∗∣3/4,
which means in particular that M∗ a.a.s. has the same sign as s.
Before we proceed to the estimates that apply specifically for our algorithm, let us note a simple
corollary of the first three statements of Theorem 2.8:
Lemma 3.5. Take disjoint sets U1,U2 ⊂ V that have cardinality n
o(1); let U = U1 ∪U2. Under the
notation and assumptions of Theorem 2.8, if Y = ∑u∈U1,v∈U2 Yu,v then uniformly for all labellings
σU on U ,
E [Y ∣ σU ] = (1 + n−1+o(1))sk
n
∑
u∈U1,v∈U2
σuσv
Var [Y ∣ σU ] = O (∣U1∣∣U2∣(∣U1∣ + ∣U2∣)s2k
n2
) .
Proof. By Theorem 2.8,
E [Y ∣ σU ] = ∑
u∈U1,v∈U2
E [Yu,v ∣ σU ] = (1 + n−1+o(1))sk
n
∑
u∈U1,v∈U2
σuσv,
as claimed.
For the second moment,
E [Y 2 ∣ σU ] = ∑
u,u′∈U1,v,v′∈U2
E [Yu,vYu′,v′ ∣ σU ] .
We divide the sum into three parts: the first part (containing ∣U1∣∣U2∣ terms) sums over u = u′ and
v = v′; for this part, we apply (2). The second part (containing less than ∣U1∣2∣U2∣+ ∣U2∣2∣U1∣ terms)
sums over indices with either u = u′ or v = v′; for this part, we use the bound
E[Yu,vYu′,v′ ∣ σU ] ≤ E[Y 2u,v ∣ σU ]1/2E[Y 2u′,v′ ∣ σU ]1/2
and then apply (2) to each term on the right hand side. Finally, the third part ranges over distinct
u,u′, v, v′ (less than ∣U1∣2∣V1∣2 terms), and we apply (3) Putting these three parts together,
E [Y 2 ∣ σU ] ≤ (1 + o(n−1+o(1)))[(∣U1∣∣U2∣ + ∣U1∣2∣U2∣ + ∣U1∣∣U2∣2)2( s2
s2 − d
) s2k
n2
+
s2k
n2
∑
u≠u′
∑
v≠v′
σuσvσu′σv′].
Finally, note that the second term above differs from (E[Y ∣ σU ])2 by at most 2∣U1∣∣U2∣(∣U1∣ +∣U2∣)s2k/n2. Subtracting (E[Y ∣ σU ])2 from the displayed equation above thus proves our claim
about the variance of Y .
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We may apply the previous lemma with (4) and Chebyshev’s inequality to show that
Zv ∶= ∑
u∈S∗∩VJv ,u′∈Sv∩VJv
N
(k,Jv)
u,u′
can be used to estimate the sign of Mv (which, recall, was defined in (9)).
Lemma 3.6. For a random vertex v and any ǫ > 0, conditioned on Jv ≠ 0,
P
⎡⎢⎢⎢⎣
RRRRRRRRRRRZv −
s′k
n
MzM∗
RRRRRRRRRRR >
ǫs′k+R
n
∣S∗∣⎤⎥⎥⎥⎦→ 0 as n→∞.
Proof. We condition on Jv = j ≠ 0 and work with the measure P2 from Lemma 3.4; we will also
condition on the (high probability) event that ∣Sv ∣2 ≤ ∣S∗∣ = no(1). Hence, we can apply Lemma 3.5
to the graph Gj with U1 = Sv, U2 = S∗, and with slightly different graph parameters: n− ⌈δn⌉ is the
number of nodes, and the parameters s and d are replaced by s′ and d′. Setting Yv = ∑u∈Sv,u′∈S∗ Yu,u′
(where Yu,u′ is now computed with respect to the graph Gj), Lemma 3.5 and Chebyshev’s inequality
give that for any t ≥ 1,
P2
⎡⎢⎢⎢⎣
RRRRRRRRRRRYv −
s′k
n − δnMzM∗
RRRRRRRRRRR >
2ts′k
n − δn ∣S∗∣
⎤⎥⎥⎥⎦ ≤ O(t
−2(∣Sv ∣ + ∣Sv ∣2/∣S∗∣)).
Next, we control Zv − Yv. By (4) and a union bound,
P2
⎡⎢⎢⎢⎣∣Zv − Yv∣ ≥
ts′k
n − δn
∣S∗∣⎤⎥⎥⎥⎦ ≤ ∑u∈Sv,u′∈S∗ P2
⎡⎢⎢⎢⎣∣Zu,u′ − Yu,u′ ∣ ≥
ts′k
∣Sv∣(n − δn)
⎤⎥⎥⎥⎦ .
Since ∣Sv ∣ and ∣S∗∣ are no(1), (4) implies that for any t ≥ 1, the right hand side above converges to
zero. Putting it together and setting t = ǫs′R (which is at least 1 for large enough n),
P2
⎡⎢⎢⎢⎣
RRRRRRRRRRRZv −
s′k
n − δn
MzM∗
RRRRRRRRRRR >
ǫs′k+R
n − δn
∣S∗∣⎤⎥⎥⎥⎦→ 0.
By Lemma 3.4, the same statement holds under P1, conditioned on Jv = j.
3.3.1 Branching processes
The purpose of this section is to show that Mv can be used to estimate σv. We will do this by
exploiting the connection between neighborhoods in G and multi-type branching processes. Since
this section is the only place where we will use the theory of branching processes, we will give only
a brief introduction; readers unfamiliar with this theory should consult the book by Athreya and
Ney [1].
For notational simplicity, we will assume for now that s > 0. The case s < 0 will be discussed
at the end of the section. For the rest of this section, T will denote a Galton-Watson branching
process with Poisson(d) offspring distribution rooted at ρ. We will assign three random labellings to
the vertices of T in the following way: first, divide T into connected components by running bond
percolation: deleting each edge independently with probability s/d. Then, for each component
choose a label uniformly in {±1} and assign that label to all vertices in that component. We
define η, η+, and η− respectively to be the configurations generated this way where the connected
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component of the root is labelled randomly, labelled +1, or labelled −1 respectively. Let ζ = ηρ, let
ΨR = ∑v∈SR(ρ) ηv and define Ψ±R similarly.
It is well-known (and not hard to check) that the random labelling η may also be generated
in the following way: choose ηρ uniformly at random. For every child u of ηρ independently, let
ηu = ηρ with probability
a
a+b and otherwise let ηu = −ηρ. Then recurse this process down the tree:
for every child w of u independently, let ηw = ηu with probability
a
a+b and otherwise let ηw = −ηu.
The processes η+ and η− may be generated similarly, except that instead of beginning with ηρ
labelled randomly, we fix η+ρ = +1 and η−ρ = −1.
Lemma 3.7. Let ξ be a uniform random variable on [−1,1] that is independent of T , η, and η±.
There exist κ > 0 and ǫ > 0 such that
P[Ψ+R ≥ ξκsR] ≥ 12 + 2ǫ. (10)
Proof. By symmetry, ΨR is symmetric about 0 and so if ξ is an independent uniform on [−1,1]
then for any κ > 0,
P[ΨR ≥ ξκsR] = 1
2
.
Moreover, analysis of multi-type branching processes going back to Kesten and Stigum [17] shows
that EΨ2R = O(s2R) provided s2 > d. Also, with percolation construction above, it is clear that
Ψ+R −Ψ
−
R is simply twice the size of the percolation component of ρ intersected with level R. This
is exactly given by a branching process with Poisson(s) offspring distribution so
lim inf
R→∞
P[Ψ+R −Ψ−R ≤ sR] ≥ δ
for small enough δ > 0. By Chebyshev’s inequality, both Ψ+R and Ψ
−
R belong to [−κsR, κsR] with
probability 1 −O(κ−2). Then
P [ Ψ−R
κsR
≤ ξ ≤
Ψ+R
κsR
] ≥ 2
κ
P[Ψ+R −Ψ−R ≤ sR] − P[∣Ψ−R∣ ≥ κsR] − P[∣Ψ−R∣ ≥ κsR] ≥ 2
κ
δ −O(κ−2).
Finally, symmetry of Ψ+R and Ψ
−
R implies that
P[Ψ+R ≥ ξκsR] ≥ 12 + P [
Ψ−R
κsR
≤ ξ ≤
Ψ+R
κsR
] ≥ 1
2
+
2
κ
δ −O(κ−2),
which completes the proof if κ is a sufficiently large constant.
Lemma 3.8. For 1 ≤ i ≤ logn let (Ti, ηi) be iid copies of (T, η) above for R = 2⌈log log log logn⌉.
For v1, . . . , vlogn be uniformly chosen vertices in V ,
dTV ({(Ti, ηi)}1≤i≤logn,{(BR(vi), σ(BR(vi))}1≤i≤logn)→ 0
as n→∞.
Proof. This argument is a minor variation on a well-known argument showing the local tree-like
structure of sparse graphs. We will give only a sketch, but a much more detailed argument (although
for only one neighborhood) is given in [23].
We establish the result by coupling the two processes. By Markov’s inequality, with high
probability ∑logni=1 ∣Ti∣ ≤ log2 n and ∑logni=1 ∣BR(vi)∣ ≤ log2 n. Moreover, by standard arguments in
sparse random graphs, ⋃BR(vi) is a disjoint union of trees with high probability.
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We reveal the branching process trees by sequentially revealing for each vertex how many
children of each label it has (Poisson(a/2) of the same label and Poisson(b/2) of the opposite label)
down to level R in a breadth-first manner.
Similarly, we can reveal the neighborhoods of the vi and their labels in G by sequentially
revealing the neighbors and labels of the currently revealed vertices. Suppose that we condition
on the labels of all vertices and on the graph structure that was revealed so far, and suppose that
we want to reveal the neighbors of a given vertex u. With high probability, none of these revealed
neighbors will belong to the already-explored set and so we will focus on u’s neighbors among the
unexplored vertices. If n± are the numbers of ±1-labelled vertices that have not yet been explored,
then u has Bin(nσu , a/n) neighbors of label σu and Bin(nσu , b/n) neighbors of label −σu. Note that
n± are both in n/2 ± n2/3 with high probability, because the original labels were biased by at most
O(n1/2) and we have revealed at most log2 n of them.
We couple these two processes with the usual coupling of Poisson and Binomial random vari-
ables. In each step we fail with probability O(n−1/3) and (since there are at most log2 n steps) the
coupling altogether fails with probability o(1).
Consider the estimator
Aj,v = sgn(Mv + κsRξj,v).
Using the coupling between graphs and trees, we will show that Aj,v is a good estimator for σv.
Later, we will show that Aj,v usually agrees with our previous estimator τj,v.
Lemma 3.9. We have that
P [ 1∣V ′∣ ∑v∈V ′ σvAj,v ≥ (3/2)ǫ] → 1
Proof. Let v1, . . . , vlogn be a uniform sample without replacement from V
′. Take the coupling in
Lemma 3.8, and let ΨR,i = ∑v∈SR(ρi) ηv, where ρi is the root of Ti. Set
A′j,vi = sgn(ΨR,i + κsRξj,vi).
P[logn∑
i=1
σviAj,vi ≥ 1.9ǫ log n] = P[logn∑
i=1
σviA′j,vi ≥ 1.9ǫ log n] + o(1)
By (10), P[σvisgn(ΨR,i + κsRξi)] ≥ 2ǫ. By Hoeffding’s inequality, since the A′j,vi are independent,
P[logn∑
i=1
σviA′j,vi ≥ 1.9ǫ log n]→ 1.
By Lemma 3.8, the same holds for Aj,vi . If we now partition V ′ to sets of size logn and use the
fact that σviA′j,vi are ±1, we obtain the claim of the lemma.
Recall that we have been assuming s > 0. In the case s < 0, Lemma 3.9 (which is the only
result from this section that we will use later) remains true. Indeed, in order to generate the T
and η for the case s < 0, one can generate them for ∣s∣ and then flip the sign of every label in an
odd generation. Since R is even, level R of the tree is unchanged and sR = ∣s∣R. Thus, Lemma 3.9
remains true.
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3.3.2 Accuracy of the estimator τJv,v
Recall that τj,v was defined as
τj,v = sgn
⎛
⎝ ∑u∈S∗,u′∈SvN
(k,j)
u,u′ + κ
s′k+R+1
d′n
∣S∗∣ξj,v⎞⎠ ,
and that Jv is the first j such that BR−1(v) ∩ Vj = ∅ and (Sv ∪ S∗) ⊂ Vj , and Jv = 0 if no such j
exists.
Lemma 3.10. We have that for a random v ∈ V ′, P[Jv = 0]→ 0.
Proof. Recall that with high probability we have that ∣S∗∣ = √log logn. With high probability∣BR(v)∣ ≤ d2R. Condition on ∣BR(v)∣ ≤ d2R. The probability that BR−1 ∩ Vj = ∅ and Sv ∪ S∗ ⊂ Vj
is bounded below by e−c(d
2R+∣S∗∣) ≥ (logn)−1/2. Since these are independent events given ∣BR(v)∣ it
follows that with probability tending to one Jv ≠ 0.
We now show that the indicators AJv,v and τJv,v usually agree.
Lemma 3.11.
E [ 1∣V ′∣ ∑v∈V ′AJv,vτJv,v1{Jv≠0}]→ 1. (11)
Proof. By Lemma 3.10, the probability of Jv = 0 goes to zero, and therefore Lemma 3.6 implies
that
P
⎡⎢⎢⎢⎢⎣{Jv = 0} ∪
⎧⎪⎪⎨⎪⎪⎩Jv ≠ 0 and
RRRRRRRRRRR ∑u∈S∗,u′∈SvN
(k,Jv)
u,u′ −
s′k
n
MvM∗
RRRRRRRRRRR >
ǫs
′k+R
n
∣S∗∣
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦→ 0 (12)
The event AJv,v ≠ τJv,v is equivalent to ξJv,v falling outside the interval with end-points −Mv/(κs′R)
and
−
d′n∑u∈S∗,u′∈Sv N (k,Jv)u,u′∣S∗∣κs′k+R+1 .
Since with high probability M∗ is concentrated around s
′
d
∣S∗∣, Lemma 3.6 implies the latter end
point converges in probability to
−
d′n s
′k
n
s′
d′
∣S∗∣Mv
κs
′k+R
n
s′
d′
∣S∗∣ = −
Mv
κs′R
.
Therefore the probability that −ξJv,v falls in the interval converges to 0 as needed.
We can now complete the proof of Theorem 2.9.
Proof of Theorem 2.9. Combining Lemmas 3.9, 3.11 and 3.10 we have that with high probability
∑
v∈V
τ(v)σ(v) ≥ ǫn.
yielding an algorithm recovering the a constant correlation with the true partition. The running
time bound was proved in Section 3.2.
The proof of Theorem 2.3 (i.e., when we are far above the threshold) is rather easier, and doesn’t
require the branching process tools:
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Proof of Theorem 2.3. We consider a simplified version of the main algorithm, with R = 0 and κ = 0
(so that Sv = {v}). (In fact, the algorithm as stated also works, but the analysis is more tedious,
since it requires reproving Lemmas 3.8 and 3.9 with accuracy going to one.) Theorem 2.8 implies
that N
(k,j)
u,v = (1 + o(1))σuσvsk/n with probability tending to 1. Together with Lemma 3.10, this
implies that P[σv = τv]→ 1.
4 Combinatorial path bounds
A crucial ingredient in the proof is obtaining bounds on the number of various types of paths (in
the complete graph) in terms of how much they self-intersect, either by intersecting a previous
vertex on the path or by repeating an edge of the path.
Definition 4.1. Given a path γ = (v1, . . . , vk), we say that an edge (vi, vi+1)
• is new if for all j ≤ i, vj ≠ vi+1
• is old if there is some j < i such that {vi, vi+1} = {vj , vj+1}.
• Otherwise, we say that (vi, vi+1) is returning (in this case vi+1 = vj for j < i but {vi, vi+1} is
not one of the previous edges).
Let kn(γ), ko(γ) and kr(γ) be the number of new, old, and returning edges respectively.
Definition 4.2. We say that a path γ is ℓ-tangle-free if the graph (V (γ),E(γ)) is ℓ-tangle-free.
For the rest of this subsection we fix α and set k = ⌈α logn⌉. Note that for every new edge in a
path, the number of distinct vertices in the path increases by one, as does the number of distinct
edges. For a returning edge, only the number of edges increases, while for an old edge, neither
increases. Therefore we easily see that:
Claim 4.3. The number of vertices visited by the path γ is kn(γ) + 1 and the number of edges is
kn(γ) + kr(γ).
Our first bound is a fairly crude one that will allow us to assume that kr is smaller than some
constant. Note that there is no non-backtracking restriction yet.
Lemma 4.4. For any constant C, if kr ≥ 1 and n is sufficiently large then there are at most
nkn+kr/2+C log(2ekr)
paths γ of length at most C logn, with a fixed starting and ending point, and satisfying kn(γ) = kn
and kr(γ) = kr.
The point of Lemma 4.4 is that it implies that paths with large kr are so rare that they do not
contribute any weight. Indeed, for some α to be determined choose k∗ large enough (depending on
α) so that
4α log(2d) + 4α log(2ek∗) − k∗/2 < −4. (13)
It then follows from Lemma 4.4 that if Γ is the collection of all paths of length at most 4α logn
with kr(γ) ≥ k∗ then
∑
γ∈Γ
(2d
n
)kn(γ)+kr(γ) ≤ ∑
kr≥k∗
(2d)4α log nn4α log(2ekr)−kr/2
= ∑
kr≥k∗
n4α log(2d)+4α log(2ekr)−kr/2
= n−4+o(1).
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Note that for any path γ and any labelling σ,
∣E[Xγ ∣ σ]∣ ≤ (2d
n
)kr(γ)+kn(γ)
(since kr(γ) + kn(γ) is the number of edges in γ). Hence, we have:
Corollary 4.5. Let k∗ = k∗(α,d) be defined in (13). Then
∑
γ
∣E[Xγ ∣ σ]∣ ≤ n−4+o(1),
where the sum ranges over γ of length at most 4α logn and with kr(γ) ≥ k∗.
Proof of Lemma 4.4. Consider paths of fixed length k; later, we will sum over all k ≤ C logn.
Suppose that for all i, we decide in advance whether (vi, vi+1) will be new, old, or returning. There
are at most ( k
kn ko kr
) ways to make this choice. Fix an i and suppose that vi has already been
determined. If (vi, vi+1) is new then there are at most n choices for vi+1. If (vi, vi+1) is returning
then there are at most ∣V (γ)∣ = kn + 1 ≤ k choices for vi+1. Otherwise, (vi, vi+1) is an old edge, and
there are at most kr + 2 choices for vi+1 because kr + 2 bounds the maximum degree of the final
path. Hence, the total number of choices is at most
( k
kn ko kr
)nknkkr(kr + 2)ko ≤ kko+kr
ko!kr!
nknkkr(2kr)ko
= nkn
k2kr
kr!
(2kkr)ko
ko!
≤ nkn (ek2
kr
)kr (2ekkr
ko
)ko
= nkn+kr ( ek2
nkr
)kr (2ekkr
ko
)ko .
(In the case ko = 0, we adopt the convention (y/0)0 = 1.) Now, the quantity (y/x)x is increasing in
x as long as x ≤ y/e. Applying this with y = 2ekkr and the values x = ko ≤ k ≤ y/e we have
(2ekkr
ko
)ko ≤ (2ekr)k ≤ (2ekr)C logn = nC log(2ekr).
On the other hand, ek2/(nkr) ≤ n−2/3 for sufficiently large n. Hence, the total number of paths of
length k is at most
nkn+krn−2kr/3nC log(2ekr).
Summing over k ≤ C logn introduces an extra factor of C logn, but this factor is cancelled out by
n−kr/6 for sufficiently large n.
The bounds of Lemma 4.4 are not accurate when kr is small. Essentially, we require bounds of
nkn−1+o(1) in order to make the rest of our argument work (certainly, we can’t expect any better
bounds, since every new edge but the last one has almost n choices). In order to achieve this bound,
we need to introduce extra structure into our paths: they need to be non-backtracking and without
many tangles.
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Definition 4.6. Consider the path γ as a multigraph (i.e. each edge has a multiplicity according
to the number of times γ crosses it). We say that a path has t ℓ-tangles if t is the minimal number
of edges (counting multiplicity) that need to be deleted from γ in order to make it ℓ-tangle-free.
Lemma 4.7. If kr ≥ 1 then there are at most
k5kr+4krk/ℓ+8krtnkn−1
paths with t ℓ-tangles that have a fixed starting and ending point, and that satisfy kn(γ) = kn and
kr(γ) = kr.
In order to see the use of Lemma 4.7, note that if k = O(logn), kr = O(1), and ℓ = ω(log logn)
then the bound in Lemma 4.7 is of the order kO(t)nkn−1+o(1). We will argue later that having many
tangles results in a small path weight with high probability, and so our bound is effectively of the
order nkn−1+o(1).
Proof. First, note that if we specify which edges are returning and we also specify the first new
edge after each returning edge, then we have also determined which edges are old (because every
edge after a new edge but before the next returning edge is new). Therefore, the number of ways
to specify which edges are old, new, or returning is at most k2kr . Then there are at most kkr ways
to choose the returning edges and at most nkn−1 ways to choose the new edges (since one of them
must hit the final vertex, so it has no choices). So far, we have made at most k3krnkn−1 choices,
and these choices determine the edges traversed by γ.
Having fixed the edges traversed by γ, we will now count old edges. We denote by d(v) = d(v, γ)
the degree of v in γ: that is, the number of w ∈ γ such that {w,v} ∈ E(γ). Let V≥3 be the set of
vertices with degree at least 3. Note that because γ is non-backtracking, if an edge (vi, vi+1) is old,
then vi+1 is already determined by the path up to vi unless vi ∈ V≥3.
Let T be the collection of minimal sets T ⊂ E(γ) such that E(γ) ∖ T has no ℓ-tangles. Given
T ∈ T , we say that a neighbor w of v ∈ V≥3 is short if there is a cycle in E(γ) ∖ T that contains
the edge {v,w} and has length at most 2ℓ; we say that w is tangled if it is not short, but there is
a cycle in γ that contains the edge {v,w} and has length at most 2ℓ; otherwise we say that w is
long. Note that the set of long neighbors is independent of T , and that every v ∈ V≥3 has at most
two short neighbors. Now we change the order: for every v ∈ V≥3 choose up to two of its neighbors
to be short, and say that T ∈ T is compatible with this choice if the chosen short and tangled
neighbors agree with the definition above. Note that there are at most ∏d∈V≥3 d(v)2 ways to choose
the collection of all short neighbors for all v ∈ V≥3. For a choice of short neighbors, we say that γ
has t ℓ-tangles with respect to this choice if there exists some T compatible with the choice of short
neighbors that is crossed at most t times. Note that if γ has t ℓ-tangles then there is some choice
of short neighbors such that γ has t ℓ-tangles with respect to that choice.
Now fix a choice of short edges for every v ∈ V≥3; we will bound the number of γ that have t
ℓ-tangles with respect to this choice. For a given v ∈ V≥3, let m(v) be the number of times that v
was visited. Let min(v) be the number of times that v was visited from a long or tangled neighbor
and mout(v) be the number of the times we move to a long or tangled neighbor. Note that when γ
arrives at v on an old edge from a short vertex and leaves on an old edge to another short vertex,
then the edge leaving v is determined by the fact that v has exactly two short neighbors. At all
other times that γ leaves v on an old edge, there are at most d(v) choices for the outgoing edge.
Thus the total number of ways to chose old edges starting at v is bounded by
m(v)mout(v)+min(v)d(v)min(v)+mout(v) ≤m(v)2mout(v)+2min(v),
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where m(v)mout(v)+min(v) bounds the number of ways that we can intersperse the short arrivals and
departures among all visits to v, and the second inequality follows from the fact that d(v) ≤m(v).
Repeating this for all v ∈ V≥3, we see that the number of ways to choose all the old edges in d is at
most
∏
v∈V≥3
m(v)2mout(v)+2min(v).
Next, we use the tangle structure to bound min(v) and mout(v). Indeed, after leaving v via a
long neighbor, we must wait at least 2ℓ steps before visiting v again; after leaving v via a tangled
neighbor, we must either wait at least 2ℓ steps before returning or else for every T ∈ T that
is compatible with the choice of short neighbors, we must pass through an edge of T . Hence,
mout(v) ≤ k/(2ℓ) + t. A similar argument shows that min(v) ≤ k/(2ℓ) + t, and hence the number of
ways to choose the old edges is at most
⎛
⎝ ∏v∈V≥3m(v)
⎞
⎠
2k/ℓ+4t
.
To put everything together, there were at most k3krnkn−1 ways to fix the edge types and the
edge set of γ. Then there were at most ∏v∈V≥3 d(v)2 ≤ ∏v∈V≥3 m(v)2 ways to choose the short
neighbors. For each such choice, there were at most (∏v∈V≥3 m(v))2k/ℓ+4t ways to choose old edges
such that the resulting path would have t ℓ-tangles with respect to the choice of short neighbors.
All together, this gives at most
k3krnkn−1
⎛
⎝ ∏v∈V≥3m(v)
⎞
⎠
2k/ℓ+2+4t
(14)
paths.
By the AM-GM inequality,
∏
v∈V≥3
m(v) ≤ ⎛⎝
1
∣V≥3∣ ∑v∈V≥3m(v)
⎞
⎠
∣V≥3∣
≤
⎛
⎝
1
∣V≥3∣ ∑v∈V≥3m(v)
⎞
⎠
2kr
,
where the second inequality follows because every time the walk returns to its old path, it creates
at most two vertices of degree higher than two (one when the walk returns, and one when it leaves
again). Since m(v) ≤ k for every v, the quantity above is bounded by k2kr . Plugging this back
into (14), we get the claimed bound.
4.1 Pairs of self-avoiding paths
When we take second moments over various sums over paths, we will end up having to control the
number of pairs of paths with certain properties. In what follows, we take two self-avoiding paths,
γ1 and γ2, of length k. We will refine Definition 4.1 by saying that a (directed) edge (u, v) of γ2 is
new with respect to γ1 if v /∈ V (γ1). We say that (u, v) is old with respect to γ1 if the (undirected)
edge {u, v} appears in γ1. Otherwise, we say that that (u, v) is returning with respect to γ1. We
write kn,γ1(γ2), ko,γ1(γ2), and kr,γ1(γ2) for the numbers of edges of these three types in γ2.
Lemma 4.8. Fix vertices u,u′, v, v′ (not necessarily distinct). There are at most
2(k + 1)( k
kr,γ1
)( k
kr,γ1 + 1
)(2k)kr,γ1nk+kn,γ1−1−1v′/∈{u,v}
20
pairs (γ1, γ2) of length-k self-avoiding paths where γ1 goes from u to v, γ2 goes from u′ to v′, and
where kn,γ1(γ2) = kn,γ1 and kr,γ1(γ2) = kr,γ1 .
Proof. For this proof, whenever we speak of old, new, or returning edges of γ2, we mean with
respect to γ1.
First, assume that v′ is not an interior node of γ1. There are at most nk−1 such choices for
γ1; fix one and consider γ2. Every sequence of old edges in γ2 either occurs at the beginning of
γ2, or it is preceded by a returning edge. Hence, there are at most ( kkr,γ1)( kkr,γ1+1) choices for the
edge types of γ2: ( kkr,γ1) choices for which edges are returning, and at most ( kkr,γ1+1) choices for the
end of each sequence of old edges. Each new edge has at most n choices for its endpoint. In the
case that v′ /∈ {u, v} then (since it is also not an interior node of γ1) the last edge is new, but it
has no choices. Hence, there are at most nkn,γ1−1v′/∈{u,v} choices for the new edges. Each returning
edge has at most ∣E(γ1)∣ = k choices for its endpoint, and every sequence of old edges has at most
2 choices: it must follow the (self-avoiding) path γ1, but it may do so in either direction; moreover,
there are at most kr,γ1 + 1 distinct sequences of old edges. Hence, the total number of choices for
γ2 is bounded by
( k
kr,γ1
)( k
kr,γ1 + 1
)2kr,γ1+1kkr,γ1nkn,γ1 .
Therefore there are at most
2( k
kr,γ1
)( k
kr,γ1 + 1
)(2k)kr,γ1nk+kn,γ1−1−1v′/∈{u,v}
pairs that satisfy the conditions of the lemma, and also the additional constraint that v′ is not an
interior node of γ1.
Now suppose that v′ is an interior node of γ1. There are at most knk−2 ways to choose such a
γ1. We may repeat the previous paragraph to bound the number of choices of γ2, except that this
time there will be up to nkn,γ1 choices for the new edges, because the final edge of γ2 may not be
new. Hence, there are at most
2k( k
kr,γ1
)( k
kr,γ1 + 1
)(2k)kr,γ1nk+kn,γ1−2
pairs of paths of this form, where v′ is an interior node of γ1. Combined with the other case, this
proves the claim.
5 Weighted sums over self-avoiding paths
In this section, we consider the behavior of weighted sums over self-avoiding paths. In particular,
we will prove (1), (2), and (3) from Theorem 2.8.
5.1 The weight of self-avoiding walks and simple cycles
Eventually, we will need to bound (or bound) the expected weight of complicated paths. Our basic
building block for these computations is the expected weight of a self-avoiding path.
Lemma 5.1. Let ζ be either a self-avoiding path or a simple cycle. Let z be the length of ζ and let
u, v be the endpoints. If pmz = no(1) then uniformly with respect to γ
E
⎡⎢⎢⎢⎢⎣∏e∈ζW
m
e ∣ σu, σv
⎤⎥⎥⎥⎥⎦ =
⎧⎪⎪⎨⎪⎪⎩
σuσvs
z
nz
if m = 1
(1 + n−1+o(1))σuσvsz+dz
nz
if m ≥ 2
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Proof. First, consider the case m = 1. For any labelling τ that is compatible with σu and σv,
E
⎡⎢⎢⎢⎢⎣∏e∈ζWe ∣ τ
⎤⎥⎥⎥⎥⎦ = ∏(x,y)∈ζ
τxτys
n
.
Since ζ is a path, if x is an interior vertex of ζ then τx appears exactly twice in the product above.
Since τ2x = 1, these terms all cancel out, leaving
E
⎡⎢⎢⎢⎢⎣∏e∈ζWe ∣ τ
⎤⎥⎥⎥⎥⎦ =
τuτvs
z
nz
,
which proves the claim in the case m = 1.
For the case m ≥ 2, note that
E[Wm(x,y) ∣ τ] = (−d/n)m (1 − τxτys + dn ) + (1 − d/n)m
τxτys + d
n
= (1 +O(dn−1))m τxτys + d
n
.
Hence,
E
⎡⎢⎢⎢⎢⎣∏e∈ζW
m
e ∣ τ
⎤⎥⎥⎥⎥⎦ = (1 +O(dn
−1))mz ∏
(x,y)∈ζ
τxτys + d
n
. (15)
Now we take the average over all assignments τ that agree with σu and σv:
2−(z−1)∑
τ
∏
(x,y)∈ζ
τxτys + d
n
=
σuσvs
z + dz
n
,
where the sum ranges over all 2z−1 labellings τ on ζ that agree with σu and σv. Combining this
with (15) completes the proof.
5.2 Decomposition into segments
Although our current goal is to understand the contribution of self-avoiding paths, in order to
compute the second moment in Theorem 2.8, we will need to consider the concatenation of two
self-avoiding paths (which may not be self-avoiding). Therefore, we introduce the following method
for decomposing a general path into its self-avoiding pieces. This decomposition will also be useful
in Section 6, where we consider more complicated paths.
Definition 5.2. Consider a path γ. We say that a collection of paths ζ(1), . . . , ζ(r) is a SAW-
decomposition of γ if
• each ζ(i) is a self-avoiding path;
• the interior vertices of each ζ(i) are not contained in any other ζ(j), nor is any interior vertex
of ζ(i) equal to the starting or ending vertex of γ; and
• the ζ(i) cover γ, in the sense that E(γ) = ⋃iE(ζ(i)).
Given a SAW decomposition as above, we let Vend denote the set of vertices that are the endpoint
of some ζ(i) and we let mi denote the number of times that ζ(i) was traversed in γ.
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Note that since ζ(i) and ζ(j) share no interior vertices, every time that the path γ begins to
traverse ζ(i), it must finish traversing ζ(i). Moreover, the fact that ζ(i) and ζ(j) share no interior
vertices implies that they are edge-disjoint, and so for each fixed i, every edge in ζ(i) is traversed
the same number (i.e. mi) of times.
There is a natural way to construct a SAW-decomposition of a path γ. Consider a path γ
between u and v, and let V≥3 be the subset of γ’s vertices that have degree 3 or more in γ. Let
Vend = V≥3 ∪ {u, v} ∪ {w ∈ γ ∶ γ backtracks at w}. (16)
Then γ may be decomposed into a collection of self-avoiding walks between vertices in Vend. To be
precise, suppose that γ is given by u = u0, u1, . . . , uk = v. Let j1 > 0 be minimal so that uj1 ∈ Vend
and let γ(1) be the path u0, . . . , uj1 . Inductively, if ji−1 < k then let ji > ji−1 be minimal so that
uji ∈ Vend and set γ
(i) to be the path uji−1 , . . . , uji . It follows from this definition that the interior
nodes in each γ(i) are degree 2 in γ; hence, each γ(i) is self-avoiding, and any pair γ(i), γ(j) are
either identical, or their interior vertices are disjoint. Finally, let {ζ(1), . . . , ζ(r)} be {γ(i)}, but with
duplicates removed.
Definition 5.3. We call the preceding construction of ζ(1), . . . , ζ(r) the canonical SAW-decomposition
of γ.
We remark that the same construction works for any set Vend that is larger than the one defined
in (16).
Definition 5.4. For a set of vertices U , if we run the preceding construction, but with
Vend = U ∪ V≥3 ∪ {u, v} ∪ {w ∈ γ ∶ γ backtracks at w}.
instead of as defined in (16), then we call the resulting SAW-decomposition the U -canonical SAW-
decomposition of γ.
Lemma 5.5. If ζ(1), . . . , ζ(r) is the canonical SAW-decomposition of γ then r ≤ 2kr(γ) +B(γ) + 1,
where B(γ) is the number of backtracks in γ.
If ζ(1), . . . , ζ(r) is the U -canonical SAW-decomposition of γ then r ≤ 2kr(γ) +B(γ) + 1 + ∣U ∣.
Proof. Every returning edge in γ increases r by at most 2, since it can create a new SAW component,
and it can split an existing component into 2 pieces. Every backtrack in γ increases r by at most
1, since it can create a new SAW component. This proves the first statement; to prove the second,
note that each vertex v ∈ A creates at most one new component, since if v ∈ V≥3 then it has no
effect, while if v /∈ V≥3 then it has degree at most 2 in γ and so splitting the path that goes through
v introduces at most one new component.
5.3 The weight of a SAW-decomposition
We can compute the expected weight of a SAW-decomposition by simply applying Lemma 5.1 to
each component. We state the following lemma slightly more generally, so that we may also apply
it to subsets of the SAW-decomposition of a path.
Lemma 5.6. Suppose ζ(1), . . . , ζ(r) are self-avoiding paths, where ζ(i) is a path of length zi between
ui and vi. Suppose also that no ζ
(i) intersects an interior vertex of any other ζ(j). Let m1, . . . ,mr ≤
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no(1) be positive integers. Suppose that ⋃i ζ(i) has at most no(1) edges. Let Vend = {u1, v1, . . . , ur, vr}.
If d∑imizi = no(1) then, uniformly over γ and over all labellings σVend on vertices in Vend,
E
⎡⎢⎢⎢⎢⎣∏i ∏e∈ζ(i)W
mi
e ∣ σVend
⎤⎥⎥⎥⎥⎦ = (1 + n
−1+o(1)) ∏
i∶mi=1
σuiσvis
zi
nzi
∏
i∶mi>1
σuiσvis
zi + dzi
nzi
.
Moreover, RRRRRRRRRRRR
E
⎡⎢⎢⎢⎢⎣∏i ∏e∈ζ(i)W
mi
e ∣ σVend
⎤⎥⎥⎥⎥⎦
RRRRRRRRRRRR
≤ (1 + o(1))2rskn−∣E(γ)∣,
where k = ∑i∑e∈ζ(i)me.
Proof. To get the first claim, note that conditioned on σVend, the terms∏e∈ζ(i) Wmie are independent
as i varies and apply Lemma 5.1 to each ζ(i).
For the claimed inequality,
∏
i∶mi=1
szi
nzi
∏
i∶mi>1
szi + dzi
nzi
≤ 2r ∏
i∶mi=1
szi
nzi
∏
i∶mi>1
dzi
nzi
= 2r ∏
e∈γ
me=1
s
n
∏
e∈γ
me>1
d
n
≤ 2rn−∣E(γ)∣sk,
where the last inequality follows because 1 < d < s2, and so me > 1 implies d < s
2 ≤ sme .
5.4 Proof of (1)–(3)
Now we prove the first three parts of Theorem 2.8. The claim (1) about the first moment follows
from Lemma 5.1.
5.4.1 The second moment
For the second moment, we will expand the square in Y 2u,v. Suppose γ1 and γ2 are a pair of self-
avoiding paths of length k from u to v. By reversing γ2 and appending it to γ1, we obtain a single
path (γ, say) from u to itself which passes through v and backtracks at most once (at v). We
consider the set of all γ that can be obtained in this way, and divide them into four classes:
• Γ0 is the collection of such paths with kr(γ) = 0. These paths begin with a self-avoiding walk
from u to v, after which they backtrack at v and walk back to u along exactly the same path.
They have k edges, k − 1 vertices, and every edge is visited twice.
• Γ1 is the collection of such paths with kr = 1. These paths consist of a simple cycle that is
traversed once, with up to two “tails” that are traversed twice each.
• Γ2 is the collection of such paths with 2 ≤ kr ≤ k
∗.
• Γ3 is the collection of such paths with kr > k
∗.
First, we consider Γ0. By Lemma 5.1, if U does not intersect the interior of γ ∈ Γ0 then∣E[Xγ ∣ σU]∣ = (1 + o(1))2(d/n)k . There are at most nk−1 such paths, giving a total weight of at
most (1 + o(1))2dk/n. On the other hand, the contribution of γ whose interiors do intersect with
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U is negligible: by Lemma 5.6 applied to the U -canonical SAW-decomposition of γ, E[Xγ ∣ σU] =(1 + o(1))2r(d/n)k, where r is the number of interior vertices of γ that intersect U . On the other
hand, the number of such paths γ is at most ∣U ∣rnk−1−r; since ∑r≥1 2r ∣U ∣rn−r = n−1+o(1), we see that
these contribute only a lower-order term. Hence,
RRRRRRRRRRR∑γ∈Γ0E[Xγ ∣ σU ]
RRRRRRRRRRR ≤ (1 + o(1))2d
k/n ≤ (1 + o(1))2s2kn−3,
where the second inequality follows from our choice of k in Theorem 2.8. In particular, this term
is of a lower order than the bound claimed in the theorem.
Next, we consider Γ1. Recall that the first k steps of γ ∈ Γ1 make up a simple path. Let i
be minimal so that the (k + i + 1)th step of γ is new; let j be such that the 2k − jth step of γ is
returning. It follows that the first j edges of γ consist of a simple path where each edge is traversed
twice. The same holds for edges k − i + 1 through k − 1. The rest of γ consists of a simple cycle
of length 2k − 2(i + j), each edge of which is traversed once. Let Γ1(i, j) denote the set of such
paths. By Lemma 5.6, if γ’s interior does not intersect U then the expected weight of γ ∈ Γ1(i, j)
is bounded by ∣E[Xγ ∣ σU ]∣ ≤ (1 + o(1))2(d/n)i+j(s/n)2k−2(i+j).
Now, ∣Γ1(i, j)∣ = (1 + o(1))n2k−i−j−2 because γ ∈ Γ1(i, j) has 2k − i − j distinct vertices (including u
and v), and once those vertices and their order is fixed then γ is determined. As in the argument
for Γ0, the paths whose interiors intersect U provide a negligible contribution, and hence
RRRRRRRRRRRR ∑γ∈Γ1(i,j)
E[Xγ ∣ σU ]
RRRRRRRRRRRR
= (1 + o(1))2n−2s2k−2(i+j)di+j = (1 + o(1))2n−2s2k ( d
s2
)i+j .
Summing over i and j, we have
RRRRRRRRRRR∑γ∈Γ1E[Xγ ∣ σU ]
RRRRRRRRRRR ≤ (1 + o(1))2n
−2s2k
∞
∑
i,j=0
( d
s2
)i+j = (1 + o(1))2n−2s2k ( s2
s2 − d
)2 . (17)
Hence, Γ1 provides the main term in the claimed bound.
Next, we consider Γ2, which we will split up according to the number of new edges: let Γ2,kn be
the set of γ ∈ Γ2 with kn(γ) = kn. To estimate the size of Γ2,kn , we apply Lemma 4.8 with u′ = u and
v′ = v. Since kn(γ) = k−1+kn,γ1(γ2) and kr,γ1(γ2) ≤ k∗ = O(1), Lemma 4.8 yields ∣Γ2,kn ∣ ≤ nkn−1+o(1).
On the other hand, Lemma 5.6 implies that for γ ∈ Γ2, E[Xγ ∣ σU ] ≤ s2kn−kn(γ)−kr(γ)+o(1) since
kn(γ) + kr(γ) is the number of distinct edges in γ, and since r in Lemma 5.6 is bounded by
4kr + 1 ≤ 4k
∗ + 1 = O(1). Recalling that kr(γ) ≥ 2 for all γ ∈ Γ2,
∑
γ∈Γ2,kn
E[Xγ ∣ σU ] ≤ s2kn−kr(γ)−1+o(1) ≤ s2kn−3+o(1).
Summing over the k choices of kn shows that the paths in Γ2 contribute a smaller order term than
the paths in Γ1.
Finally, we bound Γ3 using Corollary 4.5; these terms also contribute a smaller order term.
5.4.2 The cross moment
To compute the cross moment in Theorem 2.8, we expand the product Yu,vYu′,v′ and divide pairs
of paths γ1 ∈ Γ
SAW
u,v , γ2 ∈ Γ
SAW
u′,v′ into three groups:
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• Γ0 are the pairs of paths that do not intersect.
• Γ1 are the pairs of paths that do intersect, and that satisfy kr,γ1(γ2) ≤ k∗.
• Γ2 are the pairs of paths that satisfy kr,γ1(γ2) > k∗.
For (γ1, γ2) ∈ Γ0, the variables Xγ1 and Xγ2 are independent, and hence
E[Xγ1Xγ2 ∣ σU , σU ′] = E[Xγ1 ∣ σU , σU ′]E[Xγ2 ∣ σU , σU ′].
We recall from (1) that the right hand side above is of the order s2kn−2; in order to prove the claim
about the cross moments, we need to show that the contributions of Γ1 and Γ2 are of the order
s2kn−3+o(1).
To control Γ1, we split pairs of paths according to kn,γ1(γ2). If Γ1,kn,γ1 is the set of pairs of
paths in Γ1 with kn,γ1(γ2) = kn,γ1 then Lemma 4.8 implies that ∣Γ1,kn,γ1 ∣ ≤ nk+kn,γ1−2+o(1) (when
applying Lemma 4.8, recall that v′ is distinct from u and v). By Lemma 5.6, and noting that∣E(γ1) ∪E(γ2)∣ ≥ k + kn,γ1 + 1 because kr,γ1(γ2) ≥ 1,
RRRRRRRRRRRRR
∑
(γ1,γ2)∈Γ1,kn,γ1
E[Xγ1Xγ2 ∣ σU , σU ′]
RRRRRRRRRRRRR
≤ ∣Γ1,kn,γ1 ∣s2kn−k−kn,γ1−1+o(1) ≤ s2kn−3+o(1).
Summing over the k possible values of kn,γ1 adds another n
o(1) factor, and we conclude that Γ1 is
a lower order term.
Finally, we control Γ2. For each pair (γ1, γ2) ∈ Γ2, we may create a new path γ by joining the end
of γ1 to the beginning of γ2. Then γ has length 2k + 1 and kr(γ) ≥ k∗. Note that ∣Xγ ∣ ≥ 1n ∣Xγ1Xγ2 ∣
because the new edge that we added always has ∣We∣ ≥ 1n . Hence,
RRRRRRRRRRRR ∑(γ1,γ2)∈Γ2
E[Xγ1Xγ2 ∣ σU , σU ′]
RRRRRRRRRRRR
≤ n∑
γ
E[∣Xγ ∣ ∣ σU , σU ′],
where the second sum ranges over all γ of length 2k+1 satisfying kr(γ) ≥ k∗. But by Corollary 4.5,
the last quantity is at most n−3+o(1), and so Γ2 contributes a lower order term.
6 Weighted sums over complicated paths
In this section, we will prove (4) by controlling the sum of Xγ over all non-self-avoiding paths (in
other words, we will show that the random variable ∣Nu,v − Yu,v∣ is small). The basic idea is the
following: letting Ξ be the event that the graph is ℓ-tangle-free, we will show that 1Ξ(Nu,v − Yu,v)
has a small second moment. We will do this by constructing, for each path γ, a cover of Ξ containing
events of the form “the edges in F are banned,” where F is some subset of possible edges. On each
of these events, the fact that some edges are banned will help us show that Xγ is small.
For the rest of the subsection, we fix the following notation: Let γ be a path of length k with t
ℓ-tangles; let kr = kr(γ) and kn = kn(γ). Take ζ(1), . . . , ζ(r) to be the canonical SAW-decomposition
of γ, and let Vend be its set of endpoints. Let Zshort = Zshort(γ) be the collection of ζ(i) that have
length at most 4ℓ and let Z long = Z long(γ) be the other ζ(i). We write E(Zshort) = ⋃ζ∈Zshort ζ, and
similarly for E(Z long). Define
F = F(γ) = {F ⊂ E(Zshort) ∶ ∑
e∈F
me ≥ t and ∣F ∣ ≤ kr − 1}.
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For F ⊂ E(Zshort), let ΩF be the event that no edge of F appears in G, and let
ΩF = ⋃
F ∈F
ΩF .
For some intuition on ΩF(γ), note that if γ has no ℓ-tangles then t(γ) = 0 and so ∅ ∈ F(γ).
Hence, ΩF(γ) is the entire probability space. On the other hand, if γ is a figure-eight-shaped
graph consisting of two short (e.g. length ℓ) cycles that share a vertex, then F(γ) is the collection{{e} ∶ e ∈ E(γ)}, and ΩF(γ) is the event that some edge in E(γ) fails to appear.
Recall that Ξ is the event that G contains no ℓ-tangles.
Lemma 6.1. For any path γ, Ξ ⊂ ΩF(γ).
Proof. Fix the path γ. With the notation preceding the lemma, take some G ∈ Ξ and let F be
a minimal subset of E(Zshort(γ)) ∖E(G) such that γ ∖ F has no ℓ-tangles; to see that F is well-
defined, note that there exist subsets F ′ of E(Zshort(γ)) ∖E(G) such that γ ∖F ′ has no ℓ-tangles:
since G is ℓ-tangle-free, E(Zshort(γ)) ∖ E(G) is such a set. Since F ∩ E(G) = ∅, clearly G ∈ ΩF .
We claim that F ∈ F(γ); this will imply that G ∈ ΩF(γ), completing the proof.
Since γ∖F is ℓ-tangle-free, the fact that t is the number of ℓ-tangles in γ implies that∑e∈F me ≥ t.
In order to see that ∣F ∣ ≤ kr − 1, we claim that no connected component of γ ∖ F is a tree, and
that therefore γ ∖ F has at least as many edges as vertices. Indeed, γ is connected and so if γ ∖ F
has some connected component γ1 that is a tree then F must contain an edge connecting γ1 to
some other component of γ ∖ F . Adding this edge back into γ ∖ F cannot introduce any tangles,
contradicting the assumption that F was minimal. We conclude that γ ∖ F has at least as many
edges as vertices, and so ∣F ∣ ≤ ∣E(γ)∣ − ∣V (γ)∣ = kr − 1.
Lemma 6.2. If ℓ log d = o(log n) then P[Ξ] ≥ 1 − n−1+o(1).
Proof. Let H be any fixed graph with m vertices and m + 1 edges. There are at most nm ways to
embed H into G, and for each of those embeddings, the probability that all edges in H appear is at
most (2d/n)m. By a union bound, the probability that H is a subgraph of G is at most n−1(2d)m.
Now, if G contains an ℓ-tangle then it has some neighborhood of radius ℓ containing two
cycles. By taking these two cycles and (if necessary) the shortest path connecting them, we obtain
a subgraph of H of G with m ≤ 4ℓ vertices, m + 1 edges, and no vertices of degree 1. Up to
isomorphism, there are no more than O(ℓ3) such graphs H: indeed, all vertices of H have degree
two, except for either two that have degree three or one that has degree four. In either case, the
graph is determined up to isomorphism by specifying the lengths of the chains that connect these
vertices of higher degree. These lengths are all at most 4ℓ, and there are at most three of them
to choose. By taking a union bound over all such H and applying the argument of the previous
paragraph, 1 − P[Ξ] ≤ O(ℓ3n−1(2d)4ℓ) = n−1+o(1).
Before proceeding to bound the weight of non-self-avoiding paths, we present one more prelimi-
nary lemma. Because we will take a second moment, we will need to handle pairs of non-self-avoiding
paths. In order to do so, we need to interpret the condition ∑e∈F me ≥ t in the definition of F(γ)
for pairs of paths. In the following lemma we deal with multiple paths, so we will write me(γ) for
the number of times that the path γ crosses the edge e.
Lemma 6.3. Let γ1 and γ2 be two paths from u to v of length k. Let γ be the path from u to
u obtained by first following γ1 and then following the reversal of γ2. For any F1 ∈ F(γ1) and
F2 ∈ F(γ2),
∑
e∈F1∪F2
me(γ) ≥ t(γ1) + t(γ2) + ∣F1 ∪ F2∣ − kr(γ) + 1.
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Proof. Let F = F1∪F2, F
′
1 = (F1∖F2)∩E(γ2), and F ′2 = (F2∖F1)∩E(γ1). Then set H = F ∖(F ′1∪F ′2).
Recall that γi ∖ Fi has at least as many edges as vertices.
γ ∖H = (γ1 ∖F1) ∪ (γ2 ∖ F2)
also has at least as many edges as vertices. Hence, ∣H ∣ ≤ kr(γ) − 1.
For every e ∈ F ′i , we have me(γ) ≥me(γi) + 1. Hence,
∑
e∈F
me(γ) = ∑
e∈H
me(γ) + ∑
e∈F ′
1
me(γ) + ∑
e∈F ′
2
me(γ)
≥ ∑
e∈H
(me(γ1) +me(γ2)) + ∑
e∈F ′
1
me(γ1) + ∑
e∈F ′
2
me(γ2) + ∣F ′1∣ + ∣F ′2∣
≥ t(γ1) + t(γ2) + ∣F ′1∣ + ∣F ′2∣
≥ t(γ1) + t(γ2) + ∣F ∣ − kr(γ) + 1.
6.1 The weight of a complicated path
Let γ1 and γ2 be non-backtracking paths from u to v of length k that are not self-avoiding. That is,
kr(γ1), kr(γ2) ≥ 1. Let γ be the path obtained by first following γ1 and then following γ2 backwards.
Let t(γi) be the number of tangles in γi.
Recall from (13) that k∗ is a constant (depending on s and d) such that paths with kr > k
∗ are
irrelevant.
Lemma 6.4. Suppose that kr(γ) ≤ k∗. Take U ⊂ V . If ℓ∣U ∣ = o(log n) and t = t(γ1)+ t(γ2) then for
any F1 ∈ F(γ1) and F2 ∈ F(γ2),
∣E [1ΩF11ΩF2Xγ ∣ σU ]∣ ≤ s2kn−kn(γ)−t−1+o(1),
uniformly over γ and σU .
Proof. Let ζ(1), . . . , ζ(r) be the canonical SAW-decomposition of γ with respect to U , and let Vend
be its set of endpoints. Let me be the number of times that the edge e is traversed in γ.
Let K be the collection of ζ(i) that contain some edge of either E(Zshort(γ1)) or E(Zshort(γ2));
note that E(K) = E(Zshort(γ1)) ∪ E(Zshort(γ2)), but that K is not the same thing as Zshort(γ),
because γ may have some short segments that were not short in either γ1 or γ2. Let L be the
collection of ζ(i) that do not belong to K. We split Xγ = XKXL, where XK = ∏e∈E(K)Wmee and
XL =∏e∈E(L)Wmee . Note that ΩF(γi) for i = 1,2 only depend on the edges in E(K); hence,
∣E [1ΩF(γ1)1ΩF(γ2)Xγ ∣ σU]∣ = ∣E [1ΩF(γ1)1ΩF(γ2)XK ∣ σU]E [XL ∣ σU ]∣
≤ E [1ΩF(γ1)1ΩF(γ2) ∣XK ∣ ∣ σU] ∣E [XL ∣ σU ]∣ (18)
The term involving XL may be bounded by Lemma 5.6 (recalling that the combined path γ has
length 2k): ∣E[XL ∣ σU ]∣ ≤ (1 + n−1+o(1))2rn−∣E(L)∣s2k. (19)
Next, we turn to the first term of (18). Recall that ΩF is the event that no edge in F appears.
Hence, if F1 ∈ F(γ1), F2 ∈ F(γ2), and F = F1 ∪ F2 then
E[1ΩF ∣XK ∣ ∣ σU ] = ∏
e∈F
(d/n)me ∏
e∈E(K)∖F
E[∣We∣me ∣ σU ]
≤ (d/n)∣F ∣+t(γ1)+t(γ2)−kr(γ)+1(2d/n)∣E(K)∣−∣F ∣
≤ (2d/n)∣E(K)∣+t−kr(γ)+1,
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where we applied Lemma 6.3 in the first inequality above. Hence,
E [∣1ΩF (γ1)1ΩF(γ2)XK ∣ ∣ σU] ≤ E
⎡⎢⎢⎢⎢⎣ ∑F1∈F(γ1) ∑F2∈F(γ2)1ΩF1∪F2 ∣XK ∣ ∣ σU
⎤⎥⎥⎥⎥⎦
≤ ∣F(γ1)∣∣F(γ2)∣(2d/n)∣E(K)∣+t−kr(γ)+1
≤ kkr(γ1)+kr(γ2)(2d/n)∣E(K)∣+t−kr(γ)+1
Combining this with (18) and (19),
∣E [1ΩF(γ1)1ΩF(γ2)Xγ ∣ σU]∣ ≤ (1 + o(1))kkr(γ1)+kr(γ2)(2d)∣E(K)∣+t+rs2kn−∣E(K)∣−∣E(L)∣−t+kr(γ)−1.
Now, kr(γ1)+kr(γ2) is at most the number of returning edges in γ, which is at most O(1). Moreover,∣E(K)∣ ≤ 4ℓr, t ≤ r, and r ≤ O(1) + ∣U ∣ + 1; hence, the quantity above is bounded by
s2kn−∣E(K)∣−∣E(L)∣−t+kr(γ)−1+o(1).
Now, ∣E(K)∣+ ∣E(L)∣ is the number of distinct edges traversed by γ, which is also equal to kn(γ)+
kr(γ). Applying this in the exponent of n completes the proof.
6.2 Proof of (4)
We will now combine Lemma 6.4 with our earlier bounds on the number of paths (Lemma 4.7)
to show that the total weight of non-self-avoiding paths is negligible on the event that the graph
contains no tangles.
Lemma 6.5. Fix vertices u and v, and let Γbad be the set of non-backtracking, non-self-avoiding
paths from u to v of length k. For any set U ⊂ V with ∣U ∣ = no(1), if k/ℓ = o(logn/ log logn) then
uniformly over all labellings σU on U ,
E
⎡⎢⎢⎢⎢⎣1Ξ( ∑γ∈ΓbadXγ)
2 ∣ σU
⎤⎥⎥⎥⎥⎦ ≤ s
2kn−3+o(1).
Before proving Lemma 6.5, note that because ∑γ∈Γbad Xγ is the same as N (k)u,v − Yu,v in The-
orem 2.8, (4) follows from Lemma 6.5, Chebyshev’s inequality, and the fact that (Lemma 6.2)
P(Ξ) = 1 − n−1+o(1).
Proof of Lemma 6.5. We may bound
1Ξ( ∑
γ∈Γbad
Xγ)2 ≤ ( ∑
γ∈Γbad
1ΩF(γ)Xγ)2
because both sides are non-negative and, by Lemma 6.1, they agree whenever the left hand side is
non-zero. Next, we expand the sum above as
∑
γ1,γ2∈Γbad
1ΩF (γ1)1ΩF (γ2)Xγ1Xγ2
Combining the last two displayed equations,
E
⎡⎢⎢⎢⎢⎣1Ξ( ∑γ∈ΓbadXγ)
2 ∣ σU
⎤⎥⎥⎥⎥⎦ ≤ ∑γ1∈Γbad ∑γ2∈ΓbadE[1ΩF (γ1)1ΩF (γ2)Xγ1Xγ2 ∣ σU ].
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Let γ = γ(γ1, γ2) be γ1 concatenated with the reverse of γ2. Let Λ1 ⊂ Γbad ×Γbad be the set of pairs(γ1, γ2) such that γ(γ1, γ2) has more than k∗ returning edges. Let Λ2 ⊂ (Γbad × Γbad) ∖ Λ1 be the
set of pairs (γ1, γ2) such that ∣(V (γ1) ∪ V (γ2)) ∩U ∣ ≥ 2√logn. Let Λ = Λ1 ∪Λ2. By Corollary 4.5,
∑
(γ1,γ2)∈Λ1
∣E[1ΩF (γ1)1ΩF(γ2)Xγ1Xγ2 ∣ σU ]∣ ≤ n−4+o(1).
Since ∣U ∣ = no(1) ≤ n1/2 for large enough n, the fraction of γ1 ∈ Γbad such that ∣V (γ1) ∩U ∣ ≥√logn
is at most n−c
√
logn for some constant c > 0. By Lemma 4.4,
∑
(γ1,γ2)∈Λ2
∣E[1ΩF(γ1)1ΩF(γ2)Xγ1Xγ2 ∣ σU ]∣ ≤ ∑
(γ1,γ2)∈Λ2
(2d
n
)kn(γ(γ1,γ2))+kr(γ(γ1,γ2))
≤ (2d)kn−c√logn+O(1) ≤ n−4+o(1),
and so it remains to prove that
∑
γ1∈Γbad
∑
γ2∈Γbad
1{(γ1,γ2)/∈Λ}E[1ΩF(γ1)1ΩF(γ2)Xγ1Xγ2 ∣ σU ] ≤ s2kn−3+o(1) (20)
We will further split this sum according to the number of tangles in γ1 and γ2; that is, we define
Γbadt to be the set of γ1 ∈ Γ
bad with t(γ1) = t. We will show that for any t1 and t2,
∑
γ1∈Γbadt1
∑
γ2∈Γbadt2
1{(γ1,γ2)/∈Λ1}E[1ΩF (γ1)1ΩF(γ2)Xγ1Xγ2 ∣ σU ] ≤ s2kn−3+o(1). (21)
Summing over the k = no(1) possible values of t1 and t2, this will imply (20) and complete the proof.
To control (21), fix γ1 and consider the sum over γ2. By Lemma 4.7, there are at most
nkn+t2−1+o(1) choices of γ2 ∈ Γbadt2 that satisfy kn(γ2) = kn (denote this set by Γbadt2,kn). Note that the
fraction of γ2 ∈ Γ
bad
t2,kn
satisfying kn(γ) = kn(γ1) + kn(γ2) −m is at most k2m(n − 2k)−m. Indeed,
m = kn(γ1) + kn(γ2) − kn(γ) is the number of edges that were new in γ2 but not in γ. There are
at most km ways to choose which edges in γ2 will no longer be new and each one has at most
km choices for a non-new step, versus at least (n − 2k)m choices for a new step. Set Γbadt2,kn,m,γ1
to be the paths γ2 ∈ Γ
bad
t2,kn
satisfying kn(γ) = kn(γ1) + kn(γ2) −m. Note that if (γ1, γ2) /∈ Λ then
the total number of returning edges in γ is at most k∗ = O(1), and the number of vertices in U
intersecting V (γ) is at most 2√logn. Hence, Lemma 6.4 applied with U = U ∩ V (γ) implies that
for any γ1 ∈ Γ
bad
t1
and any m,
∑
γ2∈Γbadt2,kn,m,γ1
1{(γ1,γ2)/∈Λ}E[1ΩF (γ1)1ΩF (γ2)Xγ1Xγ2 ∣ σU ] ≤ ∣Γbadt,kn,m,γ1 ∣s2kn−kn(γ1)−kn(γ2)+m−t1−t2−1+o(1)
≤ ∣Γbadt,kn ∣s2kn−kn(γ1)−kn(γ2)−t1−t2−1+o(1)
≤ s2kn−kn(γ1)−t1−2+o(1).
Taking the sum over kn ≤ k and m ≤ k only contributes a factor of n
o(1); hence,
∑
γ2∈Γbadt2
1{(γ1,γ2)/∈Λ}E[1ΩF (γ1)1ΩF(γ2)Xγ1Xγ2 ∣ σU ] ≤ s2kn−kn(γ1)−t1−2+o(1).
Summing over the nkn+t1−1+o(1) possible γ1 ∈ Γbadt1,kn and then over the k possible values of kn, we
see that the right hand side of (21) is bounded by s2kn−3+o(1), as claimed.
Finally, note that we have finished the proof of Theorem 2.8. Indeed, we proved (1) at the
beginning of Section 5.4, (2) in Section 5.4.1, (3) in Section 5.4.2, and we just proved (4).
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