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Abstract
Consider a Lagrangian of the form
Lðx; ’x; q; ’qÞ ¼ 12ð ’x2  x2Þ þ 12 ’q2 þ ð1þ dðxÞÞVðqÞ;
where x; qAR: Assuming that d is bounded and V ; periodic in q; is such that V 0ð0Þ ¼ 0; we
prove existence of inﬁnitely many solutions homoclinic to periodic orbits in the center
manifold q ¼ 0; ’q ¼ 0 of the corresponding system.
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1. Introduction
Consider the Lagrangian
Lðx; ’x; q; ’qÞ ¼ 1
2
ð ’x2  x2Þ þ 1
2
’q2 þ ð1þ dðxÞÞVðqÞ; x; qAR:
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Under the assumption that V has a strict global minimum at q ¼ 0 and it is periodic
in qAR one knows that the point P0 ¼ ðx ¼ 0; ’x ¼ 0; q ¼ 0; ’q ¼ 0Þ is a saddle-center
stationary point for the associated Hamiltonian system.
Such a stationary point has a one-dimensional stable and unstable manifold which
in general do not cross in the three-dimensional energy surface. So one does not
expect to ﬁnd solutions homoclinic to P0:
On the other hand, associated to such a P0; there is also a center manifold, which
in this particular situation is simply the manifold q ¼ 0; ’q ¼ 0; which is foliated by
the periodic orbits xRðtÞ ¼ R cosðt þ jÞ; ’x ¼ R sinðt þ jÞ: Such orbits are
hyperbolic with respect to their energy surface.
A model of this kind (actually a rather more general one, when ðq; ’qÞ belongs to
the tangent bundle of a compact manifold M of dimension kX1) has been recently
studied by Patrick Bernard [2], who has shown that there is at least one solution of
the associated Lagrangian system homoclinic to one of the periodic solution in the
center manifold. In the paper [2], upper estimates are also given on the energy of the
solution found (that is, on the values of R for which there is a homoclinic solution to
xR).
On the other hand, one expects to ﬁnd a lot of homoclinic solutions in this setting.
Indeed, in a perturbative setting, assuming that the system has a homoclinic solution
to P0; existence of many homoclinic solutions and even chaotic behavior has been
shown in the papers [4,5,10,12–14]. Another interesting result is contained in paper
[3], where it is shown that there are systems which have solutions homoclinic to xR
for all R40 and small (even if there might be no homoclinic to P0).
A global, non-perturbative results has been obtained, always by Patrick Bernard,
who has shown [1], for a class of ﬁrst-order Hamiltonian systems in Cn having a
saddle-center stationary point, that homoclinic solution to xR can be found for a
dense subset of RXR040:
In this paper, we obtain existence of inﬁnitely many homoclinic solutions for the
above Lagrangian system. To be more precise, we look for solutions ðxðtÞ; qðtÞÞ of
q¨ ¼ ð1þ dðxÞÞV 0ðqÞ;
x¨ þ x ¼ d0ðxÞVðqÞ

ð1Þ
such that, for some R40; j1; j2A½0; 2pÞ we have
lim
t-N jxðtÞ  R cosðt þ j1Þj ¼ 0;
lim
t-þN jxðtÞ  R cosðt þ j2Þj ¼ 0;
lim
t-N qðtÞ ¼ 0;
lim
t-þN qðtÞ ¼ 2p: ð2Þ
We assume that V and dAC2ðRÞ are such that
(V1) Vðq þ 2pÞ ¼ VðqÞ for all qAR;
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(V2) 0 ¼ Vð0ÞoVðqÞ for all qAR\2pZ;
(V3) V 00ð0Þ ¼ m40;
(V4) V 0ðqÞ40 for all qAð0; %Z
 and V 0ðqÞo0 for all qA½2p %Z; 2pÞ;
ðd1Þ 1o
%
dpdðxÞp%d for all xAR;






dþ dp %Zð1þ %d d
Þ3=2










Remark 1. Let us point out, for future reference, that (V3) implies that there is a
Z0Að0; %Z=2Þ such that
m
2
pV 00ðqÞp2m for all jqjpZ0: ð3Þ
Remark 2. The above assumptions are satisﬁed, for example, by VðqÞ ¼ 1 cos q
and dðxÞ ¼ dN arctan x provided dNo0:02:
Remark 3. If dðxÞ  d0 is a constant, then under assumptions (V1)–(V2) there is a
solution q0ðtÞ of q¨ ¼ ð1þ d0ÞV 0ðqÞ homoclinic to 0: (See, for example, [6,15]) and
hence ðR cosðt þ j1Þ; q0ðtÞÞ is a solution of our problem for all RX0 and j1 ¼
j2A½0; 2pÞ:
Remark 4. If d0ð0Þ ¼ 0; then, denoting by q0ðtÞ a solution of q¨ ¼ ð1þ dð0ÞÞV 0ðqÞ
homoclinic to 0; we have that ð0; q0ðtÞÞ is a solution of our problem with R ¼ 0:
Our main result (see Theorem 17) holds provided (1) has no solution homoclinic to
q ¼ 0; x ¼ 0: We prove that, given any ½a; b
Cð0; 2pÞ; one can ﬁnd a solution of (1)
satisfying (2) for some j2  j1A½a; b
 and R40: An immediate consequence (see
Corollary 18) is that we have inﬁnitely many solutions of (1) satisfying (2).
Our result, although in a simpler setting, improves that of Bernard since, besides
ﬁnding inﬁnitely many solutions of (1)–(2), we also show that the solutions we ﬁnd
are such that qðtÞA½0; 2p
 for all t and that limt-N qðtÞ ¼ 0; limt-þN qðtÞ ¼ 2p:
Solutions of our problem will be found using variational methods as limit of
solutions of the following boundary value problem as T-þN:
q¨ ¼ ð1þ dðxÞÞV 0ðqÞ;
x¨ þ x ¼ d0ðxÞVðqÞ;
qð0Þ ¼ 0; qðTÞ ¼ 2p;




The method we use is close to the one used by Bernard in [2], and uses in an
essential way Struwe’s monotonicity trick (see [18] and also [11]). For other global
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E ¼ fxAH1locðRÞ j x is 1-periodicg
with scalar product ðx; yÞ ¼ R 1
0
ð ’x ’y þ xyÞ and
G ¼ fqAH1ð0; 1Þ j qð0Þ ¼ 0; qð1Þ ¼ 2pg
and
G ¼ fqAG j qðsÞA½0; 2p
 8sA½0; 1
g;
G is a closed subset of G: Take T40 and let, for all ðx; qÞAE  G














Lemma 5. Under assumptions (V1)–(V3) and ðd1Þ fTAC1ðE  G;RÞ: Moreover, if
ðx; qÞAE  G is a critical point for fT ; then, letting, for all tA½0; T 

x˜ðtÞ ¼ xðt=TÞ; q˜ðtÞ ¼ qðt=TÞ
we have that ðx˜; q˜Þ is a solution of (PT).
Proof. It is well known that fTAC1 and that critical points of fT are solutions of
1
T2
q¨ðsÞ ¼ ð1þ dðxðsÞÞÞV 0ðqðsÞÞ;
1
T2
x¨ðsÞ þ xðsÞ ¼ d0ðxðsÞÞVðqðsÞÞ;
qð0Þ ¼ 0; qð1Þ ¼ 2p;






q¨ðt=TÞ ¼ ð1þ dðxðt=TÞÞÞV 0ðqðt=TÞÞ ¼ ð1þ dðx˜ðtÞÞÞV 0ðq˜ðtÞÞ;
etc. &
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on E there is a splitting of E ¼ EN"EþN : More precisely, let
EN ¼ xðsÞ ¼ a0 þ
XN
k¼1
ðak cos 2pks þ bk sin 2pksÞ
( )
;
EþN ¼ xðsÞ ¼
XþN
k¼Nþ1
ðak cos 2pks þ bk sin 2pksÞ
( )
:
Then, for all xAE; x ¼ xþ þ x; xþAEþN ; xAEN and
R 1
0 x
þx ¼ 0; R 10 ’xþ ’x ¼ 0:
For all xðsÞ ¼ a0 þ
PN






















ð2pN þ jÞ2  1
 !
ða2k þ b2kÞo0:









ð4p2k2 þ 1Þða2k þ b2kÞ;















ð ’x2 þ x2Þ
¼ lðTÞjjxjj2: ð4Þ

























ð2pðN þ 1ÞÞ2  ð2pN þ jÞ2
1þ 4p2ðN þ 1Þ2
Z 1
0
ð ’x2 þ x2Þ ¼ lþðTÞjjxjj2:
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Lemma 6. Assume V and d satisfy assumptions (V1)–(V3), ðd1Þ and ðd2Þ: Let T ¼
2pN þ j; NAN; jAð0; 2pÞ: Then fT satisfies the Palais Smale condition (PS), that is
for all ðxn; qnÞAE  G such that
fTðxn; qnÞ-c rfTðxn; qnÞ-0














for all n large enough.
Proof. Using ðd2Þ we have, for n large
c þ 1
2T
þ enjjxnjjX fTðxn; qnÞ  1
2























Let xn ¼ xþn þ xn ; xþn AEþN ; xnAEN : Then







































p ½en þ jjd0jjNjjV jjN
jjxn jj
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Eq. (6) and (7) imply that






½en þ jjd0jjNjjV jjN











þ enrðTÞ½en þ jjd0jjNjjV jjN
:











This implies that jjqnjjH1ð0;1Þ is bounded and it is then a standard fact to show that
(PS) holds. &
3. The min–max procedure
As in the previous section, we ﬁx T ¼ 2pN þ j; NAN; jAð0; 2pÞ: We say that
hAHN if:
(1) h : EN-E  G is continuous;
(2) there are R40 and qhAG such that,








Lemma 7. Assume V and d satisfy assumptions (V1)–(V3), ðd1Þ and ðd2Þ:
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(b) cð2pN þ jÞ is non-increasing in jAð0; 2pÞ:
(c) Let ½a; b
Cð0; 2pÞ: Then for all NAN there is jNAða; bÞ such that cðTÞ is




























’q2 þ ð1þ %dÞVðqÞ
 
dt







T þ ð1þ %dÞVð %qTÞ
 
dt ¼ %cðTÞ:
Let us show that
%
cðTÞpcðTÞp %cðTÞ:
































T þ ð1þ %dÞVð %qTÞ
 
dt ¼ %cðTÞ:
Take now hAHN and consider
%h : EN-E

N ; %hðxÞ ¼ pEN ðpEðhðxÞÞÞ;
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where pEðx; qÞ ¼ x; pE
N
ðxÞ ¼ x: Since %hj@Bð0;RÞ ¼ Id for all R large enough, there is
%xAEN such that %hð %xÞ ¼ 0; i.e.
pEðhð %xÞÞAEþN :































2p; tA½1; T 










































½2p2 þ ð1þ %dÞjjV jjN
:
Let us note, for future reference, that
%c ¼ %cð1Þp2p2 þ ð1þ %dÞjjV jjN: ð9Þ




c=T : Indeed, since for all qAG we have that qð0Þ ¼ 0;
qð1Þ ¼ 2p; for all ZAð0; pÞ there is an interval ½a; b
C½0; 1
 such that
0oZpqðtÞp2p Z 8tA½a; b
; qðaÞ ¼ Z; qðbÞ ¼ 2p Z:
Let VZ ¼ minsA½Z;2pZ
 VðsÞ40: Then














































(b) follows from the fact that fT is a decreasing function of T and the min–max
procedure does not depend on TAð2pN; 2pðN þ 1ÞÞ:
To prove (c) we notice that the fact that cðTÞ is a.e. differentiable is a consequence
of (b). Then for ½a; b
Cð0; 2pÞ we have that
cð2pN þ bÞ þ cð2pN þ aÞX
Z b
a
jc0ð2pN þ jÞj dj
so we can ﬁnd jNAða; bÞ such that c is differentiable at 2pN þ jN and
jc0ð2pN þ jNÞjðb aÞpcð2pN þ aÞ  cð2pN þ bÞp %
c
2pN þ a %
c
2pN þ b: &
Proposition 8. Assume V and d satisfy assumptions (V1)–(V3), ðd1Þ and ðd2Þ:
Let T ¼ 2pN þ j; NAN; jAð0; 2pÞ and cðTÞ be defined as in (8). Then there is a
critical point for fT at level cðTÞ; to which corresponds a solution of problem (PT).
Proof. It is an immediate consequence of Lemmas 6 and 7. &
In order to pass to the limit as T-N we will need some more information on (at
least some of) the critical points at level cðTÞ:
We want to show that one can ﬁnd, at least for some T ’s, critical points at level
cðTÞ such that
(1) qðtÞA½0; 2p







pB for some B not depending on T :
To prove the ﬁrst claim, we introduce
G ¼ fqAG j qðtÞA½0; 2p
 8tA½0; 1
g;
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Lemma 9. For all Ta2pN;
cðTÞ ¼ cðTÞ:
Proof. HNCHN implies that cðTÞXcðTÞ:
To prove the other inequality take hAHN and let hAHN be deﬁned as hðxÞ ¼








ð1þ dðxðtÞÞÞVðqðtÞÞpð1þ dðxðtÞÞÞVðqðtÞÞ 8tA½0; 1
;
we immediately have that




Proposition 10. Assume V and d satisfy assumptions (V1)–(V3), ðd1Þ and ðd2Þ:
Let ½a; b
Cð0; 2pÞ and jNA½a; b
 be as in (c) of Lemma 7.











Proof. Fix N and jN as in Lemma 7, let T ¼ 2pN þ jN : Suppose there are no
points in the closed set








at level cðTÞ ¼ cðTÞ which are critical points for fT : Let KT be the set of critical
points at level cðTÞ: Let NdðKTÞ be the neighborhood of KT of radius d: Since (PS)
holds we can ﬁnd d040 such that
A-Nd0ðKTÞ ¼ |:
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Moreover, there exists a deformation Z : ½0; 1
  E  G-E  G and e040 such that
* s/fT ðZðs; x; qÞÞ is not increasing;
* for all 0oeoe0; we have that
Zð1; x; qÞAf cðTÞeT for all ðx; qÞAf cðTÞþeT \Nd0ðKTÞ;
where f aT ¼ fðx; qÞAE  G : fTðx; qÞpag;
* Zðs; x; qÞ ¼ ðx; qÞ if fTðx; qÞo0:
Let us now consider a sequence TnsT ; Tn42pN for all n: Since ðcðTnÞ 
cðTÞÞ=ðTn  TÞ-c0ðTÞ; we can ﬁnd n0AN such that for all nXn0 we have
cðTnÞ  cðTÞp jc0ðTÞj þ 1
10T
 




ðT  TnÞoe0: ð13Þ



















p cðTÞ þ jc0ðTÞj þ 1
10T
 
ðT  TnÞ þ 1
10T
ðT  TnÞ




o cðTÞ þ jc0ðTÞj þ 1
10
 
ðT  TnÞocðTÞ þ e0;
that is
hnðxÞAf cðTÞþe0T for all xAEN ; nXn0: ð14Þ
Take now nXn0 and ð %x; %qÞAhnðENÞ such that
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We have that
fTnð %x; %qÞ  fTð %x; %qÞp cðTnÞ þ
1
10T
ðT  TnÞ  cðTÞ þ 1
10T
ðT  TnÞ
p jc0ðTÞj þ 1
10T
 
ðT  TnÞ þ 1
5T
ðT  TnÞ




On the other hand, we have








































































Using now (14) and (15) and applying the deformation Z we ﬁnd that, for all nXn0
and xAEN
Zð1; hnðxÞÞAf cðTÞðTTnÞ=10T :
Since x/Zð1; hnðxÞÞ is a map in HN ; we have reached a contradiction. &
Lemma 11. Assume V and d satisfy assumptions (V1)–(V4), and ðd1Þ–ðd3Þ:
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Let Ta2pN: Let ðx; qÞAE  G be a critical point of fT such that
fTðx; qÞ ¼ cðTÞ:





qðtÞp2p Z 8tA½0; t2
;
2p ZpqðtÞp2p 8tA½t2; 1
:
Proof. Recall that ðx; qÞ is a solution of
q¨ðsÞ ¼ T2ð1þ dðxðsÞÞÞV 0ðqðsÞÞ;
x¨ðsÞ þ T2xðsÞ ¼ T2d0ðxðsÞÞVðqðsÞÞ;

in ½0; 1
 such that qð0Þ ¼ 0; qðsÞA½0; 2p
 for all sA½0; 1
; qð1Þ ¼ 2p:
Take ZpZ0 and let t1 ¼ inffsA½0; 1
 j qðsÞ4Zg and t2 ¼ supfsA½0; 1
 j qðsÞo2p
Zg: If the lemma does not hold, then there is t10Aðt1; 1
 such that qðt10Þ ¼ Z (or there
is t20A½0; t2Þ such that qðt20Þ ¼ 2p Z; we will only discuss the ﬁrst case). Then qðtÞ
has a max t001Aðt1; t10Þ; hence q¨ðt001Þp0: But
q¨ðt001Þ ¼ T2ð1þ dðxðt001ÞÞÞV 0ðqðt001ÞÞ





















Now we deﬁne a new function %qAG; setting
%qðtÞ ¼
0; 0ptpt10  t1;




We also let %hð %xÞ ¼ ð %x; %qÞ for all %xAEN : Clearly %hAHN ; so that, since fT ðx; qÞ ¼ cðTÞ
0p sup
%xAEN
fTð %hð %xÞÞ  fTðx; qÞ:
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We will now estimate, for all %xAEN




































































































We have used here the fact that, being x a 1-periodic solution of















and also the estimate on
R 1
0 VðqÞ of Lemma 6 and that of cðTÞ given by Lemma 7.
From estimate (9) and assumption ðd3Þ one deduces that









and the lemma follows. &
4. The limiting procedure
Recall that we want to pass to the limit as T-þN: To do this, we go back to the
interval ½0; T 
: As a consequence of the results of the previous sections (see in
particular, Proposition 10 and Lemma 11) we have
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Proposition 12. Assume V and d satisfy assumptions (V1)–(V4), and ðd1Þ–ðd3Þ:
Then for all NAN and ½a;b
Cð0; 2pÞ we can find jNA½a; b
 and a solution
ðxN ; qNÞ of
q¨N ¼ ð1þ dðxNÞÞV 0ðqNÞ;
x¨N þ xN ¼ d0ðxNÞVðqNÞ

in ½0; 2pN þ jN 
 such that (letting TN ¼ 2pN þ jN )
(a) qNð0Þ ¼ 0; qNðTNÞ ¼ 2p; qNðtÞA½0; 2p
 for all tA½0; TN 
;













0 ð ’x2N þ ’q2NÞpBTN ;
(e) for all 0oZpZ0 one can find t1N ; t2NA½0; TN 
 such that
0pqNðtÞpZ for all tA½0; t1N 
;
qNðtÞXZ for all tA½t1N ; TN 
;
qNðtÞp2p Z for all tA½0; t2N 
;
2p ZpqNðtÞp2p for all tA½t2N ; TN 
;
(f) ’qNð0Þ ¼ ’qNðTNÞ40:
Proof. The only point which needs some comment is (f). This is a consequence of the
fact that the total energy is conserved, that is
1
2
ð ’x2NðtÞ þ x2NðtÞÞ þ
1
2
’q2NðtÞ  ð1þ dðxNðtÞÞÞVðqNðtÞÞ ¼ EN
for some ENAR and for all tA½0; TN 
: Since VðqNð0ÞÞ ¼ Vð0Þ ¼ 0; we have that
EN40 (it cannot be EN ¼ 0 otherwise qðtÞ  0; xðtÞ  0). Since xN is TN periodic,
we also deduce that
’q2Nð0Þ ¼ ’q2NðTNÞ
and, since 0 ¼ qNð0ÞpqNðtÞpqNðTNÞ ¼ 2p we have that
’qNð0Þ ¼ ’qNðTNÞ40
and qN can be seen as a periodic function on S
1: &
Lemma 13. Assume V and d satisfy assumptions (V1)–(V4), and ðd1Þ–ðd3Þ:
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N  e ﬃﬃ%ap t1N  yðtÞ
for all tA½0; t1N 

















d dÞVZðt2N  t1NÞ
we immediately deduce that (16) holds.
Recall that V 0ðqÞXm
2





















N  e ﬃﬃ%ap t1N :
Then, for all tA½0; t1N 

ðy¨  q¨NÞ þ
%
aðy  qNÞ ¼ q¨N 
%
aqN








By maximum principle, yðtÞ  qNðtÞX0; that is
0pqNðtÞpyðtÞ 8tA½0; t1N 
:





















ðq¨N  z¨Þ þ %aðqN  zÞX0
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and we deduce that
0pzðtÞpqNðtÞ 8tA½0; t1N 
: &
Remark 14. Clearly we also have for all tA½t2N ; TN 

z˜ðtÞ  Z e
ﬃﬃ
%a





















p ðTNt2N Þ  e ﬃﬃ%ap ðTNt2N Þ  y˜ðtÞ:




Proof. Since TN-þN; as a consequence of Lemma 13, either t1N-þN or TN 
t2N-þN: We want to show that both diverge. Suppose t1N-þN: Then, using the

























N  e ﬃﬃ%ap t1N :
As a consequence
’qð0Þ ¼ ’qðTNÞ ¼ lim
t-0þ































































The conclusion follows by monotonicity of the function sinh: &
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Theorem 16. Assume V and d satisfy assumptions (V1)–(V4), and ðd1Þ–ðd3Þ: Choose
½a; b
Cð0; 2pÞ and let ðxN ; qNÞ be as in Proposition 12.
Then for all NAN there is tNA½t1N ; t2N 
 such that, up to a subsequence,
qNð  tNÞ- %q; xNð  tNÞ- %x;
where ð %x; %qÞ is a solution of problem (1) satisfying (2).





hence qNAH1locðR;RÞ: Let us ﬁx ZpZ0 and sufﬁciently small. Then we can ﬁnd t1N ; t2N
such that
jqNðt1NÞj ¼ Z;
jqNðtÞjoZ 8tA½0; t1N 
;
jqNðtÞ  2pjoZ 8tA½t2N ; TN 
;





Let tN be the t0N corresponding to Z0; and
q˜NðtÞ ¼ qNðt þ tNÞ; tA½tN ; TN  tN 
:
Then q˜Nð0Þ ¼ Z0 for all N andZ TNtN
tN
j ’˜qN j2p2ð%c þ 1Þ;
q˜NðtÞA½0; 2p
 8tA½tN ; TN  tN 
:
We also have that
t1NptNpt2N :
Fix aobAR: Since tN-N; TN  tN-þN; we have that q˜NAH1ða; bÞ for all
N large and jjq˜N jj2H1ða;bÞp2ð%c þ 1Þ þ ðb  aÞ4p2 so that, up to a subsequence,
q˜N,qAH1ða; bÞ;
q˜N-q uniformly in ½a; b
:
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N  t2Not1N  tN ;




N  t1NXt2N  tN :
We immediately deduce that
qðtÞ-0 as t-N; qðtÞ-2p as t-þN:
Since ðx˜N ; q˜NÞ is a solution we have that for some constant EN40 and for all




































ð ’˜x2N þ ’˜q2NÞ  cðTNÞ
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so that jjx˜N jj2H1ða;bÞ is bounded. This implies that x˜N,x in H1ða; bÞ and x˜N-x
uniformly. We can now pass to the limit in the equations
.˜qN ¼ð1þ dðx˜NÞÞV 0ðq˜NÞ;
.˜xN þ x˜N ¼ d0ðx˜NÞVðq˜NÞ;
to deduce that ðx; qÞ is a solution of
q¨ ¼ð1þ dðxÞÞV 0ðqÞ;
x¨ þ x ¼ d0ðxÞVðqÞ;
in the interval ½a; b
 and hence also in R: From what we have seen above we also
have that
lim
t-þN qðtÞ ¼ 2p limt-N qðtÞ ¼ 0;
which also implies that ’qðtÞ-0 for t-7N:
Let EN be the energy of such a solution. We know that ENX0: To show that there
exists RX0 and j1; j2A½0; 2pÞ such that
lim
t-N jxðtÞ  R cosðt þ j1Þj ¼ 0;
we simply remark that, for k-þN; xkðtÞ ¼ xð  2pkÞ converges uniformly on
compact set to a solution of






















cosðt þ j2Þjoe for all tXt1: & ð17Þ
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Theorem 17. Assume V and d satisfy assumptions (V1)–(V4), and ðd1Þ–ðd3Þ:





t-N qðtÞ ¼ 0;
lim
t-þN qðtÞ ¼ 2p; ð18Þ
that is having zero energy.
Choose ½a; b
Cð0; 2pÞ and let ðxN ; qNÞ and jNA½a; b
 be as in Proposition 12.
By Theorem 16 there is a subsequence such that ðx˜N ; q˜NÞ ¼ ðqNð  tNÞ; xNð  tNÞÞ
converges to a solution of (1) satisfying, for suitable j1 and j2; the boundary
condition (2).
Let, up to subsequence, j ¼ limN-þN jNA½a; b
: Then
j2  j1  j ðmod 2pÞ:







and consider the corresponding t1N ; t
2
N : By Theorem 16 (see in particular (17)) we can










cosðt þ j2Þjoe for all tXt1;
t0 þ j1A2pZ: ð19Þ
Choose N0 such that for all NXN0 one has
jxðtÞ  x˜NðtÞjoe for all tA½t0  2p; t0 þ 2p
;
jxðtÞ  x˜NðtÞjoe for all tA½t1  2p; t1 þ 2p
: ð20Þ
Let k1 be such that 2pðk1 þ 1Þpt1N and yA½0; 2pÞ: Then, using the exponential
estimates of q (see Lemma 13), we have
j  xNð2pk1 þ yÞ þ xNðyÞj ¼
Z 2pk1þy
y






























Similarly, if 2pk2pTN  t2N and yA½0; 2p















We also recall that
(1) xNðtÞ solves x¨N þ xN ¼ d0ðxNÞVðqNÞ;
(2) qNðtÞ is exponentially small in ½0; 2p
;
(3) qNðtÞ  2p is exponentially small in ½TN  2p; TN 
;
(4) 1
2ð ’x2NðtÞ þ x2NðtÞÞ þ 12 ’q2NðtÞ  ð1þ dðxNðtÞÞÞVðqNðtÞÞ ¼ EN for some EN40 and
for all tA½0; TN 
;
(5) xNð0Þ ¼ xNðTNÞ; ’xNð0Þ ¼ ’xNðTNÞ:





















jxNðyÞ  xNðTN  2pþ yÞjoe=2 8NXN1: ð22Þ










jx˜Nðyþ 2pk1  t1NÞ  x˜NðTN  2pk2 þ y t1NÞjoe: ð23Þ
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Since t0o0 and t14t2N  t1N we can write t0 ¼ y1 þ 2pk1  t1N with y1A½0; 2pÞ;
k1AN; k1pt1N=ð2pÞ  1 and t1 ¼ TN  2pk2 þ y2  t1N with y2Að0; 2p
; k2AN;
k2pðTN  t2NÞ=ð2pÞ: Then
TN  2pk2 þ y1  t1N ¼ t1  y2 þ y1;
so that, using (23)
jx˜Nðt0Þ  x˜Nðt1  y2 þ y1Þjoe









cosðt1  y2 þ y1 þ j2Þjo5e: ð24Þ
Recall that y1 þ 2pk1  t1N þ j1 ¼ t0 þ j1 ¼ 2pc (see (19)) and that t1 ¼ TN 
2pk2 þ y2  t1N ; k2pðTN  t2NÞ=2p; y2Að0; 2p
; so that
t1  y2 þ y1 þ j2 ¼TN  2pk2 þ y2  t1N  y2
þ ðj1 þ 2pc 2pk1 þ t1NÞ þ j2
¼ 2pN þ jN  2pk2  j1 þ j2 þ 2pc 2pk1
and hence
cosðt1  y2 þ y1 þ j2Þ ¼ cosðjN  j1 þ j2Þ:
From this and (24) we deduce that




so that, passing to the limit we have that




and since e can be chosen arbitrarily small, the theorem follows. &
Corollary 18. Under the same assumptions as in Theorem 17 there are infinitely many
solutions of (1) satisfying condition (2).
Proof. An application of Theorem 17 with ½a; b
Cð0; 2pÞ gives a solution ðx; qÞ
characterized by a phase shift jA½a; b
: Choose ½a1; b1
Cð0; 2pÞ\fjg: Then applying
again Theorem 17 gives a second solution, different from the ﬁrst one. A repeated
application of the theorem gives the result. &
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