We present an image analysis system developed to measure the motion of white blood cells from a temporal sequence of uorescence microscopy images. A twopass spatio-temporal segmentation system is used. Pixels are classi ed as cell and background pixels by an initial segmentation in the rst pass. Region labeling, correction and cell tracking are done in the second pass. After segmentation, shape features are estimated from binary discrete regions, and cell motion is then measured by using shape features. A supervised method based on shape features is used to evaluate the results of the segmentation.
Introduction
The human white blood cells provide a major defense against infection through a complex process in which the cells are attracted to and move towards the site of infection. Cytosolic free calcium ions play an important signalling role in this activity. The relation between the cell motion and the calcium concentration thus becomes an interesting research topic. Examination of individual cell behavior by microscopy is an important research method, and digital image processing and analysis techniques may o er an e ective and e cient approach in this respect.
We have developed a microscopy uorescence cell imaging system and an algorithm which measures the calcium concentration from the uorescence images 1]. In this paper, we present an image analysis system developed to measure the cell motion from a sequence of digital uorescence images, so that the relation between the calcium concentration and the cell motion can be studied 2].
Like many other image analysis systems, the cell motion analysis system has three major parts: image segmentation, feature extraction and feature analysis. This paper mainly concentrates on the rst two parts. A two-pass spatio-temporal segmentation system (STSS) is used. In the rst pass, a dynamic thresholding is applied as an initial segmentation to classify the pixels into cell and background pixels. Region labeling, correction and cell tracking are then done in the second pass to give a nal segmentation. Motion measurement is based on shape features estimated from binary regions after the segmentation. A supervised evaluation method based on shape features is used to evaluate the segmentation results. 
The Fluorescence Cell Images
Human blood was collected from healthy volunteers. The white blood cells were isolated by means of centrifugation. White cell pellets were then washed and resuspended. Only neutrophils were investigated in this work. They were not completely separated from the other white blood cells, but could be identi ed later from images of stained cells.
The white blood cells were placed in an inverted microscope, dyed with a uorescence indicator (Fura-2). Given an excitation light to the cells, the uorescence emission was imaged. Our test images were recorded at a frequency of 1=6 Hz. The uorescence images were digitized to 256 256 pixels in spatial resolution and 256 gray levels. Each cell occupies 200 to 700 pixels. Fig. 1 shows a uorescence image where the cells have high intensity, while the background has low intensity. The intensity of a cell depends on the concentration of intracellular calcium ions and the thickness of the cell. A pro le of intensity of a cell would show that the intensity is higher in the central part of a cell, and reduces gradually from the central part to the background. The intensity surface of a cell looks like a hill. The boundary of the cell is in the hillside. The intensity of the background near a cell is high, due to the uorescence di usion and the out-of-focus uorescence. From the image sequences we have observed that the intensity, position and shape of a cell are all changing slowly over time.
Although a blood cell is a 3D object, only the motion of a 2D silhouette in the focal plane is feasible. Therefore the 2D motion of the cell is to be studied. 
Segmentation
Segmentation is to divide an image into regions representing the objects. A cell object in an image sequence occupies a spatial-temporal region. We have proposed a spatial-temporal segmentation system (STSS) to nd such a region for each of the cell objects. The segmentation system is illustrated in Fig. 2 . The system has been implemented as two passes through an image sequence. The initial segmentation (section 3.1) done in the rst pass takes a gray level image as input, and produces a binary result where each pixel is classi ed as either the cell or the background. However, the initial segmentation does not nish the job of segmentation due to the following reasons:
1 Two or more cells may appear as one connected 2D region. The problem is referred to as touching , since it happens when two cells are touching or closely located.
2 There may be holes, gaps and thin gulfs in a segmented cell. 3 3D regions are not formed since the temporal linking between the 2D spatial regions is not established. These problems are solved in the second pass. A search zone (section 3.2) is determined for each cell according to its boundary in the previous frame and the gray level in the current frame. The boundary in the current frame is then searched for inside the search zone. The search zone is able to solve the touching problem since gray level information is considered. A region closing process (section 3.3) is then applied to ll the holes and gaps, and to link the separate parts of a cell. Finally, a mode ltering is applied to smooth the boundary of the cell objects. The system is semi-automatic, requiring a manual segmentation of the rst frame of the sequence. 
is computed. The thresholding given by Eq. (1) is applied when the local contrast is higher than a certain contrast tolerance T C . (We used T C = 15). Otherwise, the previous threshold value is applied in this position. The contrast tolerance T C eliminates objects with small contrast. A Gaussian pre-ltering with standard deviation = 2:0 is used.
Cell Tracking
In the segmentation of time-varying images, one has to establish temporal correspondence between features in a sequence of image frames. Three major techniques used to determine the correspondence are pixel-based 5], token-based 6] and objectbased methods 7]. We used an object-based method since the motion of a cell is nonrigid and complex, but is not large from one frame to the next. Our method is similar to the one of Waks and Tretiak 7] , but is modi ed in order to solve the touching problem. Waks and Tretiak 7] presented a method to track an object using a search zone, assuming that the boundary moves a small distance from frame to frame. The search zone predicts where the boundary of the object is most likely to exist. The outer and inner contour of the search zone are obtained by applying morphological dilation and erosion operations 8] on the object in the previous frame. The boundary of the object in the current frame is then searched for in the ring-like search zone.
We implemented the dilation and erosion operations in a simple way. Let a boundary point be a pixel in an object with at least one 4-connected background neighbor. The dilation operation was implemented by adding all the 4-connected background neighbors to the object, and the erosion was implemented by removing all the boundary points from the object. In order to solve the touching problem, we de ne a conditional dilation, in which a neighbor point is added if its intensity is lower than the boundary point, and not added otherwise. We also de ne a conditional erosion, in which a boundary point is removed if there is at least one 4-connect background neighbor whose intensity is higher than the boundary point, otherwise the point is not removed.
Given a segmented cell object in the previous frame and the initial segmentation of the current frame, the cell tracking process labels the pixels belonging to this cell object in the current frame, as follows:
1 Locate a rectangular area-of-interest whose boundaries are either the boundaries of the image, or n + 1 pixels away from the closest point in the object in the previous frame. The following operations are then done inside the area-ofinterest. 2 Apply n iterations of erosion on the object in the previous frame and obtain a region bounded by the inner contour. Label all the pixels inside the region as pixels of this object. 3 Apply the conditional erosions on the object in the previous frame iteratively until convergence, using the intensity values from a smoothed image. 4 Apply n iterations of the conditional dilation on the result of step 3 using the intensity values from a smoothed image, and obtain a region bounded by the outer contour. The search zone is between the outer and inner contour. 5 A pixel inside the search zone is labeled as a pixel of this object, if it is classi ed as an object pixel by the initial segmentation, and it is not an isolated object pixel surrounded by background pixels. Thus, all the pixels inside the inner contour and some of the pixels inside the search zone are labeled as the pixels of a particular object.
After a gray level smoothing, the intensity of a cell tends to have peaks in the center of the cell. When two cells are touching or closely located, there should be a valley in the intensity surface between the two cells. By using the above process, the touching problem is solved. An example is shown in Fig. 3 .
There is a parameter n which determines the size of the search zone. We used n = 4. However, the process is robust for a larger n. Since the conditional erosion and the conditional dilation are used, the search zone will not grow farther when its boundary has reached an intensity valley.
Region Closing
After the cell tracking process, some pixels are labeled as the pixels of a particular cell. If the labeled pixels form more than one region, the regions have to be linked. (Such cases have been found, although seldom.) There can also be thin gulfs in a region which need to be lled. A region closing operation is therefore required.
One possible approach to the region closing is to compute the convex hull of the set of the labeled pixels. However, the cell objects are not always convex. Another approach is to use the morphological closing operations 8]. But it is not easy to determine the suitable size of the structuring element. Yet another possible approach might be the active contour 9], which is an elastic deformable model.
We use a simple method to deal with the region closing problem, since the gaps to be lled are not large. This method is illustrated in Fig. 4 for continuous objects. From each point on the boundary, we can draw a normal line, perpendicular to the boundary, towards the background. If the boundary of the object is smooth, the normal lines will cover the whole background. If there are two separate parts of an object, then some normal lines from one part will intersect the other part. If an object has holes or gulfs, then the normal lines will intersect the object itself. The region closing can be done by letting the intersecting normal lines be a part of the object. The closed region will not be a convex hull, but any thin gulfs will be removed. The segmentation result for some cells in the image shown in Fig. 1 is given in Fig. 5 .
Shape Features and Motion Analysis
The motion of an object refers to the change of the geometric properties including spatial structure, size, position, and orientation. The geometric properties of an object can be quanti ed by a set of shape features F = F 1 F 2 F n ] T , such as area, perimeter, circularity, centroid and so on. The motion can thus be quanti ed by a temporal sequence of the shape features, called a feature curve. Motion parameters can be computed from the feature curve.
We are only interested in the shape of a 2D silhouette of a cell. A number of 2D shape features has been discussed in the literature 10, 11, 12] , where they are used in shape representation and shape and motion analysis.
The area A and the perimeter P of a planar object are two useful features to describe the shape of the object. The circularity C de ned by C = 4 A=P 2 is a scaling invariant shape feature. The area can often be accurately estimated by counting the number of pixels inside the object. However, the estimation of the perimeter is a problem, since many possible contours, all having di erent lengths, correspond to a speci c discrete realization. Assuming that the boundary of a cell object consists of chains of circular arcs, we evaluated 13] the precision of several area and length estimators applied to circles, and found that pixel counting gave a good estimation of the area and the method of Kulpa 14] gave a good estimation of the perimeter. Pixel counting can be done e ciently by using a discrete version of Green's theorem 15]. The discrete Green's theorem evaluates the exact value of a double sum by a simple summation. Kulpa's perimeter is computed based on the Freeman chain coding. Therefore, the area and the perimeter can be computed simultaneously during a contour following.
Cartesian geometric moments have been widely used in shape analysis and pattern recognition. In binary images, the (p + q)'th order moment of a region R is de ned as m pq = (x;y)2R 
The moments can be used to compute many useful shape features. From the 10 low order moments (p + q 3), we can compute shape features like the area, centroid, radius of gyration, orientation, bounding rectangle and image ellipse, and invariant geometric moments including Hu's moments 16]. Direct evaluation of the double sum in Eq. (3) will require a signi cant amount of computation. There exist fast methods for the moment computation. By using the discrete Green's theorem, we have proposed a new method 15] which is faster than earlier methods, and gives exactly the same results as if the double sum were used. Two types of cell motion are of interest: locomotion and pseudopod. The locomotion of a cell is the change of the position of the cell, and the pseudopod is the shape change during the locomotion. The methods proposed by Noble and Levine 11] are used to analyze the locomotion and the pseudopod. The cell locomotion is studied by analyzing the trajectory of a cell, obtained by linking the centroids of the cell. Some critical points in the trajectory, called the turns, are detected. The motion behavior is then de ned in terms of straight line segments connecting the turns. The pseudopod is studied by analyzing the feature curves, representing the shape features as functions of time. The feature curves are smoothed by polygonization. The result of the approximation consists of a set of vertices representing the key frames. Between any pair of subsequent key frames, the feature will exhibit a constant dynamic behavior, either increasing, decreasing, or stationary, depending on the slope of the line. Four parameters: time interval, amount of change, type of change (positive or negative), and rate of change are de ned to describe the change of a shape feature between two subsequent key frames.
System Evaluation
Evaluation of the results of a segmentation system is an interesting research topic which has been discussed by many authors 17, 18] . Usually, a human being is the best judge for evaluating the output of a segmentation algorithm. Subjective evaluation is therefore used in many applications. However, when the results can not be easily evaluated visually, a quantitative evaluation will be necessary. We divide the quantitative evaluation methods into two groups: supervised and unsupervised evaluation, depending on whether the method utilizes a priori knowledge of a reference segmentation.
A supervised method is used to evaluate this system. Each cell was manually segmented by three physiologists. The manual segmentation was done three times in order to reduce the e ect of random errors made by a human being. We de ne an under-merging error and an over-merging error, similar to the ones de ned by Levine and Nazif 17] , to assess an overall segmentation accuracy, and use the ultimate measurement accuracy as proposed by Zhang and Gerbrands 18] to give more information about the di erence between the manual and the machine segmentation. A review of segmentation evaluation methods is given by Yang et al. 19] .
Consider that a reference image has three regions: a background (B), an object (O) and an uncertain region. The background region consists of the pixels classi ed as the background by all three manual segmentations, the object region consists of the pixels classi ed as the object by all the manual segmentations, and the uncertain region consists of all the other pixels. The automatically segmented image has two regions: a background ( B) and an object ( O) region. The under-merging error (UM) is then de ned by UM = area(On O)=A (4) and the over-merging error (OM) is OM = area(Bn B)=A (5) where the di erence operation R 1 nR 2 is de ned by R 1 nR 2 = fpjp 2 R 1 ; p 6 2 R 2 g (6) area(R) is the area of region R, and A is the average of the areas obtained by the 
Zhang and Gerbrands 18] proposed to use the ultimate measurement accuracy (UMA) to assess the performance of a segmentation algorithm. Let x be a feature computed from an object in a reference image, and x be that computed from the object in the automatic segmentation result. The UMA can be evaluated as UMA = jx ? xj (8) For features like area and radius of gyration, we divide the UMA by the average of the feature values estimated from the three manual segmentation results, i.e. UMA = jx ? xj=x (9) so that the error is represented as the percentage of the correct value.
We compared the results obtained by using several initial segmentation methods combined with di erent image smoothing processes, and found that the modi ed Bernsen's thresholding after a Gaussian smoothing with = 2:0 gave the best results. Segmentation was applied on 100 cell objects. The means and standard deviations of the di erence measures (UM, OM and DM) and the UMA values are shown in Table 1  and Table 2 , where the modi ed Bernsen's method, the LoG method and the method of Eikvil et al. 3 ] are compared. The same Gaussian smoothing was used for all the methods. The UMA values have also been computed for the manual segmentation results to show how a feature obtained from a manual segmentation di ers from the average of the three. We see that the UMA values obtained from the segmentation system are not much larger than the values from the manual segmentation.
Discussion and Conclusion
This paper presents an image analysis system developed to measure the shape and the motion of white blood cells from a sequence of uorescence image. A novel spatial-temporal segmentation system is proposed. The system is semi-automatic, requiring an interactive segmentation in the rst frame of a sequence. Segmentation is automatically performed in the rest of the frames. Compared to the interactive segmentation system used earlier, the semi-automatic system is much more e cient. A supervised method, based on the shape features computed from the segmented images, has been used to evaluate the system. We nd that the system is reliable. The di erence between the result of this system and the manual segmentation is not signi cantly larger than the di erences between the three di erent manual segmentation results.
