Abstract. We consider oscillatory systems of interacting Hawkes processes introduced in [9] to model multi-class systems of interacting neurons together with the diffusion approximations of their intensity processes. This diffusion, which incorporates the memory terms defining the dynamics of the Hawkes process, is hypo-elliptic. It is given by a high dimensional chain of differential equations driven by 2−dimensional Brownian motion. We study the large-population-, i.e., small noise-limit of its invariant measure for which we establish a large deviation result in the spirit of Freidlin and Wentzell.
Introduction
The aim of this paper is to study oscillatory systems of interacting Hawkes processes and their long time behavior. This study has been started in Ditlevsen and Löcherbach [9] where multi-class systems of Hawkes processes with mean field interactions have been introduced as microscopic models for spike trains of interacting neurons. In the large population limit, i.e. on a macroscopic scale, such systems present oscillations. In the present paper we concentrate on the finite population process and its large deviation properties. In particular, we will be interested in its deviations from limit cycles, i.e. from the typical oscillatory behavior of the limit process.
We consider two populations of particles, the first composed by N 1 , the second by N 2 particles. The total number of particles in the system is N = N 1 + N 2 . The activity of each particle is described by a counting process Z N k,i (t), 1 ≤ k ≤ 2, 1 ≤ i ≤ N k , t ≥ 0, recording the number of "actions" of the ith particle belonging to population k during the interval [0, t]. Such "actions" can be "spikes" if we think of neurons, it can be "transactions", if we think of economical agents. The sequence of counting processes (Z N k,i ) is characterized by its intensity processes (λ The function f k is called the jump rate function of population k, and the functions h 12 , h 21 are the "memory" or "interaction" kernels of the system. Note that λ N 1 (t) and λ N 2 (t) encode the interactions of the system and that the way the intensities are defined, particles belonging to the first population depend only on the past jumps of the particles belonging to the second population, and vice versa. In particular, no self-interactions are included in our model.
The form of the intensities (1.1) is the typical form of the intensity of a multivariate nonlinear Hawkes process. Hawkes processes have been introduced by Hawkes [12] and Hawkes and Oakes [13] as a model for earthquake appearances. Recently, they have regained a lot of interest as good models in neuroscience but also in financial econometrics, see e.g. Hansen et al. [11] and Chevallier [4] for the use of Hawkes processes as models of spike trains in neuroscience, see Delattre et al. [7] for the use of Hawkes processes in financial modeling. Finally, we refer the reader to Brémaud and Massoulié [3] for the stability properties of nonlinear Hawkes processes.
By the form (1.1) and (1.2) of the intensities, we are in a mean-field frame, that is, the intensity processes of one population depend only on the empirical measure of the other population. We will suppose that N → ∞ such that for k = 1, 2, In [9] , we have shown that in the large population limit, when N → ∞, self-sustained periodic behavior emerges even though each single particle does not follow periodic dynamics. In the present paper we show how this periodic behavior is also felt at a finite population size.
1.
1. An associated cascade of diffusion processes. We represent the Hawkes processes via the associated processes Each particle belonging to the first population jumps at rate f 1 (X N 1 (t−)), and each particle belonging to the second population at rate f 2 (X N 2 (t−)), at time t. If the memory kernels h 12 and h 21 are exponential, then the system (X N 1 (t), X N 2 (t)) t≥0 is a piecewise deterministic Markov processes (PDMP). In the present paper, we do not choose exponential memory kernels, since they induce a very short memory. Instead of this, we consider Erlang memory kernels h 12 (s) = c 1 e −ν1s s n1 n 1 ! , h 21 (s) = c 2 e −ν2s s n2 n 2 ! , where c 1 , c 2 ∈ R, where ν 1 , ν 2 are positive constants and n 1 , n 2 ∈ N the length of the delay within the memory kernel. Such kernels allow for delays in the transmission of information. In this case, the processes (X N 1 (t), X N 2 (t)) t≥0 alone are not Markov, but they can be completed by a cascade of processes X N k,l , l = 1, . . . , n k + 1, k = 1, 2, such that this cascade is Markov. The equations defining the cascade are given by (1.3) dX . A similar cascade describes the evolution of the second population. Notice that for each population the length of the cascade is related to the length of delay in the corresponding memory kernels.
In the "large jump intensity, small jump height"-regime, it is natural to study the canonical diffusion approximation of this cascade. It is given by the following systems of equations. The process X N 1 (t) is approached by the diffusion process Y N 1,1 (t), together with its successive cascade terms, solution of
In the above system, B 2 is a one dimensional standard Brownian motion which is associated to the jump noise of the second population and appears only in the last term of the cascade. Notice also that only the last term of the cascade encodes the interactions with the second population, through the jump rate function f 2 and the jump intensity f 2 (Y N 2,1 (t)) of the second population. The above system (1.4) has to be completed by a similar cascade of length n 2 + 1 describing the jump intensity of the second population. This diffusion approximation is a good approximation of the original cascade of PDMP's, and the weak approximation error |E(ϕ(X
, for sufficiently smooth test functions ϕ (see [9] ).
The present paper is devoted to the study of the long time behavior of this diffusion approximation Y N and its large deviation properties.
Let us start by discussing the main features of this diffusion process. Firstly, we have to treat the memory terms -the terms following the first line of the above cascade -as auxiliary variables. This gives rise to coordinates of Y N without noise. Therefore we obtain a degenerate high-dimensional diffusion process Y N driven by two-dimensional Brownian motion. This diffusion turns out to be hypo-elliptic; indeed, it is easy to check that the weak Hörmander condition is satisfied. The drift of the diffusion is almost linear -only the two coordinates encoding the interactions between the two populations do not have a linear drift term.
The interactions are transported through the system according to a "chain of reactions", i.e. the drift of a given coordinate does only depend on the coordinate itself and the next one. We call this the cascade structure of the drift vector field. This structure enables us to use results on the control properties of the diffusion (1.4) obtained by Delarue and Menozzi [6] in a recent paper establishing density estimates for such chains of differential equations. Due to this structure, the coordinates of the diffusion do not travel at the same speed. Indeed, the coordinate Y N 1,n1+1 (t), driven by Brownian motion, evolves at speed t 1/2 , the coordinate Y N 1,n1 (t) at speed t 1+1/2 and more generally, Y N 1,n1−l (t) at speed t l+1+1/2 . In particular, over small time intervals [0, δ] and for all coordinates which are not driven by Brownian motion, the drift does play a crucial role in the control problem of our diffusion, and this is reflected in the cost associated to the control (see [6] and the proof of Theorem 5 below).
Cascades or chains of reactions similar to the one described in (1.4) appear also in systems of coupled oscillators in models of heat conduction where the first oscillator is forced by random noise. Rey-Bellet and Thomas [20] have studied the large deviation properties of such systems, and parts of our proofs are inspired by their approach.
1.2.
Monotone cyclic feedback systems. The deterministic part of the system (1.4) is given by an n 1 + n 2 + 2−dimensional dynamical system (x k,l (t)), 1 ≤ l ≤ n k + 1, k = 1, 2, which is solution of
together with the chain of equations describing the second population. This system is a monotone cyclic feedback system in the sense of Mallet-Paret and Smith [17] . The most important point is that the long time behavior of (1.5), i.e. the structure of its ω−limit sets, is well-understood. More precisely, there exist explicit conditions ensuring the existence of a single linearly unstable equilibrium point x * of this limit system, together with a finite number of periodic orbits such that at least one of them is asymptotically orbitally stable (see Theorem 1 below). This result goes back to deep theorems in dynamical system's theory, obtained by Mallet-Paret and Smith [17] and used in a different context in Benaïm and Hirsch [1] , relying on the Poincaré-Bendixson theorem.
In other words, there exist x 1 , . . . , x M ∈ R n1+n2+2 such that the solutions Γ 1 (t), . . . , Γ M (t) of (1.5) issued from these points are non-constant periodic trajectories, i.e., they are cycles (or periodic orbits). At least one of these cycles is an attractor of (1.5), which means that the other solutions of (1.5) will converge to this limit cycle in the long run (provided they start within the domain of attraction of this limit cycle). The limit cycles encode oscillatory behavior of the system; that is, periods where the first population has large jump intensity, while the jump intensity of the second population is small, are followed by periods where the second population has large jump intensity, but not the first one. This has been supported by simulations provided in [9] .
Due to the presence of noise, the diffusion Y N may switch from one limit cycle to another. But for large N, Y N will tend to stay within tubes around the limit cycles Γ 1 , . . . , Γ M during long periods, before eventually leaving such a tube after a time which is of order e NV , whereV is related to the cost of steering the process from the cycle to the boundary of the tube (see Proposition 5 and 6 below). As time goes by, the diffusion will therefore spend very long time intervals in vicinities of one of the limit cycles -interrupted by short lasting excursions into the rest of the state space. It is therefore natural to consider the concentration of the invariant measure µ N of Y N around the periodic orbits -if this invariant measure exists and is unique.
It is not difficult to show that, for fixed N, the process possesses a unique invariant probability measure µ N . Moreover, a Lyapunov type argument implies that the process converges to its invariant regime at exponential speed. For fixed N, µ N is of full support but its mass is concentrated around the periodic orbits of the limit system (1.5). More precisely, we can show that for any open set D with compact closure and smooth boundary,
where the cost function W (x) is related to the control properties of system (1.4) and is given explicitly in (3.25) below.
In order to prove this result, we rely on the approach of Freidlin and Wentzell [10] to sample path large deviations of diffusions, developed further in Dembo and Zeitouni [8] . Both [10] and [8] suppose that the underlying diffusion is elliptic -which is not the case in our situation. Recently, Rey-Bellet and Thomas [20] have extended the results of Freidlin and Wentzell [10] to degenerate diffusions, and our proof is inspired by their paper. The most important point of our paper is to establish the necessary control theory in our framework. For this, an important tool are recent results obtained by Delarue and Menozzi [6] . Moreover, since we are dealing with periodic orbits rather than with equilibrium points, we have to extend the notion of small time local controllability to the situation where the drift vector field does play a role in the sense of a shift on the orbit, see Theorem 6 below.
This paper is organized as follows. In Section 2 we state the main assumptions and provide a short study of the limit system together with its ω−limit set in Theorem 1. In Section 3, we state the main results of the paper which are the positive Harris recurrence of Y N in Theorem 2 together with the large deviation properties of the invariant measure µ N of the diffusion as N → ∞, in Theorem 3. Section 4 provides a proof of the Harris recurrence of Y N , based on the control theorem. Finally, Section 5 is devoted to a study of the control properties of the process. Here, we first show that the process is strongly completely controllable. The proof of this fact relies on the prescription of a control that allows to decouple the two populations and to make use of the linear structure of the (main part of the) drift. We also study the continuity properties of the cost functional -a study which is not trivial in the present frame of strong degeneracy of the diffusion matrix. Section 6 gives the proof of Theorem 3.
Main assumptions and results
In what follows, we use the notations introduced above. Moreover, for fixed n ≥ 1, elements x of R n shall be denoted by x = (x 1 , . . . , x n ), and R n will be endowed with the Euclidean norm denoted by x . Finally, for matrices A ∈ R n×n , A denotes the associated operator norm.
Our first main assumption is the following. Assumption 1. (i) f 1 and f 2 : R → R + are bounded analytic functions which are strictly lower bounded, i.e., f 1 (x), f 2 (x) ≥ f > 0 for all x ∈ R. Moreover, f 1 and f 2 are non decreasing.
(ii) There exists a finite constant L such that for every x and x ′ in R,
(iii) The functions h 12 , h 21 are given by
where n 1 , n 2 ∈ N 0 , c 1 , c 2 ∈ {−1, 1} and ν 1 , ν 2 > 0 are fixed constants.
Under the above assumption, it is standard to show that the Hawkes process with the prescribed dynamics above exists.
Proposition 1 (Prop.1 of [9] ). Under Assumption 1 there exists a path-wise unique Hawkes process
2.1. An associated cascade of piecewise deterministic Markov processes (PDMP's). In the sequel we establish a link between the Hawkes process (Z N k,i (t) 1≤k≤2,1≤i≤N k ) -which is of infinite memory -and an associated system of Markov processes. This relation exists thanks to the very specific structure of the memory kernels h 12 , h 21 in (2.8). Such kernels are called Erlang memory kernels; they can describe delays in the transmission of information. In (2.8), n 1 + 1 is the order of the delay, i.e., the number of differential equations needed for population 1 to obtain a system without delay terms, and n 2 + 1 is the order of delay for population 2. The delay of the influence e.g. of population 2 on population 1 is distributed and takes its maximum absolute value at n 2 /ν 2 time units back in time, and the mean is (n 2 + 1)/ν 2 (if normalizing to a probability density). The higher the order of the delay, the more concentrated is the delay around its mean value, and in the limit of n 2 → ∞ while keeping (n 2 + 1)/ν 2 fixed, the delay converges to a discrete delay. The sign of c 1 and c 2 indicates if the influence is inhibitory or excitatory.
We introduce the family of adapted càdlàg processes
, it is clear that the dynamics of the system is entirely determined by the dynamics of the processes X N k (t−), t ≥ 0. Indeed, any particle belonging to the first population jumps at rate f 1 (X N 1 (t−)), and any particle belonging to the second population at rate f 2 (X N 2 (t−)). Without assuming the memory kernels to be Erlang kernels, the system (X
is not Markovian: For general memory kernels, Hawkes processes are truly infinite memory processes.
When the kernels are Erlang, given by (2.8), taking formal derivatives in (2.9) and (2.10) with respect to time t and introducing for any k = 1, 2 and 1 ≤ l ≤ n k + 1
where we identify population 2 + 1 with population 1, we obtain the following system of stochastic differential equations driven by Poisson random measure.
Here, X N k is identified with X N k,1 , and each Z N k,j jumps at rate f k (X N k,1 (t−)). We call the system (2.12) a cascade of memory terms. Thus, the dynamics of the Hawkes process (Z
2.2.
A diffusion approximation in the large population regime. In the large population limit, i.e. when N → ∞, it is natural to consider the diffusion process approximating the above cascade of PDMP's. This diffusion approximation is given by (2.13) By Theorem 4 of [9] , we know that Y N is a good approximation of the PDMP X N since the weak approximation error can be controlled by sup
, for all t ≤ T, for sufficiently smooth test functions ϕ. We therefore concentrate on the study of this diffusion process Y N .
We write A N for the infinitesimal generator of the process (2.13). Moreover, we denote by Q N x the law of the solution (Y N (t), t ≥ 0) of (2.13), starting from Y N (0) = x, for some x ∈ R n , and by E N x the corresponding expectation.
We study the above diffusion when
, where n = n 1 + n + 2 + 2, we may introduce
which are the drift vector of (2.13) and the associated diffusion matrix which is an n × 2− matrix. Notice that σ is highly degenerate; there is a two-dimensional Brownian motion driving an n−dimensional system. We may rewrite (2.13) as
t ). The aim of this paper is to study this diffusion Y N and its long time behavior in the large population limit (i.e. as the noise term tends to 0). We will show that this diffusion presents oscillations in the long run and we will study the large population limit of the associated invariant measure. This will be done relying on the Freidlin-Wentzell theory (see [10] and [8] ) on sample path large deviations for diffusion processes which has been extended recently to the case of (some) degenerate diffusions in Rey-Bellet and Thomas [20] .
We start with a discussion of the deterministic limit system associated to (2.15).
2.3.
Monotone cyclic feedback systems. Consider the solution of
This system is a monotone cyclic feedback system as considered e.g. in [17] or as in (33) and (34) of [1] . If c 1 c 2 > 0, then the system (2.17) is of total positive feedback, otherwise it is of negative feedback. It can be shown easily (see Prop. 5 of [9] ) that (2.17) admits a unique equilibrium x * if c 1 c 2 < 0.
We now present special cases where system (2.17) is necessarily attracted to non-equilibrium periodic orbits. Recall that n = n 1 + n 2 + 2 is the dimension of (2.17).
The following theorem is based on Theorem 4.3 of [17] and generalizes the result obtained in Theorem 6.3 of [1] . We quote it from [9] .
) and suppose that ̺ < 0. Consider all solutions λ of
and suppose that there exist at least two solutions λ of (2.18) such that
Then x * is linearly unstable, and the system (2.17) possesses at least one, but no more than a finite number of non constant periodic orbits. Any ω−limit set is either the equilibrium x * or one of these periodic orbits. At least one of the periodic orbits is orbitally asymptotically stable.
Notice that ̺ < 0 implies that c 1 c 2 < 0, that is, we are in the frame of a total negative feedback. In the sequel, we shall always assume that the assumptions of Theorem 1 are satisfied and we introduce Assumption 2. We suppose that ρ := c 1 c 2 f
) satisfies that ρ < 0 and that there exist at least two solutions λ of (2.18) with Re (λ) > 0.
Under Assumption 2, there exists a finite number of periodic orbits, and we write K 1 = {x * } for the unstable equilibrium point and K 2 , . . . , K L for the periodic orbits of the limit system (2.17). Moreover,
where dist(x, K) = inf{ x − y , y ∈ K} and where · is the Euclidean norm on R n .
Due to the presence of noise, the diffusion Y N will be able to switch from the vicinity of one periodic orbit to the vicinity of another orbit. However, as N → ∞, the diffusion will stay within tubes around periodic orbits during longer and longer periods, before eventually leaving such a tube after a time which is of order e NV , whereV is related to the cost of steering the process from the orbit to the boundary of the tube. This behavior can be read on the invariant measure of Y N , and the main result of this paper is to show that the invariant measure of the diffusion will concentrate around the stable periodic orbits of (2.17) as N → ∞. The proof of this result will be given in Section 4 below. It is based on two main ingredients. The first ingredient is the existence of a Lyapunov function, a result that has been obtained in [9] and that we quote from there. In order to state this result, introduce τ ε = inf{t ≥ 0 : Y N t ∈ B ε (K)}, where B ε (K) has been defined in (2.20) .
Proposition 2 (Prop. 5 and Theorem 5 of [9] ). There exists a function G : R n → R + not depending on N, such that lim |x|→∞ G(x) = ∞, and constants a, b > 0 not depending on N such that A N G ≤ −aG + b. Moreover, we also have E N x τ ε ≤ cG(x), for some constant c > 0 not depending on N.
The second main ingredient to prove the Harris recurrence is the following: Despite the fact that Y N is highly degenerate, the weak Hörmander condition is satisfied on the whole state space, as it has been shown in Proposition 7 of [9] .
Once the Harris recurrence of the process is proven, we turn to the large deviation properties of Y N . We firstly introduce the cost functional related to the control problem of the diffusion Y N . For that sake, for some time horizon t 1 < ∞ which is arbitrary but fixed, write H for the Cameron-Martin space of measurable functions h : [0,
ℓ (s)ds
For h ∈ H , we put ḣ ∞ := ḣ1 ∞ + ḣ2 ∞ . For x ∈ R n and h ∈ H, consider the deterministic system
As in Dembo and Zeitouni [8] , we introduce the rate function
where inf ∅ = +∞. Notice that the above rate function is not explicit since the diffusion matrix σ is degenerate.
We then introduce the cost function V t (x, y) which is given by
Finally, for any two sets B, C ∈ B(R n ) we define
V (x, y).
As in Freidlin and Wentzell [10] we say that two points x and y are equivalent and we write x ∼ y, if and only if V (x, y) = V (y, x) = 0. Notice that the ω−limit set K = {x * } ∪ L l=2 K l consists of L such equivalence classes with respect to this equivalence relation. In [10] , Chapter 6.3, Freidlin and Wentzell introduce graphs on the set {1, . . . , L} in the following way. For any fixed i ≤ L, an {i}−graph is a set consisting of arrows m → n where all starting points m of such an arrow are = i, such that every m = i is the initial point of exactly one arrow and such that there are no closed cycles in the graph. Intuitively, such an {i}−graph describes the possible ways of going from some
, without hitting one of the sets K mj twice. Therefore, {i}−graphs describe all possible ways of passages between the sets K j , ending up in K i . An alternative description of such passages is given by means of the hierarchy of L−cycles, as pointed out in Freidlin and Wentzell [10] , Chapter 6.6. Writing G{i} for the set of all possible {i}−graphs, we then introduce
which is the minimal cost of going from any K j to K i for some j = i.
The following theorem is our main result. 
where
A similar result has been established by Rey-Bellet and Thomas in a recent paper on the asymptotic behavior of thermal non-equilibrium steady states in driven chains of anharmonic oscillators, which is a model of heat conduction, see [20] . Our proof is inspired by their approach. The main difference with respect to their paper is the fact that the ω−limit set of our model is built of periodic orbits rather than stable equilibrium points. As a consequence, the action of the drift vector field plays an important role close to points of any of the periodic orbits. This implies that the property of small time local controllability -essential for the proof -has to be adapted to the present situation. Moreover, the controllability of our system has to be carefully studied -indeed we are facing a degenerate situation where Brownian motion is only present in two coordinates of a (possibly) high-dimensional system. As a consequence, the controllability of the system as well as the continuity of V (x, y) with respect to x and y are difficult questions. It is the cascade structure of the drift vector which is crucial for our purpose -we will come back to this point later.
Proof of Theorem 2
We will use the control theorem which goes back to Stroock and Varadhan [21] , see also Millet and Sanz-Solé [18] , theorem 3.5, in order to prove Theorem 2. The following proposition summarizes the inclusion of the control theorem which is important for our purpose. 
We now show how to use Proposition 3 in order to prove Theorem 2.
Proof of Theorem 2.
By Proposition 2, putting F := {x : G(x) ≤ 2b/a}, the set F is visited infinitely often by the process Y N , almost surely. Fix x ∈ F and recall that x * is the unique equilibrium point of the system (2.17). We will show in Theorem 4 below that it is possible to choose h ∈ H such that ϕ = ϕ (N,h,x) satisfies ϕ(T ) = x * (for some arbitrary fixed T > 0).
We have therefore shown the following assertions. Under these conditions, it is classical to show (see e.g. Theorem 1 of Höpfner et al. [14] ), that Y N is positively recurrent in the sense of Harris. The fact that µ N is of full support follows again from Theorem 4 below implying that the control system (4.26) is strongly completely controllable. This concludes the proof.
•
In the following we will prove that the control system (3.21) is strongly completely controllable.
Controllability
Theorem 4. Grant Assumption 1. Then the control system ϕ = ϕ (h,x) given by
is strongly completely controllable, i.e. for all T > 0, for any pair of points x, y ∈ R n , there exists a control h ∈ H such that ϕ (h,x) (T ) = y.
Proof. The main idea of the proof is to use the fact that the drift vector field is linear -except for the last coordinate of each population encoding the interactions between the two populations. Imposing a trajectory for the two coordinates carrying the noise -and carrying the interactionsallows to decouple the two populations and to rely on linear control problems. Our Ansatz is to write ϕ(t) = (Φ(t), Ψ(t)) with Φ(t) = (ϕ 1 (t), . . . , ϕ n1+1 (t)), Ψ(t) = (ϕ n1+2 (t), . . . , ϕ n (t)). Φ(t) summarizes the coordinates describing the first population of particles, Ψ(t) describes the second population. We choose Φ and Ψ such that they are solution of a different control system, given by
where B 1 ∈ R n1+1 is the vector given by (5.28)
and where for x = (x 1 , . . . , x n1+1 ),
Analogous definitions apply to the second population described by Ψ(t).
In what follows, by abuse of notation, we will systematically write x = (x 1 , . . . , x n1+1 ) for starting configurations of Φ(t) or x = (x n1+2 , . . . , x n ) for those of Ψ(t) or x = (x 1 , . . . , x n ) for starting configurations of the entire system, depending on the context.
Notice that writing
, we can rewrite (5.27) as
By Theorem 1.11 in Chapter 1 of Coron [5] , the problem (5.30) is controllable at time T if and only if the associated Gram matrix
is invertible. But by the cascade structure of the drift,
, implying that Q T is non degenerate. As a consequence, for any x = (x 1 , . . . , x n1+1 ) and y = (y 1 , . . . , y n1+1 ) in R n1+1 there exists a control u 1 (t) steering the solution Φ of (5.27) from x to y, during [0, T ]. The associated cost functional is given by
see Proposition 1.13 in Chapter 1 of [5] . A similar result applies to the second population, i.e. the system described by Ψ.
We resume the above discussion and come back to the total process, consisting of the two populations.
For any x = (x 1 , . . . , x n ) a possible initial configuration of the two populations, and for any y ∈ R n , we have therefore a control (u 1 (t), u 2 (t)), such that the decoupled and linear system (Φ(t), Ψ(t)) solution of (5.27) (and the analogous equation for the second population) is steered from x to y,
In what follows, we shall write Φ(t) = (Φ 1 (t), . . . , Φ n1+1 (t)) and Ψ(t) = (Ψ 1 (t), . . . , Ψ n2+1 (t)).
In order to come back to the original control system, we put
Since f 1 and f 2 are lower bounded,ḣ 1 andḣ 2 are well-defined and admissible, that is,
loc . Moreover, by the structure of (5.27),
thus ϕ = (Φ, Ψ), together with the choice of h in (5.31), is solution of the original control problem (3.21).
We use the ideas of the above proof to show that the cost functions V (x, y) and V T (x, y) are upper semi continuous.
Theorem 5. Grant Assumption 1. Then the cost functions V T (x, y) and V (x, y) are upper semicontinuous in x and in y.
The main difficulty in the proof of this result is the fact that due to the hypo-ellipticity of the diffusion, the action of the drift is important in small time. As a consequence, if we want to steer the process within a small time step δ to any possible target point within a given ball, we have to take into account the action of the drift. It turns out that it is possible to steer the process from a fixed starting point z to any point within a small ball around z + b(z)δ, and that the cost of doing this remains small, for small δ. This is related to small time local controllability, see below, and also to the fact that the weak Hörmander condition is satisfied. There is also a relation with density estimates of the associated diffusion over small time intervals, see e.g. Pigato [19] . In the proof we shall use tools developed in the recent paper by Delarue and Menozzi [6] where the same "cascade"-structure of the drift as in our case is present.
Proof. We fix some η > 0. Fix T and x, y. Then there exists a control h such that ϕ (h,x) (T ) = y and such that I x,T (ϕ) ≤ V T (x, y) + η. In the following we work with this fixed control and with the fixed trajectory ϕ := ϕ (h,x) .
Let us briefly explain the idea of our proof. We first show that for any δ > 0 and for anyx belonging to a small neighborhood of x, it is possible to perturb the control h on an interval [0, T − δ] such that the newly obtained controlled trajectoryφ stays within a small tube around ϕ during [0, T − δ] and such that the cost of doing so is comparable to the original cost I x,T −δ (ϕ). We then show that we can choose δ sufficiently small such that we are able to steerφ from its position at time T − δ to any target positionỹ belonging to a small neighborhood of y, by maintaining the cost of doing so negligible. This last step will be done by relying on the ideas developed in the proof of the preceding theorem.
Step 1. We fixe some 0 < δ < T and pointsx,ỹ in some neighborhoods of x and y. These neighborhoods and δ will be chosen later. Write for short γ 1 (t) = ϕ n1+1 (t), γ 2 (t) = ϕ n (t) for the two components of ϕ depending directly on the control. In a first step of the proof, for a given ε, we choose any smooth trajectoriesγ 1 andγ 2 such that for all 0 ≤ t ≤ T − δ,
and also
Once these two trajectories are fixed, by the structure of b, we necessarily havẽ s) ), for all s ≤ T − δ, we certainly have that
Thus, since e −ν1t x n1 + e −ν1t t 0 e ν1s γ 1 (s)ds = ϕ n1 (t),
The same arguments apply for the other coordinatesφ i .
As a consequence, introducing κ = √ n max(1,
), where n = n 1 + n 2 + 2, we have constructed a trajectoryφ(t) such thatφ (t) ∈ B κε (ϕ(t)) for all t ≤ T − δ.
The control which allows to produce this trajectory is given bẏ
By continuity of f 1 , f 2 and the fact that f 1 , f 2 are lower bounded, there exist η 1 = η 1 (ε) and η 2 = η 2 (ε)
Then clearly
For the moment we have produced a controlled trajectoryφ steering the initial pointx belonging to B ε (x) to a pointz =φ(T − δ) ∈ B κε (z), where z = ϕ(T − δ), such that we have a control on the cost function of this new trajectory.
Step 2. Consider now the original control system ϕ = ϕ (h,x) on the interval [T − δ, T ]. Its coordinate ϕ n1+1 solves the equatioṅ
If we write
with ϕ n1+1 (T − δ) = z, ϕ n1+1 (T ) = y. The same argument applies forφ n (t), with the definition
and since f 1 and f 2 are bounded, we can now choose δ such that
where we recall that f is such that
With this choice of u 1 and u 2 we can rewrite the control problem on [T − δ, T ] as in the proof of Theorem 4. As there, we put ϕ(t) = (Φ(t), Ψ(t)) with Φ(t) = (ϕ 1 (t), . . . , ϕ n1+1 (t)) and Ψ(t) = (ϕ n1+2 (t), . . . , ϕ n (t)). Theṅ In what follows, by abuse of notation, we will systematically write z = (z 1 , . . . , z n1+1 ) for starting configurations of Φ(t) or z = (z n1+2 , . . . , z n ) for those of Ψ(t) or z = (z 1 , . . . , z n ) for starting configurations of the entire system, depending on the context.
Having thus constructed a specific controlled trajectory, we certainly have that
, and with a similar definition for the second system.
Step 3. The key observation is now that system (5.27) satisfies the conditions of Section 4.1 of Delarue and Menozzi [6] (with order of coordinates reversed, i.e. the coordinate depending on the noise is the first in [6] and not the last as it is the case here). The main point is the cascade-structure of the drift, i.e., the fact that the i−th coordinate of F 1 (x), which is given by −ν 1 x i + x i+1 , does only depend on the coordinates x i and x i+1 , for all 1 ≤ i ≤ n 1 + 1. In particular, writing T t for the (n 1 + 1) × (n 1 + 1)−diagonal matrix having entries
Proposition 4.1 of [6] implies that there exists a constant C 1 depending only on T, such that
where θ δ is the deterministic flow associated to the zero-noise systemθ t (z) = F 1 (θ t (z)), and where z = (z 1 , . . . , z n1+1 ), y = (y 1 , . . . , y n1+1 ).
The important point is now that as a consequence of (5.36) together with (5.35), we have (5.38)
The same argument applies to the second population.
Step 5. Recall the definition of ε 1 in (5.32). We now choose ε 2 ≤ ε 1 such that for all ε ≤ ε 2 , for all z ∈ B κε (z),ỹ ∈ B ε (y),
We then solve (5.27) on [T − δ, T ] and obtain a systemΦ(t) withΦ(T − δ) =z andΦ(δ) =ỹ, for anỹ y ∈ B ε (y). By Proposition 4.2 of [6] , this is possible using a controlũ 1 such that
where C 2 is another universal constant and where we have used (5.39). In particular,
The same argument applies to Ψ(t), describing the second population of particles. In order to come back to the original control system, we use (5.33) and finḋ
for some constant C not depending on f, by the choice of δ in (5.35).
Summarizing the above arguments, we have thus constructed a control (ḣ 1 ,ḣ 2 ) acting on [T − δ, T ] steeringz toỹ for anyỹ ∈ B ε (y), at a cost at most Cη. Pasting together the two control pathsφ constructed in Step 1 on [0, T − δ] and the last one, we have thus obtained a pathφ fromx toỹ at a total cost Ix ,T (φ) ≤ I x,T −δ (ϕ) + η + Cη ≤ I x,T (ϕ) + (1 + C)η. Since η can be chosen arbitrarily small, this implies that V T (x, y) is upper semicontinuous in x and in y. The fact that V (x, y) is upper semicontinuous in x and y follows then easily from this.
Small time local controllability. We will now discuss the important notion of small time local controllability which is related to the behavior of the system close to equilibrium points or to periodic orbits.
In the following, we restrict attention to controls h such there is some -sufficiently fine -finite partition 0 = s 0 < s 1 < . . . < s ν = t such that all componentsḣ ℓ are smooth on s r−1 and s r . We shall call such controls h piecewise smooth. We denote R τ (x) the set of points which can be reached from x in time τ using a piecewise smooth control h; i.e.
We shall also consider
We say that the system is small-time locally controllable at x if R τ (x) contains a neighborhood of x for every τ > 0.
Proof. Write σ 1 and σ 2 for the two columns of the diffusion matrix σ. Then it is straightforward to verify that
In particular, the system satisfies the weak Hörmander condition. Then the assertion follows from Theorem 3.4 of Lewis [16] , based on the results of Sussmann [22] and Bianchini and Stefani [2] .
The following theorem states a result concerning the small time controllability around points which are on a periodic orbit Γ of the limit system (2.17). On Γ, the drift vector b plays an important role, in the sense of a "shift" along the orbit. As a consequence, the system is not small time locally controllable in the classical sense, but in a "shifted sense" as stated in the following theorem.
Theorem 6. Grant Assumptions 1 and 2. Let Γ be a periodic orbit of (2.17), x 0 ∈ Γ, and let x x0 (t) be the solution of (2.16), issued from x 0 at time 0. Then there exists δ * such that for any 0 < δ < δ * , for all M, we have that
The proof of this theorem is given in the Appendix.
With these results at hand we are able to prove the following proposition which is the analogue of Proposition 3 of Rey-Bellet and Thomas [20] . [20] consider systems locally around equilibria, and therefore, the drift vector does not play a role in their case. In our case, we have to consider the control system locally around non constant periodic orbits -hence the drift vector does play a crucial role since it induces a shift along the orbit which is not negli-geable in the study of the system. We shall use the following notation. For any periodic orbit Γ of (2.17), let B ε (Γ) = {x ∈ R n : dist(x, Γ) < ε}.
Proposition 4. Grant Assumptions 1 and 2. Let Γ be a periodic orbit of (2.17). For any η > 0 and ε ′ > 0 there exists ε > 0 such that ε < ε ′ /3 with the following properties. For all x, y ∈ B ε (Γ), there exist T > 0 and a control h ∈ H such that ϕ (h,x) (T ) = y, ϕ (h,x) (s) ∈ B 2ε ′ /3 (Γ) for all 0 ≤ s ≤ T, and
By reversing the time, this yields a trajectory ϕ (h1,x) (t) with ϕ (h1,x) (0) = x and ϕ (h1,x) (δ) = u l . Then it suffices to choose T such that x u l T −2δ = z k -this is just a shift on the orbit. To finish the proof, observe that by construction the produced trajectory ϕ = ϕ (h1,x) is such that ϕ(s) ∈ B 2ε ′ /3 (Γ) for all s ≤ T, since we have chosen M and δ such that
Large deviations and asymptotics of the invariant measure
Recall that we have introduced controlled trajectories
together with their rate function on time intervals [0, t 1 ]
This rate function is not explicit since the diffusion matrix σ is degenerate. It is however a "good rate function", i.e. all of its level sets {f : I x,t1 (f ) ≤ α} are compact, and the following large deviation principle for the sample paths of the diffusion Y N is well known, going back to Freidlin and Wentzell [10] . We quote if from [8] .
Theorem 7 (Corollary 5.6.15 of [8] ). Grant Assumption 1. Let Y N denote the solution of (2.15), starting from x ∈ R n . Then for any x ∈ R n and for any t 1 < ∞, the rate function I x,t1 (f ) is a lower semicontinuous function on C([0, t 1 ], R n ) with compact level sets. Moreover, the family of measures (ii) For any compact
6.1. Proof of Theorem 3. We are now able to give the proof of our main result, Theorem 3. It follows closely Freidlin and Wentzell [10] , adapted to the situation of degenerate diffusions in ReyBellet and Thomas [20] .
Recall that K = {x * }∪ L l=2 K l denotes the ω−limit set of (3.21) . To start, we stress that the diffusion process Y N solution of (2.13) satisfies the two main assumptions of [20] which are the following.
Assumption 3. The diffusion process Y N (t) has a hypo-elliptic generator, and for any x belonging to the ω−limit set K, the control system associated with (3.21) is small-time locally controllable (in a sense of a shift along periodic orbits, as stated in Theorem 6).
Assumption 4. The diffusion process is strongly completely controllable and for any T > 0, the cost function V T (x, y) is upper semicontinuous in x and y.
We now follow Freidlin-Wentzell [10] and put
for ε <ε such that 3ε <ε. We introduce
Since Y N is Harris-recurrent with invariant measure µ N being of full support and therefore charging U, V and V c , we have τ n < τ n+1 < ∞, σ n < σ n+1 < ∞ almost surely, and σ n , τ n ↑ ∞ as n → ∞. Writing U n := Y N (τ n ), n ≥ 1, U n is a Markov chain taking values in ∂U which is a compact set. In particular, (U n ) n admits a (unique) invariant probability measure ℓ N on ∂U (since Y N is Harris), and the invariant measure µ N of the process Y N can be decomposed as
We now take a regular open set D, i.e. a set such that ∂D is a piecewise smooth manifold, with
∈ D} be the associated hitting time. Then we have the following result.
Lemma 2. Grant Assumptions 1 and 2. Let
Then for any compact set E, lim
Proof. We have
, where G does not depend on N. The fact that G is bounded on the compact set E then implies the result.
In the following we establish two classical results on the growth rate of the expected escape time E N x σ 0 that will be useful in the sequel. They are analogous to the results of [10] , transposed to the hypo-elliptic context of our model. Proposition 5. Grant Assumptions 1 and 2. Given h > 0, for ε <ε such that 3ε <ε sufficiently small,
An analogous result holds for the upper bound of E N x σ 0 . Proposition 6. Grant Assumptions 1 and 2. Given h > 0, for ε <ε such that 3ε <ε sufficiently small,
The proofs of the two propositions are given in the Appendix.
Recall that the ω−limit set K = {x * }∪ L l=2 K l is divided into disjoint subsets consisting of equivalence classes induced by the equivalence relation x ∼ y, where we say that x ∼ y if and only if V (x, y) = V (y, x) = 0. Following [10] , we now introducẽ
As a consequence of the small-time local controllability as stated in Corollary 1 and of Proposition 4 we have the following useful result.
Lemma 3. Grant Assumptions 1 and 2. For all i, for all x, y ∈ K i , and for all h there exists δ such that |x −x| < δ, |y −ỹ| < δ imply thatṼ i (x,ỹ) < h.
We put B ε (K i ) = {y ∈ R n : dist(y, K i ) < ε}, for i = 1, 2, . . . , L. We quote the following lemma from [20] .
Lemma 4 (Lemma 4 of [20] ). Grant Assumptions 1 and 2. For any h > 0 there exist ε <ε sufficiently small such that lim sup
Proof. Once Lemma 3 established, the proof is the same as the proof of Lemma 4 of [20] . The fact that most of the sets K i are periodic orbits does not change the proof.
Small time local controllability around x * and around periodic orbits Γ are also sufficient to obtain the lower bound obtained by [20] in their Lemma 5:
Lemma 5 (Lemma 5 of [20] ). Grant Assumptions 1 and 2. For any h > 0, for any ε <ε sufficiently small,
Also, the lower bound of Lemma 6 of [20] is easily verifiable in our context, and we obtain Lemma 6 (Lemma 6 of [20] ). Grant Assumptions 1 and 2. For any
Proof. The proof is the same as in [20] , once we have obtained the estimate (6.42) inf
as proven in Proposition 5.
In order to finish the proof of our main theorem, we follow now closely Rey-Bellet et Thomas [20] and Freidlin and Wentzell [10] .
1)
We have, as in formula (46) of [20] ,
But sup y∈∂D E N y τ 1 ≤ C, for some fixed constant C, by Proposition 2. Moreover, we have, for sufficiently small ε <ε, by Lemma 4, for x ∈ ∂B ε (K i ),
Define now the functionW (x) in the same way as W (x) in (3.25), by replacing all V (K m , K n ) bỹ V (K m , K n ). By Freidlin-Wentzell [10] , Lemma 3.1 and 3.2 together with Lemma 4.1 and 4.2 of Chapter 6, we know thatW (x) = W (x), and therefore we obtain
for sufficiently large N. As a consequence, following the lines of proof of [20] , (47)-(50),
Finally, using the lower bound obtained for ν N (R n ) in Lemma 6, implying that
for all N sufficiently large, we obtain
concluding the first part of the proof.
We now turn to the study of the lower bound in (3.24). We fix some δ > 0 sufficiently small such that
Such an index i always exists due to the complete controllability property. 1 The proof of Theorem 5 shows that it is possible to choose δ so small that
This point is crucial for the rest of the proof.
We will prove below that
We then obtain, following exactly the arguments of [20] , the lower bound
The proof is completed by an upper bound on ν N (R n ), which is obtained thanks to Proposition 6. 1 Indeed, for any j, V (K j , z) < ∞. Suppose that the trajectory achieving the minimal cost to go from K j to z visits the sets K j , followed by Kn 1 , . . . , Kn l , before leaving the last of them, Kn l , and reaching the target z. It is then sufficient to choose i to be equal to the index of the last visited set, that is, i := n l .
for a constant C not depending on N.
• We are now able to conclude the proof, following the lines of Lee and Markus [15] . Consider x(t, ξ) which is the solution of dx(t, ξ) = b(x(t, ξ))dt + σ(x(t, ξ))ḣ(t, ξ)dt, x(0, ξ) = x 0 , following the controlḣ(t, ξ) = ξ 1 u 1 (t) + . . . + ξ n u n (t), for |ξ i | ≤ 1, 1 ≤ i ≤ n. It is clear that x(t, 0) = x x0 (t). Hence, if we can prove that Z(t) = ∂x(t,ξ) ∂ξ |ξ=0
is non-degenerate at t = δ, we are done, using the inverse function theorem. But ∂x(t, x) ∂t = f (x(t, ξ),ḣ(t, ξ)) and thus ∂ ∂t ∂x(t, ξ) ∂ξ = f x (x(t, ξ),ḣ(t, ξ)) ∂x ∂ξ + f u (x(t, ξ),ḣ(t, ξ)) ∂ḣ ∂ξ .
Notice that x(t, 0) = x x0 t andḣ(t, 0) = 0. Thus we obtaiṅ Z(t) = A(t)Z(t) + B(t)U (t),
where U (t) = (u 1 (t), . . . , u n (t)). Writing z 1 , . . . , z n for the columns of Z(t), this giveṡ z k (t) = A(t)z k (t) + B(t)u k (t), z k (0) = 0.
The solutions of this system are given by (6.48), and they are such that z k (δ), 1 ≤ k ≤ n, span R n . Therefore, Z(δ) is non-degenerate, and this concludes the proof.
• Proof of Proposition 5. The proof follows closely the ideas of Chapter 5.7 of [8] .
1) For all x ∈ ∂B ε (K), by small time local controllability, there exists a smooth path ψ x of length t x such that ψ x (t x ) ∈ K = {x * } ∪ L l=2 K l and such that ψ x (t) does not leave B 2ε/3 (K) for all t ≤ t x . Moreover, this path can be chosen such that I x,t x (ψ x ) ≤ h/2.
2) For all x 0 ∈ K there exists z ∈ ∂B ε (K) and a path ψ x0 of length t x0 steering x 0 to z, during [0, t x0 ], without leaving B 2ε/3 (K), at a cost I x0,t x 0 (ψ x0 ) ≤ h/2.
3) We concatenate the two paths ψ x and then ψ x0 to obtain a new trajectory Ψ x of length T x = t x +t x0 steering x to z ∈ ∂B ε (K). Let then Indeed, like in [8] , page 231, we first construct, for all x ∈ B ε (K) a smooth path ψ x of length t x such that ψ x (t x ) ∈ K and such that ψ x (t) does not leave B 2ε/3 (K) for all t ≤ t x . Moreover, this path can be chosen such that I x,t x (ψ x ) ≤ h/2.
We then fix ε ′ >ε such that 6ε < ε ′ and apply Proposition 4 to 2ε and ε ′ . This is possible ifε is sufficiently small. Then for any x 0 ∈ K there exists z ∈ ∂B 2ε (K) and a path ψ x0 of length t x0 steering x 0 to z, during [0, t x0 ], such that I x0,t x 0 (ψ x0 ) ≤ h/2. We then concatenate the two paths and obtain a new path Ψ x of length T x = t x + t x0 , steering x to z, at cost ≤ h. Let 3) We deduce from the above discussion the following. for N sufficiently large. This implies the desired assertion.
