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Abstract
In this article, I study the diffusive behavior for a quantum test particle interacting
with a dilute background gas. The model I begin with is a reduced picture for the
test particle dynamics given by a quantum linear Boltzmann equation in which the gas
particle scattering is assumed to occur through a hard-sphere interaction. The state of
the particle is represented by a density matrix that evolves according to a translation-
covariant Lindblad equation. The main result is a proof that the particle’s position
distribution converges to a Gaussian under diffusive rescaling.
1 Introduction
Boltzmann’s transport equation generates an idealized dissipative dynamics for the one-particle
phase space density of a gas of interacting particles [2, 4]. This dynamics is relevant for a dilute
gas in which the essential information for the interaction between gas particles is reduced to
two-particle scattering data. Boltzmann’s equation effectively governs the convergence of the
one-particle phase space density to the distribution corresponding to the thermal equilibrium
state. The linear Boltzmann equation is similar in character but governs the dissipative evo-
lution for the one-particle phase space density of a population of (non self-interacting) test
particles interacting with a dilute background gas in equilibrium. By normalizing the density
by the number of test particles, the linear Boltzmann equation serves as a Markovian master
equation describing the noisy trajectory of a single test particle in the reservoir. A mathemati-
cal derivation of Boltzmann’s equation from a microscopic model for a gas of hard-spheres has
appeared in the article [30], which verifies a mathematical conjecture in [16] concerning what is
referred to as the Boltzmann-Grad limit. A derivation of the linear Boltzmann equation from a
microscopic model for a test particle interacting with a background gas follows from the same
analysis and is discussed in the review [37]. Starting from a quantum version of a Lorentz gas,
a linear Boltzmann equation has also been derived in a low density limit in [10].
The linear Boltzmann equation is a classical model treating the test particle as a point. A
motivation for having a quantum dissipative dynamics rather than a classical one is to have a
model in which the respective time scales of dissipation and decoherence for a quantum particle
interacting with a gas are both apparent. The Lindblad equation, serving as a quantum linear
Boltzmann equation, should be determined by the essential features of the gas (e.g. spatial
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density, temperature) and the scattering behavior for the interaction between the test particle
and a single gas particle.
There have been various quantum master equations proposed in the physics literature to
model the dissipative/decoherence influence of a background gas acting on a test particle [25,
17, 9, 38, 23]. With the microscopic picture for the test particle interacting with an ideal gas
as inspiration, the derivations have all been heuristic or based on an analysis of the effect of
a single scattering with a gas particle. The first heuristic derivations were [25] and [17] where
the authors considered limits in which the test particle becomes infinitely massive compared
to a reservoir particle. The limiting dynamics in those cases are transient in nature, since
by neglecting frictional effects, they predict linear growth in the mean kinetic energy. The
first proposed model to include energy relaxation was in [9]. The model was later refined and
given clearer motivation in [38, 39] and subsequently [23, 24]. A comprehensive review of the
literature can be found in [40].
In this article, I begin with the quantum linear Boltzmann equation discussed in [40] for the
special case in which the interaction between the test particle and a single reservoir particle is a
hard-sphere potential and the reservoir particles are distinguishable. The main result is a proof
that the particle diffuses spatially in the limit of large times. My analysis yields a closed form
for the diffusion constant in terms of the scattering amplitude for the hard-sphere potential.
The techniques here are an extension of those in [3], which require the Lindblad generator and
other operators involved be bounded.
I will mention a few recent mathematical results regarding diffusion in quantum models
before proceeding to define my model. The articles [11, 12] prove diffusion for a quantum
particle in a random potential (quantum Lorentz gas) in a weak coupling limit. The article [26]
shows diffusion for a quantum particle in a tight-binding approximation (living on Zd) whose
wave packet evolves according to a stochastic Schro¨dinger equation. The results of [26] are
extended in [19] to handle a weaker form of stochasticity in which the random potential forcing
the particle is periodic rather than evolving independently at each lattice site. Also for tight-
binding models, [8] and [7] prove diffusion for microscopic models of a particle interacting with
an environment. The environment in [8] is a lattice of non-interacting reservoirs that are taken
to interact with the test particle in a weak coupling limit. The result in [7] treats a quantum
particle interacting with a free Bosonic field in the limit that the particle is massive (weak
coupling).
In Sect. 2, I present the model, state the main theorem regarding the diffusive behavior of
the model, and give some background information. Section 3 discusses the technical questions
regarding the existence of the dynamics I consider. Sections 4-7 build up the technical tools
for the perturbation argument that I employ. Finally, the proof of the result is contained in
Sect. 8.
2 Model, results, and discussion
2.1 The model and the main theorem
The state for the test particle at a given time t ∈ R+ will be described by a density matrix
ρt ∈ B1
(
L2(R3)
)
, where B1(H) denotes the space of trace class operators over a Hilbert space
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H. The state ρt evolves according to the Lindblad equation
d
dt
ρt = L(ρt) = −
i
~
[
H, ρt
]
+Ψ(ρt)−
1
2
{Ψ∗(I), ρt}, ρ0 = ρ, (2.1)
where the Hamiltonian H = H∗ is a function H(~P ) of the vector of momentum operators ~P
with Pj = −i ~
∂
∂xj
for j = 1, 2, 3, Ψ is a completely positive map defined below, and Ψ∗(I)
is the evaluation of the identity for the adjoint map Ψ∗. The term − i
~
[
H, ·
]
generates the
deterministic part of the test particle dynamics, and Ψ determines the dissipative influence of
the gas as an idealized noise reservoir for the evolution of the test particle. The Hamiltonian
H is equal to 1
M
~P 2 + Hf , where Hf is an energy shift related to forward scattering with the
gas reservoir particles and is defined below.
The forms of Ψ and H , which I now define, are those suggested in [40] for a quantum linear
Boltzmann equation modeling a test particle in dilute gas of distinguishable particles. The map
Ψ is taken to be of the form
Ψ(ρ) =
∫
R3
d~q ei
~q
~
~XT~q(ρ)e
−i ~q
~
~X , (2.2)
where T~q are completely positive maps that act as multiplication in the momentum represen-
tation
T~q(ρ)(~p1, ~p2) = T~q(~p1, ~p2)ρ(~p1, ~p2), ρ ∈ B1
(
L2(R3)
)
, (2.3)
for some functions T~q : R
3 × R3 → C determined below. To define the maps T~q, I must
introduce some notation. Let m, M , m∗ =
mM
m+M
refer to the mass of a single reservoir particle,
the mass of the test particle, and the relative mass respectively. Let η be the density of the
gas and r(~k) = ( β
2πm
)
3
2 e−
β
2m
~k2 be the momentum distribution for a single reservoir particle.
Define f : R+ × [0, π] → C to be the scattering amplitude determined by the interaction
potential between the test particle and a gas particle, and denote f(~p2, ~p1) := f(p, θ), where
p = ‖~p1‖2 = ‖~p2‖2 and θ is the angle between ~p1 and ~p2. In my case, the scattering amplitude
f(p, θ) corresponds to the hard-sphere interaction, and I discuss its form in Sect. 2.2. Finally,
the completely positive maps T~q have a Kraus form
T~q(ρ) =
∫
(~q)⊥
d~v L~q,~v ρL
∗
~q,~v, (2.4)
where (~q)⊥ is the orthogonal complement of the one-dimensional space spanned by ~q and the
operators L~q,~v = L~q,~v(~P ) act as multiplication in the momentum representation as
L~q,~v(~P ) = η
1
2
m
1
2
m∗
( 1
|~q|
) 1
2
(
r
(
~v + 2−1
m
m∗
~q +
m
M
~P‖~q
)) 12
× f
(m∗
m
~v −
m∗
M
~P⊥~q − 2
−1~q,
m∗
m
~v −
m∗
M
~P⊥~q + 2
−1~q
)
. (2.5)
In the above, the vector of operators ~P‖~q and ~P⊥~q have the forms ~P‖~q =
~q·~P
|~q|2
~q and ~P⊥~q = ~P− ~P‖~q.
The Hamiltonian Hf will be given by
Hf = Hf(~P ) = −
2π~2η
m∗
∫
R3
d~q r(~q) Re
[
f
(m∗
m
~q −
m∗
M
~P ,
m∗
m
~q −
m∗
M
~P
)]
. (2.6)
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Theorem 2.1 is the main result of this article and states that the particle behaves diffusively
for some diffusion constantD. A closed expression forD is discussed in Sect. 2.2. The conditions
for the theorem are in terms of the initial density matrix ρ ∈ B1
(
L2(R3)
)
. The statement
that Y ∗1 ρY2 is trace class for unbounded operators Y1, Y2 with dense domains D(Y1), D(Y2)
respectively, means that the corresponding quadratic form Q(ψ1, ψ2) = 〈Y1ψ1|ρ Y2ψ2〉 for ψ1 ∈
D(Y1) and ψ2 ∈ D(Y2) is bounded and determines a trace class operator for its kernel.
Theorem 2.1. Assume that Xjρ, j = 1, 2, 3 are trace class and let µt(~x) := ρt(~x, ~x) be the
position density at time t. In the limit t→∞, the rescaled density t
3
2µt(t
1
2~r), ~r ∈ R3 converges
in distribution to a Gaussian with covariance matrix D I3, D > 0. Moreover, if in addition
G1G2ρ and G1ρG2 are trace class for all G1, G2 ∈ {Xj, Pj, j = 1, 2, 3} and |~P |
3−nρ|~P |n is trace
class for n = 0, 1, 2, 3, then the second moments satisfy
t−1
∫
R3
d~xµt(~x) xixj = δi,jD +O(t
−1) as t→∞.
2.2 Discussion
2.2.1 Preliminary mathematical considerations
The Lindblad equation (2.1) determines a trace-preserving collection of maps Φt : B1
(
L2(R3)
)
for t ∈ R+ determined by Φt(ρ) = ρt. The maps Φt are completely positive, satisfy the
semigroup property ΦtΦs = Φt+s, and are strongly continuous. The equation (2.1) has the
generic form for the time derivative of a norm-continuous dynamical semigroup [31] except
that the generator L I consider is unbounded. It is therefore necessary to be cautious with
respect to the mathematical interpretation of the Lindblad equation (2.1). Analogously to
unbounded master equations in classical probability theory [13], a solution to an unbounded
Lindblad equation may be constructible without being unique or preserving the trace the density
matrices [6]. Intuitively, this would correspond to situations in which infinitely many jumps
may occur in a finite time period and there may be “escape to infinity” in finite time. In the
case of translation-invariant Lindblad equations, this problem can be reduced to a classical
one [20]. The uniqueness of the solution is implied by the probability preservation for an
embedded classical Markovian semigroup that governs the momentum distribution. In my
case, the master equation governing the momentum density νt(~p) = ρt(~p, ~p) has the form
d
dt
νt(~p) = L0(νt)(~p) =
∫
R3
d~p0
(
J (~p, ~p0)νt(~p0)− J (~p0, ~p)νt(~p)
)
, (2.7)
where the jump rates J (~p+~q, ~p) are written in terms of the differential cross section dσ
dΩ
(~p, ~p0) :=
|f(~p, ~p0)|
2 in the form
J (~p+ ~q, ~p) = η
m
m2∗
1
|~q|
∫
(~q)⊥
d~v
dσ
dΩ
(m∗
m
~v −
m∗
M
~p⊥~q − 2
−1~q,
m∗
m
~v −
m∗
M
~p⊥~q + 2
−1~q
)
× r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
)
. (2.8)
For the differential cross section dσ
dΩ
corresponding to a hard-sphere interaction, the so-
lutions νt to (2.7) converge exponentially fast in L
1(R3) to the stationary state ν∞(~p) =
(2πMβ−1)−
1
2 e−
β
2M
~p2. This puts the dynamics (2.7) in the “opposite” category as those in
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which explosion occurs, since a particle starting with distribution ν0(·) = δ(·−~p) for arbitrarily
high momentum |~p| ≫ M
1
2β−
1
2 must have distribution νt concentrated near a region of radius
M
1
2β−
1
2 from the origin after a finite time period. This is not surprising, since it holds for the
classical linear Boltzmann dynamics modeling a test particle in a hard-sphere gas for which the
marginal momentum distribution satisfies (2.7) with dσ
dΩ
(~p2, ~p1) = 4
−1a2 for spheres with radius
a. I return to a discussion of the existence and uniqueness of the semigroup Φt in the next
section.
2.2.2 Hard-sphere scattering
Beyond the values m, M , η, β, the critical input determining the noise term Ψ is the scat-
tering amplitude f(~p1, ~p2) = f(p, θ). The scattering amplitude carries the essential two-body
scattering information between the test particle and a single reservoir particle that becomes
dominant in the low-density regime from which the linear Boltzmann dynamics arises (see [35]
for a mathematical discussion of the scattering amplitude). The Hamiltonian for the two-body
interaction is
Htot = −
~2
2M
∆test −
~2
2m
∆res + V (xtest − xres)
= −
~2
2(m+M)
∆cm −
~2
2m∗
∆rel + V (~xrel), (2.9)
where V (~xtest − ~xres) is the interaction potential, and ∆cm and ∆rel are the Laplacians with
respect to the center-of-mass coordinates ~xcm =
m∗
m
~xtest +
m∗
M
~xres and ~xrel = ~xres − ~xtest.
A hard-sphere potential of radius a is formally given by a potential
V (~x) =


∞ |~x| ≤ a,
0 |~x| > a.
Mathematically, a hard-sphere interaction is not defined as a perturbation of the V = 0 case
of (2.9), but as a certain self-adjoint extension of the Laplacian corresponding to the kinetic
energy. For the region R = {|~xtext − ~xres| ≥ a} = {|~xrel| ≥ a} ⊂ R
6, the Hamiltonian for the
test particle and a single reservoir particle is
Htot = −
~2
2M
∆test −
~2
2m
∆res = −
~2
2(m+M)
∆cm −
~2
2m∗
∆rel (2.10)
with Dirichlet boundary conditions on ∂R.
Since the Hamiltonian (2.10) is not a perturbation of a “free” Hamiltonian as in (2.9),
the standard scattering formalism in [35] does not apply directly for the hard-sphere case.
However, the scattering amplitude for a hard-sphere can be defined using the limits of the
scattering amplitude for a permeable spherical potential V (~x) = V¯ χ(|~x| ≤ a), V¯ > 0. For the
permeable sphere, the scattering amplitude has a partial-wave expansion
f(p, θ) =
~
2ip
∞∑
ℓ=0
(2ℓ+ 1)
(
Sℓ
(a
~
p
)
− 1
)
Lℓ(cos(θ)), (2.11)
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where the values Sℓ(κ) ∈ C are determined by the equation below and Lℓ is the ℓth Legendre
polynomial. The value Sℓ(κ) is a phase factor with
Sℓ(κ) = −
h
(2)
ℓ (κ)
h
(1)
ℓ (κ)
log′ h
(2)
ℓ (κ)− n log
′ jℓ(nκ)
log′ h
(1)
ℓ (κ)− n log
′ jℓ(nκ)
, κ ∈ R+,
where n =
(
1−2m∗V¯ a
2κ−2~−2
) 1
2 , log′ refers to the logarithmic derivative, and jℓ, h
(1)
ℓ , and h
(2)
ℓ
are the spherical Bessel functions and Hankel functions of the first and second kind respectively.
In the hard-sphere limit V¯ →∞, the above becomes
Sℓ(κ) = −
h
(2)
ℓ (κ)
h
(1)
ℓ (κ)
, κ ∈ R+.
Even for an interaction as simple as the hard-sphere, there is no simple formula for f(p, θ)
except when a
~
p≪ 1 and the much more challenging regime a
~
p≫ 1. When a
~
p≪ 1, then
f(p, θ) ≈ −a.
In the regime a
~
p≫ 1, there is a rough approximation [33] given by
f(p, θ) ≈ −
1
2
a
(
e−2i
a
~
p sin( θ
2
) + i
1 + cos(θ)
sin(θ)
J1
(a
~
p sin(θ)
))
, (2.12)
where J1 is a cylindrical Bessel function of the first kind. The left term e
−2i a
~
p sin( θ
2
) is dominant
except in a small region in the forward scattering direction θ ≈ 0. The second term in (2.12)
becomes dominant for θ on the order of (a
~
p)−1 ≪ 1 and yields a diffraction peak of height
proportional to a(a
~
p)≫ a and a series of much smaller peaks forming the classical Airy pattern,
which vanish for θ ≫ (a
~
p)−1. The total cross section σtot(p) =
∫
Ω
|f(p, θ)|2, which characterizes
the effective target area with respect to scattering, has the limiting values σtot(p) ≈ 4πa
2 and
σtot(p) ≈ 2πa
2 for a
~
p≪ 1 and a
~
p≫ 1, respectively. The fact that σtot(p) limits to twice the
classical cross-sectional area πa2 in the large p limit is known as the extinction paradox, since
classical behavior would be expected in that regime (i.e. yielding the cross-sectional area πa2).
The study of f(p, θ) through the partial-wave expansion when a
~
p ≫ 1 is well-known to
be difficult, since the number of non-negligible terms to be summed in (2.11) grows on the
order of a
~
p. There is a successful approach based on exchanging the sum (2.11) for a complex
integration over a contour for an analytic extension of the index ℓ:
f(p, θ) =
~
2ip
∫
C
dλ λ
cos(πλ)
h
(2)
λ (
a
~
p)
h
(1)
λ (
a
~
p)
Lλ− 1
2
(
cos(θ)
)
. (2.13)
The contour C is is u-shaped around the positive real axis, although it must avoid enclosing
any poles of h
(1)
λ (
a
~
p) as a complex function of λ. The rewriting of the sum for the complex
integration is called Watson’s transformation [41]. The complex integration formulation allows
the application of the method of stationary phase and the calculus of residues in the evaluation
of (2.13). This method was introduced by Watson and further developed in [14, 15]. Math-
ematical detail can be found in [32, 33], and [18] is an introductory book on the subject of
scattering of waves from spherical objects. In addition to the quantum hard-sphere, the same
formalism (2.11) applies for acoustical scattering and electromagnetic scattering from spherical
targets. For the purpose of the current article, I essentially only require a small corollary of the
above results, which is that the differential cross section dσ
dΩ
(p, θ) = |f(p, θ)|2 does not vanish
away from the region of the forward direction θ ≈ 0 as p→∞.
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2.2.3 The diffusion constant
The diffusion constantD in Thm. 2.1 is a sum of two partsDkin, Djps ≥ 0 that can be interpreted
as driven by an averaged kinetic motion of the test particle and by spatial jumps made by the
test particle. Let pt ∈ R
3 be the classical Markov process with jump rates given by (2.8) and
starting in the stationary distribution ν∞. The constants Dkin and Djps have the form
Dkin = 3
−1
∫ ∞
0
dtEν∞
[
v(pt) · v(p0)
]
,
Djps = 3
−1
~
2
∫
R3
d~p ν∞(~p)
∫
R3
d~q
3∑
n=1
(∂1,n∂2,nT~q)
(
~p, ~p
)
,
where ∂1,n, ∂2,n, n = 1, 2, 3 are the partial derivatives with respect to the first and second
arguments of T~q
(
~p1, ~p2
)
respectively, and v : R3 → R3 has the form
v(~p) =(∇H)(~p) + u(~p), for (2.14)
u(~p) =
2η
M
∫
R3
d~prel |~prel| r
( m
m∗
~prel +
m
M
~p
) ∫
Ω
~prel + |~prel|θ̂∣∣~prel + |~prel|θ̂∣∣ Im
[
(∂zf)
(
~prel, θ)f
(
~prel, θ)
]
.
The integration
∫
Ω
is over unit vectors θ̂ ∈ R3, θ is the angle between ~prel and θ̂, and ∂z is the
mixed derivative ∂z = cos(2
−1θ)∂p − 2p
−1 sin(2−1θ)∂θ.
It is worth formulating classical analogies of the dynamics to better understand the contri-
butions to the diffusion constant. Consider a classical dynamics in which the spatial variable
Xt ∈ R
3 for the particle is driven ballistically by the momentum process pt through the disper-
sion relation (∇H)
(
~p
)
:
Xt = X0 +
∫ t
0
dr (∇H)
(
pr
)
.
The Markov process pt is time-reversible, since the jump rates (2.8) satisfy the detailed balance
property that the kernel A(~p1, ~p2) := J (~p2, ~p1)e
β
4M
(~p22−~p
2
1) is symmetric in ~p1 and ~p2. This follows,
since
A(~p1, ~p2) = η
( β
2πm
) 3
2
m
m2∗
1
|~p2 − ~p1|
e−
β
8m
(~p1−~p2)2
×
∫
(~p2−~p1)⊥
d~v
dσ
dΩ
(m∗
m
~v − 2−1(~p2 − ~p1),
m∗
m
~v + 2−1(~p2 − ~p1)
)
e−
β
2m
(~v+ m
2M
(~p1+~p2))2 (2.15)
and dσ
dΩ
(~p1, ~p2) is a function of the norm |~p1| = |~p2| and the angle between the vectors ~p1 and ~p2.
Central limit theorems for integral functionals of time-reversible Markov processes were treated
in [28]. A more general discussion on the subject of integral functionals of Markov processes can
be found in the recent book [29]. This theory would suffice to show the renormalized processes
N−
1
2XNt converge in law as N → ∞ to a Brownian motion Bt in R
3 with diffusion constant
D′Is for D
′ > 0 with the Green-Kubo form
D′ = 3−1
∫ ∞
0
dtEν∞
[
(∇H)(pt) · (∇H)(p0)
]
.
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Our expression for the diffusion constantD differs from the expression D′ by the substitution
of (∇H)
(
~p
)
with v(~p) and the additional contribution Djps. Technically, the quantum dynamics
is more closely related to a classical Markov process that moves with velocity (∇H)
(
~p
)
and
makes joint spatial/momentum jumps with Poisson rates that depend on the current state
of the momentum (i.e. translation invariant rates). Suppose jumps (~x, ~q) ∈ R3 × R3 occur
with Poisson rate density R~p(~x, ~q) when the current momentum is ~p ∈ R
3, and the following
integration formulas hold:
J (~p + ~q, ~p) =
∫
R3
d~xR~p(~x, ~q) and u(~p) =
∫
R3×R3
d~x d~qR~p(~x, ~q) ~x.
In other words, the marginal jump rates in momentum agree with the process pt and the
averaged velocity generated by position jumps is u(~p). Suppose also the rates R~p(~x, ~q) satisfy
rotation invariance R~p(~x, ~q) = RS~p(S~x, S~q) for S ∈ SO3 and the detailed balance condition
ν∞(~p)R~p(~x, ~q) = ν∞(~p+ ~q)R~p+~q(−~x,−~q). (2.16)
Then, under some assumptions of the existence of moments for the spatial jumps, the diffusion
matrix is D′′I3 for
D′′ = 3−1
∫ ∞
0
dtEν∞
[
v(pt) · v(p0)
]
+ 3−1
∫
R3
d~p ν∞(~p)
∫
R3×R3
d~x d~qR~p(~x, ~q) |~x|
2.
The detailed balance condition (2.16) eliminates an extra term from appearing in the expression
for D′′, and there is an analogous condition satisfied by the quantum dynamics considered in
this article, which is discussed in Sect. 4.2.
Some similarity between Djps and the second term in the expression for D
′′ can be seen by
a comparison of R~p(~x, ~q) with a Wigner transform of M~q
(
~p1, ~p2
)
:
R′~p(~x, ~q) := (2π)
−3
∫
R3
d~k ei~x
~kM~q
(
~p− 2−1~~k, ~p+ 2−1~~k
)
.
Although the classical analogy is not perfect, it gives some intuition for both the symmetries
and complications in the analysis of the model.
In the limit of large mass M for the test particle, the Dkin component of the diffusion
constant dominates. Let λ = m
M
, then as M →∞
Djps =
4η~2m∗
3M2
(2m∗
πβ
) 1
2
∫
R+
dqq3e−q
2
( β
4m∗
(
2q2 + 3
m
M
)
σtot
(
(
2m∗
β
)
1
2q
)
+ σz
(
(
2m∗
β
)
1
2q
))
=λ2
4η~2
3m
(2m
πβ
) 1
2
∫
R+
dqq3e−q
2
( β
2m
q2 σtot
(
(
2m
β
)
1
2q
)
+ σz
(
(
2m
β
)
1
2q
))
+O(λ3),
where σtot(p) is the total cross section defined above and σz(p) =
∫
Ω
|∂zf(p, θ)|
2. In the regime
λ≪ 1, Djps is small compared to the classical part Dkin, which has order λ.
I remark that the leading term for Djps in the limit of small λ is not the same as the quantum
diffusion coefficient Dqdc discussed in [40, Sec. 5 ], which has the form
Dqdc = λ
2 ηβ~
2
6m2
(2m
πβ
) 1
2
∫
R+
dqq5e−q
2
σ0
(
(
2m
β
)
1
2q
)
,
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where σ0(p) =
∫
Ω
(
1 − cos(θ)
)
dσ
dΩ
(p, θ). The constant Dqdc arises in a Brownian limit of the
quantum linear Boltzmann dynamics (2.1). The difference between the leading order of Djps
and Dqdc is a non-commutation between the diffusive and the Brownian limits. Most notably,
the leading order for Djps depends on the derivatives of the scattering amplitude, but Dqdc
depends only on the values of the differential cross section dσ
dΩ
(p, θ) = |f(p, θ)|2.
2.2.4 Remarks on the proof strategy
The basic strategy I use for the proof of Thm. 2.1 is a standard one, which is formulated
using a decomposition arising from the translation invariance of the model. The articles [26,
3, 7] are similarly based on a translation symmetry. The translation invariance of the model
implies a “decomposition” of the state space into fibers B1
(
L2(R3)
)
≈
∫ ⊕
R3
L1(R3)† that evolve
independently according to the dynamics. In other words, there are a family of maps ρ→ [ρ]~k
from B1
(
L2(R3)
)
to L1(R3) for ~k ∈ R3 and a family of semigroups Φ˜
(~k)
t : L
1(R3) such that
[Φt(ρ)]~k = Φ˜
(~k)
t [ρ]~k.
The longterm diffusive behavior for the test particle is determined by information contained
in the semigroups Φ˜
(~k)
t for an infinitesimal neighborhood around ~k = 0. In particular, if L~k
is the infinitesimal generator for Φ˜
(~k)
t , then the diffusion matrix is determined by the second
derivative at zero for the eigenvalue ǫ(~k) ∈ R− + iR of L~k having leading real part in the
spectrum: D = −∇⊗
2
ǫ~k|~k=0.
The analysis in the proof uses that the first few derivatives of L~k in a neighborhood of
~k = 0
are relatively bounded to L0. The contribution to L~k coming from the kinetic Hamiltonian term
1
2M
~P 2 is a multiplication operator with function g~k(~p) :=
i
M
~k · ~p. The choice of hard-sphere
interaction for the model has the advantage that the Hamiltonian term is relatively bounded
to L0. Softer short-range interaction potentials will not have this property, and the argument
would in the least have to be modified to cover other cases.
3 Existence and conservativity of the dynamics
In this section, I provide some technical discussion regarding the construction of the semigroup
Φt. The reader who is unconcerned by this issue may pass to the next section without any no-
tations missed. A theory specific to translationally invariant Lindblad dynamics was developed
in [20]. In Appendix A, I present a Fourier transform relating the noise map Ψ to the maps T~q
in (2.2). See [5, 21] and the review [22] for technical work regarding Lindblad equations with
unbounded generators.
I define the semigroup Φt : B1
(
L2(R3)
)
as the pre-adjoint maps corresponding to a semigroup
of completely positive maps Φ∗t acting on the collection of bounded operators B
(
L2(R3)
)
over
the Hilbert space L2(R3) and satisfying the integral equation below:
〈φ|Φ∗t (G)ψ〉 = 〈φ|Gψ〉+
∫ t
0
drL
(
φ, Φ∗r(G)ψ
)
, φ, ψ ∈ D(~P 2), G ∈ B
(
L2(R3)
)
, (3.1)
†This equivalence is not meant to be precise.
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where the form generator L : D(~P 2)× B
(
L2(R3)
)
× D(~P 2)→ C is defined as
L(φ; G; ψ) = 〈Aφ
∣∣Gψ〉+ 〈φ∣∣GAψ〉+ ∫
R3
d~q
∫
(~q)⊥
d~v
〈
ei
~q
~
~XL~q,~v φ
∣∣Gei ~q~ ~XL~q,~vψ〉,
for A = − i
~
H − 2−1Ψ∗(I). The domain D(~P 2) ⊂ L2(R3) is the collection of all vectors φ
whose density in the momentum representation satisfies
∫
R3
d~p |~p|4|φ(~p)|2 <∞. The translation
invariance of the dynamics is characterized in the form generator through the covariance relation
L
(
φ; e−i
~b~PGei
~b ~P ; ψ
)
= L
(
ei
~b~Pφ; G; ei
~b~Pψ
)
, ~b ∈ R3. (3.2)
This relation follows since A and L~q,~v are functions of ~P and by Weyl intertwining relations
between ei
~b~P and ei
~q
~
~X .
A semigroup Φt : B1
(
L2(R3)
)
is said to be conservative if it preserves trace. This is equiv-
alent to the adjoint maps sending the identity operator to itself (i.e. Φ∗t (I) = I), since
Tr[Φt(ρ)] = Tr[Φ
∗
t (I)ρ] = Tr[ρ], ρ ∈ B1
(
L2(R3)
)
.
Conservativity is analogous to being stochastic for a Markovian semigroup [13, Ch.X]. The
weak*-continuity for Φ∗t stated in Thm. 3.1 is equivalent to strong continuity for Φt, by a
general result for semigroups on Banach spaces [34, Cor.3.18]. The translation covariance
property (3.3) implies the same covariance for Φt.
Denote Tm = {y ∈ L
1(R3) |
∫
R3
d~p|~p|m|y(~p)| < ∞}. In the proof of Thm. 3.1, I use results
from Sect. 5 that the operator L0 (defined in (2.7)) is closed with domain T1 and generates an
ergodic Markovian semigroup. The proof of Thm. 3.1 reiterates some of the reasoning from [20]
and concludes with an argument specific to my model verifying that L0 is equal to the generator
of a certain Markovian semigroup defined through the quantum dynamics.
Theorem 3.1. There exists a unique semigroup of completely positive maps Φ∗t : B
(
L2(R3)
)
satisfying the integral equation (3.1). The semigroup is weak*-continuous and conservative.
Finally, the maps Φ∗t have the translation covariance property
Φ∗t
(
e−i
~b~PGei
~b ~P
)
= e−i
~b~PΦ∗t (G)e
i~b ~P , ~b ∈ R3, (3.3)
for all G ∈ B
(
L2(R3)
)
.
Proof. By [6], a weak*-continuous semigroup of completely positive maps T
(min),∗
t satisfy-
ing (3.1) can be constructed if A generates a strongly continuous contraction semigroup on
L2(R3), and the domain D(A) of A is contained in the domain of L~q,~v for all index values ~q, ~v.
In my case, A is a perturbation of − i
~
1
2M
~P 2 by − i
~
Hf−
1
2
Ψ∗(I). The operators Ψ∗(I) = E(~P ) and
Hf are both functions of the vector of momentum operators and are relatively bounded to |~P |
(see Lemmas 5.1 and C.1). Thus, A is m-accretive with domain D(~P 2) and generates a contrac-
tive semigroup. Finally, the operators L~q,~v are relatively bounded to |~P | by Lem. C.1 and thus
include D(~P 2) in their domains. It follows by [6], there exists a solution T
(min),∗
t to (3.1) such
that for any second weak*-continuous collection of completely positive maps Tt(G) solving (3.1)
that
T
(min),∗
t (G) ≤ Tt(G) ≤ ‖G‖I, G ∈ B
(
L2(R3)
)
, G ≥ 0.
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The semigroup T
(min),∗
t is referred to as the minimal solution. From [20], the relation (3.2)
has the consequence that the minimal solution T
(min),∗
t satisfies the translation covariance rela-
tion (3.3).
With the construction of T
(min),∗
t , the next question is of its uniqueness as a solution to (3.1).
By [6], the uniqueness of the solution T
(min),∗
t is implied by T
(min),∗
t (I) = I for all t ≥ 0 (i.e.
T
(min),∗
t is conservative). As observed in [20], the translational covariance of T
(min),∗
t reduces
the problem of checking conservativity for the Lindblad dynamics to checking stochasticity
for a classical Kolmogorov semigroup. I prove below that the Kolmogorov semigroup is etL
∗
0 .
By Prop. 5.3, etL0 is ergodic to the stationary state (2πMβ−1)−
1
2 e−
β
2M
~p2, and it follows that
etL
∗
0(1R3) = 1R3. This would entail that Φ
∗
t := T
(min),∗
t is the unique weak*-continuous solution
to (3.1).
The algebraA = {g(~P )
∣∣ g ∈ L∞(R3)} is invariant under the action of T(min),∗t , since bounded
functions of ~P are the only elements in B
(
L2(R3)
)
that commute with the Weyl operators ei
~b~P
for all ~b ∈ R3. Hence, I can define a semigroup of maps S∗t : L
∞(R3) through gt = S
∗
t (g) for
gt(~P ) := T
(min),∗
t
(
g(~P )
)
, g ∈ L∞(R3).
The semigroup S∗t is contractive and maps positive functions to positive functions. Moreover,
S∗t (1R3) = 1R3 if and only if T
(min),∗
t (I) = I. Let L
∗ be the generator for S∗t and L be the adjoint
generating St. Denote the dense domain of L by D(L) ⊂ L
1(R3). I will show that L = L0.
By differentiating (3.1) at t = 0 for G = g(~P ) with g ∈ L∞(R3),
d
dt
∣∣∣
t=0
∫
R3
d~p y(~p)S∗t (g)(~p)
=
∫
R3
d~q
∫
R3
d~p y(~p)J (~p+ ~q, ~p) g(~p+ ~q)−
∫
R3
d~p y(~p)
∫
R3
d~qJ (~p+ ~q, ~p) g(~p)
=
∫
R3
d~pL0(y)(~p)g(~p), (3.4)
where y(~p) = φ(~p)ψ(~p). The set of possible y(~p) with φ, ψ ∈ D(~P 2) is T4. As a consequence
of Part (2) of Lem. 5.3, the generator L0 and the multiplication operator (My)(~p) = |~p|y(~p)
(having domain T1) are relatively bounded to each other. In other words, there is a c > 0 such
that for all y ∈ T1 the graph norms for L0 and M satisfy
c−1
(
‖y‖1 + ‖M(y)‖1
)
≤ ‖y‖1 + ‖L0(y)‖1 ≤ c
(
‖y‖1 + ‖M(y)‖1
)
. (3.5)
This implies the right side of (3.4) is bounded for y ∈ T1. Moreover, any closed operator
agreeing with L0 on a subset of T1 that is dense in T1 with respect to the graph norm of M
must be equal to L0. Continuing with (3.4), for all y ∈ T4, g ∈ L
∞(R3)
d
dt
∣∣∣
t=0
∫
R3
d~p y(~p)S∗t (g)(~p) =
d
dt
∣∣∣
t=0
∫
R3
d~pSt(y)(~p)g(~p)
=
∫
R3
d~pL(y)(~p)g(~p) (3.6)
Hence, L∗(y) is the weak limit of t−1
(
S∗t (y)− y
)
as t→ 0 for all y ∈ T4. Consequently, by the
remark [27, IV.1.5], T4 must be contained in the domain D(L). Moreover (3.4) and (3.6) imply
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L agrees with L0 for elements in T4. Since L generates a contractive semigroup, it must be
closed. Finally, T4 is dense in T1 with respect to the graph norm of M, and therefore L0 = L
by the remark above.
4 The fiber decomposition and detailed balance
In this section, I discuss a few symmetries and decompositions for the dynamics. The dynamics
also satisfies a rotation covariance, which I do not explain.
4.1 Fiber maps
The Lindblad generator L satisfies translation covariance with respect to position shifts ~a ∈ R3
L(e−i
~a
~
~Pρei
~a
~
~P ) = e−i
~a
~
~PL(ρ)ei
~a
~
~P . (4.1)
A consequence of this symmetry is that the dynamics admits a fiber decomposition in which
individual fibers obey autonomous dynamics. Similar fiber decompositions can, for instance, be
found in the study of periodic Schro¨dinger potentials [36, Ch.XIII.16] and in the study of certain
translation invariant noisy dynamics for a quantum particle living on Zd, [26, 3, 7]. Also, the
autonomous Markovian evolution for the momentum distribution (2.7) is a special case of the
fiber decomposition and provides a useful tool for proving a solution of an unbounded Lindblad
equation is unique when the Lindbladian is translation-covariant [20] (as discussed in the previ-
ous section). In this and future sections, I will denote Tn = {y ∈ L
1(R3)
∣∣ ∫
R3
d~p |~p|n|y(~p)| <∞}
and use the following notations for norms
• ‖y‖p is the standard L
p(R3) norm for p ∈ [1,∞].
• ‖ρ‖1 := Tr[|ρ|] is the trace norm for elements in B1
(
L2(R3)
)
.
• ‖A‖ is the operator norm for elements A ∈ B
(
Lp(R3)
)
.
• ‖y‖A is the graph norm for a densely defined operator A on L
1(R3):
‖y‖A := ‖y‖1 + ‖Ay‖1.
Now, I define the fiber maps. For ~k ∈ R3, there is a contractive map ρ → [ρ]~k that sends
an element ρ ∈ B1
(
L2(R3)
)
to an element L1(R3) satisfying the formal relation
[ρ]~k(~p) = ρ(~p− 2
−1
~~k, ~p+ 2−1~~k), (4.2)
where the kernel of ρ on the right side is in the momentum representation. A rigorous definition
of [ρ]~k requires something more than the integral kernel of ρ, which is only defined a.e. R
3 ×
R3. However, I can define the contractions [·]~k : B1
(
L2(R3)
)
→ L1(R3) through the Riesz
representation theorem. Let g ∈ L∞(R3), then by standard properties of the trace∣∣Tr[ei~k ~Xg(~P + 2−1~~k)ρ]∣∣∣ ≤ ‖g(~P )‖ ‖ρ‖1
= ‖g‖∞‖ρ‖1. (4.3)
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By the Riesz representation theorem, there is a unique complex-valued measure µ~k,ρ on R
3 with
total variation ≤ ‖ρ‖1 and satisfying the first equality below for all g ∈ L
∞(R3).
Tr[ei
~k ~Xg(~P + 2−1~~k)ρ] =
∫
R3
µ~k,ρ(d~p) g(~p)
=
∫
R3
d~p [ρ]~k(~p) g(~p) (4.4)
The continuous spectrum of the family Pj , j = 1, 2, 3 implies the measure µ~k,ρ must be abso-
lutely continuous with respect to Lebesgue measure, and I denote its Radon-Nikodym derivative
by [ρ]~k ∈ L
1(R3) in (4.4). It is clear from (4.2) the functions [ρ]~k,
~k ∈ R3 also determine the
density matrix ρ.
The fiber decomposition for the dynamics Φt can be characterized by the existence of semi-
groups Φ˜
(~k)
t : L
1(R3) such that
[Φt(ρ)]~k = Φ˜
(~k)
t [ρ]~k. (4.5)
The relation (4.5) is equivalent to noticing that Φ∗t maps the Banach space B~k = {e
i~k ~Xg(~P ), g ∈
L∞(R3)} ⊂ B∞
(
L2(R3)
)
into itself for each ~k with
Φ∗t
(
ei
~k ~Xg(~P + 2−1~~k)
)
= Φ˜
(~k),∗
t (g)(~P + 2
−1
~~k). (4.6)
where Φ˜
(~k),∗
t : L
∞(R3) is the adjoint semigroup of Φ˜
(~k)
t .
Lemma 4.1. For all ~k ∈ R3, the semigroups Φ˜
(~k)
t : L
1(R3) are strongly continuous and con-
tractive. Consequently, the generator L~k of the semigroup Φ˜
(~k)
t is a closed operator with dense
domain D(L~k) ⊂ L
1(R3), and all z ∈ C with Re(z) > 0 belong to the resolvent set of L~k with
∥∥(L~k − z)−1∥∥ ≤ 1Re(z) . (4.7)
Proof. It is equivalent to establish the contraction property for the adjoint semigroup Φ˜
(~k),∗
t .
The supremum norm of an element f ∈ L∞(R) is equal to the operator norm of f(~P ) ∈
B
(
L2(R3)
)
, so I have the first equality below for g ∈ L∞(R):
‖Φ˜
(~k),∗
t g‖∞ = ‖Φ˜
(~k),∗
t (g)(~P )‖
= ‖Φ∗t
(
ei
~k ~Xg(~P + 2−1~~k)
)
‖
≤ ‖g(~P + 2−1~~k)‖ = ‖g‖∞.
The second equality above is by the defining relation (4.6), and the inequality is due to Φ∗t
being a contraction. By similar reasoning, the weak*-continuity of Φ∗t implies weak*-continuity
for Φ˜
(~k),∗
t , and consequently the pre-adjoint semigroup Φ˜
(~k)
t is strongly continuous.
The consequences for the generator L~k and its resolvents are standard and can be found
in [27, Sec.IX.2-3] or [13, Sec.XIII.9-10].
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By the same reasoning as for L0 in the proof of Thm. 3.1, the domain D(L~k) must include
T4. An implication of Prop. 5.3 is that the domain contains T1 for all ~k. The operator L~k is a
sum of terms
L~k = −
i
~
h~k + J~k − E~k (4.8)
where the terms h~k, J~k, E~k : T1 → L
2(R3) arise from the Hamiltonian, and gain and loss parts
of the Lindblad generator (2.1), respectively. The terms above are determined analogously to
Φ˜
(~k)
t in (4.5) such that for ρ in a dense domain of B1
(
L2(R3)
)
,
h~k[ρ]~k =
[
[H, ρ]
]
~k
, J~k[ρ]~k =
[
Ψ(ρ)
]
~k
, E~k[ρ]~k =
[
2−1{Ψ∗(I), ρ}
]
~k
.
Formally, I have
h~k(f)(~p) =
(
H(~p− 2−1~~k)−H(~p+ 2−1~~k)
)
f(~p)
J~k(f)(~p) =
∫
R3
d~p0 J~k(~p, ~p0)f(~p0) (4.9)
E~k(f)(~p) = 2
−1
(
E(~p− 2−1~~k) + E(~p+ 2−1~~k)
)
f(~p)
where E(~p) =
∫
R3
d~p0 J0(~p0, ~p), and J~k(~p, ~p0) is complex-valued pseudo jump kernel having the
form
J~k(~p, ~p0) = M~p−~p0
(
~p0 − 2
−1
~~k, ~p0 + 2
−1
~~k
)
.
The jump “rates” J~k(~p, ~p0) can be written more explicitly as
J~k(~p+ ~q, ~p)
=M~q
(
~p− 2−1~~k, ~p+ 2−1~~k
)
=
∫
(~q)⊥
d~v L~q,~v(~p− 2
−1
~~k)L~q,~v(~p+ 2
−1
~~k)
= η
m
m2∗
|~q|−1 e−
βm~2
8M2
~k2
‖~q
∫
(~q)⊥
d~v r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
)
f
(
Q−, Θ−
)
f
(
Q+, Θ+
)
(4.10)
where Q± and Θ± are defined as
Q± = Q±(~q, ~v, ~p,~k) =
((m∗
m
~v −
m∗
M
(~p⊥q ± 2
−1
~~k⊥q)
)2
+ 4−1~q2
) 1
2 ,
Θ± = Θ±(~q, ~v, ~p,~k) = 2 tan
−1
( ∣∣2−1~q∣∣∣∣m∗
m
~v − m∗
M
(~p⊥q ± 2−1~~k⊥q)
∣∣
)
,
~z± = ~z±(~q, ~v, ~p,~k) = ~v + 2
−1 m
m∗
~q +
m
M
(~p‖~q ± 2
−1
~~k‖~q),
and I have used the simple relation
r(~z−)
1
2 r
(
~z+
) 1
2 = e−
βm~2
8M2
~k2
‖~q r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
)
. (4.11)
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4.2 Detailed balance
There is also a detailed balance symmetry for the noise map Ψ. The function T~q(p1, p2) for the
multiplication maps T~q : B1
(
L2(R3)
)
(defined in (2.4)) can be written in the form
T~q(~p1, ~p2) =
υ
1
4
∞(~p1 + ~q)υ
1
4
∞(~p2 + ~q)
υ
1
4
∞(~p1)υ
1
4
∞(~p2)
γ~q(~p1, ~p2), (4.12)
where γ~q(~p1, ~p2) is the kernel for a positive operator on the Hilbert space L
2(R3) for each ~q and
satisfies the symmetry
γ~q(~p1, ~p2) = γ−~q(~p1 + ~q, ~p2 + ~q). (4.13)
The explicit form for γ~q(~p1, ~p2) can easily be worked out, and along the diagonal, it reduces to
γ~q(~p, ~p) = A(~p+ ~q, ~p) for the kernel A defined in (2.15).
The above translates into a decomposition for the noise map Ψ. Let Υ : B1
(
L2(R3)
)
by
given by Υ(ρ) := υ
1
4
∞(~P ) ρ υ
1
4
∞(~P ), and formally define Γ = Υ−1ΨΥ. The above decomposition
for the maps T~q implies that Γ satisfies
Γ∗(ρ) = Γ(ρ), ρ ∈ B1
(
L2(R3)
)
,
where the bars refer to complex conjugation is in the momentum representation. We do use
this formal relation, although the symmetry (4.13) is useful for seeing a cancellation in the
proof of Prop. 7.1.
5 The “marginal” momentum dynamics
For a translation-invariant linear Boltzmann dynamics, the momentum is a Markovian process.
Thus, the marginal probability density for the momentum obtained by integrating out the
spacial degrees of freedom is governed by an autonomous master equation. The quantum
situation is similar in this respect as seen in the classical Kolmogorov equation (2.7) having
jump kernel J (~p2, ~p1), which corresponds to the fiber decomposition from the last section for
the ~k = 0 case (I drop the index for ~k = 0). I denote the gain and loss terms for the Markov
generator L0 by J and E , respectively. In this section, I will characterize the ergodicity for
the classical stochastic semigroup etL0 and collect some analytic facts about the generator L0.
As mentioned in Sect. 2.2, the momentum distribution is exponentially ergodic to a Gaussian
with variance M
β
, and that statement is made more precise below in Prop. 5.3. In the analysis,
I rely on soft consequences of Nussenzveig’s results in [33] to ensure the scattering cross section
dσ
dΩ
(p, θ) does not vanish for θ ∈ (0, π) bounded away from the endpoints as pր∞.
The following lemma gives upper and lower bounds for the escape rates E(~p) =
∫
R3
d~p0J (~p0, ~p).
An implication is that the operator Ψ∗(I) = E(~P ) acting on the Hilbert space L2(R3) is rela-
tively bounded to |~P |. As I mentioned in the introduction, the total cross section σtot(p) > 0
appearing in the bounds of Lem. 5.1 approaches 4πa2 for p≪ 1 and 2πa2 for p≫ 1.
Lemma 5.1. The escape rate E(p) has the following upper and lower bounds
E ∨ (F |~p|) ≤ E(~p) ≤ E + F |~p|,
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where the constants E , E ,F ,F are defined as
E =
(
inf
p∈R+
σtot(p)
) 2η
m∗
(m∗
m
)4(2m
πβ
) 1
2 , F =
(
inf
p∈R+
σtot(p)
) η
M
(m∗
m
)3
,
E =
(
sup
p∈R+
σtot(p)
) 2η
m∗
(m∗
m
)4(2m
πβ
) 1
2 , F =
(
sup
p∈R+
σtot(p)
) η
M
(m∗
m
)3
.
Proof. The escape rate E(~p) can be written
E(~p) = η
m
m2∗
∫
R3
d~q
1
|~q|
∫
(~q)⊥
d~v r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
) dσ
dΩ
(
|~prel(~q, ~v, ~p⊥~q)|, θ(~q, ~v, ~p⊥~q)
)
=
η
m∗
∫
R3
d~prel
∣∣~prel∣∣ r( m
m∗
~prel +
m
M
~p
) ∫
Ω
dσ
dΩ
(∣∣~prel∣∣, θ)
= η
m2∗
m3
∫
R3
d~p0
∣∣m∗
m
~p0 −
m∗
M
~p
∣∣ r(~p0) ∫
Ω
dσ
dΩ
(∣∣m∗
m
~p0 −
m∗
M
~p
∣∣, θ), (5.1)
where ~prel =
m∗
m
~v − m∗
M
~p⊥~q + 2
−1~q and θ = 2 tan−1
( 2−1|~q|
|m∗
m
~v−m∗
M
~p⊥~q|
)
. The integral
∫
Ω
is over all
unit vectors θˆ ∈ R3 and θ is the angle between ~prel and θˆ. The second and third equalities
in (5.1) are changes of integration variables, where the third equality is simply due to ~prel → ~p0 =
m
m∗
~prel+
m
M
~p. For the change of integration in the second inequality, I consider a smooth extension
of dσ
dΩ
(|~prel|, θ) to a function
dσ
dΩ
(
~prel, ~prel,0
)
, ~prel,0 ∈ R
3, where dσ
dΩ
(|~prel|, θ) =
dσ
dΩ
(
~prel, ~prel,0
)
when
|~prel| = |~prel,0|. I relate the variables ~prel,0 and ~prel to ~v, ~q ∈ R
3 as ~prel,0 =
m∗
m
~v − m∗
M
~p⊥~q − 2
−1~q
and as above for ~prel. I can go from integration over ~prel, θ to integration over ~prel, ~prel,0 and
then to integration over ~q, ~v by the same reasoning as in [40, App.A]:∫
R3
d~prel
∣∣~prel| ∫
Ω
=
∫
R3
d~prel
∫
R3
d~prel,0 δ
(
2−1|~prel|
2 − 2−1|~prel,0|
2
)
=
∫
R3
d~q
∫
R3
d~v δ
(m∗
m
~q · ~v
)
=
m
m∗
∫
R3
d~q
1
|~q|
∫
R3
d~v δ
( ~q
|~q|
· ~v
)
=
m
m∗
∫
R3
d~q
1
|~q|
∫
(~q)⊥
d~v. (5.2)
With (5.1), I have the following upper bound for the quantum escape rates:
E(~p) ≤
(
sup
p∈R+
σtot(p)
)
η
m2∗
m3
∫
R3
d~p0
∣∣m∗
m
~p0 −
m∗
M
~p
∣∣ e− β2m~p20
(2πmβ−1)
3
2
≤
(
sup
p∈R+
σtot(p)
)
η
m2∗
m3
(
2
m∗
m
(
2m
πβ
)
1
2 +
m∗
M
|~p|
)
.
This gives the coefficients for an upper bound. For a lower bound, I have
E(~p) ≥
(
inf
p∈R+
σtot(p)
)
η
m2∗
m3
∫
R3
d~p0
∣∣m∗
m
~p0 −
m∗
M
~p
∣∣ e− β2m ~p20
(2πmβ−1)
3
2
.
The right side is minimized for p = 0 with the value E . Moreover, since the integral is a
weighted average with mean zero of the convex function F (~p0) =
∣∣m∗
m
~p0 −
m∗
M
~p
∣∣, the integral is
smaller than the value F (0) = m∗
M
|~p|.
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The following theorem summarizes a small part of the results from [33]. To prove L0 has
a spectral gap in Prop. 5.3, it is imperative that the scattering does not all become absorbed
in the forward direction when the test particle is traveling with high momentum. The lemma
states that the differential cross section dσ
dΩ
(p, θ) approaches 4−1a2 as p → ∞ for θ bounded
away from the endpoints 0, π.
Theorem 5.2 (Nussenzveig). As a
~
p→∞, there is uniform convergence
dσ
dΩ
= |f(p, θ)|2 −→
a2
4
, δ ≤ θ ≤ π − δ,
for any fixed δ > 0.
Proof. By [33, Sec. 3], there is uniform convergence
f(p, θ) −→ −
a
2
e−2i
a
~
p sin( θ
2
)
as a
~
p→∞ for θ bounded away from the endpoints of the interval [0, π]. The estimates in [33]
even allow for uniform convergence over intervals [(a
~
p)−γ , π − (a
~
p)−γ ] for 0 < γ < 3−1.
For y ∈ L1(R3), define the multiplication operator M(y)(~p) = |~p|y(~p). Part (5) of the
proposition below states that the graph norm for Mn is equivalent to the graph norm for the
operator Ln0 . This equivalence is useful, since ‖ · ‖Mn is easy to compute in some situations
and the norm ‖ · ‖Ln0 is contractive under the dynamical evolution e
tL0 . By the discussion in
Sect. 3, the domain D(L0) contains T4, and the domain for D(L~k) also includes T4 by the same
argument. Since L~k is closed, Part (5) of Prop. 5.3 for n = 1 implies D(L0) = T1, and Part (6)
implies D(L~k) contains T1. Moreover, Part (5) also implies L
n
0 maps elements in TN into TN−n
for N ≥ n.
Proposition 5.3. Let L~k be the generator for the contractive semigroup Φ˜
(~k)
t acting on the
~k-fiber. Define the projection P to operate as Py =
( ∫
R3
d~p y(~p)
)
ν∞ for y ∈ L
1(R3).
1. Zero is a non-degenerate eigenvalue for L0 with corresponding spectral projection P.
2. The remainder of spectrum satisfies
∑
(L0)− {0} ⊂ (−∞, −g] + iR for some g > 0.
3. Given δ > 0, there is a Cδ > 0 such that ‖Φ˜
(0)
t (I−P)‖ ≤ Cδe
(δ−g)t for all t > 0.
4. For Cδ > 0 defined above and z ∈ C with Re(z) > δ − g,
∥∥ 1
L0 − z
∥∥ ≤ |z|−1 + Cδ
Re(z)− δ + g
and
∥∥ L0
L0 − z
∥∥ ≤ 2 + Cδ|z|
Re(z)− δ + g
.
5. The graph norms ‖ · ‖Ln0 and ‖ · ‖Mn are equivalent.
6. L~k is relatively bounded to L0.
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Proof.
Part (1):
It can be verified that the state ν∞(~p) =
(
2πMβ−1
)− 1
2 e−
β
2M
~p2 satisfies L0ν∞ = 0 by a direct
computation. This also follows from the detailed balance form of the jump rates (2.15). Since
the jump rates J (~p2, ~p1) are strictly positive, the process is ergodic and the only stationary
state is ν∞. Thus, 0 is a non-degenerate eigenvalue of L0.
Part (2):
Let Ir : L
1(R3)→ L1(R3) be the projection onto the ball of radius r > 0 (i.e. multiplication
by the indicator function χ(|~p| ≤ r)) and define the operator Gr = L0(I− Ir)−E Ir with domain
T1. I will argue the following points:
(i). J Ir is compact.
(ii). For sufficiently large r, Gr has spectrum in (−∞, −h] + iR for some h > 0. In fact,
‖e−tGr‖ ≤ 2e−th, (5.3)
where ‖ · ‖ is the operator norm for maps on L1(R3).
Assuming the above two points, then since L0 = Gr + J Ir, it follows by Weyl’s theorem [27]
that L0 and J Ir have the same essential spectrum. Since L0 generates a contractive semigroup∑
(L0) ⊂ −R+ + iR, the set
∑
(L0) ∩
[
(−h, 0] + iR
]
may only contain elements in the point
spectrum of L0 and no accumulation points. In fact, there will only be finitely many elements
in
∑
(L0) ∩
[
(−h + ǫ, 0] + iR
]
for any ǫ > 0. To see this, let us suppose there were an infinite
sequence of normalized eigenvectors en ∈ L
1(R3) for L0 with eigenvalues vn ∈ (−h+ ǫ, 0] + iR.
Since there are no accumulation points, the vn must have |Im(vn)| → ∞. Notice that
J Iren =
(
L0 − Gr
)
en =
(
vn − Gr
)
en. (5.4)
The left side of (5.4) tends to zero in L1(R3) as n→∞. To see this, first observe
∥∥J Iren∥∥1 ≤ ( sup
|~p|≤r
‖l~p‖1
)∫
|~p|≤r
|en(~p)|,
where l~p0(~p) = J (~p, ~p0). By using that L0en = vnen and ‖en‖1 = 1, there is the inequality
sup
|~p|≤r
∣∣en(~p)∣∣ ≤ sup|~p|≤r, ~p0∈R3 J (~p, ~p0)
|Im(vn)|
−→ 0 as |Im(vn)| −→ ∞.
Moreover, the right side of (5.4) must have L1 norm ≥ 2−1ǫ for each n, since
(
vn − Gr
)−1
=∫∞
0
dtet(Gr−vn) has operator norm ≤ 2ǫ−1 by (5.3). This contradiction shows there can be
only finite many eigenvalue in the region (−h + ǫ, 0] + iR. All of these eigenvalues must have
real part strictly smaller than 0 by the mixing generated from the strictly positive jump rates
J (p2, p1) > 0. Hence, there is a gap g between 0 and the real component of the remainder of
the spectral values Σ(L0)− {0}.
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I now turn to establishing the points (i) and (ii). For the compactness of J Ir, notice J Ir
maps elements y ∈ L1(R3) to integral combinations of the functions l~p(~p0) through the formula
J Ir(y) =
∫
|~p|≤r
d~py(~p) l~p.
The compactness of J Ir follows, since l~p0 ∈ L
1(R3) is a continuous function with respect to the
L1 norm over the compact set |~p0| ≤ r.
Proving Re
∑
(Gr) is bounded away from zero for large enough r is more involved. Notice
that the semigroup etGr : L1(R3) maps positive functions to positive functions, since Gr agrees
with L0 on the image of I− Ir and acts as a real-valued multiplication operator on the image of
Ir. Showing that yt = e
tGry has ‖yt‖1 ≤ 2e
−th‖y‖1 for h > 0 and all positive functions y gives
the upper bound Re(
∑
Gr) ≤ −h.
It is convenient to consider a slightly deformed norm ‖·‖w that is equivalent to the ordinary
‖ · ‖1 norm. Define the function w(~p) = 2−
1
|~p|+1
and the corresponding weighted norm
‖y‖w =
∫
R3
d~pw(~p) |y(~p)|, y ∈ L1(R3),
so that I have ‖y‖1 ≤ ‖y‖w ≤ 2‖y‖1. For a positive element y ∈ T1,
d
dt
‖yt‖w =
∫
R3
d~pw(~p) (Gryt)(~p)
=
∫
R3
d~p (G∗rw)(~p) yt(~p)
=
∫
|~p|≥r
d~p
(
L∗0w
)
(~p) yt(~p)−
∫
|~p|≤r
d~pw(~p)E(~p)yt(~p).
Since E(~p) is bounded from below by E(0) = E , I only need to demonstrate sufficient decay
from the first term on the right-hand side. My estimates will show there are h′, r > 0 such that
(L∗0w)(~p) =
∫
R3
d~p0
(
w(~p0)J (~p0, ~p)− w(~p)J (~p0, ~p)
)
≤ −h′ ∀(|~p| > r). (5.5)
I can then take h = h′ ∧ E as a lower bound for the rate of exponential decay for ‖yt‖w and
thus also for ‖yt‖1. The physical reason for expecting the exponential decay in ‖yt‖w is that
when the test particle is traveling with high enough momentum ~p0, then the first collision will
typically knock it to a momentum ~p1 such that |~p1| is a fraction of the value |~p0|. How large ~p0
should be for this effect will depend on the masses m, M and the temperature β, in order that
the test particle is traveling at a much higher speed than the particles in the reservoir. Finally,
this effect is amplified by the fact that collisions occur more frequently in proportion to the
speed of the test particle due to the “hard” character of the interaction. The combination of
these two features is enough to be visible to the gently sloping weight w(~p).
∫
R3
d~p0
(
w(~p0)J (~p0, ~p)− w(~p)J (~p0, ~p)
)
=η
m
m2∗
∫
R3
d~q
|~q|
∫
(~q)⊥
d~v r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
)
×
∣∣f(|~prel(~q, ~v, ~p⊥~q)|, θ(~q, ~v, ~p⊥~q))∣∣2(w(~p+ ~q)− w(~p))
=
η
m∗
∫
Ω
∫
R3
d~prel |~prel| r
( m
m∗
~prel +
m
M
~p
)
|f(|~prel|, θ)|
2
(
w(~p+ ~prel − θˆ|~prel|)− w(~p)
)
, (5.6)
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where θˆ is a vector variable on the unit sphere with angle θ from ~prel, and the second equality
above follows by the same change of integration as in the proof of Lem. 5.1.
By changing variables, ~b = m
m∗
~prel +
m
M
~p and rewriting the integrand from (5.6), I have
−
η m2∗
m3
∫
Ω
∫
R3
d~b r(~b) |f
(∣∣m∗
m
~b−
m∗
M
~p
∣∣, θ)|2 |m∗M ~p− m∗m ~b|(|~p| −
∣∣(1 + m∗
M
)~p− m∗
m
~b− θˆ|m∗
M
~p− m∗
m
~b|
∣∣)
(|~p|+ 1)(
∣∣(1 + m∗
M
)~p− m∗
m
~b− θˆ|m
M
~p− m∗
m
~b|
∣∣+ 1) .
Due to the Gaussian factor r(~b), the integrand decays rapidly for |~b| ≫ (m
β
)
1
2 . Hence for large
|~p|, I have |~p| ≫ |~b| and
|m∗
M
~p− m∗
m
~b|(|~p| −
∣∣(1− m∗
M
)~p+ m∗
m
~b− θˆ|m∗
M
~p− m∗
m
~b|
∣∣)
(|~p|+ 1)(
∣∣(1− m∗
M
)~p+ m∗
m
~b− θˆ|m
M
~p− m∗
m
~b|
∣∣+ 1)
=
m∗
M
((
1−
m∗
M
+
m∗
M
cos(θ))2 +
m2∗
M2
sin2(θ)
)− 1
2 − 1
)
+O(|~p|−1).
I note that
(
1−
m∗
M
+
m∗
M
cos(θ)
)2
+
m2∗
M2
sin2(θ) = (1−
m∗
M
)2 +
m2∗
M2
+ 2
m∗
M
(1−
m∗
M
) cos(θ)
=
m2 +M2 + 2mM cos(θ)
(m+M)2
≤ 1,
where equality occurs only for θ = 0.
With the estimate above∫
R3
d~p0
(
w(~p0)J (~p0, ~p)− w(~k)J (~p0, ~p)
)
= −η
m3∗
m3M
∫
R3
d~b r(~b)
×
∫
Ω
|f
(
|
m
m∗
~b−
m
M
~p|, θ
)
|2
( m+M(
m2 +M2 + 2mM cos(θ)
) 1
2
− 1
)
+O(|~p|−1). (5.7)
Since r(~b) is probability distribution concentrated around ~b = 0, I have an average of terms of
the form ∫
Ω
|f(p, θ)|2
( m+M(
m2 +M2 + 2mM cos(θ)
) 1
2
− 1
)
for |p| ≫ 1. (5.8)
However, by Thm. 5.2, |f(p, θ)|2 converges uniformly to 4−1a2 as p → ∞ for θ bounded away
from 0, π. Hence (5.8) will include a contribution from the integration of θ away from the
boundary points of approximately
a2
4
∫
Ω
( m+M(
m2 +M2 + 2mM cos(θ)
) 1
2
− 1
)
= πa2
(
(m+M)
m ∧M
mM
− 1
)
= πa2
m ∧M
m ∨M
.
Hence, there exists an r > 0 and an h′ > 0 such that (5.5) holds, which completes the proof.
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Part (3):
Since the projection P commutes with the maps Φ˜
(0)
t , the operators Φ˜
(0)
t (I − P) form a
semigroup that may be viewed as operating on the Banach space Im(I−P) ⊂ L1(R3). By [27,
Sec.IX.4], it is enough to show there is a Cδ > 0 such that∥∥(L0 − z)−1(I−P)∥∥ ≤ Cδ
z + g− δ
(5.9)
for all z > −g + δ. By Lem. 4.1, for z > 0 I have the second inequality below∥∥(L0 − z)−1(I−P)∥∥ ≤ ∥∥(L0 − z)−1∥∥+ z−1‖P‖ ≤ 2z−1. (5.10)
On the other hand, the operators
(
L0− z
)−1
(I−P) have finite norm for z ∈ (−g,∞), and the
norm depends continuously on the parameter z. The continuity gives
max
−g+δ≤z≤1
∥∥(L0 − z)−1(I−P)∥∥ <∞,
and by combining this with (5.10), I can find a Cδ so (5.9) holds.
Part (4):
This follows by Part (3), the fact ‖P‖ = 1, and the formula
(
L0 − z
)−1
(I−P) = −
∫ ∞
0
dte−tzΦ˜
(0)
t (I−P)
for Re(z) > δ − g.
Part (5):
To bound ‖ · ‖L0 using ‖ · ‖M, I observe
‖L0y‖1 ≤ 2‖Ey‖1 ≤ 2
(
E‖y‖1 + F‖ |~p|y‖1
)
≤ 2(E ∨ F)‖y‖M, (5.11)
where the first inequality uses ‖J y‖1 ≤ ‖Ey‖1 (with equality when y ≥ 0), and the second uses
Lem. 5.1. Hence, ‖L0y‖1 is smaller than a constant multiple c = 2(E ∨ F) of ‖y‖M. To extend
to n > 1, I will use that there are Cj’s such that for all y ∈ L
1(R3)
‖[Mj,L0]y‖1 ≤ Cj‖y‖Mj+1. (5.12)
This can be seen by the inequalities
‖[Mj,L0]y‖1
≤
∣∣∣ ∫
R3
d~py(~p)
∫
R3
dqJ (~p+ ~q, ~p)
(
|~p+ ~q|j − |~p|j
)∣∣∣
=
η
m∗
∣∣∣ ∫
R3
d~py(~p)
∫
R3
d~prel |~prel|
∫
Ω
(∣∣~p+ ~prel − θˆ|~prel|∣∣j − |~p|j)r( m
m∗
~prel +
m
M
~p
) dσ
dΩ
(|~prel|, θ)
∣∣∣
≤ 2j
η
m∗
sup
p∈R+
σtot(p)
∫
R3
d~p|y(~p)|
∫
R3
d~prel |~prel|(|~p|
j + 2j|~prel|
j)r
( m
m∗
~prel +
m
M
~p
)
,
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where the equality uses the integral definition (2.8) of the jump rates J (~p2, ~p1) and a change of
integration from ~q, ~v to variables θˆ ∈ Ω, ~prel ∈ R
3, as in the proof of Lem. 5.1, where θ is angle
between θˆ and ~prel. The second inequality simply uses (a+ b)
j ≤ 2j(aj+ bj). By performing the
Gaussian integration, the above is bounded by a linear combination of ‖Miy‖1 for i ≤ j + 1.
By interpolation ‖[Mj,L0]y‖1 is bounded by a constant multiple Cj of ‖y‖Mj+1.
Using (5.11) and (5.12), ‖Ln0y‖1 is bounded by
‖Ln0y‖1 ≤ c‖L
n−1
0 y‖M
≤ c‖Ln−10 y‖1 + c‖L0ML
n−2
0 y‖1 + c‖[L0, M]L
n−2
0 y‖1
≤ c‖Ln−20 y‖M + (c
2 + cC1)‖L
n−2
0 y‖M2. (5.13)
With interpolation to bound ‖ · ‖M by ‖ · ‖M2, I can then proceed by induction until the right
side is ‖y‖Mn.
Now I must to show ‖ · ‖Mn is bounded by a constant multiple of ‖ · ‖Ln0 . The result will
follow by an induction argument if I can show
‖ |~p|ny‖1 ≤ C
′
n‖ |~p|
n−1Gry‖1
≤ C ′n(‖ |~p|
n−1J Ir‖‖y‖1 + ‖ |~p|
n−1L0y‖1), (5.14)
where Gr and J Ir are defined as in Part (2), and the first inequality holds for some C
′
n > 0
for large enough r. The second inequality is the triangle inequality using Gr = L0 − J Ir, and
the operator norm ‖ |~p|n−1J Ir‖ is finite by the calculation below. Since |~p|
nJ Ir has a positive
integral kernel, its operator norm as a map on L1(R3) is bounded by the following
‖ |~p|nJ Ir‖ = sup
|~p|≤r
∫
R3
d~p0 |~p0|
nJ (~p0, ~p)
=
η
m∗
sup
|~p|≤r
∫
R3
d~prel
∫
Ω
∣∣~p+ ~prel − θˆ|~prel|∣∣nr( m
m∗
~prel +
m
M
~p
) dσ
dΩ
(|~prel|, θ)
≤ 2n
η
m∗
sup
p∈R+
σtot(p) sup
|~p|≤r
∫
R3
d~prel
(
|~p|n + 2n|~prel|
n
)
r
( m
m∗
~prel +
m
M
~p
)
<∞,
where the second equality is the standard change of variables. The inequality is from |a+ b|n ≤
2n(|a|n+ |b|n) for a = ~p and b = θˆ|~prel| − ~prel along with the fact |θˆ| = 1. The right side is finite
since |~p| ≤ r and the integrand is a Gaussian against a polynomial.
To show (5.14), I begin with an application of Lem. 5.1 to get the first inequality below
‖|~p|ny‖1 ≤ F
−1‖ |~p|n−1Ey‖1 ≤ F
−1‖ |~p|n−1Ey‖w
≤ (hnF)
−1‖ |~p|n−1Gry‖w ≤ 2(hnF)
−1‖ |~p|n−1Gry‖1. (5.15)
The second and fourth inequalities follow from ‖·‖1 ≤ ‖·‖w ≤ 2‖·‖1. The critical input in (5.15)
is the third inequality, which follows from the triangle inequality and similar reasoning as for
the proof of (5.5) to get the first and second inequalities below respectively,
‖ |~p|n−1Gry‖w ≥ ‖ |~p|
n−1Ey‖w − ‖ |~p|
n−1J (I− Ir)y‖w
≥ hn‖ |~p|
n−1Ey‖w, (5.16)
for some hn > 0. I then set C
′
n := 2(hnF)
−1. The use of the norm ‖ · ‖w is only required for the
n = 1 case to get the second inequality of (5.16), and the physical motivation for the second
inequality is the same as for (5.5).
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Using (5.14) inductively, then ‖y‖Mn will be bounded by a multiple of ‖y‖Ln0 .
Part (6):
To show ‖ · ‖L~k is smaller than a constant multiple of ‖ · ‖L0, by Part (3) it is sufficient to
prove ‖L~ky‖1 ≤ c‖y‖M for some c > 0. By (4.8), L~k is sum of a Hamiltonian term −
i
~
h~k, a
gain term J~k, and a loss term E~k. The Hamiltonian term is multiplication by
h~k(~p) = −
1
M
~k · ~p+
(
Hf(~p− 2
−1
~~k)−Hf(~p+ 2
−1
~~k)
)
.
The first term is linear in ~p and Hf(~p) has a linear bound in |~p| by Lem. C.1. The loss term E~p
is multiplication by
2−1E(~p− 2−1~~k) + 2−1E(~p+ 2−1~~k),
which is linearly bounded in |~p| by Lem. 5.1. For the gain term J~k, the values J~k(~p+ ~q, ~p) are
bounded by∣∣J~k(~p+ ~q, ~p)∣∣ ≤
∫
(~q)⊥
d~v
∣∣L~q,~v(~p− 2−1~~k)L~q,~v(~p+ 2−1~~k)∣∣
≤ 2−1
∫
(~q)⊥
d~v
(∣∣L~q,~v(~p− 2−1~~k)∣∣2 + ∣∣L~q,~v(~p+ 2−1~~k)∣∣2)
= 2−1
(
J (~p− 2−1~~k + ~q, ~p− 2−1~~k) + J (~p+ 2−1~~k + ~q, ~p+ 2−1~~k)
)
.
The above implies
‖J~ky‖1 =
∫
R3
d~p
∫
R3
d~q
∣∣J (~p+ ~q, ~p)∣∣ ∣∣y(~p)∣∣
≤ 2−1
∫
R3
d~p
(
E(~p− 2−1~~k) + E(~p+ 2−1~~k)
)
|y(~p)|
≤
∫
R3
d~p
(
E + 2−1F|~p− 2−1~~k|+ 2−1F|~p+ 2−1~~k|
)
|y(~p)|
≤ (E + 2−1F|~k|)‖y‖1 + F‖My‖1,
and the right side is smaller than a multiple of ‖y‖M.
6 Smoothness of the fiber generators L~k
The main goal of this section is to show the operators L~k have three derivatives in
~k that
are relatively bounded to L0. Showing this will require bounding derivatives of the scattering
amplitude (∂Nz f)(p, θ) for N ≤ 3 for large and small p. By the discussion in Sect. 2.2, f(p, θ)
has a peak with height proportional to p occurring in the forward direction θ ≪ 1 for p≫ ~
a
.
Hence, it would not be expected that the supremum supθ∈[0,π]
∣∣(∂Nz f)(p, θ)∣∣ is well-behaved for
large p. However, controllable behavior can be found by integrating the square modulus over
the angular variables (dΩ = sin(θ)dθdφ)∫
Ω
∣∣(∂Nz f)(p, θ)∣∣2 = 2π
∫ π
0
dθ sin(θ)
∣∣(∂Nz f)(p, θ)∣∣2.
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The analysis in the proof of the lemma below boils down to standard relations for Bessel
functions and Legendre polynomials.
Lemma 6.1. There is a unitless constant C > 0 such that for N = 1, 2, 3,
1.
sup
p≥ ~
a
∫
Ω
∣∣(∂Nz f)(p, θ)∣∣2 ≤ a2(a
~
)2NC,
2.
sup
0≤p≤ ~
a
∫
Ω
∣∣(∂Nz f)(p, θ)∣∣2 ≤ | ~ap |2δN,3a2(a~)2NC.
Proof. The partial-wave expansion for f(p, θ) is given by
f(p, θ) =
a
2iκ
∞∑
ℓ=0
(2ℓ+ 1)
(
Sℓ(κ)− 1
)
Lℓ(cos(θ)), (6.1)
where a is the radius of the sphere, κ = a
~
p, Lℓ are the Legendre polynomials, and the values
Sℓ(κ) ∈ C have modulus one and are equal to
Sℓ(κ) = −
h
(2)
ℓ (κ)
h
(1)
ℓ (κ)
=
yℓ(κ) + jℓ(κ)i
yℓ(κ)− jℓ(κ)i
, κ ∈ R+, (6.2)
for spherical Bessel functions jℓ, yℓ of the first and second kind respectively. Since the values
Sℓ(κ) − 1 decay super-exponentially in ℓ and |Lℓ(x)| ≤ 1 for −1 ≤ x ≤ 1, the series (6.1) is
uniformly convergent. It follows the series are also convergent in the norm L2
(
[0, π]; dθ sin(θ)
)
,
since the domain [0, π] is compact. In the consideration of the derivatives of f(p, θ), the
sums involved will also be uniformly convergent for θ ∈ [0, 1], since ∂n1κ
(
Sℓ(κ)−1
κ
)
decays super-
exponentially in ℓ and sup−1≤x≤1
∣∣∂n2x Lℓ(x)∣∣ increases polynomially for n1, n2 ∈ N.
The identities used in the remainder of the proof related to the special functions jℓ(κ), yℓ(κ)
and Lℓ can all be found in [1]. Some of the facts on the Bessel functions are stated in [1] for
the cylindrical Bessel functions Jℓ+ 1
2
(κ) =
(
2κ
π
) 1
2 jℓ(κ) and Yℓ+ 1
2
(κ) =
(
2κ
π
) 1
2 yℓ(κ).
Part (1):
Since ∂z = cos(2
−1θ)∂p − 2p
−1 sin(2−1θ)∂θ and the factors cos(2
−1θ), sin(2−1θ) and their
derivatives are bounded, I can simply bound∫
Ω
∣∣p−u∂vθ∂wp f(p, θ)∣∣2 for v + w ≤ N, u+ w = N, (6.3)
where u can only be non-zero if v is also non-zero. Since I am considering a
~
p > 1, I can take
u = v.
The basic pattern of the analysis will be clear from a treatment of the first derivatives
∂pf(p, θ) and p
−1 ∂θf(p, θ) along with a few extra comments on extending the bounds to higher
derivatives. I will focus on the angular derivative first:
p−1 ∂θf(p, θ) = −
a2
2i~κ2
∞∑
ℓ=0
(2ℓ+ 1)
(
Sℓ(κ)− 1
)
L′ℓ
(
cos(θ)
)
sin(θ).
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I have that L′ℓ(cos(θ)) sin(θ) = L
m
ℓ (cos(θ)) for m = 1, where L
m
ℓ are the associated Legendre
functions. The family Lmℓ , ℓ ≥ m is orthogonal for fixed m and have norms given by∫ 1
−1
dy |Lmℓ (y)|
2 =
2
2ℓ+ 1
(ℓ+m)!
(ℓ−m)!
. (6.4)
Thus,
1
p2
∫
Ω
∣∣∂θf(p, θ)∣∣2 = πa4
~2κ4
∞∑
ℓ=1
ℓ(ℓ+ 1)(2ℓ+ 1)|Sℓ(κ)− 1|
2 (6.5)
For the terms in the sum with ℓ ≤ ⌊2κ⌋, I use the crude upper bound
πa4
~2κ4
⌊2κ⌋∑
ℓ=1
ℓ(ℓ+ 1)(2ℓ+ 1)|Sℓ(κ)− 1|
2 ≤
4πa4
~2κ4
⌊2κ⌋∑
ℓ=1
ℓ(ℓ+ 1)(2ℓ+ 1)
<
12πa4
~2
∫ 2
0
dy y3 =
48πa4
~2
,
where the second inequality uses a Riemann approximation.
For the sum of terms with ℓ > ⌊2κ⌋, I require a study of equation (6.2). From [1], I have
the asymptotic relations
jℓ
(
(ℓ+ 2−1) sech(α)
)
=
e(ℓ+
1
2
)(tanh(α)−α)
2(ℓ+ 1
2
)
(
sech(α) tanh(α)
) 1
2
(
1 +O(
log(ℓ)3
ℓ
)
)
α > 0, ℓ≫ 1
yℓ
(
(ℓ+ 2−1) sech(α)
)
=
e(ℓ+
1
2
)(α−tanh(α))
(ℓ+ 1
2
)
(
sech(α) tanh(α)
) 1
2
(
1 +O(
log(ℓ)3
ℓ
)
)
. (6.6)
For ℓ > ⌊2κ⌋ and κ≫ 1,
|Sℓ(κ)− 1| = 2
∣∣∣ jℓ(κ)
yℓ(κ)− jℓ(κ)i
∣∣∣ < 2e(2ℓ+1)(tanh(α)−α) ≤ 2e−(ℓ+ 12 ),
for (ℓ+2−1)sech(α) = κ. In the first inequality above, I introduced an extra factor of 2 to cover
the errors from (6.6), and the second uses tanh(α) − α < −1
2
for cosh(α) ≥ 2. When κ ≫ 1
and ℓ≫ κ = (ℓ+ 1
2
)sech(α), then (6.6) becomes
jℓ(κ) ≈ 2
− 1
2κ−
1
2 (2ℓ+ 1)−
1
2
( eκ
2ℓ+ 1
)ℓ+ 1
2 and yℓ(κ) ≈ 2
1
2κ−
1
2 (2ℓ+ 1)−
1
2
( eκ
2ℓ+ 1
)−ℓ− 1
2 . (6.7)
Hence, for ℓ > ⌊2κ⌋2, I have a sharper upper bound than the one above that is given by
|Sℓ(κ)− 1| ≤ 2
( eκ
2ℓ+ 1
)2ℓ+1
.
Continuing the analysis for the sum of terms with ℓ > ⌊2κ⌋, then with the estimates above
πa4
~2κ4
∞∑
ℓ=⌊κ⌋+1
ℓ(ℓ+ 1)(2ℓ+ 1)|Sℓ(κ)− 1|
2
≤
2πa4
~2κ4
⌊2κ⌋2∑
ℓ>⌊2κ⌋+1
ℓ(ℓ+ 1)(2ℓ+ 1)e−(ℓ+
1
2
) +
2πa4
~2κ4
∞∑
ℓ>⌊2κ⌋2+1
ℓ(ℓ+ 1)(2ℓ+ 1)
( eκ
2ℓ+ 1
)4ℓ+2
.
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However, the first term will decay exponentially for large κ, and the second term will decay
super-exponentially.
For the higher-order angular derivatives, (p−1∂θ)
jf(p, θ) for j = 2, 3, I can follow the same
routine except I will need to use a few extra identities for Legendre polynomials at the outset.
For the second derivative, I use that ∂2θ of Lℓ
(
cos(θ)
)
, ℓ ≥ 2 can be expressed as
∂2θLℓ
(
cos(θ)
)
= sin(θ)L1 ′ℓ
(
cos(θ)
)
= 2−1(ℓ+ 1)ℓLℓ
(
cos(θ)
)
− 2−1L2ℓ
(
cos(θ)
)
, (6.8)
where Lm ′ℓ is the derivative of the Legendre polynomial L
m
ℓ . In the above, I have used the
definition of L1 ′ℓ and the identity
(1− x2)
1
2Lm ′ℓ (x) = 2
−1(ℓ+ 1)(ℓ−m+ 1)Lm−1ℓ (x)− 2
−1Lm+1ℓ (x), m+ 1 ≥ ℓ. (6.9)
By (6.8) and the inequality (
∑3
j=1 xj)
2 ≤ 3
∑3
j=1 x
2
j ,∫
Ω
∣∣∣(p−1∂θ)2f(p, θ)∣∣∣2
≤
3πa6
8~4κ6
∫ π
0
dθ sin(θ)
∣∣∣ ∞∑
ℓ=2
ℓ(ℓ+ 1)(2ℓ+ 1)
(
Sℓ(κ)− 1
)
Lℓ
(
cos(θ)
)∣∣∣2
+
3πa6
8~4κ6
∫ π
0
dθ sin(θ)
∣∣∣ ∞∑
ℓ=2
(2ℓ+ 1)
(
Sℓ(κ)− 1
)
L2ℓ
(
cos(θ)
)∣∣∣2 + 3π2a6
8~4κ6
∣∣(S1(κ)− 1)∣∣2 (6.10)
where the last term of the right side is the ℓ = 1 term from the partial-wave expansion. To
simplify the expressions in (6.10), I can then use that the Lmℓ
(
cos(θ)
)
are orthogonal for fixed
m and have normalization (6.4). For the third term on the right-side of (6.10),
3πa6
8~4κ6
∫ π
0
dθ sin(θ)
∣∣∣ ∞∑
ℓ=2
(2ℓ+ 1)
(
Sℓ(κ)− 1
)
L2ℓ
(
cos(θ)
)∣∣∣2
=
3πa6
4~4κ6
∞∑
ℓ=2
(2ℓ+ 1)(ℓ+ 2)(ℓ+ 1)ℓ(ℓ− 1)
∣∣Sℓ(κ)− 1∣∣2
≤
3πa6
~4κ6
⌊2κ⌋∑
ℓ=2
(ℓ+ 2)5 +
3πa6
2~4κ6
∞∑
ℓ=⌊2κ⌋+1
(ℓ+ 2)5
∣∣Sℓ(κ)− 1∣∣2.
I can apply the same analysis as for the first order derivative by giving a separate treatment
of the terms with ℓ ≤ ⌊2κ⌋, ⌊2κ⌋ < ℓ ≤ ⌊2κ⌋2, and ⌊2κ⌋2 < ℓ. It is crucial the degree of the
polynomial in ℓ is strictly smaller than the power of κ−1 appearing in the prefactor.
The first term in (6.10) is handled similarly. The third derivative requires two applications
of (6.9) to write (p−1∂θ)
2Lℓ
(
cos(θ)
)
in terms of Luℓ
(
cos(θ)
)
for 0 ≤ u ≤ 3 and is otherwise
similar.
Now I bound the first-order radial derivative ∂pf(p, θ). Differentiating term by term
∂pf(p, θ) =
a2
2i~
∞∑
ℓ=0
(2ℓ+ 1)∂κ
(Sℓ(κ)− 1
κ
)
Lℓ(cos(θ)). (6.11)
26
By the orthogonality of the functions Lℓ(cos(θ)) and the inequality (x+ y)
2 ≤ 2(x2 + y2),
∫
Ω
∣∣∂pf(p, θ)∣∣2 = πa4
~2κ2
∞∑
ℓ=0
(2ℓ+ 1)
∣∣− 1
κ
(
Sℓ
(
κ
)
− 1
)
+ ∂κSℓ
(
κ
)∣∣2
≤
2πa4
~2κ4
∞∑
ℓ=0
(2ℓ+ 1)
∣∣Sℓ(κ)− 1∣∣2 + 2πa4
~2κ2
∞∑
ℓ=0
(2ℓ+ 1)
∣∣∂κSℓ(κ)∣∣2. (6.12)
The first term on the right side is 2~
2
a2p4
σtot(p), which is bounded over the domain p ≥ 1, since
σtot(p) is bounded. For the second term on the right of (6.12), I can obtain an expression for
∂κSℓ(κ) as
∂κSℓ(κ) =
2i(
yℓ(κ)− jℓ(κ)i
)2 (j′ℓ(κ)yℓ(κ)− jℓ(κ)y′ℓ(κ))
=
−2iκ−2(
h
(1)
ℓ (κ)
)2 , (6.13)
where h
(1)
ℓ (κ) = jℓ(κ) + yℓ(κ)i and I have used the Wronskian identity W
[
jℓ(κ), yℓ(κ)
]
= κ−2.
Thus,
2πa4
~2κ2
∞∑
ℓ=0
(2ℓ+ 1)
∣∣∂κSℓ(κ)∣∣2 = 8πa4
~2κ2
∞∑
ℓ=0
(2ℓ+ 1)
κ−4
m4ℓ(κ)
, (6.14)
where mv(κ) =
(
y2v(κ) + j
2
v (κ)
) 1
2 . Again I give a separate analysis for the terms ℓ > ⌊2κ⌋ and
ℓ ≤ ⌊2κ⌋. For the sum ℓ ≤ ⌊2κ⌋, we can use mℓ(κ) ≥ κ
−1 for all ℓ ∈ N and κ ∈ R+
8πa4
~2κ2
⌊2κ⌋∑
ℓ=0
(2ℓ+ 1)
κ−4
m4ℓ(κ)
≤
8πa4
~2κ2
⌊2κ⌋∑
ℓ=0
(2ℓ+ 1) ≤
32πa4
~2
.
The sum of terms with ℓ > ⌊2κ⌋ can be treated with the estimates (6.6) and (6.7), which I
used for the angular derivative ∂θf(p, θ):
8πa4
~2κ2
∞∑
ℓ>⌊2κ⌋
(2ℓ+ 1)
κ−4
m4ℓ(κ)
≤
8πa4
~2κ6
∞∑
ℓ>⌊2κ⌋
2ℓ+ 1
y4ℓ (κ)
≤
8πa4
~2κ2
⌊2κ⌋2∑
ℓ>⌊2κ⌋
(2ℓ+ 1)e−
1
2
(ℓ+ 1
2
) +
4πa4e2
~2κ2
∞∑
ℓ>⌊2κ⌋2
(2ℓ+ 1)
( eκ
2ℓ+ 1
)4ℓ
,
where I have doubled the coefficients to cover the error for the asymptotics. The right side is
exponentially small for large κ.
For the higher derivatives ∂wp f(p, θ) with w = 2, 3, the coefficients in the partial-wave ex-
pansion include ∂wκ
(
S(κ)−1
κ
)
, and it is necessary to find convenient expressions for the derivatives
∂wκ S(κ). Using the relation
∂κh
(1)
ℓ (κ) =
ℓ
κ
h
(1)
ℓ (κ)− h
(1)
ℓ+1(κ) (6.15)
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and (6.13), then
∂2κSℓ(κ) = ∂
1
κ
( −2i
κ2
(
h
(1)
ℓ (κ)
)2) = 4(ℓ+ 1)i
κ3
(
h
(1)
ℓ (κ)
)2 − 4h
(1)
ℓ+1(κ)i
κ2
(
h
(1)
ℓ (κ)
)3 . (6.16)
The absolute value is less than∣∣∂2κS(κ)∣∣ ≤ 4(ℓ+ 1)κ3m2ℓ(κ) +
4mℓ+1(κ)
κ2m3ℓ(κ)
.
Hence, I have the upper-bound for the integral of
∣∣(∂2pf)(p, θ)∣∣2 given by∫
Ω
∣∣∂2pf(p, θ)∣∣2
≤
12πa4
~2
∞∑
ℓ=0
(2ℓ+ 1)
(
κ−6
∣∣Sℓ(κ)− 1∣∣2 + κ−8(ℓ+ 3)2m−4ℓ (κ)+ κ−6m2ℓ+1(κ)m6ℓ(κ)
)
, (6.17)
where I used
(
x1 + x2 + x3)
2 ≤ 3
(
x21 + x
2
2 + x
2
3
)
. As usual, the terms in the sum can be split
into ℓ ≤ ⌊2κ⌋, ⌊2κ⌋ < ℓ ≤ ⌊2κ⌋2, and ℓ > ⌊2κ⌋2. For the ℓ ≤ ⌊2κ⌋ terms, I use
sup
κ≥1, 0≤ℓ≤⌊2κ⌋
mℓ+1(κ)
mℓ(κ)
<∞. (6.18)
This can be seen by using the polynomial expression
mℓ(κ) =
1
κ2
ℓ∑
n=0
(2ℓ− n)!(2ℓ− 2n)!
n!(ℓ− n)!2
(2κ)2(n−ℓ).
Hence, I can again use mℓ(κ) ≥ κ
−1 for the first ⌊2κ⌋ terms in (6.17). The terms with ℓ > ⌊2κ⌋
can be treated using the approximations (6.6) and (6.7).
The third-order derivative ∂3p can be bounded by the same techniques as for second-order.
I use (6.15) to reduce ∂3κSℓ(κ) to an expression in terms of Hankel functions, and then bound
|∂3κSℓ(κ)| using the mℓ(κ)’s. An inequality of the form (6.18) will be required for the ratio
mℓ+2(κ)
mℓ(κ)
.
Finally, the mixed derivatives v 6= 0, w 6= 0 in (6.3) require no new observations from those
above.
Part (2):
I now consider the case κ = a
~
p < 1, although my concern is for the regime κ ≪ 1, since
finite values of κ are covered by the analysis in Part (1). The factors p−1 appearing in (6.3)
grow as p→ 0, but this turns out only to prevent a constant upper bound for (6.3) in the cases
when u = 3.
The expression (6.3) for v = 1 and w = 0 is equal to∫
Ω
∣∣p−N∂θf(p, θ)∣∣2 = πa2N+2
~2Nκ2N
∞∑
ℓ=1
ℓ(ℓ+ 1)(2ℓ+ 1)
∣∣∣Sℓ(κ)− 1
κ
∣∣∣2
=
8πa2N+2
3~2N
κ2(2−N)
(
1 +O(κ2)
)
, (6.19)
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where the first equality is (6.5), and the approximation is for κ≪ 1 and follows from the power
expansions
jℓ(κ) =
κℓ
(2ℓ+ 1)!!
(
1−
2−1κ2
1!(2ℓ+ 3)
+
(2−1κ2)2
2!(2ℓ+ 3)(2ℓ+ 5)
− · · ·
)
, ℓ ∈ N
yℓ(κ) =
(2ℓ− 1)!!
κℓ+1
(
1−
2−1κ2
1!(1− 2ℓ)
+
(2−1κ2)2
2!(1− 2ℓ)(3− 2ℓ)
− · · ·
)
. (6.20)
With simpler arguments than for Part (1), then (6.19) has a constant upper bound for all
0 ≤ p ≤ ~
a
when N = 1, 2 and is bounded by a constant multiple of p−1 when N = 3. For (6.3)
when v = 2, 3 and w = 0, I again use the identities (6.4) and (6.9) as in Part (1) along with
the approximation (6.20). When w 6= 0, then I write the derivatives ∂wκ
(
Sℓ(κ)−1
κ
)
in terms of
Hankel functions as in Part (1) and use (6.20).
Part (2) of the lemma below is a technical point, which I use in the proof of the convergence
of the of the diffusion constant in Thm. 2.1.
Lemma 6.2. Let ~b,~k ∈ R3.
1. There is an asymptotic expansion
L~k+~b = L~k +
3∑
j=1
bjL
(1)
~k
(j) +
1
2
3∑
i,j=1
bibjL
(2)
~k
(i, j) + |~b|3R~k(
~b),
for some operators L
(1)
~k
(j), L
(2)
~k
(i, j) = L
(2)
~k
(j, i), and R~k(
~b) that are relatively bounded to
L0. Moreover, the constants for the relative bounds are uniform for ~k,~b in any bounded
region.
2. For all ~b,~k in a bounded region and any G = L
(1)
~k
(j), L
(2)
~k
(i, j), or R~k(
~b), there is a Cn > 0
such that
‖Gy‖Ln0 ≤ Cn‖y‖Ln+10 .
Proof.
Part (1):
By Part (5) of Lem. 5.3, the graph norm of L0 is equivalent to the weighted norm ‖ · ‖M. It
is hence sufficient to show the operator valued derivatives of L~k up to third order are relatively
bounded to multiplication by |~p| with uniform constants in a bounded region of ~k. The generator
L~k splits into three terms
L~k = −
i
~
h~k + J~k − E~k,
which operate as in (4.9). These terms will be treated in Parts (i), (ii), (iii) below for
(i). h~k, (ii). J~k, (iii). E~k.
These operators have domains including T1 by the proof of Part (6) of Prop. 5.3. An implication
of the analysis here is that the operator derivatives can also be regarded as maps (∇⊗
N
~k
L~k) :
T1 → L
1(R3,C3
N
).
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(i). The operator E~k acts as multiplication with function
E~k(~p) =
1
2
(
E(~p− 2−1~~k) + E(~p+ 2−1~~k)
)
.
The map ∇⊗
N
~k
E~k : T1 → L
1(R3, C3
N
) acts as multiplication by the vector-valued function
(
∇⊗
N
~k
E~k
)
(~p) =
1
2
(~
2
)N(
(−1)N (∇⊗
N
E)(~p− 2−1~~k) + (∇⊗
N
E)(~p+ 2−1~~k)
)
(6.21)
Hence, it is sufficient to bound |
(
∇⊗
N
E
)
(~p)|. The vectors
(
∇⊗
N
E
)
(~p) can be expressed as
(
∇⊗
N
E
)
(~p) =η
m
m2∗
∇⊗
N
~p
∫
R3
d~q
1
|~q|
∫
(~q)⊥
d~v r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
) dσ
dΩ
(
|~prel(~q, ~v, ~p⊥~q)|, θ(~q, ~v, ~p⊥~q)
)
=
η
m∗
∇⊗
N
~p
∫
R3
d~prel
∣∣~prel∣∣ r( m
m∗
~prel +
m
M
~p
)
σtot(|~prel|)
=
η
m∗
(√βm
M2
)N ∫
R3
d~prel
∣∣~prel∣∣ ( mm∗ ~prel + mM ~p∣∣ m
m∗
~prel +
m
M
~p
∣∣
)⊗N
× HN
(√ β
m
∣∣∣ m
m∗
~prel +
m
M
~p
∣∣∣) r( m
m∗
~prel +
m
M
~p
)
σtot(|~prel|),
where HN is the Nth Hermite polynomial. The second equality is the same change of integration
variables as in the proof of Lem. 5.1.
Using the above integral expression, |∇⊗
N
E(~p)| is bounded by
η
m∗
(
sup
p≥0
σtot(p)
)(√βm
M2
)N ∫
R3
d~prel
∣∣~prel∣∣ r( m
m∗
~prel +
m
M
~p
) ∣∣∣HN(
√
β
m
∣∣∣ m
m∗
~prel +
m
M
~p
∣∣∣)∣∣∣
≤ η
m3∗
m4
(
m
β
)
1
2
(
sup
p≥0
σtot(p)
)(√βm
M2
)N ∫
R3
d~q
∣∣~q − (βm
M2
)
1
2~p
∣∣ ∣∣HN(|~q|)∣∣ e− 12~q2
(2π)
3
2
,
where I have made a change of integration ~prel → ~q =
√
β
m
(
m
m∗
~prel +
m
M
~p
)
for the second
inequality.
By the triangle inequality, the above is bounded by
η
m3∗
m4
(
m
β
)
1
2
(
sup
p≥0
σtot(p)
)(√βm
M2
)N(∥∥ |~q|HN(|~q|) e− 12~q2∥∥1 + |~p|
√
βm
M2
∥∥HN(|~q|) e− 12~q2∥∥1),
which gives a linear bound in |~p| for (6.21). It follows that ∇⊗
n
~k
E~k is relatively bounded to the
multiplication operator |~p|.
(ii). By the form (4.10) for J~k : T1 → L
1(R3),
∇⊗
N
~k
J~k = 4
−1
~
2
∫
R3
d~q τ~q w
(N)
~q , w
(N)
~q (~p) = (∇
⊗N
~k
J~k)(~p+ ~q, ~p), (6.22)
where τ~q is the shift operator (τ~qy)(~p) = y(~p−~q) for y ∈ L
1(R3), and w
(N)
~q acts as multiplication
as above. The norm of ∇⊗
N
~k
J~k operating on an integrable function f is smaller than
‖∇⊗
N
~k
J~ky‖1 ≤
∫
R3
d~p |y(p)|
(∫
R3
d~q
∣∣(∇⊗N~k J~k)(~p+ ~q, ~p)∣∣
)
.
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My aim is to show
∫
R3
d~q
∣∣(∇⊗N~k J~k)(~p+ ~q, ~p)∣∣ is linearly bounded by |~p|.
∫
R3
d~q
∣∣(∇⊗N~k J~k)(~p+ ~q, ~p)∣∣ ≤η mm2∗
∫
R3
d~q
1
|~q|
∫
R2
d~v r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
)
×
∣∣∣∇⊗N~k
[
e
−βm~
2
8M2
~k2
‖~qf
(
Q−,Θ−
)
f
(
Q+,Θ+
)]∣∣∣. (6.23)
I will take the gradient ∇~k to have components in a basis with directions ~q and two orthogonal
vectors. By the product rule,
∇⊗
N
~k
[
e
−βm~
2
8M2
~k2
‖~q f
(
Q−,Θ−
)
f
(
Q+,Θ+
)]
=e
−βm~
2
8M2
~k2
‖~q
∑
N1+N2+N3=N
N !
N1!N2!N3!
(√βm~2
4M2
)N1
HN1
(√βm~2
4M2
k‖~q
)( ~q
|~q|
)⊗N1
× (−1)N3(∇⊗
N2
~k
f)
(
Q−,Θ−
)
(∇⊗
N3
~k
f)
(
Q+,Θ+
)
.
Using the identity (4.11) and the inequality 2|xy| ≤ x2 + y2,
r
(
~v +
1
2
m
m∗
~q +
m
M
~p‖~q
)∣∣∇N~k [e−βm~28M2 ~k2‖~q f(Q−,Θ−) f(Q+,Θ+)]∣∣
≤2−1e−
βm~2
8M2
~k2
‖~q
∑
N1+N2+N3=N
N !
N1!N2!N3!
(√βm~2
4M2
)N1∣∣∣HN1(
√
βm~2
4M2
~k‖~q
)∣∣∣
×
(
aN3−N2r
(
~z−
)∣∣∇⊗N2~k f(Q−,Θf)∣∣2 + aN2−N3r(~z+)∣∣∇⊗N3~k f(Q+,Θ+)∣∣2
)
.
In applying the inequality 2|xy| ≤ x2+y2, I have multiplied and divided by a factor of a
1
2
(N2−N3)
to keep the units consistent. Returning to the integral (6.23), a single term from the sum over
N1 +N2 +N3 = N can be bounded by
η
2
N !
N1!N2!N3!
(√βm~2
4M2
)N1(
sup
γ∈R+
e−
1
2
γ2HN1(γ)
) m
m2∗
∫
R3
d~q
1
|~q|
∫
R2
d~v
×
(
aN3−N2r
(
~z−)
∣∣∇⊗N2~k f(Q−,Θ−)∣∣2 + aN2−N3r(~z+)∣∣∇⊗N3~k f(Q+,Θ+)∣∣2
)
, (6.24)
where I have pulled out the supremum for the part of the integrand depending on ~k‖q.
I will focus on the term r
(
~z−)
∣∣∇⊗N2~k f(Q−,Θ−)∣∣2. It is convenient to switch the integration
from
∫
R3
d~q 1
|~q|
∫
R2
d~v to m∗
m
∫
R3
d~prel
∫
Ω
where
~prel =
m∗
m
~z− −
m∗
M
(~p− 2−1~~k), so that |~prel| = Q−,
and the integration over Ω reduces to
∫
Ω
= 2π
∫
[0,π]
dΘ− sin(Θ−), since the integrand (6.24)
does not depend on the azimuthal angle φ−. The gradient ∇~kf can be written
∇~kf
(
|~prel|,Θ−
)
=
~m∗
2M
~w
|~w|
(
cos(2−1Θ−)(∂pf)
(
|~prel|,Θ−
)
− 2|~prel|
−1 sin(2−1Θ−)(∂θf)
(
|~prel|,Θ−
))
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for ~w = m∗
m
~v − m∗
M
(~p⊥q − 2
−1~~k⊥~q) and the specific dependence of ~w on ~prel, Θ−, φ− is not
important here, since only the norms of the gradients appear in (6.24). More generally,
∇⊗
n
~k
f
(
|~prel|,Θ−
)
=
(~m∗
2M
)n( ~w
|~w|
)⊗n
(∂nz f)(|~prel|,Θ−),
where ∂z is defined as in Lem. 6.1. Notice ∂z is the derivative with respect to the variable
z = p cos(2−1θ) while holding the variable y = p sin(2−1θ) fixed. By changing integration
variables as suggested above and applying Lem. 6.1, I have the first equality and inequality
below
m
m2∗
∫
R3
d~q
1
|~q|
∫
R2
d~v r
(
~z−)
∣∣∇⊗N2~k f(Q−,Θ−)∣∣2
=
1
m∗
(~m∗
2M
)2N2 ∫
R3
d~prel |~prel| r
( m
m∗
~prel +
m
M
(~p− 2−1~~k)
) ∫
Ω
|(∂N2z f)(|~prel|, θ)|
2
≤
Ca2
m∗
(am∗
2M
)2N2 ∫
R3
d~prel |~prel| r
( m
m∗
~prel +
m
M
(~p− 2−1~~k)
)(
1 +
( ~
a|~prel|
)2
δN,3
)
=
Ca2m3∗
m4
(am∗
2M
)2N2 ∫
R3
d~w
∣∣~w − m
M
(~p− 2−1~~k)
∣∣ r(~w)
+ δN2,3
C~2
m∗
(a2m∗
2M
)2N2 ∫
Ω
∫
R+
dpp r
( m
m∗
p θ̂ +
m
M
(~p− 2−1~~k)
)
. (6.25)
where θ̂ ∈ Ω is a unit vector. The left term on the right side of (6.25) can be bounded by the
triangle inequality and computations with the Gaussian r(~w) as in the proof of Lem. 5.1
Ca2m3∗
m4
(am∗
2M
)2N2(
2(
2m
πβ
)
1
2 +
m
M
|~p|+
~m
2M
|~k|
)
.
The integrand for
∫
Ω
in the right-most term of (6.25) is maximized when the vector p θˆ points
in the opposite direction as ~p− 2−1~~k, so∫
Ω
∫
R+
dpp r
( m
m∗
p θˆ +
m
M
(~p− 2−1~~k)
)
≤ 4π
∫
R+
dpp r
( m
m∗
p−
m
M
|~p− 2−1~~k|
)
≤ 4π
∫
R
dp |p| r
( m
m∗
p−
m
M
|~p− 2−1~~k|
)
≤
2βm2∗
m3
((2m
πβ
)
1
2 +
m
M
|~p|+
~m
2M
|~k|
)
,
where the second inequality is an extension of the integration domain, and the third inequality
follows by the triangle inequality after computing the Gaussian integral.
For constants CN1,N2,N3 > 0 defined as
CN1,N2,N3 :=
η
2
N !
N1!N2!N3!
(√βm~2
4M2
)N1(
sup
γ∈R+
e−
1
2
γ2HN1(γ)
)
×
Ca2
m∗
(
(
m∗
m
)4 +
β~2m2∗
a2m3
)(
2(
2m
πβ
)
1
2 +
m
M
|~p|+
~m
2M
|~k|
)(
aN3−N2
(am∗
2M
)2N2
+ aN2−N3
(am∗
2M
)2N3)
,
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then (6.23) is bounded by ∑
N1+N2+N3=N
CN1,N2,N3 <∞. (6.26)
The bound (6.26) is linear in |~p|. It follows the partial derivatives of [Ψ]~k up to third-order
are uniformly relatively bounded to |~p| in a bounded region of ~k ∈ R3.
(iii). The map h~k : T1 → L
1(R3) acts as multiplication by
h~k(~p) = H(~p− 2
−1
~~k)−H(~p+ 2−1~~k).
Thus, ∇⊗
N
~k
h~k is a multiplication operator with function
(~
2
)N(
(−1)N (∇⊗
N
H)(~p− 2−1~~k)− (∇⊗
N
H)(~p+ 2−1~~k)
)
= −iδN,1
~
M
~p+ i
(~
2
)N(
(−1)N(∇⊗
N
Hf)(~p− 2
−1
~~k)− (∇⊗
N
Hf)(~p+ 2
−1
~~k)
)
,
since H(~p) = 1
2M
~p2 + Hf(~p) where Hf(~p) is defined in (2.6). By a change of variables, I can
write
Hf (~p) = −
2πη~2m3
m4∗
∫
R3
d~prel r
( m
m∗
~prel +
m
M
~p
)
Re
[
f
(
|~prel|, 0)
]
.
The derivative has the form
(∇⊗
N
Hf)(~p) = −
2πη~2m3
m4∗
(√βm
M2
)N ∫
R3
d~prel
( m
m∗
~prel +
m
M
~p∣∣ m
m∗
~prel +
m
M
~p
∣∣
)⊗N
HN
(√ β
m
∣∣∣ m
m∗
~prel +
m
M
~p
∣∣∣)
× r
( m
m∗
~prel +
m
M
~p
)
Re
[
f
(
|~prel|, 0)
]
.
By the same change of variables as for (i), the term
∣∣(∇⊗NHf )(~p)∣∣ is bounded by
2πη~2m3
m4∗
(√βm
M2
)N ∫
R3
d~prel
∣∣∣HN(
√
β
m
∣∣∣ m
m∗
~prel +
m
M
~p
∣∣∣)∣∣∣ r( m
m∗
~prel +
m
M
~p
) ∣∣Re[f(|~prel|, 0)]∣∣
≤
2π~2η
m∗
(√βm
M2
)N ∫
R3
d~q
∣∣Re[f(∣∣(m
β
)
1
2~q −
m
M
~p
∣∣, 0)]∣∣ ∣∣HN(|~q|)∣∣ e− 12~q2
(2π)
3
2
≤
2πc~2η
m∗
(√βm
M2
)N ∫
R3
d~q
(~
a
+ (
m
β
)
1
2 |~q|+
m
M
|~p|
) ∣∣HN(|~q|)∣∣ e− 12~q2
(2π)
3
2
, (6.27)
where the last inequality uses |f
(
p, 0
)
| ≤ c
(
a−1~ + p
)
for some c > 0, which is shown in the
proof of Lem. C.1. However, the functions
∣∣HN(|~q|)∣∣ e−12 ~q2
(2π)
3
2
and |~q|
∣∣HN(|~q|)∣∣ e− 12 ~q2
(2π)
3
2
are in L1(R3)
as used in Part (i), so (6.27) gives a linear upper bound for
∣∣(∇⊗NHf)(~p)∣∣ in terms of |~p|. The
operator ∇⊗
N
~k
h~k is therefore relatively bounded to multiplication by |~p|.
Part (2):
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By Part (4) of Prop. 5.3, the norms ‖ · ‖Ln0 and ‖ · ‖Mn are equivalent, and it is sufficient
to prove ‖Gy‖Mn ≤ C‖y‖Mn+1 for G = ∇
⊗N
~k
L~k, N = 1, 2, 3 and
~k in a bounded region. This
will be convenient, sinceMn commutes with the parts of ∇⊗
N
~k
L~k corresponding to the loss and
Hamiltonian parts of L~k (as in (i) and (iii) of Part (1)). By the triangle inequality,
‖Gy‖Mn ≤ ‖Gy‖1 + ‖GM
ny‖1 + ‖ [M
n, G]y‖1
≤ c‖y‖Mn+1 + ‖ [M
n, G]y‖1,
where c > 0 exists by the results of Part (1) and the equivalence of ‖ · ‖L0 and ‖ · ‖M.
SinceMn commutes with multiplication operators, [Mn,∇⊗
N
~k
L~k] = [M
n,∇⊗
N
~k
J~k]. By (6.22),
the commutation [Mn,∇⊗
N
~k
J~k] can be written as
[Mn,∇⊗
N
~k
J~k] = 4
−1
~
2
∫
R3
d~q τ~q z
(N)
~q ,
where z
(N)
~q is multiplication by
z
(N)
~q (~p) = (|~p+ ~q|
n − |~p|n)(∇⊗
N
~k
J~k)(~p+ ~q, ~p).
Again I have
‖[Mn,∇⊗
N
~k
J~k]y‖1 ≤
∫
R3
d~p |y(~p)|
∫
R3
d~q
∣∣z(N)~q (~p)∣∣.
The value
∣∣z(N)~q (~p)∣∣ is smaller than a product of ∣∣|~p+ ~q|n− |~p|n∣∣ and ∣∣∇⊗N~k J~k(~p+ ~q, ~p)∣∣, and by
(ii) of Part (1),
∣∣∇⊗N~k J~k(~p + ~q, ~p)∣∣ ≤ ∑
N1+N2+N3=N
η
2
N !
N1!N2!N3!
(√βm~2
4M2
)N1(
sup
γ∈R+
e−
1
2
γ2HN1(γ)
)
×
m
m2∗
1
|~q|
∫
R2
d~v
(
aN3−N2r
(
~z−)
∣∣∇⊗N2~k f(Q−,Θ−)∣∣2 + aN2−N3r(~z+)∣∣∇⊗N3~k f(Q+,Θ+)∣∣2
)
.
For factor
∣∣|~p + ~q|n − |~p|n∣∣ has the brute upper bound 2n(|~p|n + |~q|n). Applying the stan-
dard change of coordinates from ~q, ~v to ~prel, θˆ and following the reasoning in (ii) of Part
(1), then
∫
R3
d~q
∣∣z(N)~q (~p)∣∣ can be bounded a degree n + 1 polynomial in |~p|. By interpolation
‖[Mn,∇⊗
N
~k
J~k]y‖1 is bounded by a multiple of ‖y‖Mn+1.
7 The diffusion constant
The following proposition relates the diffusion constant D = Dkin+Djps to the second derivative
for an eigenvalue for L~k. Part (3) is another another technical point required for the proof of
the convergence stated for the diffusion constant in Thm. 2.1.
Proposition 7.1. Let g > 0 be defined as in Prop. 5.3. There is an r > 0 such that for all
|~k| ≤ r, the following statements hold:
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1. The generator L~k has an isolated eigenvalue ǫ(
~k) ∈ R− + iR with
ǫ(~k) = −
1
2
D|~k|2 +O(|~k|3).
2. The spectral projection P~k corresponding to ǫ(
~k) is non-degenerate and has a Taylor ex-
pansion
P~k = P0 +
∑
i
ki(∂iP~v|~v=0) +
∑
i
kikj(∂i∂jP~v|~v=0) + |~k|
3R′(~k),
where ∂iP~k|~k=0, ∂i∂jP~k|~k=0 and R
′(~k) are uniformly bounded with respect to the operator
norm for linear maps on L1(R3).
3. For n ≥ 1, there is a Cn > 0 such that for any G = ∂iP~v|~v=0, ∂i∂jP~v|~v=0, or R
′(~k)
‖Gf‖Ln0 ≤ Cn‖f‖Ln−10 .
4. The spectrum of L~k satisfies Σ(L~k)− {ǫ(
~k)} ⊂ (−∞,−2−1g] + iR.
5. The semigroup etL
′
~k with generator L′~k = L~k+
g
2
(
I−P~k
)
(having domain D(L′~k) = D(L~k))
satisfies ∥∥etL′~k∥∥ ≤ C
for some C > 0 and all t ∈ R+. Also,
∥∥etL~k(I−P~k)∥∥ ≤ Ce−t g2 .
Proof.
Part (1):
By the second-order expansion in (6.2) with operator derives relatively bounded to L0,
perturbation theory [27] guarantees there is an isolated eigenvalue ǫ(~k) near zero with expansion
ǫ(~k) = ~k · a+ 2−1~k⊗
2
· (b− c) +O(|~k|−3),
where a ∈ C3, b, c ∈ C3 ⊗ C3 are of the form
aj = 〈1|L
(1)
0 (j)|ν∞〉, bi,j = 〈1|L
(2)
0 (i, j)|ν∞〉, ci,j = 〈1|L
(1)
0 (i)SL
(1)
0 (j)|ν∞〉,
where S is the reduced resolvent of L0. Note that 〈1|A|ν∞〉 =
∫
R3
d~p (Aν∞)(~p) for an operator
A on L1(R3). I claim a = 0, bi,j = −δi,jDjps, and ci,j = δi,jDkin.
I begin by finding expressions for the first two derivatives L~k at
~k = 0. The derivatives are
given by
(∇⊗
N
L~r)
∣∣
~r=0
= −i~−1(∇⊗
N
h~r)
∣∣
~r=0
+ (∇⊗
N
J~r)
∣∣
~r=0
− (∇⊗
N
E~r)
∣∣
~r=0
, N = 1, 2,
where the terms on the right are discussed presently. As a result of Lem. 6.2, the operators
above map T1 into L
1(R3,C3
N
).
The operator −(∇h~r)|~r=0 acts as a vector of multiplication operators with multiplication
function ~ (∇H)(~p). The terms (∇⊗
2
h~r)|~r=0 and (∇E~r)|~r=0 are both zero due to symmetry
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around ~r = 0. To write (∇⊗
2
E~r)|~r=0, (∇J~r)|~r=0, and (∇
⊗2J~r)|~r=0, I will make use of the func-
tions T~q(~p1, ~p2) in the form (2.3). The operator (∇
⊗2E~r)
∣∣
~r=0
acts as a vector of multiplication
operators with multiplication functions
(∇⊗
2
E~r)(~p)
∣∣
~r=0
= 4−1~2
∫
R3
d~q ((∇1 +∇2)
⊗2T~q)(~p, ~p), (7.1)
where ∇1 and ∇2 are the gradients with respect to the first and second arguments of T~q(~p1, ~p2).
The operators ∇J~r|~r=0 and ∇
⊗2J~r|~r=0 have the form
(∇J~r)
∣∣
~r=0
= 2−1~
∫
R3
d~q τ~q w
(1)
~q , (7.2)
(∇⊗
2
J~r)
∣∣
~r=0
= 4−1~2
∫
R3
d~q τ~q w
(2)
~q , (7.3)
where τ~q acts as a shift (τ~qy)(~p) = y(~p − ~q), y ∈ L
1(R3) and w
(1)
~q and w
(2)
~q are vectors of
multiplication operators with
w
(1)
~q (~p) := −((∇1 −∇2)T~q)(~p, ~p) and w
(2)
~q (~p) := ((∇1 −∇2)
⊗2T~q)(~p, ~p).
Now I am almost ready to evaluate a, b, and c. As a preliminary observation, there are
rotational symmetries
ν∞(R~p) = ν∞(~p), H(R~p) = H(~p), TR~q(R~p1,R~p2) = T~q(~p1, ~p2), R ∈ SO3. (7.4)
It follows that a must be zero. Moreover, the tensors b and c must be invariant under the
operation of R⊗R for all rotations R, and therefore b, c are constant multiples of the identity
tensor.
With (7.1) and (7.3), the value for b can be written
b =
〈
1
∣∣(∇⊗2J~r∣∣~r=0 −∇⊗2E~r∣∣~r=0)ν∞〉
= −~2
∫
R3
d~p
∫
R3
d~q ν∞(~p)(∇1 ⊗s ∇2T~q)(~p, ~p),
where ⊗s is the symmetrized tensor product. By the rotational symmetry mentioned above, I
can write[〈
1
∣∣(∇⊗2J~r∣∣~r=0 −∇⊗2Er∣∣~r=0)ν∞〉]i,j = −δi,j3−1~2
∫
R3
d~p
∫
R3
d~q ν∞(~p)(∆˜T~q)(~p, ~p),
where ∆˜ =
∑
j=1,2,3 ∂1,j∂2.j , and ∂i,j is the derivative for ith component in the ej direction for
some orthonormal basis (e1, e2, e3). The definition of ∆˜ is invariant of the basis used. The
expression (∆˜T~q)(~p, ~p) is equal to
(∆˜T~q)(~p, ~p) =
∫
(~q)⊥
d~v
3∑
j=1
∣∣∂jL~q,~v(~p)∣∣2
=η
m
m2∗
1
|~q|
∫
(~q)⊥
d~v r
(
~v + 2−1
m
m∗
~q +
m
M
~p‖~q
)
×
( β2
4M2
∣∣~v + 2−1 m
m∗
~q +
m
M
~p‖~q
∣∣2 ∣∣f(|~prel|, θ)∣∣2 + m2∗
M2
∣∣∂zf(|~prel|, θ)∣∣2), (7.5)
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where ~prel =
m∗
m
~v−m∗
M
~P⊥~q+2
−1~q and 2 tan(2−1Θ) =
∣∣~q∣∣ ∣∣m∗
m
~v−m∗
M
~p⊥q
∣∣−1. In the above, the basis
vectors (e1, e2, e3) for ∆˜ have been chosen to depend on ~q, ~v, ~p as e1 =
~q
|~q|
, e2 =
m∗
m
~v−m∗
M
~p⊥q
|m∗
m
~v−m∗
M
~p⊥q|
, and
with e3 as one of the two normalized vectors orthogonal to e1 and e2. The derivative ∂3L~q,~v(~p)
with respect to the third direction e3 is equal to zero.
By using equality (7.5) and by shifting to center-of-mass coordinates for the integration
variables∫
R3
d~p
∫
R3
d~q ν∞(~p)(∆˜T~q)(~p, ~p)
=
η
m∗
∫
R3
d~pcm
e
− β
2(m+M)
~p2cm(
2π(m+M)β−1
) 3
2
∫
R3
d~prel
∣∣~prel∣∣ e−
β
2m∗
~p2rel(
2πm∗β−1
) 3
2
×
∫
Ω
( β2
4M2
∣∣~prel + m∗
M
~pcm
∣∣2 ∣∣f(|~prel|, θ)∣∣2 + m2∗
M2
∣∣∂zf(|~prel|, θ)∣∣2)
=
η
m∗
∫
R3
d~prel
∣∣~prel∣∣ e−
β
2m∗
~p2rel(
2πm∗β−1
) 3
2
( β2
4M2
(
|~prel|
2 + 3
m
M
m∗
β
)
σtot(|~prel|) +
m2∗
M2
σz(|~prel|)
)
=4η
m∗
M2
(2m∗
πβ
) 1
2
∫
R+
dqq3e−q
2
( β
4m∗
(
2q2 + 3
m
M
)
σtot
(
(
2m∗
β
)
1
2q
)
+ σz
(
(
2m∗
β
)
1
2q
))
.
I have shown
bi,j =
[〈
1
∣∣(∇⊗2L~r)∣∣~r=0ν∞〉]i,j
=
[〈
1
∣∣(− i
~
(∇⊗
2
h~r)
∣∣
~r=0
+ (∇⊗
2
J~r)
∣∣
~r=0
− (∇⊗
2
E~r)
∣∣
~r=0
)
ν∞
〉]
i,j
= −δi,j
4η~2
3
m∗
M2
(2m∗
πβ
) 1
2
∫
R+
dqq3e−q
2
( β
4m∗
(
2q2 + 3
m
M
)
σtot
(
(
2m∗
β
)
1
2q
)
+ σz
(
(
2m∗
β
)
1
2q
))
,
which is equal to −δi,jDjps.
Finally, to find an expression for c, I again use the rotation symmetry to get
ci,j = 3
−1δi,j
3∑
n=1
〈1|L
(1)
0 (n)SL
(1)
0 (n)|ν∞〉.
For the image of the spectral projection I − P corresponding to the values Σ(L0) − {0}, the
reduced resolvent is equal to S = −
∫∞
0
dt etL0 . The image of I − P is the set of elements
in L1(R3) with integral zero. My earlier observation that a = 0 means 〈1|L
(1)
0 (n)|ν∞〉 = 0,
n = 1, 2, 3 so L
(1)
0 (n)ν∞ is in the image of I−P. Hence, the elements of c can be expressed as
ci,j = −
δi,j
3
3∑
n=1
∫ ∞
0
dt
〈
1
∣∣L(1)0 (n)etL0L(1)0 (n)∣∣ν∞〉
=
δi,j
3
3∑
n=1
∫ ∞
0
dt
(〈
1
∣∣ vnetL0 vn∣∣ν∞〉 + 〈1∣∣ vnetL0 wn∣∣ν∞〉)
=
δi,j
3
3∑
n=1
∫ ∞
0
dt
〈
1
∣∣ vnetL0 vn∣∣ν∞〉 (7.6)
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where vn and wn are multiplication operators acting on L
1(R3) whose corresponding functions
(denoted by the same symbol) are specified below. The functions vn,wn are the nth components
of v,w : R3 → R3 for v defined as in (2.14) and
w(~p) :=
1
ν∞(~p)
~
2
∫
R3
d~q w
(1)
~q (~p− ~q)ν∞(~p− ~q)− v(~p).
The second inequality in (7.6) follows from the relation
〈
1
∣∣L(1)0 (n) = −i〈1∣∣vn and the definition
of w. The function w(~p) turns out to be zero by the detailed balance symmetry, since
w(~p) =
~
2
∫
R3
d~q
(ν∞(~p− ~q)
ν∞(~p)
w
(1)
~q (~p− ~q)− w
(1)
−~q(~p)
)
=
~
2
∫
R3
d~q
ν
1
2
∞(~p− ~q)
ν
1
2
∞(~p)
Im
(
(∇1γq)(~p− ~q, ~p− ~q)− (∇1γ−q)(~p, ~p)
)
=0. (7.7)
where ∇1 is the gradient of the first argument ~p1 of γq(~p1, ~p2). The first equality in (7.7) is by
the equality v(~p) = ~
2
∫
R3
d~q w
(1)
~q (~p). The second equality in (7.7) follows from
w
(1)
~q (~p) = −((∇1 −∇2)T~q)(~p, ~p) = −2iIm
[
(∇1T~q)(~p, ~p)
]
= −2i
ν
1
2
∞(~p)
ν
1
2
∞(~p+ ~q)
Im
[
(∇1γq)(~p, ~p)
]
,
where the second equality is T~q(~p1, ~p2) = T~q(~p2, ~p1) (since T~q is the kernel for a positive opera-
tor), and the third is the detailed balance form (4.12). The last equality in (7.7) holds because
(∇1γq)(~p− ~q, ~p− ~q) = (∇1γ−q)(~p, ~p) by (4.13).
By working with the adjoint semigroup etL
∗
0 , I can write the elements of c as
ci,j =
δi,j
3
3∑
n=1
∫ ∞
0
∫
R3
d~p (etL
∗
0vn)(~p) vn(~p)ν∞(~p)
=
δi,j
3
∫ ∞
0
dtEν∞
[
v(pt) · v(p0)
]
= δi,jDkin,
where pt is a Markov process whose probability densities evolve according to the master equa-
tion (2.7) starting from the stationary state ν∞.
Part (2):
This follows from the relatively bounded perturbation expansion from Part (1) of Lem. 6.2.
Part (3):
I will build up control for the Taylor expansion of P~k through control of the resolvent
1
L~k−z
for z in a certain region of z bounded away form the origin. More precisely, I will use that the
projection P~k can be written as a complex integral
P~k = −
1
2πi
∫
γ
1
L~k − z
dz, (7.8)
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for a counter-clockwise curve γ along the circle of radius 2−1g around the origin.
By Part (1), I can pick r > 0 small enough so |ǫ(~k)| ≤ 4−1g for all |~k| ≤ r and Σ(L~k)
contains no other values in the ball of radius 3
4
g around the origin. Let us also pick r small
enough so sup|~k|≤r ‖(L~k − L0)y‖1 ≤ δ‖y‖L0 for all y ∈ L
1 and some small δ > 0. The resolvent
expansion
1
L~k − z
=
1
L0 − z
∞∑
n=0
(−1)n
(
(L~k − L0)
1
L0 − z
)n
makes sense for |~k| ≤ r and 3
8
g < |z| < 5
8
g, since there is the following operator norm bound:
∥∥(Lz − L0) 1
L0 − z
∥∥ ≤δ∥∥ 1
L0 − z
∥∥
L0
=δ
(∥∥ 1
L0 − z
∥∥+ ∥∥ L0
L0 − z
∥∥)
<δ
(
2 +
5
2
C g
8
+
5
g
+
4
g
C g
8
)
≤ 2−1.
The second inequality above is for some C g
8
> 0 by Part (4) of Prop. 5.3, and the last inequality
is for small enough δ.
The first two derivatives for the resolvent around ~k = 0 are
∂i
1
L~v − z
∣∣
~v=0
= −
1
L0 − z
L
(1)
0 (i)
1
L0 − z
,
∂i∂j
1
L~v − z
∣∣
~v=0
= −
1
L0 − z
L
(2)
0 (i, j)
1
L0 − z
+
∑
(n1,n2)=
{
(i,j),
(j,i)
1
L0 − z
L
(1)
0 (n1)
1
L0 − z
L
(1)
0 (n2)
1
L0 − z
,
where L0(i) and L
(2)
0 (i, j) are defined as in Lem. 6.2, and the sum is counted twice with i = j.
The third-order error E
(3)
~k
(z) for expanding 1
L~k−z
around ~k = 0 has the form
E
(3)
~k
(z) :=
1
L~k − z
−
1
L0 − z
− ~k · ∇
( 1
L~v − z
)∣∣∣
~v=0
− 2−1~k⊗
2
· ∇⊗
2( 1
L~v − z
)∣∣∣
~v=0
=−
1
L0 − z
Rˆ
(3)
~k
1
L0 − z
+
1
L0 − z
Rˆ
(2)
~k
1
L0 − z
Rˆ
(1)
~k
1
L0 − z
+
1
L0 − z
Rˆ
(1)
~k
1
L0 − z
Rˆ
(2)
~k
1
L0 − z
−
1
L0 − z
Rˆ
(2)
~k
1
L0 − z
Rˆ
(2)
~k
1
L0 − z
+
1
L0 − z
∞∑
n=3
(−1)n
(
(L~k − L0)
1
L0 − z
)n
,
where Rˆ
(n)
~k
is the error for the (n− 1)th order Taylor expansion of L~k around zero:
Rˆ
(n)
~k
= L~k − L0 −
n−1∑
j=1
1
j!
~k⊗
j
· ∇⊗
j( 1
L~v − z
)∣∣∣
~v=0
.
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The technique for bounding the second derivative and the error E
(3)
~k
(z) will be clear from
the analysis of the first derivatives ∂i
1
L~v−z
∣∣
~v=0
. For |z| = 2−1g, I have the following string of
inequalities.
‖
(
∂i
1
L~v − z
∣∣
~v=0
)
y‖Ln0 < 4(1 +
1
g
)(1 + c g
4
)‖L
(1)
0 (i)
1
L0 − z
y‖Ln−10
≤ 4(1 +
1
g
)(1 + c g
4
)Cn‖
1
L0 − z
y‖Ln0
< 16(1 +
1
g
)2(1 + c g
4
)2Cn‖y‖Ln−10 .
The first and last inequalities hold for some c g
4
by the bounds on ‖ 1
L0−z
‖ and ‖ L0
L0−z
‖ from Part
(4) of Prop. 5.3. The second equality above is by Part (2) of Lem. 6.2. Since the integral (7.8)
is over a compact curve and all the estimates are uniform, I obtain the necessary bound on the
value of ‖(∂iP~v|~v=0)y‖Ln0 .
Part (4):
For any ball Br of radius r around the origin, there are constants a, b > 0 such that
sup
|~k|≤r
∑
j=1,2,3
‖∂jL~ky‖1 ≤ a‖L0y‖1 + b‖y‖1, y ∈ L
1(R3).
Consequently, for |~k| ≤ r, the operators L~k − L0 are relatively bounded to L0 with uniform
constants given by
‖(L~k − L0)y‖1 ≤
∫ 1
0
dv
∥∥~k∇L
v~k
y
∥∥
1
≤ 3ar‖L0y‖1 + 3br‖y‖1.
I can pick r to make the coefficients 3ar and 3br arbitrarily small. In particular, I can pick r
so that
Σ(L~k) ⊂ Σ(L0) +Bδ,
and the non-degenerate eigenvalue ǫ(~k) is the only spectral value within a radius δ of 0. It
follows the rest of the spectrum has real part less than −g + δ, and I can take δ < 2−1g.
Part (5):
By similar reasoning as for Part (3) of Prop. 5.3, there is c > 0 such that for all t ∈ R+ and
|~k| ≤ r for r > 0 from Part (4), ∥∥etL~k(I−P~k)∥∥ ≤ ce−t g2 . (7.9)
The difference between L~k and L
′
~k
is bounded, and thus L′~k is a closed operator with domain
D(L~k). The semigroup e
tL′
~k can be expressed as
e
tL′
~k = et
g
2 etL~k
(
I−P~k
)
+ etǫ(
~k)P~k.
By the triangle inequality and (7.9),
‖etL
′
~k
∥∥ ≤ et g2∥∥etL~k(I−P~k)‖+ etǫ(~k)‖P~k‖ ≤ c+ 1.
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8 Proof of main result
With the results from previous sections, the proof of the convergence for the rescaled position
distribution in Thm. 2.1 has the pattern found in [3]. The convergence of the moments requires
more effort due to the unbounded operators in this case.
Proof of Thm. 2.1. Parts (i) and (ii) below treat respectively the distributional convergence of
the measure t
3
2µt(t
1
2~r) as t → ∞ and the convergence of its second moments. The notation
∂j , j = 1, 2, 3 and ∇ will refer to partial derivatives and the gradient, respectively, of the fiber
variable ~k ∈ R3.
(i). To prove the distributional convergence of the probability densities t
3
2µt(t
1
2~r) to a Gaussian,
I will prove the pointwise convergence of the characteristic functions
ϕt(~s) =
∫
R3
d~r t
3
2µt(t
1
2~r)ei~r~s
to e−
D
2
~s2. The characteristic function for µt can be written
µ˜t(~k) =
∫
R3
d~xµt(~x) e
i~k~x = Tr
[
ρte
i~k ~X
]
=
∫
R3
d~p ρt(~p, ~p+ ~~k) =
∫
R3
d~p [ρt]~k(~p)
=
∫
R3
d~p (etL~k [ρ]~k)(~p) = 〈1
∣∣ etL~k [ρ]~k〉, (8.1)
where I have used that ρte
i~k ~X is a trace class with integral vernal K(p1, p2) = ρt(p1, p2+~~k) for
the third equality, a change of integration variable ~p+ 2−1~~k → ~p for the fourth, and the fiber
decomposition for the fifth. The last expression is the evaluation of the vector etL~k [ρ]~k ∈ L
1(R3)
for the linear functional determined by integration against the constant function 1R3 ∈ L
∞(R3).
Fix ~s ∈ R3 and let ~k = t−
1
2~s. By the change of variable t
1
2~r → ~r,
ϕt(~s) =
∫
R3
d~xµt(~x)e
it−
1
2 ~x~s = µ˜t(~k) = 〈1
∣∣ etL~k [ρ]~k〉, (8.2)
where the last equality is from (8.1).
Now I study the large t asymptotics for etL~k [ρ]~k ∈ L
1(R3). By Prop. 7.1, for small enough ~k
there is an isolated non-degenerate eigenvalue ǫ(~k) with projection P~k such that the remainder
of the spectral values have real part falling below −2−1g. The operator etL~k can be written as
etL~k = etǫ(
~k)P~k + e
tL~k(I−P~k), (8.3)
where the operator norm of etL~k(I− P~k) decays with the exponential rate e
− g
2
t by Part (5) of
Prop. 7.1. Thus, by Parts (1), (2), and (5) of Prop. 7.1,
etL~k [ρ]~k = e
−D
2
~s2P[ρ]~k +O(t
− 1
2 ),
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where the error is with respect to the ‖ · ‖1 norm. By Prop. B.1, the condition Xjρ, j = 1, 2, 3
(and equivalently ρXj) is trace class implies [ρ]~k has a bounded derivative in
~k in the L1(R3)
norm. In particular, [ρ]~k = [ρ]0 +O(t
− 1
2 ), and it follows
etL~k [ρ]~k = e
−D
2
~s2ν∞ +O(t
− 1
2 ), (8.4)
since 〈1|[ρ]0〉 =
∫
R
d~p[ρ]0(~p) = 1. Plugging (8.4) in to (8.2), then I conclude
ϕt(~s) = e
−D
2
~s2 +O(t−
1
2 ).
This proves the convergence of t
3
2µt(t
1
2~r) to a normal distribution with variance D.
(ii). To show the second moments converge, I can rewrite the variance in terms of etL~k [ρ]~k as
t−1Tr
[
XiXjρt] =t
−1
∫
R3
d~x xixjµt(~x)
=− t−1∂i∂j〈1
∣∣ etL~k [ρ]~k〉∣∣~k=0
=t−1∂i∂j
〈
1
∣∣ etǫ(~k)P~k[ρ]~k〉∣∣~k=0
+ t−1e−t
g
2∂i∂j
〈
1
∣∣ et(L~k+ g2 )(I−P~k)[ρ]~k〉∣∣~k=0, (8.5)
where the second equality follows from differentiating (8.1), and the third is (8.3). However,
the differentiability of [ρ]~k, ǫ(
~k), and P~k gives
t−1∂i∂j
〈
1
∣∣ etǫ(~k)P~k[ρ]~k〉∣∣~k=0 = δi,jD +O(t−1),
since ∇ǫ(~k) = 0.
The remainder of the proof is concerned with bounding the last term in (8.5). Define
L′~k = L~k + 2
−1g(I− P~k) as in Part (5) of Prop. 7.1. Then similarly to (8.3), e
tL′
~k = etǫ(
~k)P~k +
et(L~k+
g
2
)(I−P~k). By the triangle inequality∣∣∂i∂j〈1∣∣ et(L~k+ g2 )(I−P~k)[ρ]~k〉∣∣~k=0∣∣ = ∣∣∂i∂j〈1∣∣ (etL′~k − etǫ(~k)P~k)[ρ]~k〉∣∣~k=0∣∣
≤
∣∣∂i∂j〈1∣∣ etL′~k [ρ]~k〉∣∣~k=0∣∣+ ∣∣∂i∂j〈1∣∣ etǫ(~k)P~k[ρ]~k〉∣∣~k=0∣∣
≤ ‖∂i∂j
(
e
tL′
~k [ρ]~k
)
|~k=0‖1 + ‖∂i∂j
(
etǫ(
~k)P~k[ρ]~k
)
|~k=0‖1.
The rightmost term is finite by the comments above. I claim ‖∂i∂j
(
e
tL′
~k [ρ]~k
)
|~k=0‖1 ≤ c(1+t
2) for
some c > 0. This would complete the proof, since the last term in (8.5) has the exponentially
decaying factor e−t
g
2 .
By the product rule, there are four terms to deal with:
∂i∂j
(
e
tL′
~k [ρ]~k
)
|~k=0 =
(
∂i∂je
tL′
~k |~k=0
)
[ρ]0 +
(
∂ie
tL′
~k | ~k=0
)(
∂j [ρ]~k|~k=0
)
+
(
∂je
tL′
~k |~k=0
)(
∂i[ρ]~k|~k=0
)
+ etL
′
0
(
∂i∂j [ρ]~k|~k=0
)
, (8.6)
where the middle two terms are similar. The formal expressions for ∂ie
tL′
~k |~k=0 : T1 → L
1(R3)
and ∂i∂je
tL′
~k |~k=0 : T2 → L
1(R3) are given by (8.8) and (8.10). Part of the analysis involves
showing ‖∂ie
tL′
~k |~k=0y‖1 and ‖∂i∂je
tL′
~k |~k=0y‖1 are bounded by the multiples of the norms ‖y‖M
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and ‖y‖M2, respectively. The existence of the first and second derivatives of e
tL′
~k is established
with the third-order error (8.11) analysis at the end of the proof.
Now, I bound the terms on the right side of (8.6). By Part (5) of Prop. 7.1, for all ~k ∈ R3
in a small enough neighborhood around the origin and all t ≥ 0, there is a C > 0 such that∥∥etL′~k∥∥ ≤ C. (8.7)
In words, etL
′
~k is a bounded semigroup. The last term in (8.6) is O(1), by (8.7) and the
differentiability of [ρ]~k. To bound
(
∂ie
tL′
~k |~k=0
)(
∂j [ρ]~k|~k=0
)
in L1(R3), note the derivative of etL
′
~k
at ~k = 0 has the form
∂ie
tL′
~k |~k=0 =
∫ t
0
dt1e
(t−t1)L′0(∂iL
′
~k
|~k=0)e
t1L′0, (8.8)
where ∂iL
′
~k
|~k=0 = ∂iL~k|~k=0 − 2
−1g ∂iP~k|~k=0.
For y ∈ L1(R3),
‖∂ie
tL′
~k |~k=0y‖1 ≤ C
∫ t
0
dt1
∥∥∂iL′~k|~k=0et1L′0y∥∥1
≤ C
∫ t
0
dt1
∥∥∂iL~k|~k=0et1L′0y∥∥1 + 2−1Cg
∫ t
0
dt1
∥∥∂iP~k|~k=0et1L′0y∥∥1
≤ CC0
∫ t
0
dt1
∥∥et1L′0y∥∥
L0
+ 2−1Cc0g
∫ t
0
dt1
∥∥et1L′0y∥∥
1
≤ tC2
(
C0 + 2
−1c0g)‖y‖L0 ≤ tcC
2
(
C0 + 2
−1c0g)‖y‖M. (8.9)
The first inequality above uses the bound for etL0 above, and the second is the triangle inequality.
For the third inequality, I use that there some C0 > 0 such that ‖∂iL~k|~k=0y‖1 ≤ C0‖y‖L0 for all
y by Part (1) of Lem. 6.2 and maxi ‖∂iP~k|~k=0‖∞ = c0 <∞ by Part (3) of Prop. 7.1. The fourth
inequality follows because etL
′
0 and L0 commute and then by (8.7) again. The last inequality
is ‖ · ‖L0 ≤ c‖ · ‖M where c exists by the equivalence of the norms ‖ · ‖L0 and ‖ · ‖M from Part
(5) of Prop. 5.3. With the above,
‖
(
∂ie
tL′
~k |~k=0
)(
∂j [ρ]~k|~k=0
)
‖1 ≤ tcC
2
(
C0 + 2
−1c0g)‖
(
∂j [ρ]~k|~k=0
)
‖M
= tcC2
(
C0 + 2
−1c0g)(‖
(
∂j [ρ]~k|~k=0
)
‖1 + ‖|~p|
(
∂j [ρ]~k|~k=0
)
‖1)
≤ tcC2
(
C0 + 2
−1c0g)
(
2−1‖{Xj, ρ}‖1 + 2
−2
3∑
n=1
‖{Pn, {Xj, ρ}}‖1
)
.
The second inequality is by Prop. B.1, and the right side is finite by the assumptions on ρ.
For the
(
∂i∂je
tL′
~k |~k=0
)
[ρ]0 term,
∂i∂je
tL′
~k |~k=0 =
∫ t
0
dt1e
(t−t1)L′0(∂i∂jL
′|~k=0)e
t1L′0
+
∑
(n1,n2)=
{
(i,j)
(j,i)
∫ t
0
dt2
∫ t2
0
dt1e
(t−t2)L′0(∂n1L
′|~k=0)e
(t2−t1)L′0(∂n2L
′|~k=0)e
t1L′0, (8.10)
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where the sum over (n1, n2) counts twice when i = j. The first term on the right side is
relatively bounded to M by the same argument as for (8.8). Also by the steps in (8.9) up to
the next to last inequality, then a single term from the sum in (8.10) can be bounded by∥∥∥ ∫ t
0
dt2
∫ t2
0
dt1e
(t−t2)L′0(∂iL
′
~k
|~k=0)e
(t2−t1)L′0(∂jL
′
~k
|~k=0)e
t1L′0y
∥∥∥
1
≤ C2
(
C0 + 2
−1c0g)
∫ t
0
dt2
∫ t2
0
dt1
∥∥(∂jL′~k|~k=0)et1L′0y∥∥L0
≤ C2(C0 + 2
−1c0g)
∫ t
0
dt2
∫ t2
0
dt1
(
C0
∥∥et1L′0y∥∥
L20
+ 2−1c0g‖e
t1L′0y‖1
)
≤ 2−1cC3t2(C0 + 2
−1c0g)
2‖y‖M2.
The second inequality follows by using the triangle inequality with ∂jL
′
~k
|~k=0 = ∂jL~k|~k=0 −
2−1g∂jP~k|~k=0 and applying respectively Part (2) of Lem. 6.2 and Part (3) of Prop. 7.1, as
before.
Since I have used the formal expressions (8.8) and (8.10) for the derivatives of etL
′
~k at ~k = 0,
I should control the resulting error in using those terms in a second-order Taylor expansion.
Using a rearranged third-order Duhamel equation,
E
(3)
~k
:=etL
′
~k − etL0 − ~k · (∇etL
′
~r |~r=0)− 2
−1~k⊗
2
· (∇⊗
2
etL
′
~r |~r=0)
=
∫ t
0
dt1e
(t−t1)L′~kRˆ
(3)
~k
et1L
′
0
+
∫ t
0
dt2
∫ t2
0
dt1 e
(t−t2)L′~kRˆ
(2)
~k
e(t2−t1)L
′
0Rˆ
(1)
~k
et1L
′
0
+
∫ t
0
dt2
∫ t2
0
dt1e
(t−t2)L′~kRˆ
(1)
~k
e(t2−t1)L
′
0Rˆ
(2)
~k
et1L
′
0
−
∫ t
0
dt2
∫ t2
0
dt1 e
(t−t2)L′~kRˆ
(2)
~k
e(t2−t1)L
′
0Rˆ
(2)
~k
et1L
′
0
+
∫ t
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1e
(t−t3)L′~kRˆ
(1)
~k
e(t3−t2)L
′
0Rˆ
(1)
~k
e(t2−t1)L0Rˆ
(1)
~k
et1L
′
0 , (8.11)
where Rˆ
(n)
~k
is the error the nth order Taylor expansion of L′~k around
~k = 0:
Rˆ
(n)
~k
= L′~k − L
′
0 −
n−1∑
m=1
1
m!
~k⊗
m
· (∇⊗
m
L′~r|~r=0), n ≥ 0. (8.12)
Since L′~k = L~k + 2
−1g(I− P~k), the error Rˆ
(n)
~k
is equal to Rˆ
(n)
~k,1
− 2−1gRˆ
(n)
~k,2
where Rˆ
(n)
~k,1
and Rˆ
(n)
~k,2
are the analogously defined errors for L~k and P~k, respectively.
Using Lem. 6.2 and Prop. 7.1 along with the same techniques as above for the first two
derivatives, then it can be shown ‖E
(3)
~k
y‖1 is bounded by a constant multiple of |~k|
3‖y‖M3 for
all y ∈ T3. By Prop. B.1,
‖[ρ]~k‖M3 ≤ ‖[ρ]~k‖1 +
∑
i1,i2,i3∈{1,2,3}
‖ pi1pi2pi3 [ρ]~k‖1
≤ ‖ρ‖1 +
∑
ij∈{1,2,3}
2−3‖{Pi1, {Pi2, {Pi3, ρ}}}‖1.
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By the triangle inequality and the self-adjointness of ρ, the term on the right is bounded by a
sum of terms ‖Pi1Pi2ρPi3‖1 and ‖Pi1Pi2Pi3ρ‖1. However,
‖Pi1Pi2ρPi3‖1 ≤ ‖ |~P |
2ρPi3‖1 = ‖Pi3ρ|~P |
2‖1 ≤ ‖ |~P |ρ|~P |
2‖1 <∞.
The first inequality holds since (Pi3ρPi2 |Pi1 |
2Pi2ρPi3)
1
2 ≤ (Pi3ρ|
~P |4ρPi3)
1
2 by the operator mono-
tonicity of the square root function. The equality uses that the adjoint operation preserves trace
norm, and second inequality is by the same reason as for the first. Finally the right side is
finite by my assumptions on ρ.
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A A Fourier transform relating Ψ and the component
maps T~q
In this section, I point out a canonical relation between the completely positive map Ψ and
the maps T~q in the form (2.2) through a Fourier transform. The statement and the “proof” of
Prop. A.1 are heuristic. I think the basic mechanics for the relations may interest the reader,
but it is not necessary to clarify the analytic details for this article.
Note that the covariance properties (A.2) below is equivalent to saying the maps T~q :
B1
(
L2(Rd)
)
act as multiplications operator in the momentum representation as in (2.3).
Proposition A.1.
1. Let Ψ : B1
(
L2(Rd)
)
be a map of the form
Ψ(ρ) =
∫
Rd
d~q ei
~q
~
~XT~q(ρ)e
−i ~q
~
~X , (A.1)
where the maps T~p are completely positive and for all ~x, ~q ∈ R
d satisfy
T~q(τ~xρ) = τ~xT~q(ρ) and T~q(ρτ~x) = T~q(ρ)τ~x, (A.2)
in which τ~x = e
i~x
~
~P . Then, Ψ is translation covariant and completely positive. Moreover,
the map Ψ is related to the maps T~q through the Fourier transform
T~q(ρ) = e
−i ~q
~
~X
( 1
(2π~)d
∫
Rd
d~x ei
~q~x
~ τ ∗~xΨ(τxρ)
)
ei
~q
~
~X . (A.3)
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2. Conversely, if Ψ is completely positive and maps T~q are defined by (A.3), then the maps
T~q are completely positive and satisfy (A.2). Also, Ψ can be written as (A.1).
Proof.
Part (1):
The complete positivity of Ψ follows trivially from the form (A.1), and the translation
covariance of Ψ follows from the the left and right covariance properties (A.2) and the Weyl
intertwining relation
ei
~x
~
~P ei
~q
~
~X = ei
~x~q
~ ei
~q
~
~Xei
~x
~
~P . (A.4)
Also due to the intertwining relations (A.2) and (A.4),
e−i
~q
~
~X
( 1
(2π~)d
∫
Rd
d~x ei
~q~x
~ τ ∗~xΨ(τ~xρ)
)
ei
~q
~
~X
= e−i
~q
~
~X
( 1
(2π~)d
∫
Rd
d~x ei
~q~x
~ τ ∗~x
∫
Rd
d~p ei
~p
~
~XT~p(τ~xρ)e
−i ~p
~
~X
)
ei
~q
~
~X
=
∫
Rd
d~p
( 1
(2π~)d
∫
Rd
d~x ei
~x
~
(~p−~q)
)(
ei
~p−~q
~
~XT~p(ρ)e
−i ~p−~q
~
~X
)
= T~q(ρ). (A.5)
The above comes through switching the order of integration and the formal identity δ(~p− ~q) =
1
(2π~)d
∫
Rd
d~x ei
~x
~
(~q−~p).
Part (2):
First, I show T~q satisfies (A.2). By the Weyl intertwining relation (A.4),
τ~yT~q(ρ) = e
−i ~q
~
~X
( 1
(2π~)d
∫
Rd
d~x ei
~q(~x−~y)
~ τ ∗~x−~yΨ(τx−yτyρ)
)
ei
~q
~
~X
= e−i
~q
~
~X
( 1
(2π~)d
∫
Rd
d~x ei
~q~x
~ τ ∗~xΨ(τxτyρ)
)
ei
~q
~
~X
= T~q(τ~yρ), (A.6)
where the second equality is a change of integration ~x− ~y → ~x, and the third is the definition
of T~q. The same argument can be applied to show T~q(ρτ~y) = T~q(ρ)τ~y by using the expression
τ ∗~xΨ(τxρ) in the integral (A.3) can be replaced by Ψ(ρτ
∗
x)τ~x due to the translation covariance
of Ψ.
Now, I show T~q maps positive operators to positive operators if Ψ is completely positive.
The argument is based on Bochner’s theorem. First notice the translation covariance of Ψ
implies τ~xΨ(τ
∗
~xρτy)τ
∗
y ∈ B1
(
L2(Rd)
)
is a function of ~x− ~y. Let φ ∈ L2(Rd), ρ ∈ B1
(
L2(Rd)
)
be
positive, and Fφ,ρ : R
d → C be defined as
Fφ,ρ(~x− ~y) := 〈φ
∣∣τ~xΨ(τ ∗~xρτ~y)τ ∗~yφ〉.
By the complete positivity of Ψ, it follows Fφ,ρ(~x − ~y) is the integral kernel for a positive
operator on L2(Rd) when ρ is a positive operator. By Bochner’s theorem the Fourier transform
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of Fφ,ρ is positive-valued, so
0 ≤
∫
Rd
d~x ei
~q~x
~ Fφ,ρ(~x) =
〈
φ
∣∣∣( ∫
Rd
d~x ei
~q~x
~ τ ∗~xΨ(τ~xρ)
)
φ
〉
=
〈
e−i
~q
~
~Xφ
∣∣T~q(ρ)e−i ~q~ ~Xφ〉.
Since φ ∈ L2(Rd) is arbitrary, it follows that T~q(ρ) is a positive operator. The argument above
extends trivially to show that T~q is completely positive by replacing Ψ, T~q with Ψ ⊗ Iext,
T~q ⊗ Iext operating on the extended Banach space B1
(
L2(Rd) ⊗ Hext
)
for some Hilbert space
Hext.
A computation similar to (A.5) shows that plugging T~q in to the right side of (A.1) yields
Ψ.
B Properties of the fiber maps
The following elementary proposition gives sufficient conditions for the smoothness of the fiber
elements [ρ]~k, ρ ∈ B1
(
L2(Rd)
)
as a function of ~k ∈ Rd in the L1(Rd)-norm in terms of weighted
tracial semi-norms of ρ. The proposition also gives bounds for the moments of [ρ]~k. The partial
derivatives ∂j , j ∈ [1, d] in the proposition below refer to the fiber variable ~k.
Proposition B.1. Let ρ ∈ B1
(
L2(Rd)
)
, then
1. ‖∂j1 · · ·∂jn [ρ]~k‖1 ≤
1
2n
‖{Xj1, · · · , {Xjn, ρ} · · · }‖1,
2. ‖pj1 · · · pjn[ρ]~k‖1 ≤
1
2n
‖{Pj1, · · · , {Pjn, ρ} · · · }‖1,
3. ‖pi∂j [ρ]~k‖1 ≤
1
4
‖{Pi, {Xj, ρ}}‖1.
Proof. By the definition of the fiber maps [·]~k : B1
(
L2(Rd)
)
→ L1(Rd), they satisfy∫
Rd
d~p g(~p) [ρ]~k(~p) = Tr
[
ei
~k ~X g(~P + 2−1~~k)ρ
]
= Tr
[
g(~P ) ei
~k
2
~Xρ ei
~k
2
~X
]
for all g ∈ L∞(Rd). Differentiating both sides by ∂j and taking the absolute value,
∣∣ ∫
Rd
d~p g(~p)∂j [ρ]~k(~p)
∣∣ ≤ 2−1∣∣Tr[g(~P ) ei~k2 ~X{Xj, ρ} ei~k2 ~X]∣∣
≤ 2−1‖g‖∞‖{Xj, ρ}‖1.
Supremizing over all ‖g‖∞ = 1, the left side is equal to ‖∂j [ρ]~k‖1. Higher derivatives work by
the same argument. In order to bound the moments in Parts (2) and (3), recall ei
~k ~Xρei
~k ~X =
ei
~k{ ~X,·}(ρ) and {Xj, ·} and {Pi, ·} commute for all 1 ≤ i, j ≤ d.
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C Some relative bounds
Lemma C.1. The operators Hf and L~q,~v are relatively bounded to |~P |.
Proof. In the expression (2.5) for L~q,~v, the only unbounded factor for fixed ~q ∈ R
3, ~v ∈ (~q)⊥ is
the scattering amplitude
f
(m∗
m
~v −
m∗
M
~P⊥~q − 2
−1~q,
m∗
m
~v −
m∗
M
~P⊥~q + 2
−1~q
)
= f
(∣∣m∗
m
~v −
m∗
M
~P⊥~q + 2
−1~q
∣∣, 2 tan−1 ( 2−1
∣∣~q∣∣∣∣m∗
m
~v − m∗
M
~P⊥~q
∣∣)
)
.
In particular, the unboundedness of f(p, θ) occurs as p → ∞ for θ near zero. However, there
is a c > 0 such that
|f(p, θ)| ≤ c
(
a−1~+ p
)
. (C.1)
If I show this, then L~q,~v is relatively bounded to |~P |, since∣∣∣f(m∗
m
~v −
m∗
M
~P⊥~q − 2
−1~q,
m∗
m
~v −
m∗
M
~P⊥~q + 2
−1~q
)∣∣∣ ≤ c(a−1~+ m∗
m
|~v|+ 2−1|~q|+
m∗
M
|~P |
)
.
Showing (C.1) requires a similar form argument as in Lem. 6.1. By the partial-wave expan-
sion (6.1) and the fact that |Pℓ(cos(θ))| ≤ 1, then
|f(p, θ)| ≤
~
2p
∞∑
ℓ=0
(2ℓ+ 1)
∣∣Sℓ(a
~
p)− 1
∣∣.
However, for a
~
p ≫ 1, this sum is bounded by a constant multiple of p by the analysis in the
proof of Lem. 6.1.
For the Hamiltonian Hf ,
Hf(~p) ≤
2π~2η
m∗
∫
R3
d~q r(~q)
∣∣f(∣∣m∗
m
~q −
m∗
M
~p
∣∣, 0)∣∣
≤
2πc~2η
m∗
∫
R3
d~q r(~q)
(
a−1~+
∣∣m∗
m
~q −
m∗
M
~p
∣∣)
≤
2πc~2η
m∗
(
a−1~+ 2
m∗
m
(2m
πβ
) 1
2 +
m∗
M
|~p|
)
,
where I have used inequality (C.1), an explicit integration of the Gaussian r(~q), and the triangle
inequality. The above gives a linear bound in |~P | for Hf(~P ).
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