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I. INTRODUCTION
Calculations in Quantum Field theories are based on series expansions in the coupling
constants involved in their Lagrangians. Each coefficient of those series is a sum of Feynman
diagrams which constitute the main tools for producing physical predictions. To cure the
fact that some of these diagrams involve divergent integrals in the four dimensional space-
time, a dimensional regularization is widely used. Basically, it consists in the analytic
continuation of integrals from dimension D=4 to an arbitrary D-dimensional space-time
where all integrals become convergent. A conventional way of doing it is to set D=4−ε and
to perform the calculations as expansions in powers of ε. On the other hand, one can always
write a Feynman diagram through its Feynman parametrization as
F(ρ,D=4−2ε) =
∫ 1
0
dx1 . . .
∫ 1
0
dxN
N (x)[∑
n≥1Dn(x) ρn
]r+ p
q
ε
where ρn are the scalar products of the external momenta and squared masses in the di-
agram, N and Dn are real polynomials of the N Feynman parameters, and p, q, r are
integers related to the numbers of loops, external momenta and topology of the diagrams.
It appears that, through this formulation, there is a strong link between Feynman diagrams
and generalized hypergeometric functions whose parameters depend linearly on ε, as shown
in the denominator of the integrand in the right hand side of the equation above. Then,
calculations of Feynman diagrams benefit from the so called ε-expansion of those functions
of the hypergeometric class, that is, their series expansion in powers of ε.
A considerable number of papers dealing with the ε-expansion of generalized hypergeo-
metric functions have appeared in the last decade. Besides analytical methods1–7 applicable
for restricted values of the parameters, computer packages8–15 based on different algorithms
have been published.
In a recent paper16 we suggested a simple procedure to evaluate the successive terms of
the ε-expansion of functions of the hypergeometric class with the only restriction on the
parameters of being linearly dependent on ε. Starting with the series expansions of those
functions, we carried out a Taylor expansion around the value ε = 0. Essential elements
in the proposed algorithm are derivatives, to any order, of the Pochhammer and reciprocal
Pochhammer symbols with respect to their arguments. The procedure was illustrated by
applying it to get the ε-expansion of generalized hypergeometric functions of the type q+1Fq.
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Ancarani and Gasaneo, in a series of papers,17 have addressed the problem of finding
expressions for the derivatives, of arbitrary order, of the hypergeometric function pFq with
respect to one of its (upper or lower) parameters. By making use of Babister’s solution
to nonhomogeneous differential equations satisfied by the derivatives of pFq, they have
written those derivatives in terms of multivariable Kampe´ de Fe´riet functions. The resulting
expressions are certainly beautiful, but we do not find them applicable to the ε-expansion
problem.
The purpose of this paper is twofold. Firstly, in order to get the maximum efficiency in the
computation of ε-expansions, we present, in Sections II and III, a collection of properties
of derivatives of the Pochhammer and reciprocal Pochhammer symbols, respectively, and
equations relating them to other mathematical objects. With the same goal, we suggest in
Section IV a partial fraction decomposition of the quotient of two Pochhammer symbols,
previous to derivation with respect to ε. The second part of the paper is devoted to calculate,
by benefiting from the results obtained in the previous sections, the ε-expansion of some
examples of functions of the hypergeometric class, namely Appell and Kampe´ de Fe´riet
functions, related to Feynman integrals. In particular, we obtain, in Section V, all terms of
the ε-expansion of the Appell functions appearing in a paper by Del Duca et al.,18 dealing
with the one-loop pentagon, and in another paper by Tarasov,19 concerned with the two loop
equal mass sunrise diagram. Kampe´ de Fe´riet functions appearing in Ref. 18 are considered
in section VI. Partial fraction decomposition of quotients of several Pochhammer symbols
and its usefulness in the derivation of ε-expansions are discussed in Section VII.
Along the paper we use the notation
αi ≡ Ai + ai ε , βj ≡ Bj + bj ε , (1)
for the upper and lower parameters of the functions of the hypergeometric class related to
the Feynman integrals. (Notice the linear dependence of α and β on ε.) Essential elements of
our procedure to obtain the ε- expansion of those functions are the derivatives, to any order,
of the Pochhammer and reciprocal Pochhammer symbols with respect to their argument,
which we denote by
P(k)m (α) ≡
1
k!
dk
dαk
(α)m , Q(k)m (β) ≡
1
k!
dk
dβk
1
(β)m
. (2)
Besides those essential elements, we will use the successive derivatives with respect to ε of
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the quotient of two Pochhammer symbols, which we denote by
R(k)m,n(α, β) ≡
1
k!
∂k
∂εk
(A+ a ε)m
(B + b ε)n
. (3)
II. DERIVATIVES OF THE POCHHAMMER SYMBOL
As (α)m is a polynomial of degree m in α, its derivatives with respect to α of order larger
than m vanish, that is, with the notation introduced in Eq. (2),
P(k)m (α) = 0 for k > m. (4)
We consider in this section the non-trivial case of being k ≤ m. Obviously, the successive
derivatives P(k)m (α) can be computed by means of the recurrence relation
P(k)m+1(α) = (α+m)P(k)m (α) + P(k−1)m (α), k > 0, (5)
with starting values
P(k)0 (α) = δk,0, P(0)m (α) = (α)m, (6)
Explicit expressions of the P(k)m can be obtained directly from a generating relation which
can be immediately deduced from
∞∑
m=0
(α)m(−t)m/m! ≡ 1F0(α; ;−t) = (1 + t)−α, |t| < 1 (7)
(see Eq. (2) in Section 6.2.1 of Ref. 20). Derivation, k times, with respect to α gives
∞∑
m=0
k!P(k)m (α) (−t)m/m! = (−1)k (1 + t)−α [ln(1 + t)]k , |t| < 1. (8)
Then, we have
P(k)m (α) =
(−1)k−m
k!
∂m
∂tm
(
(1 + t)−α [ln(1 + t)]k
)∣∣∣∣
t=0
=
(−1)k−m
k!
m∑
l=0
(
m
l
) (
∂l
∂tl
(1 + t)−α
)(
dm−l
dtm−l
[ln(1 + t)]k
)∣∣∣∣
t=0
. (9)
Obviously,
∂l
∂tl
(1 + t)−α
∣∣∣∣
t=0
= (−1)l (α)l. (10)
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On the other hand, since [ln(1 + t)]k is the generating function of the Stirling numbers of
the first kind,
[ln(1 + t)]k = k!
∞∑
n=k
s(n, k) tn/n! , |t| < 1 (11)
(see Eq. 26.8.8 of Ref. 21), we get(
dm−l
dtm−l
[ln(1 + t)]k
)∣∣∣∣
t=0
= k! s(m− l, k) . (12)
Substitution of Eqs. (10) and (12) in (9) gives
P(k)m (α) = (−1)m−k
m−k∑
l=0
(−1)l
(
m
l
)
s(m− l, k) (α)l for m ≥ k. (13)
Coffey, in two papers22,23 dealing with expansions of the Hurwitz zeta function, has given
two useful alternative expressions of the derivatives of the Pochhammer symbol. The first
one (see Eq. (2.3) of Ref. 22), after correcting an obvious misprint, reads(
d
ds
)l
(s)j =
j∑
k=l
(−1)j+k s(j, k) k(k − 1) · · · (k − l + 1) sk−l, (14)
that is, in our notation,
P(k)m (α) = (−1)m−k
m−k∑
j=0
(−1)j
(
k+j
k
)
s(m, k+j)αj, for m ≥ k . (15)
The second alternative form of P(k)m (α) stems from the expression (see Eq. (2.5) of Ref. 23)
B(n+1)ν (x) = (−1)n
ν!
n!
dn−ν
dxn−ν
(1− x)n , ν ≤ n , (16)
for the generalized Bernoulli polynomials. These are generated by the relation24,25(
z
ez − 1
)a
exz =
∞∑
n=0
B(a)n (x)
zn
n!
, |z| < 2pi . (17)
(Notice that the value a = 1 corresponds to the familiar Bernoulli polynomials.) It is
immediate to obtain from Eq. (16) the useful relation
P(k)m (α) = (−1)m−k
(
m
k
)
B
(m+1)
m−k (1−α) . (18)
The explicit expressions of the successive derivatives of the Pochhammer symbol given in
Eqs. (13), (15) and (18) become considerably simplified for certain particular values of the
argument α. For α = 0 one has
P(k)0 (0) = δk,0, P(0)m (0) = δm,0, P(k)m (0) = 0 for k > m , (19)
P(k)m (0) = (−1)m−k s(m, k) for m ≥ k > 0 . (20)
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These expressions allow one to write the MacLaurin expansion of P(k)m (α) and to reproduce,
in this way, the expression (15) due to Coffey. Another interesting particular value of the
argument of P(k)m is 1. In view of the relation
s(n+ 1, k + 1) = n!
n∑
j=k
(−1)n−j
j!
s(j, k) (21)
(see Eq. 26.8.20 in Ref. 21), one obtains from Eq. (13)
P(k)m (1) = (−1)m−k s(m+ 1, k + 1) , (22)
in terms of Stirling numbers of the first kind. This result, as a lemma, was already proved
by Coffey (see Eq. (2.1) of Ref. 22). Alternatively, one can deduce from Eq. (18) the
representation
P(k)m (1) = (−1)m−k
(
m
k
)
B
(m+1)
m−k (23)
in terms of generalized Bernoulli numbers. Another expression of P(k)m (1), as an Euler-Zagier
sum,8,26
P(k)m (1) =
1
k!
dk
dεk
(1 + ε)m
∣∣∣∣
ε=0
= m!Z1,...,1(m) (k subindices), (24)
can be found in the paper by Del Duca et al. (see Eq. (5.17) of Ref. 18). From Eq. (22), it
is immediate to write the Taylor expansion
P(k)m (α) =
m∑
j=k
(−1)m−j
(
j
k
)
s(m+1, j+1) (α−1)j−k , for m ≥ k . (25)
An alternative expression valid for integer α 6= 0, 1 will be given in the next section.
III. DERIVATIVES OF THE RECIPROCAL POCHHAMMER SYMBOL
There is an obvious recurrence relation which allows one to compute the derivatives, to
any order, of the reciprocal Pochhammer symbol 1/(β) with respect to β. It is
Q(k)m+1(β) =
(
Q(k)m (β)−Q(k−1)m+1 (β)
)
/(β +m), k > 0, (26)
with starting values
Q(k)0 (β) = δk,0, Q(0)m (β) = 1/(β)m. (27)
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Very simple expressions for the Q(k)m (β) can be easily obtained from the relation
1
(β)m
=
m−1∑
l=0
(−1)l
l! (m− 1− l)!
1
β + l
, m > 0 (28)
(see Eq. 4.2.2.45 in Ref. 27). Direct derivation with respect to β in this equation gives
Q(k)m (β) = (−1)k
m−1∑
l=0
(−1)l
l! (m− 1− l)!
1
(β + l)k+1
, m > 0 , (29)
provided that β is different from a non-positive integer, −n, such that 0 ≤ n < m. In the
case of one of the lower parameters of the function to be expanded being of the form
β = −n + b ε, n ≥ 0 ,
one may use, for m > n, the evident relation
1
(−n + b ε)m =
1
b ε
(−1)n
(1− b ε)n
1
(1 + b ε)m−n−1
.
The factor 1/bε should be isolated and the Taylor expansion would affect only the other
factors. The final ε-expansion could then contain negative powers of ε.
A concise form of Eq. (29), in terms of the difference operator ∆, can be written imme-
diately by comparison of the right hand side of that equation and that of the well known
property (see Ref. 28, Sec. 1.6, Eq. [6c], or Ref. 29, Sec. 6.2, Eq. (1))
∆nf(x) =
n∑
k=0
(−1)n−k
(
n
k
)
f(x+ k) . (30)
The result is
Q(k)m (β) =
(−1)m−k−1
(m− 1)! ∆
m−1 1
βk+1
, m > 0 , (31)
For the particular case of β = 1, the derivatives of the reciprocal Pochhammer symbol
admit much simpler forms. In analogy with the generalized harmonic numbers,
H(k)m ≡
m∑
j=1
1
jk
, m ≥ 1 , (32)
we define modified generalized harmonic numbers
Hˆ(k)m ≡
m∑
j=1
(−1)j−1
(
m
j
)
1
jk
, m ≥ 1 , (33)
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whose sequence, {Hˆ(k)n }, n = 1, 2, 3, . . . turns out to be the conjugate, in the sense defined
by Vermaseren (see Appendix B of Ref. 26) and used by Moch et al. (see Eq. (29) of Ref.
8), of the sequence {1/nk}. From Eqs. (29) and (33), it is immediate to write
Q(k)m (1) =
(−1)k
m!
Hˆ(k)m , m ≥ 1 . (34)
This relation can be extended to m = 0 with the convention
Hˆ
(k)
0 = δk,0 . (35)
For values of β different from 1, it is immediate to write the Taylor expansion
Q(k)m (β) =
1
m!
∞∑
j=0
(−1)k+j
(
k + j
k
)
Hˆ(k+j)m (β − 1)j , m ≥ 1 . (36)
Del Duca et al. have given, for Q(k)m (1), an alternative expression,
Q(k)m (1) =
1
k!
dk
dεk
1
(1 + ε)m
∣∣∣∣
ε=0
= − 1
m!
S1,...,1(m) (k subindices), (37)
(see Eq. 5.17 of Ref. 18) in terms of nested harmonic sums.8,26
For given values of k and β, a generating function of the sequence {Q(k)n+1(β)}, n =
0, 1, 2, . . . , can be easily found. Let us recall the binomial transform,30–33 T , relating two
sequences {an} and {bn} = T{an}, n = 0, 1, 2, . . . , in this way:
bn =
n∑
l=0
(
n
l
)
al , an =
n∑
j=0
(−1)n−j
(
n
j
)
bj . (38)
The ordinary generating functions of those sequences,
f(z) =
∞∑
n=0
an z
n and g(z) =
∞∑
n=0
bn z
n , (39)
are related by the Euler transform
g(z) =
1
1− z f
(
z
1− z
)
. (40)
From Eq. (29), written in the form
(−1)k m!Q(k)m+1(β) =
m∑
l=0
(
m
l
)
(−1)l
(β + l)k+1
, (41)
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one realizes that the sequence {(−1)k n!Q(k)n+1(β)}, n = 0, 1, 2, . . ., is the binomial trans-
formed of the sequence {(−1)n/(β + n)k+1}. Since the ordinary generating function of this
sequence is a Lerch function (see §25.14 of Ref. 21), namely
Φ(−z, k + 1, β) =
∞∑
n=0
(−z)n
(β + n)k+1
, |z| < 1 , (42)
one can write immediately the generating relation
1
1− z Φ
( −z
1− z , k + 1, β
)
=
∞∑
m=0
(−1)k m!Q(k)m+1(β) zm (43)
for the derivatives of the reciprocal Pochhammer symbols.
Interesting properties of the modified generalized harmonic numbers, defined in Eq. (33),
can be easily obtained. From Eq. (43), by taking β = 1, one gets the generating relation,
for fixed k,
− Lik+1
( −z
1− z
)
=
∞∑
m=1
1
m
Hˆ(k)m z
m , (44)
where Lin represents the polylogarithm function. Another generating relation, for fixed
m ≥ 1, reads
m∏
j=1
(
1
1− (cm/j)z
)
=
∞∑
k=0
ckm Hˆ
(k)
m z
k , |z| < 1/cm , (45)
where the coefficient cm may be chosen arbitrarily. Possibly interesting choices seem to be
cm = 1 , cm = l.c.m.(1, 2, . . . , m) , cm = m! .
Equation (45) can be checked by decomposing its left hand side in partial fractions,
m∏
j=1
(
1
1− (cm/j)z
)
=
m∑
j=1
(−1)j−1
(
m
j
)
1
1− (cm/j)z , (46)
by using the geometric series expansion
1
1− (cm/j)z =
∞∑
k=0
(cm/j)
k zk , provided |z| < 1/cm , (47)
and by recalling the definition (33) of Hˆ
(k)
m .
From the evident relation
k∑
j=0
P(k−j)m (x)Q(j)m (x) = δk,0 , (48)
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one obtains, in the case of x = 1, the sum rule
k∑
j=0
s(m+1, k+1−j) Hˆ(j)m = δk,0 (−1)mm! , (49)
Combination of Eqs. (22) and (34) allows one to write, for the cases of integer argument
n ≥ 1,
P(k)m (n) =
(−1)m+n−1−k
(n− 1)!
k∑
j=0
s(m+n, k+1−j) Hˆ(j)n−1 , (50)
Q(k)m (n) =
(−1)n−1−k
(m+ n− 1)!
k∑
j=0
s(n, k+1−j) Hˆ(j)m+n−1 . (51)
In the case of negative integer argument one obtains
P(k)m (−n) =

 (−1)
m−k P(k)m (n+1−m) for m ≤ n ,
(−1)m−n−k∑k−1j=0 (−1)j s(n+1, j+1) s(m−n, k−j) for m ≥ n+1 , (52)
Q(k)m (−n) = (−1)m−kQ(k)m (n + 1−m) for m ≤ n . (53)
IV. PARTIAL FRACTION DECOMPOSITION OF THE QUOTIENT OF
TWO POCHHAMMER SYMBOLS
The multiple derivation with respect to ε, inherent to our procedure for obtaining the
ε-expansion, is considerably simplified by a previous decomposition of the quotient of two
Pochhammer symbols in partial fractions. The basic equation for this purpose can be found
in the Digital Library of Mathematical Functions (see Eq. 1.2.12 of Ref. 21). It reads
f(x)
(x− x1)(x− x2) · · · (x− xn) =
C1
x− x1 +
C2
x− x2 + · · ·+
Cn
x− xn , (54)
where f(x) represents a polynomial of degree less than n and the coefficients Cj are given
by
Cj =
f(xj)∏
k 6=j(xj − xk)
. (55)
Equation (54) can be extended trivially to the case of f(x) being a polynomial pn(x) of
degree n,
pn(x) = c0 + c1 x+ . . .+ cn x
n . (56)
The result is
pn(x)
(x− x1)(x− x2) · · · (x− xn) = cn +
C1
x−x1 +
C2
x−x2 + · · ·+
Cn
x−xn , (57)
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the coefficients Cj being now given by
Cj =
pn(xj)∏
k 6=j(xj − xk)
. (58)
Bearing in mind those partial fraction expansions, it is immediate to obtain
R(0)m,n(α, β) ≡
(A + a ε)m
(B + b ε)n
=
n−1∑
j=0
rj,m,n(α, β)
B + j + b ε
, for m < n , (59)
R(0)n,n(α, β) ≡
(A + a ε)n
(B + b ε)n
=
(a
b
)n
+
n−1∑
j=0
rj,n,n(α, β)
B + j + b ε
, (60)
where
rj,m,n(α, β) = (−1)j
(
A− (a/b)(B + j)
)
m
j! (n− 1− j)! , for m ≤ n . (61)
Derivation with respect to ε in Eqs. (59) and (60) gives
R(k)m,n(α, β) = (−b)k
n−1∑
j=0
rj,m,n(α, β)
(B + j + b ε)k+1
, for m < n , (62)
R(k)n,n(α, β) = (−b)k
(
δk,0
(a
b
)n
+
n−1∑
j=0
rj,n,n(α, β)
(B + j + b ε)k+1
)
, (63)
For the case of being m > n, one may use one of the identities
(α)m
(β)n
= (α)m−n
(α +m− n)n
(β)n
, or
(α)m
(β)n
=
(α)n
(β)n
(α + n)m−n , (64)
before deriving with respect to ε.
As a by-product of Eqs. (59) and (60), one can write the identities
(A)m
(B)n
=
n−1∑
j=0
(−1)j (A− (B + j) x)
m
j! (n− 1− j)! (B + j) , for m < n , (65)
(A)n
(B)n
= xn +
n−1∑
j=0
(−1)j (A− (B + j) x)
n
j! (n− 1− j)! (B + j) , (66)
for arbitrary A, B, and x.
V. ε-EXPANSION OF APPELL FUNCTIONS
The expressions obtained in the preceding sections are easily incorporated to the proce-
dure for obtaining the ε-expansion of functions of the hypergeometric class. To illustrate
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how it can be done, we are going to obtain the ε-expansion of some Appell functions found
in the literature. The first four ones are taken from a paper by Del Duca et al. (see Eq.
(5.13) of Ref. 18) and the fifth one comes from a paper by Tarasov (see Eq. (4.32) of Ref.
19).
A. 1st example
Let us start by considering
F1 ≡ F4

 1− 2ε, 1− ε
1− ε, 1− ε
∣∣∣∣∣∣ x1, x2

 . (67)
We have for its series expansion
F1 =
∞∑
m1=0
∞∑
m2=0
(1− 2ε)m1+m2 (1− ε)m1+m2
(1− ε)m1 (1− ε)m2
xm11
m1!
xm22
m2!
=
∞∑
m=0
m∑
n=0
(1− 2ε)m (1 +m− n− ε)n
(1− ε)n
xn1
n!
xm−n2
(m− n)! . (68)
The successive derivatives with respect to ε can be written immediately in terms of the
P(k)m (1− 2ε) and the R(k)n,n(1 +m− n− ε, 1− ε). By using the explicit expression of P(k)m (1)
given in Eq. (22), and that of R(k)n,n(1+m−n−ε, 1−ε)|ε=0 resulting from (63), one obtains
the ε-expansion
F1 =
∞∑
k=0
εk
k∑
k1=0
2k1
∞∑
m=k1
(−1)m s(m+ 1, k1 + 1)
×
m∑
n=0
(
δk1,k −
n∑
j=1
(−1)j
(
m− j
n
)(
n
j
)
1
jk−k1
)
xn1
n!
xm−n2
(m− n)! . (69)
Bearing in mind that
s(m+ 1, 1) = (−1)mm! (70)
and (see Eq. 56 of Sec. 4.2.5 in Ref. 27)
1−
n∑
j=1
(−1)j
(
m− j
n
)(
n
j
)
=
(
m
n
)
, (71)
it is easy to check that the apparently cumbersome expression of the coefficient of ε0 reduces
to
∞∑
m=0
∞∑
n=0
(
m
n
)2
xn1 x
m−n
2 = F4

 1, 1
1, 1
∣∣∣∣∣∣ x1, x2

 . (72)
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Besides, it is not difficult to see that the right hand side of Eq. (69) is invariant in the
interchange x1 ⇐⇒ x2, as it should be.
B. 2nd example
Let us consider now
F2 ≡ F4

 1, 1− ε
1− ε, 1 + ε
∣∣∣∣∣∣ x1, x2

 (73)
From the series expansion
F2 =
∞∑
m1=0
∞∑
m2=0
(1)m1+m2 (1− ε)m1+m2
(1− ε)m1 (1 + ε)m2
xm11
m1!
xm22
m2!
=
∞∑
m=0
m∑
n=0
m!
(1 +m− n− ε)n
(1 + ε)n
xm−n1
(m− n)!
xn2
n!
. (74)
we obtain, proceeding as before,
F2 =
∞∑
k=0
εk (−1)k
∞∑
m=0
m∑
n=0
(
δk, 0 (−1)n −
n∑
j=1
(−1)j
(
m+ j
n
)(
n
j
)
1
jk
)
×
(
m
n
)
xm−n1 x
n
2 . (75)
The relation (see Eq. 47 of Sec. 4.2.5 in Ref. 27)
(−1)n −
n∑
j=1
(−1)j
(
m+ j
n
)(
n
j
)
=
(
m
n
)
(76)
allows one to realize that the coefficient of ε0 reduces to the same expression as in the
preceding example, namely the right hand side of Eq. (72).
C. 3rd example
The Appell function
F3 ≡ F4

 1, 1− ε
1 + ε, 1− ε
∣∣∣∣∣∣ x1, x2

 (77)
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can be treated as that in the preceding example by simply interchanging the roles of x1 and
x2. Then,
F3 =
∞∑
k=0
εk (−1)k
∞∑
m=0
m∑
n=0
(
δk, 0 (−1)n −
n∑
j=1
(−1)j
(
m+ j
n
)(
n
j
)
1
jk
)
×
(
m
n
)
xn1 x
m−n
2 . (78)
D. 4th example
The case of
F4 ≡ F4

 1, 1 + ε
1 + ε, 1 + ε
∣∣∣∣∣∣ x1, x2

 (79)
has been worked out by Del Duca et al., in their above mentioned paper, by using the algebra
properties of nested harmonic sums. Our procedure starts with the series expansion
F4 =
∞∑
m1=0
∞∑
m2=0
(1)m1+m2 (1 + ε)m1+m2
(1 + ε)m1 (1 + ε)m2
xm11
m1!
xm22
m2!
=
∞∑
m=0
m∑
n=0
m!
(1 +m− n+ ε)n
(1 + ε)n
xn1
n!
xm−n2
(m− n)! . (80)
to obtain
F4 =
∞∑
k=0
εk (−1)k
∞∑
m=0
m∑
n=0
(
δk, 0 −
n∑
j=1
(−1)j
(
m− j
n
)(
n
j
)
1
jk
)
×
(
m
n
)
xn1 x
m−n
2 . (81)
Analogously to what occurred in the 1st example, the right hand side of Eq. (81) is invariant
in the interchange x1 ⇐⇒ x2. For a better comparison with the results given in Ref. 18,
our last equation may be written in the form
F4 = F4

 1, 1
1, 1
∣∣∣∣∣∣ x1, x2

+ ∞∑
k=1
εk (−1)k+1
∞∑
n1=0
∞∑
n2=0
(
n1 + n2
n1
)2
xn11 x
n2
2
×
(
n1∑
j=1
(−1)j (n1 + 1− j)j (n2 + 1− j)j
(n1 + n2 + 1− j)j j!
1
jk
)
. (82)
As it can be seen, our method provides much simpler results.
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E. 5th example
As a last example of Appell function, let us consider
F5 ≡ F2

1
∣∣∣∣∣∣
1
2
, 3
2
− ε
2− ε, 3− 2ε
∣∣∣∣∣∣
√
z R, R

 (83)
We have for its series expansion
F5 =
∞∑
m1=0
∞∑
m2=0
(1)m1+m2
(1/2)m1 (3/2− ε)m2
(2− ε)m1 (3− 2ε)m2
zm1/2Rm1
m1!
Rm2
m2!
=
∞∑
m=0
Rm
m∑
n=0
(
m
n
)
(1/2)n
1
(2− ε)n
(3/2− ε)m−n
(3− 2ε)m−n z
n/2 . (84)
Now, it is immediate to write the successive derivatives with respect to ε in terms of the
Q(k)n (2−ε) and the R(k)m−n,m−n(3/2−ε, 3−2ε) as given in Eqs. (29) and (63). One obtains in
this way for the ε-expansion (assuming that a sum is void if the lower limit of the summation
index is larger than the upper one)
F5 =
∞∑
k=0
εk
∞∑
m=0
Rm
m∑
n=0
(
m
n
)
(1/2)n z
n/2
×
k∑
k1=0
(
δn,0 δk1,0 +
n−1∑
l=0
(−1)l
l! (n−1−l)!
1
(2+l)k1+1
)
×
(
δk,k1 2
n−m +
m−n−1∑
j=0
(−1)j (−j/2)m−n
j! (m−n−1−j)!
2k−k1
(3 + j)k−k1+1
)
=
∞∑
k=0
εk
∞∑
m=0
(
R
2
)m m∑
n=0
(
m
n
)(
δn,0 + θ(n− 1) (2n−1)!!
)
zn/2
×
k∑
k1=0
(
δn,0 δk1,0 −
n∑
l=1
(−1)l
l! (n− l)!
l
(1 + l)k1+1
)
×

δk,k1 −
[(m−n)/2]∑
j=1
(−1)j (2m−2n−2j−1)!!
2j (m−n−2j)! (j−1)!
1
(1+j)k−k1+1

 . (85)
The last expression can be written in the form
F5 =
∞∑
k=0
εk
∞∑
m=0
Rm
m∑
n=0
c(k)m,n z
n/2 , (86)
with an appropriate definition of the coefficients c
(k)
m,n. We report, in Tables I to IV, these
coefficients for the lowest values of k, m, and n.
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TABLE I. First coefficients c
(0)
m,n of the ε-expansion Eq. (86).
n = 0 n = 1 n = 2 n = 3 n = 4 n = 5
m = 0 1
m = 1 12
1
4
m = 2 516
1
4
1
8
m = 3 732
15
64
3
16
5
64
m = 4 21128
7
32
15
64
5
32
7
128
m = 5 33256
105
512
35
128
125
512
35
256
21
512
TABLE II. First coefficients c
(1)
m,n of the ε-expansion Eq. (86).
n = 0 n = 1 n = 2 n = 3 n = 4 n = 5
m = 0 0
m = 1 0 18
m = 2 132
1
8
5
48
m = 3 364
9
64
5
32
65
768
m = 4 41768
5
32
7
32
65
384
539
7680
m = 5 851536
65
384
55
192
1775
6144
539
3072
609
10240
TABLE III. First coefficients c
(2)
m,n of the ε-expansion Eq. (86).
n = 0 n = 1 n = 2 n = 3 n = 4 n = 5
m = 0 0
m = 1 0 116
m = 2 164
1
16
19
288
m = 3 3128
21
256
19
192
575
9216
m = 4 1274608
13
128
119
768
575
4608
26593
460800
m = 5 2759216
2195
18432
1025
4608
17225
73728
26593
184320
32683
614400
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TABLE IV. First coefficients c
(3)
m,n of the ε-expansion Eq. (86).
n = 0 n = 1 n = 2 n = 3 n = 4 n = 5
m = 0 0
m = 1 0 132
m = 2 1128
1
32
65
1728
m = 3 3256
3
64
65
1152
4325
110592
m = 4 38927648
1
16
227
2304
4325
55296
1075991
27648000
m = 5 86555296
4265
55296
2105
13824
142475
884736
1075991
11059200
155869
4096000
VI. ε-EXPANSION OF KAMPE´ DE FE´RIET FUNCTIONS
Examples of Kampe´ de Fe´riet functions can be found also in the repeatedly mentioned
paper by Del Duca et al. (see Eq. (5.13) of Ref. 18),
F6 ≡ F 2,10,2

 1 + δ , 1 + δ − ε
−− , −−
∣∣∣∣∣∣
1 , −− , −− , −−
1 + δ , 1− ε , 1 + ε+ δ , −−
∣∣∣∣∣∣ x1, x2

 , (87)
F7 ≡ F 2,10,2

 1 + δ , 1 + δ + ε
−− , −−
∣∣∣∣∣∣
1 , −− , −− , −−
1 + δ , 1 + ε , 1 + ε+ δ , −−
∣∣∣∣∣∣x1, x2

 . (88)
Let us consider the first of them. The series expansion
F6 =
∞∑
n1,n2=0
(1 + δ)n1+n2 (1 + δ − ε)n1+n2 (1)n1
(1 + δ)n1 (1− ε)n1 (1 + δ + ε)n2
xn11
n1!
xn22
n2!
=
∞∑
n1,n2=0
(1+n1+δ)n2
(1+δ−ε)n1
(1−ε)n1
(1+n1+δ−ε)n2
(1+δ+ε)n2
xn11
xn22
n2!
(89)
can be written in the form
F6 =
∞∑
n1,n2=0
(1+n1+δ)n2
(
1 +
n1−1∑
l=0
(−1)l (δ − l)n1
l! (n1 − 1− l)!
1
1 + l − ε
)
×
(
(−1)n2 +
n2−1∑
j=0
(−1)j (2+n1+j+ 2δ)n2
j! (n2 − 1− j)!
1
1+j+δ+ε
)
xn11
xn22
n2!
, (90)
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which can be easily derived repeatedly with respect to ε to obtain the ε-expansion
F6 =
∞∑
k=0
εk
∞∑
n1,n2=0
(1+n1+δ)n2 x
n1
1
xn22
n2!
×
k∑
k1=0
(−1)k−k1
(
δk1,0 −
n1∑
l=1
(−1)l (1 + δ − l)n1
l! (n1 − l)!
1
lk1
)
×
(
δk1,k (−1)n2 +
n2−1∑
j=0
(−1)j (2+n1+j+ 2δ)n2
j! (n2 − 1− j)!
1
(1+j+δ)k−k1+1
)
. (91)
An alternative expression of this expansion will be obtained in the next section.
Analogously, from the series expansion of the second of the Kampe´ de Fe´riet functions
mentioned above,
F7 =
∞∑
n1,n2=0
(1 + δ)n1+n2 (1 + δ + ε)n1+n2 (1)n1
(1 + δ)n1 (1 + ε)n1 (1 + δ + ε)n2
xn11
n1!
xn22
n2!
=
∞∑
n1,n2=0
(1+n1+δ)n2
(1+n2+δ+ε)n1
(1+ε)n1
xn11
xn22
n2!
, (92)
written as
F7 =
∞∑
n1,n2=0
(1+n1+δ)n2 x
n1
1
xn22
n2!
×
(
1 +
n1−1∑
j=0
(−1)j (n2 + δ − j)n1
j! (n1 − 1− j)!
1
1 + j + ε
)
, (93)
one obtains the ε-expansion
F7 =
∞∑
k=0
εk (−1)k
∞∑
n1,n2=0
(1+n1+δ)n2 x
n1
1
xn22
n2!
×
(
δk,0 −
n1∑
j=1
(−1)j (n2 + 1 + δ − j)n1
j! (n1 − j)!
1
jk
)
. (94)
In Eq. (5.13) of Ref. 18, F6 and F7 do not appear as such, but through their first
derivative with respect to δ taken at δ = 0,
∂
∂δ
F6
∣∣∣∣
δ=0
,
∂
∂δ
F7
∣∣∣∣
δ=0
.
There is no difficulty to calculate the first derivatives with respect to δ of the right hand
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sides of Eqs. (91) and (94). Let us consider, for instance, the last of these. We obtain
∂
∂δ
F7
∣∣∣∣
δ=0
=
∞∑
k=0
εk (−1)k
∞∑
n1,n2=0
xn11
xn22
n2!
×
{
P(1)n2 (1+n1)
(
δk,0 −
n1∑
j=1
(n2+1−j)n1
j! (n1−j)!
(−1)j
jk
)
− (n1+n2)!
n1!
(
n1∑
j=1
P(1)n1 (n2+1−j)
j! (n1−j)!
(−1)j
jk
)}
, (95)
which can be reduced, with the aid of Eq. (18), to
∂
∂δ
F7
∣∣∣∣
δ=0
=
∞∑
k=0
εk (−1)k
∞∑
n1,n2=0
xn11
xn22
n2!
×
{
(−1)n2−1 n2B(n2+1)n2−1 (−n1)
(
δk,0 −
n1∑
j=1
(n2+1−j)n1
j! (n1−j)!
(−1)j
jk
)
+ (−1)n1 n1 (n1+n2)!
(n1!)2
n1∑
j=1
(
n1
j
)
(−1)j
jk
B
(n1+1)
n1−1
(−n2+j)
}
. (96)
VII. PARTIAL FRACTION DECOMPOSITION OF MORE GENERAL
QUOTIENTS OF POCHHAMMER SYMBOLS
The partial fraction decomposition considered in Section IV can be applied to the quotient
of products of several Pochhammer symbols. The extension is immediate if all roots of the
denominator, considered as a function of ε, are simple. From Eqs. (54) and (57), with the
notation introduced in Eq. (1), one can obtain easily
∏r
p=1(αp)mp∏s
q=1(βq)nq
=
s∑
q=1
nq−1∑
jq=0
Cq,jq
Bq+jq+bq ε
, (97)
for
r∑
p=1
mp <
s∑
q=1
nq ,
∏r
p=1(αp)mp∏s
q=1(βq)nq
=
am11 a
m2
2 · · · amrr
bn11 b
n2
2 · · · bnss
+
s∑
q=1
nq−1∑
jq=0
Cq,jq
Bq+jq+bq ε
, (98)
for
r∑
p=1
mp =
s∑
q=1
nq ,
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with coefficients
Cq,jq =
(−1)jq
jq! (nq−1−jq)!
∏r
p=1
(
Ap − (ap/bq)(Bq+jq)
)
mp∏s
k=1,k 6=q
(
Bk − (bk/bq)(Bq+jq)
)
nk
. (99)
As an application of these partial fraction decompositions, let us obtain an expression of
the ε-expansion of F6 alternative to that given in Eq. (91). In view of Eqs. (98) and (99),
we have
(1+δ−ε)n1+n2
(1−ε)n1 (1+δ+ε)n2
= (−1)n2+
n1−1∑
j1=0
(δ−j1)n1+n2
(2+δ+j1)n2
(−1)j1
j1! (n1−1−j1)!
1
1+j1−ε
+
n2−1∑
j2=0
(2+2δ+j2)n1+n2
(2+δ+j2)n1
(−1)j2
j2! (n2−1−j2)!
1
1 +j2+δ+ε
. (100)
By substitution of this expression in the first of Eqs. (89), repeated derivation with respect
to ε, and particularization for ε = 0, one obtains the expansion
F6 =
∞∑
k=0
εk
∞∑
n1,n2=0
(1+n1+δ)n2 x
n1
1
xn22
n2!
×
{
δk,0 (−1)n2 −
n1∑
j1=1
(1+δ−j1)n1+n2
(1+δ+j1)n2
(−1)j1
j1! (n1−j1)!
1
jk1
+ (−1)k
n2−1∑
j2=0
(2+2δ+j2)n1+n2
(2+δ+j2)n1
(−1)j2
j2! (n2−1−j2)!
1
(1+j2+δ)k+1
}
. (101)
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