The performance of the vibrationally excited nitric oxide monitoring (VENOM) technique for simultaneous velocity and temperature measurements in gaseous flowfields is presented. Two different schemes were investigated, employing different methods to "write" a transient NO grid in the flow using the 355 nm photolysis of NO 2 , which was subsequently probed by planar laser induced fluorescence imaging to extract velocity maps. We find that only one scheme provides full-frame temperature maps. The most accurate velocity measurement was attained by writing an NO pattern in the flow using a microlens array and then comparing the line displacement with respect to a reference image. The demonstrated uncertainty of this approach was 1.0%, corresponding to 7 m∕s in a 705 m∕s uniform flow. We found that the uncertainty associated with the instantaneous temperature measurements using the NO two-line thermometry technique was largely determined by the shot-to-shot power fluctuations of the probe lasers and, for the flows employed, were determined to range from 6% to 7% of the mean freestream temperature. Finally, simultaneous and local velocity/temperature measurements were performed in the wake of a cylinder in a uniform Mach 4.6 flowfield. The mean and fluctuation velocity and temperature maps were computed from 5000 single-shot measurements. The wake temperature and velocity fluctuations, with respect to the freestream values, were 15% to 30% and 5% to 20%, respectively. The spatial distributions agree with the results of computational fluid dynamics (CFD) simulations. Our results suggest that the VENOM technique holds promise for interrogating high-speed unsteady flowfields.
Introduction
The study of fluid dynamics is often complicated by the influence of chemical reactions and molecular non-equilibrium, which are present in a variety of fields that span energy, environmental, transportation, and aerospace applications. Due to these thermal non-equilibrium phenomena, simplifying assumptions are used in the current computational models to predict the basic fluid behavior-i.e., the mean flow properties-but fail to describe in detail the behavior of the flow at a variety of temporal and spatial scales under thermal, chemical, and/or mechanical non-equilibrium conditions. As an example, accurate modeling of turbulence in high-speed aerodynamic flows requires information about the coupling between internal non-equilibrium and basic turbulence processes. A detailed description of the coupling between non-equilibrium effects and turbulence requires systematic integration between theoretical modeling and experimentation that directly relates model parameters to experimental observables for the refinement and implementation of these models. There are a limited number of experimental studies that provide an insight into the coupling of the fluid dynamics and the energy transfer, specifically measurements of velocity and scalar fields. These studies mainly involve the combination of different techniques, such as particle image velocimetry (PIV) and planar laser induced fluorescence (PLIF). Tsurikov and Clemens have reported measurements of velocity and conserved scalar fields combining PIV and acetone PLIF imaging in a gaseous turbulent flow [1] . Also, combined PIV and PLIF imaging of OH and CH radicals in flames have provided simultaneous velocity and location of the reaction zones that can suggest correlations of heat release with the flow behavior [2, 3] . In liquids, there are reports of simultaneous velocity and temperature measurements using PIV and PLIF in a water impinging jet [4] , and a simultaneous velocity/ temperature field estimation using thermochromic liquid crystals [5] . However, the use of particles to determine velocity in the presence of strong gradients, particularly shock waves, results in large errors, as reported by Huffman and Elliott [6] , where deviations in velocity using PIV were within 5% near the jet exit using 100 nm particles, but the fidelity of the particle tracking was drastically degraded across a shock with increasing particle size. Koochesfahani et al. performed the first solely molecularbased 2D simultaneous velocity/scalar measurements in a fluid, where a heavy molecule or a combination of molecules was seeded upstream in a water flow and later "tagged" with a laser. In one approach, a phosphorescent molecule was seeded upstream in a flow and later "tagged" with a laser. Within the phosphorescence lifetime, the flow is imaged twice to obtain local displacements in the flow that provide two-component velocity measurements [7] . The temperature dependence of the phosphorescence lifetime permits the determination of the temperature field from the ratio of both images. In a second approach, the two-tracer method, the phosphorescence of one molecule is used to obtain a velocity map as described in first case, and a fluorescent molecule is co-seeded and subsequently excited by the same laser pulse to capture a fluorescence image that is used to obtain a concentration field [8] . These techniques, however, rely on the use of water-soluble molecules and depend on larger delay times than those needed in fast gaseous flows. Nevertheless, it was shown that it is possible to use molecular tracers to obtain simultaneous velocity/scalar measurements, simplifying the experimental setup with respect to previous PIV/PLIF experiments. The extension of molecular-based approaches to gaseous flowfields has demanded the use of a tracer suitable to specific applications where the seeding or tracking of heavy particles could be problematic.
A brief summary of the molecular tagging velocimetry methods used in gaseous and liquid flowfieds can be found in the two-component MTV study by Hsu et al. [9] and in [10] , where both seeded and unseeded techniques are discussed. The main focus of that paper by Hsu et al. was the demonstration of two-component velocimetry using NO from the photodissociation of NO 2 . The advantage over the commonly employed NO fluorescence tagging methods is the relative insensitivity to the quenching environment, since the velocity estimation is not based on two images captured within one single fluorescence lifetime of the electronically excited NO. Since this method uses the vibrationally excited NO photoproduct arising from NO 2 photolysis, it permits discrimination against naturally occurring NO present in flames or shock tubes [11] . The use of flow tagging using NO 2 photodissociation at 308 nm from a XeCl excimer laser was initially reported by Orlemann et al. [12] and is particularly valuable as an alternative to overcome the short lifetime of highly reactive radicals such as OH or the short fluorescence lifetime of NO when using NO fluorescence tagging [13] . The photodissociation using 355 nm was initially reported by Nakaya et al. [14] and has been used in a number of works to obtain single-line velocity measurements in a Mach 5 flow over a cylinder [15] , multiple-line velocity measurements in a hypersonic boundary layer [16] , and full-frame two-component velocity maps in an underexpanded jet [11] .
The vibrationally excited nitric oxide monitoring (VENOM) technique is proposed as a nonintrusive method to provide simultaneous 2D measurements of the mean and instantaneous fluctuations in twocomponent velocity and temperature using NO tracer arising from the photodissociation of seeded NO 2 . The technique is not only applicable to cold high-speed flows, which is the focus of the present study, but also to combustion and other reactive or high-enthalpy flow fields. The VENOM technique employs the nascent NOv 00 1 arising from NO 2 photodissociation as a molecular tracer. The use of NOv 00 1 over NOv 00 0 can provide discrimination in the presence of large NO background levels common in combustion systems, shock tunnels, and arc jet facilities. The feasibility of extending the technique to simultaneously obtain 2D temperature fields in a gaseous flow field was recently demonstrated in a highly underexpanded jet using the VENOM technique [17] . The technique permits two-component velocity measurements by tracking the fluorescence of an NO grid "written" with a high-energy 355 nm photodissociation laser using two temporarily separated "read" lasers tuned to probe two different rotational states. The intensity ratio of the two fluorescence images provides a spatially resolved rotational temperature map. It should be noted that, as opposed to conventional two-line thermometry measurements, the velocity map provides sufficient information to locally dewarp the second fluorescence image, generating a ratio of fluorescence intensities that correspond to identical fluid elements. This principle is shown in Fig. 1 , where two fluorescence images taken at time delays of 400 ns and 800 ns after the photodissociation beam were used to obtain average velocity and temperature maps. These initial VENOM measurements demonstrated the possibility of obtaining velocity and temperature measurements in a challenging flowfield such as the underexpanded jet, with uncertainties of 5% in velocity and 9% in temperature in the high-density regions of the flow.
In our initial report [17] , we discussed the impact of using a rotationally hot photoproduct to obtain temperature information in a gaseous flowfield, leading to an overestimation of temperature in the lowest-density region of the underexpanded jet. In the current paper, we address this issue and propose an implementation scheme to mitigate this effect in order to provide more accurate temperature measurements.
Instrumentation

A. Flowfield Description
The experiments to characterize the performance of the VENOM technique were carried out in a uniform flow generated in a repetitively pulsed hypersonic flow facility located at the National Aerothermochemistry Laboratory at Texas A&M University, which is described in detail elsewhere [18] . The facility can currently operate at Mach numbers of 4.6 and 6.2 over a unit Reynolds number range of 6.0 × 10 4 m −1 to 3.0 × 10 6 m −1 . For the current experiments, a Mach 4.6 axisymmetric convergingdiverging nozzle with an exit diameter of 2.8 cm was employed. The main chamber has a total volume of approximately 40 l and is evacuated by a Leybold E250 rotary pump and a roots blower combination coupled to a vacuum line through a liquid nitrogen trap to condense the seeded tracers. The pressure is continuously monitored by an MKS Series 902 calibrated pressure transducer. The chamber was designed to maximize optical access in order to facilitate a variety of laser alignment configurations, and it is mounted to a rail system on an optical breadboard to allow movement with respect to the fixed laser alignment and cameras to probe the flow at different downstream locations. The screw-in exchangeable axisymmetric aluminum converging-diverging nozzles are fitted to a block containing a settling volume of 2.25 cm 3 . The gas is supplied radially to the settling region by four Parker General Series 9 pulse valves. The pulsed flow, controlled by a custom-made valve driver circuit, was operated at 1 Hz with an opening time of 10 ms. According to previous flow characterization measurements performed on this nozzle, steady flow in the freestream is established 2 ms after the pulse valve initial opening [18] . The well-characterized flow provides an ideal environment for laser diagnostics testing and validation. Miniature fast pressure sensor measurements have shown both flow shot-to-shot stability and stability within a single pulse on the order of 1%, corresponding to exit flow velocity and temperature fluctuations of 0.7% and 1%, respectively. The spatial variations across the uniform core region in the flow have also been characterized and are within 1% for both velocity and temperature. The pressure and temperature in the settling region were 34.1 kPa and 293 K, respectively, resulting in an exit flow with a streamwise velocity of 705 m∕s and temperature of 56 K. These freestream conditions propagate two to three nozzle diameters downstream before significant shear layer growth occurs. The use of a converging-diverging nozzle, as opposed to a conical nozzle, permits pressure matching of the exit flow with the background gas in the chamber to obtain a collimated freestream with a zero radial velocity component. During operation, the pressure matching between the nozzle exit and the chamber is controlled by a needle valve. The low gas consumption of this facility permits run times exceeding several hours using a standard gas cylinder containing the pre-mixed gas tracers. The gas mixtures were prepared at the laboratory using a stainless steel mixing manifold in a 150 l aluminum cylinder using NO 2 supplied by Sigma-Aldrich (>99.5% purity) and dry compressed N 2 supplied by Brazos Valley Welding. After evacuating the mixing manifold and the cylinder, the NO 2 partial pressure was measured using a calibrated MKS Piezo Vacuum Transducer. The total mixture pressure was 2.07 MPa.
B. VENOM Laser System
The current VENOM experimental setup is shown schematically in Fig. 2 . The system consists of a Spectra-Physics LAB-150-10 Nd:YAG laser operated at 10 Hz producing a total power of 150 mJ∕pulse at 355 nm. The 9 mm diameter laser beam is expanded with a 2.5× beam expander and directed into the chamber perpendicular to the flow axis through sheeting optics. A 50∶50 beam splitter is used to optionally split the beam to direct a second "write" laser sheet parallel to the flow axis to obtain the twocomponent velocity measurements of the flowfield. The photodissociation laser beam(s) are directed through an aluminum mesh or a microcylindrical lens array to produce a periodic modulated pattern of NO photoproducts in the flow. The absorption cross section for NO 2 at 355 nm is σ 4.9 × 10 − 19 cm 2 [19] , and each photodissociation laser sheet with a thickness of 200 μm has energy densities of ∼1.75 J∕cm 2 at the imaging region resulting in photolysis efficiencies above 70%. For the one-component velocity measurements, where there is no splitting of the 355 nm laser, the photodissociation efficiencies approach 100%.
Each of the two identical PLIF laser systems consists of an injection seeded Spectra-Physics PRO-290-10 Nd:YAG laser operated at 10 Hz. The 532 nm output is used to pump a Sirah Cobra-Stretch pulsed dye laser to produce a tunable output beam in a range from 600 to 630 nm using a solution of Rhodamine 610 and Rhodamine 640 in methanol. The dye laser output is mixed with the residual 355 nm beam from the Nd:YAG laser in a Sirah SFM-355 frequency mixing unit to produce approximately 10 mJ∕pulse in a range from 223 to 227 nm, with a typical line width of 0.08 cm −1 and power fluctuations ranging from 5% to 10%. This output wavelength range permits the probing of transitions corresponding to both the A 2 Σ v 0 0← X 2 Πv 00 0 and the A 2 Σ v 0 1←X 2 Πv 00 1 bands. The PLIF laser systems were calibrated running excitation scans in a cell kept at a constant pressure of 133 Pa, flowing 10 SCCM (denotes cubic centimeters per minute at standard temperature and pressure) of 1% NO 2 in N 2 and then collecting the fluorescence with a Hamamatsu photomultiplier tube R928. The data were collected and processed using an in-house LabVIEW program. An average of 10 fluorescence traces at each wavelength were used to produce smooth experimental spectra that were later compared against the LIFBASE spectral simulation program [20] in order to locate specific transitions. For the VENOM experiments, the probe beams are directed into the chamber at an angle of 70°from the streamwise flow direction to avoid the aluminum mesh or the microlens array used for the "write" beam. The fluorescence images were acquired using two Andor iStar DH734 ICCD cameras mounted on either side of the chamber perpendicular to the laser sheets. The cameras were fitted with CERCO 100 mm F∕2.8 UV lenses and extension rings. No optical filters were employed. The timing between the pulsed flow, the laser systems, and the camera gating was controlled using a BNC 575 digital delay/pulse generator.
Velocity and Temperature Measurements Using VENOM
All VENOM measurements were performed during the steady flow phase of the pulsed flow. The basic timing sequence for the measurements, shown in Fig. 3 , consists of an initial laser pulse, the "write" pulse, that photodissociates NO 2 using 355 nm. After a time delay τ 1 , a first "read" dye laser excites a specific rotational state of the nascent NOv 00 1 photoproduct, and an associated ICCD camera captures a fluorescence image of the flow. Finally, after a second time delay τ 2 , the second "read" system excites a different NOv 00 1 rotational state to capture a second fluorescence image. The first time delay, τ 1 , has to be long enough to ensure thermalization of the hot NO distribution produced by the photodissociation (see below), and τ 2 must be long enough to capture fluorescence from only the second "read" laser. The second time delay, τ 2 , defines the resolution of the velocity measurement by controlling the extent of displacement of the tagged lines between the capture of both images.
A. Streamwise Velocity Measurements
The characterization of the VENOM streamwise velocity measurements in the Mach 4.6 flow was performed using two approaches to "write" the initial transient grid onto the flowfield. The first, approach I, employed an aluminum mesh to write a periodic set of photodissociation lines. In practice, the aluminum mesh provides a modulation pattern of high and low tag density regions, permitting the measurement of velocity and full-frame temperature maps [9, 17] . The second approach, approach II, employed a microcylindrical lens array to attain higher laser energy density and narrower "written" regions via focusing [21, 22] . This second approach results in higher NO photoproduct density and hence improved signalto-noise levels. In addition, we find that the narrower grid lines simplify image processing and, in principle, result in more accurate determination of velocity. However, the narrow "write" lines associated with approach II limit the temperature determination to these bright regions. In principle, this limitation can be overcome if trace NO is co-seeded in the flow and the "read" lasers are tuned to probe NOv 00 0 via transitions in the A 2 Σ v 0 0←X 2 Πv 00 0 band, thus providing a full temperature map. Since the photodissociation of seeded NO 2 results in a local increase in NO concentration, the "write" laser still provides a detectable modulation signal that can be discriminated from the initially co-seeded NO background. Co-seeding of NO would be unnecessary in flames, where natural occurring NO is present.
In addition to variations in the optical preparation of the "write" regions, there are several timing schemes that can be employed. Based on the VE-NOM timing schematic shown in Fig. 3 , only the first "read" pulse is required to obtain a velocity measurement, since the position of the initial "write" lines can be easily determined in the chamber in the absence of flow and then processed to generate a synthetic initial image for comparison [23] . For the present study, a synthetic image was generated based on the best linear fits of the "written" regions, constraining the photodissociation regions to straight lines, as they are generated by the photodissociation beam aligned through the flow. This scheme limits the uncertainty of the velocity estimation to the uncertainty in the location of the "written" lines in the time-delayed image. Shown in Fig. 4 are raw, singleshot time-delayed images (left panels) employing the aluminum mesh (top) and the microlens array (bottom). The fluorescence images were obtained probing the
2 Πv 00 1 band 1.2 μs (τ 1 ) after the photodissociation pulse using camera gates of 50 ns, resulting in images with a spatial resolution of 52.5 pixel∕mm. We find that in the case of the aluminum mesh employed previously by Hsu et al., [9] tracking dark regions rather than the fluorescence maxima results in the same determination of the line displacements. This is a consequence of using an aluminum mesh with 50% transmission that generates identical widths of bright and dark regions. If a higher transmission aluminum mesh is used, tracking the dark regions results in more accurate velocity than tracking the wider fluorescence maxima. For the current work, we have employed an aluminum mesh that generates bright regions of 0.84 mm width and dark regions of 0.25 mm width. The signal-to-noise levels in the single shot images obtained using approach II are a factor of two higher than those obtained using approach I, and although this impacts the accuracy of the line location, the full width at half maximum (FWHM) of the fluorescence minima using approach I is equivalent to that of the fluorescence maxima in approach II, 20 pixels, resulting in very similar uncertainty values in the displacement determination, as seen in Table 1 , with sigma 0.4 pixel for both approaches. It may be expected that approach II would result in dramatically smaller FWHM of the "written" lines since the microlens array tightly focuses the photodissociation beam. However, the 355 nm photodissociation of NO 2 results in highvelocity NO fragments, which broaden the "written" lines during the first 100 ns after photodissociation.
The velocity in either MTV or PIV is, in essence, nonlocal due to the spatial displacements over the employed time delays. Therefore, the magnitude of the molecule or particle displacement determines the spatial resolution of the velocity field and the extent of averaging over the particle trajectory. The right panels of Fig. 4 show the derived instantaneous streamwise velocity maps using τ 1 of 1.2 μs. Although the velocity determinations are discrete, the velocity maps shown in Fig. 4 represent interpolations of the data. The determined velocity was 705 m∕s, with a spatial resolution of 850 μm, averaged along the streamwise direction due to the flow displacement. An experimental determination of the resolution of the optical system using the "knife edge response" technique has resulted in a value of 76 μm. Hence, considering a laser sheet thickness of 200 μm, the overall resolution limit of the experiments is 200 × 76 × 76 μm. This would permit using shorter time delays to increase the spatial resolution of the velocity measurements, currently averaged across a maximum of 850 μm, at the expense of an increased velocity uncertainty.
Using this configuration to measure the flow velocity, the second "read" pulse could be used to provide a second velocity determination, and thus the acceleration field. If the "read" lasers are tuned to probe two different transitions, this second velocity measurement could also provide a simultaneous temperature measurement in the sense that both measurements interrogate the same fluid elements. This is particularly important if determination of the correlations involving velocity and temperature fluctuations are desired.
We find that a long value of τ 1 is not only useful to relate the first fluorescence image to the synthetic grid and generate an accurate velocity measurement, but it also provides enough time for collisional relaxation of the nascent hot NO rotational distribution for a subsequent temperature measurement (see below). The time between "read" lasers, τ 2 , is primarily limited by the fluorescence lifetime; i.e., the first LIF signal should have disappeared prior to the second probe laser pulse. The temperature determination using both "read" lasers, as well as the simultaneous velocity/temperature measurements, are discussed below.
B. Rotational Energy Transfer Experiments and Temperature Measurements
The measurement of spatially resolved instantaneous temperatures using two-line PLIF is well established, and it is based on the fluorescence intensity ratio (R 12 ) generated by the excitation of two transitions originated from two different rotational states in the electronic ground state, within the same vibrational level [24, 25] . The temperature is determined using the expression R 12 C 12 2J 0 1∕2J 00 1 exp−Δε 12 ∕kT, where the constant C 12 , which depends on several factors, can be experimentally determined through measurements at well-known temperatures. Prior to the acquisition of a data set, a single constant C 12 is determined based on a fluorescence ratio measured in the chamber under static conditions at room temperature and 133 Pa, using the same gas composition as the test gas. C 12 is evaluated averaging a large area within the camera field of view, with the same gain levels as those used to acquire the experimental images. A pre-processing routine was performed in all the reference and data set image pairs to correct for any lens distortions, field of view discrepancies, and inhomogeneities in the "read" laser sheets.
The fluorescence ratio is a function of temperature but also a function of pressure that affects the quenching levels across the field of view, especially when two different rotational levels in the emitting excited state are involved. We have assumed that the ratio of quenching rates for the two rotational states is independent of the local conditions, an assumption supported by previous NO two-line temperature measurements under similar conditions [18] . In addition, we have performed temperature measurements utilizing two transitions within either the NO A←X0; 0 or the A←X1; 1 band, so there is not any vibrational state dependence of quenching cross sections. There are a number of papers that illustrate [26, 27] . As it is the case of the VENOM technique, where the transitions excited are within the A←X1; 1 band, the same rotational-level independency of collisional quenching of the A 2 Σ v 0 1 state has been observed [28, 29] . The translational and rotational degrees of freedom are assumed to be strongly coupled so that seeded, or naturally occurring, NO is in local thermodynamic equilibrium with the flow. In the VENOM technique NO is photolytically generated from seeded NO 2 and, initially, is not in local thermodynamic equilibrium. The photolysis of NO 2 is a canonical unimolecular reaction system in chemical dynamics that has been extensively studied [30] . The nascent rovibrational state distributions of the NO products have been well characterized and are well described by microcanonical statistical models for energy partitioning of the excess energy (i.e., the photon energy minus the bond dissociation energy). Specifically, the rotational distributions are predicted by phase space theory (PST) while variational Rice-Ramsperger-Kassel-Marcus theory or the separate statistical ensembles method describe the vibrational distributions [31, 32, 33] . The vibrational distributions, which often include only two states, v 00 0 and v 00 1, can be described by a Boltzmann temperature, while the rotational distributions are non-Boltzmann and therefore cannot be assigned an effective temperature. The vibrational specific NO rotational distributions arising from the 355 nm photolysis of NO 2 at 300 K [30] are shown in the form of Boltzmann plots in Fig. 5 . For comparison, Boltzmann NO rotational distributions at 300 K are provided (dashed lines). Also shown in the figure are best-fit rotational temperatures to the nascent NOv 00 1 and NOv 00 0 distributions (solid lines), of 850 K and 1400 K, respectively. It has been previously demonstrated that the nascent NO rotational distributions reflect the wavelength-dependent photolysis of the seeded NO 2 rather than the temperature of the flow field [30] . Since the two-line PLIF thermometry utilizes rotational temperatures as a proxy for local rotational/translational temperature, it is critical that rotational thermalization via collisional energy transfer occurs prior to such measurements.
Rotational energy transfer (RET) via collisions between the nascent NO from NO 2 photolysis and bath gas serve to thermalize the rotational distributions. There are several models for state-to-state (J i → J f ) RET cross sections [34, 35, 36] , and optical-optical double resonance experiments have provided direct measurement of these values for specific systems [37, 38] . Transitions between small values of ΔJ are efficient, often exceeding the hard-sphere collision rates. For temperature determinations using the VENOM technique, we are concerned with the times required to reach the temperature of the flow field. Figure 6 shows data of time-delayed rotational temperatures determined from two-line PLIF measurements probing NOv 00 0 and NOv 00 1 arising from NO 2 photolysis at 355 nm. The NOv 00 0 rotational temperature was obtained probing the R 1 Q 21 J 1.5 and R 1 Q 21 J 17.5 transitions in the 2 Σ v 0 1←X 2 Πv 00 1 band. The identical transitions in the 2 Σ v 0 1←X 2 Πv 00 1 band were probed to obtain the NOv 00 1 fragment rotational temperature. The experiments were performed in an aluminum cell [39] with a 10 SCCM flow of 2.5% NO 2 in N 2 at 294 K and a total pressure of 66.7 Pa. We find that thermalization occurs under these conditions with time constants of 360 27 ns and 354 45 ns for the NOv 00 0 and NOv 00 1 products, respectively. The longer times required for the NOv 00 0 fragments to reach within 3% of the bath gas temperature, 294 K (Fig. 6) , is due to the higher average nascent rotational energy, which requires more collisions to reach a room temperature Boltzmann distribution. In addition, for NOv 00 0, the data exhibit an initial short-time behavior with a time constant of 50 8 ns as a result of the higher average velocity (up to 900 m∕s for low rotational states), which decreases the time to the first hard sphere collision. Although there are only two points associated to the short-time behavior, an extrapolation of the v 00 0 data to time zero yields a rotational temperature inconsistent with the known nascent rotational temperature (1400 K) from photodissociation. Given the gas density, these times correspond to effective rate constants of 1. In general, for pressures of several hPa, delay times on the order of few hundreds of nanoseconds are sufficient to ensure rotational thermalization. In the current implementation of the VENOM technique, the initial "read" pulse, which provides measurement of one rotational state for thermometry, is delayed typically >1 μs from the 355 nm "write" pulse. The second "read" pulse, which provides the second rotational state measurement, occurs at an additional >500 ns delay to avoid collection of fluorescence originated from the first "read" pulse. For most flows, the chosen time delays represent a compromise between spatial resolution, velocity resolution, and accurate thermometry. Figure 7 shows VENOM thermometry measurements across the centerline of an underexpanded jet as a function of the initial "read" pulse delay. The gas mixture in the stagnation region had a composition of 6.3% of NO 2 in N 2 , a temperature of 294 K and a pressure of 59.3 kPa and was expanded through a pinhole nozzle of 1 mm diameter into an evacuated chamber maintained at 253 Pa, to produce an underexpanded jet with a jet pressure ratio (JPR) of 234. The time delay between the read pulses, τ 2 , was fixed at 400 ns. At τ 1 250 ns, the temperature derived from these measurements is close to the computational fluid dynamics (CFD) predictions only in the relatively high-density regions, i.e., the nozzle exit and downstream of the Mach disk. In the lower-density region before the Mach disk, however, the derived temperature is significantly higher than predicted. Since there are few collisions prior to the read sequence, the overestimation of temperature in this region reflects incomplete thermalization of the nascent rotational distribution arising from NO 2 photolysis. At longer time delays between the "write" and first "read" pulses, lower temperatures are measured in this region, consistent with rotational relaxation. It should be noted that given the streamwise velocity, delay times of τ 1 > 1 μs correspond to spatial displacements on the order of the jet structure, and so the derived temperature reflects both the rotational relaxation and the transit from higher-density regions upstream.
The underexpanded jet was initially chosen to demonstrate the feasibility of performing temperature measurements associated with a two-component velocity determination. However, as shown previously, rotational thermalization does not occur within a practical time scale to perform a velocity measurement, usually of few microseconds for high-speed flows, due to the extremely low pressures encountered before the Mach disk (<1 Pa). For this reason, a Mach 4.6 flowfield was chosen to evaluate the performance of the combined velocity/temperature measurements.
As shown in Subsection 3.A, the velocity measurement approach using the aluminum mesh can provide a full temperature map. Using this approach, a set of temperature measurements in a uniform Mach 4.6 flow were performed, with a gas composition of 0.6% NO 2 diluted in N 2 and time delays of τ 1 2000 ns and τ 2 of 950 ns. As stated previously, the velocity measurements using the VENOM technique provide enough information to dewarp the second time-delayed fluorescence image, resulting in intensity ratios that correspond to the same flow elements. As a consequence of this image dewarping, the temperature measurement is averaged over the local spatial displacements of the flow, determined by the chosen time delay τ 2 . We have measured shot-to-shot power fluctuations in the 225 nm output of the probe lasers on the order of <10%. For a temperature measurement of the freestream at 56 K, probing the R 1 Q 21 J 1.5 and R 1 Q 21 J 8.5 transitions, the uncertainty for a single-shot temperature measurement due to 10% laser shot-to-shot fluctuations is 5%. In the fluorescence linear regime, the uncertainty of the measured fluorescence ratio (δR 12 ∕R 12 ) is expected to be 14%. For laser power fluctuations of 10% and a temperature of 56 K in the freestream obtained by probing J 1.5 and J 8.5, the uncertainty in the singleshot temperature determination will be <5%, given δT∕T 1∕Δε∕kT δR 12 ∕R 12 , where Δε is the Fig. 6 . Rotational temperature measurements as a function of time after photodissociation, τ 1 , for NOv 00 0 and NOv 00 1 in an N 2 gas bath at 66.7 Pa and 294 K. energy difference between the two absorbing states, δT is the uncertainty in the measured temperature, and δR 12 is the uncertainty in the fluorescence ratio [36] . Figure 8 shows an average temperature map of the Mach 4.6 freestream obtained from 200 instantaneous image pairs as well as a temperature fluctuation map as a percentage of the freestream temperature. The measured fluctuations range from 6% to 7%, indicating that laser power fluctuations are the dominant factor limiting the uncertainty of the thermometry measurements using the VENOM technique. Our results are close to the uncertainty limit reported using the two-line NO thermometry technique for instantaneous measurements in gaseous flowfields [40] .
It should be noted that the photodissociation of NO 2 can have a thermal effect on the flowfield. Based on our previous measurements in the well-characterized freestream (see above), however, we find that at low seeded levels, this effect is minor. Given the available energy for the fragments arising from NO 2 photolysis at 355 nm and assuming that vibrational relaxation is insignificant over the time scales of the VENOM measurement, which occurs within the first few microseconds after photodissociation, one can estimate the energy imparted to the flow. A photodissociation efficiency of 100% with no thermal diffusion of turbulence effects and a 1% NO 2 seeding in the Mach 4.6 flow at 60 K, results in a temperature increase of approximately 10 K. However, we find that the photodissociation efficiency is not 100%, and based on our measurements the perturbation is considerably less than 10 K. Figure 9 illustrates the combined effect of using high NO 2 seeded fractions with higher photodissociation efficiency. The results of the Mach 4.6 freestream using 5% NO 2 and the full 355 nm power directed in the vertical direction results in temperatures ranging from 75 K to 95 K for the attenuated and unattenuated regions, respectively.
C. VENOM Technique: Simultaneous Velocity and Temperature Measurements
A true simultaneous velocity/temperature measurement is possible when the velocity is determined using the instantaneous images generated by sequential "read" pulses. We demonstrate simultaneous velocity/temperature measurements using the VENOM technique in both the Mach 4.6 freestream, where fluctuations in velocity and temperature have been characterized to be <1% [18] , and in the wake of the Mach 4.6 flow over a cylinder of 3.2 mm diameter (for both cases, the test gas was 1% NO 2 in N 2 ). Figure 10 shows instantaneous raw fluorescence image pairs with τ 1 2 μs and τ 2 1250 ns to ensure rotational thermalization prior to temperature determination. The images were taken using a magnification factor of 1, at a distance range of 1.25 to 3.75 cm downstream of the nozzle exit using camera gates of 50 ns, with a field of view of 1.4 × 1.4 cm corresponding to 36 pixel∕mm.
The image pairs in Fig. 10 are instantaneous fluorescence shots captured from the excitation of the R 1 Q 21 J 1.5 (images a, c, and e) and the R 1 Q 21 J 8. freestream. The curvature of the horizontal lines near the cylinder reveals the flow moving across the bow shock and around the cylinder. The darkest horizontal strip in the center of the images corresponds to the wake formed after the flow separation from the cylinder surface. This region shows the shortest flow displacements and a consequential temperature increase, as revealed by the lowest fluorescence intensity due to the low-J states probed to capture the images. The third image pair, (e) and (f), show the cylinder wake 3.75 cm downstream from the nozzle exit. Here the flow experiences a recompression shock, depicted by the diagonal fluorescence patterns, and characterized by the flow on the top and bottom of the images turning toward the centerline to continue in the streamwise direction.
For comparison, 2D, steady-state CFD simulations of the cylinder in Mach 4.6 flow were performed using the Cobalt [41] Navier-Stokes flow solver. The underlying algorithm is fundamentally based on Godunov's first-order accurate, cell-centered, finite volume, exact Riemann solution method [42] . Second-order spatial accuracy is achieved via an upwind-biased reconstruction based on least-squares gradients. Total variation diminishing limiters are used to ensure stability of the inviscid flux reconstruction. The solution is advanced in time by solving the implicit system of equations using either the Gauss-Seidel or the Jacobi iterative methods. The 2D grid used in the simulations had 81,920 quadrilateral cells. Grid cells were clustered near the cylinder surface to capture viscous effects due to the solid wall. In the inviscid region of the flow, cells were clustered in the region upstream and downstream of the cylinder to adequately resolve the bow shock and the aft wake. The freestream conditions were applied at the outer boundary of the domain. At cell faces where the flow is crossing into the domain, supersonic conditions were specified, and at cell faces with outflow, flow quantities were extrapolated from the interior of the domain. Adiabatic viscous wall boundary conditions were specified at the surface of the cylinder. Laminar and turbulent simulations were performed with different wall-normal grid distributions at the cylinder surface. Menter's two-equation sheer stress transport (SST) [43] model was used in the turbulence simulations.
Mean Properties
The analysis of the wake directly behind the cylinder was affected by ablation due to the focused 355 nm laser sheet, and therefore we focus the analysis on the downstream region shown in Figs. 10(e) and 10(f). The mean streamwise and radial velocity maps derived from the downstream cylinder wake are shown in the right panels of Fig. 11 , corresponding to the regions illustrated in Figs. 10(e) and 10(f). The CFD simulations are shown in the left panels for comparison. The agreement between the experimental mean velocity and temperature maps and the CFD results is excellent, with deviations <10% for most of the flowfield. The streamwise velocity component along the centerline, however, shows larger deviations as high as 30%. These deviations are due to a number of reasons, which include the effects of turbulence that were not considered in the steady-state solutions achieved by the CFD simulations, differences in the magnification or shifts in the field of view between the imaging cameras, distortions due to the camera lenses, or the effect of a third velocity component. The effect of the experimental factors introducing a bias in the measurements can be evaluated except for the effect of a third velocity component. The spatial scale of the experiment was determined by acquiring images of a glass dotcard with a grid formed by lines separated by 2.54 mm, printed on one of the surfaces. The grid size was determined at different locations of the image pairs to find distortions. It was found that the spatial scale was homogeneous through the entire field of view within 0.5 pixel. The dotcard images also were used to dewarp the images from both cameras to an equivalent field of view accounting for rotation, translation, and scaling. Since the image dewarping is restricted to discrete steps defined by the pixel size, a small error is expected. However, this error is small and identical for the entire data set. For the current setup, this maximum error was experimentally determined under stationary conditions to be 25 m∕s for the entire field of view considering the experimental spatial resolution of 36 pixel∕mm and τ 2 1250 ns.
Single-Shot Measurements
Although the effect of random error sources is minimized in the averaging process used to determine the mean properties in the previous section, these errors are an important factor in the instantaneous VENOM measurements. On the other hand, the presence of a bias in the average measurements does not affect the determination of the overall structure of the flow, since all fluid elements are locally affected by the same bias. The fluctuations measured in the cylinder wake using the VENOM technique are shown in Fig. 12 , normalized by the freestream values to obtain u 0 ∕u ∞ × 100, v 0 ∕u ∞ × 100, and T 0 ∕T ∞ × 100.
The fluctuations u 0 and v 0 in the cylinder wake are significantly higher than the measurement uncertainties, suggesting that these quantities result from turbulent fluctuations. Furthermore, they are consistent with the mean flow structure shown in Figs. 10 and 11 for the downstream cylinder wake. The measured random uncertainties in the two-component velocity determinations are attributable to a number of factors, such as the time jitter in the delay generator, the lasers and the cameras, as well as the effect of the shot-to-shot signal-to-noise fluctuations on the intersection tracking procedure. The estimated uncertainties introduced by the equipment timing jitter are identical to the one-component velocimetry case shown in Table 1 . The combined effect of the timing factors and data processing algorithms was experimentally evaluated in the chamber under stationary conditions using a gas mixture of 0.6% NO 2 in N 2 maintained at 133 Pa. The measured intersection displacement uncertainty in this case was 1.3 pixels, corresponding to 30 m∕s, based on the experimental spatial resolution of 36 pixel∕mm and time delay τ 2 1250 ns.
The fluctuations in pressure and temperature in the flow will affect the fluorescence lifetime and hence the effective time measured to calculate the velocity. Bathel et al. have performed an exhaustive investigation of this effect [44] , introducing an analysis to evaluate the weighted average of each fluorescence profile, as well as a timing correction factor, which are particularly relevant for long camera gates and when both images track one single fluorescence event. Since in our experiments both camera gates are short (50 ns) and are used to capture images from two different fluorescence events, such corrections are not significant and are not applied.
The dominant random error source in the velocity determination is the signal-to-noise ratio of the fluorescence images. Given that an accurate determination of the intersection location depends on the quality, or cleanliness, of these features, the signalto-noise ratio is defined in terms of the amplitude of the fluorescence modulation pattern rather than the overall fluorescence signal. This amplitude depends on the size of the mesh used to "write" the photodissociation lines, as well as on the quality of the optical system used to capture the images. Based on the grid size used in our experiments, we generated sets of 200 single-shot images with the experimental signal-to-noise-levels, estimated to be ∼2 for the velocity measurements. These synthetic images were processed in order to calculate the velocity uncertainty, based on the experimental spatial resolution and time delay, employing the same inhouse data analysis code used to process the experimentally obtained images. The same calculation was performed for the streamwise velocity determination described in the previous section. The velocity uncertainties using synthetic images were within 16%. Ultimately, for a simultaneous velocity and temperature measurement using the VENOM technique, a mesh capable of generating a modulation in the photodissociation pattern is desired in order to obtain a full temperature map. However, a tradeoff between velocity accuracy and a full temperature map is expected based on the feature sharpness (SNR v ) and the overall signal-to-noise ratio (SNR T ) achieved by the grid.
Conclusions
We have demonstrated 2D simultaneous and instantaneous velocity and temperature measurements utilizing NOv 00 1 as a tracer arising from photodissociation of seeded NO 2 in a Mach 4.6 flow freestream and in the wake of a Mach 4.6 flow over a cylinder. This technique, the VENOM technique, is based on the two-component molecular tagging velocimetry demonstrated previously in an underexpanded jet [9] , but we show that probing single rotational transitions to obtain velocity information also permits the simultaneous determination of fullframe temperature maps using the two-line thermometry technique. The performance of the VENOM velocimetry measurements was investigated in the Mach 4.6 freestream under two different experimental schemes that employ different methods to "write" an NO grid onto the flow utilizing the photodissociation of NO 2 with a 355 nm laser. One method utilizes an array of microcylindrical lenses to "write" narrow photodissociation regions in the flow and results in streamwise velocity uncertainties of 6 m∕s. The other method employs an aluminum mesh that "writes" an NO modulation pattern in the flow, resulting in slightly larger streamwise velocity uncertainties, 7 m∕s, but providing full-frame temperature maps. The thermometry uncertainties measured in the Mach 4.6 freestream range from 6% to 7% of the mean temperature and are largely limited by the shot-to-shot power fluctuations of the probe laser systems.
The time needed for the collisional relaxation of the nascent NO distribution was characterized and defines the timing scheme of the VENOM measurements. For the measurements in the Mach 4.6 flow, we find that times >1 μs are sufficient for thermalization of the nascent NO, and thus, a reliable temperature measurement can be performed.
Finally, a simultaneous, two-component velocity and temperature measurement was performed in the wake of a Mach 4.6 flow over a cylinder. The mean and fluctuation velocity and temperature maps were computed based on 5000 single-shot measurements. The mean velocity and temperature maps are compared to CFD simulations, resulting in a good agreement, within 10% for most of the flowfield. The fluctuations u 0 , v 0 , and T 0 in the wake are higher than the measurement uncertainties and thus are regarded as turbulent fluctuations in the flow. Furthermore, they are consistent with the mean flow structure. These fluctuations were 15% to 30% for temperature, and 5% to 20% for velocity, with respect to the freestream values.
