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The Memphis, Tennessee National Weather Service (NWS) currently has issues with
their atmospheric dispersion index (LVORI), and is looking for a new index that better
represents smoke dispersion in their County Warning Area (CWA). Forecast soundings at hour
00 and hour 48 from the North American Mesoscale (NAM) model were collected at various
locations in the southeastern United States. Using the data collected, a new index equation was
developed. A bootstrapping analysis was performed to determine if the mean index number
corresponding to low visibility was statistically significantly different and greater than the mean
index number corresponding to high visibility for forecast hour 00 and hour 48. Based on the
results of this study, the mean index number was greater for low visibility, but was not
statistically significantly different for forecast hour 00. For forecast hour 48, the mean index
number was greater and statistically significantly different for low visibility.

DEDICATION
I would like to dedicate this thesis to my closest friends and family. They have supported
me, and have been there during my best of times, as well as the worst of times. My family has
instilled in me the principles of being respectful, responsible, and the benefits of working hard,
while also teaching me that in life there are times to take a break for myself to relax. I owe
everything to my closest friends and family for the person I am today. This thesis would not have
been possible without their encouragement, support, and determination to push me to be the best
I can be, not only in my collegiate career, but my entire life. I will always be grateful for them,
and will spend the rest of my life repaying them for all the sacrifice and commitment they made
to me, as my successes in life is directly due to them.

ii

ACKNOWLEDGEMENTS
The author would like to thank the many people that assisted in this thesis, as without
their help, this would not have been possible. First of all, I would like to thank Dr. Barrett F.
Gutter, my major professor, for assisting and guiding me through all the requirements of my
master’s program. I would also like to thank the other members of my committee, Andrew E.
Mercer and Michael E. Brown, for aiding me and giving me direction for my work. Finally, I
would like to thank a fellow graduate student, Matthew B. Holliday, for helping with computer
coding, as well as advice on going about doing my thesis.

iii

TABLE OF CONTENTS
DEDICATION ................................................................................................................................ ii
ACKNOWLEDGEMENTS ........................................................................................................... iii
LIST OF TABLES ...........................................................................................................................v
LIST OF FIGURES ....................................................................................................................... vi
CHAPTER
I.

INTRODUCTION .............................................................................................................1

II.

BACKGROUND ...............................................................................................................4
2.1
2.2
2.3
2.4

III.

METHODS ......................................................................................................................13
3.1
3.2
3.3

IV.

Data Collection ....................................................................................................13
Equation Development ........................................................................................16
Analysis ...............................................................................................................21

RESULTS ........................................................................................................................24
4.1
4.2

V.

Fires .......................................................................................................................4
Emissions ...............................................................................................................5
Atmospheric Dispersion Indices............................................................................6
Atmospheric Stability ..........................................................................................10

Forecast Hour 00 .................................................................................................24
Forecast Hour 48 .................................................................................................25

DISCUSSION AND CONCLUSION .............................................................................27

REFERENCES ..............................................................................................................................31

iv

LIST OF TABLES
Table 3.1

Correlation values between all variables ....................................................................20

Table 3.2

Breakdown of the threshold values for each variable ................................................20

v

LIST OF FIGURES
Figure 1.1 Gaussian Plume Model .................................................................................................2
Figure 2.1 Instructions on how to get values for the Dispersion Index .........................................7
Figure 3.1 SHARPpy NAM sounding from the 18Z run at forecast hour 00 on February
17, 2020 at KJAN and its associated text file. ............................................................14
Figure 3.2 ARL NAM sounding from the 18Z run at forecast hour 00 on February 17,
2020 at KJAN and its associated text file. ..................................................................15
Figure 3.3 Breakdown of the Haines Index .................................................................................17
Figure 4.1 Forecast hour 00 mean index number for days when the observed visibility
was one mile or less (left) and when the observed visibility was 10 miles or
greater (right). .............................................................................................................24
Figure 4.2 Forecast hour 48 mean index number for days when the observed visibility
was one mile or less (left) and when the observed visibility was 10 miles or
greater (right) ..............................................................................................................26

vi

CHAPTER I
INTRODUCTION
Forest fires impact people across the United States every year, causing loss of land,
property, possessions, and life. Fortunately, for the southeastern United States, large wildfires are
rare, while much smaller fires, including prescribed burns, are more common (Brey et al. 2018).
These fires, whether big or small, will produce flames that cause destruction. The smoke emitted
from these fires is a serious issue. Smoke does not only cause health concerns when inhaled, but
it can also make symptoms worse for those who have pre-existing conditions. Smoke
emissions can also cause visibility concerns. A previous study relating traffic accidents to fog in
Florida showed that traffic accidents occur less often in a slowly developing fog (advection
fog) than a fog that quickly forms (radiation fog) (Lavdas and Achtemeier 1995). Reduced
visibility also affects aircraft operations by making takeoff and landing more difficult, as well as
agricultural planes trying to spray crops.
The Memphis, Tennessee National Weather Service (NWS) previously used an index
called the Low Visibility Occurrence Risk Index (LVORI) to quantify visibility near the surface
based on the atmosphere’s rate of dispersion. Atmospheric dispersion is the atmosphere’s ability
to mix or spread out gases (Lavdas 1986). A high dispersion rate indicates that gases will be
spread out and remain in smaller concentrations, while a low dispersion rate indicates that gases
will stay confined and remain in higher concentrations (Lavdas 1986; Lavdas and Achtemeier
1995). Memphis, Tennessee NWS meteorologists found, through operational forecasting, that
1

LVORI values produced were not representative of what was happening in the field and they
speculated it had to do with a component of the LVORI called the Dispersion Index (DI). They
believe that the LVORI is too parameterized and that some of the components are out-of-date.
The main problem is the stability parameter in the DI, as it uses a stability classification system
called the Pasquill Stability Classification (PSC) system (Pasquill 1961). In addition, the DI used
to calculate the LVORI does not directly incorporate a humidity measurement (Lavdas 1986;
Lavdas and Achtemeier 1995). Relative humidity, or some measure of atmospheric moisture,
needs to be accounted for directly in a dispersion index, as smoke is a good cloud condensation
nuclei (CCN) (Liu et al. 2014; Jun et al. 2015; Xu et al. 2019). Also, the DI follows the Gaussian
plume model (Turner 1970), which is a theorized way smoke emissions from a fire behave
(Figure 1.1).

Figure 1.1

Gaussian Plume Model

The smoke plume rises to some level, where it then levels off and starts to expand in all
directions (Turner 1970).
2

This study sought to develop a new atmospheric dispersion index, using a newly
developed equation, that accurately represents the atmosphere’s dispersion rate. The North
American Mesoscale (NAM) model soundings were used for analysis, as the Memphis,
Tennessee NWS does not launch radiosondes, and requested that the NAM be used for this
study.
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CHAPTER II
BACKGROUND
2.1

Fires
Fires occur all over the contiguous United States (CONUS), but differences exist between

fire size, type, and causes in the western United States and the eastern United States. Previous
studies have shown that the western United States has larger fires, while the eastern United
States has smaller fires (Brey et al. 2018; Potter 2018). According to Brey et al. (2018), the
southeastern United States has a higher abundance of smaller fires, while the western United
States has a higher abundance of larger fires. Most of the smaller fires in the southeastern United
States were started through prescribed burns (human cause), while most of the fires in the
western United States were ignited by lightning (natural cause) (Brey et al. 2018).
The peak fire seasons for the western United States and the eastern United States do not
occur at the same time. The peak fire season for the western United States occurs in the summer
months (July-August), while the peak fire season for the eastern United States is bimodal (Cooke
et al. 2012; Sadasivuni et al. 2013; Labosier et al. 2015; Tang et al. 2015; Grala et al. 2017). The
first peak, and the more active peak, occurs in the late winter-spring (Cooke et al. 2012;
Sadasivuni et al. 2013; Labosier et al. 2015). Early during the first peak most fires are caused by
humans; however, during the end of the first peak, most fires occur from natural causes
(Sadasivuni et al. 2013). The second peak for the eastern United States is in the fall, but it is not
as active (Cooke et al. 2012; Sadasivuni et al. 2013).
4

Most fires in Mississippi, about 94%, are caused by humans with the main peak occurring
in late winter-spring (Cooke et al. 2012; Grala et al. 2017). Due to the fact that Mississippi’s
vegetation is dominated by forest, it is alarming that around 94% of fires are caused by humans
(Grala et al. 2017). Even though prescribed burns are controlled, they can spread and become out
of control. Most of the fires in Mississippi occur near poverty regions and near transportation
networks/urban areas (Sadasivuni et al. 2013; Grala et al. 2017).
2.2

Emissions
Two main problems that smoke emissions have on the public are: health and low

visibility concerns for planes, trains, and cars. Brey et al. (2018) analyzed the amount of
particulate matter that was 2.5 microns in diameter (PM2.5) from fires in the western United
States and the southeastern United States. Brey et al. (2018) also analyzed PM2.5 emissions for
fires started by lightning and started by humans. PM2.5 emissions were much larger for lightning
fires in the western United States than the southeastern United States. Brey et al. (2018) also
discovered that the PM2.5 emissions from human fires were equal between the western and
southeastern United States.
Smoke can cause low visibility by either being highly concentrated in one area or through
water vapor condensing on the smoke particles and forming a haze or fog (Liu et al. 2014; Jun et
al. 2015; Xu et al. 2019). A high concentration of smoke that lingers can affect the local
environment. During the day, smoke can reflect incoming shortwave solar radiation, similar to a
cloud, which keeps the surface cooler, and acts to stabilize the atmosphere (Liu et al. 2014). A
stable atmosphere will act to trap more emissions and the cycle will continue until the
atmosphere can disperse the smoke (Lavdas 1986; Lavdas and Achtemeier 1995; Liu et al.
2014). Smoke is considered to be a good cloud condensation nuclei (CCN) because it is
5

hygroscopic (Liu et al. 2014; Jun et al. 2015; Xu et al. 2019). Therefore, water vapor tends to
condense onto the smoke particles, leading to the formation of haze or fog.
Measuring particulate matter from fires in the field is difficult due to the small particulate
size. Previous studies tried to model fire emissions, but the results contained uncertainties
(Wiedinmyer et al. 2006; Davis et al. 2015). Wiedinmyer et al. (2006) attempted to quantify fire
emissions using the moderate-resolution spectroradiometer (MODIS) on two polar orbiting
satellites. At mid- to low-latitudes, the spatial coverage is not as good as in high latitudes and
MODIS has a hard time “seeing” smoke emissions from small fires or counts a small fire twice
(Wiedinmyer et al. 2006). This technique is not applicable to the southeastern United States due
to the abundance of smaller fires and being located in the mid- to low-latitudes (Wiedinmyer et
al. 2006). Davis et al. (2015) looked at uncertainty in fire emissions from models that used a
plume dispersion model. The study found that the uncertainty in the model was from
atmospheric stability and wind (Davis et al. 2015).
2.3

Atmospheric Dispersion Indices
The purpose of a fire weather index, such as the Fire Weather Index or the Haines Index

(Van Wagner 1974; Haines 1988), is to quantify the risk that a fire will start and grow, while the
purpose of an atmospheric dispersion index, such as the DI or the Oklahoma Dispersion Model
(ODM) (Lavdas 1986; Carlson and Arndt 2008), is to quantify atmospheric mixing once a fire
has started. This distinction is important since both types of indices account for the same
variables, but the variables affect the indices differently. For fire weather indices, low relative
humidity corresponds to increasing fire risks. Low relative humidity dries out vegetation, making
it more susceptible to ignition (Van Wagner 1974; Haines 1988; Stavros et al. 2014; Labosier et
al. 2015; Lagerquist et al. 2017). For atmospheric dispersion indices, a low relative humidity
6

contributes to increasing atmospheric dispersion. Low relative humidity implies that water vapor
will not condense onto the emission particles, retarding the formation of haze or fog, leading to
enhanced dispersion (Lavdas and Achtemeier 1995; Lavdas 1996; Xu et al. 2019).
The Dispersion Index (DI) was developed to quantify the atmosphere’s capability to
disperse smoke from prescribed fires (Lavdas 1986). The DI is based on the stability of the
atmosphere, the height of the mixed layer, and the transport wind speed (the average wind speed
within the mixed layer). Factors that lead to a higher dispersion rate in the DI include unstable
conditions, higher mixing heights, and faster transport winds (Lavdas 1986). These factors
correlate with other studies conducted on atmospheric dispersion, in which faster winds and
unstable conditions increase dispersion rates (Carlson and Arndt 2008; Xu et al. 2019). To
calculate the DI, a chart is used (Figure 2.1) (Lavdas 1986).

Figure 2.1

Instructions on how to get values for the Dispersion Index

The x-axis is the height of the mixed layer, the y-axis in the dispersion index and the lines
represent the stability classes under the PSC system (Lavdas 1986).
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The mixing height is plotted on the x-axis and the DI is plotted on the y-axis. Lines on
the graph represent the stability classes from the PSC System. First, find the mixing height on the
x-axis and then trace upward until intersecting the line of the correct stability class. Next, trace to
the left until intersecting the y-axis. Lastly, take that number and multiply it by the transport
wind speed and that is the DI (Lavdas 1986).
The DI does not take into account any humidity factor and it is based on a smoke plume
model called the Gaussian plume model (Turner 1970). This model makes the assumption that
half the smoke in the plume rises, while the other half stays near the surface (Lavdas 1986).
Another limitation with the Gaussian plume model is that it can only account for a certain area
(50 km by 50 km) and cannot account for locally high concentrations of smoke (Lavdas 1986).
The DI provides the rate of dispersion and is one of the two components that goes into the Low
Visibility Occurrence Risk Index (LVORI) (Lavdas and Achtemeier 1995; Lavdas 1996).
The LVORI was developed to quantify the risk of low visibility due to smoke or fog
(Lavdas and Achtemeier 1995; Lavdas 1996). Lavdas and Achtemeier (1995) developed the
LVORI based on traffic accidents in Florida that were caused by low visibility. The LVORI
takes into account the DI and relative humidity (Lavdas and Achtemeier 1995; Lavdas 1996).
These studies found that visibility was lower when the DI was low and the relative humidity was
high. A low DI allowed the smoke to increase in concentration, while the high relative humidity
lead to the formation of haze or fog (Lavdas and Achtemeier 1995; Lavdas 1996). Lavdas and
Achtemeier (1995) found that people handled fog that developed slowly (advection fog) very
well. However, if the fog developed quickly and unexpectedly (radiation fog) people did not
respond well. They also found a weak relationship between the DI and the NWS observed low
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visibility days (one mile or less is considered low visibility), meaning that the DI needs to be
improved (Lavdas and Achtemeier 1995).
Lavdas (1996) attempted to improve the LVORI by looking at the DI during different
parts of the day. The study found that the DI was highest during the day and lowest during the
night (Lavdas 1996). During the day, the Earth’s surface receives more solar insolation as the
day goes on (assuming no clouds), which destabilizes the lower atmosphere and causes the
mixing height to increase (Lavdas 1986; Kahl and Chapman 2018). During the night, there is
more radiative cooling (assuming no clouds), which stabilizes the lower atmosphere and
decreases the mixing height (Lavdas 1986, Xu et al. 2019). Even though Lavdas and Achtemeier
(1995) said the DI needs to be updated, there has been very little work done with the DI or
LVORI since Lavdas (1996). A dispersion model has been developed in more recent times that
incorporates the Gaussian plume model and many factors that also went into the DI (Carlson and
Arndt 2008).
Carlson and Arndt (2008) developed the ODM to model the dispersion of smoke from
controlled burns, as well as the dispersion of animal odors in Oklahoma. The ODM uses weather
observations from the Oklahoma mesonet to determine the stability class (PSC), then uses
equations that describe plume movement which is based on the Gaussian plume model to
calculate the current dispersion rate (Carlson and Arndt 2008). For assessing dispersion rates in
the future, the ODM uses the Nested Grid Model (NGM) model output statistics (MOS) and
other methods to determine the stability class. Next, the plume characteristics are calculated the
same way as when calculating for the current dispersion rate using the ODM. Faster winds
caused the concentration of pollutants to decrease, while a more stable lower atmosphere led to
more concentrated pollutants (Carlson and Arndt 2008). This is consistent with previous work
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conducted on dispersions through the analysis of winds and stability (Lavdas 1986; Xu et al.
2019). Carlson and Arndt (2008) also found that dispersion was weak ahead of a cold front and
strong behind a cold front due to light winds and the presence of temperature inversions ahead of
the cold front and faster winds with drier conditions behind the front.
From the DI, LVORI, and ODM, the key components of atmospheric dispersion include
atmospheric stability, low-level wind speeds, and humidity. Each component affects dispersion
differently as stability indicates how high and fast the smoke emissions will rise (Lavdas 1986;
Lavdas and Achtemeier 1995; Carlson and Arndt 2008; Jun et al. 2015 ), wind speeds dictate the
spread and mixing out of the smoke emissions (Lavdas 1986; Lavdas and Achtemeier 1995;
Goodrick et al. 2000; Carlson and Arndt 2008; Xu 2019), and humidity determines whether a
haze or fog will form (Liu et al. 2014; Jun et al. 2015; Xu et al. 2019). Looking at the true
dispersion indices (DI and ODM), DI and ODM both handle wind speed well, but neither index
incorporates a humidity factor.
2.4

Atmospheric Stability
Atmospheric stability determines how a parcel of air will respond once it has been moved

vertically from its original location. A parcel of air is considered stable when the parcel of air is
moved vertically from its original position, but then returns to its original position (Wallace and
Hobbs 2006). A parcel of air is considered unstable when the parcel of air is moved vertically
from its original position, but then accelerates away from its original position (Wallace and
Hobbs 2006). A parcel of air can also be neutral, meaning that if the parcel is moved vertically
away from its original location, it will continue to move away at the same rate until another force
acts upon it (Wallace and Hobbs 2006). Assessing atmospheric stability provides information on
how far a parcel of air will rise vertically, and in this case, the parcel of air will be filled with
10

smoke emissions. As atmospheric stability increases, more emissions will be trapped below the
inversion and the dispersion rate will decrease (Lavdas 1986; Lavdas and Achtemeier 1995;
Carlson and Arndt 2008; Liu et al. 2014; Jun et al. 2015).
The DI and ODM use the PSC system, which was developed in 1961 (Pasquill 1961).
The PSC is broken into six categories, and are labeled A-F, where A-C are unstable categories, D
is neutral, and E-F are stable categories (Lavdas 1986; Lavdas 1997; Kahl and Chapman 2018).
The PSC was developed using opaque cloud cover, cloud ceiling height, surface wind speed, and
solar elevation angle (Lavdas 1986; Lavdas 1997: Kahl and Chapman 2018). One limitation with
the PSC is that it is difficult to calculate when out in the field because cloud ceiling height and
solar elevation angle are not given in NWS forecast (Lavdas 1997). Lavdas (1997) developed a
way to estimate cloud ceiling height and solar elevation angle in the field, but it involves looking
at the clouds and making educated guesses about the cloud characteristics, which introduces
errors and can easily lead to using the wrong stability class. Trying to calculate these variables in
the field is a limitation, but it is not the main challenge with the PSC.
In the PSC system, unstable categories (A-C) are only allowed to be used during the day,
stable categories (E-F) are only allowed to be used during the night, and the neutral category (D)
is only allowed to be used during the transition period from dusk to dawn or dawn to dusk
(Pasquill 1961; Lavdas 1986; Lavdas 1997; Kahl and Chapman 2018). Kahl and Chapman
(2018) developed a lapse rate climatology at six sites across Europe and Asia. These sites were a
mix of inland and coastal locations. Lapse rates were compared between the locations during the
day, night, and transition periods to see if the assumptions of the PSC were valid (Kahl and
Chapman 2018). During most nights, stable conditions prevailed. However, during the day and
during the transition period, always unstable and neutral, respectively, could not be assumed.
11

Kahl and Chapman (2018) noted that this might be due to the PSC only using surface winds and
not accounting for winds in the planetary boundary layer (PBL).
Temperature decreases with height in the troposphere (lowest part of the atmosphere), but
there can be layers within the troposphere where temperature increases with height, known as a
temperature inversion (Wallace and Hobbs 2006). A temperature inversion acts as a lid and
prevents air beneath the layer from rising. Therefore, a temperature inversion indicates stable
conditions below that layer. As air warms, it becomes less dense. The air below the temperature
inversion is cooler than the temperature of the inversion, making the air beneath the inversion
denser (Wallace and Hobbs 2006). Previous studies which used soundings to analyze
temperature inversions found soundings to be more accurate and a better way to assess stability
in the atmosphere compared to the PSC system (Haines 1988; Morbidelli et al. 2011; Jun et al,
2015; Kahl and Chapman 2018; Xu et al. 2019).
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CHAPTER III
METHODS
3.1

Data Collection
In order to develop a new atmospheric dispersion index for Memphis, Tennessee NWS,

data were collected from NAM model soundings. All the data collected were analyzed and used
to modify the newly developed equation in order for the new index to be the most representative
of the atmosphere’s actual dispersion in the field. The objective of this study is to begin
developing an atmospheric dispersion index that the Memphis, Tennessee NWS, and other
organizations in the southeastern United States, can use to better determine whether or not a burn
ban should be in effect. Using radiosonde data has been shown to be a more accurate method for
assessing stability than the PSC (Kahl and Chapman 2018) and has also been used in previous
studies to look for temperature inversions and assess stability (Haines 1988; Morbidelli et al.
2011; Jun et al, 2015; Kahl and Chapman 2018; Xu et al. 2019). However, the Memphis,
Tennessee NWS does not launch radiosondes; therefore, NAM model soundings were used.
These soundings were gathered from the Sounding and Hodograph Analysis and
Research Program in Python (SHARPpy) and the Air Resources Laboratory (ARL). During
April - July 2019, SHARPpy soundings were collected from the 12Z NAM model run at forecast
hours 00 (12Z), 06 (18Z), 12 (00Z), 24 (12Z), 30 (18Z), 36 (00Z), and 48 (12Z) at Jackson, MS
(KJAN), Greenwood, MS (KGWO), Memphis, TN (KMEM), and Jonesboro, AR (KJBR). These
forecast hours were used since prescribed burns are conducted during the day. From November 13

December 2019, additional SHARPpy soundings were collected at forecast hour 48 from the
06Z, 12Z, 18Z, and 00Z runs of the NAM for KJAN, KGWO, KMEM, KJBR, Charleston, SC
(KCHS), Hilton Head, SC (KHXD), Savannah, GA (KSAV), Dothan, AL (KDHN), Batesville,
AR (KBVX), and Little Rock, AR (KLIT). The NAM runs daily at 06Z, 12Z, 18Z, and 00Z.
Forecast hour 48 sounding were produced from each run. Soundings from the ARL were
collected at forecast hour 00 (initialization) from the 06Z, 12Z, 18Z, and 00Z model runs of the
NAM for KJAN, KGWO, KMEM, and KJBR between the years 2017-2019. Figure 3.1 is an
example of a SHARPpy sounding and text file, while Figure 3.2 is an example of an ARL
sounding and text file.

Figure 3.1

SHARPpy NAM sounding from the 18Z run at forecast hour 00 on February 17,
2020 at KJAN and its associated text file.

The orange box indicates a temperature inversion.
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Figure 3.2

ARL NAM sounding from the 18Z run at forecast hour 00 on February 17, 2020 at
KJAN and its associated text file.

The orange box indicates a temperature inversion.

All SHARPpy soundings from April - July 2019 at KJAN, KGWO, KMEM, and KJBR
were used to cover an area of the southeastern U.S., and acts as a baseline for how the threshold
values would be calculated (see equation development section). SHARPpy soundings from April
- July 2019 were used as a baseline since it is close to peak fire season and when controlled
burns are being administered (Cooke et al. 2012; Sadasivuni et al. 2013; Labosier et al. 2015).
SHARPpy soundings from November - December 2019 at KCHS, KHXD, KSAV, KDHN,
KBVX, and KLIT and ARL soundings from 2017 - 2019 at KJAN, KGWO, KMEM, and KJBR
were used to add to the sample size when conducting the bootstrap analysis (see analysis
section).
15

In addition to sounding data from SHARPpy and ARL, visibility observations from
ASOS stations were collected. Visibility observation data were collected from Iowa State
University, the Iowa Environmental Mesonet, and the ASOS network webpage
(https://mesonet.agron.iastate.edu/ASOS/). The ASOS stations used were KJAN, KGWO,
KMEM, KJBR, KCHS, KHXS, KSAV, KDHN, KBVX, and KLIT. Only the date, time, location,
and visibility observation was kept for the 06Z, 12Z, 18Z, and 00Z ASOS station data.
Therefore, the corresponding sounding at forecast hour 00 and hour 48 matched that date, time,
and location of the ASOS station.
For forecast hour 00 and forecast hour 48 soundings, the null hypothesis was that the
mean of the index number for an observed visibility of one mile or less and the mean of the
index number for an observed visibility of 10 miles or greater were the same. For forecast hour
00 and forecast hour 48 soundings, the alternate hypothesis was that the means of the index
numbers were statistically significantly different.
3.2

Equation Development
To calculate a new dispersion atmospheric index number, an equation needed to be

developed. The structure of the equation was based on the following Haines Index equation:
Lower Atmospheric Severity Index (LASI) = a (Tp1 - Tp2) + b (Tp – Tdp),
where (Tp1 - Tp2) is the temperature difference between two different pressure levels and (Tp –
Tdp) is the temperature and dew point difference at one pressure level (Haines 1988). The letters
a and b are weighting coefficients; each letter can be given a value of 1-3 based on the value in
the parenthesis (Figure 3.3) (Haines 1988).
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Figure 3.3

Breakdown of the Haines Index

The value of “A” corresponds to 1, 2 or 3 and the value of “B” also corresponds to 1, 2, or 3.
Add the value of “A" to the value of “B” and this is the number for the Haines Index (Haines
1988).
The Haines Index is a fire weather index (Haines 1988), so the new dispersion index
equation will have variables that are more significant to smoke dispersion, but with a similar
structure. It should be noted that the values in the equation are not multiplied together. Instead,
the letters “a” and “b” are assigned values based on the values calculated in the parenthesis,
respectively.
The variables in the new equation were based on what previous work has shown to be the
most important variables to assess atmospheric dispersion (Lavdas 1986; Lavdas and Achtemeier
1995; Goodrick et al. 2000; Carlson and Arndt 2008; Liu et al. 2014; Jun et al, 2015; Xu et al.
2019). The first three variables were used to assess low-level atmospheric stability by looking for
characteristics of temperature inversions. These three variables were inversion strength (degree
of temperature change), inversion depth (over what height the temperature change was
occurring), and inversion height (height of the inversion base). A stronger inversion, a thicker
17

inversion, or an inversion located closer to the surface results in lower dispersion rates (Lavdas
1986; Lavdas and Achtemeier 1995; Carlson and Arndt 2008; Jun et al. 2015). The next variable
was average wind speed, which is calculated from the surface to the base of the inversion.
Slower winds allow gases to remain in high concentrations and lead to lower dispersion rates,
while faster winds allow gases to disperse and lead to higher dispersion rates (Lavdas 1986;
Lavdas and Achtemeier 1995; Goodrick et al. 2000; Carlson and Arndt 2008; Xu 2019). The last
variable was average dew point depression (T – Td), where T is temperature and Td is dew point
temperature, which was calculated from the surface to the base of the inversion. A lower dew
point depression indicates more moisture, which causes lower dispersion rates due to the
possibility of haze or fog forming (Liu et al. 2014; Jun et al. 2015; Xu et al. 2019).
Similar to the Haines Index, the newly developed equation has weighting coefficients and
the value of each coefficient was based on the value of the variable. The equation for the new
atmospheric dispersion index is the following:

Index Number = ais + bid + cih + daws + eadd

(3.1)

where ais is the weighting coefficient for inversion strength, bid is the weighting coefficient for
inversion depth, cih is the weighting coefficient for inversion height, daws is the weighting
coefficient for average wind speed, and eadd is the weighting coefficient for average dew point
depression. A higher index number will theoretically represent lower atmospheric dispersion
rates and a lower index number will theoretically represent higher atmospheric dispersion rates.
Similar to the Haines Index, each coefficient was weighted the same, so that each coefficient
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could receive a value of 0-2. Therefore, the new index can range from 0-10, similar to the
LVORI.
For each SHARPpy sounding (1,807), each variable in the equation was calculated and
recorded. These soundings were collected from April - July in 2019. Initially, the sample size
was larger; however, soundings had to be removed due to the inversion height, depth, and
strength being calculated from the transition from the tropopause to the stratosphere. Keeping
these soundings in the dataset would have greatly skewed the percentiles used to determine the
categories for the weighting coefficients. Inversion heights above 3,000 meters (m) were not
used. A study found that inversions above 2,000m in the United States are very rare (Bell and
Geller 2008). The data from this study showed very few inversions with a base between 2,000m
and 3,000m, and zero inversions between 3,000m and 10,000m.
Once all the variables were calculated for the 1,807 SHARPpy soundings, percentiles
were calculated to determine the thresholds for each category. Each variable was weighted
equally, so each variable would be assigned either a 0, 1, or 2. To determine if each variable was
contributing unique information, hence being weighted equally, each variable was correlated
with each of the other four variables. Correlation values range from -1 to 1, where 0 means no
relationship exists, a 1 means a perfect positive relationship exists, and a -1 means a perfect
negative relationship exists (Wilks 2011). Any correlation value greater than 0.7 or less than -0.7
is considered highly correlated, and thus those two variables are contributing the same
information, making those variables not statistically useful (Wilks 2011). The results showed
(Table 3.1) that there were no high correlations between the variables, meaning each variable
was providing unique information, thus the weights should be equal.
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Table 3.1

Correlation values between all variables
Inversion
Strength

Inversion
Depth

Inversion
Height

Average
Wind Speed

Inversion
Strength

-

0.48

0.26

0.35

Average
Dew Point
Depression
0.19

Inversion
Depth

0.48

-

-0.25

-0.01

-0.07

Inversion
0.26
-0.25
0.6
0.2
Height
Average
0.35
-0.01
0.6
0.11
Wind Speed
Average Dew
0.19
-0.07
0.2
0.11
Point
Depression
No value of 0.7 or greater or value of -0.7 or less meaning all 5 variables are contributing unique
information, thus each variable is kept and weighted the same.
Percentiles were used since each variable resembled a gamma-like distribution, meaning
the mean and associated moment statistics would be biased (Wilks 2011). Since there are three
categories, the 33rd percentile and 66th percentiles were calculated for each variable. The three
categories are 0-33rd percentile, 33rd-66th percentile, and 66th-100th percentile. These thresholds
and categories are shown in Table 3.2.
Table 3.2

Breakdown of the threshold values for each variable

66th-100th Percentile
Greater than 1.7°C (2)
Greater than 180m (2)
Greater than 574m (0)
Greater than 10.44kts
(0)
Average Dew Point
0 – 1.62°C (2)
1.63 – 4.65°C (1)
Greater than 4.65°C
Depression
(0)
The number in parenthesis represents the weighting coefficient that goes with each category. To
get the final index number, each weighting coefficient from each variable was added together.
Variable
Inversion Strength
Inversion Depth
Inversion Height
Average Wind Speed

0-33rd Percentile
0 – 0.5°C (0)
0 – 93m (0)
0 – 125m (2)
0 – 4.74kts (2)

33rd-66th Percentile
0.6 – 1.7°C (1)
94 – 180m (1)
126 – 574m (1)
4.75 – 10.44kts (1)
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Inversion strength and inversion depth are inversely related to dispersion rates. Weaker
inversions and shallower inversions are associated with higher dispersion rates, while stronger
inversions and deeper inversion are associated with lower dispersion rates (Lavdas 1986; Lavdas
and Achtemeier 1995; Carlson and Arndt 2008; Jun et al. 2015). Therefore, the 0-33rd percentile
weighting coefficient was zero, the 33rd-66th percentile weighting coefficient was one, and the
66th-100th percentile weighting coefficient was two. Inversion height, average wind speed, and
average dew point depression are directly related to dispersion rates. Lower inversions, weaker
winds, and lower average dew point depressions are associated with lower dispersion rates, while
higher inversions, stronger winds, and higher dew point depressions are associated with higher
dispersion rates (Lavdas 1986; Lavdas and Achtemeier 1995; Goodrick et al. 2000; Carlson and
Arndt 2008; Liu et al. 2014; Jun et al, 2015; Xu et al. 2019). Therefore, the 0-33rd percentile
weighting coefficient was two, the 33rd-66th percentile weighting coefficient was one, and the
66th-100th weighting coefficient was zero. To calculate the final index number, weighting
coefficients for each variable were added together. The value for each variable in all 1,809
SHARPpy soundings were transformed into corresponding weighting coefficients (0-2) and used
to calculate the final index number.
3.3

Analysis
In order to assess if the newly developed index was operational, the means of the index

numbers, based on two visibility observation criteria, were compared. The first mean was
calculated from soundings where the date, time, and location matched a visibility observation by
the local NWS of one mile or less. The second mean was calculated from soundings where the
date, time, and location matched a visibility observation by the local NWS of 10 miles or greater.
The index number means were calculated for forecast hour 00 (SHARPpy and ARL) and forecast
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hour 48 (SHARPpy). ARL does not generate archived NAM soundings for forecast hour 48.
ARL soundings were gathered to increase the forecast hour 00 sample size for visibility days of
one mile or less. Forecast hour 48 soundings were used to support the current needs of the
Memphis, Tennessee NWS. Fire partners of the Memphis, Tennessee NWS need a 48-hour lead
time to allow or ban prescribed burns.
For this study, 100 forecast hour 00 soundings coincided with an observed visibility of
one mile or less, while 264 forecast hour 00 soundings coincided with an observed visibility of
10 miles or greater. However, only 21 forecast hour 48 soundings coincided with an observed
visibility of one mile or less, while 220 forecast hour 48 soundings coincided with an observed
visibility of 10 miles or greater. The 21 forecast hour 48 sounding were collected between
November - December 2019. These were collected to increase the sample size of forecast hour
48 soundings with an observed visibility of 1 mile or less, as the original data collected from
April-July 2019 only had a sample size of seven. This was not found out until later, which is why
these soundings were collected later in the year. Additionally, due to the limited time range, only
21 samples were collected. The 220 forecast hour 48 soundings with an observed visibility of 10
miles or greater were collected between 2017-2019.
A bootstrap analysis was conducted to calculate the means of the index values for
forecast hour 00 soundings when the visibility was one mile or less and when the visibility was
10 miles or greater. A bootstrap analysis was also conducted for forecast hour 48 soundings.
Bootstrapping is when a random sample is taken out of the dataset then put back (resampling)
and another random sample is picked. The cycle continues until a number of samples have been
picked (Wilks 2011). From the sample numbers that were selected, a variety of different statistics
can be calculated, but for this study the mean was calculated (Wilks 2011). The process then
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repeats for a desired amount of times and the end result is a list of bootstrap means, from which
confidence intervals can be calculated. For this study 1,000 iterations were used for the forecast
hour 00 soundings coinciding with an observed visibility of one mile or less, forecast hour 00
soundings coinciding with an observed visibility of 10 miles or greater, and forecast hour 48
soundings coinciding with an observed visibility of 10 miles or greater since there were 100
samples or more for each category. There were 5,000 iterations for the forecast hour 48
soundings associated with an observed visibility of one mile or less due to only having 21
samples.
To determine if the index value means were statistically significantly different between
visibility of one mile or less and 10 miles or greater for both forecast hour 00 and forecast hour
48 soundings, 95% confidence intervals were calculated. A 95% confidence interval was used to
minimize the probability of making a Type I and a Type II error. A Type I error is when the null
hypothesis is rejected when it should not have been, while a Type II error is when the null
hypothesis is was not rejected when it should have been (Wilks 2011). Adjusting the confidence
intervals can decrease one error type at the expense of increasing the other (Wilks 2011). If the
newly developed index was successful, the median of the bootstrap replicates would be
statistically significantly different for both forecast hour 00 and forecast hour 48 soundings.
Also, the median of the bootstrap replicates should be greater for an observed visibility of 1 mile
or less than for an observed visibility of 10 miles or greater.
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CHAPTER IV
RESULTS
4.1

Forecast Hour 00
After completing the bootstrapping analysis using the mean, and generating 95%

confidence intervals around the median of the bootstrap replicates of the index number for
forecast hour 00 soundings that corresponded to an observed visibility of one mile or less and the
median of the bootstrap replicates of the index number that corresponded to an observed
visibility of 10 miles or greater, the null hypothesis cannot be rejected (Figure 4.1).

Figure 4.1

Forecast hour 00 mean index number for days when the observed visibility was
one mile or less (left) and when the observed visibility was 10 miles or greater
(right).

For each mean, bootstrapping was used and 95% confidence intervals were calculated.
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The median of the bootstrap replicates of the index number for an observed visibility of
one mile or less was 7.24, with a 2.5 percentile of 6.61 and a 97.5 percentile of 7.83. The median
of the bootstrap replicates of the index number for an observed visibility of 10 miles or greater
was 6.64, with a 2.5 percentile of 6.33 and a 97.5 percentile of 6.94. A higher index number
means lower dispersion rates, while a lower index number indicates higher dispersion rates. The
median of the bootstrap replicates of the index number for an observed visibility of one mile or
less fell outside the interval of the median of the bootstrap replicates of the index number for an
observed visibility of 10 miles or greater, but the median of the bootstrap replicates of the index
number for an observed visibility of 10 miles or greater fell within the interval of the median of
the bootstrap replicates of the index number for an observed visibility of one mile or less. This
leads to the conclusion that the means are not statistically significantly different.
4.2

Forecast Hour 48
After completing the bootstrapping analysis using the mean and generating 95%

confidence intervals around the median of the bootstrap replicates of the index number for
forecast hour 48 soundings that corresponded to an observed visibility of one mile or less and the
median of the bootstrap replicates of the index number that corresponded to an observed
visibility of 10 miles or greater, the null hypothesis can be rejected. (Figure 4.2).
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Figure 4.2

Forecast hour 48 mean index number for days when the observed visibility was
one mile or less (left) and when the observed visibility was 10 miles or greater
(right)

For each mean, bootstrapping was used and 95% confidence intervals were calculated. More
information on pages 26-27.
The median of the bootstrap replicates of the index number for an observed visibility of
one mile or less was 8.29, with a 2.5 percentile of 7.38 and a 97.5 percentile of 9.00. The median
of the bootstrap replicates of the index number for an observed visibility of 10 miles or greater
was 6.05, with a 2.5 percentile of 5.76 and a 97.5 percentile of 6.35. A higher index number
means lower dispersion rates, while a lower index number indicates higher dispersion rates. The
median of the bootstrap replicates of the index number for an observed visibility of one mile or
less fell outside of the median of the bootstrap replicates of the index number for an observed
visibility of 10 miles or greater, and the median of the bootstrap replicates of the index number
for an observed visibility of 10 miles or greater fell outside the interval of the median of the
bootstrap replicates of the index number for an observed visibility of one mile or less. This leads
to the conclusion that the means were statistically significantly different.
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CHAPTER V
DISCUSSION AND CONCLUSION
Meteorologists from the Memphis, Tennessee NWS brought the issue of their fire
weather index to our attention, and after developing an equation, collecting data, and then
tweaking and modifying the equation, the end product is the development of a new atmospheric
dispersion index for the southeastern United States. This developing index has been created to
help address the problems smoke emissions from prescribed fires have on the public. Smoke
emissions are harmful to inhale and can cause visibility concerns for transportation vehicles such
as cars, trains, and planes (Lavdas and Achtemeier 1995). The basis of the equation that was
developed was to improve upon the flaws found in the calculation of the LVORI, which exist in
the PSC and the exclusion of a direct humidity factor (Lavdas 1986; Lavdas and Achtemeier
1995).
The results from NAM forecast soundings at forecast hour 00, comparing the median of
the bootstrap replicates of the index number corresponding to days with an observed visibility of
one mile or less with the median of the bootstrap replicates of the index number corresponding to
days with an observed visibility of 10 miles or greater indicates that the new index is on the right
track. The median of the bootstrap replicates value of the index number was higher for an
observed visibility of one mile or less than for an observed visibility of 10 miles or more with
values of 7.24 and 6.64, respectively. A higher index value indicates lower visibility, while a
lower index value indicates higher visibility. After implementing the confidence intervals to
27

account for error and uncertainty, the means were not statistically significantly different.
Interestingly, when doing the same analysis for the forecast hour 48 soundings, the results
showed that the index performed as expected. The median of the bootstrap replicates value of the
index number was higher for an observed visibility of one mile or less than for an observed
visibility of 10 miles or greater with values of 8.29 and 6.05, respectively. After implementing
confidence intervals, the means were statistically significantly different. One reason for the
statistical significance could be due to the model exaggerating/overestimating certain features
farther out in time. Another reason could be associated with the sample size of the forecast hour
48 soundings. Only 21 forecast hour 48 soundings that corresponded to an observed visibility of
one mile or less were used, while 100 forecast hour 00 soundings corresponding to observed
visibility of one mile or less were used. Since the sample size was only 21, bigger error bars were
associated with the confidence intervals of the median of the bootstrap replicates of the index
value. However, the median of the bootstrap for forecast hour 48 was higher than the median of
the bootstrap replicates of forecast hour 00 soundings on days with an observed visibility of one
mile or less. The median of the bootstrap replicates for the forecast hour 48 soundings associated
with an observed visibility of one mile or less could have been lower and not significantly
different than the median of the bootstrap replicates for forecast hour 48 soundings
corresponding to days with an observed visibility of 10 miles or greater given a higher sample
size than 21.
One limiting factor in this study was using model forecast soundings compared to
radiosonde soundings launched from weather balloons. Previous studies have shown that the best
method for determining stability is through soundings (Haines 1988; Morbidelli et al. 2011; Jun
et al. 2015; Kahl and Chapman 2018; Xu et al. 2019). The limitation is that radiosonde
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soundings have better vertical resolution than model soundings, meaning the full extent of a
temperature inversion may not be captured. NAM soundings only have 60 vertical layers
(Tolman 2014). A study looking at the validation of vertical profiles from the European Centre
for Medium-Range Weather Forecasts (ECMWF), Global Forecast System (GFS) and Weather
Research and Forecasting (WRF) found that the model with more vertical levels handled the
vertical temperature profile more accurately in the low-levels, while all three handled the midand upper-level vertical temperature profile well (Cortés and Curé 2011). Since a previous study
found that temperature inversions rarely occur above 2,000m in the United States (Bell and
Geller 2008), and temperature inversions were the main way the new index incorporated
stability, this could have had an effect on the results from this study.
This new index is only meant to be used in the southeastern United States since all the
data collected to develop the equation and complete the analysis were gathered in the
southeastern United States. This same approach could be used for other areas in the United States
as well as with other models. Finally, this study was conducted to begin developing a new
atmospheric dispersion index for the Memphis, Tennessee NWS. However, this is not the final
product, as tweaks need to be made. Also, this index would need to be compared to the LVORI
to see if it is performing better, which is the end goal.
Future research needs to be conducted to tweak the equation. For this study, the newly
developed equation weights all the variables the same, when in reality this may not be true. Each
variable needs to be analyzed further and a determination needs to be made on how to weight
each variable, if a variable (or variables) needs to be removed, or if a variable (or variables)
needs to be added. Other work to be conducted is to test the index against different sizes of
prescribed burns, as bigger fires emit more emissions. Previous studies have shown that the
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amount of emissions a fire produces comes with a lot of uncertainty (Wiedinmyer et al. 2006;
Davis et al. 2015). The future goal of this study is to add an adjustment for fire size, as more
emissions from bigger fires will have a lower dispersion rate than less emissions from smaller
fires under the same atmospheric conditions conducive to lower atmospheric dispersion. In the
end, this new atmospheric dispersion index is on the right track to be used by the Memphis,
Tennessee NWS and other organizations in the southeastern United States to better determine
whether or not a fire ban should be issued.
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