ABSTRACT
INTRODUCTION
1 Dynamic contrast-enhanced MRI (DCE MRI) involves the serial acquisition of T 1 -2 weighted images before, during, and after the injection of a contrast agent that shortens the T 1 3 relaxation time of water, resulting in an increase of the MRI signal in tissues/voxels where the 4 agent accumulates. 1 After application of a proper pharmacokinetic (PK) model, parameters 5 related to tissue perfusion, 2 blood flow, 3 capillary leakage, 4 and transit time of the contrast agent 6 can be derived from the dynamic MRI signal in a voxel or a tissue of interest (TOI). 5 
7
The two PK parameters most commonly estimated from DCE MRI data are the rate of 8 contrast agent transfer from to blood tissue (K trans ) and the rate of transfer from tissue to blood 9 (k ep ). 1 Several studies have shown evidence that K trans can be used to differentiate tumors from 10 normal tissue, [6] [7] and to monitor anti-cancer treatment in fibrosarcoma, 8 breast, 9-10 and brain 11 neoplasms. [11] [12] . Unfortunately, these results are inconsistent with other studies, which showed 12 that K trans offers little to no utility to monitor anti-cancer treatment in breast and brain cancers. 
15
These contradictory results may be due to the inherent insensitivity of DCE MRI that 16 results in a low signal-to-noise ratio (SNR), [15] [16] slow temporal resolution, 17 variability in the 17 arterial input function (AIF) needed for PK modeling, [18] [19] and/or the model assumed during data 18 analysis. 20 that such linearization improves its performance under low SNR and low temporal resolution. 26 
24
We recently demonstrated that the relative K trans (R Ktrans ) estimated by LRRM is a better 25 predictor of response to neoadjuvant chemotherapy in breast cancer than the R Ktrans estimated 26 using NRRM. An analoguous behavior was observed for K trans and k ep estimated using the linear 27 (LTM) and non-linear (NTM) Tofts models. 27 Based on these results, we hypothesized that to changes in concentration of the contrast agent, and 3) fit the concentration curves of step 2 to 6 the solution obtained in step 1. The first and most common solution to Eq. [1] was developed by 7 Tofts et al: 
35
C TOI (t) = R Ktrans
The same definitions used for Eq. [4] apply to Eq. [5] , and v e,RR is the fractional volume of the 1 extravascular extracellular space. The goal of our study was to determine how the model used in 2 the analysis of the data affects the repeatability of DCE MRI. 3 4 2.2 Gage Repeatability and Reproducibility (R&R) analysis 5 The Gage Repeatability and Reproducibility (Gage R&R) methodology was initially 6 developed to determine the sources of variation in a manufacturing system. 30 Gage R&R analysis 7 uses ANOVA to determine the percent of the observed variation in a system that is due to the 8 parts (process), measuring protocol (repeatability), and the operator (reproducibility). Thus, this 9 methodology can be used to determine if the inherent variability in the system is small compared 10 to the process variability, and the proportion of the observed variability caused by differences in of parameters simulated an AIF with an injection speed of 0.005 mL/sec, which is similar to a 29 previously reported AIF. 32 
30
To simulate potential changes in enhancement curves under experimental conditions of 31 performing DCE MRI of a rat tumor model for 3 consecutive days, white Gaussian noise was 32 added to each of the 30 simulated enhancement curves 3 separate times at the same SNR. White
33
Gaussian noise was also added to a simulated muscle reference region enhancement curve. SNR
34
was defined as the ratio of the signal power over the noise power in decibels.
35
The R Ktrans value for each of the 3 curves for each of the 12 rats over three consecutive 36 days was determined using LRRM without a non-negative constraint; LRRM with a non- were repeated 1000 times using the same SNR, and the percent variance values were stored each 11 time. After, the median value of the 1000 % variance values generated was taken as the true % 12 variance for the particular SNR.
14
Gage R&R analysis was performed to measure the repeatability of the R Ktrans values 15 determined with LRRM, NRRM, and NRRM* through the calculation of percent intra-group 16 variances due to the fitting method. These three values were stored and the process starting from As described previously, all experimental data for this study was obtained from 6 DataVerse. 21 The Institutional Animal Care and Use Committee of the University of Texas MD
7
Anderson Cancer Center approved the studies. Twelve male Cr1:NIH-Foxn1 rnu T cell deficient, 8 athymic nude rats (Charles River, Wilmington, MA) were injected subcutaneously with 5000 C6
9 rat glioma cells in the flank region. Tumor diameters were monitored daily with calipers until 10 they reached 1 cm. At that time, the rats were imaged on 3 consecutive days with DCE MRI.
11
At the start of each MRI scanning session, hair around the tumor region was shaved and 12 the tumor was placed in a bath of ultrasound gel to improve B 0 homogeneity around the tumor.
13
Isoflurane gas (1-2% in a 1 l/min O 2 flow) was used to anesthetize the rat and a temperature 14 controlled pad was placed underneath the rat to maintain temperature. A tail vein was 15 catheterized to deliver the contrast agent.
17

DCE MRI Acquisition Methods
18
All imaging was conducted with a 7 T Bruker MRI scanner with a 30 cm bore. Sagittal artifacts. 50 frames of images were acquired with a temporal resolution of 6.4 sec and a total 26 scan time of 320 sec.
27
After 10 baseline images were acquired, a bolus of 0.2 mmol/kg of gadopentetate 28 dimeglumine (Gd-DTPA, Bayer Healthcare Pharmaceuticals, Wayne, NJ) was delivered at an 29 injection rate of 0.005 mL/sec followed by a saline flush of the same volume and injection rate.
30
Two of the twelve rats had technical scanning failures on 1 of the 3 days of imaging. As a result, 31 3 consecutive DCE MRI studies were not obtained for these rats. Data from these 2 rats were 32 excluded from analysis.
34
Image Analysis
35
Because a quantitative pre-contrast T 1 map was not obtained, we used the signal 36 enhancement ratio (SER) to replace concentration in the equations. The SER and concentration 37 are linearly correlated (Eq. [7] ):
39
Where SER(t) is the SER at time t, S(t) is the MR signal at time t, and S(0) is the signal before 40 injection of the contrast agent (t=0).
41
The following semi-quantitative metrics were used in this work: a) maximum noise more than MER. 10 11 Data fitting 12 As mentioned earlier, the NTM and NRRM require a non-linear fitting algorithm and an 
23
Our quantitative analysis of all DCE MRI data using the NTM (Eq.
[2]) and LTM (Eq.
24
[3]) assumed a population AIF of the form:
26
The fitting for the NRRM and LRRM used muscle as a surrogate for the AIF.
28
Region of interest (ROI) approach 29 
ROI Analysis
30
ROIs for the tumor and muscle were drawn by a single observer (KMJ) on slices 4, 5, and 31 6 of the 8 slices imaged for each rat. The three slices chosen showed the largest tumor volume.
32
The same ROIs for any given rat were used for LTM, NTM, LRRM and NRRM analyses. within the tumor ROI that showed less than 10% enhancement were excluded from analysis.
8
This was also done in a previous study that used this data. 21 Additionally, pixels that showed Gage R&R analysis. As a result, the intra-part or intra-subject percent variance (iSV) measured 33 was due to the fitting method. This analysis was performed for both the simulations and the 34 experimental data.
36
RESULTS
37
Simulations
38
A total of 5 hours 32 minutes of computation time were required to generate 3.15 million values from being generated in both methods. percentages. Also note that the 95% CIs were smaller than the marker size for most plots. were similar between LRRM and NRRM* ( Figure 3A ). This result emphasizes that the 2 repeatability of R Ktrans estimated via the NRRM is highly dependent on a proper initial guess. 3 4 LTM showed a significantly lower Gage R&R percent variance compared to NTM and 5 LRRM at low SNRs ( Figure 3B ). The significant difference between LTM and NTM at low 6 SNRs further emphasizes that linearizing a model improves repeatability. Additionally, when 7 repeating analysis with NTM* (NTM initialized using LTM-derived coefficients as initial 8 guesses), the Gage R&R percent variance values were similar between LTM and NTM, which 9 was seen with LRRM and NRRM as well. Semi-quantitative analyses showed the best 10 repeatability measurements with iauc64 and MER ( Figure 3C ). pixel fits between NRRM and NRRM* may not always be similar. Thus, using good initial 37 guesses is more beneficial for data with low SNR than data with high SNR.
For Gage R&R analysis of the experimental DCE MRI study, only a single percent 39 variance value is generated for the dataset, meaning statistical significance could not be assessed
40
( pixelwise and ROI analysis. This held true for all thresholds set for pixel inclusion based on the 5 R 2 of the fit ( Figure 4A and 4B ). An R 2 value of 0.9 was not chosen as a threshold because of the 6 high number of pixels that were discarded when doing so. distributions for NRRM had larger standard deviations and were more highly skewed than the pixelwise distributions with LRRM. For the rat shown in Figure 5 , the standard deviation of the 1 pixels for days 1, 2, and 3 were 2.0, 2.16, and 2.63 respectively for LRRM; 2.50, 0.84, and 2.97 2 respectively for NRRM; and were 2.22, 1.87, and 2.31 respectively for NRRM*. excluded from analysis. 
DISCUSSION
13
The results of this study support our hypothesis that linearization can be used to improve of an individual rat imaged on three consecutive days.
4
The accuracy and precision of the algorithms most commonly used for non-linear curve with the NTM showed the lowest repeatability, which was attributed to the stronger sensitivity to 9 noise for these measurements. 21 
10
These results regarding improved repeatability and less sensitivity to image noise 11 contribute to the evidence that LRRM has advantages relative to NRRM for DCE MRI analysis. results of our study. In these previous studies, the calculation speed of LRRM was shown to be 18 1350-8200 times faster than NRRM (depending on the SNR). 24 For these many reasons, the
19
LRRM is a superior approach for analyzing DCE MRI data as compared to NRRM. 
