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CENTRAL EXTENSIONS OF LAX OPERATOR ALGEBRAS
MARTIN SCHLICHENMAIER AND OLEG K. SHEINMAN
Abstract. Lax operator algebras were introduced by Krichever and Sheinman as
a further development of I.Krichever’s theory of Lax operators on algebraic curves.
These are almost-graded Lie algebras of current type. In this article local cocycles
and associated almost-graded central extensions are classified. It is shown that in
the case that the corresponding finite-dimensional Lie algebra is simple the two-
cohomology space is one-dimensional. An important role is played by the action
of the Lie algebra of meromorphic vector fields on the Lax operator algebra via
suitable covariant derivatives.
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1. Introduction
In this article, we give a full classification of almost-graded central extensions for
a new class of one-dimensional current algebras — the Lax operator algebras.
Lax operator algebras are introduced by I.Krichever and one of the authors in
[11]. In that work, the concept of Lax operators on algebraic curves proposed in [5]
was generalized to g-valued Lax operators where g is one of the classical complex
Lie algebras.
We would like to remind here that in [5] the theory of conventional Lax and
zero curvature representations with a rational spectral parameter was generalized
to the case of algebraic curves Σ of arbitrary genus g. Such representations arise
in several ways in the theory of integrable systems, c.f. [7] where a zero curvature
representation of the Krichever-Novikov equation is introduced, or [5] where a field
analog of the Calogero-Moser system on an elliptic curve is presented. The theory of
Lax operators on Riemann surfaces proposed in [5] includes the Hamiltonian theory
of Lax and zero curvature equations, the theory of Baker-Akhieser functions, and
an approach to corresponding algebraic-geometric solutions.
The concept of Lax operators on algebraic curves is closely related to A.Tyurin
results on the classification of holomorphic vector bundles on algebraic curves [26].
It uses Tyurin data modelled on Tyurin parameters of such bundles consisting of
points γs (s = 1, . . . , ng), and associated elements αs ∈ CP
n (where g denotes the
genus of the Riemann surface Σ, and n corresponds to the rank of the bundle).
The linear space of Lax operators associated with a positive divisorD =
∑
kmkPk,
Pk ∈ Σ is defined in [5] as the space of meromorphic (n×n) matrix-valued functions
on Σ having poles of multiplicity at most mk at the points Pk, and at most simple
poles at γs’s. The coefficients of the Laurent expansion of those matrix-valued
functions in the neighborhood of a point γs have to obey certain linear constraints
parameterized by αs (see relations (2.5) below).
The observation that Lax operators having poles of arbitrary orders at the points
Pk form an algebra with respect to the usual point-wise multiplication became a
starting point of the considerations in [11]. There, for g = sl(n), so(n), sp(2n)
over C, the g-valued Lax operators were introduced. The space of such operators
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form a Lie algebra with respect to the point-wise bracket. We denote this algebra
by g. Considering g-valued Lax operators requires certain modifications of the above
mentioned linear constraints. It even turned out that for g = sp(2n) the orders of
poles at γs’s must be set equal to 2. There is no doubt that by means of appropriate
modifications it is possible to construct Lax operator algebras for other classical Lie
algebras.
On the other hand, in case of absence of points γs (which corresponds to trivial
vector bundles) we return to the known class of Krichever-Novikov algebras (see [25]
for a review). If, in addition, the genus of Σ is equal to 0, and D is supported at
two points, we obtain (up to isomorphism) the loop algebras.
Likewise Krichever-Novikov algebras, the Lax operator algebras possess an almost-
graded structure generalizing the graded structure of the classic affine algebras.
Recall that a Lie algebra V is called almost-graded if V = ⊕iVi where dim Vi < ∞
and [Vi,Vj ] ⊆ ⊕
k=i+j+k1
k=i+j−k0
Vk where k0 and k1 do not depend on i, j.
The general notion of almost-graded algebras and modules over them was in-
troduced in [8]-[10] where the generalizations of Heisenberg and Virasoro algebras
were considered. The almost-graded structure is important in the theory of highest-
weight-like representations (physically — in second quantization).
By one-dimensional central extensions quantum theory enters Lie algebra the-
ory. A prominent example is given by the Heisenberg algebra. The mathematical
relevance of central extensions is well-known.
The equivalence classes of one-dimensional central extensions of a Lie algebra
V are in one-to-one correspondence with the elements of H2(V,C), the second Lie
algebra cohomology with coefficients in the trivial module. In particular, a central
extension is explicitly given by a 2-cocycle of V. If dimH2(V,C) = 1 then there is
(up to rescaling of the central element and equivalence) only one non-trivial central
extension. By abuse of language we say that the central extension is unique.
Lax operator algebras belong to the class of one-dimensional current algebras
since their elements are meromorphic g-valued functions on Riemann surfaces. The
algebras of that class having been classically considered are graded. The problem
of classifying their central extensions was considered in a series of articles. Here we
quote only three of them: V.Kac [2] and R.Moody [12] constructed central extensions
using canonical generators and Cartan-Serre relations; H.Garland [1] proved the
uniqueness theorem for loop algebras with simple g. For further references see [3,
Comments to Chapter 7].
For the more general case of a Lie algebra of the form g⊗A with an associative
algebra A and a simple Lie algebra g, Ch.Kassel [4] showed that the universal central
extension is parameterized by Ka¨hler differentials modulo exact differentials. In
particular, it is not necessarily one-dimensional. Hence in general one-dimensional
central extensions are not unique.
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A special case is given by the higher genus multi-point current algebras [21],
[22], [19], [18]. They consist of g-valued meromorphic functions on the Riemann
surface with poles only at a finite number of fixed points. In higher genus and in
the multi-point case in genus zero the central extensions are essentially non-unique.
In fact for a simple g they are in one-to-one correspondence with the elements of
H1(Σ \ supp(D),R).
We like to point out, that Kassel’s result is not applicable to Lax operator algebras
as they do not admit any factorization as tensor product.
Coming from the applications (e.g. from second quantization) an important role
is played by almost-graded central extensions, i.e. central extensions in the category
of almost-graded Lie algebras [23], [24], [16]. Almost-graded central extensions are
given by local 2-cocycles. A 2-cocycle γ of an almost-graded Lie algebra V is called
local if there exists a K ∈ Z such that γ(Vi,Vj) = 0 for |i+ j| > K. This notion of
a local cocycle is introduced in [8]. A cohomology class is called local if it contains
a local representing cocycle. For a Krichever-Novikov algebra with a simple g the
almost-gradedness implies the uniqueness of a central extension [18]. A similar
statement was previously conjectured for Virasoro-type algebras in [8], where also
the outline of a proof was given. A complete classification of almost-graded central
extensions for Krichever-Novikov current and vector field algebras is given by one
of the authors in [17, 18].
In this article we solve the corresponding problem for the Lax operator algebras
g. Here we only consider the two-point case, i.e. D = P+ + P−. The principal
structure of the multi-point case is similar and will be considered in [20]. Again, if
g is a classical simple Lie algebra it turns out that g has a unique almost-graded
central extension.
Let us describe the content and the obtained results of the present article in more
detail. Let L be the Lie algebra consisting of those meromorphic vector fields on
Σ which are holomorphic outside of {P+, P−}. In Section 2 we introduce an L-
action on the Lax operator algebra g. For that we make use of the connections ∇(ω)
introduced in [6]. These connections again have prescribed behavior at the points of
weak singularities and are holomorphic outside of those and of {P+, P−}. Indeed, we
might even require (and do so) that they are holomorphic at P+. It turns out that
the Lax operator algebra is an almost-graded module over the algebra consisting
of those meromorphic differential operators of degree ≤ 1 which are holomorphic
outside {P+, P−}.
The L-module structure, given by a choice of a connection ∇(ω), enables us to
introduce below an important notion of L-invariant cocycles.
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In Section 3 we introduce the following cocycles
γ1,ω,C(L, L
′) =
1
2πi
∫
C
tr(L · ∇(ω)L′),(1.1)
γ2,ω,C(L, L
′) =
1
2πi
∫
C
tr(L) · tr(∇(ω)L′),(1.2)
called geometric cocycles. Here C is an arbitrary cycle on Σ avoiding the points of
possible singularities. In another form the cocycles of type (1.1) were introduced
in [11]. We show that the corresponding cohomology classes do not depend on the
choice of the connection.
A cocycle γ is called L-invariant if
(1.3) γ(∇(ω)e L, L
′) + γ(L,∇(ω)e L
′) = 0,
for all vector fields e ∈ L. It turns out that the cocycles (1.1) and (1.2) are L-
invariant. We call a cohomology class L-invariant if it has a representative which is
L-invariant. In the case of a simple Lie algebra g the notion of L-invariance allows
us to single out a unique element in the cohomology class. Moreover, in the gl(n)
case it is necessary to exclude nontrivial cocycles coming from the finite-dimensional
Lie algebra.
Besides those aspects, the L-invariance of a cocycle is related to the property
that it comes from a cocycle of the differential operator algebra associated to g. See
Section 3.3 for more information.
Again, here we are only interested in almost-graded central extensions, hence in
local cocycles, resp. cohomology classes. For a general cycle C in (1.1) and (1.2)
neither the cocycle nor its cohomology class is local. But if C is a circle around P+
the cocycle is local, see Proposition 3.7.
Our main result is Theorem 3.8 which gives the following classification. For sl(n),
so(n), and sp(2n) the space of local cohomology classes is 1-dimensional. Further-
more, in every local cohomology class there is a unique L-invariant representative.
It is given as a multiple of the cocycle (1.1) (with C a circle around P+). For gl(n)
we obtain, that the space of cohomology classes which are local and having been
restricted to the scalar algebra are L-invariant is two-dimensional. Furthermore,
every local and L-invariant cocycle is a linear combination of (1.1) and (1.2) (with
C a circle around P+).
The proofs are presented in Section 4 and Section 5. We follow the general strategy
developed in [17] and adapt it to our more general situation. In Section 4, using
the locality and L-invariance, we show that the cocycle is given by its values at the
pairs of homogenous elements for which the sum of their degrees is equal to zero.
Furthermore, we show that an L-invariant and local cocycle will be uniquely fixed
by a certain finite number of such cocycle values. A more detailed analysis shows
that the cocycles are of the form introduced above.
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In Section 5 we show the following: Let g be a simple finite-dimensional Lie
algebra and g any associated two-point algebra of current type, e.g. a Lax operator
algebra, a Krichever-Novikov current algebra g⊗A, or a Kac-Moody current algebra
g ⊗ C[z, z−1], then every local cocycle is cohomologous to a cocycle which is fixed
by its value at one special pair of elements in g (i.e. by γ(Hα1 , H
α
−1) for one fixed
simple root α, see Section 5 for the notation). Hence in these cases the cohomology
spaces can be at most 1-dimensional. Combining this with the fact of existence of
the cocycle (1.1) we obtain the uniqueness and existence of the local cohomology
class. Furthermore, up to rescaling (1.1) is the unique L-invariant and local cocycle.
We substantially use the internal structure of the Lie algebra g related to the root
system of the underlying finite dimensional simple Lie algebra g, and the almost-
gradedness of g. Recall that in the classical case g⊗C[z, z−1] the algebra is graded.
In this very special case the chain of arguments gets simpler and is similar to the
arguments of Garland [1].
The presented arguments remain valid in a more general context, as one only refers
to the internal structure of g, the almost-gradedness of g, and the L-invariance, see
the remark at the end of Section 5.
By adapting the techniques in [18], the corresponding uniqueness and classification
results can be obtained for the case of more than two points allowed for “strong”
singularities. More precisely, let
I := {P1, P2, . . . , PK} O := {Q1, Q2, . . . , QL}
be two non-empty disjoint subsets of points on Σ. This is the same set-up as for
the multi-point algebras of Krichever-Novikov type as introduced and studied in
[13, 14, 15, 16, 17, 18]. In the definition of the Lax operators now the elements
are allowed to have poles at the points of I ∪ O. The splitting into these subsets
defines an almost-grading of the corresponding algebras. It can be shown that for
the simple Lie algebra case the space of cohomology classes which are bounded from
above (i.e. those which vanish if evaluated for pairs of homogenous elements with
sum of degrees above a uniform threshold) is K-dimensional (K = #I). In the two-
point case every bounded cocycle is local. This is not the case here. By techniques
similar to [18] it turns out that up to rescaling there is a unique cohomology class
which is local. A corresponding result is true for gl(n), i.e., the space of local and
L-invariant cohomology classes will be two-dimensional. Details will appear in a
forthcoming paper [20].
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2. The algebras and their almost-grading
2.1. The algebras.
Let Σ be a compact Riemann surface of genus g with two marked points P+ and
P−. For n ∈ N we fix n · g additional points
(2.1) W := {γs ∈ Σ \ {P+, P−} | s = 1, . . . , ng}.
To every point γs we assign a vector αs ∈ C
n. The system
(2.2) T := {(γs, αs) ∈ Σ× C
n | s = 1, . . . , ng}
is called Tyurin data below. This data is related to the moduli of vector bundles
over Σ. In particular, for generic values of (γs, αs) with αs 6= 0 the tuples of pairs
(γs, [αs]) with [αs] ∈ P
n−1(C) parameterize semi-stable rank n degree ng framed
holomorphic vector bundles over Σ, see [26].
We fix local coordinates z± at P± and zs at γs, s = 1, . . . , ng. In the following let
g be one of the matrix algebras gl(n), sl(n), so(n), sp(2n), or s(n), where the latter
denotes the algebra of scalar matrices.
We will consider meromorphic functions
(2.3) L : Σ → g,
which are holomorphic outside W ∪{P+, P−}, have at most poles of order one (resp.
of order two for sp(2n)) at the points in W , and fulfill certain conditions at W
depending on T and g. The singularities at W are called weak singularities. These
objects were introduced by Krichever [5] for gl(n) in the context of Lax operators
for algebraic curves, and further generalized in [11]. In particular, the additional
requirements for the expansion at W we give now were introduced there.
The above mentioned conditions for gl(n) are as follows. Let T be fixed. For
s = 1, . . . , ng we require that there exist βs ∈ C
n and κs ∈ C such that the function
L has the following expansion at γs ∈ W
(2.4) L(zs) =
Ls,−1
zs
+ Ls,0 +
∑
k>0
Ls,kz
k
s
with
(2.5) Ls,−1 = αsβ
t
s, tr(Ls,−1) = β
t
sαs = 0, Ls,0 αs = κsαs.
In particular, Ls,−1 is a rank 1 matrix, and if αs 6= 0 then it is an eigenvector of
Ls,0. In [11] it is shown that the requirements (2.5) are independent of the chosen
coordinates zs and that the set of all such functions constitute an associative algebra
under the point-wise matrix multiplication. We denote it by gl(n).
The algebra gl(n) depends both on the choice of the Tyurin parameters and of
the two points P+ and P−. Nevertheless we omit this dependence in the notation.
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In view of the above relation to the moduli space of vector bundles note that for
λs ∈ C
∗ the values α′s = λsαs will define the same algebra as the values αs.
The constraints (2.4) and (2.5) at W imply that the elements of the Lax operator
algebra can be considered as sections of the endomorphism bundle End(B), where
B is the vector bundle corresponding to the Tyurin data.
The splitting gl(n) = s(n)⊕ sl(n) given by
(2.6) X 7→
(
tr(X)
n
In , X −
tr(X)
n
In
)
,
where In is the n × n-unit matrix, induces a corresponding splitting for the Lax
operator algebra gl(n):
(2.7) gl(n) = s(n)⊕ sl(n).
For sl(n) the only additional condition is that in (2.4) all matrices Ls,k are trace-less.
The condition (2.5) remains unchanged.
For s(n) all matrices in (2.4) are scalar matrices. This implies that the corre-
sponding Ls,−1 vanish. In particular, the elements of s(n) are holomorphic at W .
Also Ls,0, as a scalar matrix, has every αs as eigenvector. This means that beside
the holomorphicity there are no further conditions.
In the case of so(n) we require that all Ls,k in (2.4) are skew-symmetric. In
particular, they are trace-less. The set-up has to be slightly modified following [11].
First only those Tyurin parameters αs are allowed which satisfy α
t
sαs = 0. Then,
(2.5) is modified in the following way:
(2.8) Ls,−1 = αsβ
t
s − βsα
t
s, tr(Ls,−1) = β
t
sαs = 0, Ls,0 αs = κsαs.
Again (2.8) does not depend on the coordinates zs and under the point-wise matrix
commutator the set of such maps constitute a Lie algebra, see [11].
For sp(2n) we consider a symplectic form σˆ for C2n given by a non-degenerate
skew-symmetric matrix σ. Without loss of generality we might even assume that
this matrix is given in the standard form σ =
(
0 In
−In 0
)
. The Lie algebra sp(2n)
is the Lie algebra of matrices X such that X tσ + σX = 0. This is equivalent
to X t = −σXσ−1, which implies that tr(X) = 0. For the standard form above,
X ∈ sp(2n) if and only if
(2.9) X =
(
A B
C −At
)
, Bt = B, Ct = C.
At the weak singularities we have the expansion
(2.10) L(zs) =
Ls,−2
z2s
+
Ls,−1
zs
+ Ls,0 + Ls,1zs +
∑
k>1
Ls,kz
k
s .
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The condition (2.5) is modified as follows (see [11]): there exist βs ∈ C
2n, νs, κs ∈ C
such that
(2.11) Ls,−2 = νsαsα
t
sσ, Ls,−1 = (αsβ
t
s + βsα
t
s)σ, βs
tσαs = 0, Ls,0 αs = κsαs.
Moreover, we require
(2.12) αtsσLs,1αs = 0.
Again in [11] it is shown that under the point-wise matrix commutator the set of
such maps constitute a Lie algebra.
We summarize
Theorem 2.1 ([11]). The space g of Lax operators is a Lie algebra under the point-
wise matrix commutator. For g = gl(n) it is an associative algebra under point-wise
matrix multiplication.
These Lie algebras are called Lax operator algebras.
If we take αs = 0 ∈ C
n (resp. ∈ C2n) as Tyurin parameter then there will be
no weak singularities. In this way the usual two-point Krichever-Novikov current
algebras g = g⊗A are obtained [22]. Here A is the algebra of meromorphic functions
on Σ holomorphic outside P± (see below). From this point of view the Lax operator
algebras might be also called generalized Krichever-Novikov current algebras.
As noticed above, for s(n) there are no weak singularities and there are no con-
ditions for the constant term. Hence s(n) coincides with the Krichever-Novikov
function algebra, i.e.
(2.13) s(n) ∼= s(n)⊗A ∼= A,
as associative algebras.
Note also that if in addition the genus is equal to zero, the Lax operator algebras
give the classical Kac-Moody current algebras.
2.2. The almost-graded structure.
By means of the power series expansions at the points P+ and P− we are able
to introduce an almost-grading, as it is done for the Krichever-Novikov current
algebras, [19], [18].
To write down explicitly the conditions we have to restrict ourselves with the case
when all our marked points (including the points in W ) are in generic position. Let
g be one of the Lax operator algebras introduced above. For m ≤ −g − 1 or m ≥ 1
we consider the subspace
(2.14) gm := {L ∈ g | ∃X+, X− ∈ g such that
L(z+) = X+z
m
+ +O(z
m+1
+ ), L(z−) = X−z
−m−g
− +O(z
−m−g+1
− )}.
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For g semi-simple and {γs ∈ W | αs 6= 0} 6= ∅ this definition works also for the other
values ofm. If g is equal to gl(n) or s(n) then in the cases −g ≤ m ≤ 0 the conditions
at P− have to be slightly modified [11]. In fact, we take gl(n)m = sl(n)m ⊕ s(n)m
and use for sl(n) the grading introduced above and for s(n) ∼= A the grading of A,
which we recall in Section 2.3, see also [8]. If {γs ∈ W | αs 6= 0} = ∅ then g = g⊗A
and the grading comes from the grading of A, see [19].
We call the gm the homogenous subspaces of degree m in g.
Theorem 2.2. [11] The Lie algebras g are almost-graded algebras with respect to
the degree given by the gm’s. More precisely,
(1) dim gm = dim g,
(2) g =
⊕
m∈Z
gm
(3) there exist a constant M such that
(2.15) [gm, gk] ⊆
m+k+M⊕
h=m+k
gh.
In [11], it is found that if g = sl(n), sp(2n), so(n) then M = g. We do not need it
in the following.
Remark. The result about the almost-grading is also true if the points P+, P− and
W are not in generic position. In this case the requirement for the orders at the
point P− has to be adapted.
Proposition 2.3. Let X be an element of g. For each m there is a unique element
Xm in gm such that
(2.16) Xm = Xz
m
+ +O(z
m+1
+ ).
Proof. From the first statement of Theorem 2.2, i.e. that dim gm = dim g it follows
that there is a unique combination of the basis elements such that (2.16) is true. 
Given X ∈ g, by Xm we denote the unique element in gm defined via Proposi-
tion 2.3.
Sometimes it will be useful to consider also the induced filtration
(2.17) Fk :=
⊕
m≥k
gm, Fk ⊆ Fk′, k ≥ k
′, [Fk, Fm] ⊆ Fk+m.
The result (2.15) can be strengthen in the following way
Proposition 2.4. Let Xk and Ym be the elements in gk and gm corresponding to
X, Y ∈ g respectively then
(2.18) [Xk, Ym] = [X, Y ]k+m + L,
with [X, Y ] the bracket in g and L ∈ Fk+m+1.
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Proof. Using for Xk and Ym the expression (2.16) we obtain
[Xk, Ym] = [X, Y ]z
k+m
+ +O(z
k+m+1
+ ).
Hence,
[Xk, Ym]− ([X, Y ])k+m = O(z
k+m+1
+ ) ∈ Fk+m+1,
which is the claim. 
Lemma 2.5. Let g be simple and y ∈ g then for every m ∈ Z there exists finitely
many elements y(i,1), y(i,2) ∈ g, i = 1, . . . , l = l(m) such that
(2.19) y −
l∑
i=1
[y(i,1), y(i,2)] ∈ Fm.
Proof. If the expansion of y at P+ starts with order k then y = Xk+y
′ with y′ ∈ Fk+1,
X ∈ g and Xk is the corresponding element of degree k. As g is simple it is perfect,
hence there exist X(1), X(2) ∈ g such that X = [X(1), X(2)]. This implies
(2.20) Xk = [X
(1)
0 , X
(2)
k ] + y
′′, with y′′ ∈ Fk+1, or y = [X
(1)
0 , X
(2)
k ] + (y
′ + y′′).
Using the same argument for (y + y′′) ∈ Fk+1 the claim follows by induction. 
This lemma might be considered as weak perfectness for the Lax operator algebras.
Note that the usual Krichever-Novikov current algebras g for g simple are perfect,
see [18, Prop. 3.2].
2.3. Module structure over A and L.
In the following we recall the definitions of the Krichever-Novikov function algebra
A and of the Krichever-Novikov vector field algebra L. Let A respectively L be
the space of meromorphic functions respectively meromorphic vector fields on Σ,
holomorphic on Σ\{P+, P−}. In particular, they are holomorphic also at the points
in W . Obviously, A is an associative algebra under the point-wise product and L
is a Lie algebra under the Lie bracket of vector fields. By exhibiting special basis
elements [8] these algebras are endowed with an almost-graded structure.
In the case of A we denote the basis by {Am | m ∈ Z}. The Am are given by
the requirement that ordP+(Am) = m and a complementary requirement at P− to
fix Am up to a scalar multiple uniquely. For a generic m and the points P+ and
P− in generic position this requirement is ordP−(Am) = −m − g. To fix the scalar
multiple we require that locally at P+, with respect to the chosen local coordinate
z+, we have the expansion
(2.21) Am(z+) = z
m
+ +O(z
m+1
+ ).
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Based on these elements we set Am = 〈Am〉 and obtain the almost-graded (associa-
tive) algebra structure
(2.22) A =
⊕
m∈Z
Am, Ak · Am ⊆
k+m+M1⊕
h=k+m
Ah,
with a constant M1 not depending on k and m. Moreover
(2.23) Ak · Am = Ak+m +
k+m+M1∑
h=k+m+1
αhk,mAh, α
h
k,m ∈ C.
The vector field algebra L is defined in a similar manner. Here the basis is
{em | m ∈ Z} with the requirement that ordP+(em) = m + 1, corresponding orders
at P− (for generic choices ordP−(em) = −m−3g−3) and locally at P+ the expansion
(2.24) em(z+) =
(
zm+1+ +O(z
m+2
+ )
) d
dz+
.
We put Lm = 〈em〉 and obtain the almost-graded structure
(2.25) L =
⊕
m∈Z
Lm, [Lk,Lm] ⊆
k+m+M2⊕
h=k+m
Lh,
with a constant M2 not depending on k and m. We obtain
(2.26) [ek, em] = (m− k) ek+m +
k+m+M2∑
h=k+m+1
βhk,meh, β
h
k,m ∈ C.
The elements of the Lie algebra L act on A as derivations. This makes the space
A an almost-graded module over L. In particular, we have
(2.27) ek .Am = mAk+m +
k+m+M3∑
h=k+m+1
ǫhk,mAh, ǫ
h
k,m ∈ C,
with a constant M3 not depending on k and m. All these constants Mi can be easily
given [8]. But their exact value will not play any role in the following.
By point-wise multiplication, the space g is a module over the associative algebra
A. Obviously the relations (2.4), (2.5), (2.8), (2.11), are not disturbed. A direct
calculation of the possible orders at the points P+ and P− shows that there exists a
constant M4 (not depending on k and m) such that
(2.28) Ak · gm ⊆
k+m+M4⊕
h=k+m
gh.
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In other words, g is an almost-graded module over A. By considering the degree at
P+ we see that for X ∈ g
(2.29) Am ·X0 = Xm + L, L ∈ Fm+1.
In general we do not have Am ·X0 = Xm as the orders at P− will not coincide. Also,
as long as α 6= 0 the element Am · X is not necessarily an element of g, as α is
not necessarily an eigenvector of X . Note that Am ·X is always an element of the
Krichever-Novikov current algebra g⊗A.
Next we introduce an action of L on g. Recall that g = gl(n) should be in-
terpreted as the endomorphism algebra of the space of meromorphic sections of a
vector bundle. The action of L on g should come from the action of L on these
sections by taking the covariant derivative with respect to some connection ∇(ω)
with a connection form ω [6].
We introduce ∇(ω) following the lines of [5], [6] with certain modifications. The
connection form ω should be a g-valued meromorphic 1-form, holomorphic outside
P+, P− and W , and has a certain prescribed behavior at the points in W . For
γs ∈ W with αs = 0 the requirement is that ω is also regular there. For the points
γs with αs 6= 0 we require that it has the expansion
(2.30) ω(zs) =
(
ωs,−1
zs
+ ωs,0 + ωs,1 +
∑
k>1
ωs,kz
k
s
)
dzs.
The following conditions were given in [5] for gl(n) and for the other classical Lie
algebras in [11]. For gl(n) we take: there exist β˜s ∈ C
n and κ˜s ∈ C such that
(2.31) ωs,−1 = αsβ˜
t
s, ωs,0 αs = κ˜sαs, tr(ωs,−1) = β˜
t
sαs = 1.
Note that compared to (2.5) only the last condition was modified.
For so(n) we take: there exist β˜s ∈ C
n and κ˜s ∈ C such that
(2.32) ωs,−1 = αsβ˜
t
s − β˜sα
t
s, ωs,0 αs = κ˜sαs, β˜
t
sαs = 1.
For sp(2n) we take: there exists β˜s ∈ C
2n, κ˜s ∈ C such that
(2.33) ωs,−1 = (αsβ˜
t
s + β˜sα
t
s)σ, ωs,0 αs = κ˜sαs, α
t
sσωs,1αs = 0, β˜
t
sσαs = 1.
Remark. Compared to (2.5), (2.8), (2.11) only the condition βtsα
s = 0 (resp. βtsσα
s =
0) was replaced by β˜tsα
s = 1 (resp. β˜tsσα
s = 1). For sp(2n) we could also allow
additional poles of order two at the points γs of the form (ν˜αsα
t
sσ)/z
2
s without
changing anything in the following.
In the same way as in [11] the existence of the elements of gm is shown, one shows
that there exist many connections fulfilling these conditions. We might even require
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that the connection form is holomorphic at P+, and we will do this in the following
without any further mentioning. Note also that if all αs = 0 we could take ω = 0.
The induced connection for the algebra will be
(2.34) ∇(ω) = d+ [ω, .].
If ω is fixed we will usually drop it in the notation. Let e be a vector field. In a local
coordinate z the connection form and the vector field are represented as ω = ω˜dz
and e = e˜ d
dz
with a local function e˜ and a local matrix valued function ω˜. The
covariant derivative in direction of e is given by
(2.35) ∇(ω)e = dz(e)
d
dz
+ [ω(e), . ] = e. + [ ω˜e˜ , . ] = e˜ ·
( d
dz
+ [ ω˜ , . ]
)
.
Here the first term corresponds to taking the usual derivative of functions in each
matrix element separately.
Using the last description we can easily verify for L ∈ g, g ∈ A, e, f ∈ L
(2.36) ∇(ω)e (g · L) = (e.g) · L+ g · ∇
(ω)
e L, ∇
(ω)
g·eL = g · ∇
(ω)
e L,
and
(2.37) ∇
(ω)
[e,f ] = [∇
(ω)
e ,∇
(ω)
f ].
Proposition 2.6. ∇
(ω)
e acts as a derivation on the Lie algebra g, i.e.
(2.38) ∇(ω)e [L, L
′] = [∇(ω)e L, L
′] + [L,∇(ω)e L
′].
Proof. First note that the local representing function e˜ commutes with all the ma-
trices. Then
∇(ω)e [L, L
′] = e˜ · (
d[L, L′]
dz
+ [ω˜, [L, L′]])
= e˜ · ([
dL
dz
, L′] + [L,
dL′
dz
] + [ω˜, [L, L′]])
[∇(ω)e L, L
′] = e˜ · ([
dL
dz
, L′] + [[ω˜, L], L′])
[L,∇(ω)e L
′] = e˜ · ([L,
dL′
dz
] + [L, [ω˜, L′]]).
Equation (2.38) follows from the Jacobi identity for the matrix commutator. 
Proposition 2.7. The covariant derivative makes g to a Lie module over L.
Proof. As the connection form has values in g, for L ∈ g the covariant derivative
∇
(ω)
e L will be a g-valued meromorphic function. Clearly there will be no additional
poles. We have to check that the behavior at the points of the weak singularities
is as prescribed. In particular, we have to check that there are no poles of order
two (of order ≥ 3 for sp(2n)). By (2.37) it follows that g will be a Lie module over
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L. Here we will only consider the case gl(n) and postpone so(n) and sp(2n) to the
Appendix A.
Let γs be a point in W . If αs = 0 then the Lax operators neither have poles at
γs nor fulfill any condition on the zero and first order expansions. By requirement,
our connection form is holomorphic at γs and ∇
(ω)
e L has the correct behavior at γs.
Hence, the only non-trivial case to consider is αs 6= 0. For simplicity we will omit
the index s. In particular, z will denote zs. As e˜ evaluated at γs is a scalar we might
ignore it in the calculation. Also we use the same symbol for ω and its representing
matrix function. We take the expansions obeying the conditions (2.5) and (2.31)
respectively:
(2.39) L(z) =
L−1
z
+ L0 + L1z +O(z
2), ω(z) =
ω−1
z
+ ω0 + ω1z +O(z
2).
Hence
(2.40)
dL
dz
(z) =
−L−1
z2
+ L1 +O(z
1),
and
(2.41) [ω, L] = (1/z2)[ω−1, L−1] + (1/z) ([ω−1, L0] + [ω0, L−1]) +
([ω−1, L1] + [ω0, L0] + [ω1, L−1]) .
For the pole of order two we calculate the (matrix) coefficient as
(2.42) − L−1 + [ω−1, L−1] = −αβ
t + [αβ˜t, αβt] = −αβt + αβ˜tαβt − αβtαβ˜t = 0.
Here we used β˜tα = 1 and βtα = 0.
The matrix coefficient of the pole of order one is
(2.43) [ω−1, L0] + [ω0, L−1] = αβ˜
tL0 − L0αβ˜
t − ω0αβ
t + αβtω0
= α
(
β˜tL0 − κβ˜
t − κ˜βt + βtω0
)
= αβˆt,
where we take the row vector defined by the second factor as βˆt. We calculate
(2.44) βˆtα = (β˜tL0 − κβ˜
t − κ˜βt + βtω0)α = κβ˜
tα− κβ˜tα− κ˜βtα + κ˜βtα = 0.
Here we used several times L0α = κα and ω0α = κ˜α.
Finally we have to show that the zero degree term has α as an eigenvector, i.e. that
the vector
(2.45) L1α + [ω−1, L1]α + [ω0, L0]α + [ω1, L−1]α
is a multiple of α. First note that [ω0, L0]α = 0 as α is an eigenvector for both
matrices. It remains
(2.46) L1α + αβ˜
tL1α− L1αβ˜
tα + ω1αβ
tα− αβtω1α = α(β˜
tL1α− β
tω1α).
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Note that the second factor is a scalar. Hence the claim.
The proofs for so(n) and sp(2n) are similar in spirit, but the calculations are more
involved. 
Proposition 2.8. The decomposition gl(n) = s(n) ⊕ sl(n) is a decomposition into
L-modules, i.e.
(2.47) (∇e)s(n) : s(n)→ s(n), (∇e)sl(n) : sl(n)→ sl(n).
Moreover, via the identification (2.13) the L-module s(n) is equivalent to the L-
module A.
Proof. The Equation (2.35), applied to the trace-less matrices, yields a trace-less
matrix as the commutator has trace zero. Hence we end up in sl(n). For the scalar
matrices the commutator even vanishes. Hence (∇e)s(n) does not depend on the
connection form and only the usual action of L on A is present. 
Proposition 2.9.
(a) g is an almost-graded L-module.
(b) At the lower bound we have
(2.48) ∇ekXm = m ·Xk+m + L, L ∈ Fk+m+1.
Proof. (a) We write (2.35) for homogenous elements
(2.49) ∇ekXm = ek .Xm + [ ω˜e˜k , Xm].
The form ω has fixed order at P+ and P−, the action of L on A is almost-graded,
and the bracket corresponds to the bracket in the almost-graded g. Altogether this
yields the claim.
(b) Locally at P+
(2.50) Xm = Xz
m
+ +O(z
m+1
+ ), ek = z
k+1
+
d
dz
+O(zk+2+ ).
This implies
(2.51) ek .Xm = mXz
k+m
+ +O(z
k+m+1
+ ), ω˜e˜k = Bz
k+1
+ +O(z
k+2
+ ),
with B ∈ gl(n). Hence
(2.52) [ ω˜e˜k , Xm] = O(z
k+m+1),
and (2.48) follows from (2.49). 
If ω has a pole of order 1 at P+ the lower bound will still be of degree k +m but
the coefficients will be different.
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2.4. Module structure over D1 and the D1g algebra.
The Lie algebra D1 of meromorphic differential operators on Σ of degree ≤ 1
holomorphic outside of {P+, P−} is defined as the semi-direct sum of A and L given
by the action of L on A. As vector space D1 = A⊕ L with the Lie bracket
(2.53) [(g, e), (h, f)] := (e.h− f .g, [e, f ]).
In particular
(2.54) [e, h] = e.h.
It is an almost-graded Lie algebra [17].
Proposition 2.10. The Lax operator algebras g are almost-graded Lie modules over
D1 via
(2.55) e.L := ∇(ω)e L, h.L := h · L.
Proof. As g are almost-graded A- and L-modules it is enough to show that the
relation (2.54) is satisfied. For e ∈ L, h ∈ A, L ∈ g using (2.35) we get
e.(h.L) − h.(e.L) = ∇(ω)e (hL)− h∇
(ω)
e (L) =
e˜
(
d(hL)
dz
+ [w˜, hL]
)
− he˜
(
dL
dz
+ [w˜, L]
)
=
(
e˜
dh
dz
)
L = (e.h)L = [e, h].L.

In this context another structure shows up. The Lax operator algebra g is a Lie
module over L. Proposition 2.6 says that this action of L on g is an action by
derivations. Hence as above we can consider the semi-direct sum D1g = g ⊕ L with
Lie product given by
(2.56) [e, L] := e.L = ∇(ω)e L,
for the mixed terms. See [18] for the corresponding construction for the classical
Krichever-Novikov algebras of affine type. Similar to [18] also almost-graded central
extensions of D1g can be studied and classified. Details will be given elsewhere.
3. Cocycles
3.1. Geometric cocycles.
In the following we introduce geometric (Lie algebra) 2-cocycles of g with values
in the trivial module C. The corresponding cohomology space H2(g,C) classifies
equivalence classes of (one-)dimensional central extensions of g.
Recall that a 2-cocycle for g is a bilinear form γ : g × g → C which is (1)
antisymmetric and (2) fulfills the cocycle condition
(3.1) γ([L, L′], L′′) + γ([L′, L′′], L) + γ([L′′, L], L′) = 0.
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A 2-cocycle γ is a coboundary if there exists a linear form φ on g with
(3.2) γ(L, L′) = φ([L, L′]), L, L′ ∈ g.
The relation to central extensions of g is as follows. Given a 2-cocycle γ for g,
the associated central extension ĝγ is given as vector space direct sum ĝγ = g⊕C · t
with Lie product given by
(3.3) [L̂, L̂′] = [̂L, L′] + γ(L, L′) · t, [L̂, t] = 0, L, L′ ∈ g.
Here we used L̂ := (L, 0) and t := (0, 1). Vice versa, every central extension
(3.4) 0 −−−→ C
i2−−−→ ĝ
p1
−−−→ g −−−→ 0,
defines a 2-cocycle γ : g→ C by choosing a section s : g→ ĝ.
Two central extensions ĝγ and ĝγ′ are equivalent if the defining cocycles γ and γ
′
are cohomologous, i.e. their difference is a coboundary.
Let ω be a connection form as introduced in the last section for defining the
connection (2.34). Furthermore, let C be a differentiable cycle on Σ not meeting
{P+, P−} ∪W . We define the following cocycles for g:
(3.5) γ1,ω,C(L, L
′) =
1
2πi
∫
C
tr(L · ∇(ω)L′), L, L′ ∈ g,
and
(3.6) γ2,ω,C(L, L
′) =
1
2πi
∫
C
tr(L) · tr(∇(ω)L′), L, L′ ∈ g.
Proposition 3.1. The bilinear forms γ1,ω,C and γ2,ω,C are cocycles.
Proof. We start with γ2,ω,C . For the integration form we calculate
tr(L) · tr(∇(ω)L′) = tr(L) · tr(dL′ + [ω, L′]) = tr(L) · tr(dL′).
Now h := tr(L)tr(L′) is a meromorphic function and
dh = d(tr(L)tr(L′)) = (d(tr(L)))tr(L′) + tr(L)d(tr(L′)).
By Stokes’ theorem 1
2pii
∫
C
dh = 0 and hence
1
2πi
∫
C
tr(L)tr(dL′) = −
1
2πi
∫
C
tr(L′)tr(dL),
which is the antisymmetry. Obviously, γ2,ω,C([L, L
′], L′′) = 0 and the condition (3.1)
is true.
Next we consider γ1,ω,C and write ω = ω˜dz in local coordinates. The integration
form can be written as
(3.7) tr(L · ∇(ω)L′) = tr(L · (dL′ + [ω˜, L′]dz)) = tr(L · dL′) + tr(L · [ω˜, L′])dz.
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Set h := tr(L · L′) then
dh = d(tr(L · L′)) = tr(dL · L′) + tr(L · dL′) = tr(L′ · dL) + tr(L · dL′).
By Stokes’ theorem the integral over dh vanishes, hence the first term in (3.7) is
anti-symmetric. For the second term we calculate
(3.8) tr(L· [ω˜, L′]) = tr(L·ω˜ ·L′−L·L′ ·ω˜) = tr(L′ ·L·ω˜−L′ ·ω˜ ·L) = −tr(L′ · [ω˜, L]).
Hence also the second term is antisymmetric.
For the cocycle condition we consider
(3.9) tr([L, L′] · ∇(ω)L′′) = tr([L, L′] · dL′′) + tr([L, L′] · [ω, L′′]).
First we consider the 2nd summand. It calculates (using the trace property) as
(3.10) tr([L′′, [L, L′]] · ω).
Cyclically permuting L, L′, L′′ and summing up the results gives zero by the Jacobi
identity. For the first summand in (3.9) we get
(3.11) tr(L · L′ · dL′′ − L′ · L · dL′′).
Cyclically permuting L, L′, L′′ and summing up the result we obtain (again using
the trace property) the exact form
(3.12) d
(
tr(L · L′ · L′′)− tr(L · L′′ · L′)
)
.
Hence integration over a closed cycle is equal to zero and the cocycle condition is
shown. 
Proposition 3.2.
(a) The cocycle γ2,ω,C does not depend on the choice of the connection form ω.
(b) The cohomology class [γ1,ω,C ] does not depend on the choice of the connection
form ω. More precisely
(3.13) γ1,ω,C(L, L
′)− γ1,ω′,C(L, L
′) =
1
2πi
∫
C
tr
(
(ω − ω′)[L, L′]
)
Proof. As it follows from the proof of the last proposition γ2,ω,C is indeed independent
of ω.
Let ω and ω′ be two connection forms and set θ = ω − ω′. Then
(3.14) γ1,ω,C(L, L
′)− γ1,ω′,C(L, L
′) =
1
2πi
∫
C
tr(L · (∇(ω) −∇(ω
′))L′) =
1
2πi
∫
C
tr(L · [θ, L′])dz.
From the trace property we get
(3.15) tr(L·[θ, L′]) = tr(L·θ ·L′−L·L′ ·θ) = −tr(θ ·(L·L′−L′ ·L)) = −tr(θ ·[L, L′]).
CENTRAL EXTENSIONS OF LAX OPERATOR ALGEBRAS 20
If we define the linear form
(3.16) ψθ,C(L) :=
1
2πi
∫
C
tr(θ · L)
on g we see that
(3.17) γ1,ω,C(L, L
′)− γ1,ω′,C(L, L
′) = ψ−θ,C([L, L
′]).
Hence the difference is a coboundary as claimed. 
Remark. Using (3.7) and (3.15) the cocycle γ1,ω,C can be rewritten as
(3.18) γ1,ω,C(L, L
′) =
1
2πi
∫
C
tr
(
LdL′ − ω · [L, L′]).
This is the form of the cocycle (for C a circle around P+) defined and studied in
[11].
As γ2,ω,C does not depend on ω we will drop ω in the notation. Note that γ2,C
vanishes on g for g = sl(n), so(n), sp(2n). But it does not vanish on s(n), hence not
on gl(n).
3.2. L-invariant cocycles.
Recall that after fixing a connection form ω′ the vector field algebra L operates
via the covariant derivative e 7→ ∇
(ω′)
e on g, see (2.34). Later we will assume that
ω = ω′.
Definition 3.3. A cocycle for g is called L-invariant (with respect to ω′) if
(3.19) γ(∇(ω
′)
e L, L
′) + γ(L,∇(ω
′)
e L
′) = 0, ∀e ∈ L, ∀L, L′ ∈ g.
Proposition 3.4. (a) The cocycle γ2,C is L-invariant.
(b) If ω = ω′ then the cocycle γ1,ω,C is L-invariant.
Proof. As the cocycles are antisymmetric the L-invariance can be written as
(3.20) γ(∇(ω
′)
e L, L
′) = γ(∇(ω
′)
e L
′, L), ∀e ∈ L, ∀L, L′ ∈ g.
In the following we will write locally e = e˜ d
dz
, ω = ω˜dz and ω′ = ω˜′dz.
First we consider γ2,C. For the integration form we calculate
(3.21) tr(∇(ω
′)
e L) · tr(∇
(ω)L′) = tr(e.L) · tr(
dL′
dz
dz) = e˜ · dz · tr(
dL
dz
) · tr(
dL′
dz
).
Permuting L and L′ does not change the expression. Hence γ2,C is L-invariant.
Next we consider γ1,ω,C . For the integration form we obtain
(3.22) tr(∇(ω
′)
e L · ∇
(ω)L′) = tr
(
(
dL
dz
e˜ + [ω˜′ · e, L])(
dL′
dz
+ [ω˜, L′])
)
=
e˜ · dz · tr
(
(
dL
dz
+ [ω˜′, L])(
dL′
dz
+ [ω˜, L′])
)
.
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Since ω = ω′ after applying the trace this expression is obviously invariant if we
interchange L and L′. Hence the claim. 
In the case that g is simple and the integration cycle C is a separating cycle (see
Section 3.4) then in statement (b) we even have “if and only if”, see Proposition 3.11.
We call a cohomology class L-invariant if it has a representing cocycle which is L-
invariant. The reader should be warned that this does not mean that all representing
cocycles are L-invariant. On the contrary, in Theorem 3.8 we will show that up to
a scalar multiple there is at most one L-invariant representing cocycle. Clearly, the
L-invariant classes constitute a subspace of H2(g,C) which we denote by H2L(g,C).
3.3. Some remarks on D1g cocycles.
For the following let ω = ω′. In this article mainly the property of L-invariance of
a cocycle gives us a very elegant way to single out a unique element in a cohomology
class. But there is even a deeper meaning behind the definition. In Section 2.4 we
introduced the algebra D1g. The Lax operator algebra is a subalgebra of D
1
g. Given
a 2-cocycle γ for g we might extend it as a bilinear form on D1g by setting (L, L
′ ∈ g,
e, f ∈ L)
(3.23) γ˜(L, L′) = γ(L, L′), γ˜(e, L) = γ˜(L, e) = 0, γ˜(e, f) = 0.
Proposition 3.5. The extension γ˜ is a cocycle for D1g if and only if γ is L-invariant.
Proof. If we check the cocycle conditions on γ˜ (with respect to D1g) for elements of
“pure types”, i.e. elements which are either currents or vector fields, we see that the
only condition which is not automatic is of the type
(3.24) γ˜([L, L′], e) + γ˜([L′, e], L) + γ˜([e, L], L′) = 0.
Using (2.56) we get that (3.24) is true if an only if
(3.25) γ(∇(ω)e L, L
′) + γ(L,∇(ω)e L
′) = 0.
Hence, the claim. 
In [18] it was shown that for the Krichever-Novikov current algebras the inverse
is also true in the following sense: Every local cocycle (see the definition below)
for D1g is cohomologous to a local cocycle which having been restricted to g is L-
invariant. In this way cocycles coming from projective representations of g which
admit an extension to a projective representation of D1g yield L-invariant cocycles
up to coboundaries.
Similar statements are true for the D1g associated to the Lax operator algebras g.
Details will appear elsewhere.
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3.4. Local Cocycles.
A cocycle γ of the almost-graded Lie algebra g is called local if there exist R, S ∈ Z
such that (see [8])
(3.26) γ(gn, gm) 6= 0 =⇒ R ≤ n+m ≤ S.
Local cocycles are important since exactly in this case the almost-grading of g can
be extended to the central extension ĝγ (3.3) by assigning the central element t a
certain degree (e.g. the degree 0).
We call a cohomology class a local cohomology class if it admits a local represent-
ing cocycle. Again, not every representing cocycle of a local class is local. Obviously,
the set of local cohomology classes is a subspace of H2(g,C) which we denote by
H2loc(g,C). This space classifies up to equivalence central extensions of g which are
almost-graded. The cohomology classes admitting a local and L-invariant represent-
ing cocycle constitute a subspace of H2loc(g,C) which we denote by H
2
loc,L(g,C).
For a general integration cycle C the cocycles γ2,C and γ1,ω,C neither are local nor
define a local cohomology class. But if we choose a cycle Cs separating P+ from
P− as integration path then, we will show, they are local. Such Cs are homologous
to circles around P+ with respect to the integration of differential forms without
residues at points different from P±. Hence for them the integration can be given
by evaluating the residue of the form at P+, respectively at P−. In case that we
integrate along a circle around P+ we will drop it in the notation of γ.
Proposition 3.6. The integration form tr(L)·tr(dL′) does not have any poles besides
possibly at P±. Furthermore,
(3.27) γ2(L, L
′) = resP+(tr(L) · tr(dL
′))
is a local L-invariant cocycle.
Proof. As already shown above the cocycle γ2 can be written as (3.27). The matrices
of sl(n), so(n) and sp(2n) are traceless, hence for them the cocycle vanishes. It re-
mains to consider gl(n). Set h := tr(L) ·tr(dL′), which is a meromorphic differential.
The order of h at P+ is bounded from below by ordP+(L) + ordP+(L
′)− 1. By the
definition of the homogenous elements (2.14) h will not have any residue at P+ if
degL+ degL′ > 0.
Following the prescription (2.4) we get at the points Ps ∈ W
(3.28) dL′ =
−L′s,−1
z2s
+ L′s,1 +
∑
k>1
L′s,kkz
k−1.
By Condition (2.5) trLs,−1 = trL
′
s,−1 = 0. Hence neither trL nor tr dL
′ have any
poles at the weak singularities W . This implies that the residue of h at P+ is the
negative of its residue at P−. Using (2.14) and considering the orders at P− we see
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that there is a constant S such that if degL+ degL′ < S the differential h will not
have any pole there. This shows locality. The L-invariance is Proposition 3.4. 
Proposition 3.7 ([11]). The integration form tr(L ·∇(ω)L′) does not have any poles
other than possibly at P±. Furthermore,
(3.29) γ1,ω(L, L
′) = resP+(tr(L · ∇
(ω)L′))
is a local cocycle. It will be L-invariant if ω coincides with the connection form ω′
associated to the L-action.
Proof. As noticed above, the cocycle γ1,ω can be written in the form (3.18). Hence
(3.29) is exactly the cocycle discussed in [11]. Its locality is stated there in Theorems
4.3, 4.6 and 4.9. The L-invariance follows from Proposition 3.4. 
3.5. Main theorem.
Theorem 3.8.
(a) If g is simple (i.e. g = sl(n), so(n), sp(2n)) then the space of local cohomology
classes is one-dimensional. If we fix any connection form ω then the space will be
generated by the class of γ1,ω. Every L-invariant (with respect to the connection ω)
local cocycle is a scalar multiple of γ1,ω.
(b) For g = gl(n) the space of local cohomology classes which are L-invariant
having been restricted to the scalar subalgebra is two-dimensional. If we fix any
connection form ω then the space will be generated by the classes of the cocycles γ1,ω
and γ2. Every L-invariant local cocycle is a linear combination of γ1,ω and γ2.
Proof. The technicalities of the proof will be covered in Section 4 and Section 5.
In particular, by Proposition 4.8 and Proposition 4.10 it follows that L-invariant
and local cocycles are necessarily linear combinations of the claimed form. Hence
the theorem will follow for the cohomology space Hloc,L(g,C). For the abelian part
we had to put the L-invariance into the requirements. Hence for this part we are
done. For the simple algebras, resp. the simple part, we have to show that in each
local cohomology class there is an L-invariant representative. But by Theorem 5.1
the space Hloc(g,C) is at most one-dimensional. As by Proposition 3.10 the local
cocycle γ1,ω is not a coboundary, this space is exactly one-dimensional and γ1,ω is
its representing element. 
Corollary 3.9. Let g be a simple classical Lie algebra and g the associated Lax
operator algebra. Let ω be a fixed connection form. Then in each [γ] ∈ Hloc(g,C)
there exists a unique representative γ′ which is local and L-invariant (with respect
to ω). Moreover, γ′ = αγ1,ω, with α ∈ C.
Proposition 3.10. The cocycle γ = γ1,ω is not a coboundary.
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Proof. Assume that γ is a coboundary. This means that there exists a linear form
φ : g→ C such that
(3.30) γ(L, L′) = resP+ tr(L · ∇L
′) = φ([L, L′]).
Take H ∈ h with κ(H,H) 6= 0, where h is the Cartan subalgebra of the simple part
of g and κ its Cartan-Killing form. Furthermore, let H0 ∈ g be the element fixed by
(2.16). In particular, we have H0 = H + O(z+). We set
1 H(n) := H0 · An ∈ g and
hence H(n) = H · An +O(z
n+1
+ ). In the following, let n 6= 0. We have
(3.31) ∇H(n) = ∇(H0 · An) = ∇(H0) ·An +H0 dAn.
The expression ∇H0 is of nonnegative order, An is of order n, H0 of order 0 and
dAn of order n− 1 at the point P+. Hence
(3.32) ∇H(n) = H0 dAn +O(z
n
+)dz+.
Now we calculate
(3.33)
γ(H(−1), H(1)) = resP+ tr(H(−1)·∇H(1)) = resP+ tr(H0A−1H0dA1) = resP+ tr(H
2
0
dz+
z+
).
As H20 = H
2 +O(z+) we obtain
(3.34) γ(H(−1), H(1)) = resP+(tr(H
2)
dz+
z+
) = tr(H2) = α · κ(H,H) 6= 0,
with a non-vanishing constant α relating the trace form with the Cartan-Killing
form. But
(3.35) [H(−1), H(1)] = [H0A−1, H0A1] = [H0, H0]A−1A1 = 0.
The relations (3.34) and (3.35) are in contradiction to (3.30). 
Proposition 3.11.
(a) Let γ be a local and L-invariant cocycle which is a coboundary, then γ = 0.
(b) Let g be simple, then the cocycle γ1,ω′ is L-invariant with respect to ω, if and
only if ω = ω′.
Proof. (a) By Theorem 3.8 we get γ = αγ1,ω + βγ2, with β = 0 for the case g is
simple. But none of these cocycles is a coboundary. Hence α = β = 0.
(b) As γ1,ω and γ1,ω′ are local and L-invariant with respect to ω their difference
γ1,ω − γ1,ω′ is also local and L-invariant. By Proposition 3.2 it is a coboundary.
Hence by part (a) γ1,ω − γ1,ω′ = 0. Equation (3.13) gives the explicit expression.
Assume ω 6= ω′. Let m be the order of
(3.36) θ = ω − ω′ = (θmz
m
+ +O(z
m
+ ))dz+
1Notice that H(n) and Hn, in general, are different but coincide up to higher order.
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at the point P+. As g is simple the trace form tr(A · B) is nondegenerate and we
find
(3.37) θˆ = θˆ−m−1z
−m−1 +O(z−m+ ),
such that β = tr(θm · θˆ−m−1) 6= 0. By Lemma 2.5 we get θˆ = [L, L
′] + L′′ with
ord(L′′) ≥ −m. Hence,
(3.38) 0 6= β = tr(θm · θˆ−m−1) =
1
2π i
∫
Cs
tr ((ω − ω′) · ([L, L′] + L′′))
=
1
2π i
∫
Cs
tr ((ω − ω′) · [L, L′]) = γ1,ω(L, L
′)− γ1,ω′(L, L
′) = 0
which is a contradiction. 
4. Uniqueness of L-invariant cocycles
4.1. General induction.
Recall that we have the decomposition g = ⊕n∈Zgn into subspaces of homoge-
nous elements of degree n. The subspace gn is generated by the basis {L
r
n | r =
1, . . . , dim g}.
In the following, let γ be an L-invariant cocycle for the algebra g. We only assume
that it is bounded from above, i.e. there exists a K (independent of n and m) such
that γ(gn, gm) 6= 0 implies n+m ≤ K. Furthermore, we recall that our connection
ω needed to define the action of L on g is chosen to be holomorphic at the point P+.
For a pair (Lrn, L
s
m) of homogenous elements we call n +m the level of the pair.
Following the strategy developed in [17] we will consider the cocycle values γ(Lrn, L
s
m)
of pairs of level l = n+m and will make induction over the level. By the boundedness
from above, the cocycle values will vanish at all pairs of sufficiently high level, and
it will turn out that everything will be fixed by the values of the cocycle at level
zero. Finally, we will show uniqueness of the cocycle up to rescaling at level zero.
For a cocycle γ evaluated for pairs of elements of level l we will use the symbol
≡ to denote that the expressions are the same on both sides of an equation up to
values of γ at higher level. This has to be understood in the following strong sense:
(4.1)
∑
αnr,sγ(L
r
n, L
s
l−n) ≡ 0, α
n
r,s ∈ C
means a congruence modulo a linear combination of values of γ at pairs of basis
elements of level l′ > l. The coefficients of that linear combination, as well as the
αnr,s, depend only on the structure of the Lie algebra g and do not depend on γ.
We will also use the same symbol ≡ for equalities in g which are true modulo
terms of higher degree compared to the terms explicitly written down.
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By the L-invariance we have
(4.2) γ(∇epL
r
m, L
s
n) + γ(L
r
m,∇epL
s
n) = 0.
Using the almost-graded structure (2.48) we obtain the following useful formula
(4.3) mγ(Lrp+m, L
s
n) + nγ(L
r
m, L
s
n+p) ≡ 0,
valid for all n,m, p ∈ Z.
Proposition 4.1. Let m+ n 6= 0 then at level m+ n we have
(4.4) γ(gm, gn) ≡ 0.
Proof. In (4.3) we set p = 0 and obtain
(4.5) (m+ n)γ(Lrm, L
s
n) ≡ 0,
Hence for m+ n 6= 0 it follows that γ(Lrm, L
s
n) ≡ 0. 
Proposition 4.2.
(4.6) γ(Lrm, L
s
0) ≡ 0, ∀m ∈ Z.
Proof. We evaluate (4.3) for the values m = 1 and n = 0 and obtain the result. 
Proposition 4.3. (a) We have γ(gn, gm) = 0 if n + m > 0, i.e. the cocycle is
bounded from above by zero.
(b) If γ(gn, g−n) = 0 then the cocycle γ vanishes identically.
Proof. If γ = 0 there is nothing to show. Hence assume γ 6= 0. As γ is bounded
from above, there will be a smallest upper bound l, such that above l all cocycle
values will vanish. Assume that l > 0 then by Proposition 4.1 the values at level l
are expressions of levels bigger than l. But there the cocycle values vanish. Hence
also at level l. This is a contradiction which shows (a).
By induction using again Proposition 4.1 it follows that if everything vanishes in
level 0, the cocycle itself will vanish. Hence, (b). 
Combining Propositions 4.2 and 4.3 we obtain
Corollary 4.4.
(4.7) γ(Lrm, L
s
0) = 0, ∀m ≥ 0.
Proposition 4.5.
(4.8) γ(Lrn, L
s
−n) = n · γ(L
r
1, L
s
−1),
(4.9) γ(Lr1, L
s
−1) = γ(L
s
1, L
r
−1).
Proof. In (4.3) we take the values n = −k, m = 1 and p = k − 1. This yields the
expression (4.8) up to higher level terms. But as the level is zero, the higher level
terms vanish. Setting n = −1 we obtain (4.9). 
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Before we go on let us summarize the results obtained up to now. Independently
of the structure of the Lie algebra g, we obtain the following results for every L-
invariant and bounded cocycle γ:
(1) The cocycle is bounded from above by zero.
(2) The cocycle is uniquely given by its values at level zero.
(3) At level zero the cocycle is uniquely fixed by its values γ(Lr1, L
s
−1), for r, s =
1, . . . , dim g.
(4) The other cocycle values at level zero are given by γ(Lr0, L
s
0) = 0 and
γ(Lrn, L
s
−n) given by (4.8).
Let X ∈ g then we denote by X˜n any element in g with leading term Xz
n
+ at P+.
We define
(4.10) ψ : g× g→ C ψγ(X, Y ) := γ(X˜1, Y˜−1).
As the cocycle vanishes for level greater zero, ψ does not depend on the choice of
X˜1 and Y˜−1. Obviously, it is a bilinear form on g.
Proposition 4.6. (a) ψγ is symmetric, i.e. ψγ(X, Y ) = ψγ(Y,X).
(b) ψγ is invariant, i.e.
(4.11) ψγ([X, Y ], Z) = ψγ(X, [Y, Z]).
Proof. First we have by (4.9)
ψγ(X, Y ) = γ(X˜1, Y˜−1) = γ(Y˜1, X˜−1) = ψγ(Y,X).
This is the symmetry. Furthermore, using [X˜1, Y˜0] ≡ [˜X, Y ]1, the fact that the
cocycle vanishes for positive level, and by the cocycle condition
ψγ([X, Y ], Z) = γ([˜X, Y ]1, Z˜−1) = γ([X˜1, Y˜0], Z˜−1) =
− γ([Y˜0, Z˜−1], X˜1)− γ([Z˜−1, X˜1], Y˜0).
The last term vanishes due to Corollary 4.4. Hence
ψγ([X, Y ], Z) = γ(X˜1, [Y˜0, Z˜−1]) = γ(X˜1, [˜Y, Z]−1) = ψγ(X, [Y, Z]).

As the cocycle γ is fixed by the values γ(Lr1, L
s
−1), and they are fixed by the
bilinear map ψγ we proved:
Theorem 4.7. Let γ be an L-invariant cocycle for g which is bounded from above by
zero. Then γ is completely fixed by the associated symmetric and invariant bilinear
form ψγ on g defined via (4.10).
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4.2. The case of simple Lie algebras g.
By Theorem 4.7 the cocycle is fixed by the associated ψγ which is symmetric
and L-invariant. For a finite-dimensional simple Lie algebra every such form is a
multiple of the Cartan-Killing form κ. This supplies the proof of the uniqueness
of the cocycle. The existence is clear as γ1,ω, see (3.29), is an L-invariant and
local cocycle. Hence, we obtain that every local and L-invariant cocycle is a scalar
multiple of γ1,ω. By Proposition 3.10, γ1,ω is not a coboundary. We obtain
Proposition 4.8. Let g be simple, then
(4.12) dimHloc,L(g,C) = 1,
and this cohomology space is generated by the class of γ1,ω. Moreover, every L-
invariant cocycle which is bounded from above is local.
4.3. The case of gl(n).
First note that we have the direct decomposition, as Lie algebras, gl(n) = s(n)⊕
sl(n). Let γ be a cocycle of gl(n) and denote by γ′ and γ′′ its restriction to s(n) and
sl(n) respectively.
Proposition 4.9.
(4.13) γ(x, y) = 0, ∀x ∈ s(n), y ∈ sl(n).
Proof. Let M be an upper bound for the cocycle γ. Take x and y as above. In
particular there is an m such that x can be written as linear combinations of basis
elements of degree ≥ m. By Lemma 2.5 there exist elements y
(i)
1 , y
(i)
2 ∈ sl(n),
i = 1, . . . , k, and B ∈ sl(n) with B a linear combination of elements of degree
≥ M −m+ 1 such that y =
∑k
i=1[y
(i)
1 , y
(i)
2 ] +B. Now
(4.14) γ(x, y) = γ(x,
k∑
i=1
[y
(i)
1 , y
(i)
2 ] +B) =
k∑
i=1
γ(x, [y
(i)
1 , y
(i)
2 ]) + γ(x,B).
The last summand vanishes as the cocycle is bounded byM . For the rest we calculate
using the cocycle conditions
(4.15) γ(x, [y
(i)
1 , y
(i)
2 ]) = γ([x, y
(i)
1 ], y
(i)
2 ) + γ([x, y
(i)
1 ], y
(i)
2 ).
The commutators inside vanish since sbn(n) and sl(n) commute. Hence the claim.

This proposition implies that γ(x1+y1, x2+y2) = γ(x1, x2)+γ(y1, y2) for x1, x2 ∈
s(n) and y1, y2 ∈ sl(n). Hence, γ = γ
′ ⊕ γ′′. If γ is local and/or L-invariant the
same is true for γ′ and γ′′.
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First we consider the algebra s(n). It is isomorphic to A, the isomorphism is given
by
(4.16) s(n) ∼= A, L 7→
1
n
tr(L).
In [17, Thm. 4.3] it was shown that up to rescaling the unique L-invariant cocycle
for A is given by
(4.17) γA(f, g) =
1
2πi
∫
CS
fdg = resP+(fdg)
(here CS is a circle around the point P+)
Hence,
(4.18) γ′(L,M) = α resP+(tr(L) · tr(dM)) = αγ2(L,M),
by Definition (3.27).
For the cocycle γ′′ of sl(n) we use Proposition 4.8 and obtain γ′′ = βγ1,ω. Alto-
gether we showed
Proposition 4.10.
(4.19) dimHloc,L(gl(n),C) = 2.
A basis is given by the classes of γ1,ω and γ2. Moreover, every L-invariant cocycle
which is bounded from above is local.
5. Uniqueness of the cohomology class for the simple case
By a quite different approach we will show in this section that for a simple Lie
algebra the space of local cohomology classes is at most one-dimensional. We will
not require L-invariance a priori. Combining this result with the result of the last
section that for a simple Lie algebra the space of L-invariant local cohomology
classes is one-dimensional we see that in the simple case each local cohomology class
is automatically an L-invariant cohomology class. Moreover, we showed there that
it has a unique L-invariant representing cocycle which is given as a multiple of γ1,ω.
Theorem 5.1. Let g be a finite-dimensional simple classical Lie algebra over C and
g the associated infinite-dimensional Lax operator algebra with its almost-grading.
Every local cocycle on g is cohomologous up to rescaling to a uniquely defined cocycle
which is bounded from above by zero. In particular, the space of local cohomology
classes is at most one-dimensional and up to equivalence and rescaling there is at
most one non-trivial local cohomology class.
Remark. We will even show the following. Let g be a simple finite-dimensional Lie
algebra and g any associated two-point algebra of current type, e.g. a Lax operator
algebra, a Krichever-Novikov current algebra g⊗A, a loop algebra g⊗C[z, z−1], then
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every cocycle bounded from above is cohomologous to a cocycle which is fixed by
its value at one special pair of elements in g (i.e. by γ(Hα1 , H
α
−1) for one fixed simple
root α, see below for the notation). Hence in these cases the cohomology spaces are
at most 1-dimensional. Besides the structure of g we only use the almost-gradedness
of g with leading terms given in (5.4).
First let us recall the following facts about the Chevalley generators of g. Choose
a root space decomposition g = h⊕α∈∆ g
α. As usual ∆ denotes the set of all roots
α ∈ h∗. Furthermore, let {α1, α2, . . . , αp} be a set of simple roots (p = dim h). With
respect to this basis, all roots split into positive and negative roots, ∆+ and ∆−
respectively. With α a positive root, −α is a negative root and vice versa. For
α ∈ ∆ we have dim gα = 1. Certain elements Eα, α ∈ ∆ and Hα ∈ h can be fixed
so that for every positive root α
(5.1) [Eα, E−α] = Hα, [Hα, Eα] = 2Eα, [Hα, E−α] = −2E−α.
We use also H i := Hαi, i = 1, . . . , p for the elements assigned to the simple roots. A
vector space basis, the Chevalley basis, of g is given by {Eα, α ∈ ∆; H i, 1 ≤ i ≤ p}.
Denote by ( , ) the product on h∗ induced by the Cartan-Killing form of g. We
have the additional relations
(5.2)
[Hα, Hβ] = 0,
[Hα, E±β] = ±2
(β, α)
(β, β)
E±α,
[H,Eα] = α(H)Eα, H ∈ h,
[Eα, Eβ] =

Hα, α ∈ ∆+, β = −α,
−Hα, α ∈ ∆−, β = −α,
±(r + 1)Eα+β, α, β, α+ β ∈ ∆,
0, otherwise.
Here r is the largest nonnegative integer such that α− rβ still is a root.
As in the other parts of this article, we denote by Eαn , H
α
n the corresponding
elements in g of degree n for which the expansions at P+ start with Eαzn+ and H
αzn+
respectively. A basis for g is given by
(5.3) { Eαn , α ∈ ∆; H
i
n, 1 ≤ i ≤ p | n ∈ Z }.
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The structure equations, up to higher degree terms, are
(5.4)
[Hαn , H
β
m] ≡ 0,
[Hαn , E
±β
m ] ≡ ±2
(β, α)
(β, β)
E±βn+m,
[Hn, E
α
m] ≡ α(H)E
α
n+m, H ∈ h,
[Eαn , E
β
m] ≡

Hαn+m, α ∈ ∆+, β = −α,
−Hαn+m, α ∈ ∆−, β = −α,
±(r + 1)Eα+βn+m, α, β, α + β ∈ ∆,
0, otherwise.
Recall that the symbol ≡ denotes equality up to elements of degree higher than
the sum of the degrees of the elements under consideration. Here, the elements
not written down are elements of degree > n +m. Also recall that by the almost-
gradedness there exists a K, independent of n and m, such that only elements of
degree ≤ n +m+K appear.
Let γ′ be a cocycle for g which is bounded from above. For the elements in g we
get
(5.5) E±α = ±1/2[Hα, E±α], H i = [Eαi , E−αi ], i = 1, . . . , p.
Consequently, for g we obtain
(5.6)
E±αn = ±1/2[H
α
0 , E
±α
n ] + Y (n, α),
H in = [E
αi
0 , E
−αi
n ] + Z(n, i), i = 1, . . . , p.
with elements Y (n, α) and Z(n, i) which are sums of elements of degree between
n +m+ 1 and n+m+K. Fix a number M ∈ Z such that the cocycle γ′ vanishes
for all levels ≥ M . We define a linear map Φ : g→ C by (descending) induction on
the degree of the basis elements (5.3). First
(5.7) Φ(Eαn ) := Φ(H
i
n) := 0, α ∈ ∆, i = 1, . . . , p, n ≥ M.
Next we define inductively (α ∈ ∆+)
(5.8)
Φ(E±αn ) := ±1/2γ
′(Hα0 , E
±a
n ) + Φ(Y (n,±α)),
Φ(H in) := γ
′(Eαi0 , E
−αi
n ) + Φ(Z(n, i)).
The cocycle γ = γ′ − δΦ is cohomologous to the original cocycle γ′. As γ′ is
bounded from above, and, by definition, Φ is also bounded from above, the cocycle
γ is bounded from above too.
By the construction of Φ we have Φ([Hα0 , E
±α
n ] = γ
′(Hα0 , E
±α
n ) and Φ([E
αi
0 , E
−αi
n ]) =
γ′(Eαi0 , E
−αi
n ). Hence
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Proposition 5.2.
(5.9) γ(Hα0 , E
±α
n ) = 0, γ(E
αi
0 , E
−αi
n ) = 0, α ∈ ∆+, i = 1, . . . , p, n ∈ Z.
Definition 5.3. A cocycle γ is called normalized if it fulfills (5.9).
Above we showed that every cocycle bounded from above is cohomologous to a
normalized one, which is also bounded from above. In the following we assume that
our cocycle is already normalized.
Proposition 5.4. Let H be an arbitrary element of h then
(5.10) γ(Eαm, Hn) ≡ 0, α ∈ ∆, n,m ∈ Z,
i.e. these values are (universal) expressions of values at higher level.
Proof. We start from the cocycle relation
(5.11) γ([Hn, H
α
0 ], E
α
m) + γ([H
α
0 , E
α
m], Hn) + γ([E
α
m, Hn], H
α
0 ) = 0.
The commutator in the first term is of higher level. Hence using the relations (5.4)
we obtain
(5.12) α(Hα)γ(Eαm, Hn) + α(H)γ(E
α
m+n, H
α
0 ) ≡ 0.
By (5.9) the last term vanishes. As α(Hα) 6= 0 the claim follows. 
Proposition 5.5. Let α and β be roots such that β 6= −α, then
(5.13) γ(Eαm, E
β
n) ≡ 0, n,m ∈ Z,
i.e. they are (universal) expressions of values at higher level.
Proof. Let H be an arbitrary element of h. Again we start from the cocycle relation
(5.14) γ([Eαm, H0], E
β
n) + γ([H0, E
β
n ], E
α
m) + γ([E
β
n , E
α
m], H0) = 0.
Here, the third term is of higher level. If α + β ∈ ∆ this follows from (5.10). If
α + β /∈ ∆ then [Eα, Eβ] = 0 and the degree of [Eαn , E
β
m] is bigger than m+ n.
For the first two terms we find (using (5.4))
(5.15) (α + β)(H)γ(Eβn , E
α
m) ≡ 0.
As we can choose H such that (α + β)(H) 6= 0 we get the claim. 
Consider the cocycle relation
(5.16) γ([Eα0 , E
−α
n ], H
β
m) + γ([E
−α
n , H
β
m], E
α
0 ) + γ([H
β
m, E
α
0 ], E
−α
n ) = 0.
Using (5.4) and ignoring higher levels we obtain for positive roots α and β
(5.17) γ(Hαn , H
β
m) + 2
(α, β)
(α, α)
(
γ(E−αn+m, E
α
0 ) + γ(E
α
m, E
−α
n )
)
≡ 0.
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Proposition 5.6. Let α be a simple root, then
(5.18) γ(E−αn , E
α
m) ≡
1
2
γ(Hαn , H
α
m).
Proof. Take the same simple root for α and β in (5.17). By Proposition 5.2
γ(E−αn+m, E
α
0 ) = 0 and the claim follows. 
Combining (5.17) and Proposition 5.6 we obtain
(5.19) γ(Hαn ,H
β
m) ≡
(α, β)
(α, α)
γ(Hαn ,H
α
m)
for a simple root α and an arbitrary root β.
Proposition 5.7. Let α be a positive root and α1 a simple root such that α+ α1 is
again a root then
(5.20) γ(Eα+α1m , E
−(α+α1)
n ) ≡ sα,α1 · γ(E
α
m, E
−α
n ),
with a constant sα,α1 6= 0.
Proof. We consider the cocycle relation
(5.21) γ([Eα+α1m , E
−α1
0 ], E
−α
n )+γ([E
−α1
0 , E
−α
n ], E
α+α1
m )+γ([E
−α
n , E
α+α1
m ], E
−α1
0 ) = 0.
As α1 is a simple root we can apply Proposition 5.2 and see that the third term is
of higher level. For the first two terms we use (5.4), namely the Chevalley relation
involving r. Since r + 1 6= 0 in (5.4), the claim follows. 
Proposition 5.8. Let α and β be two simple roots. Then
(5.22) γ(Hαn , H
α
m) ≡
(α, α)
(β, β)
γ(Hβn , H
β
m).
Proof. Let α and β be two simple roots. By (5.19)
γ(Hαn , H
β
m) ≡
(α, β)
(α, α)
γ(Hαn , H
α
m)
and similarly
γ(Hβm, H
α
n ) ≡
(β, α)
(β, β)
γ(Hβm, H
β
n).
Since γ is skew-symmetric and (., .) is symmetric, we find
(5.23)
(α, β)
(α, α)
γ(Hαn , H
α
m) ≡
(α, β)
(β, β)
γ(Hβn , H
β
m).
If (α, β) 6= 0 we obtain directly (5.22). If not then by the irreducibility of the root
system we can always find a chain of simple roots α(j), j = 0, . . . , k with α(0) = α,
α(k) = β and (α(j), α(j+1)) 6= 0. Evaluating the pairwise results along this chain
proves the claim. 
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Proposition 5.9. Let α1 be a fixed simple root and α an arbitrary positive root,
then
(5.24) γ(Eαm, E
−α
n ) ≡ sα,α1 · γ(E
α1
m , E
−α1
n ) ≡ tα,α1 · γ(H
α1
m , H
α1
n ),
with constants sα,α1 , tα,α1, 6= 0.
Proof. As α is a positive root it is a non-trivial sum of simple roots. Let α2 be one of
those. Repeated application of Proposition 5.7 yields that the value γ(Eαm, E
−α
n ) can
be reduced to γ(Eα2m , E
−α2
n ). Combining Propositions 5.6 and 5.8 gives the claimed
dependence on γ(Eα1m , E
−α1
n ) and γ(H
α1
m , H
α1
n ). 
Proposition 5.10. Fix a simple root α1 and let α and β be arbitrary roots then
(5.25) γ(Hαn , H
β
m) ≡ sα,β · γ(H
α1
n , H
α1
m ), with sα,β ∈ C.
Proof. As the Hαi , i = 1, . . . , p form a basis of the Cartan subalgebra g, every
element Hα is a linear combination of them. This extends to the elements Hαn .
By the bilinearity of the cocycle, Proposition 5.8 and Equation (5.19) the claim
follows. 
Let us summarize the results obtained in Propositions 5.2, 5.5, 5.9, and 5.10.
Proposition 5.11. Let α1 be a fixed simple root and γ the above defined cocycle,
then for all n,m ∈ Z
(5.26)
γ(Eαm, Hn) ≡ 0, H ∈ h, α ∈ ∆
γ(Eαm, E
β
n) ≡ 0, α, β ∈ ∆, β 6= −α,
γ(Eαm, E
−α
n ) ≡ sγ(H
α1
m , H
α1
n ), α ∈ ∆,
γ(Hαm, H
β
n) ≡ tγ(H
α1
m , H
α1
n ), α, β ∈ ∆+,
with s, t ∈ C.
Next we consider for a simple root α the relation
(5.27) γ(Hαm, [E
α
n , E
−α
k ]) + γ(E
α
n , [E
−α
k , H
α
m]) + γ(E
−α
k , [H
α
m, E
α
n ]) = 0.
Using (5.4) we obtain
(5.28) γ(Hαm, H
α
n+k) + γ(E
α
n , 2E
−α
k+m) + γ(E
−α
k , 2E
α
m+n) ≡ 0.
As the root is simple, we can use Proposition 5.6 and obtain the important relation
(5.29) γ(Hαm, H
α
n+k) + γ(H
α
n , H
α
k+m) + γ(H
α
k , H
α
m+n) ≡ 0.
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Proposition 5.12. Let α be a simple root then we have
(5.30) γ(Hαn , H
α
0 ) ≡ 0,
and
(5.31) γ(Hαn+1, H
α
l−(n+1)) ≡ γ(H
α
n−1, H
α
l−(n−1)) + 2γ(H
α
1 , H
α
l−1).
Proof. Take the values m = k = 0 in (5.29), then the claim (5.30) follows from the
antisymmetry. Setting m = −1 and k = l − n+ 1 in (5.29) we obtain
(5.32) γ(Hα−1, H
α
l+1) + γ(H
α
n , H
α
l−n) + γ(H
α
l−(n−1), H
α
n−1) ≡ 0.
With m = 1 and k = l − n− 1 we get
(5.33) γ(Hα1 , H
α
l−1) + γ(H
α
n , H
α
l−n) + γ(H
α
l−(n+1), H
α
n+1) ≡ 0.
Subtracting (5.32) from (5.33) yields
(5.34) γ(Hαl−(n+1), H
α
n+1) ≡ γ(H
α
l−(n−1), H
α
n−1)− γ(H
α
1 , H
α
l−1) + γ(H
α
−1, H
α
l+1).
By setting n = −m and k = l in (5.29) we get
(5.35) γ(Hα−n, H
α
n+l) + γ(H
α
n , H
α
l−n) + γ(H
α
l , H
α
0 ) ≡ 0.
The last term does not contribute by (5.30). Hence
(5.36) γ(Hαn , H
α
l−n) ≡ −γ(H
α
−n, H
α
l+n).
If we plug (5.36) into (5.34) and use the antisymmetry we obtain (5.31). 
Proposition 5.13. Let α be a simple root. At level l = 0 the cocycle values are
given by the relations
(5.37) γ(Hαn , H
α
−n) ≡ n · γ(H
α
1 , H
α
−1), γ(H
α
0 , H
α
0 ) = 0.
Proof. If we take the value l = 0 in (5.31) we obtain the relation
(5.38) γ(Hαn+1, H
α
−(n+1)) ≡ γ(H
α
n−1, H
α
−(n−1)) + 2γ(H
α
1 , H
α
−1),
which yields the expression as claimed. 
Proposition 5.14. For a simple root α and for a level l 6= 0 we have
(5.39) γ(Hαn , H
α
l−n) ≡ 0.
Proof. First let l > 0. Using the recursion (5.31) and the result (5.30) we see that
the claim will be true if it is verified for γ(Hα1 , H
α
l−1). For l = 1 using (5.30) we get
γ(Hα1 , H
α
0 ) ≡ 0. For l = 2 by the antisymmetry γ(H
α
1 , H
α
1 ) = 0. Hence let l > 2.
We set k = l − r − 1, n = 1 and m = r in (5.29):
(5.40) γ(Hα1 , H
α
l−1) + γ(H
α
r , H
α
l−r)− γ(H
α
r+1, H
α
l−(r+1)) ≡ 0.
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Set m = (l−2)/2 for l even and m = (l−1)/2 for l odd. If r runs through 1, 2, . . . , m
we obtain m equations. The first equation is always
(5.41) 2γ(Hα1 , H
α
l−1)− γ(H
α
2 , H
α
l−2) ≡ 0.
The structure of the last equation depends on the parity of l. For l even and r = m
the last term of (5.40) is γ(Hαl/2, H
α
l/2) which vanishes. For l odd the last term of
(5.40) coincides with the second term. Hence
(5.42) γ(Hα1 , H
α
l−1) + 2γ(H
α
(l−1)/2, H
α
(l+1)/2) ≡ 0.
In this case we divide it by 2. By summing up all these equations we obtain
(5.43) (m+ ǫ)γ(Hα1 , H
α
l−1) ≡ 0,
with ǫ = 1 for l even and ǫ = 1/2 for l odd. As in any case (m+ ǫ) > 0 this shows
the claim.
For l < 0 we see that the claim is shown if it is true for γ(Hα−1, H
α
l+1). The argument
works in the same way as above. For l = −1,−2 it follows immediately. For l < −2
we plug in k = l − r + 1, n = −1 and m = r in (5.29), and obtain
(5.44) γ(Hα−1, H
α
l+1) + γ(H
α
r , H
α
l−r)− γ(H
α
r−1, H
α
l−(r−1)) ≡ 0.
We set m := (−l − 2)/2 for l even and m := (−l − 1)/2 for l odd and consider the
equation (5.44) for r = −1,−2, . . . ,−m. They have a structure similar to the case
l > 0 and we can sum them up to obtain the statement about γ(Hα−1, H
α
l+1). 
Proof of Theorem 5.1. After adding a suitable coboundary we might replace the
given γ by a normalized γ (see Definition 5.3). By the series of propositions above
we showed that the expressions at level l of the cocycle can be reduced to expressions
of level > l and values γ(Hαn , H
α
l−n). As long as the level is > 0, by Proposition 5.14
also these values can be expressed by higher level. Hence by trivial induction,
starting with the boundedness from above, we obtain that zero is an upper bound
for the level of the cocycle. Also it follows that the values at level l < 0 are fixed
by induction by the values at level zero. Hence it remains to consider level zero. By
Propositions 5.11, 5.13, and 5.14 everything depends only on γ(Hα1 , H
α
−1) for one
(fixed) simple root. Hence the claim follows. 
Proposition 5.15. If a normalized cocycle γ is a coboundary then it vanishes iden-
tically.
Proof. As explained above, a normalized cocycle is fixed by the value γ(Hα1 , H
α
−1).
But Hα(1) := H
α
0A1 ≡ H
α
1 and H
α
(−1) := H
α
0A−1 ≡ H
α
−1. Hence
(5.45) [Hα(1), H
α
(−1)] = [H
α
0 , H
α
0 ]A1A−1 = 0.
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As the cocycle vanishes for positive levels, and as γ = δφ is a coboundary we get
(5.46) γ(Hα1 , H
α
−1) = γ(H
α
(1), H
α
(−1)) = φ([H
α
(1), H
α
(−1)]) = φ(0) = 0.
Hence, all cocycle values are zero, as claimed. 
Remark. In the classical case g = g ⊗ C[z, z−1] the algebra is graded. Hence there
are no higher order terms in (5.6), and we can even start with an arbitrary cocycle,
not necessarily bounded, and take as coboundary the one defined via (5.8). As all
our ≡ symbols are replaced by = symbols there are nowhere higher contributions,
and we obtain the same uniqueness result as above. In this very special case the
presented chain of arguments simplifies and is then similar to that of Garland [1].
Remark. A closer look at the arguments used in Section 4 and Section 5 shows that
we only use (1) the property of almost-grading of g as expressed in Theorem 2.2,
(2) that there exists a connection ω, which is holomorphic at P+ with possibly poles
at P− and at the points of weak singularities, such that g becomes a Lie module
over L with respect to the connection ∇(ω), and (3) that the cocycle (3.5) is local
with respect to the almost-grading. Already from these conditions Proposition 2.9
follows and all arguments go through for any suitable definition of g associated to a
simple Lie algebra g.
Appendix A. Calculations for so(n) and sp(2n)
In this appendix we show Proposition 2.7 for g = so(n) and g = sp(2n). In fact,
it only remains to show that for L ∈ g we have ∇
(ω)
e L ∈ g. More precisely, we have
to verify whether the conditions at the points γs of weak singularities with αs 6= 0
are fulfilled. To simplify notation we omit the index s and use z for zs.
A.1. The case g = so(n).
Let L ∈ so(n) given at the weak singularities by the expansion (2.4) with the
conditions (2.8). Furthermore, let ω be a connection fulfilling (2.32). The first term
in the connection applied to L calculates as
dL
dz
=
−L−1
z2
+ L1 +
∑
k≥1
(k + 1)Lk+1z
k.
For the second term [ω, L] we consider its degree expansion.
Term of order -2: It comes with the matrix coefficient
[ω−1, L−1] = [αβ˜
t − β˜αt, αβt − βαt].
Using
β˜tα = αtβ˜ = 1, αtα = 0, βtα = αtβ = 0, ǫ := β˜tβ,
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we calculate
[αβ˜t, αβt] = αβt, [αβ˜t, βαt] = ǫααt, [β˜αt, αβt] = −ǫααt, [β˜αt, βαt] = −βαt.
Hence
[ω−1, L−1] = αβ
t − βαt = L−1,
and there is no term of order -2.
Term of order -1: Here we have to show that we can write the matrix coefficient as
αβˆt − βˆαt with βˆ where βˆtα = 0.
[ω−1, L0] = [αβ˜
t, L0]− [β˜α
t, L0] = αβ˜
tL0 − L0αβ˜
t − β˜αtL0 + L0β˜α
t
= α(β˜tL0 − κβ˜
t) + (κβ˜ + L0β˜)α
t
[L−1, ω0] = α(β
tω0 − κ˜β
t) + (κ˜β + ω0β)α
t.
If we set
βˆ = −(κβ˜ + κ˜β + L0β˜ + ω0β)
we obtain
[ω−1, L0] + [L−1, ω0] = αβˆ
t − βˆαt.
Furthermore,
βˆtα = β˜tL0α + β
tω0α− κβ˜
tα− κ˜βtα = 0,
as α is an eigenvector of L0 with eigenvalue κ, and of ω0 with eigenvalue κ˜.
Zero order: Here we have to show that there exists κˆ ∈ C such that
([ω−1, L1] + [ω0, L0] + [ω1, L−1] + L1)α = κˆα.
The second term vanishes. Further on,
[ω−1, L1]α = αβ˜
tL1α− β˜α
tL1α− L1αβ˜
tα + L1β˜α
tα
= −L1α + µα,
with µ = β˜tL1α. Note that α
tL1α = 0 as L1 is skew-symmetric. The last term also
vanishes due to αtα. Also
[ω−1, L1]α = µ
′α,
with µ′ = −βtω1α. Hence we get the proclaimed eigenvalue property. 
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A.2. The case g = sp(2n).
Let ω be a connection form as described by (2.30) and (2.33). For the convenience
of the reader we write down the above listed (see Section 2.1) conditions again
ω−1 = (αβ˜
t + β˜αt)σ,(A.1)
β˜tσα = 1,(A.2)
ω0α = κ˜α,(A.3)
αtσω1α = 0.(A.4)
The corresponding conditions for L ∈ sp(2n) are
L−2 = ναα
t, L−1 = (αβ
t + βαt)σ,(A.5)
βtσα = 0,(A.6)
L0α = κα(A.7)
αtσL1α = 0.(A.8)
We have
dL
dz
= −2ν
ααtσ
z3
−
(αβt + βαt)σ
z2
+ L1 + 2L2z . . . ,
[ω, L] =
[ω−1, L−2]
z3
+
[ω−1, L−1] + [ω0, L−2]
z2
+
[ω−1, L0] + [ω0, L−1] + [ω1, L−2]
z
+ . . . .
Let
L′dz = ∇(ω)L =
(
dL
dz
+ [ω, L]
)
dz.
We calculate the matrix coefficients of L′.
Term of order -3:
L′−3 = −2ναα
tσ + [(αβ˜t + β˜αt)σ, νααtσ]
= −2νααtσ + να(β˜tσα)αtσ − να(αtσβ˜)αtσ.
By (A.2) and skew-symmetry of σ we obtain L−3 = 0.
Term of order -2:
L′−2 = −(αβ
t + βαt)σ + [(αβ˜t + β˜αt)σ, (αβt + βαt)σ] + ν[ω0, αα
tσ]
= −(αβt + βαt)σ + α(β˜tσα)βtσ + α(β˜tσβ)αtσ − α(βtσβ˜)αtσ − β(αtσβ˜)αtσ
+ 2νκ˜ααt
= 2(β˜tσβ + νκ˜)ααtσ.
Hence, L′−2 is of the required form (A.5).
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Term of order -1:
L′−1 = [(αβ˜
t + β˜αt)σ, L0] + [ω0, (αβ
t + βαt)σ] + [ω1, ναα
tσ]
= [αβ˜tσ, L0] + [β˜α
tσ, L0] + [ω0, αβ
tσ] + [ω0, βα
tσ] + [ω1, ναα
tσ]
= α(β˜tσL0)− καβ˜
tσ − κβ˜αtσ − L0β˜α
tσ
+ κ˜αβtσ − α(βtσω0) + ω0βα
tσ + κ˜βαtσ
+ ν(ω1α)α
tσ − νααtσω1
= α(β˜tσL0)− καβ˜
tσ + κ˜αβtσ − α(βtσω0)− ναα
tσω1
− κβ˜αtσ − L0β˜α
tσ + ω0βα
tσ + κ˜βαtσ + ν(ω1α)α
tσ
= α(β˜tσL0 − κβ˜
tσ + κ˜βtσ − βtσω0 − να
tσω1)
+ (−κβ˜ − L0β˜ + ω0β + κ˜β + νω1α)α
tσ.
Denote the second bracket in the last expression by β ′. Then, by the symplecticity
relation ωt1 = −σω1σ
−1, and the corresponding relations for ω0 and L0, we find that
the first bracket is equal to β ′tσ there, hence
L′−1 = (αβ
′t + β ′αt)σ
as required by the relation (A.5).
It remains to show that β ′tσα = 0. The expression for β ′tσ is exactly given by
the just mentioned first bracket. We have
β ′tσα = (β˜tσL0 − κβ˜
tσ + κ˜βtσ − βtσω0 − να
tσω1)α
= (β˜tσL0α− κβ˜
tσα) + (κ˜βtσα− βtσω0α)− να
tσω1α.
This is zero by (A.7), (A.3) and (A.4).
Order zero term: We have to show the relation (A.7) for L′. We have
L′0 = [ω−1, L1] + [ω0, L0] + [ω1, L−1] + [ω2, L−2] + L1.
For the first bracket we have
[ω−1, L1]α = (αβ˜
t + β˜αt)σL1α− L1(αβ˜
t + β˜αt)σα
= α(β˜tσL1α) + β˜(α
tσL1α)− L1α(β˜
tσα) + β˜(αtσα).
The second and the fourth terms vanish by (A.8) and skew-symmetry of σ, respec-
tively. In the third term, we replace β˜tσα with 1. Thus, we obtain
[ω−1, L1]α = α(β˜
tσL1α)− L1α.
Obviously,
[ω0, L0]α = 0.
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For the third bracket, we have
[ω1, L−1]α = [ω1, (αβ
t + βαt)σ]α
= ω1α(β
tσα) + ω1β(α
tσα)− α(βtσω1α)− β(α
tσω1α)
= −α(βtσω1α).
At last, for the fourth term we have
[ω2, L−2]α = νω2α(α
tσα)− να(αtσω2α)
where the first term obviously vanishes, and we have
[ω2, L−2]α = −να(α
tσω2α).
Finally, we obtain
L′0α = (β˜
tσL1α− β
tσω1α− ν(α
tσω2α))α.
Order one term: We have to show (A.8) for L′: αtσL′1α = 0. We have
L′1 = 2L2 + [ω−1, L2] + [ω0, L1] + [ω1, L0] + [ω2, L−1] + [ω3, L−2].
For every bracket [·, ·] in this expression, we calculate the corresponding product
αtσ[·, ·]α and obtain
αtσ[ω−1, L2]α = α
tσ[(αβ˜t + β˜αt)σ, L2]α
= αtσ(αβ˜t + β˜αt)σL2α− α
tσL2(αβ˜
t + β˜αt)σα
= (αtσα)β˜tσL2α + (α
tσβ˜)αtσL2α− α
tσL2α(β˜
tσα)− αtσL2β˜(α
tσα)
= −2αtσL2α
(by the relations αtσα = 0 and (A.2)). The result will cancel with the one coming
from the first term 2L2 in the above expression for L
′
1.
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Further on,
αtσ[ω0, L1]α = (α
tσω0)L1α− α
tσL1(ω0α)
= −2κ˜(αtσL1α)
= 0,
αtσ[ω1, L0]α = α
tσω1)L0α)− (α
tσL0)ω1α
= 2κ(αtσω1α)
= 0,
αtσ[ω2, L−1]α = α
tσω2(αβ
t + βαt)σα− αtσ(αβt + βαt)σω2α
= αtσω2α(β
tσα) + αtσω2β(α
tσα)− (αtσα)βtσω2α− (α
tσβ)αtσω2α
= 0,
αtσ[ω3, L−2]α = να
tσω3α(α
tσα)− ν(αtσα)αtσω3α
= 0.
Hence
αtσL′1α = 0.

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