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RÁPIDO SEGUIMIENTO: APLICACIÓN A UN PROCESO
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Se presenta el desarrollo de un sistema de diagnóstico de fallos (SDF) aplicado a un proceso
hidráulico con tanques interconectados, mediante el Esquema de los Observadores Dedicados
(DOS) y el enfoque de estimación paramétrica. La tesis incluye el modelamiento del proceso,
el análisis de las fallas de mayor criticidad que se podŕıan presentar y el diseño de un regulador
LQG que permite estabilizar el sistema.
En el proceso de diseño del SDF en sensores, se introdujo el Filtro de Rápido Seguimiento
(STF), una variante adaptativa del Filtro Extendido de Kalman (EKF), el cual resultó muy
útil al aumentar la disponibilidad y estabilidad del SDF, mediante la reducción notable del
tiempo de convergencia en los estados estimados de las variables no medidas y la capacidad
para eliminar el sesgo originado por el método de discretización empleado. El Algoritmo STF
es empleado en la construcción del banco de observadores, necesario para la implementación
del enfoque DOS. Adicionalmente, con el objetivo de dar un diagnóstico detallado, se diseñó un
algoritmo de identificación de fallos basado en umbrales estáticos. Los resultados obtenidos
mediante simulación lograron detectar, aislar e identificar fallos individuales en todos los
sensores, llegando inclusive a identificar fallos simultáneos hasta en tres sensores a la vez.
En la tarea de diagnóstico en componentes (actuadores, tubeŕıas y tanques), se vio por
conveniente usar el enfoque de estimación paramétrica mediante la técnica de Estados
Aumentados, obteniendo resultados satisfactorios. Se demostró como el algoritmo STF
representa una sencilla solución a los problemas de divergencia del EKF, logrando
la convergencia de los parámetros estimados a sus valores nominales en presencia de
incertidumbres en el modelo y ruido de medición. En general, se evidenció que el STF puede
proporcionar una estimación de parámetros rápida, estable y libre de sesgos para el Sistema
Hidráulico, aun cuando ocurren cambios paramétricos simultáneos en la planta.
Palabras claves— Diagnóstico de fallos, Proceso Hidráulico de Cuatro Tanques
Interconectados, Strong Tracking Filter, Esquema de Observadores Dedicados, estimación
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Índice de figuras
Figura 1.1 Esquema global de Sistemas de Supervisión Avanzada con Diagnostico
de Fallos. Fuente: Isermann (2006). . . . . . . . . . . . . . . . . . . . . 5
Figura 1.2 Ejemplo para explicar la diferencia entre un sistema de supervisión
convencional y un sistema de supervisión avanzado. Fuente:
Elaboración Propia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Figura 1.3 Esquema que resume la tarea de Detección de Fallos (FD), Aislamiento
(FI) y Estimación de Fallos (FE) Fuente: Elaboración Propia . . . . . . 8
Figura 1.4 Clasificación de los métodos de Detección de Fallos. Fuente : Chiang
et al. (2000) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Figura 1.5 Interpretación simplificada de las relaciones de paridad Fuente : Gertler
(1991) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Figura 1.6 Diagnostico de fallos con Estimación de Parámetros en estructura de
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Umez-Eronini et al. (2001) . . . . . . . . . . . . . . . . . . . . . . . . . 13
Figura 1.9 Etapas de la purificación del agua. Fuente : Elaboración Propia . . . . 14
Figura 1.10 Primera etapa del procesamiento de azúcar. Fuente : Elaboración Propia 14
Figura 1.11 Sistema de Tres tanques interconectados considerando algunas fallas
representativas. Fuente : Ponsart et al. (1999) . . . . . . . . . . . . . . 15
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de Cuatro Tanques. Fuente: Elaboración propia . . . . . . . . . . . . . 93
Figura 4.2 Planificación de las tareas y programas asociados. . . . . . . . . . . . . 94
Figura 4.3 Organización de los programas en el entorno de programación de
Studio5000® . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Figura 4.4 Diagrama de flujo del Sistema de Diagnóstico de Fallas . . . . . . . . . 96
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Introducción
Con el incremento del control y automatización de procesos, el diagnóstico e identificación
de fallas (FDI) ha tomado un interés cada vez más creciente, dado que si dichos procesos no
se desempeñan de una forma adecuada, podŕıan ocasionar pérdidas económicas, problemas
medioambientales o inclusive poner en riesgo la vida humana (Isermann, 2011).
En la actualidad, una de las áreas de investigación dentro del campo de la Ingenieŕıa del
Control que está siendo profusamente estudiada es el campo de la detección y diagnóstico de
fallas, debido al requerimiento de seguridad, fiabilidad, viabilidad y economı́a que presentan
actualmente los procesos industriales. (Urrego, 2012).
El diagnóstico de fallos tiene una especial relevancia en el sector manufacturero e industrial
debido a que una detección temprana y un diagnóstico de eventos anormales pueden jugar
un rol importante en la seguridad de las operaciones. En la actualidad, los estándares
internacionales de gestión de la producción, inocuidad y seguridad vienen perfeccionando
sus normas y exigen al sector industrial la implementación de mecanismos que aseguren el
buen funcionamiento de los sistemas de producción, que minimicen el riesgo ambiental y creen
las mejores condiciones de trabajo posibles a fin de disminuir los riesgos laborales (Gruhn and
Cheddie, 2005).
En industrias tales como la qúımica, petroqúımica, industria farmacéutica, procesamiento
de los alimentos y bebidas, tratamiento de aguas residuales existen sistemas que procesan
materiales en estado ĺıquido o semi-oleoso mediante el uso de tanques de almacenamiento.
Muchas veces estos materiales representan un peligro ambiental en caso derrame o aveŕıa del
sistema.
Usualmente también los tanques de almacenamiento son interconectados de manera tal que los
niveles interactúan entre ellos y son controlados mediante algún algoritmo de control. Quizás
el ejemplo más sorprendente de este tipo de sistemas es el embalse Silveretta - Vermunt,
ubicado en Austria, los cuales son dos lagos interconectados mediante tubeŕıas artificiales
(Elke Laubwald, 2014), en el cuál un fallo en el sistema de compuertas o tubeŕıas podŕıa
comprometer la seguridad de las instalaciones o de las ciudades aledañas a tales embalses.
Por lo tanto, se evidencia que es de vital importancia mantener satisfactoriamente el buen
desempeño de tales sistemas, o en el caso de presentarse una falla, llevar al sistema a un estado
de funcionamiento seguro, mediante la detección de anormalidades tan pronto como hayan
ocurrido. Para tal fin es necesario diseñar algoritmos adicionales a la ley de control, que se
encarguen de diagnosticar fallos y la ejecución de alguna medida correctiva para garantizar la
1
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integridad del proceso y la mitigación de eventos peligrosos.
A fin cumplir con los requerimientos descritos, numerosas técnicas basadas en modelo se
han aplicado con éxito en el diagnóstico de fallos de sensores y actuadores en diferentes
configuraciones de tanques interconectados (Noura et al. (2009), Witczak (2014), Viveros
et al. (2014)); sin embargo, hay escasas investigaciones en como usar estos modelos junto a las
mediciones a fin de estimar parámetros internos del sistema que puedan brindar información
adicional para la toma de decisiones sobre la operación de la planta.
Por lo expuesto anteriormente, se hace evidente la necesidad del diseño de un Sistema de
Diagnóstico de Fallos y Monitoreo de Parámetros, aplicado a sistemas donde se procesen,
almacenen o trasladen volúmenes con caracteŕısticas ĺıquidas o semi-oleosas, a fin de mantener
seguro el desempeño de un proceso de producción. Dicho algoritmo de detección deberá
también contar con la suficiente portabilidad computacional para poder ser implementado
en un computador o controlador industrial.
Objetivo General
Diseñar y desarrollar de un Sistema de Diagnóstico de Fallos (SDF) para un Proceso Hidráulico
de Cuatro Tanques Acoplados aplicando la técnica del Filtro Extendido de Kalman de Rápido
Seguimiento.
Objetivos Espećıficos
Con el propósito de completar el objetivo general, se proponen efectuar los siguientes trabajos
de investigación:
Contrastar el estado del arte en el desarrollo de sistemas de diagnóstico de fallos
aplicados a sistemas con tanques interconectados y revisar la aplicación del Filtro
Extendido de Kalman y sus variante adaptativa, el Strong Tracking Filter, en el
desarrollo de algoritmos de detección y diagnostico de fallos, aśı como la estimación
de parámetros internos.
Modelar un sistema interconectado de cuatro de tanques y analizar la naturaleza de sus
posibles fallas determinando un conjunto de fallas de mayor criticidad.
Desarrollar un Sistema de Diagnóstico de Fallas utilizando una plataforma de simulación.
Evaluar el desempeño del sistema desarrollado bajo diferentes situaciones de fallo y
compararlo con otras técnicas aplicadas a sistemas similares desarrolladas hasta la
actualidad.
Desarrollar una propuesta de implementación práctica del sistema de diagnóstico sobre
algún controlador industrial, verificando la factibilidad de aplicación a un entorno real.
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La seguridad y la operación confiable de los sistemas productivos industriales son y han sido
desde la década del 70’ objeto de estudio e interés por parte de la industria. Su importancia
radica en que el conocimiento temprano de una anomaĺıa o comportamiento anormal de los
sistemas de producción y/o control permite al operario tomar acciones correctivas sobre el
funcionamiento del proceso.
En sistemas de seguridad cŕıtica1, tales como equipamiento médico, sistemas de control y
navegación aéreos, industria militar, sistemas de generación de enerǵıa nuclear, procesos
qúımicos que involucran el manejo de materiales peligrosos o altamente tóxicos (Knight,
2002), los sistemas de diagnóstico y detección temprana de fallos cobran una vital importancia
debido a que una falla en tales sistemas podŕıa causar daño significante a las instalaciones,
daño irreversible al medio ambiente, e inclusive poner en riesgo serio la vida humana.
En consecuencia, la detección y el tratamiento de los fallos juegan un rol cada vez más
creciente en el desarrollo tecnológico de los sistemas modernos, donde muchos componentes
altamente automatizados interactúan de formas complejas de tal forma que un fallo en un
simple componente del sistema puede provocar un comportamiento anormal a nivel de todo
el sistema (Blanke et al., 2016). De la misma forma, las altas demandas de confiabilidad
y disponibilidad de los sistemas, los cada vez más estrictos requerimientos ambientales, los
elevados estándares de seguridad y el creciente uso de sistemas tecnológicos, nos hacen pensar
que los sistemas de diagnóstico de fallos jugarán un rol cada vez más importante en un futuro
cercano.
1Safety-Critical System, por sus siglás en Inglés
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1.2. Conceptos Básicos
En Isermann and Balle (1997) se establecen acepciones de algunas notaciones usadas en el
campo de detección y diagnóstico de fallos, los cuales reflejan los esfuerzos del comité técnico
IFAC SAFEPROCESS para normalizar los conceptos en esta relativamente nueva área de
estudio.
Fallo : “Un fallo es una desviación no permitida de al menos una propiedad
caracteŕıstica o parámetro del sistema de una condición de aceptable, normal o estándar”
Aveŕıa : “Es una interrupción permanente de la habilidad del sistema para desarrollar
una función requerida bajo condiciones de operación especificadas”
Disfunción : “Es una irregularidad intermitente en el cumplimiento de la función
deseada del sistema”
Es de importancia comprender la diferencia entre estos tres términos. Como ejemplo podemos
analizar algunos fallos en un motor DC en la Tabla 1.1.
Tabla 1.1: Análisis de fallas, aveŕıas y malfuncionamiento en un motor DC (Isermann, 2006).























Otros términos relacionados que debemos definir para el desarrollo de esta tesis son los
siguientes:
Confiabilidad : “Capacidad de un sistema de realizar una función requerida bajo
condiciones establecidas durante un periodo de tiempo”
Disponibilidad : “Probabilidad que un sistema o equipo opere satisfactoriamente y
efectivamente en cualquier periodo de tiempo.”
Seguridad : “Capacidad del sistema para no causar daños a personas, equipamiento o
medio ambiente.”
Adicionalmente, el comité SAFEPROCESS reconoce las siguientes acepciones para la siguiente
terminoloǵıa:
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Error : “Es la desviación entre el valor medido o el valor de computo (de una variable
de salida) y el valor verdadero, especificado, teórico o correcto de la misma.”
Disturbio : “Una entrada desconocida (no controlable) actuando en el sistema.”
Perturbación : “Una entrada actuando sobre el sistema, el cual se traduce en una
desviación del estado actual.”
Residual : “Indicador de falla, basado en la desviación entre las medidas y los cálculos
de los modelos basados en ecuaciones.”
Śıntomas : “Cambio del valor de una cantidad de su valor bajo normal.”
1.3. Integración de Sistemas de Supervisión con Diagnóstico
de Fallos
La finalidad del Control Supervisorio en un sistema de control de procesos es el monitoreo de
las variables de proceso y de control, aśı como tener capacidad para tomar acciones apropiadas
en caso de funcionamientos anormales del proceso. Generalmente estos procedimientos están
gobernados por una lógica de protección, por gestión de alarmas del sistema o por acciones
tomadas por el supervisor humano. Actualmente, para que un sistema de supervisión logre
una verdadera confiabilidad y garantice la integridad, debe contar con los siguientes elementos



















































































Figura 1.1: Esquema global de Sistemas de Supervisión Avanzada con Diagnostico de Fallos.
Fuente: Isermann (2006).
Monitoreo : Medir variables del sistema, contrastarlas con umbrales fijados para
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operación normal y generar alarmas para conocimiento del operador. Es común
encontrar módulos de gestión de alarmas y eventos en paquetes comerciales de
supervisión.
Protección Automática : En el caso de que el sistema entre a un estado definido como
peligroso, este inicia acciones f́ısicas apropiadas para asegurar la integridad del proceso.
Este tipo de protecciones está muy relacionado con el diseño de Sistemas Instrumentados
de Seguridad (SIL).
Supervisión con Diagnóstico de Fallos: : El sistema de supervisión esta provisto
del conocimiento del proceso y de la inteligencia suficiente para detectar, aislar e
identificar la naturaleza de un fallo en espećıfico del sistema.
Los dos primeros sistemas de protección pueden ser ampliamente encontrados en el sector
industrial debido a la simpleza técnica y conceptual que demanda su implementación. El
principal inconveniente con este tipo de técnicas es que generalmente toman acciones frente
a fallas abruptas. En muchos sistemas de control de lazo cerrado, los cambios graduales en la
dinámica del proceso no pueden ser detectados debido a la compensación que ejerce la ley de
control sobre el sistema.
Este concepto puede ser explicado suponiendo que se tiene un sistema de control de nivel
para un ĺıquido de cierto valor como en la figura 1.2 , para el cual, alguien con interés en el
material efectúa perforaciones pequeñas para extraer el ĺıquido. Si la magnitud de la fuga es
pequeña, el sistema de control efectuara las correcciones a fin de mantener el nivel deseado de
80 %. En este contexto el sistema de supervisión será incapaz de detectar esta anomaĺıa. Solo
se podrá detectar algún cambio si la magnitud de fuga crece lo suficiente como para activar
las alarmas de los umbrales de seguridad del sistema. Hasta ese entonces, el propietario del









Figura 1.2: Ejemplo para explicar la diferencia entre un sistema de supervisión convencional
y un sistema de supervisión avanzado. Fuente: Elaboración Propia
.
Sin embargo, si se le provee al sistema de supervisión caracteŕısticas de diagnóstico de fallos,
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este poseerá la sensibilidad necesaria para detectar algún evento anormal mucho antes que los
sistemas de protección automática. Evidentemente usar este tipo de sistemas de supervisión
“inteligentes” puede tener mayor relevancia en sistemas industriales con procesos cŕıticos, que
manejen materiales preciosos o de alto peligro.
Por lo tanto, un buen sistema supervisorio industrial debeŕıa poseer caracteŕısticas de
monitoreo avanzado y diagnóstico de fallos para poder incrementar su confiabilidad, prevenir
perdidas y asegurar la continuidad de la producción.
Estos sistemas de supervisión avanzada debeŕıan incluir algunas funcionalidades deseables
(Venkatasubramanian et al., 2003), las cuales se presentan a continuación:
Rápida detección y diagnóstico, el sistema deberia poseer la sensitividad necesaria
para el diagnóstico en ĺınea del sistema.
Aislabilidad, es la capacidad de distinguir entre múltiples fallas, aun si estas se
presentasen al mismo tiempo.
Robustez a mediciones ruidosas e incertidumbres de modelado.
Adaptabilidad, debido a que las condiciones del proceso no pueden manterse a travez
del tiempo.
Fácil explicación, es dotar al SDF con habilidad de razonamiento para brindar
recomendaciones al operario o efectuar hipótesis de la causa en caso de falla.
Sencillez del diseño del SDF y minimizar esfuerzos de modelado , para facilitar una
implementación práctica y puesta en marcha.
Mı́nimo requerimiento computacional, para una factible implementación en tiempo
real, se prefiere algoritmos computacionalmente menos complejos.
A pesar que toda estas caracteŕısticas usualmente no pueden ser satisfechas usando solo un
método, es un enfoque útil para evaluar el desempeño de la técnica usada para el diseño del
SDF. También otros autores han establecido algunas funcionalidades necesarias que deben
poseer tales sistemas en aplicaciones prácticas, de acuerdo a Isermann (2006):
Temprana detección de pequeñas fallas con comportamiento incipiente o abrupto.
Diagnóstico de sensores, actuadores y componentes del sistema.
Detección de fallas de sistemas en lazo cerrado.
Supervisión de procesos bajo en régimen transitorio
7
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1.4. Esquema FDI
En Willsky (1976) se define el problema de detección de fallos como unión de tres tareas
básicas – alarmas, aislamiento y estimación. Este enfoque se mantiene hasta el d́ıa de hoy, pero
con algunas modificaciones de los nombres de las tareas. Un sistema de diagnóstico debeŕıa
consistir de tres tareas básicas según la figura 1.3. Detección de Fallos (FD2), Aislamiento de
Fallos (FI3) e Estimación/Identificación de Fallos (FE4). En la primera parte de la tarea de
diagnóstico el sistema reconoce una falla en caso de producirse, es decir, solo nos indica si el
sistema está trabajando en condiciones normales. Después de la detección, el siguiente paso
es aislar el fallo (FI). En esta parte del procesamiento el sistema debeŕıa ser capaz de aislar
el fallo indicándonos en cual sensor, actuador o componente ocurrió la falla.
Figura 1.3: Esquema que resume la tarea de Detección de Fallos (FD), Aislamiento (FI) y
Estimación de Fallos (FE) Fuente: Elaboración Propia
.
Muchos sistemas desarrollados actualmente solo poseen las dos primeras funcionalidades del
esquema FDI. Sin embargo, cuando se necesita una comprensión minuciosa acerca de la
magnitud, ubicación y naturaleza de la falla es preciso desarrollar los algoritmos necesarios
para lograr la implementación de la tercera parte del esquema FDI (FE), actualmente conocido
como Identificación de Fallos.
En la presente Tesis se referirá al enfoque FDI como la aplicación de técnicas que permitan
Detectar, Aislar y/o Identificar Fallos.
2Fault Detection, por sus siglas en Inglés.
3Fault Isolation, por sus siglas en Inglés.
4Fault Estimation, por sus siglas en Inglés.
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1.5. Técnicas de Diagnóstico de Fallos
1.5.1. Revisión
Actualmente existen diferentes enfoques para clasificar las técnicas de diagnóstico de fallos. En
la figura 1.4 se hace un esfuerzo para englobar las métodos y enfoques usados para desarrollar



















































































Figura 1.4: Clasificación de los métodos de Detección de Fallos. Fuente : Chiang et al. (2000)
Los primeros sistemas de diagnóstico de fallos que fueron desarrollados en los años 70 se
basaron en redundancia de Hardware, los cuales permit́ıan detectar y aislar directamente
fallos en componentes. A pesar de que este método goza de gran simpleza (Yu et al., 2014),
generalmente la implementación de este sistema conlleva un costo económico adicional, muchas
veces no viable. Una década después, con el incremento de la capacidad de computo y
la aplicación de las computadoras en supervisión de procesos industriales, se hizo posible
sustituir las técnicas de redundancia de Hardware por redundancia anaĺıtica, las cuales utilizan
ecuaciones que describen el comportamiento de un sistema que son iteradas en un entorno
computacional, comparando el comportamiento tanto real y virtual en el tiempo, y hacen
posible predecir la ocurrencia de fallas de manera mas económica.
De forma similar, los test de verosimilitud se basan en la idea de verificar algunas leyes
f́ısicas conocidas en componentes del proceso. Bajo la idea de que un fallo conllevara a
la pérdida de verosimilitud, monitorear esta variable nos permitirá conocer el estado del
componente en espećıfico (Ding, 2008). De forma similar, algunas técnicas estad́ısticas usan
solo procesamiento de señal proveniente de información del sistema, las cuales son usadas
para generar indicadores estad́ısticos de funcionamiento normal (umbrales). Estos métodos
son ampliamente usados cuando el sistema es muy complejo para modelar y generalmente se
aplican en estado estacionario o punto de operación escogido.
Otra forma general y actual de clasificación de las metodoloǵıas de diagnóstico de fallos es
propuesta en Zhang et al. (2016), la cual divide los enfoques de diagnostico de fallos en tres
grandes áreas:
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1.5.2. Métodos de FDI basados en Conocimiento
Generalmente se desarrollan modelos por un conocimiento heuŕıstico del proceso o por
conocimiento experto del mismo por parte del operador humano. Los modelos son obtenidos
por razonamiento, usando lógica difusa y/o redes neuronales. La ventaja de estos métodos
es que, al no necesitar un modelo matemático explicito, pueden ser aplicados al diagnóstico
de sistemas complejos. Sin embargo, tales enfoques necesitan tener acceso a información del
sistema en falla para poder implementar la lógica de detección. Desafortunadamente existen
procesos en los cuales es dif́ıcil o inviable inducir una falla o simularla.
1.5.3. Métodos de FDI Basados en Señal
Es el método más usado industrialmente para monitorear procesos en estado estacionario
y que mas éxito ha tenido. Las técnicas usadas dentro de este enfoque son completamente
estad́ısticas y se basan en lecturas continuas del estado del sistema. Este tipo de técnicas
pueden ser divididas en dos categoŕıas: análisis Espectral y Métodos Estad́ısticos (Clasificación
de señales, Verificación de Umbrales, Reconocimiento de Patrones). Estos métodos extraen
información del sistema como densidades espectrales, covarianzas, coeficientes de correlación,
las cuales se procesan para efectuar un diagnóstico. Aunque estas técnicas no necesitan un
modelo matemático, su eficiencia está limitada por la temprana detección de comportamiento
anormales y su incapacidad de operar en condiciones dinámicas.
1.5.4. Métodos de FDI basados en Modelo
Con el advenir de la era digital, el desarrollo de técnicas de modelamiento e identificación,
y la posibilidad de poder simular modelos más complejos, las técnicas de FDI basado en
modelo siguen siendo objeto de estudio y desarrollo ( Zhang et al. (2016), Zhang et al.
(2016), Chen and Patton (2012), Patton et al. (2013), Isermann (2011)). A diferencia de
la redundancia de Hardware, los métodos de FDI basado en modelo se basan en ecuaciones
que describen el comportamiento dinámico del sistema, el cual es programado usando alguna
herramienta software. Las predicciones del software aśı como las medidas provenientes del
sistema se comparan para generar residuales. En caso de comportamiento normal los residuales
idealmente debeŕıan ser cercanos a cero. Generalmente este enfoque consta de dos partes: la
primera parte es la generación residual, la cual involucra muchos desaf́ıos al obtener un modelo
que describa de forma apropiada el sistema. La segunda parte de este método es la evaluación
residual, en la cual se analiza los residuos para determinar la ubicación, magnitud de la
falla. Tomando en cuenta los métodos de generación residual que han sido desarrollados en la
literatura (Ding (2008), Isermann (2006)), estos pueden ser divididos en 3 grupos:
Espacio de Paridad
Introducido por Willsky en (Willsky, 1976) , y también llamado actualmente relaciones de
paridad, consiste en deducir ecuaciones a partir de las leyes f́ısicas que gobiernan el proceso,
10
Caṕıtulo 1. ESTADO DEL ARTE DE LOS SISTEMAS DE DIAGNÓSTICO DE FALLOS
con el fin de detectar inconsistencias. Este enfoque se basa en la lectura de los sensores y
señales de entrada del sistema. Existen tres formas de lograr ecuaciones de paridad. Una
primera posibilidad es usar una representación interna del sistema (Isermann, 2006), una
segunda forma usa una representación externa del mismo para obtener el espacio de paridad
(Gertler, 1991). También han sido desarrollados enfoques para obtener relaciones de paridad
en sistemas con retardo (Kratz et al., 1998). En la figura 1.5 se aprecia un esquema conceptual
de la técnica. Dado su sencillez, este enfoque es el que se debeŕıa considerar primero para la




















































































Figura 1.5: Interpretación simplificada de las relaciones de paridad Fuente : Gertler (1991)
Estimación de Parámetros
Este enfoque se basa en los métodos de Identificación de Sistemas, el cual postula que en
ocurrencia de fallos tiene impacto directo sobre los valores f́ısicos de los parámetros del sistema
como son la fricción, masa, resistencias, flujos, etc. Los modelos sin falla son generalmente
obtenidos mediante técnicas de modelado en ĺınea y una falla puede ser detectada si ocurre una
discrepancia entre los parámetros obtenidos de la identificación y los estimados en condición



















































































Figura 1.6: Diagnostico de fallos con Estimación de Parámetros en estructura de Ecuación de
Error Fuente : Elaboración Propia
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Observadores
Este enfoque es apropiado cuando los fallos están asociados con cambios f́ısicos en los
actuadores, sensores, componentes o variables no medibles (Chiang et al., 2000), cuando se
dispone de un modelo apropiado del sistema y se ha comprobado la observabilidad del mismo.
Para el desarrollo de este esquema se necesita un modelo matemático en el espacio de estados,
cuyas variables tengan una interpretación f́ısica. La idea principal detrás de este enfoque es
generar residuales usando la estimación del valor de los estados que son imposibles de medir,
con el conocimiento de las variables mensurables y de las variables de entrada del sistema,
a través de un modelo matemático los suficientemente preciso. Sin embargo, muchas veces
en situaciones prácticas tal modelo es dif́ıcil conseguir. Otra desventaja de los observadores
es que no toman en cuenta las posibles incertidumbres y perturbaciones del sistema, lo que
puede degradar el desempeño del SDF. A fin de resolver esta problemática, varios tipos de
observadores han sido desarrollados en las últimas cuatro décadas. Algunos enfoques populares
y de reciente interés permiten desacoplar incertidumbres, aislar y estimar directamente la
magnitud de los fallos, como los Observadores de Entradas Desconocidas (UIO). También se
han usado Observadores Adaptativos (AO) para estimar parámetros, Observadores de Alta
Ganancia (HGO), Observadores de Modos Deslizantes (SMO) y Filtro de Kalman (KF), en
el enfoque estocástico
Comparado con otros enfoques, el uso de observadores puede ser implementado usando solo
variables medibles y ofrece mas grados de libertad para el diseñador. Por ejemplo, se pueden
implementar bancos de observadores como el mostrado en la figura 1.7 a fin de aplicar algún



















































































Figura 1.7: Desarrollo de un banco de observadores para generación residual. Fuente :
Elaboración Propia
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1.6. Sistemas Interconectados en Industria
1.6.1. Generalidades
En industrias tan importantes como la generación de enerǵıa, refinamiento de petroleo,
mineŕıa, procesamiento de aguas residuales, etc, es fácil encontrar procesos que involucren
el uso de tanques, muchas veces interconectados. Entender la naturaleza de esto procesos es
de gran importancia para Ingenieros encargados de los Sistemas de Control y por supuesto,
ellos también debeŕıan conocer como el enfoque de Diagnóstico de Fallos puede ser aplicado
a sus procesos a fin de incrementar la seguridad de sus operaciones.
A continuación, se revisarán algunos procesos industriales que involucran el uso de tanques
interconectados, en los cuales, el enfoque presentado en la presente tesis podŕıa ser aplicado.
1.6.2. Sistemas de Generación hidráulica
Son sistemas diseñados para transformar el potencial energético de embalses o presas en
enerǵıa eléctrica. Estos sistemas en conjunto con los depósitos, válvulas y tubeŕıas de
canalización conforman las centrales hidroeléctricas (Fig. 1.8). El agua embalsada en un
depósito es llevada mediante tubeŕıas a una sala de máquinas, en cual, mediante una turbina
eléctrica, se induce electricidad usando alternadores. Una vez que el agua ha cedido su enerǵıa,
es almacenada en depósitos secundarios o simplemente devuelta al ŕıo.
Figura 1.8: Sistema de depósito de agua y generación hidráulica. Fuente : Umez-Eronini et al.
(2001)
1.6.3. Tratamiento y Purificación del agua
El propósito de tratamiento del agua es eliminar caracteŕısticas indeseables, impurezas y
agentes patógenos a fin de proveer agua limpia y segura para el consumo. Por lo expuesto,
13
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es posible encontrar alguna planta de tratamiento en casi todos los asentamientos humanos y
















Figura 1.9: Etapas de la purificación del agua. Fuente : Elaboración Propia
Un esquema simplificado del proceso de purificación y potabilización del agua se puede
observar en la figura 1.9. En tales sistemas existen bombas que se encargan de movilizar
el agua entre depósitos, también existen válvulas que regulan los niveles entre ellos. Es fácil
ver también que el proceso entero puede ser modelado como un sistema con cuatro reservorios
ventilados interconectados entre śı.
1.6.4. Producción de azúcar - Evaporación
El azúcar es un producto popular en la dieta alimenticia y constituye una materia prima para
muchas otras industrias. Dentro del proceso industrial para la obtención del azúcar podemos
identificar una sección del proceso en los cuales 4 a mas tanques interconectados cerrados al
vaćıo interactúan en el proceso conocido como evaporación del jugo clarificado. El objetivo es
evaporar dos terceras partes del agua jugo de azúcar proveniente del clarificador haciéndolo
circular por evaporadores que trabajan en múltiples efectos5, como se observa en el diagrama




































Figura 1.10: Primera etapa del procesamiento de azúcar. Fuente : Elaboración Propia
5El vapor producido por la evaporación de agua en el primer efecto es utilizado para calentar el segundo y
aśı, sucesivamente.
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A fin de lograr el porcentaje de evaporación deseado, se debe procurar que los niveles en todos
los evaporadores se mantengan constantes a través de todo el proceso de producción.
1.7. Estado del Arte del Diagnóstico de Fallos en Procesos
Hidráulicos con Tanques Interconectados
El interés por abordar como materia de estudio los sistemas hidráulicos y en especial
los procesos que involucran el uso de tanques interconectados es debido a que pueden
ser encontrados en muchos procesos e instalaciones industriales. Para abordar este tema
académicamente generalmente conviene usar un prototipo donde los algoritmos de control
y de diagnóstico de fallos son puestos a prueba.
Bajo este contexto, se proponen prototipos que reproduzcan los comportamientos de los
sistemas interconectados. Uno de ellos y quizás el más popular es el sistema de tres tanques
interconectados introducido por Bismarckstr Amira (1994). Su concepción inicial fue la
investigar técnicas de control lineal, no lineal y multivariable aśı como también técnicas de
FDI y FTC6.
Las técnicas de FDI aplicadas a este sistema se enfocan en diagnosticar las principales aveŕıas
en un sistema hidráulico con tanques interconectado los cuales son: fuga en tanques y tubeŕıas,
obstrucciones de tubeŕıa para los sistemas con conexión libre, fallo en actuadores (bombas y/o
válvulas) y fallos en sensores como se puede observar en la figura 1.11.
Figura 1.11: Sistema de Tres tanques interconectados considerando algunas fallas
representativas. Fuente : Ponsart et al. (1999)
El enfoque de observadores goza de gran popularidad en el desarrollo de SDF debido a su
6Fault Tolerant Control, por sus siglas en Inglés
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naturaleza robusta. Uno de los trabajos mas tempranos encontrados de FDI para el sistema
de tres tanques acoplados es el de Koenig et al. (1997), quien sintetizo un observador lineal
desacoplado para detectar y aislar fallos en bombas y componentes (tubeŕıas y tanques) usando
un modelo linealizado alrededor de un punto de operación.
Indudablemente, la técnica preferida y más extendida en generación residual es el Observador
de Entradas Desconocidas (UIO)7, una extensión del Observador de Luenberger (Wang et al.,
1975), el cual puede tolerar cierto grado de incertidumbre en el modelamiento, de aqúı su
gran aplicabilidad en el desarrollo de SDFs. Pero la principal ventaja de este observador es
que puede desacoplar incertidumbres del modelo y a la misma vez permite detectar y aislar
fallos ocurridos al mismo tiempo (Prajapati and Roy, 2016), y la generación de residuos
estructurados (Sobhani and Poshtan, 2011). Los UIO’s también son capaces de estimar la
magnitud de la falla, por lo que han sido usado intensivamente en el desarrollo de enfoques
tolerantes a fallos (Theilliol et al., 2002).Un ejemplo completo con desarrollo en Matlab® de
UIO’s aplicados al sistema de tres tanques acoplados en lazo abierto y lazo cerrado puede
ser encontrado en Noura et al. (2009). A pesar de todas sus caracteŕısticas interesantes, el
UIO esta condicionado por su naturaleza determinista y su limitado rango de aplicabilidad8
a sistema con bajo grado de no-linealidad, además, la estimación de la falla se degrada en
procesos estocásticos. Abordando el problema de la no linealidad de los sistemas, es posible
usar un cambio de coordenadas no lineales para linealizar el sistema o transformarlo en un su
equivalente Lipschitz, el cual permitiŕıa un buen desempeño del observador en un rango de
operación mas amplio (Khan et al., 2010).
A pesar del gran desarrollo en técnicas que permiten aplicar métodos de generación residual
para sistemas lineales a sistemas no lineales, la estimación de parámetros en presencia de
ruido y entradas desconocidas aún continua siendo un desaf́ıo (Witczak, 2014).
Cuando el modelo es lineal y estad́ısticamente estacionario (Proceso Gaussiano) es posible
calcular de forma óptima las ecuaciones que calculan las FDP9 de los estados a partir de las
mediciones usando el Filtro de Kalman. Para ello también se puede estimar las covarianza
de los ruidos off-line usando algún estimador de máxima verosimilitud. En Lincon et al.
(2007) el problema de diagnóstico de fallos se enfoca desde el punto de vista de estimación
paramétrica y de estados, considerando que una falla en el sistema tiene impacto directo sobre
la estimación de los parámetros tales como los coeficientes de descarga entre tanques. Para tal
fin se comparo la eficacia de dos variantes del Filtro de Kalman (KF) : el Filtro Aumentado de
Kalman (ASKF)10 y el Filtro de Kalman de dos etapas (TSKF)11 concluyendo que el primero
tiene menor tiempo de convergencia a la hora de estimar los parámetros.
Para el caso no lineal, Prakash et al. (2010) plantea el problema de que muchas veces no es
posible usar el Filtro Extendido de Kalman (EKF) en sistemas h́ıbridos no lineales, como
el Sistema de Tres Tanques Inteconectados, debido a las discontinuidades del modelo al
momento de calcular el Jacobiano del Sistema, por lo cual propone el uso del Filtro de Kalman
7Unknow Input Observer, por sus siglas en inglés
8Debido a que es calculado a partir del sistema linealizado
9Función de Densidad de Probabilidad
10Augmented State Kalman Filter, por sus siglas en Inglés
11Two Stage Kalman Filter, por sus siglas en Inglés
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Ensamblado (EnKF)12 en la estimación de estados para el desarrollo de un esquema FTC.
En Seung et al. (2013), se aborda exitosamente la estimación no lineal de los coeficientes de
descarga de un sistema de tanques acoplados verticalmente usando el Filtro Doble Extendido
de Kalman (DEKF)13. En Viveros et al. (2014) se compara la estimación paramétrica y de
estados de tres métodos populares de estimación no lineal : Filtro Extendido de Kalman, Filtro
de Kalman Unscented (UKF)14 y el Filtro de Part́ıculas (PF), obteniéndose similar resultado
en los tiempo de convergencia, pero introduciendo el algoritmo de Esperanza Maximización
Extendido (EEM), una técnica no lineal para el cálculo off-line de las matrices de covarianza
del ruido del proceso y ruido del sensor, muy importantes para la convergencia de los filtros.
Este algoritmo fue aplicado al sistema de cuatro tanques acoplados de Johansson, como el
que se muestra en la figura(1.12.
Figura 1.12: Diagrama esquemático del sistema de cuatro tanques acoplados. Los niveles en
los tanques son controlados por las dos bombas. La apertura de las válvulas determina la
configuración de la planta como de fase mı́nima o de fase no mı́nima. Fuente : Johansson
(2000)
También se han aplicado técnicas de generación y evaluación residual basadas completamente
en redes neuronales y lógica difusa (Ucak et al., 2013) para detectar fugas en tanques del
Sistema de Tres Tanques Interconectados. El problema de la evaluación residual de los residuos
12Ensemble Kalman Filter, por sus siglas en Inglés
13Dual Extended Kalman Filter, por sus siglas en Inglés
14Unscented Kalman Filter, por sus siglás en Inglés
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en el mismo sistema también fue abordado por la comunidad DX15 en (Biswas et al., 2009)]
con el método de análisis de inconsistencias/posibles conflictos, efectuando una comparación
con el algoritmo de análisis de redundancia anaĺıtica perteneciente a la comunidad FDI, el
cual sirvió para establecer similitudes entre estos dos algoritmos y más tarde para desarrollar
una teoŕıa de integración entre ambas técnicas.
Otro sistema hidráulico de interés es el Sistema Hidráulico de Cuatro Tanques Interconectados
presentado en Johansson (2000), creado inicialmente para ilustrar conceptos de control no
lineal multivariable. Actualmente se pueden encontrar menos de una decena de investigaciones
enfocadas al diagnostico de fallas en este sistema y más avocadas al desarrollo de técnicas de
control tolerante a fallos. Los trabajos más tempranos usan bancos de UIO’s a partir del
sistema linealizado para aislar fallas en actuadores y detectar cambios en el comportamiento
del sistema (Kamel et al., 2009). Otro enfoque basado en Observador de Luenberger se propone
en Gharaee and Shoorehdeli (2015), en el cual se hace uso de la representación en espacio de
estados del sistema linealizado para representar fugas en la base de los tanques, llegando a
detectar hasta cuatro fugas en diferentes periodos de tiempo.
Como se puede apreciar, es común desarrollar observadores para sistemas no lineales basados
en la linearización alrededor de algún punto de operación. Sin embargo para sistemas
fuertemente no lineales y gran rango de operación, en enfoque basado en linearización genera
notables discrepancias con el sistema real. En Montes de Oca et al. (2012) se aborda este
problema satisfactoriamente para la detección de fallos desarrollando observadores basados
en la representación LPV16 politópica del sistema. Este tipo de representación es usado
usualmente como una alternativa para el modelado de sistemas no lineales, con el objetivo
de extender las técnicas de FDI para sistemas lineales a los sistemas no lineales. La tarea de
evaluación residual se logra a través del análisis de una función de sensibilidad del residuo a
una falla en particular y usando umbrales adaptativos que dependen del punto de operación
del sistema.
Tanto el sistema de tres tanques interconectados como el de cuatro, son laboratorios creados
para exponer y probar conceptos y técnicas de FDI. Sin embargo, en un entorno real, algunas
veces los sistemas de almacenamiento y transporte hidráulicos se encuentran geográficamente
distribuidos, como el oleoducto Nor-Peruano, mostrado en la figura 1.13.
En tales sistemas la tarea de diagnóstico se ve condicionada por el ancho de banda del
medio f́ısico de transporte de las mediciones al lugar donde estas son procesadas. Algunas
veces es imposible o no viable trasladar todas las medidas al diagnosticador central debido
a factores económicos, geográficos o f́ısicos. Un sistema interconectado con 4 subsistemas
de almacenamiento en serie es presentado en Khorasgani et al. (2015) para estudiar estos
problemas (Fig. 1.14). El autor aborda el problema de FDI con un enfoque estructural
desarrollando relaciones de redundancia anaĺıtica para la construcción de diagnosticadores
locales para cada subsistema (tanque), lo cuales solo comparten información acerca de las
variables medidas, mas no del diagnóstico en śı. El resultado de un diagnosticador local
equivaldŕıa al diagnóstico hecho por un diagnosticador global. En Pérez et al. (2016) , se
15Diagnóstico de Fallos por Inteligencia Artificial
16Linear Parameter Varying, por sus siglas en Inglés.
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Figura 1.13: Oleoducto Nor-Peruano. Fuente : RPP
presenta un algoritmo que asegura el mı́nimo intercambio de información (medidas) entre
diagnosticadores locales basado también en el enfoque estructural.
Figura 1.14: Cuatro Tanques Acoplados en Serie. Fuente : Pérez et al. (2016)
En conclusión, muchas técnicas han sido aplicadas a fin de resolver el problema de
FD en Sistemas Hidráulicos con Tanques Interconectados. Algunos toman en cuenta las
perturbaciones del sistema mientras que otros aprovechan su gran robustez a imperfecciones
de modelado. También se puede extender las técnicas de FDI de sistemas lineales a sistemas no
lineales usando procedimientos de linealización. El uso técnicas avanzadas está condicionado
fuertemente al conocimiento y descripción precisa del fenómeno y de sus perturbaciones. Si
se dispone de esta información es conveniente usar los enfoques estocásticos para el desarrollo





Este caṕıtulo aborda el análisis y modelado de sistemas de almacenamiento y transporte
hidráulico. Se presenta un análisis de los sistemas de nivel de liquido, los cuales son de interés
para los objetivos de esta tesis, también se estudia la dinámica de los fluidos en tubeŕıas como
parte del modelamiento. Finalmente, se obtiene el modelo general del sistema bajo estudio y
se efectúa su correspondiente análisis de observabilidad.
2.2. Análisis de Sistemas de Fluidos
La suposición fundamental para el siguiente estudio es que el fluido es incompresible; es decir,
la razón de presión y densidad se mantienen constante para un fluido de masa constante. Por
consiguiente, la densidad del fluido es independiente de la presión aplicada. Esto difiere para
los gases, debido a que mientras un gas tiene que expandirse para llenar una superficie, un
ĺıquido puede conservar una volumen libre. Por lo tanto, la suposición de incomprensibilidad
no es cierta para un gas. Esto puede ser confirmado en una v́ıa formal observando la relación







donde ρ, P, T son las densidad, la presión absoluta y la temperatura del gas respectivamente.
Aśı, el estudio aqúı realizado no puede aplicarse a gases u otros fluidos compresibles
(Umez-Eronini et al., 2001). Por supuesto, el agua es un fluido casi incompresible, y debido a
que en los sistemas de tanques interconectados las presiones no son muy elevadas, este fluido
es compatible con el estudio aqúı realizado.
20
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2.3. Modelado de Sistemas de Almacenamiento Hidráulico
Cuando se analiza sistemas que implican el flujo de ĺıquidos, resulta necesario dividir los
reǵımenes de flujo en laminar y turbulento, de acuerdo con la magnitud del número de
Reynolds (Ogata, 2010). El numero de Reynolds, Re, que está determinado por la ecuación
(2.2) :
Re = v(4Rh)ρ/µ (2.2)
Donde v, ρ y µ son las velocidades del fluido, la densidad y la viscosidad, respectivamente,
y Rh es el radio hidráulico del canal del fluido. Cuando el número de Reynolds es mayor
que 2000, se entiende que la fuerzas de inercia son dominantes, y el flujo se considera como
turbulento. Para un Re menor a 2000 se supone que las fuerzas viscosas de fricción del flujo
son las dominantes, por lo que flujo se describe como laminar. Cuando se tratan sistemas de
almacenamiento y transporte hidráulico se entiende que los flujos pasan a través de reservorios,
tubeŕıas, válvulas, obstrucciones, bombas, por lo que el régimen que describen es turbulento.
Estos sistemas se modelan a través de ecuaciones diferenciales no lineales. En esta sección
está enfocada a obtener una representación matemática de un sistema hidráulico, para ello se
analiza primero la dinámica de un sistema de nivel de liquido, luego se aborda sistemas con
tanques interconectados. La última sección hace un estudio del flujo en tubeŕıas y se analiza
como las válvulas de paso afectan la dinámica del flujo.
2.3.1. Modelado de Sistemas de Nivel de Ĺıquido
Un tanque o depósito es un ejemplo de almacenamiento de fluidos. Si consideramos como
objeto de estudio el sistema de la figura 2.1.
1
2
Figura 2.1: Sistema de Nivel de Liquido y localización de fuerzas en la trayectoria del ĺıquido.
Fuente: Trueba Coronel (1976).
Las variables involucradas en el modelamiento del sistema se definen según la tabla (2.1).
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Variables de funcionamiento Śımbolo Unidades
Caudal del flujo de entrada en estado estacionario Qin [m
3/s]
Caudal del flujo de salida en estado estacionario Qout [m
3/s]
Altura del punto de referencia en 1, 2 h1,2 [m]
Presión en el punto 1, 2 P1,2 [Pa]
Velocidad del flujo en el punto 1, 2 v1,2 [m/s]
Peso espećıfico del fluido γ [N/Kg]
Aceleración de la gravedad g [m/s2]
Tabla 2.1: Variables necesarias para el análisis del Sistema de Nivel de Ĺıquido.
Para comenzar el análisis deberemos definir el concepto de gasto Q, el cual se define como
“El volumen de agua que pasa por una sección de tubeŕıa en una unidad de tiempo”. La
velocidad del fluido en cada sección transversal será definida como vi. Para realizar una análisis
simplificado del fenómeno de descarga del tanque a la tubeŕıa podemos modelar un conducto
virtual de forma caprichosa, por el cual se desaloja el fluido, como se observa en la figura (2.1)
Cuando el gasto es igual en todas las secciones transversales del modelo de descarga, se dice
que el régimen de descarga es permanente o de régimen permanente. Cuando el conducto es
de sección variable como el modelo y de régimen permanente se cumple que la velocidad es
diferente para cada sección e inversamente proporcional a ella, de tal forma que :
Q = S1v1 = Sivi.... = S2v2 (2.3)
De esta forma definimos en la ecuación (2.3) la “Ecuación de continuidad”, necesaria para
efectuar los siguiente análisis. Otro aspecto que se puede analizar en la descarga del fluido es
las fuerzas que interactúan en el fenómeno. Estas fuerzas se encuentran representadas también
en la figura 2.1. El volumen de fluido analizado está sometido a su propia masa, que es la
fuerza W que pasa por el centro de gravedad. La acción del ĺıquido del tanque también ejerce
una fuerza F1 sobre S1 y empuja el fluido por la tubeŕıa, el cual por simpleza se considera
normal a la sección y cuya intensidad es el producto de la sección por la presión del ĺıquido,
según la ecuación (2.4).
F1 = P1S1 (2.4)
Otra fuerza presente es la reacción del liquido que ingresa a la tubeŕıa de descarga, y esta
representado por la ecuación (2.5).
F2 = P2S2 (2.5)
Algunas fuerzas importantes también son generadas a partir del frotamiento del fluido con las
paredes de la tubeŕıa. Como veremos en el modelamiento del sistema, este fenómeno tiene una
gran influencia en la circulación del fluido, pues depende del nivel de rugosidad las paredes,
del diámetro de la tubeŕıa, y longitud del conducto.
Efectuadas ya las asunciones necesarias, analizaremos el sistema completo de la figura 2.1. El
objetivo es encontrar una relación entre el flujo de salida Qout y la altura de nivel del fluido
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almacenado hi. Asumiendo que no hay perdida de carga entre los puntos 1 y 2 , podemos
















Donde hi son las cargas de altura,
vi
2
2g son las cargas de velocidad y
Pi
w son las cargas de presión.
Considerando la localización de fuerzas en la trayectoria del ĺıquido, al aplicar el teorema de




















Donde se ha introducido el término ξ debido al fenómeno del frotamiento del fluido al nivel de
la intersección del tanque con la tubeŕıa de descarga, el cual representa un resistencia adicional
proporcional a la velocidad de salida. Llamaremos a este término coeficiente de resistencia.
También se puede considerar la velocidad de cambio de nivel en el punto 1 v1 nula en
comparación a la velocidad de descarga v2. La altura h2 se considera nula. Definimos una
variable auxiliar H el cual es la suma de cargas de posición y de presión según la ecuación
(2.8).






Es fácil ver que si el tanque es ventilado y la tubeŕıa de descarga se encuentra a presión
atmosférica, entonces:
H = h1 (2.9)
Combinando la ecuación (2.8) en la ecuación (2.7), tenemos:














Donde se ha definido φ =
1√
1 + ξ
como coeficiente de velocidad.
Teoŕıa de Chorros
En segundo punto, debemos considerar la teoŕıa de circulación de fluidos por el orificio de
descarga. Estos estudios reciben el nombre de Teoŕıa de Chorros y se basan en el fenómeno
de que cuando el fluido sale por un orificio, sufre una contracción que llega a ser notoria en
la sección contráıda
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Algunos ejemplos de circulación de fluidos por orificios se muestran en la figura (2.2). La
primera imagen muestra el comportamiento de un fluido cuando atraviesa un orificio biselado.
En la segunda imagen se puede apreciar que es posible eliminar la sección contráıda del chorro
dándole al orificio una forma abocinada, de tal forma que al salir el ĺıquido la sección del orificio
sea igual a la del chorro.
Powered by TCPDF (www.tcpdf.org)
Figura 2.2: Diferentes tipos de circulación de fluidos por orificios. Fuente : Trueba Coronel
(1976)
Es de interés nuestro analizar el caso en el cual la salida del orificio esta conectado a un
tubo corto. En esta situación el fluido se comporta de forma similar a cuando sale por un
orificio biselado, originándose una sección contráıda y luego expansionándose para llenar
completamente la tubeŕıa Esta turbulencia genera una bolsa de aire, el cual es arrastrado
en parte por el fluido. Esta burbuja de aire hace que la presión en el punto A sea menor
que la presión a la salida de la tubeŕıa, por lo que aumenta la carga de velocidad (vA
2
2g ), y al
aumentar la velocidad aumenta el gasto QA, por lo que en un tubo corto el gasto es mayor al
de un orificio practicado en una pared delgada con las mismas dimensiones.
Volviendo a tratar el sistema de nivel de ĺıquido, podemos ver que el fenómeno de descarga
es similar al tratado en la figura 2.2.c, lo cual supone una corrección a la ecuación obtenida
para la velocidad en el punto de descarga (Ec. (2.11)).
Si consideramos como Sch la superficie de contracción del chorro, podemos redefinir el gasto
Qout según la ecuación (2.12).
Qout = Sshv2 = εS2φ
√
2gH (2.12)
Donde hemos introducido el término ε, el cual recibe el nombre de coeficiente de contracción
y se calcula a partir de la razón de las áreas transversales del chorro Sch y de la tubeŕıa de
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2
Figura 2.3: Contracción del chorro en la tubeŕıa de salida. Fuente: Elaboración propia.
Donde µ es llamado Coeficiente de gasto. Este valor se puede estimar experimentalmente con
un tanque en el cual se mide la carga de altura h y se deja circular el fluido por un determinado
tiempo∆T , recogiendo el volumen drenado por el orificio en otro recipiente para medir dicho













Los gastos para los casos de la figura 2.2 con sus respectivos coeficientes de contracción se
muestran en la ecuación (2.16) (Trueba Coronel, 1976).
Qout = 0,61 S
√
2gh, orificio biselado de pared corta
Qout = 0,82 S
√
2gh, orificio con tuberia corta de pared corta
Qout = 0,97 S
√
2gh, orificio abocinado de pared gruesa
(2.16)
Teoŕıa de Obstrucciones
En hidráulica, se entiende por obstrucción a la condición geométrica de un canal de fluidos que
introduce una resistencia en el fluido. La resistencia al paso del fluido se caracteriza en términos
de la relación de cáıda de presión - flujo. Ya hemos abordado un tipo de obstrucción, el cual
son los orificios. Pero usualmente en los Sistemas Hidráulicos con Tanques Interconectados
encontramos otros tipos de obstrucciones tales como boquillas, válvulas, como se muestra en
la figura 2.4 , cada una con su propia caracteŕıstica de cáıda de caudal. Algunas veces estas
caracteŕısticas se encuentran detalladas en el manual del fabricante que provee las válvulas.
Otras veces puede ser determinado mediante ensayos en laboratorio. Pero en general, en
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el análisis de Sistemas de Control, estos elementos se consideran como obstrucciones cortas
(Umez-Eronini et al., 2001) .
Figura 2.4: Ejemplos de obstrucciones largas. Fuente: Umez-Eronini et al. (2001)
Una obstrucción corta se caracteriza por un almacenamiento despreciable de fluido y una
longitud reducida, por lo que las fuerzas de fricción son despreciables. Se dice entonces que la
perdida de carga hL ≈ 0 1 para el componente. El comportamiento general de una obstrucción
corta ideal es determinado por la ecuación (2.17).
Q1−2 = Csgn(P1 − P2)(|P1 − P2|)
1
α (2.17)
Donde la variable C depende de la sección transversal del flujo (área del orificio, apertura
de la válvula, etc) y α tiene un valor cercano a 2.0. Las válvulas de mejor calidad tienen un
comportamiento similar al de una obstrucción corta ideal.
Otro tipo de obstrucción son las obstrucciones largas. Se considera una obstrucción larga ideal
un canal de fluido con una sección transversal uniforme y un longitud moderada, o también
con almacenamiento de ĺıquidos muy pequeños (como en el caso de las válvulas). Un ejemplo
de obstrucción larga se presenta en la figura (2.5). Otras caracteŕısticas de los canales de fluido
determinan la naturaleza de la obstrucción tales como la geometŕıa, la rigidez del conducto,
la velocidad del fluido. Estas caracteŕısticas determinan la magnitud de la pérdida de carga




(P1 − P2)f (2.18)
Donde el sub́ındice f se usa para denotar que la cáıda de presión (P1 − P2) se debe
exclusivamente a la fuerza de resistencia del fluido Ff . Otros modelamientos para la pérdida
de carga en tubeŕıas se muestran en la ecuación (2.19).
1Término que representa la resistencia del fluido por una tubeŕıa.
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(a) Orificio (b) Boquilla (c) Válvula de globo (abierta)












, Hagen - Poiseuille (2.19b)
Donde d es el diámetro interno del tubo, L es la longitud del canal, f se calcula a partir del
numero de Reynolds y de la aspereza del canal y µ es un factor de fricción.
2.3.2. Modelado de Sistemas de Nivel de Liquido Interactuantes
Hasta ahora se ha derivado un modelo matemático para un tanque con un orificio de descarga.
Se consideró que la descarga se efectúa hacia un depósito al aire libre, por lo que la presión en
la salida es la atmosférica Patm. Sin embargo, cuando el orificio de descarga está acoplado a
un sistema de almacenamiento, como se observa en la figura, debemos asumir que los orificios
se encuentran completamente ahogados.
Figura 2.6: Orificios totalmente ahogados. Fuente: Trueba Coronel (1976)
Entonces el gasto entre los dos depósitos acoplados estará descrito por la ecuación (2.20):
Q = C S
√
2g(h1 − h2)
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Este modelo también puede ser aplicado a un sistema que esta acoplado por una tubeŕıa
corta. En este caso el coeficiente C, llamado coeficiente de gasto, posee valores espećıficos
para diferentes formas y dimensiones que posea el conducto. Cabe resaltar que esta expresión
es solo válida cuando el nivel del ĺıquido en ambos tanques está por encima de la tubeŕıa
de acoplamiento. Ahora aplicaremos este concepto al sistema interconectado mostrado en la
figura (2.7).
Figura 2.7: Sistema de Nivel de Ĺıquido con Interacción. Fuente: Elaboración Propia
Donde se asume que la válvula representa un obstrucción corta ideal, por lo que la perdida de
carga hL se puede despreciar. El gasto Q12, que también representa el flujo entre los tanques
1 y 2 se puede expresar de la siguiente forma :
Q12 = C Sc
√
2g(h1 − h2) (2.21)
La ecuación (2.21) es válida siempre y cuando h1 > h2. En un caso más general, deberemos
usar la función signo para indicar el sentido del flujo. Considerando como positivo un flujo
del tanque 1 al 2, se plantea la ecuación (2.22) como generalización a la ecuación (2.21):
Q12 = C Sc sgn(h1 − h2)
√
2g|h1 − h2| (2.22)
Otro tipo de Sistema de Tanques Interconectados de interés de estudio se configura con dos
tanques ubicados en diferentes alturas unidos por una sección de tubeŕıa de longitud H,
sección transversal Sc, como se muestra en la figura 2.8.
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Figura 2.8: Sistema de Nivel de Ĺıquido con Interacción configuración . Fuente: Elaboración
Propia
El objetivo de análisis de este sistema es hallar un modelo para el flujo del tanque 1 al tanque
2 en función de las alturas instantáneas hi de los tanques en mención. El problema puede ser
abordado nuevamente aplicando Ley de Bernoulli entre los puntos 1 y 2 , según el esquema














Para obtener una expresión para la velocidad de entrada del fluido al tanque 2 v2, deberemos
efectuar la siguientes asunciones La velocidad v1 es mucho menor que v2 debido a las
dimensiones del tanque, por lo tanto se considera v1 ≈ 0. Además P1 = Patm y P2 =





h1 +H − h2 (2.24)
Por lo que el gasto Q12 queda definido como:




h1 +H − h2 (2.25)
Finalmente, debemos asegurar una coherencia matemática en el modelo de la ecuación (2.25),
por lo que añadimos una restricción para la existencia del valor del flujo Q12 cuando h1> 0,
como se observa en la ecuación (2.26).
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h1 +H − h2 (2.26)
Donde µ representa el coeficiente de gasto debido a la presencia de la válvula y de las fricciones
de la tubeŕıa y H es la columna de ĺıquido medida entre el orificio de salida del tanque 1 al
orificio de entrada del tanque 2.
2.4. Sistema Interconectado de Cuatro Tanques en Serie
El sistema que se usará como objeto de estudio sera una variante al Sistema de Cuatro
Tanques Interconectados en Serie, el cual es una expansión del sistema interconectado de tres
tanques interconectados (Bismarckstr Amira, 1994). Un diagrama esquemático del sistema es




Tk - 01 Tk - 02
Bomba 2
Tk - 04 Tk - 03
Pump 2




Figura 2.9: Sistema de Cuatro Tanques Interconectados en Serie. Fuente: Elaboración Propia
El interés por este sistema como modelo para estudiar el diagnóstico en Sistemas Hidráulicos
es que posee muchos de los componentes que son encontrados usualmente en procesos
industriales, tales como válvulas, bombas, reservorios, tubeŕıas, instrumentos de medida, etc.
Otra razón para abordar este sistema, a saber del autor, existe escasa documentación acerca
de experimentos o desarrollos para esta variante, tanto en el campo del control como el de
diagnóstico.
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El diagrama esquemático de la figura 2.9 consiste en cuatro cilindros del mismo diámetro
(S1 = S2 = S3 = S4 = S) . Los tanques interactúan mediante tubeŕıas ciĺındricas de longitud
corta de secciones transversales Sc. Existen válvulas que regulan el gasto mediante el % de
apertura en influyen en el valor del coeficiente de gasto µi (ver ecuación (2.15)).La descarga
del sistema esta ubicada en el cuarto tanque. Las dos bombas controlan los flujos de entrada
q1 y q4. Desde el punto de vista del control, el objetivo es regular el nivel del tanque 1 (h1) y
del tanque 4 (h4) ajustando los flujos de entrada q1 y q4.
Aplicando la ley de Torricelli, el principio de Bernoulli y conservación de materia, la dinámica
del sistema de cuatro tanques puede ser descrito por:
Sḣ1 = q1 − q12
Sḣ2 = q12 − q23
Sḣ3 = q23 − q34
Sḣ2 = q34 + q4 − q4o
(2.27)
El gasto2 entre el tanque i y j, representado como qij se obtiene a partir de la ecuación (2.28).
qij = µiScsgn(hi − hj)
√
2g|hi − hj | (2.28)





h2 +H − h3 (2.29)





Por lo tanto, el modelo en espacio de estados que describe la dinámica del Sistema de Cuatro
Tanques interconectados en Serie tiene la siguiente forma :

















Donde x = [x1 x2 x3 x4]
T es el vector de estado compuesto por las alturas xi como del nivel
del tanque i y por simpleza también se ha definido:
δxij = xi − xj , s(x) = sgn(x)
√
|x|, sH(δx23) = sgn2(x2)
√





2g, para i = 1, 2, 3, 4. (2.33)
Se dice que el modelo matemático descrito por la ecuación (2.31) describe la dinámica de un
sistema h́ıbrido debido a que no puede ser representado y analizado con suficiente precisión
solo por la teoŕıa de sistemas continuos o solo por los métodos de modelamiento de los sistemas
discretos (Engell et al. (2003)). Esto es debido a la naturaleza semidiscreta de la función sgn,
continua pero no derivable en (0,0).
2De ahora en adelante llamado flujo
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2.5. Diagrama de Bloques del Sistema
En los laboratorios de Control Avanzado de la Pontificia Universidad Católica del Perú se
cuenta con una planta que configura un sistema hidráulico de tanques interconectados, el
cuál además, posee equipamiento industrial tales como sensores de nivel basados en presión,
flujómetros magnéticos, válvulas neumáticas de control, rotámetros, bombas, variadores de
velocidad, como se muestra en la figura 2.10.
Figura 2.10: Planta piloto para investigar técnicas de FD y FTC en Sistemas con Tanques
Interconectados. Fuente: MICA-PUCP
La planta piloto de la figura 2.11 se ha configurado de tal forma que se recrea la dinámica
del objeto bajo estudio antes analizado. El diagrama P&ID de la figura 2.11 muestra los
instrumentos y equipos instalados, sus respectivas etiquetas de identificación (tag), y la
configuración de las tubeŕıas del proceso.
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Figura 2.11: Diagrama P&ID de la planta piloto. Fuente: Elaboración propia
A fin de completar los objetivos de la presente tesis, es conveniente desarrollar una plataforma
de simulación en Simulink®, en la cual se implementarán las ecuaciones que describen la
dinámica del sistema (ver ecuación (2.31)).
En el bloque de la figura 2.12, se representan todos los instrumentos, actuadores y elementos
del sistema del diagrama P&ID de la figura 2.11, nombrados por su respectivo tag. La
plataforma es flexible, de modo que se pueden emular fugas en tanques, obstrucciones, fallos
en actuadores y sensores. Los subsistemas internos tales como los modelos de las bombas,
válvulas y tanques se adjuntan detalladamente en el Anexo A.1.
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VALVULA [0 .. 10v ]
ACTUADORES_1
BOMBA [ON-OFF]
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Figura 2.12: Bloque en Simulink® que representa la dinámica de la planta. Fuente:
Elaboración propia
La tabla 2.2 contiene los valores de los parámetros de simulación de la planta, los cuales serán
usados a través de toda la investigación.
Tabla 2.2: Parámetros de Entrada del Sistema de Cuatro Tanques Interconectados en Serie
Parámetros de Entrada
Parámetro Śımbolo Valor Nominal Unidades
Área seccional de los tanques S 706.85 cm2







Altura máxima de los tanques hmax 40 cm
Caudal máximo de entrada qmax 400
cm3
s
Algunos parámetros del proceso usados en el diseño de la plataforma de simulación, fueron
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obtenidos del sistema f́ısico de la planta piloto, otros valores como los coeficientes de gasto
µi, son configurados en la planta a través de la manipulación de las válvulas de paso entre
tanques.
Para un mejor entendimiento de la dinámica del proceso, el sistema es simulado bajo diferentes
valores de entradas. Las condiciones iniciales de los estados son x1(0) = 0, x2(0) = 10 y
x3(0) = x4(0) = 0.
En la figura 2.13 se puede observar las medidas de los sensores de nivel. Es importante observar
la respuesta inversa del sistema sobre la variable x2 medida por el sensor LTE102. Esta
dinámica tiene una explicación f́ısica coherente, ya que el nivel inicial en en tanque 2 empieza
a llenar la columna de agua de altura H situada en su descarga al tanque 3, y a la misma vez
se descarga hacia el tanque 1.





































































Senal de Control u2
u
2
Figura 2.13: Comportamiento dinámico del sistema interconectado de cuatro tanques. Fuente:
Elaboración propia
2.6. Análisis de Posibles Fallas
El interés de abordar el sistema de cuatro tanques en serie como objeto de estudio para el
desarrollo de algoritmos de SDF es debido a que posee muchos de los equipos, componentes
e instrumentos encontrados usualmente en procesos industriales, lo cuales, son susceptibles a
varios tipos de forma de falla. El origen de estas fallas pueden deberse desde fallas de equipos,
sensores, debido a tiempo de uso, exposición a condiciones ambientales agresivas, incidentes
f́ısicos, mala manipulación, incorrecta instalación, etc. En la figura 2.14 se representan
algunas de las fallas de mayor criticidad en el Sistema Interconectado de Cuatro Tanques,
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Figura 2.14: Posibles Fallas en el Sistema de Cuatro Tanques Interconectados en Serie. Fuente:
Elaboración Propia
2.6.1. Análisis y Modelamiento de Fallos en Sensores
En el enfoque teórico un sensor puede presentar fallas por descalibración (bias), por
ruido extremo acoplado con/sin caracteŕıstica flotante (drifted), por perdida de factor de
escalamiento (scaling), o por perdida de la conexión (loss of signal). En procesos industriales
es común encontrar y diagnosticar solo tres tipos de fallos : descalibración, acoplamiento de
ruido extremo y desconexión o pérdida de señal. En este caso, las fallas son de naturaleza
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Donde xi son las lecturas de los sensores en el tanque i; ηi, los ruidos asociados a las mediciones,
y fxi es el componente de falla del sensor i debido a las causas antes mencionadas.
2.6.2. Análisis y Modelamiento de Fallos en Actuadores
Se considera toda falla en actuador a un tipo de falla en equipamiento o componente que
afecta a las entradas del sistema. A diferencia de los fallos en sensores, una falla en actuador
debe ser representada por fallos aditivos y multiplicativos Las fallas en actuadores pueden
degradar el comportamiento del sistema, conduciendo a la inestabilidad del sistema entero en
algunos casos.
Enfocándonos en el Sistema Interconectado de Cuatro Tanques, mostrado en la figura (2.14),
es posible identificar que los actuadores son esencialmente bombas. Sin embargo, centrando
nuestra atención en sistemas industriales, es común encontrar válvulas de control de flujo
asociadas a bombas, por lo que, desde un punto de vista más amplio, debemos considerar
ambos tipos de equipamiento.
Los tipos de bombas de uso mas común en entornos industriales son las bombas centŕıfugas3
y las bombas peristálticas4. En el caso de la válvulas, para propósitos de control se prefieren
las válvulas neumáticas de control de flujo, debido a su rapidez y bajo consumo energético5.
En la tabla 2.3 se muestra un análisis de algunas fallas (las que influyen directamente sobre
el flujo entregado) comunes reportadas en estos actuadores. Las fallas se clasifican por su
efecto aditivo o multiplicativo sobre el flujo entregado. El modelo de falla de los actuadores



















Donde u1 y u2 son las entradas globales del sistema, αi ∈ [0; 1] es el coeficiente de efectividad
del actuador y fui es la falla aditiva de cada entrada.
2.6.3. Análisis y Modelamiento de Fallos en Componentes
Desde el punto de vista de la Ingenieŕıa de Procesos, se define a componentes del sistema como
los elementos de proceso que configuran el sentido o la necesidad del sistema. Según la figura
2.14, las posibles fallas en componentes se pueden presentar en los tanques de almacenamiento
y las tubeŕıas de interconexión.
Los tanques pueden fallar debido a la presencia de una fuga. Este tipo de falla puede tener
múltiples causas como, por ejemplo, la exposición a ĺıquidos corrosivos, presiones elevadas,
fatigas térmicas (cambios bruscos de temperatura) o fallas en uniones soldadas. Las fugas
3Usadas para bombear fluidos limpios, de relativa viscosidad y no corrosivos
4Usada para bombear fluidos con concentración de solidos y productos qúımicos corrosivos
5Debido a que usa aire comprimido como elemento accionador
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Tabla 2.3: Fallas t́ıpicas en Bombas Centŕıfugas y Válvulas Neumáticas de Control
Fallos t́ıpicos y su naturaleza
Parte del Actuador Fallas




Desgaste/pérdida de cojinetes X
Pérdida de propulsor X
Incrustación de objeto extraño
en la succión y/o descarga
X
Fuga en la succión y/o descarga X
Rotura del eje X
Parte Eléctrica
Caidas de voltaje / cortocircuitos
en los campos
X X
Válvula Neumática de Control
Parte Mecánica
Alta fricción del vástago X










Baja presión de servicio X
Fuga de aire en la cámara o en
las lineas de alimentación
X X
pueden presentarse en cualquier parte del tanque, sin embargo, por simpleza matemática, se














Donde θLi es un parámetro que cuantifica la magnitud de la fuga en el tanque i. Aunque las
tubeŕıas también pueden presentar fugas, es mas complicado poder hallar un modelo para
este tipo de evento. Además, los efectos de este tipo de fallo podŕıan confundirse con una
fuga a nivel de los tanques debido a que las dimensiones del sistema no involucran grandes
caudales. Sin embargo una obstrucción si podŕıa tener efectos medibles en el comportamiento
del sistema. Su efecto principal seria al de incrementar la resistencia del flujo a través de
la tubeŕıa de interconexión. Modificando la ecuación (2.28) para incluir los efectos de una
obstrucción, planteamos la ecuación (2.37).
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q12 = θC12µ1Scsgn(h1 − h2)
√
2g|h1 − h2|
q23 = θC23µ2Scsgn(h2 − h3)
√
2g|h2 − h3|







Donde θCij ∈ [0; 1] es un parámetro para cuantificar la falla por obstrucción en la tubeŕıa que
va del tanque i al j.
2.7. Análisis de Observabilidad
2.7.1. Generalidades
El diseño de observadores para sistema no lineales es siempre una tarea complicada. A pesar
de que existen técnicas de diseño a partir de la linearización de un sistema, es interesante
analizar las limitaciones de este enfoque. El diseño de observadores no lineales parece ser una
excelente solución para este problema. Sin embargo, la mayoŕıa de sistemas poseen grandes
cantidades de no linealidades, lo que hace imposible el desarrollo de observadores no lineales.
A continuación se hace estudio de la observabilidad del sistema no lineal representado por
la ecuación (2.31), el cual se considera necesario a fin de poder asegurar la construcción del
filtro escogido para la estimación de estados y parámetros, necesarios para el desarrollo del
algoritmo del SDF. En este sentido, en este caṕıtulo se aborda solo la observabilidad general
del sistema, para el modelo determinista.
Antes de empezar el análisis, es conveniente definir brevemente algunas definiciones
matemáticas de Observabilidad. Un sistema no lineal, como el descrito por la ecuación (2.38)
puede ser :
Globalmente Observable, si todas las condiciones iniciales xo pueden ser
determinadas unicamente con y(t) y u(t) en todo el dominio de xo ∈ Dx,∀u ∈ Du
Localmente Observable alrededor de un punto xp, si todas las condiciones iniciales
xo en una vecindad ‖xo − xp‖ < % de xp pueden ser determinadas unicamente con y(t)
y u(t) en todo el dominio de xo ∈ Dx,∀u ∈ Du
Observable en un punto estacionario x̄, si todas las condiciones iniciales xo pueden
ser determinadas unicamente con y(t) y u(t) en una vecindad restringida (‖xo − x̄‖ <
εx, ‖u− ū‖ < εu, ) del punto estacionario x̄, ū con f(x̄, ū) = 0.
Algunos conceptos adicionales para una definición mas formal de la observabilidad se pueden
encontrar en (Besançon, 2007).
Cabe resaltar que el análisis de observabilidad global es el que requiere mas trabajo de
desarrollo, aún para sistemas no lineales de bajo orden como el Sistema Interconectados de
Tres Tanques, puede representar algunos desaf́ıos (Córdova Ricapa (2016)). Es por esto que
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el sistema de Cuatro Tanques Interconectados en Serie representa un desaf́ıo aún mayor (por
ser de 4to orden), lo cual se verá con mayor claridad matemática en los siguientes desarrollos.
Dado que el análisis de observabilidad usa la representación en espacio de estados, es necesario
reescribir el modelo matemático del sistema de cuatro tanques serie descrito en Ec. (2.31) de
forma vectorial y determinista.
ẋ = f(x) + g(x) u
y = h(x)
(2.38)
Donde el vector de estado x que representa las alturas de los tanques y u(t) = [q1 q4]
T es el


















La idea general de este análisis determina si es posible estimar todos los estados a partir de la
información de y(t) y u(t). El análisis comienza obteniendo las derivadas parciales de y como













f(x) es llamada la Derivada de Lie de h con respecto x a lo largo de f ,
herramienta útil al estudiar sistemas no lineales.
En el caso de sistemas autónomos (x = f(x)∧g(x) = 0, x ∈ Rn), se puede obtener de forma
directa una importante relación matemática llamada mapa de observabilidad O a partir de
las n− 1 derivadas de Lie de h(x) según la ecuación (2.41). El mapa de observabilidad brinda
información acerca del grado de interrelación o afinidad entre los estados y el impacto de las
entradas sobre el sistema en general.















Es necesario representar O en forma vectorial acorde a la ecuación (2.42).
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Donde O también define una transformación T (x) o un “mapeo” de x sobre las nueva variable
z. La observabilidad global se consigue si se puede encontrar la función T−1(z) que mapee
las coordenadas z en x, es decir, si se pueden obtener los estados en originales solo con el
conocimiento de y, ẏ, ÿ...
(n−1)
y . Sin embargo, en sistema de control aparece la variable u
como entrada del sistema de acuerdo a la ecuación (2.38). En este caso el procedimiento para
evaluar la observabilidad es similar al caso anterior, derivando y :





























Representando el mapa en forma vectorial:






















De forma similar al caso anterior, si existe la función inversa x = T−1(z, u, u̇, ...,
(n−1)
u ), se
puede asegurar la observabilidad global del sistema. Sin embargo, en muchos casos debido a
la complejidad del sistema se hace imposible la obtención de T−1.
A continuación se demostrará que, debido al grado de interrelación de las variables f́ısicas del
Sistema de Cuatro Tanques Serie, es posible demostrar la observabilidad global del sistema.
Supongamos entonces que solo se posee una medida disponible del Sistema de Cuatro Tanques
Serie, el sensor del primer tanque LET101 y se desea reconstruir todas los niveles restantes a
partir de esta medida, sus derivadas y las señales de control. Para este caso y = h(x) = x1.
Si aplicamos la definición (Ec. (2.44)) al sistema no lineal descrito por la ecuación (2.39),
obtenemos el mapa de observabilidad a partir de las derivadas de y según Ec. (2.45).
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y = x1






















































Obtenido el mapeo de x sobre z, vemos que es posible obtener la imagen inversa T−1 del
sistema, como se muestra en la ecuación (2.46).
x1 = y



































































Por lo tanto, es posible demostrar que el sistema es globalmente observable desde
y = x1, pues, todos los estados pueden ser expresados (y por lo tanto estimados) solo con
el conocimiento de x1, q1, q̇1, q̈1. Cabe resaltar que la inversión del mapa de observabilidad es
una condición suficiente, mas no necesaria para la observabilidad global (Birk and Zeitz,
2016). Existen algunos puntos singulares en los cuales el mapa de observabilidad queda
indefinido (x12 = 0 y x34 = 0); sin embargo, en el diseño de los observadores consideramos
adecuado aplicar una aproximación numérica sumando un pequeño exponente (∼ 10−10) a las
indeterminaciones (Hou et al., 2002).
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2.7.3. Observabilidad Local
En general, es muy común que el mapa de observabilidad tenga cierta complejidad matemática,
haciendo imposible obtener el mapa inverso para demostrar la observabilidad global.
En este caso se puede analizar la observabilidad local del sistema, obteniendo la matriz de
observabilidad, la cual se define como el Jacobiano del mapa de observabilidad.
























Si se verifica que JO posee rango completo para todo el dominio de definición de x (vecindad
de x̄), entonces se dice que el sistema es localmente observable alrededor de x̄. Sin embargo,
dado que el sentido de observabilidad global es mas fuerte que la observabilidad local, no es
necesario aplicar este prueba al Sistema de Cuatro Tanques Acoplados en Serie.
2.8. Diseño del Controlador
2.8.1. Linearización alrededor de un punto de operación





ẋ = f(x, u), x(to) = xo
y = h(x, u), x(t) ∈ Rn, u(t) ∈ Rp, y(t) ∈ Rq
(2.48)
Donde asumimos que la linearización se hace alrededor de un punto estacionario (x̄, ū), donde
x̄ y ū son constantes halladas a partir del equilibrio f(x̄, ū) = 0.
Analizaremos que sucede con las variables x(t) y y(t) cuando se presenta una pequeña
perturbación alrededor del punto estacionario :
u(t) = ū+ ∆u(t), xo = x̄o + ∆xo (2.49)
Donde ‖∆u(t)‖ y ‖∆xo‖ son desplazamiento pequeños que provocarán el mismo efecto
alrededor del punto de operación de la variable de estado :








=f(x̄+ ∆x(t), ū+ ∆u(t)) (2.51)
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Por expansión en series de Taylor:























Analizando la ecuación de salida h(x, u), una pequeña perturbación de ∆x y ∆u alrededor
del punto de operación (x̄, ū), provocará una desviación del punto estacionario ȳ según:
y(t) = ȳ + ∆y(t), ȳ = h(x̄, ū) (2.54)
Luego:
y(t) = ȳ + ∆y(t) = h(x̄+ ∆x(t), ū+ ∆u(t)) (2.55)
Por Taylor:










Combinando las ecuaciones (2.54), (2.55) y (2.56) tenemos :










Por lo tanto, la linearización del sistema no lineal invariante en el tiempo de la ecuación (2.48)
































Aplicando este procedimiento al Sistema de Cuatro Tanques Acoplado en Serie, cuya dinámica
se corresponde a la ecuación (2.31), calculamos las matrices A,B,C,D:
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−a a 0 0
a −a− b b 0
0 b −b− c c



















































El punto de operación (x̄, ū) se halla a partir de hacer f(x, u) = 0 en la ecuación (2.31). Si




, es fácil demostrar






















Usando los parámetros definidos para en la tabla 2.2 y escogiendo como punto estacionario
para las entradas :




= [80, 100] [cm3/s] (2.63)
Define los puntos de equilibrio x̄ según ecuación (2.62):
x̄4 = 15,35 cm, x̄3 = 20,18 cm, x̄2 = 21,15 cm, x̄1 = 31,22 cm (2.64)
Definidos A,B,C y D, se procede a desarrollar la ley de control.
2.8.2. Controlabilidad
El objetivo de una ley de control u es, en primer lugar, la estabilización de un sistema. El
problema de la estabilización por realimentación de estados para el sistema no lineal de la
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ecuación (2.48) es el problema del diseño de una ley de control de la siguiente forma:
u = γ(x) (2.65)
Tal que el origen x = 0 es un punto uniformemente asimptóticamente estable del sistema en
lazo cerrado:
ẋ = f(x, γ(x)) (2.66)
Es decir, la ley de control u debe ser capaz de estabilizar asimptóticamente el sistema en el
origen desde cualquier condición inicial dada. Sin embargo, mientras este enfoque clásico de
estabilización define el origen como punto de equilibrio, podemos modificar el planteamiento
para estabilizar el sistema alrededor de un punto arbitrario x̄. Par tal efecto, necesitamos
encontrar un valor estacionario de la entrada ū el cual mantendrá el equilibrio en x̄, de tal
forma que:
0 = f(x̄, ū), ∀ t ≥ 0 (2.67)
Efectuando un cambio de coordenadas tal que :
∆x = x− x̄, ∆u = u− ū (2.68)
Resulta en el sistema :
∆ẋ = f(x̄+ ∆x, ū+ ∆u)
def
= f∆(∆x,∆u) (2.69)
Donde f∆(0, 0) = 0 para todo t ≥ 0. Por lo tanto, el problema de control se convierte en un
problema clásico de estabilización, donde ∆u es diseñado como realimentación de estado de
∆x. El problema es mucho mas sencillo cuando el sistema es lineal e invariante en el tiempo,
como el sistema linealizado de la ecuación (2.58). En este caso, una ley de control de la forma
∆u = K∆x, puede asegurar la estabilidad asimptótica del sistema
∆ẋ = (A−BK)∆x (2.70)
Śı y solo śı la matriz A − BK es Hurtwiz, es decir, si sus eigenvalores están ubicados en
el semiplano izquierdo del plano complejo. La ganancia K puede ser asignada de muchas
maneras, desde manera arbitraria asegurando la estabilidad de A − BK, hasta un enfoque
optimo que asegure el menor gasto energético de la ley de control (Khalil, 1996).
La posibilidad de llevar el sistema linealizado a un estado estable se evalúa a partir del análisis
de la matriz de Controlabilidad Co.
Co =
{
B AB . . . An−1B
}
(2.71)
Si la matriz Co es de rango completo, entonces se dice que el sistema no lineal de la ecuación
(2.48) es localmente controlable alrededor del punto estacionario (x̄, ū). Calculando la matriz
de controlabilidad para la linealización de la ecuación (2.60):
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Co =

141,4711 0,0000 −0,7951 0,0000 0,0089 0,0000 −0,0001 +0,0000
0,0000 0,0000 0,7951 0,0000 −0,0098 0,0018 0,0001 −0,0001
0,0000 0,0000 0,0000 1,6588 0,0009 −0,0545 −0,0000 0,0016
0,0000 141,4111 0,0000 −2,8322 0,0000 0,0762 0,0000 −0,0022

(2.72)
Se puede verificar que rank(Co) = 4, por lo tanto, el sistema es localmente controlable
alrededor de los puntos estacionarios definidos en Ec. (2.63) y (2.64).
2.8.3. Controlador Óptimo
El enfoque de control optimo consiste en encontrar un controlador de realimentación de
estados para un sistema dinámico sobre un periodo de tiempo con el objetivo de producir una
salida deseada minimizando una función objetivo, el cual considera la dinámica del sistema o
restricción para el calculo de esta. Desde luego, todos los problemas de control optimo pueden
ser analizados como problemas de diseño óptimo (Arora, 2004).
La formulación de un problema de control optimo requiere los siguientes elementos :
Un modelo matemático del sistema a controlar.
Una especificación del indice de desempeño o función objetivo
Especificación de la condiciones de frontera para los estados, descripción matemática de
las restricciones a ser satisfechas.
Control LQR
Un caso especial del problema de control óptimo es cuando la función objetivo es una función
cuadrática de x y u y la dinámica del sistema es lineal. La ley de control resultante de optimizar










x(t)TQ x(t) + u(t)TR u(t)
]
dt (2.73)
Donde Qtf y Q son matrices positivas semidefinidas, x es el vector de estados y R es una
matriz positiva definida. Usualmente Q y R son definidas como el grado de importancia o
“pesos”que se asignan a x y u respectivamente. La restricción esta definida por la dinámica
del sistema:
ẋ(t) = A x(t) +B u(t), x(to) = xo (2.74)
Al ser la función objetivo convexa y la restricción lineal, el problema de optimización es un
problema de optimización convexo, y tiene una solución cerrada o única para u.
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u(t) = −K(t) x(t) = R−1BTP (t) x(t) (2.75)
Donde P (t) es la solución a la ecuación diferencial de Ricatti :
ATP + PAT − PBR−1BTP +Q = −Ṗ (2.76)
En los problemas de horizonte infinito (tf →∞), y si el par (A,B) es controlable, la ecuación
diferencial de Ricatti converge un valor estacionario de P , por lo que Ṗ = 0. De esta forma
es posible hallar P dando solución a la ecuación algebraica de Ricatti :
ATP + PAT − PBR−1BTP +Q = 0 (2.77)
Definiendo adecuadamente Q y R, encontramos un regulador cuadrático para el sistema
linealizado de la ecuación (2.58).
K =
[
312,3289 3,8870 0,01332 0,0003
0,0003 0,02735 7,7957 302,5963
]
(2.78)
Ahora aplicamos la ley de control diseñada a fin de estabilizar el nivel de los tanques según








Figura 2.15: Esquema de Control por Realimentación de Estados. Fuente: Elaboración Propia
En la figura (2.16) se observa el desempeño del regular LQR diseñado para el sistema no
lineal. Se puede verificar la estabilización exitosa del sistema alrededor del punto estacionario
(x̄, ū).
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Senal de Control u2
u
2
Figura 2.16: Desempeño del Regulador LQR. Fuente: Elaboración Propia
Sin embargo, hasta aqúı no se ha considerado el desempeño que tendŕıa el controlador en un
ambiente real, en el cual, generalmente las mediciones realimentadas están contaminadas con
ruido. El efecto que este hecho tendŕıa se puede observar en la figura 2.17.

















































































Senal de Control u2
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2
Figura 2.17: Desempeño del Controlador LQR con realimentación de sensores ruidosos. Fuente:
Elaboración Propia
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Se concluye que si bien el controlador LQR es robusto porque llega a estabilizar el sistema aún
en presencia de ruido. Sin embargo, este deteriora la calidad de la señal de control, haciendo
impráctico su implementación en un entorno real.
Dado que esta investigación considera al sistema no lineal desde un punto de vista estocástico,
deberemos modificar la ley de control a fin de que pueda considerar los efectos del ruido en
su estructura.
Control LQG
El Controlador Lineal Cuadrático Gaussiano (LQG) se encuentra dentro del área de estudio de
la teoŕıa de control óptimo de sistemas estocásticos y ha sido aplicado ampliamente en sistemas
de control de vuelo, navegación de misiles, navegación de embarcaciones. Su aplicación es muy
popular en sistemas con alta cantidad de ruido y en los cuales hay posibilidades de reconstruir
todos los estados a partir de observaciones disponibles, debido a que fusiona conceptos de los
reguladores lineales cuadráticos (LQR) y la estimación de parámetros con Filtros de Kalman.
El esquema general de la implementación del regulador LQG en el sistema linealizado del
Sistema de Cuatro Tanques Interconectados en Serie se encuentra en la figura 2.18. Se
puede observar el esquema LQG se consigue cuando se construye un estimador de estados
para generar los estimados filtrados x̂(t), los cuales pasan a través de una ganancia de
realimentación calculada de forma óptima K. Ambos subsistemas óptimos, estimador y
regulador, pueden ser calculados de forma independiente, debido al principio de dualidad














Figura 2.18: Diagrama de bloques del regulador LQG. Fuente: Elaboración Propia
50
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El proceso comienza verificando la controlabilidad y observabilidad de los pares A,B y A,C
respectivamente. Estos criterios son necesarios para la existencia de la solución a las ecuaciones
usadas para encontrar las ganancias optimales. Luego se procede a el diseño del estimador
interno o filtro interno, encontrándose una ganancia optimal de estimación de estados KF . El
diseño finaliza encontrando una ganancia optimal de realimentación de estados K mediante
el LQR, cerrando el lazo con los estimados provenientes del filtrado óptimo anterior.
Para el diseño del filtro interno, deberemos considerar el modelo lineal descrito por la ecuación





ẋ(t) = Ax(t) +Bu(t) +Gω(t),
y(t) = Cx(t) +Du(t) + v(t)
(2.79)
Donde se ha introducido ω(t) y v(t), los cuales son procesos estocásticos de ruido blanco
Gaussiano asociados al proceso y a las mediciones respectivamente. Ambas variables son
estad́ısticamente independientes o incorrelacionadas, con una media y covarianza definida por
:
p(x(to)) ∼ N (xo, Po)
p(ω(t)) ∼ N (0, Q)
p(v(t)) ∼ N (0, R)
(2.80)
La versión continua del filtro de Kalman es el filtro de Kalman-Bucy, descrito en 1961. La
estructura de este filtro es similar al observador de Luenberger, pero se incluye la media del
ruido del proceso ω̄, como se muestra en la ecuación:
˙̂x(t) = Ax̂(t) +Bu(t) +Gw̄ + SHTR−1(y − Cx̂) (2.81)
Donde S es la solución a la ecuación diferencial de Ricatti :
AS + SAT − SCTR−1CS +GQGT = Ṡ (2.82)
Se dice que el proceso descrito por la ecuaciones (2.79) y (2.80) es un proceso estad́ısticamente
estacionario, debido a que A,B,G,C,D,Q y R son matrices constantes, por lo que la ecuación
diferencial de Ricatti alcanza un estado estacionario (Ṡ = 0). El filtro continuo de estado
estacionario fue descrito por primera vez por Norbert Wiener en 1949 (Bryson, 1975).
De esta forma, para calcular la ganancia del filtro de Kalman - Bucy interno, solo requerimos
resolver la forma algebraica de la ecuación (2.82). Definiendo adecuadamente R,Q y G =




0,0094 0,0005 0,0000 0,0000
0,0007 0,0307 0,0015 0,0000
0,0000 0,0001 0,0088 0,0010
0,0000 0,0000 0,0010 0,0082
 (2.83)
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La figura (2.19) muestra el resultado del sistema en lazo cerrado con regulador LQG. Es fácil
notar que el regulador LQG reduce notablemente los efectos del ruido de los sensores v(t) sobre
la ley de control u en lazo cerrado, en comparación con los resultado del controlador LQR
de la figura (2.17). Por lo tanto, la aplicación de un controlador LQG para un sistema real,
permitiŕıa encontrar una ley de control coherente e implementable en un escenario práctico.
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Figura 2.19: Desempeño del Regulador LQG con realimentación de sensores ruidosos. Fuente:
Elaboración Propia
Conclusiones
El diseño de un controlador LQG constituye la mejor opción para el diseño de controladores
por realimentación de estados en escenarios prácticos debido a su sencillez de diseño,
implementación y robustez ante el ruido. Sin embargo, el regulador LQG no es robusto a
perturbaciones por errores de modelado. No obstante, si la incertidumbre en el modelo es




DISEÑO DEL SISTEMA DE
DIAGNÓSTICO DE FALLOS
3.1. Introducción
Un proceso real comúnmente experimenta cambios debido a la influencia de factores externos
e internos. Tales factores tienen normalmente una naturaleza aleatoria y representan ruidos
o perturbaciones sobre el sistema. Cuando se aborda el estudio de los sistemas, tomando en
cuenta el comportamiento aleatorio de algunas de sus variables, se considera al proceso como
un sistema estocástico (Gómez Bruque, 2011).
Diversas aplicaciones industriales poseen tal caracteŕıstica, y aun aśı, se requieren estimaciones
lo suficientemente precisas de variables no medidas a partir de señales contaminadas con el
objetivo de supervisión o desarrollo de sistemas de diagnóstico de fallos. Dichos desarrollos
también suponen la obtención de un modelo estocástico del fenómeno. Cuando el modelo es
lineal y las perturbaciones son Gaussianas, es factible encontrar de manera óptima la función
de densidad de probabilidad (PDF) de los estados dadas las mediciones ruidosas a través del
filtro de Kalman (KF). Sin embargo casi todos los procesos industriales poseen caracteŕısticas
no lineales y los ruidos generalmente no poseen una distribución Gaussiana. En este caso el
desarrollo del Filtro Extendido de Kalman (EKF) ha demostrado tener un buen rendimiento
ante sistemas con bajo grado de no linealidad y procesos estocásticos no-Gaussianos (Viveros
et al., 2014). Sin embargo, este filtro es muy sensible a imperfecciones de modelado, por lo
que su convergencia esta condicionada a un buen entendimiento del fenómeno.
Una forma de disminuir el tiempo de convergencia del EKF es el rediseño de la ganancias
usando escalamiento técnico de la matriz de covarianza, introduciendo el algoritmo Strong
Tracking Filter (STF), el cual ha sido ampliamente adoptado en diagnóstico de fallos,
estimación de estados y control adaptativo (Lan and Mu, 2005).
En el presente caṕıtulo se estudia la factibilidad de aplicar STF a el Sistema de Cuatro
Tanques Interconectados en Serie para el desarrollo de estimadores de estado que permitan
implementar algoritmos de diagnóstico de fallos. En la primera parte se pretende comparar
el desempeño de algunos filtros estocásticos como el KF, EKF y STF en la estimación de
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estados. En la segunda parte se aborda el desarrollo del sistema de diagnóstico en sensores
basados en el Esquema de Observadores Dedicados. Finalmente se aborda la estimación de
parámetros del sistema como instrumento de monitoreo y diagnóstico de algunas fallas en
componentes del sistema, comparando asimismo el desempeño del EKF y STF en esta tarea.
3.2. Generación Residual
En el caṕıtulo 1 se definió el concepto de residual como la diferencia entre una variable real y
una predicha por un modelo verificado. Un enfoque común de generación residual es el uso de
estimadores de estado. El residual entonces estará formado por la diferencia del los estados
estimados y los medidos. Tal residual es idealmente cero en condiciones normales de operación,



















Figura 3.1: Esquema de Generación Residual. Fuente: Elaboración Propia
En la figura 3.1 se puede ver la concepción hoĺıstica del sistema de diagnóstico de fallos, en
particular, se identifica la generación residual como una parte del desarrollo del SDF. Dentro
de esta tarea se encuentra el desarrollo de los filtros necesarios para llevar a cabo la tarea de
estimación.
3.2.1. Discretización y Modelo Estocástico del Sistema
Dado la naturaleza aleatoria de las perturbaciones y ruidos del sistema, es de interés la
obtención de un modelo matemático adecuado para el objeto bajo estudio. En el caṕıtulo
anterior se obtuvo un modelo continuo determinista para el Sistema de Cuatro Tanques
Interconectados en Serie bajo ciertas asunciones y simplificaciones. Sin embargo, para
implementar el EKF y STF es necesario disponer de ecuaciones recursivas en tiempo discreto
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que contemplen los ruidos y perturbaciones presentes en la planta. Para ello, el modelo de la
ecuación (2.31) se aproxima usando el método de Euler, con periodo de muestreo ∆t, es decir,







x2k+1 = x2k + ∆t [a1s(δx12k)− a2sH(δx23k)] + ω2k
x3k+1 = x3k + ∆t [a2sH(δx23k)− a3s(δx34k)] + ω3k










Las salidas del sistema son:
yik = xik + ηik, i ∈ 1, .., 4 (3.2)
Idealmente, ωk y ηk son procesos de ruido estad́ısticamente estacionarios (covarianzas
constantes), ambos ruidos son independientes entre si, y con el vector de estados x, ademas
son considerados como procesos de ruido blanco Gaussiano, con media 0 y covarianza Q y R,
respectivamente
Aunque existe muchos métodos para calcular el tiempo de muestreo óptimo para sistemas
lineales, para sistemas no lineales, y en particular para la aplicación del EKF y STF se
considera adecuado hacer ∆ = 100ms, debido al método de discretización usado.
3.2.2. Filtro Lineal de Kalman
El Filtro lineal originalmente concebido por Rudolf Kalman en 1960 (Kalman et al., 1960),
diseñado para sistemas lineales con el fin de estimar de forma mı́nima cuadrática una señal,
a partir de mediciones ruidosas disponibles. Este filtro permite actualizar en cada iteración
el valor de las variables estimadas conforme se hacen disponibles los datos de entrada, tiene
carácter óptimo bajo la hipótesis de ruidos Gaussianos. También posee una medida de la
calidad de estimación mediante la actualización de la matriz de covarianza del error de
estimación P .
Planteamiento del Problema
Consideramos el sistema discreto estocástico con los estados xk en el tiempo k presentado por





xk+1 = Fxk +Guk + ωk,
yk = Hxk + ηk
(3.3)
Donde F es la matriz de transferencia del sistema, uk es la variable asociada a las entradas
del sistema y yk son las mediciones disponibles al tiempo k. El estado inicial del sistema es
xo y su distribución normal es (0, Po), donde Po es la matriz de covarianza inicial del proceso
estocástico x. Los errores de modelado ωk y ruido de mediciones ηk son procesos Gaussianos
con covarianzas Qk y Rk respectivamente.
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Las Ecuaciones del Filtro de Kalman
El diseño del filtro para el sistema descrito por la ecuación (3.3) comienza efectuando una
predicción sobre el valor del estado en un tiempo k + 1 a partir de los estimados actuales xk
y entradas actuales uk. Esta estimación a priori o predicción sobre el valor del estado
posterior, usa el modelo lineal de la ecuación (3.3) para generar x̂−k+1, según:
x̂−k+1 = Fx̂k +Guk (3.4)
Una predicción inicial de la covarianza del error de estimación es calculada usando
la siguiente relación entre matrices:
P̂−k+1 = FPkF
T +Qk (3.5)
Donde Pk y Pk+1 tienen significado estad́ıstico y corresponde a la covarianza del error de










(x̂k − xk)(x̂k − xk)T
] (3.6)
Luego es necesario efectuar el paso de corrección o actualización sobre el estado, usando
















Es de notar que Rk+1 = Rk, ∀ k > 1, debido a las asunciones antes hechas. La actualización
sobre la matriz de covarianza se calcula de la siguiente forma:




El filtro puede ser implementado de forma computacional bajo el Algoritmo 1.
Aplicación al Sistema de Cuatro Tanques Interconectados
El algoritmo 1 fue aplicado en el desarrollo de un filtro considerando la disponibilidad única
del sensor de nivel del primer tanque (Fig. 2.11), esto es H = [1 0 0 0]. En este caso F
corresponde a la representación linealizada del sistema de cuatro tanques interconectados,
definida anteriormente en la ecuación (2.58).
56
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Algorithm 1: Filtro Lineal de Kalman en tiempo Discreto
Input: x̂o, Po, Qk, Rk, F, G, H
1 k = 1
2 while true do
/* Predicciones */
3 x̂−k+1 ← Fx̂k +Guk // Sobre los estados
4 P̂−k+1 ← FPkF
T +Qk // Sobre la Matriz de Covarianza
/* Actualizaciones */






// Calcular la Ganancia de Kalman




k+1) // Sobre los estados
7 P+k+1 ← (I −Kk+1H) P̂
−
k+1 // Sobre la Matriz de Covarianza
8 k ← k + 1
9 end




































































Figura 3.2: Estimación de estados usando KF cuando se dispone de solo una medida ruidosa,
∆t = 0,1s. Fuente: Elaboración Propia
En la figura 3.2, los estados estimados x̂ en rojo, tienen un valor inicial x̂o = [10; 5; 15; 8]. Se
puede observar que el Filtro Lineal carece de precisión y rapidez de convergencia, atributos
que son necesarios para la generación residual. Por lo tanto se concluye que, no es factible
el uso de un estimador de estados basado en Filtro Lineal de Kalman para el desarrollo del
SDF. Entonces deberemos ampliar el rango de estimación incluyendo la versión extendida de
este filtro.
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3.2.3. Filtro Extendido de Kalman
Con el objetivo de incrementar la precisión de los estados estimados, se puede usar la
aproximación no lineal del filtro del Kalman. El filtro Extendido de Kalman (EKF1), fue
propuesto por Schmidt (1970) con el propósito de mejorar los simuladores de vuelo de la
NASA. Básicamente, el EKF resuelve el problema de la estimación del estado xk generado
por un sistema no lineal, utilizando la expansión de la serie de Taylor aproxima la ecuaciones
no lineales que describen el modelo sobre el valor actual del estimado x̂k. Asimismo, provee
un estimado de la covarianza del error de aproximación xk − x̂k basado en la información
estad́ıstica del modelo (Sánchez et al., 2013).





xk+1 = f(xk, uk) + ωk,
yk = h(xk) + ηk
(3.10)
Con las mismas asunciones sobre las covarianzas de los ruidos según la ecuación (??). Los
pasos de predicción y actualización son los mismos que el filtro lineal de Kalman, descrito en
el algoritmo 1. La única diferencia que las matrices F y H son linealizadas a partir del modelo
no lineal. El cálculo del modelo linealizado Fk y la matriz de mediciones Hk+1 se introducen
como pasos adicionales en el algoritmo 2.
Algorithm 2: Filtro Extendido de Kalman
Input: x̂o, Po, Qk, Rk
1 k = 1
2 while true do
/* Predicciones */
3 Fk ← ∂f(x, u)/∂x|x=x̂k // Linealización del modelo
4 x̂−k+1 ← f(x̂k, uk) // Sobre los estados
5 P̂−k+1 ← FkPkF
T
k +Qk // Sobre la Matriz de Covarianza
/* Actualizaciones */
6 Hk+1 ← ∂h(x)/∂x|x=x̂−k+1 // Linealización de la matriz de mediciones










// Calcular la Ganancia de Kalman




k+1) // Sobre los estados
9 P+k+1 ← (I −Kk+1Hk+1) P̂
−
k+1 // Sobre la Matriz de Covarianza
10 k ← k + 1
11 end
En particular, la matriz de mediciones Hk+1 = Hk = H, se mantiene constante. Sin embargo,
la matriz Fk, usada para actualizar la ganancia del filtro y el calculo de la covarianza, se
convierte en una matriz Lineal Variante en el Tiempo (LTV2). Además, ya que el cálculo de
la matriz de covarianza del error es solo un aproximado, las propiedades del modelo influirán
1Por sus siglas en Inglés
2Linear Time Variant
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enormemente en la factibilidad de aplicación del filtro, siendo este adecuado para sistemas
con bajo nivel de no linealidad.
Aplicación al Sistema de Cuatro Tanques Interconectados
Al igual que en la sección anterior, es de interés evaluar el desempeño del EKF en la estimación
de estados. Para tal fin, se considera disponible una medición, la altura del primer tanque o
sensor LTE101 (Fig. 2.11), es decir yk = x1k + η1k




































































Figura 3.3: Estimación de estados usando EKF cuando se dispone de solo una medida ruidosa,
∆t = 0,1s. Fuente: Elaboración Propia
Al efectuar comparaciones con los estimados del Filtro Lineal de Kalman, lo que se desea
es evaluar el tiempo de convergencia de los filtros. Vemos pues, que el desempeño del EKF
no supera mucho al KF. Esto puede ser debido al tiempo de discretización escogido para
la aproximación de Euler del modelo. Es lógico pensar si disminuimos este tiempo ∆t,
obtendremos mejores aproximaciones; sin embargo, un tiempo muy pequeño, imposibilitaŕıa
la implementación sobre algún controlador industrial, debido al elevado coste computacional
que requiere el computo del filtro.
3.2.4. Strong Tracking Filter
Como vimos anteriormente, tanto el KF como el EKF poseen una convergencia lenta en
la estimación de estados. Esto puede ser debido a las propiedades no lineales del sistema.
Además, la convergencia del filtro esta condicionada por el uso de un modelo preciso y estable,
y la obtención aproximada de las covarianzas de los ruidos. Sin embargo, en práctica, es
dif́ıcil mantener la precisión y estabilidad del modelo, especialmente cuando los estados se
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ven afectados por mutaciones debido principalmente a factores ambientales u otros (Wei and
Aidi, 2011).
Con el objetivo de solucionar este problema, en 1991 se desarrollo el Filtro de Rápido
Seguimiento o de Rápida Convergencia (STF3) (ZHONGJUN, 1991), una variante adaptativa
del EKF, en el cual se introduce un factor de desvanecimiento suboptimal λ (fading factor)
para ajustar el calculo de la matriz de covarianza del error P y la matriz de ganancia del
filtro K, incrementando la estabilidad del filtro. Este método de estimación de estados puede
ser usados para sistemas lineales y no lineales que poseen modelos relativamente imprecisos
o cambios abruptos en los valores de los estados (Ge et al., 2015). Además, el algoritmo STF
es el mas famoso dentro de los filtros adaptativos, el cual ha sido usado tanto en Diagnóstico
de Fallos (Wang et al., 2015) y Control Adaptativo como estimador de estados (Lan and Mu,
2005).
Las Ecuaciones del STF
La idea detrás del algoritmo STF es computar el factor de desvanecimiento variante en el
tiempo λk de forma heuŕıstica en el paso de predicción sobre la matriz de covarianza en
tiempo real. Modificando la ecuación (3.5) del Filtro del Kalman.
P̂−k+1 = λkFkPkF
T
k +Qk (Ĺınea 11, Alg. 3) (3.11)














= 0, k = 1, 2, ...; m ≥ 1 (3.12b)
Donde εk = yk − Hx̂k es el error de predicción. La función de costo en (3.12a) es la regla
de estimación optimal y la restricción significa que los errores de predicción debeŕıan de
ser ortogonales en todos los tiempos para lograr la optimalidad en el sentido de mı́nimos
cuadrados, pues ha sido demostrado que, si la estimación esta basada en un modelo preciso y se
usa Mı́nimos Cuadrados o Filtro de Kalman, la ecuación (3.12b) es satisfecha con naturalidad.
Sin embargo, la introducción de un factor de desvanecimiento λk para controlar la rapidez de
convergencia del filtro, destruye el principio de optimalidad del KF y EKF, lo que conlleva
a tener ciertas ondulaciones en el desempeño del filtro. Mientras que resolver el problema
de optimización anterior sigue siendo un problema (Ge et al., 2015), es común tomar el




1, ck ≤ 1




(Ĺınea 8, Alg. 3) (3.14)
3Strong Tracking Filter, por sus siglas en Inglés.
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Donde se ha introducido el término γ que representa al factor del ı́ndice de desvanecimiento, el
cual es determinado por conocimiento a priori y ck es la división de las trazas de las matrices
Nk y Mk, las cuales se computan de la siguiente manera:





k (Ĺınea 7, Alg. 3) (3.15b)
Y V0,k, llamado matriz filtro de varianza del error, es calculado de:
V0,k =






(Ĺınea 5, Alg. 3) (3.16)
Donde ρ ∈ [0; 1] es el factor de olvido, normalmente toma valores cercanos a 0.95; β es el
factor de debilitamiento del STF, el cual hace la estimación mas suave.
Algorithm 3: Strong Tracking Filter
Input: x̂o, Po, Qk, Rk, γ, β, ρ
1 k = 1
2 while true do
/* Calculo del fading factor */
3 εk = yk −Hkx̂k // error de predicción
4 Fk ← ∂f(x, u)/∂x|x=x̂k // Cálculo del Jacobiano
5 V0,k ← (ec. 3.16) // Cálculo de la matriz filtro de varianza del error
6 Nk ← V0,k −HkQkHTk − βRk
7 Mk ← HkFkPkF Tk HTk
8 ck = Tr(Nk)/Tr(Mk)
9 λk ← (ec. 3.13) // Actualizar factor desvanecimiento
/* Predicciones */
10 x̂−k+1 ← f(x̂k, uk) // Sobre los estados
11 P̂−k+1 ← λkFkPkF
T
k +Qk // Sobre la Matriz de Covarianza
/* Actualizaciones */
12 Hk+1 ← ∂h(x)/∂x|x=x̂−k+1 // Linealización de la matriz de mediciones










// Calcular la Ganancia de Kalman




k+1) // Sobre los estados
15 P+k+1 ← (I −Kk+1Hk+1) P̂
−
k+1 // Sobre la Matriz de Covarianza
16 k ← k + 1
17 end
El algoritmo 3 muestra en forma ordenada el procedimiento computacional para la
implementación del STF. Asimismo la aplicación al Sistema de Cuatro Tanques se puede
encontrar en el Anexo B.1 con el nombre FourTanksHibridSTF.m.
Criterios de Evaluación para el Algoritmo STF
El principal objetivo de un observador es generar estimados precisos en el menor tiempo
posible, por lo que evaluar y cuantificar el desempeño de la técnica bajo estudio resulta
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importante a fin de obtener conclusiones y justificaciones. Desde el punto de vista de la
Ingenieŕıa del Control, es posible evaluar el desempeño de los observadores mediante:
Precisión de la estimación. Será determinada a partir de la raiz del Error Medio
Cuadrático Normalizado (NRMSE4) de los valores reales de los estados de la planta y








donde el indice i es el i-ésimo dato, x̂ es el valor medio de los valores estimados hasta el
dato i y n es el número de datos. En este caso, n = 5000 es el número de datos a evaluar
provenientes de la simulación. En el campo de la estad́ıstica, el NRMSE es conocido
como coeficiente de variación Cv. Su valor indica cuan alejado en promedio están las
estimaciones de los valores reales.
Tiempo de Convergencia. En esta tesis se considera medir el tiempo de convergencia
de un estimado Tconv como el tiempo necesario para que el observado alcance y
permanezca dentro de los valores máximo y mı́nimo de la señal ruidosa medida.
Demanda computacional. Expresada en unidades de tiempo de CPU, representa
el tiempo promedio requerido por el computador para ejecutar el algoritmo desde el
momento de la medición hasta cuando el observador entrega las variables estimadas.
Aplicación al Sistema de Cuatro Tanques Interconectados : STF vs EKF
En esta sección el objetivo es comparar el desempeño de ambas técnicas: el EKF y su variante,
el STF. Para tal fin, las condiciones iniciales en cada estimador se mantienen:
x̂o =
[
10 5 15 8
]
(3.18)
Además, basados en la prueba de observabilidad global efectuado anteriormente, se considera
plantear el desarrollo de estimadores locales considerando disponible solo la medida de un
sensor de nivel para cada estimador. En la tabla 3.1 se resume los parámetros usados para el
diseño de los filtros en cada caso.

















STF1 LET101 0.1225 0.91 430 1
STF2 LET102 0.0625 0.91 80 1
STF3 LET103 0.0900 0.90 1100 1
STF4 LET104 0.1600 0.91 330 1
4Normalized Root Mean Squared Error, por sus siglas en Inglés.
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El tiempo de simulación empieza en to = 0 y termina en tf = 500s con un tiempo de
discretización ∆t = 100ms en ambos casos. En la figura 3.4 muestra los estimados usando
ambas técnicas y sus respectivos NRMSE, cuando solo se dispone de la medida del sensor del
primer tanque, LET101, esto es : y = x1.

























































Cv del estimado de x4
STF1x4
EKF1x4
Figura 3.4: Comparación STF vs EKF cuando solo se dispone de la medida de LET101.
Fuente: Elaboración Propia
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Analizando cualitativamente las gráficas podemos obtener las siguientes conclusiones
preliminares:
El algoritmo STF mejora significativamente la rapidez de convergencia de los estimados
a sus valores reales.
El tiempo de convergencia de EKF es bastante largo, haciéndolo no adecuado para su
uso en desarrollo de técnicas de FD.
El EKF podŕıa presentar sesgo en la estimación de los valores no medidos, debido al
tiempo de discretización escogido.
Los NRMSE asociados a las estimaciones por STF tienden a valores cercanos a caro más
rápidamente que los asociados a EKF, confirmando el mejor desempeño del STF sobre
el EKF.
En la tabla 3.2 se muestran los valores de los coeficientes de variación de las estimaciones y los
tiempos de convergencia aproximados en cada técnica, con una muestra de N = 5000 datos.
Tabla 3.2: Comparación del Coeficiente de Variación Cv de los estimados cuando y = LET101
y = x1
x̂1 x̂2 x̂3 x̂4
NRMSE Tconv NRMSE Tconv NRMSE Tconv NRMSE Tconv
STF1 0.0008 ∼1s 0.0393 ∼6s 0.2378 ∼160s 0.2117 ∼150s
EKF1 0.0164 ∼5s 0.0928 >500s 0.2693 >500s 0.2540 >500s
Ciertamente, las estimaciones pertenecientes al algoritmo STF poseen un coeficiente de
variación mas pequeño que el algoritmo EKF para cada variable estimada. Esto significa que
en promedio los estimados del STF poseen valores mas cercanos a los reales que los estimados
por EKF. El tiempo de convergencia para cada variable estimada es considerablemente menor
en STF en comparación con EKF.
En la gráfica 3.5 se compara el desempeño del STF y EKF cuando y = x2. En este
caso es posible ver con mas claridad la superioridad del desempeño del STF en tiempo de
convergencia de los estimados. Los NRMSE asociados a cada estimación también convergen
más rápidamente a cero, confirmando la rapidez de la técnica. Los valores numéricos de los
NRMSE asociados a cada estimación y el tiempo de convergencia aproximado al término de
la simulación se encuentran en la tabla 3.3.
Tabla 3.3: Comparación del Coeficiente de Variación Cv de los estimados cuando y = LET102
y = x2
x̂1 x̂2 x̂3 x̂4
NRMSE Tconv NRMSE Tconv NRMSE Tconv NRMSE Tconv
STF2 0.0290 ∼5s 0.0016 ∼1s 0.1653 ∼60s 0.1342 ∼110s
EKF2 0.0858 ∼170s 0.0400 >250s 0.2591 >500s 0.2418 >500s
Siempre es posible manipular los coeficientes ρ y β del algoritmo STF a fin de obtener la
respuesta deseada. Como se mostró en la tabla 3.1, la configuración de estos parámetros es
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diferente en cada caso. Es posible que el algoritmo STF diverga al comienzo de las pruebas,
esto indica que se debe suavizar las simulaciones aumentando el valor del coeficiente de
debilitamiento β. Una vez que se logre la estabilidad se procede a tunear el factor de olvido
ρ para aumentar la velocidad del filtro.
































































Figura 3.5: Comparación STF vs EKF cuando solo se dispone de la medida de LET102.
Fuente: Elaboración Propia
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En la figura 3.6 se contrasta el desempeño del STF y EKF cuando y = x3. El algoritmo STF
muestra mejor tiempo de convergencia de los estimados, mientras que EKF pierde precisión
estimando los niveles de los tanques superiores.


































































Figura 3.6: Comparación STF vs EKF cuando solo se dispone de la medida de LET103.
Fuente: Elaboración Propia
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En la tabla 3.4 se muestran los coeficientes de variación de los estimados, obtenidos al final de
la simulación. Es posible ver que los NRMSE no son muy diferentes al estimar x̂1 y x̂2, esto
es debido al similar desempeño de ambas técnicas en este caso, no siendo aśı en la estimación
de los niveles de los tanques inferiores x̂3 y x̂4, en los cuales, si se puede ver una diferencia
apreciable. Además, al interpretar esta información se debe tomar en cuenta que todos los
ı́ndices han sido normalizados a su valor promedio para un mejor comparación.
Tabla 3.4: Comparación del Coeficiente de Variación Cv de los estimados cuando y = LET103
y = x3
x̂1 x̂2 x̂3 x̂4
NRMSE Tconv NRMSE Tconv NRMSE Tconv NRMSE Tconv
STF3 0.1119 ∼350s 0.0995 ∼150s 0.0016 ∼1s 0.0414 ∼15s
EKF3 0.1132 >500s 0.0775 >500s 0.0460 ∼60s 0.0832 ∼100s
El último caso, mostrado en la gráfica 3.7 demuestra la posibilidad de estimar precisamente
todos los estados no medidos desde el Tanque 4, considerando disponible la información del
sensor LET104, esto es, y = x4. Tal resultado es solo posible usando el algoritmo STF, el
cual, de cierta forma “obliga” a la convergencia de los estados no medidos, mientras que EKF
presenta un tiempo de convergencia mayor al tiempo de simulación. La tabla 3.5 muestra los
NRMSE y Tconv asociados a cada variable estimada.
Tabla 3.5: Comparación del Coeficiente de Variación Cv de los estimados cuando y = LET104
y = x4
x̂1 x̂2 x̂3 x̂4
NRMSE Tconv NRMSE Tconv NRMSE Tconv NRMSE Tconv
STF4 0.1193 ∼210s 0.0811 ∼210s 0.0657 ∼25s 0.0023 ∼1s
EKF4 0.1162 >500s 0.0803 >500s 0.1485 ∼125s 0.0533 ∼125s
Tiempo de Cómputo
Una opción que recomienda Matlab® para medir el rendimiento de un programa o una sección
de código es el uso de las funciones tic y toc, cuya sintaxis se muestra en el Anexo B.4.
Tabla 3.6: Tiempo de Cómputo promedio para cada estimador
Tiempo de Computo (µs) cuando:
y = x1 y = x2 y = x3 y = x4 Promedio
STF 122.52 101.73 103.32 116.23 110.95
EKF 71.43 72.23 70.73 75.21 72.40
En la tabla 3.6 se muestra un resumen de los tiempos promedio (N = 5000) en µs consumidos
por cada estimador para realizar el cálculo de los estimados. Observamos que efectivamente el
algoritmo STF representa una demanda computacional promedio 53.24 % mayor que el EKF;
aun aśı, los tiempos consumidos para la ejecución del código dejan un gran margen de tiempo
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para la ejecución de otras tareas, lo cual es importante en aplicaciones en tiempo real, en los
cuales, el tiempo representa una restricción dura.

































































Figura 3.7: Comparación STF vs EKF cuando solo se dispone de la medida de LET104.
Fuente: Elaboración Propia
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Recuperación ante un fallo: STF vs EKF
En el desarrollo de SDF basados en observadores, es deseable que los estimados estén
disponibles la mayor cantidad de tiempo posible, aún después de presentarse fallos en las
mediciones usadas para efectuar tales estimaciones. Bajo este punto vista, es preciso evaluar
la capacidad de seguimiento y recuperación ante fallas del algoritmo propuesto. Para tal fin,
se simula una perdida de la señal proveniente del sensor LET101 durante un periodo corto de
tiempo (50 s), tal como se muestra en la gráfica 3.8.









































































Figura 3.8: Comparación de la recuperación ante fallo del algoritmo STF y EKF . Fuente:
Elaboración Propia
De los resultados, podemos concluir y confirmar que el STF, en comparación con el EKF, tiene
caracteŕısticas superiores de seguimiento, aún después de la pérdida de la señal de referencia,
lo que disminuye sobremanera el tiempo de recuperación de los estados estimados a su valor de
convergencia. Este caracteŕıstica muy deseable, incrementará la disponibilidad y autonomı́a
de nuestro SDF, evitando reiniciar los observadores después que ocurra un fallo.
En resumen:
El algoritmo STF tiene mejor desempeño que el EKF en la reducción del tiempo de
convergencia de los estimados, además ayuda a reducir los efectos del bias generado por
la técnica de discretización usada.
El algoritmo STF representará una demanda computacional promedio 53.24 % mayor
que una implementación de EKF, aun aśı, debido a la baja carga de procesamiento que
representa, una implementación práctica aun es factible.
El mejor tiempo de recuperación después de una pérdida de la señal de referencia fue
logrado por algoritmo STF, lo que es deseable desde un punto de vista práctico.
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3.2.5. El Esquema de Observadores Dedicados
Uno de los objetivos mas importante de los Sistemas de Diagnóstico de Fallos es la detección
temprana de anomaĺıas o fallas en instrumentos. Esto es debido a que en muchos casos, estas
señales son realimentadas para generar la ley de control. En caso de pérdida o falla de uno de
los instrumentos, los estados de la planta podŕıan desviarse mas allá de los ĺımites permitidos
desestabilizando la planta. Por supuesto, esto se podŕıa anticipar con la información adecuada
a fin de que permita la reconfiguración del sistema.
Existen muchos enfoques para el diagnóstico de fallos en instrumentos. Algunos requieren
redundancia f́ısica. Otros esquemas usan técnicas de estimación como observadores de
Luenberger o Filtro de Kalman para generar redundancia anaĺıtica, estos métodos pertenecen
al grupo de técnicas basadas en modelo. Dentro de estos, el Esquema de Observadores
Dedicados (DOS5) resalta por su enfoque práctico, sencillez y factibilidad de aplicación en
un entorno real. En el esquema original presentado por Clark en (Clark, 1979) propone el
diseño de un estimador de estados a partir del conocimiento de todo el sistema de entradas y
la medida de un sensor. Por lo tanto, si el sistema posee “n” instrumentos, se diseñaran “n”














Figura 3.9: Esquema DOS aplicado al diagnóstico de sensores del Sistema Interconectado de
Cuatro Tanques. Fuente: Elaboración Propia
En la figura 3.9 se muestra un esquema de la aplicación del enfoque DOS al diagnóstico de
sensores en el sistema no lineal bajo estudio. Aprovechando la observabilidad uniforme del
sistema (Ver Ec. (2.46)) se construye un banco de filtros, cuyo desempeño fue mostrado en
las gráficas 3.4- 3.7. A diferencia del esquema original, el nuevo enfoque usa Filtros de Rápido
Seguimiento (STF) en la tarea de estimación de estado. La idea central es que un fallo en el
sensor i causará que los estados estimados del estimador i diverjan de los estimados por los
5Dedicated Observer Scheme, or sus siglas en Inglés
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otros “n - 1” estimadores “sanos”, lo que permitirá una detección e aislamiento de la falla
de forma directa, sencilla y rápida. Luego los residuos serán calculados de la siguiente forma:
ri = yi −HiXSTF i (3.19)
Donde Hi es diferente para cada filtro y XSTF i representa el vector de estimados por el filtro
i. En la figura 3.10 se observa los residuales generados por cada banco, cuando no existen
fallos en los sensores.
tiempo












































Residual4 = LET104− STF4x4
r
4
Figura 3.10: Residuales en caso sin fallos. Fuente: Elaboración Propia
3.3. Evaluación Residual
La siguiente paso en la tarea de diagnóstico de fallos es la evaluación residual. Este proceso
involucra confrontar los residuos generados con la firma de fallos para la toma de decisiones
o aplicación de alguna lógica de FDI basada, generalmente, en lógica de umbrales (Frank
and Ding, 1997), la cual confirmará la ocurrencia de un fallo o una falsa alarma. Existen
muchas otras técnicas más complejas y robustas como reconciliación de datos, correlación,
reconocimiento de patrones, lógica difusa, umbrales adaptativos, etc, que se usan cuando los
residuales generados tienen incertidumbres grandes o entradas desconocidas. Sin embargo, en
un enfoque práctico, la evaluación residual mediante umbrales estáticos es más apropiada para
una implementación real, ya que estos pueden ser adaptados mediante pruebas de ensayo y
error en el proceso de puesta en marcha del sistema.
En la figura 3.11 se puede observar el SDF desarrollado para el diagnóstico en sensores del
proceso hidráulico con tanques interconectados. El sistema de diagnóstico se compone por los
siguiente bloques:
Banco de Estimadores STF, cuya tarea es generar los estimados a partir de las
mediciones disponibles.
Generador de Fallos, el cual, mediante un banco de señales de fallos, simulará
descalibración y/o pérdida de la señal en uno/varios sensores a la vez.
Bloque de Lógica de Identificación, el cual contiene los algoritmos que permiten
identificar la ubicación temporal y la naturaleza del fallo.
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Registradores de eventos,cuya función es alertar al operario sobre la ocurrencia de
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Figura 3.11: Sistema de FDI desarrollado para el diagnóstico en sensores del Sistema
Interconectado de Cuatro Tanques. Fuente: Elaboración Propia
3.3.1. Detección y Aislamiento de Fallos
Debido a su concepción, el enfoque DOS permite la detección y aislamiento directo de un
evento anómalo cuando el residual es mayor que un umbral escogido mediante conocimiento
a priori del sistema. Mediante el modelamiento anterior de las fallas en sensores (Ec. (2.34)),
se puede establecer la siguiente firma de fallas, de acuerdo a la tabla 3.7.
fx1 fx2 fx3 fx4
r1 1 0 0 0
r2 0 1 0 0
r3 0 0 1 0
r4 0 0 0 1
Tabla 3.7: Matriz de firma de Fallos ante fallas de sensores.
Ahora, analizando los residuales en el caso sin falla de la figura 3.10, podemos escoger unos
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umbrales estáticos δi adecuados para generador. Por lo tanto, basados en el hecho que nuestro
generador residual es inherentemente estructurado, las fallas en sensores pueden ser detectadas
y aisladas por simple decisión lógica:
|r1| ≥ δ1, =⇒ Falla en LET101
|r2| ≥ δ2, =⇒ Falla en LET102
|r3| ≥ δ3, =⇒ Falla en LET103
|r2| ≥ δ4, =⇒ Falla en LET104
(3.20)
Con lo cual la tarea de Detección e Aislamiento estaŕıa completada. En muchas investigaciones
solo se llega hasta este punto sin explicar la naturaleza del fallo o discernir si se trató de
una falsa alarma (Anzurez-Marin and Castillo-Toledo (2006), Córdova Ricapa (2016)). Este
enfoque es un tanto incompleto desde un punto de vista aplicado, debido a que, si no se
usa toda la información disponible, la capacidad de diagnóstico se verá limitada, y el SDF
resultante no tendrá muchas de las prestaciones deseadas (Venkatasubramanian et al., 2003).
3.3.2. Identificación de Fallas
También llamado Estimación de Fallas, es el proceso por el cual se le provee al SDF con la
“inteligencia suficiente”, a fin de que pueda procesar la información del sistema para brindar
una explicación lógica al origen de la falla. Por lo general, para llevar a cabo esta tarea,
es necesario usar la mayor parte de información proveniente de los estimadores y de los
residuales. Un esquema en el que se muestra la información de entrada al algoritmo (en
azul) y la información proveniente del análisis (en rojo), se encuentra en la figura 3.12.
Sistema
LÓGICA FDI
Figura 3.12: Lógica de FDI. Fuente: Elaboración Propia
La lógica de Identificación de fallas ha sido implementado en el bloque Lógica de Decisión
de la figura 3.11, el cual ha sido diseñado de tal forma que pueda discriminar entre un fallo
de sensor por descalibración o desconexión.
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Para tal fin,fue preciso adicionar valores numéricos al indice (DxLET10i), que representa la
identificación del tipo de fallo del sensor “ i”, según (3.21).
DxLET10i = TipoFallo =




Adicionalmente, la lógica implementada permite conocer la magnitud, la ubicación temporal
y el grado de fiabilidad del diagnóstico expresado en %. Esto es posible usando los XSTF i de
los demás estimadores “sanos”. En este sentido, es importante conocer la grado de fiabilidad
o disponibilidad de un estimador (DxSTFi) para asegurar si este puede ser usado en el
diagnóstico de los demás sensores. Hay que tomar en cuenta que aunque un sensor se recupere
después de un fallo y alcance un estado “Sin Falla”, esto no asegura que inmediatamente los
estados estimados mediante esta medición posean valores acordes con los verdaderos (Fig. ??).
Aunque el uso del algoritmo STF permite la rápida convergencia de los estimados después
de un fallo, debemos establecer un atributo para conocer la disponibilidad de los estados
estimados a partir de una medición:





Por lo que una disponibilidad igual a 1 significará que todos los estados estimados a partir
de una medición poseen fiabilidad y pueden ser usados para el diagnóstico de los demás
sensores o para técnicas de reconfiguración de la ley de control ante un escenario de fallo. De
lo contrario, los estimados no son fiables y pueden encontrarse en un estado transitorio hacia
la convergencia. El algoritmo que determina la disponibilidad está basado en una lógica de
comparaciones sucesivas ente estimadores, el cual es implementado en el SDF bajo el nombre
de “Salud de los Estimados” en Simulink® y se encuentra en el Anexo A.2. Asimismo, el
script correspondiente con el código se encuentra en el Anexo B.2.
En el Algoritmo 4 se puede apreciar, en forma simplificada, el pseudo-código implementado
para identificar un fallo en el sensor LET101. El diagnosticador necesita aparte de los
residuales generados, información de los demás estimadores XSTFi y sus disponibilidades
DxSTFi para efectuar un diagnóstico mas detallado y útil para el operador. También se
establecen umbrales estáticos como umbr1 = δ1, cuyo valor es fijado experimentalmente
estableciendo un valor máximo para r1 en estado “Sin Falla”. El umbral de desconexión
umbdesc es un valor que depende del tipo de red industrial usado o de la tarjeta de adquisición
de datos. Para efectos demostrativos se considerará que se ha perdido la señal de un sensor si
este devuelve un valor cercano a 0.
El Script, correspondiente a la implementación del algoritmo Algoritmo 4 en la identificación
de falla en el sensor LET101 puede ser encontrado en el Anexo B.3.
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Algorithm 4: Algoritmo de Identificación de Fallo para el sensor LET101
Input: r1, y1, XSTFi , DxSTFi
Output: DxLET101
1 while true do
2 if r1 > umbr1 then
3 if ¬DxSTF2 ∧ ¬DxSTF3 ∧ ¬DxSTF4 then
4 Print “ Imposible realizar diagnóstico”









// Calcular magnitud fallo
8 if BIAS 6 umbruido then
9 DxLET101 ← 1 // Sensor Normal
10 else if y1 6 umbdesc then
11 DxLET101 ← 0 // Sensor sin Conexión
12 else







3.4. Pruebas y resultados
Para validar el enfoque empleado, el SDF será puesto a prueba induciendo artificialmente las
siguientes dos fallas en los sensores:
Descalibración
Desconexión o pérdida de la señal
Mediante la lógica implementada, se verificará que el sistema puede detectar, aislar e
identificar:
Fallas en un instrumento.
Dos fallas simultáneas en diferentes instrumentos.
Tres fallas simultáneas en diferentes instrumentos.
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3.4.1. Fallas individuales
Es importante analizar el desempeño del SDF cuando ocurre una falla individual, a fin de
evaluar la confiabilidad del diagnóstico y justificar la técnica utilizada. Bajo este contexto,
se induce dos fallas diferente en un mismo sensor: una desconexión inicial en el segundo 30
con restablecimiento de conexión en 90’, posteriormente dos descalibraciones consecutivas de
diferentes magnitudes suceden en (150 s - 210 s).


















































































































Disponibilidad de los Estimados
Disp.
Figura 3.13: Detección, aislamiento e identificación de falla individual en LET102.
En la figura 3.13 se puede ver la aplicación de este conjunto de fallas al sensor LET102.
Podemos ver la correcta identificación de la naturaleza de la falla en “Identificación de
Fallo”bajo la convención definida anteriormente (Ver. Ec. 3.21). Es interesante además analizar
el desempeño del STF recuperando el valor de los estados estimados después de la falla,
incrementando la “Disponibilidad de los Estimados”. El mismo conjunto de fallas aplicado al
sensor LET104 se puede ver en la figura 3.14, nuevamente se confirma la validez del método
empleado según los resultados del diagnóstico.


















































































































Disponibilidad de los Estimados
Disp.
Figura 3.14: Detección, aislamiento e identificación de falla individual en LET104.
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3.4.2. Fallas Simultaneas - 2 sensores
El implementación de la lógica de Identificación del Algoritmo 4 nos permite explicar la
naturaleza de dos fallas simultáneas en diferentes sensores, esto es posible, como se dijo
anteriormente, usando los estimados de las mediciones “sanas”. En la parte superior de la
figura 3.15 se observa dos fallas simultáneas en LET101 y LET104 en el segundo 30, ambas
de diferente naturaleza; en la parte inferior se observa el diagnóstico correspondiente.










































































Identificacion de Fallo LET101
TipoFallo
tiempo









Identificacion de Fallo LET102
TipoFallo
tiempo









Identificacion de Fallo LET103
TipoFallo
tiempo









Identificacion de Fallo LET104
TipoFallo
Figura 3.15: Identificación de fallas simultáneas en LET101 y LET104.
Asimismo se puede apreciar que el sistema predice correctamente la salud de los sensores
LET102 y LET104. Otro caso de fallas simultánea múltiple se observa en la figura 3.16 en el
cual se han inducido el mismo conjunto de fallas en LET102 y LET103, lográndose también
una correcta identificación de la falla.










































































Identificacion de Fallo LET101
TipoFallo
tiempo









Identificacion de Fallo LET102
TipoFallo
tiempo









Identificacion de Fallo LET103
TipoFallo
tiempo









Identificacion de Fallo LET104
TipoFallo
Figura 3.16: Identificación de fallas simultáneas en LET102 y LET103.
77
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3.4.3. Fallas Simultaneas - 3 sensores
Como se teorizó anteriormente, el enfoque DOS permite aislar cuatro fallas simultáneas en el
sistema; sin embargo, la tarea de Identificación de la Falla solo se puede realizar si se tiene
alguna medida saludable con la cual efectuar las comparaciones según el Algoritmo 4. Bajo
este enfoque, se presume que el SDF seŕıa capaz de Identificar hasta 3 fallas simultáneas en
sensores. En la figura 3.17 la robustez de Identificación de la lógica implementada se pone
a prueba induciendo 3 conjunto de fallas diferentes y simultáneas en los sensores LET102,
LET103 y LET104 (parte superior). El correspondiente diagnóstico para cada sensor en la
parte inferior de la figura demuestra la efectividad del método y la conjetura inicial.










































































Identificacion de Fallo LET101
TipoFallo
tiempo









Identificacion de Fallo LET102
TipoFallo
tiempo









Identificacion de Fallo LET103
TipoFallo
tiempo









Identificacion de Fallo LET104
TipoFallo
Figura 3.17: Identificación de fallas simultáneas en LET102, LET103 y LET104.
En la figura 3.18 se presenta fallos simultáneos en LET101, LET102 y LET104. La
Identificación de las fallas se efectúa con la información proveniente del estimador construido
a partir de la medida saludable LET103. Una vez mas, la efectividad, confiabilidad, robustez
y sencillez del enfoque desarrollado queda demostrada.










































































Identificacion de Fallo LET101
TipoFallo
tiempo









Identificacion de Fallo LET102
TipoFallo
tiempo









Identificacion de Fallo LET103
TipoFallo
tiempo









Identificacion de Fallo LET104
TipoFallo
Figura 3.18: Identificación de fallas simultáneas en LET101, LET102 y LET104.
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3.5. Monitoreo Paramétrico
En muchas aplicaciones cŕıticas y de gran inversión existe creciente interés en estimar
parámetros que no pueden ser medidos directamente, con fines de monitoreo o de diagnóstico
(Wiklander, 2003). Desde luego, una alerta temprana de un cambio paramétrico será muy útil
para la tareas de mantenimiento preventivo, para corrección de el modelo o para ajustar la
ley de control de tal fin que se pueda asegurar la integridad y continuidad del proceso. Quizás
el método más extendido y popular para estimación paramétrica sea el método de mı́nimos
cuadrados (LS). Sin embargo, cuando la dinámica del sistema es no lineal y las muestras están
contaminadas con ruido no Gaussiano, es más apropiado usar técnicas estocásticas tales como
el Filtro de Kalman Extendido (EKF) o alguna de sus variantes no lineales.
En el caso de los Procesos Hidráulicos con Tanques Interconectados , los parámetros de interés
provienen del modelo f́ısico tales como los coeficientes de gasto, la constante de efectividad
del actuador, etc. Algunas investigaciones han abordado la estimación de parámetros usando
el Filtro Extendido de Kalman bajo diferentes esquemas como el Doble Filtro Extendido de
Kalman (DEKF) (Seung et al., 2013) o el Filtro Extendido de Kalman con Estado Aumentados
(ASEKF)(Lincon et al. (2007), Voros J (2009), Viveros et al. (2014)), para la estimación de
parámetros de coeficientes de caida y de efectividad del actuador.
En esta subsección, se analiza los problemas de convergencia en la aplicación de la técnica
ASEKF en el monitoreo de parámetros internos de interés para el diagnóstico en el Proceso
Hidráulico con Tanques Interconectados. También se pretende demostrar como es posible
superar la divergencia mediante la incorporación de escalamiento técnico de la matriz de
covarianza P usando el algoritmo STF.
3.5.1. Filtro Extendido de Kalman de Estados Aumentados
Si la función de transición de estados f y/o las función de medición h dependen de cantidades
adicionales tales como parámetros del sistema f́ısico, perturbación o entradas desconocidas es








En este enfoque, las variables desconocidas p a ser estimadas son modelados como constantes
o secuencias de ruido aleatorio Gaussiano de media cero y de covarianza Qpp. Aśı, el
planteamiento general del sistema será:
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ẋ = f(x, u, p) + ω1 (3.24a)
ṗ = 0 + ωp (3.24b)
y = h(x, p) + η (3.24c)
E[ω1ω
T
1 ] = Q (3.24d)
E[ωpω
T
p ] = Qpp (3.24e)
E[ηηT ] = R (3.24f)
De esta forma, aumentando los estados con los parámetros de interés, incluyendo el conjunto
de las ecuaciones del modelo y los procesos de ruido asociados, el Filtro Extendido de Kalman
podŕıa ser usado para estimación simultanea de estados y parámetros, aun si estos vaŕıan en
el tiempo. A continuación se muestra el algoritmo completo, el cual fue adaptado de (Bohn,
2000).
Algorithm 5: Filtro Extendido de Kalman de Estado Aumentados
Input: x̂o, p̂o, Pxxo, Pxpo , Pppo , Q, Qpp, R
1 k = 1
2 while true do
/* Predicciones */
3 Fk ← ∂f(x, u, p)/∂x|x=x̂k // Jacobiano con respecto a los estados
4 Dk ← ∂f(x, u, p)/∂p|x=x̂k // Jacobiano con respecto a los parámetros










k +Qk // Sobre la covarianza de los estados
7 Pxp
−
k+1 ← FkPxpk +DkPxpk // Sobre la covarianza cruzada
8 Ppp
−
k+1 ← Qppk // Sobre la covarianza de los parámetros
/* Actualizaciones */
9 Hk+1 ← ∂h(x, p)/∂x|x=x̂−k+1 // Linealización de la matriz de mediciones estad
10 Jk+1 ← ∂h(x, p)/∂p|x=x̂−k+1 // Linealización de la matriz de mediciones param
11 εk+1 ← yk+1 −Hk+1x̂−k+1 // error de predicción








































A−1k+1 // Ganancia del Filtro - Parámetros
16 x̂+k+1 ← x̂
−
k+1 +Kk+1εk+1 // Sobre los estados
17 p̂+k+1 ← p̂
−





















k+1 // Sobre la Cov. error parámetros
21 k ← k + 1
22 end
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Teóricamente, dado que los parámetros no dependen de los estados, la precisión de los
estimados será fuertemente dependiente su matriz de covarianza del ruido Qpp. Los casos
en cuales se recomienda aplicar este esquema se pueden encontrar en Bohn (2000) y las
propiedades de convergencia de este método aplicado a sistemas discretos son analizado en
Ljung (1979).
3.5.2. Modelo ampliado del Sistema
A fin de poder implementar el Algoritmo 5, el conjunto de ecuaciones discretas que describen al
sistema, definidas por la ecuación 3.1,deberá ser modificado; considerando que los parámetros
de interés son variantes en el tiempo, según la ecuación 3.25.

































Los parámetros de interés para el monitoreo y sus valores nominales se encuentran resumidos
en la tabla 3.8. Su significado f́ısico de cada variable ha sido estudiado en el capitulo 2 de la
presente tesis.
Descripción Śımbolo Valor normal Unidades
Coeficiente de transferencia
entre tanques 1 y 2
a1k 0.0357 -
Coeficiente de transferencia
entre tanques 2 y 3
a2k 0.0159 -
Coeficiente de transferencia





Coeficiente de efectividad del
actuador 2
β2k 1.0000 -
Coeficiente de fuga en el
tanque 1
θ1k 0.0000 -
Coeficiente de fuga en el
tanque 2
θ2k 0.0000 -
Coeficiente de fuga en el
tanque 3
θ3k 0.0000 -
Coeficiente de fuga o
descarga en tanque 4
θ4k 0.0650 -
Tabla 3.8: Parámetros de Interés para en el Sistema de Cuatro Tanques Acoplados
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3.5.3. Monitoreo y Diagnóstico del coeficiente de efectividad del Actuador
βi
Los coeficientes βik representan la efectividad de la ley de control. En condiciones normales de
operación, este coeficiente debeŕıa poseer un valor cercano a 1, lo que significa que el actuador
está entregando el flujo solicitado por la ley de control. Una estimación menor a 1 podŕıa
significar una perdida en la eficiencia del actuador debido a múltiples causas (Tabla 2.3).
A fin de desarrollar el ASEKF, es necesario considerar estos parámetros como estados
adicionales al modelo de la ecuación (3.25) según el procedimiento descrito en (3.23) - (3.24).
β1k+1 = β1k + ω5k (3.26a)
β2k+1 = β2k + ω6k (3.26b)













y se calcula sus respectivas covarianzas mediante conocimiento a priori:
Q =

0,010 0,000 0,000 0,000
0,000 0,015 0,000 0,000
0,000 0,000 0,008 0,000
0,000 0,000 0,000 0,013






A fin de lograr la rápida convergencia del estimador, se considerará disponible las medidas de
los cuatro sensores del sistema, es decir h(x) = [y1 y2 y3 y4]
T . En el cálculo de las matrices
variantes en el tiempo definidas en el Algoritmo ASEKF (Fk, Dk, Hk y Jk), todos los demás









1− a a 0 0
a 1− a− b b 0
0 b 1− b− c c
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Donde a, b, c y d han sido definidos en el proceso de linealización del proceso (Ver Ec. 2.61).
Definidas las matrices necesarias, aplicamos el Algoritmo 5 al Proceso Hidráulico de Tanques
Interconectados, usando ambos, el EKF y el algoritmo STF, obteniéndose el resultado de la
estimación en la gráfica 3.19, en un escenario sin falla en actuadores.
tiempo























Figura 3.19: Estimación del parámetro β en operación sin falla. Fuente: Elaboración Propia
Se puede apreciar que el EKF tiene el problema de inestabilidad al comienzo de la estimación,
convergiendo en 150 segundos aproximadamente con buena precisión y sin bias. También se
observa que introducción del escalamiento técnico de P corrige este problema, haciendo que
los estados estimados, y por ende los parámetros converjan más rápidamente a su valor final.
El valor asignado a Qpp es muy importante debido a que este determina el nivel de ruido
asociado en la estimación final. Mediante varias pruebas en el proceso de sintonización del
filtro, se pudo observar que un valor muy pequeño de las covarianzas deQpp hacen la estimación
mas suave, pero condicionan la estabilidad del filtro. Estos problemas de convergencia siempre
pueden ser superados encontrando el factor de olvido ρ y de debilitamiento β apropiado. En
esta estimación, ρ fue configurado en 0.95 y β en 4.
La aplicación del algoritmo STF en la estimación del parámetro de efectividad del actuador
se puede encontrar en código script de Matlab® en el Anexo B.5.
El siguiente objetivo es poner a prueba la técnica empleada para ver si esta es capaz de
poder determinar el valor de los parámetros cuando existe un cambio interno asociado a tal
variable. En este sentido, deberemos poner a prueba el Sistema de Monitoreo induciendo fallas
multiplicativas y simultáneas en ambos actuadores. Los resultados de la aplicación de tales
pruebas se encuentran en la gráfica 3.20.
Se ha simulado una pérdida del 35 % de efectividad en el actuador 1 en el segundo 90
reestableciendose el desempeño normal en el segundo 180. Asimismo se induce dos perdidas
de efectividad seguidas del 15 % (segundo 90) y 45 % (segundo 210) en el segundo actuador.
Se observa que los parámetros estimados mediante el algoritmo STF convergen rápidamente
a valores coherentes con las mediciones efectuadas, logrando estimarlas con precisión, aun
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tiempo
























Estimacion de la efectividad actuador 2
β2 Nominal
β2 STF
Figura 3.20: Detección de cambio paramétrico en β. Fuente: Elaboración Propia
cuando los fallos son abruptos y ocurren al mismo tiempo (segundo 90), evidenciando la fuerte
capacidad de seguimiento de la técnica. Tampoco se evidencian problemas de convergencia. Se
puede concluir que la adición del algoritmo STF en la técnica de estados aumentados posibilita
el monitoreo rápido, preciso y sin problemas de estabilidad del parámetro de efectividad del
actuador.
3.5.4. Monitoreo y Diagnóstico del coeficiente de Gasto µi
Los coeficientes de gasto µi, son parámetros que se obtiene de forma experimental (Ver Ec.
2.15), los cuales representan la rigidez de la tubeŕıa al paso del fluido. Estos parámetros pueden






, ∀ i ∈ [1; 3] (3.30)
Donde Si es la área transversal de los tanques, Sc es la sección de la tubeŕıa, y g es la
aceleración de la gravedad.
En muchos procesos industriales que involucran subsistemas hidráulicos comunicados
mediante tubeŕıas, es de interés el monitoreo del coeficiente de transferencia aik, debido
a que un cambio repentino en este parámetro podŕıa representar una obstrucción debido
a la inserción de un objeto extraño, mientras que un cambio gradual en el tiempo podŕıa
considerarse como un fenómeno inherente en este tipo de plantas debido al “encalichamiento 2
suciedad acumulada en las tubeŕıas a lo largo del tiempo de operación. Un diagnóstico
temprano de este tipo de fallo podŕıa significar un ahorro de dinero por tiempos de parada
no programadas en limpieza de ductos y tubeŕıas.
Por lo expuesto anteriormente, se ve necesario el planteamiento de la técnica de estado
aumentados para la estimación de este parámetro. Afortunadamente, los coeficientes de
transferencia también pueden ser modelados como ruido blanco Gaussiano, por lo que se
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pueden añadir al modelo de la ecuación (3.25) los siguientes estados ficticios.
a1k+1 = a1k + ω7k (3.31a)
a2k+1 = a2k + ω8k (3.31b)
a3k+1 = a3k + ω9k (3.31c)
Se define el vector de parámetros y se establece su respectiva matriz de covarianza, la cual ha






 , Qpp =
0,005 0,000 0,0000,000 0,006 0,000
0,000 0,000 0,003
 (3.32)








−∆t s(δx12k) 0 0
∆t s(δx12k) −∆tsH(δx23k) 0
0 ∆tsH(δx23k) −∆t s(δx34k)











De la misma forma que en la estimación del parámetro de efectividad del actuador, todos los
demás parámetros que no se incluyen en los estados aumentados se consideran constantes,
con sus valores nominales definidos en la tabla 3.8.
En el gráfico 3.21 se observa los resultados de la aplicación del algoritmo 5 al Proceso
Hidráulico de Cuatro Tanques Interconectados en la estimación de los coeficientes de gasto
µi. Durante el desarrollo del estimador de parámetros se evidenció fuertes problemas de
convergencia al usar EKF. Tales resultados son consecuentes con las predicciones de Lung
(Ljung, 1979) acerca de los problemas de convergencia del EKF en la estimación paramétrica
al no considerar algunas sensibilidades con respecto a los parámetros en la actualización de los
estados. Dado que usualmente es complicado obtener buenos estimados paramétricos usando
solo EKF, algunas tesis doctorales, como en Bohn (2000) proponen el uso de variaciones de alta
complejidad del EKF a fin de otorgar mayor estabilidad al filtro. Sin embargo, estos métodos
involucran el cálculo de sensibilidades online mediante la solución de ecuaciones complejas, lo
que hace inviable su implementación en un controlador de mediana capacidad computacional
como un PAC.
Otro inconveniente es que la convergencia del ASEKF esta fuertemente condicionada por la
exactitud de Q y R (Wiklander, 2003), valores dif́ıciles de estimar en procesos no lineales
no Gaussianos. Además, se pudo comprobar que cuando el algoritmo posee muchos estados
aumentados, es mas probable que los estados estimados, y por ende los parámetros, diverjan
de sus valores reales.
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tiempo



























































Figura 3.21: Comparación del desempeño de EKF vs STF en la estimación de los coeficiente
de gasto µ Fuente: Elaboración Propia
Dado que la convergencia de los parámetros pk esta sujeta primero a la convergencia de los
estados estimados xk, algunos autores podŕıan sugerir el uso del Filtro Extendido de Kalman
de 2 Etapas (TSEKF) (Lincon et al., 2007). Sin embargo, tal como se observa en la figura
3.21, el problema de convergencia en la estimación de parámetros puede ser resuelto usando
el mismo enfoque de estado aumentados pero usando el algoritmo STF (Alg. 3) en lugar del
EKF. Tal enfoque no es nuevo. Análisis de robustez del STF como estimador paramétrico
no lineal fueron llevados a cabo en Zhou and Frank (1996), demostrando también el mejor
desempeño de este frente al EKF y recomendando su uso en implementaciones online.
Resuelto el problema de convergencia, podemos someter a prueba al AS-STF simulando
obstrucciones simultáneas entre el tanque 1 y 2 (µ1) y entre el tanque 3 y 4 (µ3), tal como se
observa en la figura 3.22.
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Figura 3.22: Estimación del Coeficiente de gasto µ cuando ocurren cambios paramétricos.
Se observa como la nueva variante de estados aumentados logra una convergencia suave y
precisa de los parámetros, aún ante fallos repentinos y simultáneos. El coeficiente de olvido
ρ fue configurado en 0.92 y el factor de debilitamiento β en 6, ambos fueron obtenidos de
forma heuŕıstica comparando varios resultados hasta obtener el mejor desempeño. El código de
implementación en Matlab® puede ser encontrado en el Anexo B.6 con el nombre Estimación
del coeficiente de transferencia entre tanques.
Se concluye pues, que haber introducido el Algoritmo STF en la técnica de estados aumentados
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evitó que se recurriera a técnicas de estimación paramétrica más complejas, dado el problema
de convergencia del EKF, logrando resultados muy aceptables.
3.5.5. Monitoreo y Diagnóstico de los coeficientes de fuga θi
Los coeficientes θik del modelo ampliado de la ecuación (3.25) son parámetros imaginarios
que cuantifican la magnitud de una fuga en el tanque i, según el modelamiento de falla
en componentes del caṕıtulo 2 (Ver Ec. 2.36). Los estados ficticios que representan a los
parámetros de interés serán modelados también como secuencias de ruido blanco Gaussiano,
según (3.34):
θ1k+1 = θ1k + ω10k (3.34a)
θ2k+1 = θ2k + ω11k (3.34b)
θ3k+1 = θ3k + ω12k (3.34c)
θ3k+1 = θ3k + ω13k (3.34d)







 , Qpp =

0,0005 0,0000 0,0000 0,0000
0,0000 0,0005 0,0000 0,0000
0,0000 0,0000 0,0005 0,0000
0,0000 0,0000 0,0000 0,0009
 (3.35)































Donde los parámetrosaik y βik son considerados constantes, con su valores nominales definidos
en la Tabla 3.8.
Para una mejor representación y entendimiento, normalizamos la magnitud de la fuga con








, ∀ i ∈ [1; 3] (3.37)
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Donde Si es el área transversal del tanque i, Sc en área seccional de una tubeŕıa de
1
2 pulgada
y g la aceleración de la gravedad.
En la gráfica 3.23 se muestra los resultados de la aplicación del algoritmo STF Y EKF mediante











































































Figura 3.23: Estimación del Coeficiente de fuga normalizado θi
′
k en caso de no fallo.
El EKF por si solo no es capaz de lograr la convergencia de los estados estimados,
desestabilizándose en los primeros instantes de la simulación. El problema es resuelto con
el algoritmo STF, el cual brinda una estimación precisa y acorde a las mediciones efectuadas.
Los parámetros estimados θi
′
k predicen que no existe fuga en los tanques 1, 2 y 3, lo cual es
acertado; mas en el cuarto tanque existe un nivel de fuga de magnitud media 0.82, el cual
corresponde a la tubeŕıa de descarga del tanque al reservorio del sistema, el cual posee el valor
nominal de µ4 según la tabla de parámetros de entrada del sistema (Tabla 2.2).
Para comprobar la capacidad de diagnóstico del filtro, en la figura 3.24 se puede observar que
se simula una fuga en el tanque 1 con una magnitud del 20 % (con respecto a un orificio de
1/2 pulgada de sección transversal) en el segundo 90, luego una fuga en el tanque 3 en el
segundo 180 con una magnitud del 24 % y finalmente la fuga en el primer tanque crece a un
65 % en el segundo 210. En todo el proceso de falla por fuga, el Filtro es capaz de estimar con
precisión la magnitud y ubicación de la falla, adecuando el valor del parámetro ficticio θi al
modelo mediante la mediciones efectuadas.
Por lo tanto, se concluye que el problema de diagnóstico de fallos por fugas en tanques puede
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Coeficiente de Fuga en tanque 1
θ1 Real
θ1 STF





























Coeficiente de Fuga en tanque 4
θ4 Real
θ4 STF
Figura 3.24: Estimación del Coeficiente de fuga normalizado θi
′
k en caso de fuga en tanque 1
y 3 en diferentes tiempos.
ser resuelto mediante la monitoreo paramétrico del coeficiente imaginario de fuga θi usando
el algoritmo STF bajo el enfoque de Estados Aumentados.
3.5.6. Conclusiones del caṕıtulo
El algoritmo STF posee un desempeño global superior en comparación con el EKF en la
reducción del tiempo de convergencia de los estimados y del bias generado por el método de
discretización empleado. Además, ante presencia de fallos ha demostrado tener gran capacidad
de seguimiento y recuperación de los estimados, por lo cual, fue escogido como técnica principal
en la construcción del banco de observadores, parte fundamental del Esquema de Observadores
Dedicados. Se demostró también que mediante el diseño de una buena lógica de aislamiento
y usando la mayor parte de información proveniente de los bancos, es posible detectar, aislar
e identificar fallos individuales en todos los sensores, llegando inclusive a identificar fallos
simultáneos hasta en tres sensores a la vez.
En el tema de estimación paramétrica, se evidenció que el STF representa una sencilla solución
a los problemas de divergencia del ASEKF, logrando la convergencia de los parámetros
estimados a sus valores nominales, aún en presencia de incertidumbres en el modelo y ruido
de medición. Asimismo, se resalta que el algoritmo STF es recursivo y representa una baja
demanda computacional, por consecuencia, se considera factible incluir el uso de esta técnica






El presente caṕıtulo aborda la problemática de la implementación de los algoritmos diseñados
bajo simulación a un ambiente real de trabajo. A pesar de algunas aplicaciones exitosas
al diagnóstico en Sistemas Hidráulicos con Tanques Interconectados (Noura et al. (2009),
Sobhani and Poshtan (2011), Ucak et al. (2013), Prajapati and Roy (2016)), muchos de estos
desarrollos continúan siendo vistos como un concepto académico mas que un esquema de
diagnóstico comercial. Esto es en parte, debido a que usualmente su implementación suele ser
dif́ıcil y costosa a causa de la complejidad de los algoritmos involucrados.
Teniendo esto en mente, en este caṕıtulo tendrá por objeto el desarrollo de una propuesta
de implementación de los algoritmos de diagnóstico en sensores y estimación de parámetros
diseñados en el capitulo 3, usando el estándar de programación IEC 61131.3 sobre un
controlador industrial de uso extendido. Otro de los objetivos es también investigar los
problemas que se podŕıan presentar al momento de la implementación debido a las capacidades
de cálculo limitadas del controlador. Por último se aborda el diseño de la interfaz gráfica
de supervisión Hombre - Máquina que posibilitará el monitoreo y control de la operación
de la planta tomando en cuenta las recomendaciones en el diseño de un buen SDF
(Venkatasubramanian et al., 2003). Asimismo, se presentan los procesos necesarios que nos
permitirán llevar a cabo una implementación práctica exitosa.
4.2. El Controlador Programable de Automatización
ControLogix
Por hoy, el uso de Controladores Lógicos Programables PLC1 está muy extendido en la
industria debido a sus caracteŕısticas de robustez, confiabilidad, escalabilidad y disponibilidad,
1Programable Logic Controller, por sus siglas en Inglés.
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Caṕıtulo 4. PROPUESTA DE IMPLEMENTACIÓN PRÁCTICA
los cuales pueden ser configurados y programados de forma relativamente simple, de tal
modo que cualquier operario o técnico no tendŕıa dificultad a la hora de poner en marcha
o darle mantenimiento a estos sistemas. Otra ventaja es que los fabricantes de estos equipos
usualmente ofrecen plataformas gráficas de monitoreo online (HMI2) e integración con bases
de datos empresariales (MES y ERP’s).
Sin embargo, los PLC’s tradicionales encuentran limitado su rango de aplicación debido a
su limitada capacidad de procesamiento, estabilidad y determinismo. En respuesta a estas
necesidades se desarrollan los Controladores Programables de Automatización (PAC3), los
cuales, brevemente, pueden entenderse como equipos que reúnen las mejores caracteŕısticas
de los PLC’s (robustez, confiabilidad, sencillez de programación) y de los PC4 (velocidad,
memoria, escalabilidad, fácil integración). Inclusive algunos PAC, como el ControlLogix poseen
Sistemas Operativos que pueden emular procesos en tiempo real. Otra de las caracteŕısticas
interesante de los PAC es que tienen compatibilidad completa con el estándar IEC 61131.3
(Rockwell, 2014), lo que permite suficiente flexibilidad a la hora de programar algoritmos de
mediana complejidad.
Debido a las caracteŕısticas antes mencionadas y las necesidades de integración del concepto
académico a la aplicación industrial, se escoge como plataforma de programación para la
propuesta de implementación al procesador ControlLogix 1756-L71, el cuál se encuentra
instalado en los Laboratorios de Control Avanzado de la Pontificia Universidad Católica del
Perú.
4.3. El estándar de programación IEC-61131.3
El estándar IEC 61131.3 es el tercer tratado de la norma IEC 61131 para controladores
programables. Su última revisión del 2003 define 3 lenguajes gráficos, 2 lenguajes de propósito
general y unidades de organización del programa (61131-3, 2003).
Ladder (LD) : Lenguajes gráfico de fácil uso relacionado con la lógica de relés.
Diagrama de Bloque de Funciones (FBD) : Lenguaje gráfico relacionado con
los diagramas de circuitos. Los bloques de funciones comparten información mediante
conexiones entre ellos.
Mapa de funciones secuenciales (SFC) : Lenguaje gráfico relacionado con las
maquinas de estados. Proveen una forma de organizar y estructurar los programas y
los bloques de función.
Lista de Instrucciones (IL) : Lenguajes básico similar al código en ensamblador
inicialmente usado para programar PLC.
Texto Estructurado (ST) : Lenguaje de alto nivel de propósito general similar al
PASCAL. Puede ser empleado para implementar algoritmos complejos que dif́ıcilmente
2Human Machine Interface, por sus siglas en Inglés.
3Programable Automation Controller, por sus siglas en Inglés.
4Personal Computer, por sus siglas en Inglés.
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podŕıan ser implementados en los demás lenguajes. Usualmente disponible en PAC y
Computadores Industriales.
Como se mencionó anteriormente, la familia de PAC’s ControlLogix ofrecen la posibilidad
de ser programados en todos los lenguajes de programación establecidos en el estándar
IEC-61131.3.
4.3.1. Aspectos importantes de programación
La interfaz de programación para el Procesador ControlLogix es el Software de desarrollo
Studio5000. Dado que el Algoritmo STF, AS-EKF y AS-STF requieren manipulación de array
bidimensionales (matrices), y operaciones entre ellos (sumas, multiplicación, transpuestas,
inversas) es conveniente escribir las tareas en Texto Estructurado ya que se ajusta a los
requerimientos computacionalmente del algoritmo.
4.4. Lista de Instrumentos
En la tabla 4.1 se describen los instrumentos que componen la planta hidráulica (Ver Fig. 2.10)
según el diagrama de instrumentación y tubeŕıas de la figura 2.11. Los equipos e instrumentos
fueron etiquetados de acuerdo a las recomendaciones del estándar ISA 5.1.
Equipo /
Instrumento








































0 - 25 - m
3
h
Tabla 4.1: Instrumentación y equipamiento de la Planta Hidráulica
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Caṕıtulo 4. PROPUESTA DE IMPLEMENTACIÓN PRÁCTICA
4.5. Arquitectura del Sistema de Supervisión y Control
La arquitectura que mejor se adapta a lo que se posee “ In Situ.es el enfoque PLC/SCADA,
debido al reducido número de instrumentos y procesos a controlar/supervisar. La propuesta
de la red de supervisión y control se muestra en la figura 4.1. El sistema está basado en el
CPU ControlLogix L71 2 como elemento central que ejecuta los algoritmos de supervisión,
monitoreo, diagnóstico y control, además posee funcionalidades de Módem entre la periferia
1 (instrumentos y equipos) y la red TCP/IP. En el mismo nivel se encuentra la Interfaz
de Operación HMI 5 que permitirá al operador de campo supervisar las variables más
importantes del sistema y tomar decisiones ante eventos o fallos que el SDF detecte.
Figura 4.1: Arquitectura de Red del SDF para el Sistema Hidráulico Interconectado de Cuatro
Tanques. Fuente: Elaboración propia
En el Nivel de Supervisión se encuentra la estación de Ingenieŕıa 4 , en la cual se desarrollan,
actualizan y despliegan los programas hacia los DTE5; la interfaz de supervisión gráfica 3
y la base de datos que almacena y genera los históricos del proceso 6 .
Además, como se puede observar en la figura 4.1 todos los equipos del nivel de Supervisión
y Control están configurados en Bus, el medio f́ısico usado es par trenzado y el protocolo de
comunicaciones es EtherNet/IP®6.
5Data Terminal Equipment
6Protocolo propietario de Allen Bradley
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4.6. Planificación y Organización del Programa
4.6.1. Generalidades
Como se mencionó anteriormente, el software de desarrollo usado para la programación del
ControlLogix es el Studio5000, cuya interfaz de organización de tareas y programación se
muestra en la figura 4.3(a) y 4.3(b) respectivamente. Debido a que el algoritmo de diagnóstico
desarrollado en el caṕıtulo 3 involucra el uso de vaŕıas técnicas que interactúan entre śı,
es necesario planificar de forma ordenada y jerárquica el flujo de información aprovechando
la estructura de organización recomendada por el estándar IEC 61131.3. Cabe resaltar que
Studio5000®es compatible con este estándar, dado que permite organizar los programas de































Nivel de Lógica y Control
Nivel de Supervisión
ControlLogix 1756 L71
Factory Talk View SE
Figura 4.2: Planificación de las tareas y programas asociados.
Dada la estructura podemos bosquejar un mapa simplificado y general de la planificación
de las tareas y programas asociados a estas, como se puede observar en la figura 4.2. En
este diagrama los ovoides representan las tareas, las cuales persiguen un propósito general
como diagnóstico de fallas en sensores, estimación de parámetros, etc. Los ćırculos dentro
de las tareas representan los programas asociados, los cuales son de objetivo espećıfico y
están continuamente intercambiando información dentro de la misma tarea. Dentro de cada
programa varias rutinas se ejecutan a fin de desarrollar la función encomendada. Una parte del
programa realizado conteniendo todas las tareas, programas y rutinas asociadas se muestran
en la figura 4.3(a). Todas las rutinas fueron programas en Texto Estructurado, como se observa
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en la figura 4.3(b).
Asimismo, se puede integrar el sistema de supervisión gráfica HMI dentro del bosquejo, en el
cual se configura el modo de operación del sistema, se centraliza la información proveniente
de la periferia y administra los sistemas de monitoreo y diagnóstico. Las plataforma de
programación usada para el desarrollo de estas interfaces fueron FactoryTalk®View SE (sobre
computador) y ME (en campo).
(a) Organización (b) Entorno
Figura 4.3: Organización de los programas en el entorno de programación de Studio5000®
4.6.2. Diagrama de Flujo de Operación del SDF
A fin de poder asegurar un desempeño seguro y coherente del SDF, es necesario establecer el
modo de operación del mismo, el cual que se encuentra representado en el diagrama de flujo
de la figura 4.4(a) para el diagnóstico en sensores, y en la figura 4.4(b) para el monitoreo de
parámetros en componentes.
Ambos diagramas nos permiten evidenciar que ambos sistemas no son independientes, si
no que es posible complementarlos de tal forma que aseguren una mayor disponibilidad y
confiabilidad del SDF.
Por ejemplo, ante un cambio paramétrico no podŕıamos asegurar la fiabilidad del diagnóstico
en sensores, ya que los estimadores usados se basan en un modelo con parámetros previamente
definidos. Por lo tanto, el sistema de monitoreo paramétrico debeŕıa brindar información
al sistema entero, de tal forma que se actualicen todos los modelos usados tanto para el
diagnóstico, como para el control. Idealmente esta estrategia incrementaŕıa la robustez y
disponibilidad del diagnóstico.
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De forma similar, un solo fallo en cualquier sensor afectaŕıa la estimación de parámetros debido
a que usamos todos las medidas provenientes del sistema para realizar esta tarea. Por lo tanto,
la información proveniente del SDF en sensores condicionaŕıa la aplicación del algoritmo de
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(b) Fallos en componentes
Figura 4.4: Diagrama de flujo del Sistema de Diagnóstico de Fallas
Por supuesto, la cantidad de información proveniente del primer sistema también abre un
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abanico de posibilidades para sortear este problema. Por ejemplo, podŕıa ser de gran utilidad
reemplazar la medidas del sensor en fallo por un estimado del mismo proveniente del banco
de estimadores. Usar esta técnica de reconfiguración ante fallos incrementaŕıa aún mas la
robustez, disponibilidad y fiabilidad del sistema.
4.7. Diseño de la Interfaz Hombre Máquina de Supervisión
Avanzada
En la figura 4.6 se puede apreciar una propuesta para la Interfaz Gráfica de Supervisión,
Monitoreo y Diagnóstico del Proceso de Cuatro Tanques Acoplados. En el diseño de la
presente, se consideró algunas de las recomendaciones del estándar ISA 101, la cual . El
diseñó también se enfocó en maximizar la utilidad de la pantalla a fin de que el operario
pueda tener a la mano la información mas importante del diagnóstico de forma intuitiva.
La tarea más básica de la Interfaz es definir el modo de operación de la planta (Fig. 4.5(b)).
Además también es posible definir el punto de operación, la ley de control (Fig. 4.5(a)),
e inclusive definir si la reconfiguración de la ley de realimentación se efectuará de forma
automática o manual.
(a) Setpoints, ley de control y reconfiguración ante fallos (b) Modo de
Operación
Figura 4.5: Opciones del Sistema de Control. Fuente: Elaboración Propia
También se ha incorporado algunas funcionalidades extras mediante la inserción de botones,
en los cuales es posible configurar aspectos básicos del sistema de diagnóstico tales como
umbrales, sintonizar las técnicas de estimación, configurar y definir las alarmas activas, generar
reportes de eventos. Un resumen definiendo la función de cada botón puede ser encontrado
en la tabla 4.2.
Es recomendable también definir una filosof́ıa en la representación de la alarmas. Según el
estándar ISA 101 los colores usados para definir los niveles de alarma debeŕıa ser reservados
dentro del HMI solo para este propósito, con el fin de establecer en la mente del operador un







































Figura 4.6: Sistema de Supervisión, Monitoreo y Diagnóstico diseñado para el Proceso Interconectado de Cuatro Tanques Acoplados.
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Permite visualizar graficamente los setpoints
y las variables controladas.
Display
Trends
Permite visualizar graficamente en un nueva
ventana los residuales generados.
Display
menu
Muestra un menú donde es posible configurar
el SDF, umbrales de detección, valores nominales.
Display
menu
Muestra un menú en el cual se puede sintonizar




Muestra un menú en el cual se puede activar o




Muestra un menú en el cual es posible exportar
históricos del diagnóstico en Excel.
Confirmación
Botón que permite al sistema saber si el operario
tomó conocimiento de alguna falla diagnosticada.
Tabla 4.2: Opciones de la Interfaz Gráfica.
En este sentido, cuando un elemento del sistema se verifica con el indicador verde, significa
que el elemento está funcionando bajo condiciones normales. Asimismo, una etiqueta naranja
identificaŕıa una descalibración y una roja correspondeŕıa a una desconexión del sensor. La
figura 4.7(a) se brinda un ejemplo de los colores usados para identificar un tipo de falla en
el HMI. En la figura 4.7(b) se muestran la interfaz de diálogo del HMI, el cual comunica de
forma clara la naturaleza y ubicación temporal del fallo.
(a) Código
de color
(b) Mensaje de la Interfaz en caso de Falla
Figura 4.7: Identificación de la falla en sensores. Fuente: Elaboración Propia
4.7.1. Resultados del SDF
En las siguientes gráficas se muestran algunos resultados de los algoritmos que conforman
el SDF, tales como son el sistema de control, el banco de estimadores basados en STF, los
residuales y la estimación del coeficiente de efectividad del actuador.
99
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Sistema de Control
En la figura 4.8 se muestra el desempeño de la ley de control en la regulación de los niveles
de los tanques 1 y 4 (LET101 y LET104). Por tratarse de una simulación, en este caso es
escogido la estrategia LQR. De los resultados concluimos que el LQR implementado en el
PAC es capaz de estabilizar el sistema en torno al punto de operación. Estos resultados son
similares a los obtenidos mediante simulación, en cuanto al tiempo de establecimiento y la
respuesta inversa del segundo estado.
Figura 4.8: Desempeño del Sistema de Control.
Estimación de Estados
En la figura 4.9 se muestra el desempeño del estimador STF1, el cual toma la medida del
sensor LET101 (señal verde) y estima los valores de los estados desconocidos (señal rojo).
El tiempo de ploteo es de 500 segundos. Se puede observar la rápida convergencia de los
estados estimados a sus valores reales (señal azul). En la aplicación práctica del algoritmo
STF se evidenció que el algoritmo tend́ıa a ser moderadamente inestable, por lo que se elevó el
coeficiente de debilitamiento β a fin de evitar oscilaciones y lograr la convergencia. Resultados
similares fueron obtenidos en los demás estimadores.
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Figura 4.9: Desempeño del observador STF1.
Generación de residuales
En la figura 4.10 se puede observar como los residuales van convergiendo a valores cercanos
mientras los valore de los estimados convergen al valor real de la señal.
Figura 4.10: Residuales generados en transitorio.
El SDF podŕıa ser activado cuando los valores de los residuales tengan un valor estable y
menor a los umbrales establecidos experimentalmente.
101
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Estimación de parámetros
En la figura 4.11 se muestra el desempeño del algoritmo AS-STF para la estimación del
coeficiente de efectividad del actuador.
Figura 4.11: Estimación del parámetro de eficiencia del actuador.
Podemos observar que el algoritmo STF logra la rápida convergencia del valor de los
parámetros ficticios a valores cercanos de los nominales, luego el filtro tiende a ajustar
lentamente el valor de los parámetros a las mediciones efectuadas. El diagnóstico en actuadores
debeŕıa ser activado previa confirmación visual de estabilidad del estimador y con un valor de
umbral mayor al error de estimado en todos los casos.
4.8. Conclusiones de caṕıtulo
En el presente caṕıtulo quedó demostrado la factibilidad de la implementación práctica del
SDF. Se asumió que se poséıa una adecuada descripción matemática del proceso y un estimado
previo de las covarianzas de los ruidos de las mediciones y del proceso. Con esta información se
migraron los algoritmos diseñados a un controlador industrial de uso extendido y se verificó un
funcionamiento similar a de las simulaciones. Sin embargo, se evidenció que la convergencia
del filtro está fuertemente condicionada al conocimiento de las matrices de covarianza de
perturbaciones del modelo Q, del ruido de medición R y de la covarianza asignada a los
parámetros estimados Qpp. Sin embargo, siempre es posible manipular los parámetros de
diseño del STF tales como el coeficiente de olvido ρ y el factor de debilitamiento β a fin de
forzar la convergencia de los parámetros estimados.
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Conclusiones
En la presente tesis se desarrolló un Sistema de Diagnóstico de Fallos para un Proceso
Hidráulico con Tanques Acoplados, se verificó su funcionamiento y se demostró las ventajas de
aplicar el Filtro Extendido de Kalman de Rápido Seguimiento (Algoritmo STF) en el diseño
del mismo.
Mediante el estudio del estado del arte en el diseño de sistemas de diagnóstico aplicados
a procesos hidráulicos con tanques interconectados, fue posible contrastar los resultados de
algunas de las técnicas más usadas encontradas en la literatura, se concluyó que el EKF se
ajusta más a los requerimientos de diseño del SDF.
Efectuando un estudio detallado de los fenómenos hidráulicos involucrados en el proceso
fue posible identificar las variables y parámetros de importancia que definen el fenómeno
y comprender la interacción entre ellas. Se desarrolló un modelo matemático que permitió
identificar y modelar los posibles modos de falla en sensores, actuadores y componentes.
Con el objeto de estudiar el comportamiento dinámico del proceso se desarrolló un emulador
en Simulink®, el cual adicionalmente fue dotado con la flexibilidad necesaria para simular
fallos en sensores, actuadores y componentes.
Se evaluó el desempeño del SDF bajo diferentes situaciones de fallo. En el caso del diagnóstico
en sensores fue demostrado como aprovechando la mayor parte de la información proveniente
de los bancos de observadores y creando una lógica de razonamiento basada en umbrales,
fue posible detectar, aislar e identificar fallos individuales en todos los sensores, llegando
inclusive a identificar fallos simultáneos hasta en tres sensores a la vez. El diagnóstico en
componentes (actuadores, tubeŕıas y tanques) fue llevado a cabo usando el enfoque de
monitoreo paramétrico. Se evidenció que solo fue posible hacer monitoreo de las variables
de interés usando la técnica propuesta ya que el EKF tend́ıa a la divergencia. Las pruebas
demostraron el buen desempeño en la estimación de las variables relacionadas en presencia
de cambios paramétricos bruscos y simultáneos.
La propuesta de implementación del SDF en el Controlador Programable de Automatización
ControlLogix dio resultados similares a las simulaciones. Adicionalmente, se desarrolló
la Interfaz Gráfica de Supervisión, Monitoreo y Diagnóstico en FactoryTalk View® SE,
integrando en su diseño algunas recomendaciones del estándar ISA 101 y muchas de las
funcionalidades deseables para un sistema de Supervisión Avanzada.
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Recomendaciones
La obtención de un modelo matemático lo suficiente preciso condiciona la efectividad y
estabilidad del filtro. Es también importante poseer una estimación inicial de las covarianzas
del ruido del proceso Q y de las mediciones R, ya que la convergencia del filtro está fuertemente
relacionada a estas variables. Si se va a usar el algoritmo STF, es recomendable comenzar
usando un factor de debilitamiento β alto, luego ir disminuyéndolo hasta conseguir el equilibrio
entre oscilaciones generadas y el tiempo de convergencia. A veces también es útil dar un
valor menor a uno al factor de desvanecimiento γ para evitar la divergencia y/o reducir las
oscilaciones en los estimados.
Con respecto al SDF, es posible mejorar el desempeño global y la robustez del sistema
mediante la actualización periódica de los coeficientes de los modelos de los bancos, usando
la información proveniente de los estimadores paramétricos. Bajo este enfoque, también
se debeŕıa contemplar la posibilidad de dotar al sistema de control caracteŕısticas de
reconfiguración ante fallos, sustituyendo una medida realimentada en fallo por un estimado
sano de la misma, la cual puede ser extráıda de algún estimador disponible.
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