Abstract. We study existence and absence of 2 -eigenfunctions of the combinatorial Laplacian on the 11 Archimedean tilings of the Euclidean plane by regular convex polygons. We show that exactly two of these tilings (namely the (3.6) 2 "Kagome" tiling and the (3.12
Introduction and statement of results
The goal of this paper is to provide concrete formulas for the Integrated Density of States (IDS) on Archimedean tilings, viewed as combinatorial graphs, and to study existence or absence of 2 -eigenfunctions for the associated Laplacians.
A plane tiling by regular convex polygons is a countable family of regular convex polygons covering the plane without gaps or overlaps. It is called edge-to-edge if the corners and sides of the polygons coincide with the vertices and edges of the tiling (see [GS89] ). The type of a vertex of an edge-to-edge plane tiling by regular polygons describes the order of the polygons arranged cyclically around the vertex, for example the vertices in the honeycomb tiling are all of the type (6.6.6) =: (6 3 ). Definition 1.1. An Archimedean tiling is an edge-to-edge tiling of the plane by regular convex polygons such that all vertices are of the same type.
Archimedean tilings were systematically investigated in 1619 by Johannes Kepler in his book Harmonices Mundi [Kep19] (see [Fie79] for an English translation). Kepler found all 11 Archimedean tilings, namely with vertices of type (4 4 ), (3 6 ), (6 3 ), (3.6) 2 , (3.12 2 ), (4.8 2 ), (3 3 .4 2 ), (3 2 .4.3.4), (3.4.6.4), (3 4 .6), and (4.6.12), cf. [GS89, p. 59, 63] .
There is a vast literature about various aspects of Archimedean tilings. For historical details on Archimedean tilings we refer the readers to [GS89, Section 2.10]. These tilings are relevant in crystallography as layers of stacked 3-dimensional structures [FK58, FK59] . Archimedean tiling structures at different length scales have the potential to exhibit interesting properties: they may form frustrated magnets [Har04] or photonic crystals [UDG07] . Diffusion constants of Archimedean Tilings have been calculated in [BU06] . Percolation thresholds of Archimedean solids have been investigated, e.g., in [SE64, Kes80, SZ99, Jac14, Par07] .
We view these tilings as combinatorial graphs G = (V, E) with vertex set V and edge set E. The Laplacian ∆ : 2 (V) → 2 (V) on such a graph is defined as (1) (∆f )(v) = f (v) − 1 |v| w∼v f (w),
where |v| denotes the vertex degree of v ∈ V, and w ∼ v means that w and v are adjacent, i.e. joined by an edge. This is a self-adjoint, bounded operator. On each of these graphs, there is a cofinite Z 2 -action allowing to define the Integrated Density of States (IDS) (for the precise definition see Section 2). Our first main main results are concrete integral expressions of the IDS for the Archimedean tilings (4 4 ), (3 6 ), (6 3 ), (3.6) 2 , and (3.12 2 ). Moreover, we show that the tilings (3.6) 2 (Kagome lattice), and (3.12 2 ) have ∆-eigenfunctions of finite support leading to jumps of the IDS. Finally, we show that no other Archimedean tiling has (any 2 (V)) eigenfunctions. The method of proof is based on Floquet theory and can be applied to more general graphs with cofinite Z d -action and not only to Archimedean tilings.
2.
General results on the IDS and the lattice Z d 2.1. Floquet theory and the IDS. Let G = (V, E) be an infinite graph with vertex set V and edge set E. We assume that the vertex degree |v| is finite for every v ∈ V.
We also assume that there is a cofinite Z d -action on G, given by
Let Q ⊂ V be a (finite) fundamental domain of this action. The graph Laplacian ∆, a self-adjoint bounded operator on 2 (V), was defined in (1). The (abstract) Integrated Density of States (IDS)
Intuitively, the IDS counts the number of states of ∆ below the energy level E per unit volume. It is non-decreasing and right continuous. In order to apply Floquet theory, we also define the d-dimensional torus
Furthermore, we define on 2 (V) θ the θ-pseudoperiodic Laplacian ∆ θ as
that is, ∆ θ acts in the same way as ∆ but on the different vector space 2 (V) θ . Since this is a |Q|-dimensional vector space due to quasiperiodicity , the operator ∆ θ can be viewed as a hermitian |Q|×|Q|-matrix.
The following theorem provides an integral expression for the IDS on Z d -periodic graphs.
where
and ∆f = g, if and only if for all
Recall that ∆ θ and ∆ are formally defined via the same expressions, but they operate on different spaces: ∆ operates on 2 -functions on G while ∆ θ operates on θ-quasiperiodic functions.
From (4), we conclude
and therefore
Now, we are in a position to calculate the IDS. We have
The operator, χ (−∞,E] (∆ θ ) is an orthogonal projection onto the finite-dimensional span of eigenfunctions of ∆ θ on 2 (Q) with eigenvalues smaller or equal than E (i.e. a matrix). Hence, the trace Tr χ (−∞,E] (∆ θ ) is the number of eigenvalues of ∆ θ less or equal than E. This finishes the proof of Theorem 2.1.
The next results are useful to show absence of finitely supported eigenfunctions for particular graphs.
Theorem 2.3. The following are equivalent:
(ii) ∆ has no eigenfunctions with eigenvalue E of finite support. (iii) ∆ has no 2 (V)-eigenfunctions with eigenvalue E.
Proof of Theorem 2.3. The equivalences (i) to (iii) were proved in a more general setting in [LV09, Corollary 2.3].
It remains to show the equivalence of (i) and (iv). We fix E ∈ R and calculate, using the dominated convergence theorem,
This is non-zero if and only if the characteristic polynomial
2.2. The lattice Z d . As a first application of (2), we calculate the IDS of ∆ on the lattice Z d . An elementary cell Q consists of a single point. In the 2-dimensional case, we can view Z 2 as a tiling by unit squares (i.e. as the (4 4 ) tiling) with Z 2 generated by translation vectors ω 1 = (1, 0), and ω 2 = (0, 1), cf. Figure 1 . The (1 × 1)-matrix corresponding to ∆ θ has the entry (and hence the only eigenvalue)
Thus, (2) simplifies to
Moreover, by Corollary 2.4, the IDS on Z d is continuous and ∆ has no 2 -eigenfunctions since from (5) we conclude λ θ
for θ = (0, . . . , 0), and θ = (π, . . . , π).
In dimensions d = 1, 2, the following expressions for the IDS follow directly from (6). In the case d = 2, we derive the expression by applying the substitution t = cos θ 1 .
Proposition 2.5. In dimension d = 1, we have
In dimension d = 2, we have 
Concrete integral expressions for the IDS of some Archimedean tilings
In this section, we present concrete integral expressions of the IDS of the Archimedean tilings with vertex types (3 6 ), (6 3 ), (3.6) 2 , and (3.12 2 ). We will denote the corresponding IDS by N (3 6 ) , etc.
We will see that only the last two tilings admit finitely supported eigenfunctions.
3.1. IDS of the (3 6 ) tiling (triangular lattice). A fundamental domain consists of a single point with translation vectors ω 1 = (1, 0), ω 2 = (cos(π/3), sin(π/3)), cf. Figure 2 . The corresponding matrix ∆ θ has the only entry and hence the only eigenvalue
Therefore,
Figure 2. Fundamental domain of the (3 6 ) tiling (left) and its IDS (right) will be relevant later on, we shall discuss it in more detail here. By periodicity, we can consider T 2 as (−π, π) 2 (the boundary is a measure zero set and does not play any role). Using the change of variables u :
The new variables (u, v) identify T 2 with the domain :
Lemma 3.1. The function F : → R, defined by
has the following properties: Proof. It is straightforward to check i) to iii) and using symmetry and monotonicity considerations
To calculate the area within (Tri) + we consider the upper half (i.e. v ≥ 0) of (Tri)
and we found that the area is the area under a graph. Since cos(v/ √ 2) ≤ 1, we conclude that (8) can only be fulfilled if u is in the interval between the two solutions of
Together with (8), we find
where in the last step, we used the transformation u = √ 2 arccos(t). As for the area in the hexagon H, by an analogous argument,
Combining Lemma 3.1 and (7), we find:
arccos(
In particular, N (3 6 ) is continuous and there are no 2 -eigenfunctions.
3.2. IDS of the (6 3 ) (honeycomb) tiling. The honeycomb tiling is of particular practical interest since this structure appears in graphene and is closely related to fullerenes (buckeyballs) and carbon nano-tubes. Our calculations for this tiling have a significant overlap with the metric graph investigations in [KP07] , where the authors derive dispersion relations and determine various spectral types of the Hamiltonian not only for the (6 3 ) tiling, but also for metric nano-tube graphs isometrically embedded in cylinders. Moreover, [DM10] is a good source to find further information and references about graphene under a magnetic field. A fundamental domain is Q = {a, b} = {(0, 0), (0, 1)}, cf. Figure 4 . This implies 2 cos θ 1 + 2 cos θ 2 + 2 cos(θ 1 − θ 2 ) + 3.
We see that N (6 3 ) (E) has support [0, 2] and is antisymmetric around (E, N (E)) = (1, 1/2). For E < 1, we find by Lemma 3.1
Therefore, using Lemma 3.1 and antisymmetry around E = 1, we find:
In particular, there are no 2 -eigenfunctions. [Mek03] for historical information on the name "Kagome" and how the scientific community became interested in this structure.
Figure 5. Fundamental domain of the (3.6) 2 tiling (left) and its IDS (right)
We would like to point out that jumps and strict monotonicity properties of the IDS of the combinatorial Laplacian on the Kagome lattice were already determined in [LPPV09, Prop. 3.3]. We now derive an explicit formula for the IDS.
A fundamental domain of the Kagome lattice consists of three points, cf. Figure 5 . This leads to the matrix
(1 + e iθ 1 ) (e iθ 1 + e iθ 2 ) (1 + e −iθ 1 ) 0 (1 + e iθ 2 ) (e −iθ 1 + e −iθ 2 ) (1 + e −iθ 2 ) 0   with eigenvalues
Furthermore the eigenvalue 3/2 of ∆ θ is θ-independent whence by Theorem 2.3, it corresponds to an infinitely degenerate eigenvalue of ∆. It can be seen that this eigenvalue is a linear combination of finitely supported eigenvalues on each hexagon where at the vertices of the hexagon, the eigenfunction takes the values ±1 in alternating order. From Lemma 3.1, we deduce:
Proposition 3.4.
For each hexagon H there exists (up to scalar multiples) exactly one eigenfunction with support on H. Every 2 -eigenfunction is a linear combination of these special finitely supported eigenfunctions. 
Its characteristic polynomial is
where we used again the change of variables u := (θ 1 + θ 2 )/ √ 2, v = (θ 1 − θ 2 )/ √ 2 and the function F from Lemma 3.1. This is a polynomial of degree 6 and its roots are Using some elementary algebra and Theorem 2.1, we find Proposition 3.5.
where F is the function explicitly given in Lemma 3.1. For each 12-gon D, there exist (up to scalar multiples) exactly two linear independent eigenfunctions with support on D. Every 2 -eigenfunction is a linear combination of one type of these special finitely supported eigenfunctions.
Absence of 2 -eigenfunctions on the remaining Archimedean tilings
We show in this section that the remaining Archimedean Tilings, namely (3 3 .4 2 ), (4.8 2 ), (3 2 .4.3.4), (3.4.6.4), (4.6.12), and (3 4 .6) do not have 2 -eigenfunctions. Therefore, their IDS' are continuous. Sufficient geometric conditions for the absence of finitely supported eigenfunctions in plane tessellations, based on combinatorial curvature, were given in [KLPS06, Kel11] (see also [PTV17] about the topic of finitely supported eigenfunctions and unique continuation). These curvature conditions are not satisfied in the examples under consideration, so we need to employ Theorem 2.3 instead. Since we do not always have explicit expressions of the eigenvalues of the operators ∆ θ or the volumes of their sublevels sets are too difficult to handle, we will not provide explicit integral expressions for these IDS', but we are still able to exclude the existence of 2 -eigenfunctions. In fact, for each tiling, we will find the θ-dependent matrix ∆ θ , make two choices θ, θ ∈ T 2 , and see that the sets of eigenvalues of ∆ θ and ∆ θ are disjoint. While all calculations in this section can in principle be verified by hand, we used the computer algebra system maple in some of the steps below.
4.1. IDS of the (3 3 .4 2 ) tiling. A fundamental domain consists of two points {a, b} as in Figure 7 . This leads to the matrix
e iθ 1 + e −iθ 1 1 + e iθ 2 + e i(θ 2 −θ 1 ) 1 + e −iθ 2 + e −i(θ 2 −θ 1 ) e iθ 1 + e −iθ 1 .
with eigenvalues
Plugging in θ = (0, 0) and θ = (0, π), we find Since the spectra are disjoint, Theorem 2.3 and Corollary 2.4 imply Proposition 4.2. The (4.8 2 ) tiling has no 2 (V)-eigenfunctions. Inserting θ = (0, 0) and θ = (π, 0), we find
Again, these sets are disjoint whence Theorem 2.3 and Corollary 2.4 imply 
We compare the spectra of ∆ θ at θ = (0, 0) and θ = (π, π/2):
It is straightforward to verify that these sets are disjoint. By Theorem 2.3 and Corollary 2.4, we find We choose the particular values θ = (0, 0) and θ = (π, π/2) and find σ ∆ (0,0) = 0, 6 5 and σ ∆ (π,π/2) = λ ∈ C : λ 6 − 6λ It is straightforward to verify that these sets are disjoint and by Theorem 2.3 and Corollary 2.4 we find Proposition 4.6. The (3 4 .6)-tiling has no 2 (V)-eigenfunctions.
