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A NEW SPECTRAL ANALYSIS OF STATIONARY RANDOM
SCHRÖDINGER OPERATORS
MITIA DUERINCKX AND CHRISTOPHER SHIRLEY
Abstract. Motivated by the long-time transport properties of quantumwaves in weakly
disordered media, and more precisely by the quantum diffusion conjecture, the present
work puts random Schrödinger operators into a new spectral perspective, based on a sta-
tionary random version of a Floquet type fibration. The latter reduces the description
of the quantum dynamics to a fibered family of abstract spectral perturbation problems
on the underlying probability space, and we state a resonance conjecture that would jus-
tify part of the expected diffusive behavior. Although this resonance conjecture remains
open, we develop new tools for the spectral analysis on the probability space, and in par-
ticular we show in the Gaussian setting how ideas from Malliavin calculus lead to partial
Mourre type results, which in turn yield the first spectral proof of the exponential decay
of time correlations. This spectral approach suggests a whole new way of circumventing
perturbative expansions and renormalization techniques.
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1. Introduction
1.1. General overview. We consider random Schrödinger operators of the form
Hλ,ω = −12△+ λVω
on L2(Rd), where Vω : R
d → R is a realization of a stationary (that is, statistically
translation-invariant) centered random potential V , constructed on a given probability
space (Ω,P) (see Section 3.1 for precise assumptions), and we study the properties of the
corresponding Schrödinger flow on Rd,
i∂tuλ,ω = Hλ,ωuλ,ω, uλ,ω|t=0 = u◦,
1
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with initial data u◦ ∈ L2(Rd). This well-travelled equation models the motion of an
electron in a disordered medium described by the potential Vω, where the coupling con-
stant λ > 0 stands for the strength of the disorder, and we focus on the weak coupling
regime 0 < λ≪ 1. In this context, a celebrated conjecture by Anderson [3] states that in
dimension d > 2 every initial condition can be almost surely decomposed into two parts: a
low-energy part that remains dynamically localized and a bulk-energy part that propagates
diffusively. Despite the great recent achievements of rigorous perturbation theory in some
limited asymptotic time regimes, e.g. [55, 21, 20, 19, 10, 11, 12], successfully describing the
emergence of irreversible diffusion from the reversible Schrödinger dynamics, the full jus-
tification of this so-called quantum diffusion phenomenon remains a major open problem
in mathematical physics, e.g. [51, 18].
A standard approach to this problem is through the study of the Wigner transform, that
is, the phase-space resolved energy density,
W tλ,ω(x, v) :=
ˆ
Rd
eiv·y utλ,ω
(
x+ y2
)
utλ,ω
(
x− y2
)
d¯y.
As opposed to the wavefunction uλ,ω itself, which becomes highly oscillatory after propa-
gation on long distances, its Wigner transform is expected to converge to a macroscopically
meaningful quantity, e.g. [5], providing a precise large-scale description of energy transport.
In dimension d > 1, it is known to converge in a suitable scaling to the solution of a linear
Boltzmann equation on the kinetic timescale t ∼ λ−2, say t = λ−2s, cf. [55, 21, 10, 11],
E
[
λ−2dW λ
−2s
λ (λ
−2x, v)
] → W s0 (x, v) in S ′(Rd × Rd) for all s,
∂sW
s
0 (x, v) + v · ∇xW s0 (x, v) =
ˆ
Rd
σ(u, v)
(
W s0 (x, u)−W s0 (x, v)
)
d¯u, (1.1)
where the collision kernel is explicitly given by σ(u, v) = 4π Ĉ0(u − v) δ(|u|2 − |v|2) if the
random potential V is Gaussian with covariance function C0, and where E [·] denotes the
expectation on the underlying probability space (Ω,P). The quantum diffusion conjec-
ture [3] then states that the Wigner transform converges to a corresponding heat flow for
longer times t≫ λ−2, say t = λ−(2+2δ)s,
E
[
λ−(2+δ)dW λ
−(2+2δ)s
λ (λ
−(2+δ)x, v)
] → F sδ (x, v) in S ′(Rd × Rd) for all s,
∂sF
s
δ (x, v) = Dδ(v)△xF sδ (x, v),
where the diffusion constant Dδ(v) > 0 depends on the precise time regime t ∼ λ−(2+2δ)
under consideration. This formally entails
´
Rd
|x|2|utλ(x)|2dx ≃ (t ∧ λ−2) t and provides a
detailed description of the diffusive behavior of energy transport. Although this is accu-
rately predicted by formal perturbation theory, e.g. [54, Appendix B], a rigorous treatment
is only available in dimension d > 2 on timescales t≪ λ−(2+2δ) for some small δ > 0 due to
dramatic divergence and renormalization issues for perturbative Dyson expansions [20, 19].
A simpler “linearized” question concerns the behavior of time correlations in form of the
averaged wavefunction E
[
utλ
]
, which is expected to display exponential time decay: in
particular, in Fourier space, on the kinetic timescale t ∼ λ−2,∣∣E[ûλ−2sλ (k)]∣∣ → e−s ´Rd σ(u,k) d¯u |û◦(k)|, (1.2)
while corrections are added for longer times. The decay rate naturally coincides to leading
order with the loss term in the Boltzmann equation (1.1), that is, with the so-called total
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scattering cross-section αk =
´
Rd
σ(u, k) d¯u. As is manifest in our analysis, this decay is
related to a general principle in quantum dynamics: under a perturbation, a quantum
system leaves exponentially fast any bound state of the unperturbed Hamiltonian with a
decay rate given by Fermi’s Golden Rule, e.g. [37, Section 19.8]. A proof of (1.2) follows
from the perturbation analysis of [55, 21, 20, 19], and another perturbative approach was
also recently put forward in [12] based on a Feynman-Kac type formula, but all these
results are perturbative and restricted to timescales t≪ λ−(2+2δ) for some small δ > 0.
In the present work, rather than trying to improve on perturbative expansions and
renormalization techniques, we aim to contribute to the development of an alternative,
fully non-perturbative approach to describe the long-time behavior of the system beyond
any perturbative timescale. For that purpose, we focus for simplicity on the exponential
decay law (1.2) for the averaged wavefunction, which we aim to establish on longer times
based on a suitable spectral analysis. Although our results in this work do not yet lead to
a complete conclusion, we propose a novel perspective on the spectral theory for random
Schrödinger operators in form of a fibered resonance analysis, and we provide the very
first spectral proof of (1.2) at least on the kinetic timescale t ∼ λ−2, cf. Corollary 8 below.
This will be refined in future works and hopefully serve as a starting point for a new line
of research in the field.
1.2. Summary of our approach. We start with a brief summary of our approach
to the Schrödinger operators Hλ,ω := −△ + λVω (the factor 12 is henceforth omitted
for convenience). First, we change the point of view and rather consider the operator
Hλ := −△+ λV as acting on the augmented Hilbert space L2(Rd × Ω), as well as the
corresponding Schrödinger flow on L2(Rd × Ω),
i∂tuλ = Hλuλ, uλ|t=0 = u◦, (1.3)
with deterministic initial data u◦ ∈ L2(Rd) ⊂ L2(Rd×Ω). This can be viewed as including
stochastic averaging in the functional setup. As we have shown and already used in [16]
(see Section 3 for details; also [29, 7]), the operator Hλ on L
2(Rd×Ω) can be decomposed
via a Fourier-type transformation as a direct integral of fibered operators {Hstk,λ}k acting
on the elementary space L2(Ω), viewed as the space of stationary random fields,(
Hλ,L
2(Rd ×Ω)) = ˆ ⊕
Rd
(
Hstk,λ + |k|2,L2(Ω)
)
ek d¯k, ek(x) := e
ik·x. (1.4)
The (centered) fibered operators take the form
Hstk,λ := H
st
k,0 + λV, H
st
k,0 := −(∇st + ik) · (∇st + ik)− |k|2 = −△st − 2ik · ∇st,
where ∇st and △st denote the stationary gradient and Laplacian on L2(Ω) (see Section 3.2
for proper definitions). In particular, the Schrödinger flow uλ is decomposed as
utλ(x) =
ˆ
Rd
û◦(k) eik·x−it|k|
2(
e−itH
st
k,λ1
)
(x, ω) d¯k (1.5)
in terms of the fibered evolutions e−itH
st
k,λ1 on L2(Ω). This partial diagonalisation via
Fourier is henceforth referred to as the stationary Floquet-Bloch fibration, in analogy with
the well-known corresponding construction in the periodic setting, e.g. [33, 34].
At vanishing disorder λ = 0, as the constant function 1 is an eigenfunction with eigen-
value 0 for the unperturbed fibered operators {Hstk,0}k, the spectral measure associated
4 M. DUERINCKX AND C. SHIRLEY
with 1 coincides with the Dirac mass at 0, and the decomposition (1.5) then reduces to
the Fourier diagonalisation of the free flow,
utλ=0(x) =
ˆ
Rd
û◦(k) eik·x−it|k|
2
d¯k.
When the disorder is turned on but small (0 < λ≪ 1), the description of the Schrödinger
flow uλ is reduced to a family of (hopefully simpler) fibered perturbation problems for the
spectral measures. In case of a periodic potential V (that is, Ω = Td, cf. Remark 3.4(a)),
the fibered operators {Hstk,0}k have discrete spectrum and the eigenvalue at 0 is typically
simple and isolated, which allows to apply standard perturbation methods, e.g. [33, 4], the
isolated eigenvalue at 0 being perturbed into an isolated eigenvalue λ2zλ(k). In other words,
Fourier modes {ek}k are perturbed into so-called periodic Bloch waves that diagonalize the
Schrödinger flow with perturbed (generalized) eigenvalues of the form {|k|2+λ2zλ(k)}k∈Rd .
This entails that the flow is somehow conjugated to the free flow,
utλ(x) =
ˆ
Rd
û◦(k) eik·x−it(|k|
2+λ2zλ(k)) d¯k +O(λ), zλ ∈ C∞(Rd;R),
and energy transport remains ballistic forever. A similar analysis is possible to some extent
in the quasiperiodic setting, as we established in [16]. In the random setting, in contrast, the
situation differs drastically in link with the expected diffusive behavior. We show that 0
is typically the only eigenvalue of the unperturbed operators {Hstk,0}k, is simple, and is
embedded in absolutely continuous spectrum, cf. Theorem 1, which makes the perturbation
analysis particularly subtle. According to Fermi’s Golden Rule, whenever the disorder is
turned on, this embedded eigenvalue at 0 is expected to dissolve in the continuous spectrum,
cf. Proposition 3 and Theorem 4, and to turn into a complex resonance at
λ2zλ(k) = λ
2
(
E
[
V (i0 −Hstk,0)−1V
]
+Ok(λ)
)
,
in the lower complex half-plane. In particular, this provides a spectral explanation why
Bloch-wave analysis leading to ballistic transport as in [16] must break down on the
timescale t ∼ λ−2. For the averaged wavefunction, in particular, this leads to expect
E
[
utλ(x)
]
=
ˆ
Rd
û◦(k) eik·x−it(|k|
2+λ2zλ(k)) d¯k +O(λ), zλ ∈ C∞(Rd;C \R),
which would indeed agree with the exponential decay (1.2) on the kinetic timescale t ∼ λ−2,
and a finer resonance analysis would yield a more accurate expansion. From a spectral
perspective, fibered resonances are transferred via the fibration (1.4) to kind of a “con-
tinuous resonant spectrum” for the full operator Hλ on L
2(Rd × Ω), cf. Remark 2.1(b).
In order to motivate the importance of these fibered perturbation problems, we formulate
suitable resonance conjectures, cf. Conjectures (LRC) and (GRC), and we show that they
would imply the expected exponential decay (1.2) for the averaged wavefunction to finer
accuracy, as well as the expected behavior of the spectral measure, cf. Corollary 6.
Yet, general spectral tools are dramatically missing to rigorously study the fibered per-
turbation problems on the stationary space L2(Ω), in particular due to the lack of any
compactness. In this work, we start by performing a detailed rudimentary study of fibered
operators, emphasizing the strong dependence of spectral properties on the structure of
the underlying probability space (Ω,P), cf. Theorem 1 and Proposition 2. Next, in order
to perform the desired resonance analysis, we appeal to Mourre’s theory [38, 2]. In the
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Gaussian setting, we manage to construct Mourre conjugates for the unperturbed oper-
ators {Hstk,0}k, relying on a heavy use of Malliavin calculus, which constitutes the core
of our contribution, cf. Section 8. This construction is however not compatible with the
perturbation V in the sense that λV cannot be considered as a small perturbation of Hstk,0
in the sense of Mourre’s theory, in link with the lack of compactness on the probability
space. For this reason, a Mourre relation for the perturbed operators {Hstk,λ}k is only
deduced up to a suitable (weak) truncation, cf. Theorem 7, which allows to recover the
exponential decay law (1.2) at least on the kinetic timescale t ∼ λ−2, cf. Corollary 8,
while refinements are postponed to future works. In contrast, the construction of Mourre
conjugates for perturbed operators without truncation would require a non-perturbative
treatment of the perturbation V and appears to be surprisingly difficult, possibly in link
with the construction of escape functions for the random acceleration model. Although
our conclusions remain incomplete, the present work sheds a new light on the study of ran-
dom Schrödinger operators and on important questions related to the quantum diffusion
conjecture, and already provides the first spectral proof of the exponential decay law (1.2).
Notation.
• We denote by C ≥ 1 any constant that only depends on the space dimension d and on
the law of the random potential V . We use the notation . (resp. &) for ≤ C× (resp.
≥ 1C×) up to such a multiplicative constant C. We write ≃ when both . and & hold.
We add subscripts to C,.,&,≃ to indicate dependence on other parameters. We denote
by O(K) any quantity that is bounded by CK.
• We denote by f̂(k) := Ff(k) := ´
Rd
e−ik·xf(x) dx the usual Fourier transform of a
smooth function f on Rd. The inverse Fourier transform is then given by f(x) =´
Rd
eik·xf̂(k) d¯k in terms of the rescaled Lebesgue measure d¯k := (2π)−ddk.
• The ball centered at x and of radius r in Rd is denoted by Br(x), and we write for
abbreviation B(x) := B1(x), Br := Br(0), and B := B1(0). Without any ambiguity, we
will occasionally also denote by B the unit ball at the origin in the complex plane C.
• For a set E ⊂ Rd we denote by conv(E) its convex envelope, by int(E) its interior,
and by adh (E) its closure. We denote by B(Rk) the set of Borel subsets of Rk, and for
E ⊂ Rk we let P(E) denote the set of Borel probability measures on E. For a vector
space X, we write X⊙p for its p-fold symmetric tensor product. For a, b ∈ R, we write
a ∧ b := min{a, b} and a ∨ b = max{a, b}.
2. Main results
We refer to Section 3 for a precise definition of stationarity (or statistical translation
invariance) and for a detailed construction of the stationary Floquet-Bloch fibration (1.4).
Our main results are organized as follows:
(i) Basic spectral theory of fibered operators.
We start with a spectral decomposition of the unperturbed fibered operators {Hstk,0}k,
which are typically made of a simple eigenvalue at 0, embedded in absolutely con-
tinuous spectrum. In addition, we characterize the spectrum of the perturbed oper-
ators {Hstk,λ}k, and we emphasize the dependence of such spectral properties on the
structure of the underlying probability space.
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(ii) Dissolution of the bound state.
In view of the fibration (1.5), the perturbation of the eigenvalue at 0 for the fibered
operators {Hstk,0}k is of particular interest. According to Fermi’s Golden Rule, when-
ever the disorder is turned on, this embedded eigenvalue is expected to dissolve in
the continuous spectrum, and we establish some partial results in this direction.
(iii) Resonance conjectures.
As the bound state dissolves, it is expected to turn into a complex resonance. We state
relevant resonance conjectures and show that they would precisely entail the expected
exponential decay (1.2) for the averaged wavefunction to finer accuracy. Although left
open, these conjectures constitute the very first non-perturbative approach towards
quantum diffusion and would yield drastic improvements to the known perturbative
results. As an illustration, in Section 4, we investigate a simpler toy model, which
shares various properties of Schrödinger operators and for which a rigorous resonance
analysis is easily performed.
(iv) Partial results from Mourre’s theory.
In view of a rigorous approach to fibered perturbation problems, we construct Mourre
conjugates for the unperturbed operators {Hstk,0}k. The construction requires non-
trivial work and relies on a deep use of Malliavin calculus, hence is restricted to the
Gaussian setting. Although the random potential V irremediably appears not to
be an admissible perturbation in Mourre’s sense, some partial results are deduced
for the perturbed operators {Hstk,λ}k under a suitable (weak) truncation. As a di-
rect consequence, the exponential decay law (1.2) is recovered at least on the kinetic
timescale t ∼ λ−2. This constitutes the main achievement of our contribution.
The sequel of this section is devoted to a brief description of our main results, while proofs
and detailed statements are postponed to the next sections. Throughout, the potential V
is assumed to be centered, E [V ] = 0, and we mainly focus on the model Gaussian set-
ting, that is, when V takes the form V = b(V0) for some Borel function b : R → R
and some stationary centered Gaussian random field V0 with bounded covariance func-
tion C0(x) := E [V0(x+ y)V0(y)]. For simplicity, we will occasionally further restrict to a
random potential V = V0 that is itself Gaussian.
2.1. Basic spectral theory of fibered operators. We start with a detailed spectral
analysis of the unperturbed operators
Hstk,0 := −△st − 2ik · ∇st, k ∈ Rd.
Although the stationary Laplacian −△st is a natural operator to consider on L2(Ω) and has
been introduced in various settings (e.g. in the context of stochastic homogenization [43,
28]), its spectral properties have never been elucidated before, and we close this gap here.
Note that some preliminary remarks on its spectrum have been made in [8, Section 3.1],
namely that it is discrete if Ω is a finite set and that there is in general no spectral gap
above 0 in contrast with the periodic setting. Interestingly, the spectrum depends crucially
on the structure of the underlying probability space (Ω,P), as precisely formulated in
Section 5.1 in terms of a notion of “spectrum” of a probability space. Rather than focusing
on −△st, we consider the whole family of unperturbed fibered operators {Hstk,0}k. In the
model Gaussian setting, our result takes on the following simple guise.
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Theorem 1 (Spectral decomposition of Hstk,0). Consider the Gaussian setting V = b(V0),
where V0 is a stationary Gaussian field on R
d with covariance C0, and assume that the
probability space (Ω,P) is endowed with the σ-algebra generated by V0. Denote by Ĉ0 the
(nonnegative measure) Fourier transform of C0.
(i) If C0 is not periodic in any direction, then σ(Hstk,0) = [−|k|2,∞).
(ii) If the measure Ĉ0 is absolutely continuous, then the eigenvalue at 0 is simple (with
eigenspace C) and
σpp(H
st
k,0) = {0}, σsc(Hstk,0) = ∅, σ(Hstk,0) = σac(Hstk,0) = [−|k|2,∞). ♦
Next, we turn to the perturbed operators {Hstk,λ}k and start with a characterization of
their spectrum. The nature of their spectrum is a much more involved question: it remains
essentially open and is the main focus of the next paragraphs. While we focus here on
the Gaussian setting, a more general statement is provided in Section 5.2. In case of an
unbounded potential V , the essential self-adjointness of the perturbed operators {Hstk,λ}k is
already a delicate issue, for which an (almost optimal) criterion is included in Appendix A,
in line with the corresponding celebrated self-adjointness problem for Schrödinger operators
on L2(Rd) with singular potentials, cf. [30, 22, 31]; see also Proposition 8.17 for the simpler
case when V = V0 is itself Gaussian.
Proposition 2 (Spectrum of Hstk,λ). Consider the Gaussian setting V = b(V0), where V0
is a stationary Gaussian field, and assume that V0 is nondegenerate and that E [|V |p] <∞
for some p > d2 . Then H
st
k,λ is essentially self-adjoint on H
2 ∩ L∞(Ω) with
σ(Hstk,λ) = [−|k|2 + inf ess b, ∞). ♦
2.2. Dissolution of the bound state. In view of the fibration (1.5), the perturbation
of the eigenvalue at 0 associated with the constant eigenfunction for the fibered operators
{Hstk,0}k is of particular interest. According to Fermi’s Golden Rule, e.g. [48, Section XII.6],
this eigenvalue embedded in continuous spectrum is expected to dissolve when the pertur-
bation is turned on. The simplest rigorous version of this key conjecture is as follows. It
is based on observing that the formula for the second derivative of a hypothetic branch of
eigenvalues at λ = 0 would lead to a complex number, cf. Section 6.1.
Proposition 3 (Instability of the bound state). Let k ∈ Rd \ {0}, let V be a stationary
random field on Rd, denote by Ĉ the (nonnegative measure) Fourier transform of its co-
variance function, and assume that Ĉ does not uniformly vanish on the sphere ∂B|k|(−k). 1
Then there exists no C2 branch [0, δ) → R× L2(Ω) : λ 7→ (Ek,λ, ψk,λ) with
Hstk,λψk,λ = Ek,λψk,λ, (Ek,λ, ψk,λ)|λ=0 = (0, 1). ♦
This basic instability result is however quite weak and we may look for refinements in
two main different directions:
— Given k ∈ Rd \ {0}, the operator Hstk,λ is expected to admit no eigenvalue at all in a
neighborhood of 0 for 0 < λ≪ 1.
1. This condition is understood in the sense of limε↓0 1ε Ĉ
(
B|k|+ε(−k) \ B|k|−ε(−k)
)
> 0.
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— As the eigenvalue at 0 dissolves in the continuous spectrum, some memory should
persist: the spectral measure µ1,1k,λ of H
st
k,λ associated with the constant function 1 is
expected to display a bump of width O(λ2) close to 0 in form of a so-called Breit-
Wigner resonance profile, e.g. [48, Section XII.6].
Since the Fourier transform of the spectral measure µ1,1k,λ coincides with the averaged fibered
wavefunction,
µ̂1,1k,λ(t) = E
[
e−itH
st
k,λ1
]
, (2.1)
a good description of µ1,1k,λ can be deduced from dynamical results on the latter, cf. Sec-
tion 6.2. In particular, in view of the exponential decay law (1.2), cf. [55, 21, 12] and
Corollary 8 below, we deduce the following refinement of Proposition 3.
Theorem 4 (Breit-Wigner profile). Let k ∈ Rd \ {0}, let for simplicity V be a stationary
Gaussian random field on Rd with covariance function C0 ∈ C∞c (Rd), define αk, βk ∈ R by
αk + iβk := limε↓0 1iE
[
V (Hstk,0 − iε)−1V
]
, that is, more explicitly,
αk := π
ˆ
Rd
Ĉ0(y − k) δ(|y|2 − |k|2) d¯y = (2π)−d π
2|k|
ˆ
∂B|k|(−k)
Ĉ0 > 0,
βk := −(2π)−d p. v.
ˆ ∞
−|k|2
1
r
(
1
2
√
|k|2 + r
ˆ
∂B√
|k|2+r
(−k)
Ĉ0
)
dr,
and consider the rescaled spectral measure µ˜1,1k,λ(E) := µ
1,1
k,λ(λ
2E). Then µ˜1,1k,λ converges
weakly-∗ as λ ↓ 0 to the Breit-Wigner profile
µ˜k(s) :=
1
π
αk
(s− βk)2 + α2k
. (2.2)
In particular, the mass of any atom of µ1,1k,λ vanishes in the limit λ ↓ 0,
lim
λ↓0
sup
z∈R
µ1,1k,λ({z}) = 0. ♦
2.3. Resonance conjectures. In view of the resonance interpretation of Fermi’s Golden
Rule, which originates in the work of Weisskopf and Wigner [57], we are led to expect
that the eigenvalue of Hstk,0 at 0, when dissolving in the continuous spectrum with the
Breit-Wigner profile (2.2), is perturbed into a complex resonance at zk,λ = λ
2(βk − iαk) +
Ok(λ
3). This is understood in the following sense: the resolvent (Hstk,λ − z)−1 defined
on the upper complex half-plane ℑz > 0, when viewed in a suitably weakened topology,
would be extended to a meromorphic family of operators indexed by all z ∈ C (or at
least by all z in a complex neighborhood of 0), and this family would admit a simple pole
at z = zk,λ in the lower half-plane. In the usual case of operators on L
2(Rd), the suitable
weakening of the topology typically consists in viewing the resolvent as a family of linear
operators C∞c (Rd)→ D′(Rd) rather than L2(Rd)→ L2(Rd). In the present setting on the
probability space, the role of C∞c (Rd) ⊂ L2(Rd) is naturally played by the dense subspace
P(Ω) ⊂ L2(Ω) of V -polynomials,
P(Ω) :=
{ n∑
j=1
αj
mj∏
l=1
V (xlj , ·) : n ≥ 1, αj ∈ C, mj ≥ 0, xlj ∈ Rd
}
,
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and we denote by P ′(Ω) the space of continuous linear functionals on P(Ω). 2 In these
terms, we formulate the following local resonance conjecture (LRC). Since the imaginary
part of the expected branch of resonances is ℑzk,λ = −λ2αk +Ok(λ3), where αk is defined
in Theorem 4 and vanishes both as k → 0 (in dimension d > 2) and as |k| ↑ ∞, we
henceforth restrict attention to k in a compact set away from 0. The linear functionals
Ψ+k,λ and Ψ
−
k,λ below are referred to as the resonant and co-resonant states, respectively.
Conjecture (LRC) — Local resonance conjecture.
Given a compact set K ⊂ Rd \ {0}, there are λ0,M > 0 such that for all k ∈ K and
0 ≤ λ < λ0 the resolvent z 7→ (Hstk,λ − z)−1 defined on ℑz > 0 as a family of operators
P(Ω) → P ′(Ω) can be extended meromorphically to the whole complex ball |z| ≤ 1M with
a unique simple pole. In other words, there exist measurable collections {zk,λ}k,λ ⊂ C and
{Ψ+k,λ}k,λ, {Ψ−k,λ}k,λ ⊂ P ′(Ω) such that for all φ, φ′ ∈ P(Ω) we can write for ℑz > 0,
〈
φ′, (Hstk,λ − z)−1φ
〉
L2(Ω)
=
〈Ψ+k,λ, φ′〉P ′(Ω),P(Ω) 〈Ψ−k,λ, φ〉P ′(Ω),P(Ω)
zk,λ − z
+ ζφ
′,φ
k,λ (z), (2.3)
where the remainder ζφ
′,φ
k,λ is holomorphic on the set {z : ℑz > 0}
⋃ 1
MB and has continuous
dependence on k ∈ K and λ ∈ [0, λ0). ♦
Next, we state a global version (GRC) of this resonance conjecture. A direct computa-
tion shows that the spectral measure of Hstk,0 associated with V is typically supported on
the whole half-axis [−|k|2,∞) and admits a density that is only d−22 -times differentiable
at −|k|2 in dimension d > 2 (cf. proof of Lemma 5.2); this suggests that the size of the
band on which the meromorphic extension of the resolvent exists must shrink as λ ↓ 0 in
a neighborhood of z = −|k|2.
Conjecture (GRC) — Global resonance conjecture.
The same decomposition (2.3) holds with a remainder ζφ
′,φ
k,λ that is holomorphic on the set
{z : ℑz > − 1M λρ}
⋃ 1
MB for some exponent ρ < 2, has continuous dependence on k ∈ K
and λ ∈ [0, λ0), and satisfies a uniform bound of the form
sup
|ℑz|≤ 1
2M
λρ
|ζφ′,φk,λ (z)| ≤ λ−M . ♦
If resonances and resonant states exist in the above sense, they can be computed per-
turbatively for small λ by a formal Rayleigh-Schrödinger series. Although all coefficients
in this series can be shown to make perfect sense, cf. Remark 2.1(a) below, the series is
not known to converge, hence cannot be used to construct resonances, which constitutes
a reputed difficulty in this problem, see also [55, 21]. To leading order, the resonance is
shown to coincide with λ2(βk− iαk) as predicted from Fermi’s Golden Rule, cf. Theorem 4;
the proof is postponed to Section 7.1.
Proposition 5 (Approximate computation of resonances). If Conjecture (LRC) holds and
if for all φ, φ′ ∈ P(Ω) the map
[0, λ0)→ C× P ′(Ω)×P ′(Ω)× L∞loc( 1MB) : λ 7→ (zk,λ,Ψ+k,λ,Ψ−k,λ, ζφ
′,φ
k,λ ) (2.4)
2. The topology on P(Ω) is chosen as follows: a sequence (φε)ε ⊂ P(Ω) is said to converge to φ0 in
P(Ω) as ε ↓ 0 if there exist n ≥ 1 and (mj)nj=1 ⊂ N such that for ε small enough the element φ
ε can be
represented as φε =
∑n
j=1 α
ε
j
∏mj
i=1 V (x
ε
ij , ·) with α
ε
j → α
0
j and x
ε
ij → x
0
ij .
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is of class C2, then up to a gauge transformation 3 there hold as λ ↓ 0, for all k ∈ K,
zk,λ = λ
2(βk − iαk) + ok(λ2),
Ψ±k,λ = 1 + λΦ
1,±
k + λ
2Φ2,±k + ok(λ
2),
where αk, βk are defined in Theorem 4 and where Φ
1,±
k and Φ
2,±
k are given by
4
Φ1,±k := −(Hstk,0 ∓ i0)−1V,
Φ2,±k := (H
st
k,0 ∓ i0)−1ΠV (Hstk,0 ∓ i0)−1V,
in terms of the projection Π := 1− E onto L2(Ω)⊖ C. ♦
The interest of the above resonance conjectures (LRC) and (GRC) is that their validity
would lead to a non-perturbative proof of the expected exponential time decay (1.2) for the
averaged wavefunction to finer accuracy, thus providing a strong improvement and a very
first workaround for the available perturbative methods [55, 21, 20, 19, 12]. The result is
naturally expressed as a resonant-mode expansion of the Schrödinger flow in the weak sense
of P ′(Ω), while the description of the averaged wavefunction follows as a particular case; the
proof is postponed to Section 7.3. As a corollary, this also implies refined spectral results
on the dissolution of the bound state and the validity of the Breit-Wigner profile (2.2),
cf. Section 7.2. Other related questions include the expected exponential decay of the
averaged Green’s function, e.g. [52, 54]; this is not pursued here.
Corollary 6 (Consequences of resonance conjectures). Let u◦ ∈ L2(Rd) have Fourier
transform supported in the compact set K ⊂ Rd \ {0}.
(i) Under Conjecture (LRC), there holds 5 in L∞(Rd;P ′(Ω)), for all 0 ≤ λ < λ0,
utλ(x) =
ˆ
Rd
û◦(k) eik·x−it(|k|
2+zk,λ) 〈Ψ−k,λ, 1〉P ′(Ω),P(Ω)Ψ+;xk,λ d¯k + Ou◦,M (λ), (2.5)
where we have set 〈Ψ+;xk,λ , φ〉P ′(Ω),P(Ω) := 〈Ψ+k,λ, φ(−x, ·)〉P ′(Ω),P(Ω) for φ ∈ P(Ω). In
particular, the averaged wavefunction satisfies the following improved estimate,
sup
x
∣∣∣∣E [utλ(x)] −
ˆ
Rd
û◦(k) eik·x−it(|k|
2+zk,λ) d¯k
∣∣∣∣ .K,M λ2‖u◦‖L2(Rd).
(ii) Under Conjecture (GRC), the same result holds as in (i) with the errors O(λ) and O(λ2)
improved into O(λe−
t
8M
λρ) and O(λ2e−
t
8M
λρ), respectively.
3. The resonant and co-resonant states (Ψ+k,λ,Ψ
−
k,λ) are indeed only defined up to multiplication
by (aλ, a¯
−1
λ ) for any complex-valued function λ 7→ aλ, cf. (2.3). The present formulas are obtained for a
suitable choice of this gauge.
4. These formulas are understood as follows, for all φ ∈ P(Ω),
〈Φ1,±k , φ〉P′(Ω),P(Ω) := − lim
ε↓0
E
[
V (Hstk,0 ± iε)
−1
φ
]
,
〈Φ2,±k , φ〉P′(Ω),P(Ω) := lim
ε↓0
E
[
V (Hstk,0 ± iε)
−1
V (Hstk,0 ± iε)
−1Πφ
]
.
5. This formula is understood as follows, for all φ ∈ P(Ω),
sup
x
∣∣∣∣E
[
φ¯ u
t
λ(x)
]
−
ˆ
Rd
e
ik·x−it(|k|2+zk,λ)û
◦(k)〈Ψ+;xk,λ , φ〉P′(Ω),P(Ω)〈Ψ
−
k,λ, 1〉P′(Ω),P(Ω) d¯k
∣∣∣∣ .φ,K,M λ‖u◦‖L2(Rd).
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Moreover, for k ∈ K and 0 < λ < λ0, the spectral measure µ1,1k,λ is absolutely continuous
with analytic density on (− 1M , 1M ) under (LRC), and on R under (GRC), while in both
cases with notations from Theorem 4 the rescaled measure µ˜1,1k,λ converges locally uniformly
to the Breit-Wigner profile µ˜k as λ ↓ 0 provided αk > 0. ♦
In particular, under Conjecture (LRC), combined with Proposition 5, the above re-
sult (2.5) takes form of the following version of the exponential decay law (1.2) on the
kinetic timescale: setting t = λ−2s, for all φ ∈ P(Ω), s ≥ 0, and k ∈ K with αk > 0,
eiλ
−2s|k|2
E
[
φ ûλ
−2s
λ (k)
]
= e−s(αk+iβk) û◦(k)E [φ] + ou◦,M(λ).
While this result under Conjecture (LRC) provides an accurate description of the expo-
nential decay only for times t = λ−2s≪ λ−2|log λ|, accuracy would be reached on all times
under Conjecture (GRC), cf. item (ii) above.
Remarks 2.1.
(a) Rayleigh-Schrödinger series:
The proof of Proposition 5 is easily pursued to any order. For n ≥ 1 and φ ∈ P(Ω), if
the map (2.4) is of class Cn, then there hold as λ ↓ 0, for all k ∈ K,
zk,λ =
n−1∑
m=1
λm+1νmk + ok(λ
n), Ψ±k,λ =
n∑
m=0
λmΦm,±k + ok(λ
n),
where the coefficients are explicitly defined and can be checked to coincide formally
with the usual Rayleigh-Schrödinger series for the perturbation of a bound state. This
asymptotic series makes no sense in L2(Ω) (in link with the dissolution of the bound
state), but can be constructed in the weak sense of P ′(Ω); this partially answers in our
setting a question raised in [25, p.179]. More precisely, for all φ ∈ P(Ω), we can write
νmk := 〈Φm,−k , V 〉P ′(Ω),P(Ω) = limε↓0 E
[
V φm,ε,−k
]
,
〈Φm,±k , φ〉P ′(Ω),P(Ω) := limε↓0 E
[
φφm,ε,±k
]
,
where the limits indeed exist and where for all ε > 0 the sequence (φm,ε,±k )m ⊂ L2(Ω)
is defined iteratively as follows: we set φ0,ε,±k := 1 and for all m ≥ 0 we define φm+1,ε,±k
as the unique solution of the regularized Rayleigh-Schrödinger recurrence equation,
(
Hstk,0 ∓ iε
)
φm+1,ε,±k = −V φm,ε,±k +
m∑
l=0
E
[
V φl,ε,±k
]
φm−l,ε,±k .
(b) Continuous resonant spectrum:
When integrated along the Floquet-Bloch fibration (1.4), in dimension d > 2, the
conjectured resonances of the fibered operators would yield a hammock-shaped set in
the lower complex half-plane, connecting some point O(λ2) on the real axis to +∞,
Σλ := {|k|2 + zk,λ : k ∈ Rd} ≈ {|k|2 + λ2(βk − iαk) : k ∈ Rd}.
This set is increasingly thinner at infinity and can reach a thickness O(λ2) in the
middle, although it reduces to a curve for instance when the covariance is radial. This
set can be viewed as a kind of “continuous resonant spectrum” for the Schrödinger
operator Hλ = −△ + λV on L2(Rd × Ω). While to the best of our knowledge such a
notion has never been introduced in the literature, we consider in Section 4 a simpler
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illustrative toy model that shares many spectral features of the Schrödinger operator
and for which such a notion can be rigorously defined, cf. Theorem 4.1(iv). ♦
2.4. Towards a rigorous resonance analysis. The perturbation problem for an eigen-
value embedded in continuous spectrum, in link with Fermi’s Golden Rule and resonances,
has been an active topic of research in spectral theory since the early work of Friedrichs [23,
Sections 6–8]. Various general approaches have been successfully developed, although none
seems to be fully available in our probabilistic setting, as we briefly explain.
• As initiated by Friedrichs [23], the first rigorous approach focused on compactly sup-
ported perturbations of the Laplacian on L2(Rd), in which case the meromorphic
extension of the resolvent is easily constructed; see e.g. [17] and references therein for
recent developments. This is of no use in the present random setting as no relative
compactness is available, unless V is replaced by a fixed finite-rank approximation.
• The method of complex scaling originates in the works of Aguilar, Balslev, and
Combes [1, 6] on dilation-analytic systems and was mainly developed in [49, 50]; see
also [17, Section 4.5]. When applicable, this reduces the perturbation problem to that
for an isolated eigenvalue of the non-self-adjoint operator that is obtained by complex
dilation. In Section 8.3, in the Gaussian setting, based on Malliavin calculus on the
probability space, we construct a natural group of dilations {U stt }t∈R on L2(Ω). The
dilated perturbation Vt := U
st−tV U stt is still a multiplicative operator, cf. (8.13), and
under suitable assumptions the map R → L2(Ω) : t 7→ Vt admits a bounded analytic
continuation to a complex strip. However, we show that this necessarily fails to be
analytic in the class of relatively bounded operators. In addition, the theory also
requires the perturbation V to be relatively compact, hence it is of no use here.
• A third and more flexible approach is based on Mourre’s theory [38, 2], cf. Section 8.1.
Although not allowing to deduce the existence of resonances in the strong form of
Conjecture (LRC), it would ensure for instance the validity of limiting absorption
principles [26], which are known to have in turn similar dynamical consequences,
e.g. [42, 25, 9]. The main achievement of Mourre’s theory is to relax both the dilation
analyticity and the compactness of the perturbation. In short, the dilation t 7→ Vt
does no longer need to admit a bounded analytic continuation nor to be relatively
compact, but only to have a number of relatively bounded derivatives. We however
show in Proposition 8.7(iii) that derivatives fail to be relatively bounded operators.
Due to this fundamental incompatibility of the perturbation, also related to the non-
compact structure of randomness, Mourre’s theory is strictly speaking of no use for
the perturbed operators {Hstk,λ}k. The group of dilations {U stt }t∈R would need to
be suitably modified to account for the influence of the random potential in a non-
perturbative way, possibly in link with the construction of escape functions for the
random acceleration model; this is left as an open problem, cf. Section 8.5.
These difficulties strongly motivate the further development of robust techniques for the
spectral analysis of stationary operators on the probability space, and the rigorous analysis
of fibered perturbation problems is left as an open question.
2.5. Partial results from Mourre’s theory. Although we do not manage to apply
Mourre’s theory to the perturbed operators {Hstk,λ}k, we report on some promising partial
results in this direction in the Gaussian setting. In Section 8.6, in the spirit of the above-
mentioned group of dilations {U stt }t∈R, we first construct a natural Mourre conjugate
A NEW SPECTRAL ANALYSIS OF STATIONARY RANDOM SCHRÖDINGER OPERATORS 13
operator for the unperturbed fibered operators {Hstk,0}k, thus nicely completing the spectral
theory for the latter in Theorem 1. The construction makes a surprisingly deep use of
Malliavin calculus, thus further emphasizing the interplay between spectral theory and
the functional probabilistic setup. Despite the incompatibility of the perturbation V , we
show that a Mourre relation is actually satisfied for a suitable Wiener truncation of the
perturbed operators {Hstk,λ}k. Such a truncation can be compared to the truncation of the
Dyson series in the perturbative approach of [55, 21, 20, 19, 10, 11, 12]: the truncation Qλ
below would correspond to cutting terms of order O(λn) with n > (L0λ)
−2 in the Dyson
series, meaning that truncation is only required here at a surprisingly high order.
Theorem 7 (Mourre relation up to truncation). Let k ∈ Rd \ {0}, let V be a stationary
Gaussian random field on Rd with covariance function C0 ∈ C∞c (Rd), let L denote the
Ornstein-Uhlenbeck operator for the associated Malliavin calculus, cf. Section 8.2, and
consider the projection Qλ := 1[0,(L0λ)−2](L) on Wiener chaoses of order ≤ (L0λ)−2, for a
given constant L0 > 0. Then there exists a self-adjoint operator C
st
k on L
2(Ω), essentially
self-adjoint on P(Ω), such that the following properties hold:
(i) For all ε > 0, the truncated operator QλH
st
k,0Qλ satisfies a Mourre relation on the
interval Jε := [ε − 34 |k|2,∞) with respect to Cstk . More precisely, the domain of
QλH
st
k,0Qλ is invariant under the unitary group generated by C
st
k , and the commutator
with 1iC
st
k is well-defined and essentially self-adjoint on P(Ω), is QλHstk,0Qλ-bounded,
and satisfies the following lower bound,
1Jε(QλH
st
k,0Qλ) [QλH
st
k,0Qλ,
1
iC
st
k ]1Jε(QλH
st
k,0Qλ) ≥ ε1Jε(QλHstk,0Qλ)− 34 |k|2E.
(ii) The truncated perturbation QλλV Qλ is compatible with respect to C
st
k in the sense that
its iterated commutators with 1iC
st
k are well-defined on P(Ω) and bounded by O(L−10 ).
In particular, the truncated perturbed operator QλH
st
k,λQλ satisfies a corresponding Mourre
relation on [ε+ CL−10 − 34 |k|2,∞) with respect to Cstk . ♦
Based on such a Mourre relation, an approximate resonance analysis can be developed
for truncated fibered operators in the spirit of [42, 25, 9], leading to the exponential time
decay for the corresponding averaged wavefunction. Further noting that the estimation of
the truncation error is obvious on the kinetic timescale, we can get rid of the truncation
and rigorously deduce the validity of the exponential decay law (1.2); the proof is post-
poned to Section 8.7. More generally, the truncation of the Schrödinger flow at time t on
Wiener chaoses of order ≤ K is expected to be accurate provided K ≫ λ2t, hence the
truncation Qλ of the flow would be accurate for times t≪ λ−4, which would constitute a
substantial improvement of all known perturbative results. Such developments, together
with substantial refinements of the present result, are postponed to future works.
Corollary 8 (Exponential decay law on kinetic timescale). Let u◦ ∈ L2(Rd) have compactly
supported Fourier transform, let V be a stationary Gaussian random field with covariance
function C0 ∈ C∞c (Rd), and define αk, βk ∈ R as in Theorem 4. Then there exists s0 ≃ 1
such that the Schrödinger flow satisfies for all 0 ≤ s ≤ s0,
lim
λ↓0
sup
x∈Rd
∣∣∣∣E[uλ−2sλ (x)] −
ˆ
Rd
û◦(k) eik·x−iλ
−2s|k|2e−s(αk+iβk) d¯k
∣∣∣∣ = 0. ♦
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3. Stationary random setting and Floquet-Bloch fibration
In this section, we give a suitable definition of stationarity (or statistical translation-
invariance) and we define the associated stationary differential calculus on the probability
space, which was first introduced and plays a key role in the context of stochastic homoge-
nization theory, e.g. [43] or [28, Section 7]. Next, we generalize the periodic Floquet-Bloch
theory to this stationary setting.
3.1. Stationary setting. Given a reference (complete) probability space (Ω,P), we start
by recalling the classical notion of stationarity for random fields. As an example of a sta-
tionary measurable random field, we mention any family {V0(x, ·)}x∈Rd of Gaussian random
variables with constant expectation and covariance K0(x, y) := Cov [V0(x, ·);V0(y, ·)] of the
form K0(x, y) = C0(x− y) with C0 continuous at the origin.
Definition 3.1. A random field on Rd is a map φ : Rd × Ω → C such that for all
x ∈ Rd the random variable φ(x, ·) : Ω → C is measurable. It is said to be stationary if
its finite-dimensional law is shift-invariant, that is, if for any finite set E ⊂ Rd the law
of {φ(x + y, ·)}x∈E does not depend on the shift y ∈ Rd. In addition, it is said to be
measurable if the map φ : Rd × Ω→ R is jointly measurable. 6 ♦
This basic notion of stationarity is usefully strengthened in terms of a measure-preserving
action on the probability space.
Definition 3.2. A measurable action τ := (τx)x∈Rd of the group (Rd,+) on (Ω,P) is a
collection of measurable maps τx : Ω→ Ω that satisfy
— τx ◦ τy = τx+y for all x, y ∈ Rd;
— P [τxA] = P [A] for all x ∈ Rd and measurable A ⊂ Ω;
— the map Rd × Ω→ Ω : (x, ω) 7→ τxω is jointly measurable.
A random field φ : Rd×Ω→ C is said to be τ -stationary if there exists a measurable map
φ◦ : Ω→ C such that φ(x, ω) = φ◦(τ−xω) for all x, ω. ♦
The above definition yields a bijection between random variables φ◦ : Ω → C and
τ -stationary random fields φ : Rd × Ω → C. The random field φ is referred to as the
τ -stationary extension of φ◦,
φ(x, ω) = φ◦(τ−xω). (3.1)
In addition, given φ◦ ∈ Lp(Ω) with p ≥ 1, since there holds E
[´
K |φ|p
]
= |K|E [|φ◦|p] for
any compact K ⊂ Rd, we deduce that the realization φ(·, ω) belongs to Lploc(Rd) for almost
all ω. The Banach space Lp(Ω) can thus be identified with the subspace of τ -stationary
random fields in Lploc(R
d; Lp(Ω)).
While the notion of τ -stationarity in the sense of Definition 3.2 obviously implies mea-
surability and stationarity in the sense of Definition 3.1, the following asserts that both
are in fact essentially equivalent.
Lemma 3.3. Let φ be a stationary measurable random field defined on (Ω,P) in the sense
of Definition 3.1. Then there exists a probability space (Ω′,P′) endowed with a measurable
action τ and there exists a τ -stationary random field φ′ defined on (Ω′,P′) in the sense of
Definition 3.2 such that φ and φ′ have the same finite-dimensional law. In addition, this
6. In view of a result due to von Neumann [56], which can be viewed here as a stochastic version of
Lusin’s theorem, joint measurability is equivalent to requiring that for almost all x and for all δ > 0 there
holds P{ω ∈ Ω : |φ(x+ y, ω)− φ(x,ω)| > δ} → 0 as y → 0.
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extends into a correspondence between σ(φ)-measurable random variables on Ω and random
variables on Ω′. ♦
Proof. The proof is a variant of e.g. [32, Section 16.1]. Let Ω′ denote the set of measurable
functions Rd → C, endowed with the cylindrical σ-algebra F ′, and consider the map
H : Ω → Ω′ : ω 7→ φ(·, ω). This map is measurable and induces a probability measure
P
′ := H∗P on the measurable space (Ω′,F ′). Next, define τx : Ω′ → Ω′ by (τxω′)(y) :=
ω′(y−x). As φ is jointly measurable and stationary, we find that τ is a measurable action.
Finally, we set φ′◦(ω′) := ω′(0), with τ -homogeneous extension φ′(x, ω′) := ω′(x), and the
claim easily follows. We omit the details. 
Henceforth, we focus on the more convenient notion of τ -stationarity in the sense of Defi-
nition 3.2: we implicitly assume that the reference probability space (Ω,P) is endowed with
a given measurable action τ and we assume that the random potential V is τ -stationary.
In the sequel, for abbreviation, τ -stationarity is simply referred to as stationarity, and we
abusively use the same notation for φ and φ◦ (in particular, for V and V◦).
Remarks 3.4.
(a) A standard construction [43] allows to view periodic and quasiperiodic (as well as
almost periodic) potentials V as instances of stationary random potentials (with cor-
relations that do not decay at infinity). In the periodic setting, the probability space
(Ω,P) then coincides with the torus Td endowed with the Lebesgue measure, the action
τ = (τx)x∈Rd is given by τ−xω = ω + x on Td, and we set φ(x, ω) = φ◦(ω + x).
(b) Any Zd-stationary random potential (that is, satisfying the stationarity assumption
for an action of (Zd,+) on Ω) can also be seen as a stationary random potential as
defined above. Indeed, assume that τ ′ := (τ ′z)z∈Zd is a measurable action of (Zd,+) on
a probability space (Ω′,P′), and that φ is τ ′-stationary, that is, φ(x+z, ω) = φ(x, τ ′−zω)
for all x ∈ Rd, z ∈ Zd, and ω ∈ Ω′. Endow Ω := Ω′ × [0, 1)d with the product measure
P := P′ ×Leb, where Leb denotes here the Lebesgue measure restricted to [0, 1)d, and
define the action τ := (τx)x∈Rd of (Rd,+) on Ω = Ω′ × [0, 1)d by
τx(ω, y) :=
(
τ ′⌊x⌋ω , y + x− ⌊y + x⌋
)
,
where ⌊x⌋ = (⌊x1⌋, . . . , ⌊xd⌋) for x ∈ Rd and where ⌊a⌋ denotes the largest integer ≤ a
for a ∈ R. The map ψ(x, (ω, y)) := φ(x − y, ω) then defines a τ -stationary random
field on Rd × Ω. ♦
3.2. Stationary differential calculus. A differential calculus is naturally developed
on L2(Ω) via the measurable action τ on (Ω,P). Indeed, while the subspace of stationary
random fields in L2loc(R
d; L2(Ω)) is identified with the Hilbert space L2(Ω), the spatial weak
gradient ∇ on locally square integrable functions turns into a densely defined linear opera-
tor ∇st on L2(Ω), which is referred to as the stationary gradient. Equivalently, ∇st can be
viewed as the infinitesimal generator of the group of isometries {Tx : φ◦ 7→ φ◦(τ−x·)}x∈Rd
on L2(Ω). The adjoint is (∇st)∗ = −∇st and we denote by −△st = −∇st · ∇st the cor-
responding stationary Laplacian. For all s ≥ 0, we define the (Hilbert) space Hs(Ω) as
the space of all elements φ◦ ∈ L2(Ω) for which the stationary extension φ belongs to
Hsloc(R
d; L2(Ω)), and we denote by H−s(Ω) the dual of Hs(Ω). Note that H1(Ω) coincides
with the domain of ∇st, and that the stationary Laplacian −△st is self-adjoint on H2(Ω).
We refer e.g. to [28, Section 7] for details.
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As opposed to the case of the periodic Laplacian on the torus, the stationary Lapla-
cian −△st on L2(Ω) typically has absolutely continuous spectrum and no spectral gap
above 0, cf. Section 5.1. This entails that Poincaré’s inequality does not hold on H1(Ω)
and that compact embeddings such as Rellich’s theorem also fail. This lack of compact-
ness is related to the fact that the gradient ∇st only contains information on a finite set
of directions while Ω is typically an infinite product space. In Section 8.2, the lack of
compactness of the probability space is quantified in the Gaussian setting in terms of a
Fock space decomposition by means of Malliavin calculus.
3.3. Stationary Floquet transform. The usual periodic Floquet transform, e.g. [34], is
a reformulation of Fourier series: given a function u ∈ L2(Rd), its Floquet transform is
(formally) defined by 7
V◦peru(k, x) :=
∑
n∈Zd
e−ik·(x+n)u(x+ n),
which is periodic in x, so that the Fourier inversion formula takes the form
u(x) =
ˆ
2piTd
eik·x V◦peru(k, x) d¯k,
thus leading to the following direct integral decomposition, e.g. [48, p.280],
L2(Rd) =
ˆ ⊕
2piTd
L2(Td) ek d¯k, ek(x) := e
ik·x.
This decomposition allows for a simple adaptation to the augmented space L2(Rd × Td):
given u ∈ L2(Rd × Td), its Floquet transform is defined by
Vperu(k, q) :=
ˆ
Rd
e−ik·yu(y, q − y) dy,
which is periodic in q, so that the Fourier inversion formula takes the form
u(x, q) =
ˆ
Rd
eik·x Vperu(k, x+ q) d¯k,
and leads to the direct integral decomposition
L2(Rd × Td) =
ˆ ⊕
Rd
L2(Td) ek d¯k.
We may now mimick this construction in the general stationary random setting: given
u ∈ L2(Rd × Ω), its stationary Floquet transform is defined by
Vu(k, ω) :=
ˆ
Rd
e−ik·yu(y, τyω) dy,
so that the Fourier inversion formula takes the form
u(x, ω) =
ˆ
Rd
eik·x Vu(k, τ−xω) d¯k,
7. For notational simplicity in this section, Fourier formulas are written in integral form, although this
only makes sense under suitable integrability and regularity assumptions, while extension to L2 is implicitly
understood by density.
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and leads to the direct integral decomposition
L2(Rd × Ω) =
ˆ ⊕
Rd
L2(Ω) ek d¯k. (3.2)
This stationary Floquet transform was essentially first introduced in [29, Section 3.2]; see
also [7, 16]. Some key properties are collected in the following.
Lemma 3.5. The stationary Floquet transform V is a unitary operator on L2(Rd × Ω),
and satisfies
(i) Vg = ĝ for all g ∈ L2(Rd) ⊂ L2(Rd × Ω);
(ii) V(φu) = φ◦Vu for all φ◦ ∈ L2(Ω) and u ∈ L2(Rd × Ω) with φu ∈ L2(Rd × Ω). ♦
3.4. Stationary Floquet-Bloch fibration. In view of (3.2), the stationary Floquet
transform V decomposes differential operators with stationary random coefficients (such
as the Schrödinger operator Hλ) into a direct integral of “elementary” fibered operators
on the stationary space L2(Ω). First, the Laplacian −△ on L2(Rd × Ω) is self-adjoint on
H2(Rd; L2(Ω)) and is mapped by V on
V[(−△)u](k, ω) = −(∇st + ik) · (∇st + ik)Vu(k, ω) = (Hstk,0 + |k|2)Vu(k, ω), (3.3)
in terms of the (centered) fibered Laplacian
Hstk,0 := −(∇st + ik) · (∇st + ik)− |k|2 = −△st − 2ik · ∇st,
As the stationary Laplacian −△st is self-adjoint on H2(Ω) and as −2ik · ∇st is an infin-
itesimal perturbation, the Kato-Rellich theorem ensures that this fibered Laplacian Hstk,0
is also self-adjoint on H2(Ω), while the centering ensures that constant functions belong
to its kernel. Next, if the stationary random potential V is uniformly bounded (the un-
bounded case is postponed to Appendix A), it defines a bounded multiplicative operator on
L2(Rd×Ω) and the corresponding Schrödinger operator Hλ = −△+λV is thus self-adjoint
on H2(Rd; L2(Ω)). Combining (3.3) with Lemma 3.5(ii), we find
V[Hλf ](k, ω) = (Hstk,λ + |k|2)Vf(k, ω), (3.4)
in terms of the (centered) fibered Schrödinger operator
Hstk,λ := H
st
k,0 + λV,
which is self-adjoint on H2(Ω). Using direct integral representation, e.g. [48, p.280], we
may reformulate the above as(
Hλ,L
2(Rd × Ω)) = ˆ ⊕
Rd
(
Hstk,λ + |k|2,L2(Ω)
)
d¯k. (3.5)
This decomposition of the Schrödinger operator yields a stationary version of the so-called
Bloch wave decomposition of the Schrödinger flow: given a deterministic initial condition
u◦ ∈ L2(Rd) ⊂ L2(Rd × Ω), appealing to (3.4) and to Lemma 3.5(i),
utλ(x, ω) =
(
e−itHλu◦
)
(x, ω) =
ˆ
Rd
eik·x V[e−itHλu◦](k, τ−xω) d¯k
=
ˆ
Rd
eik·x−it|k|
2 (
e−itH
st
k,λVu◦(k, ·))(τ−xω) d¯k
=
ˆ
Rd
û◦(k) eik·x−it|k|
2 (
e−itH
st
k,λ1
)
(τ−xω) d¯k,
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that is, (1.5). Alternatively, in terms of the L2(Ω)-valued spectral measure µ1k,λ of H
st
k,λ
associated with the constant function 1,
utλ(x, ω) =
ˆ
Rd
û◦(k)
ˆ
R
eik·x−it(|k|
2+κ) dµ1k,λ(κ)(τ−xω) d¯k.
For vanishing disorder λ = 0 the spectral measures take the form dµ1k,0 = dδ0 and we
recover the Fourier diagonalization of the free Schrödinger flow, while for λ > 0 each
Fourier mode eik·x is deformed into a “Bloch measure” eik·xdµ1k,λ. In the periodic setting
the measure µ1k,λ is known to be discrete, leading to the deformation of the plane wave
eik·x into a superposition of so-called Bloch waves, cf. [33, 4]. The picture is very different
in the random setting as µ1k,λ is rather expected to be absolutely continuous.
4. An illustrative toy model
In this section, we discuss a toy model that shares many spectral features of Schrödinger
operators, but is explicitly solvable and allows for a fully rigorous study of its spectrum
and resonances. More precisely, we replace the free Schrödinger operator H0 = −△ by
H˜0 :=
1
i∇1 := 1i e1 · ∇ and consider the corresponding perturbed operator H˜λ = 1i∇1+λV
on L2(Rd × Ω). Via the Floquet-Bloch fibration (1.4), this operator is decomposed as(
H˜λ,L
2(Rd × Ω)) = ˆ ⊕
Rd
(
H˜stλ + k1,L
2(Ω)
)
ek d¯k, ek(x) := e
ik·x, (4.1)
in terms of the following (centered) fibered operator on the stationary space L2(Ω),
H˜stλ := H˜
st
0 + λV, H˜
st
0 :=
1
i∇st1 := 1i e1 · ∇st.
For this toy model, we establish the following detailed spectral properties, which are in
perfect analogy with the expected situation for the Schrödinger case. However, in contrast
with the latter, cf. (1.1), the energy transport is shown here to remain ballistic, cf. item (v)
below; this could be related to the fact that the centered fibered operator H˜stλ in this toy
model is not deformed under the fibration parameter k.
Theorem 4.1 (Toy model). Assume for simplicity that V is a stationary Gaussian field
on Rd with covariance C0 ∈ C∞c (Rd).
(i) Spectral decomposition of H˜st0 :
The eigenvalue at 0 is simple (with eigenspace C) and
σpp(H˜
st
0 ) = {0}, σsc(H˜st0 ) = ∅, σ(H˜st0 ) = σac(H˜st0 ) = R.
(ii) Spectral decomposition of H˜stλ :
For λ > 0, the eigenvalue at 0 is fully absorbed in the absolutely continuous spectrum,
σpp(H˜
st
λ ) = σsc(H˜
st
λ ) = ∅, σ(H˜
st
λ ) = σac(H˜
st
λ ) = R.
(iii) Fibered resonances:
For all λ > 0, the resolvent z 7→ (H˜stλ −z)−1 defined on ℑz > 0 as a family of operators
P(Ω) → P ′(Ω) can be extended meromorphically to the whole complex plane with a
unique simple pole at
z = −iλ2α◦, α◦ :=
ˆ ∞
0
C0(se1) ds.
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In other words, for all φ, φ′ ∈ P(Ω), we can write for ℑz > 0,
E
[
φ¯′(H˜stλ − z)−1φ
]
=
〈Ψ˜+λ , φ′〉P ′(Ω),P(Ω)〈Ψ˜−λ , φ〉P ′(Ω),P(Ω)
−iλ2α◦ − z + ζ˜
φ′,φ
λ (z),
where the remainder ζ˜φ
′,φ
λ is entire, has a continuous dependence on λ ≥ 0, and
satisfies the uniform bound
|ζ˜φ′,φλ (z)| .φ,φ′


1, if neither φ nor φ′ is constant;
λ, if φ or φ′ is constant;
λ2, if φ and φ′ are constant;
and where the so-called resonant and co-resonant states Ψ˜+λ , Ψ˜
−
λ ∈ P ′(Ω) are explicitly
defined, cf. Remark 4.2(a) below.
(iv) Continuous resonant spectrum:
For λ > 0 small enough, the resolvent z 7→ (H˜λ − z)−1 defined on ℑz > 0 as a
family of operators L2(Rd) ⊗ P(Ω) → L2(Rd) ⊗ P ′(Ω) can be extended holomorphi-
cally to ℑz > −λ2α◦, and we denote the extension by Rλ(z). For φ ∈ P(Ω) with
〈Ψ˜±λ , φ〉P ′(Ω),P(Ω) 6= 0, this extension has the following discontinuity, as ℑz ↓ −λ2α◦,
sup
‖g‖
L2(Rd)
=1
〈
φg,Rλ(z)φg
〉
L2(Rd×Ω) ∼ i
〈Ψ˜+λ , φ〉P ′(Ω),P(Ω)〈Ψ˜−λ , φ〉P ′(Ω),P(Ω)
λ2α◦ +ℑz .
Next, viewed as a family of operators L2comp(R
d) ⊗ P(Ω) → L2loc(Rd) ⊗ P ′(Ω), the
extended resolvent Rλ can be further extended to all C as an entire function.
(v) Ballistic transport:
For all u◦ ∈ L2(Rd) with ‖xu◦‖L2(Rd) <∞, there holds
lim
t↑∞
1
t
E
[
‖xutλ‖2L2(Rd)
] 1
2
= ‖u◦‖L2(Rd). ♦
Remarks 4.2.
(a) Explicit formula for resonant state:
Up to a gauge transformation, the resonant and co-resonant states Ψ˜+λ , Ψ˜
−
λ ∈ P ′(Ω) in
item (iii) take the form
Ψ˜±λ = e
1
2
λ2
´∞
0 s C0(se1) ds Ψ˜◦,±λ ,
where Ψ˜◦,±λ ∈ P ′(Ω) is formally defined by
Ψ˜◦,±λ “=”
e±
λ
i
´∞
0 V (∓se1,·) ds
E
[
e±
λ
i
´∞
0 V (∓se1,·)ds
] . (4.2)
More precisely, the action of Ψ˜◦,±λ on P(Ω) is defined inductively on monomials of
increasing degree: we set 〈Ψ˜◦,±λ , 1〉P ′(Ω),P(Ω) = 1, and for all n ≥ 1 and x1, . . . , xn ∈ Rd,〈
Ψ˜◦,±λ ,
n∏
j=1
V (xj, ·)
〉
P ′(Ω),P(Ω)
=
n∑
l=2
C0(x1 − xl)
〈
Ψ˜◦,±λ ,
∏
2≤j≤n
j 6=l
V (xj , ·)
〉
P ′(Ω),P(Ω)
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∓ λ
i
( ˆ ∞
0
C0(x1 ± se1) ds
)〈
Ψ˜◦,±λ ,
n∏
j=2
V (xj , ·)
〉
P ′(Ω),P(Ω)
, (4.3)
while the formal representation (4.2) is understood in view of Wick’s theorem. In
particular, there holds 〈Ψ˜±λ , φ〉P ′(Ω),P(Ω) = E [φ]± iλ
´∞
0 E [V (∓se1, ·)φ] ds+Oφ(λ2).
(b) Mourre’s approach:
In view of Proposition 8.7(ii)–(iii), with the notation of Section 8.3, the commutator
[H˜λ,
1
i Op(x1)] is L-bounded and satisfies the lower bound
[H˜stλ ,
1
i Op(x1)] ≥ L− CλL
1
2 ,
where L denotes the Ornstein-Uhlenbeck operator (8.5), which commutes with Op(x1)
and satisfies L ≥ 1 on L2(Ω)⊖C. In other words, H˜stλ satisfies a Mourre type relation
with conjugate Op(x1) “up to L”. Much spectral information can be inferred from such
a property, and in particular another proof of Theorem 4.1 above could essentially be
deduced. This Mourre approach would be particularly useful in the discrete setting,
that is, for the discrete operator H˜stλ =
1
i∇1 + λV on ℓ2(Zd) with an i.i.d. Gaussian
random field V on Zd: indeed, the proof below cannot be adapted to that case as the
flow is then no longer explicit. ♦
Proof of Theorem 4.1. Item (i) is obtained similarly as in the Schrödinger case, cf. Sec-
tion 5.1, and the proof is omitted. Item (ii) is a direct consequence of (iii). It remains to
establish items (iii), (iv), and (v). Assume that C0 is supported in BM .
Step 1. Proof of (iii).
It suffices to show for all φ, φ′ ∈ P(Ω) and t ≥ 0,∣∣∣E[φ¯′ e−itH˜stλ φ]− 〈Ψ˜+λ , φ′〉P ′(Ω),P(Ω)〈Ψ˜−λ , φ〉P ′(Ω),P(Ω) e−tλ2α◦ ∣∣∣ .φ,φ′ 1|t|≤M+Cφ,φ′ , (4.4)
where we gain a factor λ in the right-hand side if φ or φ′ is constant, and a factor λ2 if
both φ and φ′ are constants. Indeed, for ℑz > 0, we can write
E
[
φ¯′(H˜stλ − z)−1φ
]
= i
ˆ ∞
0
eitz E
[
φ¯′ e−itH˜
st
λ φ
]
dt,
so that the conclusion (iii) would follow from (4.4) after integration. By linearity, it suffices
to establish (4.4) for monomials
φ =
n∏
j=1
V (xj , ·), φ′ =
m∏
j=1
V (yj, ·).
Noting that the fibered evolution φtλ := e
−itH˜stλ φ can be explicitly computed as
φtλ(ω) = φ(−te1, ω)ψtλ(ω), ψtλ(ω) := exp
(λ
i
ˆ t
0
V (−se1, ω) ds
)
,
we find
E
[
φ′ e−itH˜
st
λ φ
]
= E
[( m∏
j=1
V (yj , ·)
)( n∏
j=1
V (xj − te1, ·)
)
ψtλ
]
.
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By Wick’s formula, for m ≥ 1, we compute
E
[
φ′ e−itH˜
st
λ φ
]
=
m∑
l=2
C0(y1 − yl)E
[( ∏
2≤j≤m
j 6=l
V (yj , ·)
)( n∏
j=1
V (xj − te1, ·)
)
ψtλ
]
+
n∑
l=2
C0(y1 − xl + te1)E
[( m∏
j=2
V (yj, ·)
)( ∏
1≤j≤n
j 6=l
V (xj − te1, ·)
)
ψtλ
]
+
λ
i
(ˆ t
0
C0(y1 + se1) ds
)
E
[( m∏
j=2
V (yj , ·)
)( n∏
j=1
V (xj − te1, ·)
)
ψtλ
]
.
Since by assumption
|C0(y1 − xl + te1)| . 1|t|≤M+|y1|+|xl|,
and similarly
∣∣ ´∞
t C0(y1 + se1) ds
∣∣ . 1|t|≤M+|y1|, we deduce
E
[
φ′ e−itH˜
st
λ φ
]
=
m∑
l=2
C0(y1 − yl)E
[( ∏
2≤j≤m
j 6=l
V (yj , ·)
)( n∏
j=1
V (xj − te1, ·)
)
ψtλ
]
+
λ
i
( ˆ ∞
0
C0(y1 + se1) ds
)
E
[( m∏
j=2
V (yj, ·)
)( n∏
j=1
V (xj − te1, ·)
)
ψtλ
]
+ Oφ,φ′(1|t|≤M+Cφ,φ′ ).
We recognize here the inductive definition (4.3) of the resonant state Ψ˜+λ , so that the above
becomes
E
[
φ′ e−itH˜
st
λ φ
]
= 〈Ψ˜+λ,◦, φ′〉P ′(Ω),P(Ω) E
[( n∏
j=1
V (xj − te1, ·)
)
ψtλ
]
+ Oφ,φ′(1|t|≤M+Cφ,φ′ ),
and a similar computation yields
E
[
φ′ e−itH˜
st
λ φ
]
= 〈Ψ˜+λ,◦, φ′〉P ′(Ω),P(Ω)〈Ψ˜−λ,◦, φ〉P ′(Ω),P(Ω) E
[
ψtλ
]
+ Oφ,φ′(1|t|≤M+Cφ,φ′ ).
Finally, since
´ t
0 V (−se1, ·) ds is Gaussian, we compute
E
[
ψtλ
]
= e−
1
2
λ2 Var[
´ t
0 V (−se1,·)ds] = e−λ
2
´ t
0
(t−s)C0(se1)ds
= e−λ
2t
´∞
0 C0(se1)dseλ
2
´∞
0 s C0(se1)ds +OM (λ21|t|≤M),
and the conclusion (4.4) follows.
Step 2. Proof of (iv).
For g, g′ ∈ L2(Rd) and φ, φ′ ∈ P(Ω), the Floquet-Bloch fibration (4.1) yields
〈
φ′g′, (H˜λ − z)−1(φg)
〉
L2(Rd×Ω) =
ˆ
Rd
ĝ′(k)ĝ(k)
〈
φ′, (H˜stλ + k1 − z)−1φ
〉
L2(Ω)
d¯k,
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and hence, inserting the result of item (iii), for ℑz > 0,
〈
φ′g′, (H˜λ − z)−1(φg)
〉
L2(Rd×Ω) =
ˆ
Rd
ĝ′(k)ĝ(k) ζφ
′,φ
λ (z − k1) d¯k
+ 〈Ψ˜+λ , φ′〉P ′(Ω),P(Ω)〈Ψ˜−λ , φ〉P ′(Ω),P(Ω)
ˆ
Rd
ĝ′(k)ĝ(k)
k1 − iλ2α◦ − z d¯k,
where the first right-hand side term is entire and the second one is analytic on ℑz > −λ2α◦.
Next, for g, g′ ∈ L2comp(Rd), the Fourier transforms ĝ, ĝ′ are entire functions, which allows
to extend the second right-hand side term analytically to the whole complex plane. Indeed,
for y ∈ R, the Sokhotski-Plemelj formula yields
lim
ε↓0
ˆ
Rd
ĝ′(k)ĝ(k)
k1 − y ∓ iεd¯k = p. v.
ˆ
Rd
ĝ′(k)ĝ(k)
k1 − y d¯k ±
i
2
ˆ
Rd−1
ĝ′(y, k′)ĝ(y, k′) d¯k′,
so that the function Tλ(z) defined for ℑz > −λ2α◦ by
Tλ(z) =
ˆ
Rd
ĝ′(k)ĝ(k)
k1 − iλ2α◦ − z d¯k,
and defined for ℑz < −λ2α◦ by
Tλ(z) =
ˆ
Rd
ĝ′(k)ĝ(k)
k1 − iλ2α◦ − z d¯k + i
ˆ
Rd−1
ĝ′(z + iλ2α◦, k′)ĝ(z + iλ2α◦, k′) d¯k′,
is entire. This proves (iv).
Step 3. Proof of (v).
The flow can be explicitly integrated,
utλ(x) = u
◦(x− te1) e−iλ
´ t
0
V (x−se1)ds,
and is seen to satisfy ballistic transport,
1
t
E
[
‖xutλ‖2L2(Rd)
] 1
2
=
1
t
E
[ˆ
Rd
|x|2|u◦(x− te1)|2dx
]1
2 t↑∞−−→ ‖u◦‖L2(Rd). 
5. Basic spectral theory of fibered operators
In view of (1.5), we are interested in the perturbation problem for the eigenvalue at 0 in
the spectrum of {Hstk,0}k. In this section, we start with a detailed spectral description of
the unperturbed operators {Hstk,0}k and then we establish some basic corresponding results
for {Hstk,λ}k. We consider general non-Gaussian random potentials V and discuss the fine
dependence of all results on the probabilistic structure. Note that these results could
also be adapted to the random perturbation of a periodic Schrödinger operator, where a
periodic potential Vper models an underlying crystalline structure, in which case fibered
operators take the form −△stk + Vper + λV .
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5.1. Unperturbed fibered operators. We give a full account of the spectral properties
of the unperturbed operators {Hstk,0}k on L2(Ω), which crucially depend on the structure
of the underlying probability space and stationarity. We start with some general defi-
nitions. For φ ∈ L2(Ω), we denote its covariance function by Cφ(x) := E[φ¯(·)φ(τ−x·)],
which belongs to L∞(Rd) and is positive-definite. By Bochner’s theorem, the distribu-
tional Fourier transform Ĉφ is then a nonnegative finite measure on Rd with total mass
Ĉφ(Rd) = (2π)d‖φ‖2
L2(Ω)
, and is called the spectral measure of φ. The set of all such spec-
tral measures will play an important role in this section, so that we give it a name and
notation.
Definition 5.1. The spectrum of the probability space (Ω,P) endowed with a given sta-
tionarity structure is defined as the subset
Ω̂ :=
{Ĉφ : φ ∈ L2(Ω), ‖φ‖L2(Ω) = 1} ⊂ P(Rd). ♦
The spectrum of the unperturbed fibered operators {Hstk,0}k can be completely charac-
terized in terms of properties of Ω̂.
Lemma 5.2. Let V be a stationary random field on Rd and assume that the underlying
probability space (Ω,P) is endowed with the σ-algebra σ({V (x, ·)}x∈Rd) generated by V . For
Ĉφ ∈ Ω̂ and k ∈ Rd we denote by νφk the probability measure on R+ defined by
νφk ([0, t]) := (2π)
−d Ĉφ(Bt(−k)), t ≥ 0, (5.1)
and we consider its Lebesgue decomposition
νφk = ν
φ
k;pp + ν
φ
k;sc + ν
φ
k;ac
into pure point, singularly continuous, and absolutely continuous parts. Then,
(i) The spectrum σ(Hstk,0) of the operator H
st
k,0 on L
2(Ω) is included in [−|k|2,∞) and
there is an eigenvalue at 0.
(ii) For ∗ = pp, sc, ac, there holds
σ∗(Hstk,0) = adh
( ⋃
Ĉφ∈Ω̂
hk
(
supp νφk;∗
))
, hk(t) := t
2 − |k|2.
(iii) For φ ∈ L2(Ω), the density of the absolutely continuous part of the spectral measure
of Hstk,0 associated with φ takes the form
dµφ,φk;ac
dλ
(λ) =
1[−|k|2,∞)(λ)
2
√
λ+ |k|2
dνφk;ac
dt
(√
λ+ |k|2). ♦
Proof. First note that the Fourier symbol of Hstk,0 is given by y 7→ |y + k|2 − |k|2 ≥ −|k|2,
which easily implies that the operator Hstk,0 − E has bounded inverse on L2(Ω) for all
E < −|k|2. The spectrum of Hstk,0 is therefore included in [−|k|2,∞), which already proves
item (i). We now wish to determine the different types of spectrum. For that purpose
it suffices to proceed to the Lebesgue decomposition of the spectral measure µφ,φk of H
st
k,0
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associated with any φ ∈ L2(Ω). We claim that this spectral measure is explicitly given by
the following formula, for all g ∈ Cb(R),ˆ
R
g dµφ,φk =
ˆ
R+
g(t2 − |k|2) dνφk (t), (5.2)
where νφk is defined in the statement. The conclusion directly follows from this claim since
it yields for ∗ = pp, sc, ac, ˆ
R
g dµφ,φk;∗ =
ˆ
R
g(t2 − |k|2) dνφk;∗(t),
where we denote by µφ,φk = µ
φ,φ
k;pp + µ
φ,φ
k;sc + µ
φ,φ
k;ac the Lebesgue decomposition of µ
φ,φ
k , and
similarly for νφk .
It remains to argue in favor of (5.2). By density, it is enough to prove it for g ∈ C1b (R).
Since the Fourier symbol of Hstk,0 is given by y 7→ |y + k|2 − |k|2, we compute in Fourier
space, ˆ
R
g dµφ,φk = E
[
φ¯ g(Hstk,0)φ
]
= (2π)−d
ˆ
Rd
g(|y + k|2 − |k|2) dĈφ(y),
and a radial change of variables then yieldsˆ
R
g dµφ,φk = (2π)
−d lim
ε↓0
1
2ε
ˆ ∞
−ε
ˆ
Rd
1|y+k|−ε≤t<|y+k|+ε g(|y + k|2 − |k|2) dĈφ(y) dt
= (2π)−d lim
ε↓0
1
2ε
ˆ ∞
0
g(t2 − |k|2)
ˆ
Rd
1|y+k|−ε≤t<|y+k|+ε dĈφ(y) dt
= lim
ε↓0
ˆ ∞
0
g(t2 − |k|2) ν
φ
k ((t− ε, t+ ε])
2ε
dt
=
ˆ ∞
0
g(t2 − |k|2) dνφk (t),
that is, (5.2). 
In particular, the above result implies that the spectrum σ(Hstk,0) can be of any na-
ture: for any measure µ ∈ P([−|k|2,∞)) with nontrivial pure point, singularly continuous,
and absolutely continuous parts, we can construct a stationary Gaussian random field V
such that the spectral measure µV,Vk coincides with µ, which entails that the correspond-
ing spectrum of Hstk,0 admits nontrivial pure point, singularly continuous, and absolutely
continuous parts. Moreover, the eigenvalue at 0 does not need to be simple in general.
In most cases of interest, the picture is however much neater: the spectrum of the
fibered operator Hstk,0 coincides with the whole interval [−|k|2,∞) and is made of a simple
eigenvalue at 0 embedded in absolutely continuous spectrum. This is proven to hold below
either under strong structural assumptions (e.g. Gaussian structure) or under strong mixing
assumptions (e.g. exponential decay of correlations, or integrable α-mixing). We first recall
some terminology: For any diameter D > 0 and distance R > 0, we set
α˜(R,D;V ) := sup
{
α
(
σ({V (x, ·)}x∈S1), σ({V (x, ·)}x∈S2)
)
:
S1, S2 ∈ B(Rd), dist(S1, S2) ≥ R, diam(S1),diam(S2) ≤ D
}
, (5.3)
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where Rosenblatt’s α-mixing coefficient is defined for any two sub-σ-algebras A1,A2 as
α(A1,A2) := sup
{∣∣P [G1 ∩G2]− P [G1]P [G2]∣∣ : G1 ∈ A1, G2 ∈ A2}.
The random field V is said to be α-mixing if for any D <∞ there holds α˜(R,D;V )→ 0 as
R ↑ ∞. We may now state the following criterion, which in particular implies Theorem 1
when restricted to the Gaussian setting.
Proposition 5.3. Given a (nonzero) stationary random field V on Rd with covariance
function C, assume that the probability space (Ω,P) is endowed with the σ-algebra generated
by V .
(i) Assume that one of the following two conditions holds,
(C1) V is Gaussian and its covariance function is not periodic in any direction;
(C2) C has exponential decay, that is, |C(x)| ≤ Ce− 1C |x| for all x.
Then the spectrum σ(Hstk,0) coincides with [−|k|2,∞).
(ii) Assume that one of the following two conditions holds,
(C3) V is Gaussian and the (nonnegative measure) Fourier transform Ĉ is abso-
lutely continuous (this is the case for instance if C is integrable);
(C4) the random field V is α-mixing and satisfies for all D <∞,ˆ
Rd
α˜(|x|,D;V ) dx < ∞.
Then the eigenvalue at 0 is simple (with eigenspace C) and
σpp(H
st
k,0) = {0}, σsc(Hstk,0) = ∅, σ(Hstk,0) = σac(Hstk,0) = [−|k|2,∞). ♦
Proof. We split the proof into four steps, separately proving (i) and (ii) under condi-
tions (C1), (C2), (C3), and (C4).
Step 1. Proof of (i) under condition (C1).
Since V is Gaussian and centered, a repeated use of Wick’s formula yields for n ≥ 1,
E [V (0)nV (x)n] =
n∑
m=0
m!
(
n
m
)2
E
[
V n−m
]2 C(x)m,
hence, taking Fourier transform,
Ĉ(V n) =
n∑
m=0
m!
(
n
m
)2
E
[
V n−m
]2
(Ĉ)∗m,
where (·)∗m denotes the mth convolution power. Note that all terms in the sum are
nonnegative and the only nonzero ones are those with n −m even. The support of Ĉ(V n)
therefore contains the support of (Ĉ)∗n, which coincides with the sum ∑nm=1 supp Ĉ. We
conclude
S :=
∞⋃
n=1
n∑
m=1
supp Ĉ ⊂ adh
( ⋃
Ĉφ∈Ω̂
supp Ĉφ
)
=: T. (5.4)
Now note that S is an additive subgroup of Rd, so that its closure must be of the form
A + B for some linear subspace A and some discrete additive subgroup B. Since Ĉ is
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supported in S, if A is not the whole of Rd, we would deduce that C is periodic in some
direction, which is excluded by assumption. We conclude that A = Rd, hence T = Rd.
The definition of νφk (cf. (5.1)) then implies
adh
( ⋃
Ĉφ∈Ω̂
supp νφk
)
= [0,∞),
hence σ(Hstk,0) = [−|k|2,∞) follows from Lemma 5.2.
Step 2. Proof of (i) under condition (C2).
The exponential decay condition |C(x)| ≤ Ce− 1C |x| implies that the Fourier transform Ĉ
extends holomorphically to the complex strip |ℑz| < 1C , hence its support coincides with
the whole of Rd. It then follows from (5.1) that the support of νVk coincides with the whole
interval [0,∞), and therefore σ(Hstk,0) = [−|k|2,∞) in view of Lemma 5.2.
Step 3. Proof of (ii) under condition (C3).
Consider the set of V -polynomials,
P(Ω) :=
{ n∑
j=1
αj
mj∏
l=1
V (xlj , ·) : n ≥ 1, αj ∈ C, mj ≥ 0, xlj ∈ Rd
}
,
and let P0(Ω) denote the subset of elements of P(Ω) with vanishing expectation. For
φ ∈ P0(Ω), since V is Gaussian, Wick’s formula allows to express Cφ explicitly as a linear
combination of products of translated versions of the covariance function C, without con-
stant term. As the Fourier transform Ĉ is assumed absolutely continuous and integrable,
we conclude that Ĉφ is absolutely continuous and integrable as well for all φ ∈ P0(Ω).
Lemma 5.2 then implies that for φ ∈ P0(Ω) the spectral measure µφ,φk is absolutely con-
tinuous. In other words, the absolutely continuous subspace for Hstk,0 contains P0(Ω).
It remains to check that P0(Ω) is dense in L2(Ω) ⊖ C. Given φ ∈ L2(Ω), by σ(V )-
measurability, we may approximate φ by a sequence φn → φ in L2(Ω) of the form
φn := hn(V (x1, ·), . . . , V (xn, ·)) for some Borel function hn on Rn and some (xj)j ⊂ Rd.
Truncating V and smoothening the Borel functions hn’s, we find φ
′
n → φ in L2(Ω) of the
form φ′n := h′n(Vn(x1, ·), . . . , Vn(xn, ·)) for some h′n ∈ C∞c (Rn) and Vn := (V ∧ n) ∨ (−n).
For each n, Weierstrass’ approximation theorem then allows to replace the smooth func-
tion h′n by a polynomial pn in n variables. This proves that P(Ω) is dense in L2(Ω), hence
P0(Ω) is dense in L2(Ω)⊖ C.
Step 4. Proof of (ii) under condition (C4).
Arguing as in Step 3, it is enough to prove that the spectral measure Ĉφ is absolutely
continuous for all φ ∈ L2(Ω)⊖C of the form φ := h(V (x1, ·), . . . , V (xn, ·)) for some n ≥ 1,
h ∈ C∞c (Rn), and (xj)nj=1 ⊂ Rd. Let R := maxj |xj |. Since φ(τ−x·) is σ({V (y, ·)}y∈BR(x))-
measurable, the α-mixing condition for V yields, cf. [14, Theorem 1.2.3],
|Cφ(x)| = ∣∣Cov [φ¯(·);φ(τ−x·)] ∣∣ ≤ 8‖h‖2L∞(Rn) α˜((|x| − 2R) ∨ 0, R;V ).
The assumed integrability of the α-mixing coefficient then yields Cφ ∈ L1(Rd), hence the
nonnegative Fourier transform Ĉφ is absolutely continuous and belongs to L1 ∩L∞(Rd). 
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5.2. Perturbed fibered operators. We turn to the perturbed fibered operators and
show that the spectrum ofHstk,λ = H
st
k,0+λV typically coincides with [−|k|2+λ inf essV,∞).
The precise statement below is however quite involved and depends on the structure of level
sets of V . This is to be compared with [44, Theorem 5.33] for the almost sure spectrum of
Hλ,ω on L
2(Rd). This implies Proposition 2 in the Gaussian setting.
Proposition 5.4 (Spectrum of Hstk,λ). Let V be a stationary random field on R
d. Define
the following two closed subsets of R,
σ1(V ) :=
{
r ∈ R : P [V ∈ [r − ǫ, r + ǫ]] > 0 ∀ǫ > 0}
σ2(V ) :=
{
r ∈ R : P [V (x, ·) ∈ [r − ǫ, r + ǫ] ∀x ∈ BR] > 0 ∀ǫ,R > 0
}
Assume that V satisfies the following weak mixing type condition: for all r ∈ σ2(V ) and
ε,R > 0 the level set V (·, ω)−1([r − ǫ, r + ǫ]) admits almost surely a bounded connected
component containing a ball of radius R. Then for all k ∈ Rd there holds
σ(Hstk,0) + σ2(V ) ⊂ σ(Hstk,0 + V )
⊂
(
conv
(
σ(Hstk,0)
)
+ σ1(V )
)⋂(
σ(Hstk,0) + conv
(
σ1(V )
))
. (5.5)
In particular, in the Gaussian setting V = b(V0) with V0 a nondegenerate stationary Gauss-
ian field and with b ∈ C(Rd), we find σ1(V ) = σ2(V ) = [inf ess b, sup ess b], cf. [44, Theo-
rem 5.34], hence σ(Hstk,0 + V ) = [−|k|2 + inf ess b, ∞). ♦
Remark 5.5. The set σ1(V ) is known as the essential range of V and coincides with the
spectrum of V as a multiplication operator on L2(Ω). The set σ2(V ) is a closed subset
of σ1(V ) and can be much smaller: in the periodic case Ω = T
d, for instance, there holds
σ2(V ) = ∅ unless V is a constant. ♦
Proof of Proposition 5.4. We split the proof into two steps, separately establishing the
right-hand and the left-hand inclusions in (5.5).
Step 1. Right-hand inclusion in (5.5).
We only prove that σ(Hstk,0 + V ) ⊂ σ(Hstk,0) + conv(σ1(V )), while the other inclusion is
similar. If conv(σ1(V )) = R, the inclusion is trivial. It remains to consider the cases
when conv(σ1(V )) has the form [a,∞), (−∞, b], or [a, b], with a, b ∈ R. We focus on
the case conv(σ1(V )) = [a, b], while the other cases are easier. Without loss of generality
we can assume a = −b, so that b coincides with the (finite) operator norm of V . Let
E /∈ σ(Hstk,0) + [−b, b]. Since E /∈ σ(Hstk,0), we deduce that Hstk,0 − E is invertible and we
compute
‖(Hstk,0 − E)−1V ‖L2(Ω)→L2(Ω) < b‖V ‖L2(Ω)→L2(Ω) = 1.
Writing
Hstk,0 + V − E = (Hstk,0 − E)
(
Id+(Hstk,0 − E)−1V
)
,
and using Neumann series, we conclude that Hstk,0 + V − E is invertible, which entails
that E /∈ σ(Hstk,0 + V ).
Step 2. Left-hand inclusion in (5.5).
Given r ∈ σ2(V ) and E ≥ −|k|2, we show that there exists a sequence (φn)n ⊂ L2(Ω) with
‖φn‖L2(Ω) = 1 such that (Hstk,0 − E)φn → 0 and (V − r)φn → 0 in L2(Ω), which entails
E+ r ∈ σ(Hstk,0+V ). For ε > 0, consider the open set Oε(ω) := int(V (·, ω)−1(r− ε, r+ ε))
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and decompose it into its (at most countable) collection of connected components. Denote
by (Onε (ω))n the subcollection of bounded connected components. By assumption, this
collection is almost surely nonempty. For all n, we consider the balls included in Onε (ω)
with maximal radius. The maximum radius Rnε (ω) may be attained by different balls and
we denote by (xn,mε (ω))m the collection of their centers. As this collection is a closed
bounded set in Rd, we may choose xnε (ω) as the first element in lexicographic order. The
set {xnε (ω)}n defines a (nonempty) stationary point process on Rd. Now choose a smooth
cut-off function χ with χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2, and choose ξ ∈ Rd
with |ξ + k|2 = E + |k|2. For R > 0, we define the random variable
φε,R(ω) =
∑
n
eiξ·x
n
ε (ω)χ
(
2
Rx
n
ε (ω)
)
1Rnε (ω)≥R. (5.6)
By assumption, the decimated stationary point process {xnε,R(ω)}n := {xnε (ω)}n:Rnε (ω)≥R is
also nonempty and we denote by µε,R > 0 its intensity. Since the remaining points in this
process are all separated by a distance at least 2R, the sum (5.6) defining φε,R contains at
most one non-zero term, and we find
2−dµε,R|BR| = P
[∃n : xnε,R ∈ B 1
2
R
] ≤ ‖φε,R‖2L2(Ω) ≤ P[∃n : xnε,R ∈ BR] = µε,R|BR|.
Next, we estimate
|(Hstk,0 − E)φε,R| ≤ 4R
∑
n
(
|ξ + k|∣∣∇χ( 2Rxnε,R(ω))∣∣+ 1R ∣∣△χ( 2Rxnε,R(ω))∣∣),
hence,
‖(Hstk,0 − E)φε,R‖2L2(Ω) .k,E R−2 P
[∃n : xnε,R ∈ BR \B 1
2
R
]
= R−2µε,R|BR \B 1
2
R| . R−2 ‖φε,R‖2L2(Ω).
Finally, we compute ‖(V − r)φR,ε‖L2(Ω) ≤ ǫ‖φR,ε‖L2(Ω), and the conclusion follows. 
6. Instability of the bound state
While the spectrum of the perturbed fibered operators {Hstk,λ}k was easily characterized
in the previous section, determining its nature is substantially more involved. The simple
eigenvalue at 0 embedded in the continuous spectrum of the unperturbed operators {Hstk,0}k
is expected to dissolve whenever the disorder is turned on.
6.1. Fermi’s Golden Rule. We start by recalling the heuristic prediction from Fermi’s
Golden Rule, e.g. [48, Section XII.6]. Given a perturbation H + λW of a self-adjoint
operator H, if H admits a simple eigenvalue at E0 with normalized eigenvector ψ0, and
if W satisfies
lim
ε↓0
ℑ 〈P¯0(Wψ0), (H − E0 − iε)−1P¯0(Wψ0)〉 6= 0, (6.1)
where P¯0 denotes the orthogonal projection onto {ψ0}⊥, then the eigenvalue at E0 is
expected to dissolve whenever the perturbation is turned on. The simplest rigorous version
of this statement is as follows.
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Lemma 6.1. Let H,W be two self-adjoint operators on a Hilbert space H and let E0 be
a simple eigenvalue of H with normalized eigenvector ψ0. If for some δ > 0 there exists a
branch [0, δ) → R×H : λ 7→ (Eλ, ψλ) of class C2 with
(H + λW )ψλ = Eλψλ, (Eλ, ψλ)|λ=0 = (E0, ψ0),
then there holds
d2
dλ2
Eλ|λ=0 = −2 lim
ε↓0
〈
P¯0(Wψ0), (H − E0 − iε)−1P¯0(Wψ0)
〉
H, (6.2)
where P¯0u := u− 〈ψ0, u〉Hψ0 is the orthogonal projection onto {ψ0}⊥. In particular, if the
right-hand side of (6.2) is not real, then there exists no such branch λ 7→ (Eλ, ψλ). This
is in particular the case whenever the spectral measure of H associated with P¯0(Wψ0) is
absolutely continuous in a neighborhood of E0 with non-vanishing density at E0. ♦
Proof. Assume that there exists a C2 branch λ 7→ (Eλ, ψλ) as in the statement and denote
by (E′0, ψ
′
0) and (E
′′
0 , ψ
′′
0 ) the first and second derivatives with respect to λ at λ = 0.
Differentiating the eigenvalue relation yields
(H − E0)ψ′0 +Wψ0 = ψ0E′0.
Taking the scalar product with ψ0, we find
E′0 = 〈ψ0,Wψ0〉H, (6.3)
hence
(H − E0)ψ′0 = −P¯0(Wψ0).
This can be inverted in the form
ψ′0 = −(H − E0 − iε)−1P¯0(Wψ0)− iε(H − E0 − iε)−1ψ′0. (6.4)
Now differentiating the eigenvalue equation twice, we find
(H − E0)ψ′′0 + 2Wψ′0 = E′′0ψ0 + 2E′0ψ′0,
hence, injecting (6.3) and taking the scalar product with ψ0,
E′′0 = 2
〈
P¯0(Wψ0), ψ
′
0
〉
H.
Injecting (6.4) then yields
E′′0 = −2
〈
P¯0(Wψ0), (H − E0 − iε)−1P¯0(Wψ0)
〉
H − 2
〈
iε(H − E0 − iε)−1P¯0(Wψ0), ψ′0
〉
H.
Since E0 is simple, we find 1{E0}(H)u = 〈ψ0, u〉Hψ0, hence
lim
ε↓0
〈
iε(H −E0 − iε)−1P¯0(Wψ0), ψ′0
〉
H =
〈
1{E0}(H)P¯0(Wψ0), ψ
′
0
〉
H = 0,
and the conclusion follows. 
We now apply this result to our setting Hstk,λ = H
st
k,0 + λV with (E0, ψ0) = (0, 1). The
quantity in (6.1) then takes the form, for k ∈ Rd \ {0},
αk := lim
ε↓0
ℑE [V (Hstk,0 − iε)−1V ] = lim
ε↓0
ˆ
Rd
ε Ĉ(y)
(|y + k|2 − |k|2)2 + ε2 d¯y
= (2π)−d
π
2|k| limε↓0
1
2ε
Ĉ(B|k|+ε(−k) \B|k|−ε(−k)),
and the conclusion of Proposition 3 follows.
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6.2. Breit-Wigner resonance profile. We turn to finer instability statements. While
the above only proves that the embedded eigenvalue at 0 cannot be smoothly perturbed,
it is actually expected to fully dissolve, so that the spectrum of Hstk,λ becomes purely
absolutely continuous in a neighborhood of 0 for 0 < λ ≪ 1. By weak-∗ continuity
of spectral measures in the perturbation parameter λ, the spectral measure µ1,1k,λ of H
st
k,λ
associated with the constant function 1 should however keep some memory of the dissolved
eigenvalue in form of a bump of width O(λ2αk) around 0. More precisely, the bump is
slightly shifted and formal asymptotics lead to expect the following so-called Breit-Wigner
resonance profile,
µ1,1k,λ(s) ∼
1
π
λ2αk
(s− λ2βk)2 + (λ2αk)2 ,
where αk, βk ∈ R are defined as in the statement of Theorem 4 by
αk + iβk := lim
ε↓0
1
iE
[
V (Hstk,0 − iε)−1V
]
.
We refer to [48, Section XII.6] for further heuristics and references. A natural approach
to the behavior of the spectral measure µ1,1k,λ is via its Fourier transform, which coincides
with the fibered averaged wavefunction (2.1). The behavior of the spectral measure is thus
reinterpreted in terms of the fibered dynamics.
Lemma 6.2. Let k ∈ Rd \ {0}, let αk, βk ∈ R be as above with αk > 0, let µ1,1k,λ denote the
spectral measure of Hstk,λ associated with the constant function 1, and consider the rescaled
measure µ˜1,1k,λ(E) := µ
1,1
k,λ(λ
2E).
(i) There holds limλ↓0 E
[
e−itλ
−2Hstk,λ1
]
= e−|t|αk−itβk for all t if and only if µ˜1,1k,λ converges
weakly-∗ to the Breit-Wigner profile
µ˜k(s) :=
1
π
αk
(s− βk)2 + α2k
. (6.5)
In particular, this condition implies that the mass of any atom of µ1,1k,λ vanishes in the
limit λ ↓ 0, that is,
lim
λ↓0
sup
z∈R
µ1,1k,λ({z}) = 0. (6.6)
(ii) If there is a sequence Tλ ↑ ∞ such that
lim
λ↓0
sup
|t|≤Tλ
∣∣∣∣E
[
e−itλ
−2Hstk,λ1
]
e−|t|αk−itβk
− 1
∣∣∣∣ = 0,
then for λ small enough the mass of any atom of µ1,1k,λ is bounded by
log Tλ
Tλ
and there
holds
sup
s∈R
µ˜1,1k,λ
(
s+ [− log TλTλ ,
logTλ
Tλ
]
)
. log TλTλ .
(iii) For fixed λ > 0, there holds limt↑∞ E
[
e−itH
st
k,λ1
]
= 0 if and only if the spectral mea-
sure µ1,1k,λ is continuous. Equivalently, all eigenfunctions of H
st
k,λ are orthogonal to
constants. ♦
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The above can now be combined with the existing results on the averaged (fibered)
wavefunction. Assume for simplicity that V is Gaussian with covariance function C0 ∈
C∞c (Rd). The condition in item (i) is then satisfied in view of [55, 21, 12] in dimension
d > 1, see also Corollary 8, which entails that the rescaled spectral measure µ˜1k,λ converges
weakly-∗ to the expected Breit-Wigner profile µ˜k, thus proving Theorem 4. This is further
refined in the works of Erdös, Salmhofer, and Yau [20, 19], where in dimension d > 2 the
condition in item (ii) is shown to be satisfied with Tλ := λ
−2δ for some small δ > 0.
Proof of Lemma 6.2. The equivalence in item (i) follows from Lévy’s continuity theorem
since the Fourier transform of the Breit-Wigner profile µ˜k takes the form
F µ˜k(t) = e−|t|αk−itβk .
Next, we argue that the weak-∗ convergence of µ˜1,1k,λ to µ˜k implies (6.6). Let (zn)n ⊂ R
and (λn)n ⊂ R+ be such that limn↑∞ µ˜1,1k,λn({zn}) = L > 0. Choosing M such that
µ˜k(R \ [−M,M ]) < L, the weak-∗ convergence implies that zn belongs to [−M,M ] for all
n large enough. Up to a subsequence, we deduce that zn converges to some z∗. For ε > 0
with µ˜k(z∗ + [−ε, ε]) < L, the weak-∗ convergence then leads to
L ≤ lim
n
µ1k,λn(z∗ + [−ε, ε]) = µ˜k(z∗ + [−ε, ε]) < L,
that is, a contradiction.
We turn to item (ii). As αk > 0, the assumption on the averaged wavefunction leads to
lim
λ↓0
sup
δ>0
sup
s∈R
∣∣∣∣
ˆ
|t|≤Tλ
e
− |t|
δTλ
+ist
E
[
e−itλ
−2Hstk,λ1
]
dt−
ˆ
|t|≤Tλ
e
− |t|
δTλ
+ist−|t|αk−itβkdt
∣∣∣∣ = 0.
Choosing δλ :=
1
logTλ
, we find
sup
s∈R
∣∣∣∣
ˆ
|t|>Tλ
e
− |t|
δλTλ
+ist
E
[
e−itλ
−2Hstk,λ1
]
dt−
ˆ
|t|>Tλ
e
− |t|
δλTλ
+ist−|t|αk−itβkdt
∣∣∣∣
≤ 2
ˆ
|t|>Tλ
e
− |t|
δλTλ dt = 4δλTλe
− 1
δλ =
4
log Tλ
,
hence, setting T ′λ := δλTλ,
lim
λ↓0
sup
s∈R
∣∣∣∣
ˆ
R
e
− |t|
T ′
λ
+ist
E
[
e−itλ
−2Hstk,λ1
]
dt−
ˆ
R
e
− |t|
T ′
λ
+ist−|t|αk−itβk
dt
∣∣∣∣ = 0.
After performing the integration in t, this yields
lim
λ↓0
sup
s∈R
∣∣∣∣ 1π
ˆ
R
T ′λ
1 + (T ′λ)2(s− u)2
dµ˜1k,λ(u)− µ˜k(s)
∣∣∣∣ = 0, (6.7)
and the conclusion (ii) follows in the form
sup
s∈R
T ′λ µ˜
1
k,λ
(
s+ [− 1T ′λ ,
1
T ′λ
]
)
. ‖µ˜k‖L∞ + sup
s∈R
∣∣∣∣ 1π
ˆ
R
T ′λ
1 + (T ′λ)2(s− u)2
dµ˜1k,λ(u)− µ˜k(s)
∣∣∣∣ .k 1.
Finally, item (iii) is a direct consequence of Wiener’s theorem. 
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7. Resonance conjectures and consequences
As it dissolves into the continuous spectrum, the bound state is expected to turn into a
complex resonance, which led us to formulate the resonance conjectures (LRC) and (GRC).
We now study the implications of these conjectures on the resonant-mode expansion of the
Schrödinger flow and on the spectrum of the fibered operators {Hk,λ}k.
7.1. Computing resonances. This section is devoted to the proof of Proposition 5. As-
suming that for all φ, φ′ ∈ P(Ω) the map
[0, λ0)→ C× P ′(Ω)× P ′(Ω)× L∞loc( 1MB) : λ 7→
(
zk,λ,Ψ
+
k,λ,Ψ
−
k,λ, ζ
φ,φ′
k,λ
)
is of class C2, we iteratively compute the first two derivatives,(
zk,0,Ψ
+
k,0,Ψ
−
k,0
)
:=
(
zk,λ,Ψ
+
k,λ,Ψ
−
k,λ
)∣∣
λ=0
,(
z′k,0,Ψ
+′
k,0,Ψ
−′
k,0
)
:= ddλ
(
zk,λ,Ψ
+
k,λ,Ψ
−
k,λ
)∣∣
λ=0
,(
z′′k,0,Ψ
+′′
k,0,Ψ
−′′
k,0
)
:=
(
d
dλ
)2(
zk,λ,Ψ
+
k,λ,Ψ
−
k,λ
)∣∣
λ=0
.
Note that the resonant and co-resonant states (Ψ+k,λ,Ψ
−
k,λ) are only defined up to multipli-
cation by (aλ, a¯
−1
λ ) for a complex-valued function λ 7→ aλ. When differentiating, this gauge
invariance implies that (Ψ+k,0,Ψ
−
k,0) is only defined up to multiplication by (α0, α¯
−1
0 ) for any
α0 ∈ C, next (Ψ+′k,0,Ψ−′k,0) is defined up to addition of (α1Ψ+k,0,−α¯1Ψ−k,0) for any α1 ∈ C,
and next (Ψ+′′k,0,Ψ
−′′
k,0) is defined up to addition of (α2Ψ
+
k,0,−α¯2Ψ−k,0) for any α2 ∈ C.
We first compute zk,0,Ψ
+
k,0,Ψ
−
k,0. The resonance conjecture (LRC) yields for ℑz > 0,
〈
φ′, (Hstk,λ − z)−1φ
〉
L2(Ω)
=
〈Ψ+k,λ, φ′〉P ′(Ω),P(Ω)〈Ψ−k,λ, φ〉P ′(Ω,P(Ω)
zk,λ − z
+ ζφ
′,φ
k,λ (z), (7.1)
with ζφ
′,φ
k,λ holomorphic on {z : ℑz > 0}
⋃ 1
MB. Setting λ = 0 and φ
′ = 1, we find
for ℑz > 0,
−1
z
E [φ] = E
[
(Hstk,0 − z)−1φ
]
=
〈Ψ+k,0, 1〉P ′(Ω),P(Ω)〈Ψ−k,0, φ〉P ′(Ω,P(Ω)
zk,0 − z
+ ζ1,φk,0 (z),
and similarly, exchanging the roles of φ and φ′,
−1
z¯
E [φ] =
〈Ψ−k,0, 1〉P ′(Ω),P(Ω)〈Ψ+k,0, φ〉P ′(Ω,P(Ω)
z¯k,0 − z¯
+ ζφ,1k,0 (z).
For z → 0, we deduce
zk,0 = 0, Ψ
+
k,0 = α, Ψ
−
k,0 = α¯
−1, for some α ∈ C.
By gauge symmetry, as explained above, we can e.g. choose α = 1,
zk,0 = 0, Ψ
+
k,0 = Ψ
−
k,0 = 1. (7.2)
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Next, we compute z′k,0,Ψ
+′
k,0,Ψ
−′
k,0. Differentiating identity (7.1) at λ = 0, using (7.2), and
choosing φ′ = 1, we find for ℑz > 0,
E
[
V (Hstk,0 − z)−1φ
]
= −1
z
z′k,0E [φ]− 〈Ψ+′k,0, 1〉P ′(Ω),P(Ω)E [φ]− 〈Ψ−′k,0, φ〉P ′(Ω),P(Ω) + z∂λζ1,φk,λ(z)
∣∣
λ=0
,
and similarly, exchanging the roles of φ and φ′,
E
[
V (Hstk,0 − z¯)−1φ
]
= −1
z¯
z¯′k,0E
[
φ
]− 〈Ψ−′k,0, 1〉P ′(Ω),P(Ω)E[φ]− 〈Ψ+′k,0, φ〉P ′(Ω),P(Ω) + z∂λζφ,1k,λ(z)∣∣λ=0.
Choosing z = iε with ε ↓ 0, we easily deduce z′k,0 = 0 and
E
[
V (Hstk,0 ∓ i0)−1φ
]
= −〈Ψ±′k,0, 1〉P ′(Ω),P(Ω) E [φ]− 〈Ψ∓′k,0, φ〉P ′(Ω),P(Ω).
Noting that the left-hand side vanishes for φ = 1, we are led to
〈Ψ−′k,0, φ〉P ′(Ω),P(Ω) = −E
[
V (Hstk,0 − i0)−1φ
]
+ βE [φ] ,
〈Ψ+′k,0, φ〉P ′(Ω),P(Ω) = −E
[
V (Hstk,0 + i0)
−1φ
]− β¯E [φ] ,
for some β ∈ C. By gauge symmetry, as explained above, we can e.g. choose β = 0,
z′k,0 = 0, Ψ
±′
k,0 = −(Hstk,0 ∓ i0)−1V. (7.3)
Finally, we turn to the second derivatives z′′k,0,Ψ
+′′
k,0,Ψ
−′′
k,0. Differentiating identity (7.1)
twice at λ = 0, using (7.2) and (7.3), and choosing φ′ = 1, we find for ℑz > 0,
2E
[
V (Hstk,0 − z)−1V (Hstk,0 − z)−1φ
]
=
1
z
z′′k,0 E [φ] + 〈Ψ+′′k,0, 1〉P ′(Ω),P(Ω)E [φ] + 〈Ψ−′′k,0, φ〉P ′(Ω),P(Ω) − z∂2λζ1,φk,λ(z)
∣∣
λ=0
,
and similarly, exchanging the roles of φ and φ′,
2E
[
V (Hstk,0 − z¯)−1V (Hstk,0 − z¯)−1φ
]
=
1
z¯
z¯′′k,0E
[
φ
]
+ 〈Ψ−′′k,0, 1〉P ′(Ω),P(Ω)E [φ] + 〈Ψ+′′k,0, φ〉P ′(Ω),P(Ω) − z∂2λζφ,1k,λ(z)
∣∣
λ=0
.
Choosing z = iε with ε ↓ 0, and using again the gauge invariance, we easily deduce
z′′k,0 = −2E
[
V (Hstk,0 − i0)−1V
]
,
Ψ±′′k,0 = 2(H
st
k,0 ∓ i0)−1ΠV (Hstk,0 ∓ i0)−1V,
in terms of the projection Πφ := φ− E [φ] onto L2(Ω)⊖ C. This completes the proof. 
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7.2. Dissolution of the bound state. This section is devoted to the consequences of
the resonance conjectures in form of the refined spectral statements of Corollary 6, while
the proof of the resonant-mode expansion of the Schrödinger flow is postponed to the next
section. For all φ, φ′ ∈ P(Ω), y ∈ R, and ε > 0, Assumption (LRC) yields
〈
φ′, (Hstk,λ − y − iε)−1φ
〉
L2(Ω)
=
〈φ′,Πk,λφ〉P(Ω),P ′(Ω)
zk,λ − y − iε
+ ζφ
′,φ
k,λ (y + iε),
〈
φ′, (Hstk,λ − y + iε)−1φ
〉
L2(Ω)
=
〈φ′,Π∗k,λφ〉P(Ω),P ′(Ω)
zk,λ − y + iε + ζ
φ,φ′
k,λ (y − iε),
where we write for abbreviation
〈φ′,Πk,λφ〉P(Ω),P ′(Ω) = 〈Ψ+k,λ, φ′〉P ′(Ω),P(Ω)〈Ψ−k,λ, φ〉P ′(Ω),P(Ω), (7.4)
〈φ′,Π∗k,λφ〉P(Ω),P ′(Ω) = 〈Ψ−k,λ, φ′〉P ′(Ω),P(Ω)〈Ψ+k,λ, φ〉P ′(Ω),P(Ω).
Defining
Πsymk,λ :=
1
2
(Πk,λ +Π
∗
k,λ), Π
skew
k,λ :=
1
2
(Πk,λ −Π∗k,λ),
Stone’s formula then yields for |y| < 1M ,
µφ
′,φ
k,λ (y) = limε↓0
1
2iπ
(〈
φ′, (Hstk,λ − y − iε)−1φ
〉
L2(Ω)
− 〈φ′, (Hstk,λ − y + iε)−1φ〉L2(Ω))
= − 1
π
ℑzk,λ
(y −ℜzk,λ)2 + (ℑzk,λ)2 〈φ
′,Πsymk,λ φ〉P(Ω),P ′(Ω) (7.5)
− 1
π
y −ℜzk,λ
(y −ℜzk,λ)2 + (ℑzk,λ)2 〈φ
′, 1iΠ
skew
k,λ φ〉P(Ω),P ′(Ω) +
1
2iπ
(
ζφ
′,φ
k,λ (y)− ζφ,φ
′
k,λ (y)
)
.
As the remainder ζφ
′,φ
k,λ is holomorphic on
1
MB and has continuous dependence on k, λ for
k ∈ K and 0 ≤ λ < λ0, cf. (LRC), we deduce uniformly in k, λ,∥∥ζφ′,φk,λ ∥∥L∞( 1
2M
B)
.φ,φ′ 1.
After rescaling, setting µ˜φ
′,φ
k,λ := λ
2µφ
′,φ
k,λ (λ
2·) and z˜k,λ := λ−2zk,λ, the above becomes
sup
|y|≤ 1
2M
∣∣∣∣µ˜φ′,φk,λ (y) + 1π ℑz˜k,λ(y −ℜz˜k,λ)2 + (ℑzk,λ)2 〈φ′,Πsymk,λ φ〉P(Ω),P ′(Ω)
+
1
π
y −ℜz˜k,λ
(y −ℜz˜k,λ)2 + (ℑz˜k,λ)2 〈φ
′, 1iΠ
skew
k,λ φ〉P(Ω),P ′(Ω)
∣∣∣∣ .φ,φ′ λ2. (7.6)
Appealing to Proposition 5 in form of z˜k,λ → βk− iαk and Ψ±k,λ → 1 as λ ↓ 0, we may pass
to the limit in (7.6) and the conclusion follows, provided αk > 0,
lim
λ↓0
∥∥∥∥µ˜φ′,φk,λ − 1π αk(· − βk)2 + α2k E
[
φ¯′
]
E
[
φ
]∥∥∥∥
L∞( 1
2λ2M
B)
= 0. 
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7.3. Resonant-mode expansion. This section is devoted to the consequences of the
resonance conjectures in form of the resonant-mode expansion of the Schrödinger flow,
as stated in Corollary 6, which entails in particular the exponential decay (1.2) for the
averaged wavefunction to finer accuracy. Given φ ∈ P(Ω), the Floquet-Bloch fibration (1.5)
takes the form
E
[
φ¯ utλ(x)
]
=
ˆ
Rd
û◦(k) eik·x−it|k|
2
E
[
φ(τx·)e−itH
st
k,λ1
]
d¯k,
hence it suffices analyze E
[
φ¯ e−itH
st
k,λ1
]
for fixed k and φ ∈ P(Ω). We split the proof
into four steps: we first estimate the truncation error when restricting spectral integrals
to a neighborhood of the origin, and then we separately establish items (i) and (ii) in
Corollary 6.
Step 1. Spectral trunctation: For all φ ∈ L2(Ω), L ≥ 1, and h ∈ L∞(R) supported in
R \ 12 [− 1L , 1L ], there holds∣∣E[φ¯ e−itHstk,λh(Hstk,λ)1]∣∣ . λL ‖h‖L∞(R)‖φ‖L2(Ω),
where the factor λL can be replaced by (λL)2 if φ = 1.
Choose h0 ∈ C∞b (R) with h0(y) = 1 for |y| ≥ 12L and h0(y) = 0 for |y| ≤ 14L such that
h0 ≥ 0 and |h′0| ≤ 8L pointwise. By definition, we find |h| ≤ ‖h‖L∞(R)|h0|, hence
‖h(Hstk,λ)1‖L2(Ω) ≤ ‖h‖L∞(R)‖h0(Hstk,λ)1‖L2(Ω).
Using spectral calculus with h0(0) = 0 and H
st
k,λ1 = λV , this leads to
‖h(Hstk,λ)1‖L2(Ω) ≤ ‖h‖L∞(R)
∥∥∥ ˆ 1
0
h′0(sH
st
k,λ)H
st
k,λ1 ds
∥∥∥
L2(Ω)
≤ 8λL ‖h‖L∞(R)‖V ‖L2(Ω).
If φ is nonconstant, the conclusion directly follows from Cauchy-Schwarz’ inequality. If
φ = 1, decomposing h into its positive and negative parts h+ and h−, we can rather
estimate ∣∣E[e−itHstk,λh(Hstk,λ)1]∣∣ ≤ ∥∥(h+) 12 (Hstk,λ)1∥∥2L2(Ω) + ∥∥(h−) 12 (Hstk,λ)1∥∥2L2(Ω)
≤ 128 (λL)2‖h‖L∞(R)‖V ‖2L2(Ω).
Step 2. Meromorphic extension of spectral measure: Under (LRC), for all φ ∈ P(Ω), the
spectral measure µφ,1k,λ is analytic on [− 1M , 1M ] and admits a local meromorphic extension
νφ,1k,λ on the complex neighborhood
1
MB,
νφ,1k,λ(z) =
1
2iπ
(〈φ,Πk,λ1〉P(Ω),P ′(Ω)
zk,λ − z
−〈φ,Π
∗
k,λ1〉P(Ω),P ′(Ω)
zk,λ − z
)
+
1
2iπ
(
ζφ;1k,λ(z)−ζ1,φk,λ(z)
)
, (7.7)
which can alternatively be expressed as
νφ,1k,λ(z) =
λ
z
νφ,Vk,λ (z) (7.8)
=
λ
2iπz
(〈φ,Πk,λV 〉P(Ω),P ′(Ω)
zk,λ − z −
〈φ,Π∗k,λV 〉P(Ω),P ′(Ω)
zk,λ − z
)
+
λ
2iπz
(
ζφ,Vk,λ (z)− ζV,φk,λ (z)
)
,
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and further, in case φ = 1,
ν1,1k,λ(z) =
λ2
z2
νV,Vk,λ (z) (7.9)
=
λ2
2iπz2
(〈V,Πk,λV 〉P(Ω),P ′(Ω)
zk,λ − z −
〈V,Π∗k,λV 〉P(Ω),P ′(Ω)
zk,λ − z
)
+
λ2
πz2
(ℑζV,Vk,λ )(z),
where we use again the short-hand notation Πk,λ,Π
∗
k,λ from (7.4).
Identity (7.7) follows from Stone’s formula (7.5), while (7.8) and (7.9) are obvious conse-
quences as Hstk,λ1 = λV .
Step 3. Conclusion (i): Under (LRC), for all k ∈ K, 0 ≤ λ < λ0, φ ∈ P(Ω), n ≥ 0, and
g ∈ C∞c (R) supported in [− 1M , 1M ] with g = 1 in 12 [− 1M , 1M ], there holds∣∣∣E[φ¯ e−itHstk,λg(Hstk,λ)1]− e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω)∣∣∣ .n,φ,g,M λ(1 + t)−n,
where the factor λ in the right-hand side can be replaced by λ2 in case φ = 1.
Starting from
E
[
φ¯ e−itH
st
k,λg(Hstk,λ)1
]
=
ˆ
[− 1
M
, 1
M
]
e−ityg(y)µφ,1k,λ(y) dy,
and using formula (7.7) for the meromorphic extension νφ,1k,λ of the spectral measure µ
φ,1
k,λ,
we obtain by contour deformation,
E
[
φ¯ e−itH
st
k,λg(Hstk,λ)1
]
= e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω) +
ˆ
γ
e−itzg(ℜz) νφ,1k,λ(z) dz,
where the smooth path γ is a deformation of the real interval [− 1M , 1M ] in the lower half-
plane such that γ remains on the real axis on [− 1M , 1M ] \ 12 [− 1M , 1M ] while the part on
1
2 [− 1M , 1M ] is deformed into a path in {z : ℑz ≤ 0, |ℜz| ≤ 12M }
⋂ 1
MB that stays pointwise
at a distance 14M from the origin. Using the identity e
−itz = (1 + t)−1(1 + i ddz )e
−itz and
integrating by parts, we find iteratively for all n ≥ 0,∣∣∣E[φ¯ e−itHstk,λg(Hstk,λ)1]− e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω)∣∣∣
≤ (1 + t)−n
ˆ
γ
∣∣(1− i ddz )n(g(ℜz) νφ,1k,λ(z))∣∣ d|z|.
As the remainder ζφ,1k,λ is holomorphic on
1
MB and has continuous dependence on λ for
0 ≤ λ < λ0, cf. (LRC), we deduce that all its derivatives are bounded on 12MB uniformly
with respect to λ. Hence, it follows from (7.8) that all derivatives of νφ,1k,λ are uniformly
bounded by O(λ) on the path γ, hence∣∣∣E[φ¯ e−itHstk,λg(Hstk,λ)1]− e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω)∣∣∣ .n,φ,g,M λ(1 + t)−n, (7.10)
where in view of (7.9) the factor λ can be replaced by λ2 in case φ = 1.
Step 4. Conclusion (ii): Under (GRC), for all k ∈ K, 0 ≤ λ < λ0, and φ ∈ P(Ω),∣∣∣E[φ¯ e−itHstk,λ1]− e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω)∣∣∣ .φ λe− t8M λρ ,
where the factor λ in the right-hand side can be replaced by λ2 in case φ = 1.
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Similarly as in Step 3, applying formula (7.7) and contour deformation, we find
E
[
φ¯ e−itH
st
k,λ1
]
= e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω) +
ˆ
γ
e−itzνφ,1k,λ(z) dz,
where the smooth path γ is given by γ := γ−3 ∪ γ−2 ∪ γ−1 ∪ γ0 ∪ γ+1 ∪ γ+2 ∪ γ+3 with
• γ0 := γ ∩ {z : |ℜz| ≤ 12M } connects 12M (−1 − iλρ) and 12M (1 − iλρ), does not exit the
ball of radius 1M , and always stays at a distance
1
4M from the origin;
• γ−1 := − i2M λρ + [−L,− 12M ] and γ+1 := − i2M λρ + [ 12M , L];
• γ±2 connects ±L− i2M λρ and ±(L+ 1) without crossing the real axis;
• γ−3 := (−∞,−L− 1] and γ+3 := [L+ 1,∞);
where L ≥ 2 is to be fixed later. Inserting formula (7.8) for νφ,1k,λ, using the uniform bound
assumed to hold on γ, cf. (GRC), and setting γ3 := γ
−
3 ∪ γ+3 , the above turns into∣∣∣E[φ¯ e−itHstk,λg(Hstk,λ)1]− e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω)∣∣∣
.φ,g λ
1−M
ˆ
γ\γ3
|e−itz|
|z| d|z|+ λ
∣∣∣ˆ
γ3
e−ity
y
µφ,Vk,λ (y) dy
∣∣∣.
Hence, by definition of γ,∣∣∣E[φ¯ e−itHstk,λg(Hstk,λ)1]− e−itzk,λ〈φ,Πk,λ1〉P(Ω),P ′(Ω)∣∣∣
.φ,g λ
1−ML−1 + λ1−Me−
t
2M
λρ
(
1 +
ˆ L
1
M
dy
y
)
.φ,g λ
1−M
(
L−1 + e−
t
2M
λρ logL
)
.
Optimization in L ≥ 2 yields the bound λ1−Me− t4M λρ . Interpolating this with the re-
sult (7.10) of Step 3 under (LRC), the conclusion follows. 
8. Mourre’s commutator approach
This last section constitutes the core of this contribution and is devoted to the use of
Mourre’s theory [38, 2] to study fibered perturbation problems. We henceforth focus on
the Gaussian setting, that is, V = b(V0) for some b ∈ C∞(R) and some stationary centered
Gaussian random field V0 with covariance function C0 ∈ L1 ∩L∞(Rd), and without loss of
generality we implicitly assume that the probability space (Ω,P) is endowed with the σ-
algebra generated by V0. In this setting, we manage to construct Mourre conjugates for the
unperturbed fibered operators {Hstk,0}k. This requires a surprisingly fine use of Malliavin
calculus on L2(Ω), which might also be useful or inspiring to other situations. Yet, the
constructed Mourre conjugate operators do not allow to fully analyze the desired pertur-
bation problems due to the incompatibility of the random perturbation in Mourre’s sense,
and only partial results are obtained for suitably truncated Schrödinger operators, cf. The-
orem 7. Despite this restriction, we manage to recover the exponential decay law (1.2) for
the averaged wavefunction on the kinetic timescale, cf. Corollary 8. While we focus here
on the Gaussian setting and heavily rely on Malliavin calculus, the same analysis can be
repeated in the Poisson setting using tools from e.g. [45], and also to some extent in the
discrete setting with an i.i.d. random potential using tools from Glauber calculus, cf. [15].
38 M. DUERINCKX AND C. SHIRLEY
8.1. Reminder on Mourre’s theory. We briefly recall the general purpose of Mourre’s
theory and its classical application to Schrödinger operators on L2(Rd); we refer to [38, 2]
for details. A self-adjoint operator H with domain D(H) on a Hilbert space H is said to
satisfy a Mourre relation on an interval J ⊂ R with respect to a (self-adjoint) conjugate
operator A with domain D(A) ⊂ H if there exists C0 ≥ 1 and a compact operator K such
that there holds in the sense of forms,
1J(H) [H, iA]1J (H) ≥ 1C01J(H) +K, (8.1)
where the commutator [H, iA] is defined as a sesquilinear form on D(H) ∩ D(A). The
Mourre relation (8.1) is said to be strict if K = 0. For technical reasons, one typically
requires that the domain of H be invariant under the unitary group {eitA}t∈R generated
by A, that is,
eitAD(H) ⊂ D(H), ∀t ∈ R, (8.2)
which in particular ensures that D(H)∩D(A) is dense in D(H), and one further requires
[H, iA] to be H-bounded. In that case, the sesquilinear form [H, iA] on D(H) ∩ D(A)
automatically extends to the form of a unique H-bounded self-adjoint operator.
In a semiclassical perspective, conjugate operators can be viewed as a quantum analogue
of escape functions for Hamiltonian dynamical systems. The main result of Mourre’s
theory [38, 2, 24] is that such a Mourre relation (8.1) (together with additional regularity
assumptions) entails that the eigenvalues of H in J have finite multiplicity and that H has
no singular continuous spectrum in J . In addition, a strict Mourre relation implies that
the spectral measure is absolutely continuous on J . This is actually a simple consequence
of the virial theorem: if λ was an eigenvalue in J with normalized eigenvector ψ, then a
strict Mourre inequality would formally yield
0 = 〈ψ, [H, iA]ψ〉H ≥ 1C0 ‖ψ‖
2
H,
a contradiction. Alternatively, this short formal proof can be rewritten by noting that a
strict Mourre relation formally implies ballistic transport for the flow eitH with respect to
the conjugate operator A: for φ ∈ 1J(H)H there holds
∂t〈eitHφ, (−A)eitHφ〉H = 〈eitHφ, [H, iA]eitHφ〉H ≥ 1C0‖φ‖
2
H,
hence 〈eitHφ, (−A)eitHφ〉H ≥ 1C0 t‖φ‖2H + 〈φ, (−A)φ〉H, thus prohibiting φ from being an
eigenvector. In addition to such spectral information, the Mourre relation (8.1) is further
known to yield useful a priori estimates on boundary values of the resolvent in form of
limiting absorption principles [38, 26].
We recall the standard construction of a Mourre conjugate operator for Schrödinger
operators on L2(Rd), e.g. [38]. Considering the unitary group of dilations Utg := e
td/2g(et·)
on L2(Rd), and noting that U−t(−△)Ut = e2t(−△), we deduce by differentiation,
[−△ , iA] = 2(−△),
where iA denotes the generator of dilations, that is, A := 12i(x ·∇+∇·x) on L2(Rd). This
implies that −△ satisfies a strict Mourre inequality on [ε,∞) for all ε > 0 with conjugate
operator A,
1[ε,∞)(−△) [−△ , iA]1[ε,∞)(−△) ≥ 2ε1[ε,∞)(−△).
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In a semiclassical perspective, the conjugate operator A corresponds to the escape function
(x, p) 7→ x ·p for the free Hamiltonian H(x, p) = 12 |p|2. Next, given a △-bounded potential
W : Rd → R, we compute
[W, iA] = −x · ∇W,
so that the commutator [W, iA] is bounded whenever the function x 7→ x · ∇W (x) is
bounded. For λ small enough, this easily entails that the Schrödinger operator −△+ λW
on L2(Rd) also satisfies a strict Mourre inequality on [ε,∞). This follows from the first
general property below and illustrates the flexibility of Mourre’s theory; a short proof is
included for the reader’s convenience.
Lemma 8.1. Let H be a self-adjoint operator on a Hilbert space H, assume that H satisfies
a Mourre relation (8.1) on a bounded interval J ⊂ R with respect to a conjugate operator A,
that the domain of H is invariant under {eitA}t∈R, cf. (8.2), and that [H, iA] is H-bounded.
Let also W be symmetric and H-bounded.
(i) Mourre relation under perturbation:
If the commutator [W, iA] is H-bounded, then for all J ′ ⋐ J and λ small enough the
perturbed operator Hλ := H+λW satisfies a Mourre relation on J
′ with respect to A.
In addition, if H satisfies a strict Mourre relation, then Hλ does too.
(ii) Strict relation on orthogonal complement of an eigenspace:
If H has an eigenvalue E0 ∈ J with eigenprojector P0, then there exists a neighborhood
J ′ ⋐ J of E0 such that the restriction H¯ := P¯0HP¯0 of H to the range of P¯0 := 1−P0
satisfies a strict Mourre relation on J ′ with conjugate operator A¯ := P¯0AP¯0. ♦
Proof. We start with the proof of (i). As the perturbation W is H-bounded, the operator
Hλ has the same domain as H for λ small enough in view of the Kato-Rellich theorem,
hence by assumption its domainD(Hλ) = D(H) is invariant under {eitA}t∈R. Furthermore,
the commutator [Hλ, iA] is H-bounded, hence Hλ-bounded. Now, choose h ∈ C∞c (R) with
1J ′ ≤ h ≤ 1J . Multiplying by h(H) both sides of the Mourre relation for H yields
h(H)[H, iA]h(H) ≥ 1
C0
h(H) + h(H)Kh(H).
As [W, iA] is H-bounded, we deduce
h(H)[Hλ, iA]h(H) ≥ 1
C0
h(H)− Cλ+ h(H)Kh(H).
Noting that the H-boundedness of W implies ‖h(H)− h(Hλ)‖ . λ‖h′‖L∞(R), and further
using the H-boundedness of [Hλ, iA], we deduce
h(Hλ)[Hλ, iA]h(Hλ) ≥ h(H)[Hλ, iA]h(H) − Cλ
≥ 1
C0
h(H)− 2Cλ+ h(H)Kh(H)
≥ 1
C0
h(Hλ)− 2Cλ+ h(H)Kh(H).
Multiplying both sides by 1J ′(Hλ), the conclusion (i) follows for
1
C0
− 2Cλ ≥ 12C0 .
We turn to the proof of (ii). As P¯0 commutes with H, multiplying by P¯0 both sides of the
Mourre relation for H yields, on the range of P¯0,
1J(H¯)[H¯, iA¯]1J(H¯) ≥ 1
C0
1J(H¯) + K¯,
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in terms of H¯ := P¯0HP¯0, A¯ := P¯0AP¯0, K¯ := P¯0KP¯0. Multiplying both sides with 1J(H¯),
the compact operator is replaced by 1J(H¯)K¯1J(H¯). Since 1J(H¯) converges strongly to 0
on the range of P¯0 as J → {E0}, the conclusion (ii) follows. 
Next, for later reference, we state the following general result by Cattaneo, Graf, and
Hunziker [9], showing how Mourre’s theory can be exploited to analyze the instability of
embedded bound states under perturbation in form of an approximate resonance theory;
see also [42, 25, 53, 36, 13, 27]. Although Mourre’s theory does not allow to deduce the
existence of resonances in any strong sense, it is shown to have essentially the same dynam-
ical consequences. The proof further allows for asymptotic expansions to finer accuracy
in λ, as well as for a description of the flow e−iHλt1J ′(Hλ)ψ0 projected on a whole class of
“smooth” states rather than on ψ0 only, but such improvements are not pursued here.
Theorem 8.2 (Dynamical resonances from Mourre’s theory; [9]). Let H be a self-adjoint
operator on a Hilbert space H, let W be symmetric and H-bounded, and consider the pertur-
bation Hλ := H+λW . Let E0 be a simple eigenvalue of H with normalized eigenvector ψ0,
and assume that the following properties hold:
• There is a self-adjoint conjugate operator A and a neighborhood J ⊂ R of E0 such
that H satisfies a Mourre relation on J with respect to A in the sense of (8.1). In
addition, the domain of H is invariant under {eitA}t∈R, cf. (8.2).
• The iterated commutators adkA(H) and adkA(W ) are H-bounded for 0 ≤ k ≤ 6,
where iterated commutators are defined by ad0A(H) = H and recursively ad
k+1
A (H) =
[adkA(H), iA] for k ≥ 0.
• The decay rate predicted by Fermi’s Golden Rule (6.1) is positive, that is,
lim
ε↓0
ℑ〈P¯0(Wψ0), (H¯ − E0 − iε)−1P¯0(Wψ0)〉H > 0,
where P¯0 denotes the orthogonal projection onto {ψ0}⊥ and where we have set for
abbreviation H¯ := P¯0HP¯0.
Then there exists {zλ}λ>0 ⊂ C with ℑzλ < 0 such that for all neighborhoods J ′ ⋐ J of E0
there holds for all t ≥ 0,∣∣∣〈ψ0, e−iHλt1J ′(Hλ)ψ0〉H − e−izλt∣∣∣ .J,J ′ λ2|log λ|,
where the dynamical resonance zλ satisfies
zλ = E0 + λ〈ψ0,Wψ0〉H − λ2 lim
ε↓0
〈
P¯0(Wψ0), (H¯ − E0 − iε)−1P¯0(Wψ0)
〉
H + o(λ
2). ♦
Idea of the proof. A brief summary of the proof is included for the reader’s convenience;
we refer to [9] for full details. Starting point is the following Feshbach-Schur complement
formula for the resolvent, for ℑz > 0, in terms of the restriction H¯λ := P¯0HλP¯0,〈
ψ0, (z −Hλ)−1ψ0
〉
H
=
(
z −E0 − λ〈ψ0,Wψ0〉H − λ2
〈
P¯0(Wψ0), (z − H¯λ)−1P¯0(Wψ0)
〉
H
)−1
.
Next, recall that Lemma 8.1 ensures that the restriction H¯λ on the range of P¯0 satisfies
a strict Mourre relation close to E0. In view of [26], together with the H-boundedness
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of iterated commutators adkA(H) and ad
k
A(W ) for 0 ≤ k ≤ 6, this strict Mourre relation
implies the C4-smoothness of boundary values on J of the resolvent
z 7→ 〈P¯0(Wψ0), (z − H¯λ)−1P¯0(Wψ0)〉H, ℑz > 0, ℜz ∈ J.
Inserting a Taylor expansion for the latter in the above Feshbach-Schur complement for-
mula, we construct an approximate meromorphic extension for z 7→ 〈ψ0, (z −Hλ)−1ψ0〉H.
The conclusion then follows from complex deformation techniques similarly as for true
resonances as in Section 7.3. 
Remark 8.3. As it is clear from the proof, cf. [9], we mention for future reference that
a similar result holds if H = H◦λ and W = W
◦
λ further depend on λ. More precisely,
assume for all λ that E0 is a simple eigenvalue of H
◦
λ with normalized eigenvector ψ0
(independent of λ, say), that the restriction H¯◦λ := P¯0H
◦
λP¯0 on the range of P¯0 satisfies a
strict Mourre relation on a neighborhood J of E0 with conjugate operator A and constant
C0 (independent of λ), that the domain of H
◦
λ is invariant under {eitA}t∈R, and that
iterated commutators adkA(H
◦
λ) are H
◦
λ-bounded by C0 for 0 ≤ k ≤ 6. Next, assume that
the perturbation Wλ is bounded in the sense of ‖〈A〉6P¯0(Wλψ0)‖H ≤ C0, and that iterated
commutators adkA(λWλ) are H
◦
λ-bounded and small enough in the sense that for 0 ≤ k ≤ 6
and φ ∈ H,
‖ adkA(λWλ)φ‖H ≤
1
C1
(‖H◦λφ‖H + ‖φ‖H),
for some large enough constant C1 only depending on C0. Then the same result holds as
in Theorem 8.2 above for the perturbed operator Hλ = H
◦
λ + λW
◦
λ . ♦
8.2. Reminder on Malliavin calculus. In the present section, we recall some classical
notation and tools from Malliavin calculus for the fine analysis of nonlinear functionals
of the underlying Gaussian field V0 with covariance function C0 ∈ L1 ∩L∞(Rd); we refer
to [35, 41, 40] for proofs and details.
We start by underlining the Hilbert structure associated with the Gaussian field V0.
The random variables V0(ζ) :=
´
Rd
V0ζ with ζ ∈ C∞c (Rd) are centered Gaussians with
covariance
〈V0(ζ ′),V0(ζ)〉L2(Ω) =
¨
Rd×Rd
C0(x− y) ζ ′(x) ζ(y) dxdy.
We consider the completion of C∞c (Rd) endowed with the (semi)norm
‖ζ‖H := 〈ζ, ζ〉H, 〈ζ ′, ζ〉H :=
¨
Rd×Rd
C0(x− y) ζ ′(x) ζ(y) dxdy,
and we denote by H the quotient of this completed space with respect to the kernel of ‖ · ‖H.
The normed space H is a separable Hilbert space and the random field V0 satisfies the
isometry relation
〈V0(ζ ′),V0(ζ)〉L2(Ω) = 〈ζ ′, ζ〉H.
The map V0 : ζ 7→ V0(ζ) then extends as a linear isometric embedding H → L2(Ω)
and constitutes a so-called isonormal Gaussian process over H. The structure of H is
conveniently characterized as follows: as C0 ∈ L1(Rd), the (nonnegative measure) Fourier
transform Ĉ0 is absolutely continuous, hence the square root Ĉ◦0 := (Ĉ0)1/2 belongs to L2(Rd)
and the linear map
K : C∞c (R
d)→ L2(Rd) : ζ 7→ C◦0 ∗ ζ (8.3)
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extends into a unitary transformation K : H → L2(Rd). Note that for all x the Dirac
mass δx is (a representative of) an element of H with Kδx = C◦0(· − x). By definition, the
linear isometric embedding L2(Rd)→ L2(Ω) : u 7→ V0(K−1u) is a white noise.
As a model dense subspace of L2(Ω), instead of considering the linear subspace P(Ω) of
V0-polynomials, we define the following, which is slightly more convenient,
R(Ω) :=
{
g
(V0(ζ1), . . . ,V0(ζn)) : n ∈ N, g : Rn → C polynomial,
ζ1, . . . , ζn ∈ C∞c (Rd;R)
}
. (8.4)
Recall that we implicitly assume that the underlying probability space (Ω,P) is endowed
with the minimal σ-algebra generated by V0, thus ensuring that R(Ω) is indeed dense in
L2(Ω). This allows to define operators and prove properties on the simpler subspace R(Ω)
in a concrete way before extending them to L2(Ω) by density.
For a random variable φ ∈ R(Ω), say φ = g(V0(ζ1), . . . ,V0(ζn)), we define its Malliavin
derivative Dφ ∈ L2(Ω;H) as
Dφ :=
n∑
j=1
ζj (∂jg)
(V0(ζ1), . . . ,V0(ζn)),
and similarly, for all p ≥ 1, its pth Malliavin derivative Dpφ ∈ L2(Ω;H⊗p) is given by
Dpφ :=
∑
1≤j1,...,jp≤n
(
ζj1 ⊗ . . .⊗ ζjp
)(
∂pj1...jpg
)(V0(ζ1), . . . ,V0(ζn)).
Note that by definition this belongs to the symmetric tensor product, Dpφ ∈ L2(Ω;H⊙p).
These operators on R(Ω) are closable on L2(Ω). We then set
‖X‖2
Dp,2(Ω) := E
[|X|2]+ p∑
j=1
E
[‖DjX‖2
H⊗j
]
,
we define the Malliavin-Sobolev space Dp,2(Ω) as the closure of R(Ω) for this norm, and
we extend the pth Malliavin derivative Dp by density to this space.
Next, we define the corresponding divergence operator D∗ as the adjoint of the Malliavin
derivative D, and similarly, for all p ≥ 1, the pth-order divergence operator (D∗)p as the
adjoint of Dp. In other words, this is defined by the following integration by parts formula,
for all φ′ ∈ dom(D∗)p ⊂ L2(Ω;H⊗p) and φ ∈ R(Ω),
〈φ, (D∗)pφ′〉L2(Ω) = E
[〈Dpφ, φ′〉H⊗p] .
The so-called Meyer inequalities ensure that the pth divergence operator (D∗)p extends as
a bounded operator Dm,2(Ω) → Dm−p,2(Ω) for all m ≥ p, hence in particular its domain
contains Dp,2(Ω). For φ ∈ R(Ω) and ζ ∈ H, a direct computation yields
D∗(ζφ) = V0(ζ)φ− 〈ζ,Dφ〉H.
Due to this relation, with in particular D∗ζ = V0(ζ), the divergence operator D∗ is some-
times referred to as the Skorokhod integral ; see also the notion of multiple integrals below.
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With the Malliavin derivative and the divergence operator at hand, we may construct
the corresponding Ornstein-Uhlenbeck operator (or infinite-dimensional Laplacian)
L := D∗D, (8.5)
as a self-adjoint operator acting on L2(Ω) with domain D2,2(Ω). The spectrum of L
is σ(L) = N and its kernel coincides with constants. In particular, the following Poincaré
inequality holds: for all φ ∈ D1,2(Ω) with E [φ] = 0,
‖φ‖2
L2(Ω)
≤ E [φ¯Lφ] = E [‖Dφ‖2H] .
This ensures the invertibility of the restriction of L to L2(Ω) ⊖ C, and allows to define a
pseudo-inverse L−1 := ΠL−1Π on L2(Ω) in terms of the projection Π := 1− E.
We turn to a spectral decomposition of L. For that purpose, for p ≥ 0, we first define
the pth multiple integral Ip as the bounded linear operator H
⊙p → L2(Ω) given by the
restriction of the pth divergence operator, that is, Ip(ζ) := (D
∗)pζ for all ζ ∈ H⊙p. Alter-
natively, Ip can be characterized as follows: for all ζ ∈ C∞c (Rd;R) with ‖ζ‖H = 1 there
holds
Ip(ζ
⊗p) = Hp(V0(ζ)),
where Hp denotes the pth Hermite polynomial.
8 The image of Ip is known as the pth
Wiener chaos Hp ⊂ L2(Ω). Properties of Hermite polynomials easily imply the following
orthogonality property: for all p, q ≥ 0 and ζ ∈ H⊙p, ζ ′ ∈ H⊙q,
〈Iq(ζ ′), Ip(ζ)〉L2(Ω) = δpq p! 〈ζ ′, ζ〉H⊗p , (8.6)
which in particular entails that Ip is a unitary transformation H
⊙p → Hp, where the
symmetric tensor product H⊙p is endowed with the norm
‖ζ‖H⊙p :=
√
p! ‖ζ‖H⊗p .
In view of (8.3), recall that H⊙p is further isometric to L2(Rd)⊙p = L2sym((Rd)p), endowed
with the norm
‖up‖L2sym((Rd)p) :=
√
p! ‖up‖L2((Rd)p),
so that we are led to the following unitary transformations,
L2sym((R
d)p)
∼−→ H⊙p ∼−→ Hp
up 7→ (K−1)⊗pup 7→ Ip((K−1)⊗pup), (8.7)
and we write for abbreviation
Jp(up) := Ip((K
−1)⊗pup).
As a consequence of the orthogonality property (8.6), the followingWiener chaos expansion
holds in form of a (bosonic) Fock space decomposition,
L2(Ω) =
∞⊕
p=0
Hp ∼=
∞⊕
p=0
L2sym((R
d)p). (8.8)
More precisely, for all φ ∈ L2(Ω), we can expand
φ =
∞∑
p=0
Ip(φp) =
∞∑
p=0
Jp(up),
8. We recall the definition of Hermite polynomials, Hp(x) := e
1
2
x2(− d
dx
)pe−
1
2
x2 for all p ≥ 0.
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for some unique collection of kernels φp ∈ H⊙p or up ∈ L2sym((Rd)p), where the expansion
is converging in L2(Ω). The Stroock formula asserts
φp =
1
p!
E [DpF ] , provided φ ∈ Dp,2(Ω).
It can be checked that the pth Wiener chaos Hp coincides with the eigenspace of the
Ornstein-Uhlenbeck operator L associated with the eigenvalue p, so that the Wiener chaos
expansion (8.8) coincides with the spectral decomposition of L.
8.3. A new class of operators on L2(Ω). This section is devoted to a general construc-
tion allowing to transfer operators on L2(Rd) into operators on L2(Ω), which will be a key
tool in the sequel. Given a bounded operator T on L2(Rd), for all p ≥ 0, we denote by
Op◦p(T ) the bounded operator on L
2(Rd)⊙p = L2sym((Rd)p) given by
Op◦p(T ) g
⊗p =
p−1∑
j=0
g⊗j ⊗ Tg ⊗ g⊗(p−j−1), g ∈ L2(Rd).
Via the isomorphism (8.7), we can then construct a bounded operator Opp(T ) on the pth
Wiener chaos Hp via
Opp(T )Jp(up) := Jp
(
Op◦p(T ∗)up
)
, up ∈ L2sym((Rd)p),
where T ∗ is the adjoint of T on L2(Rd). In particular, on the first chaos, this definition
formally yields Op1(T )
´
Rd
V0ζ =
´
Rd
(TK−1V0)(Kζ). Via the Wiener chaos decomposi-
tion (8.8), we then let Op(T ) denote the densely defined operator on L2(Ω) given by the
direct sum
Op(T ) =
∞⊕
p=0
Opp(T ).
As Op(T ) is obviously L-bounded for bounded T , the map Op provides a linear embedding
B(L2(Rd); L2(Rd)) → B(D2,2(Ω); L2(Ω)), but this is however not a group homomorphism
as in particular Op(Id) = L.
If T is bounded and self-adjoint, then Op(T ) is self-adjoint on D2,2(Ω). More generally,
if T is unbounded on L2(Rd) and essentially self-adjoint on some subset C, then Op◦p(T )
defines an essentially self-adjoint operator on C⊙p, hence Opp(T ) is essentially self-adjoint
on JpC⊙p, cf. [47, Theorem VIII.33], and in turn Op(T ) defines an essentially self-adjoint
operator on {
φ =
∞∑
p=0
Jp(up) : up ∈ C⊙p ∀p, and up = 0 for p large enough
}
.
In particular, noting that the definition (8.4) of R(Ω) can be reformulated as
R(Ω) =
{
φ =
∞∑
p=0
Jp(up) : up ∈ C∞c (Rd)⊙p ∀p, and up = 0 for p large enough
}
,
we deduce that if T is essentially self-adjoint on C∞c (Rd), then Op(T ) is essentially self-
adjoint on R(Ω). Similarly, if T leaves C∞c (Rd) invariant, then Op(T ) leaves R(Ω) invari-
ant. Also note that the operators Op(T ) and L strongly commute since L acts as p Id on
Hp and since Op(T ) preserves the chaos decomposition.
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Next, the following shows that the stationary gradient ∇st corresponds to the spatial
gradient ∇ via this embedding Op.
Lemma 8.4. There holds ∇st = Op(∇) on L2(Ω). In particular, ∇st preserves the chaos
decomposition and commutes strongly with L. ♦
Proof. Given ζ ∈ C∞c (Rd;R), we compute
∇stIp(ζ⊗p) = ∇stHp(V0(ζ)) = H ′p(V0(ζ))∇stV0(ζ).
Noting that ∇stV0(ζ) = −V0(∇ζ) and recalling that Hermite polynomials satisfy H ′p =
pHp−1, we deduce
∇stIp(ζ⊗p) = −pV0(∇ζ)Hp−1(V0(ζ)) = −pI1(∇ζ)Ip−1(ζ⊗(p−1)). (8.9)
Next, we appeal to the following useful product formula for multiple integrals (see e.g. [40,
Section 2.7.3] for a more general statement): for all q ≥ 1 and ζ0, ζ1 ∈ C∞c (Rd;R),
I1(ζ1)Iq(ζ
⊗q
0 ) = Iq+1(ζ1⊗˜ζ⊗q0 ) + qIq−1(ζ1⊗˜1ζ⊗q0 ), (8.10)
where we have set
ζ1⊗˜ζ⊗q0 :=
1
q + 1
q∑
j=0
ζ⊗j0 ⊗ ζ1 ⊗ ζ⊗(q−j)0 ,
ζ1⊗˜1ζ⊗q0 := 〈ζ1, ζ0〉H ζ⊗(q−1)0 .
Inserting this formula into (8.9), we find
∇stIp(ζ⊗p) = −pIp(∇ζ⊗˜ζ⊗(p−1))− p(p− 1)Ip−2(∇ζ⊗˜1ζ⊗(p−1)).
Since 〈ζ,∇ζ〉H = 〈Kζ,∇Kζ〉L2(Rd) = 0 for real-valued ζ, the second right-hand side term
vanishes and we are led to
∇stIp(ζ⊗p) = −pIp(∇ζ⊗˜ζ⊗(p−1)) = Op(∇)Ip(ζ⊗p).
In addition, this formula ensures that ∇st preserves the chaos decomposition. 
Given a self-adjoint operator T on L2(Rd), the operator Op(T ) on L2(Ω) is also self-
adjoint and we may consider the corresponding unitary C0-groups. If iT preserves the real
part, then the group {eitOp(T )}t∈R on L2(Ω) is shown to admit an explicit description.
Lemma 8.5. Let T be essentially self-adjoint on C∞c (Rd), and assume that the subset of
real-valued functions L2(Rd;R) is invariant under {eitT }t∈R. Then the operator Op(T ) gen-
erates a unitary C0-group {eitOp(T )}t∈R on L2(Ω), which has the following explicit action:
for all φ ∈ R(Ω), say φ = g(V0(ζ1), . . . ,V0(ζn)),
eitOp(T )φ = g
(V0(K−1e−itTKζ1), . . . ,V0(K−1e−itTKζn)).
In particular, this entails that eitOp(T ) is multiplicative, that is, for all φ,ψ ∈ R(Ω),
eitOp(T )(φψ) = (eitOp(T )φ)(eitOp(T )ψ),
which implies that Op(T ) is a derivation, that is, for all φ,ψ ∈ R(Ω),
Op(T )(φψ) = ψOp(T )φ+ φOp(T )ψ. ♦
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Proof. Denote by {U˜t}t∈R the group of operators defined on R(Ω) as in the statement: for
all φ ∈ R(Ω), say φ = g(V0(ζ1), . . . ,V0(ζn)) with n ≥ 1 and ζ1, . . . , ζn ∈ C∞c (Rd;R),
U˜tφ := g
(V0(K−1e−itTKζ1), . . . ,V0(K−1e−itTKζn)),
hence in particular, for all ζ ∈ C∞c (Rd;R),
U˜tIp(ζ
⊗p) = U˜tHp(V0(ζ)) = Hp
(V0(K−1e−itTKζ)) = Ip((K−1e−itTKζ)⊗p). (8.11)
This is well-defined since e−itT is assumed to preserve L2(Rd;R). (Note that K−1e−itTKζ
may of course no longer have any representative in C∞c (Rd;R) in its equivalence class in H.)
Noting that〈V0(K−1e−itTKζj),V0(K−1e−itTKζl)〉L2(Ω) = 〈K−1e−itTKζj,K−1e−itTKζl〉H
=
〈
e−itTKζj, e−itTKζl
〉
L2(Rd)
= 〈Kζj,Kζl〉L2(Rd) = 〈ζj , ζl〉H = 〈V0(ζj),V0(ζl)〉L2(Ω),
and using again the assumption that e−itT preserves L2(Rd;R), we deduce that the (Gauss-
ian) law of
(V0(K−1e−itTKζ1), . . . ,V0(K−1e−itTKζn)) is invariant with respect to t, hence
for all φ ∈ R(Ω) and t ∈ R,
‖U˜tφ‖L2(Ω) = ‖φ‖L2(Ω).
This allows to extend {U˜t}t∈R by density as a unitary group on L2(Ω). In addition, as
{e−itT }t∈R is strongly continuous on L2(Rd), it is easily deduced that {U˜t}t∈R is strongly
continuous on L2(Ω). We denote by iT˜ its skew-adjoint generator on L2(Ω). Differentiat-
ing (8.11) with respect to t shows that the domain of T˜ contains R(Ω) and that T˜ = Op(T )
on R(Ω). Since T is essentially self-adjoint on C∞c (Rd), Op(T ) is essentially self-adjoint
on R(Ω), and we conclude Op(T ) = T˜ , hence U˜t = eitOp(T ). The fact that eitOp(T ) is
multiplicative on R(Ω) is clear using the explicit action, and we immediately deduce that
the generator Op(T ) is a derivation. 
In view of the application to Mourre’s theory for Schrödinger operators, cf. Section 8.1,
we recall the definition of the unitary C0-group of dilations Utg := e
td/2g(et·) on L2(Rd),
and its generator iA := 12
(
x · ∇+∇ · x). We then define the self-adjoint operator
Ast := Op(A), on L2(Ω), (8.12)
and the associated unitary C0-group {U stt }t∈R given by U stt := eitA
st
. Due to Lemma 8.5,
this satisfies, for all φ ∈ R(Ω), say φ = g(V0(ζ1), . . . ,V0(ζn)),
U stt φ = g
(V0(K−1U−tKζ1), . . . ,V0(K−1U−tKζn)),
which entails in particular that the spaces Hs(Ω) are invariant under {U stt }t∈R for all s ≥ 0.
In addition, for V = b(V0) = b
(
J1(Kδ0)
)
, we find
U st−tV U
st
t φ = b
(
J1(UtKδ0)
)
φ, (8.13)
which shows that the dilated perturbation Vt := U
st−tV U stt is still a bounded multiplication
operator on L2(Ω). Under suitable analyticity assumptions on b and C0, we note that
the map R → L2(Ω) : t 7→ Vt admits a bounded analytic continuation to a complex strip.
However, as shown in Proposition 8.7(iii) below, this continuation is not even differentiable
in the class of bounded operators.
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8.4. Chaos decomposition of fibered operators. While the unperturbed fibered oper-
ators {Hstk,0}k preserve the chaos decomposition, cf. Lemma 8.4, we show that the random
potential amounts to shifting the chaoses, thus playing the role of annihilation and cre-
ation operators on the Fock space decomposition. This Wiener chaos structure of perturbed
fibered operators {Hstk,λ}k can be viewed as drawing some link between random Schrödinger
operators and multi-particle quantum systems.
Lemma 8.6. Assume for simplicity that V = V0 is itself a Gaussian field. Via the Wiener
chaos decomposition (8.8), for all k ∈ Rd, the perturbed fibered operator Hstk,λ = Hstk,0+ λV
on L2(Ω) is unitarily equivalent to Tk + λ(a+ a
∗) in terms of
Tk :=
∞⊕
p=0
Tk,p, a :=
∞⊕
p=0
ap, a
∗ :=
∞⊕
p=0
a∗p, on
∞⊕
p=0
L2sym((R
d)p),
in terms of
Tk,p := −Op◦p(∇+ ikp ) ·Op◦p(∇+ ikp )− |k|2, on L2sym((Rd)p),
and in terms of the annihilation and creation operators
ap : L
2
sym((R
d)p+1) → L2sym((Rd)p),
a∗p : L
2
sym((R
d)p) → L2sym((Rd)p+1),
which are defined as follows for all up+1 ∈ L2sym((Rd)p+1) and up ∈ L2sym((Rd)p),
(apup+1)(x1, . . . , xp) :=
p+1∑
j=1
ˆ
Rd
C◦0(z)up+1(x1, . . . , xj−1, z, xj , . . . , xp) dz,
(a∗pup)(x1, . . . , xp+1) :=
1
p+ 1
p+1∑
j=1
C◦0(xj)up(x1, . . . , xj−1, xj+1, . . . , xp+1).
For all p, the operators ap and a
∗
p are bounded and adjoint, with
‖ap‖ ≤ (p+ 1)
1
2 E
[|V0|2], ‖a∗p‖ ≤ (p + 1) 12 E[|V0|2],
hence, the operators a and a∗ are L 12 -bounded and are adjoint in particular on D1,2(Ω). In
addition, they satisfy the commutator relation [a, a∗] = E
[|V0|2] on D2,2(Ω). ♦
Proof. Given φ ∈ L2(Ω), we consider its Wiener chaos expansion φ = ∑∞p=0 Jp(up), with
up ∈ L2sym((Rd)p). In the case V = V0, we can write V = I1(δ0), hence
Hstk,λφ =
∞∑
p=0
Hk,0Jp(up) + λ
∞∑
p=0
I1(δ0)Jp(up),
and the conclusion follows from Lemma 8.4 and the product formula (8.10). Finally, a
direct computation ensures that a and a∗ satisfy the usual properties of annihilation and
creation operators,
〈up, apup+1〉L2sym((Rd)p) = 〈a
∗
pup, up+1〉L2sym((Rd)p+1),
(apa
∗
p − a∗p−1ap−1)up =
(ˆ
Rd
(C◦0)2
)
up = C0(0)up = E
[|V0|2] up. 
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8.5. Some Mourre relations on L2(Ω). Drawing inspiration from the construction of
Mourre conjugates for Schrödinger operators on L2(Rd), cf. Section 8.1, we show in item (i)
below that the generator of dilations Ast on L2(Ω) as constructed in Section 8.3 is a
conjugate for the stationary Laplacian −△st. Nevertheless, item (iii) indicates that the
perturbation by the random potential V is never compatible in the sense of Mourre’s theory
for this conjugate operator, which prohibits to deduce any Mourre relation for perturbed
operators of the form −△st + λV . In spite of this, the incompatibility is shown to be
comparable to the lack of boundedness of the underlying Gaussian field in the sense that it
is bounded on any fixed chaos and L1/2-bounded on L2(Ω). We emphasize that nontrivial
conclusions are deduced from there in Section 8.7, cf. Corollary 8. The situation appears
to be more favorable in case of the toy model of Section 4, cf. item (ii), as discussed in
Remark 4.2. Finally, in item (iv), we show that the action of the random potential V as
described in Lemma 8.6 on the Fock decomposition allows to associate a natural conjugate.
In other words, the stationary Laplacian −△st describes diffusion on each chaos and the
random potential V describes shifts between chaoses: the transport properties of both
parts are well understood and natural conjugates can be constructed for both, cf. items (i)
and (iv), but the construction of a conjugate for −△st + λV appears particularly difficult
and is left as an open problem. In a semiclassical perspective, this is possibly related to
the construction of escape functions for the random acceleration model.
Proposition 8.7 (Some Mourre relations).
(i) Conjugate operator for −△st:
The generator of dilations Ast on L2(Ω), cf. (8.12), satisfies
[−△st, 1iAst] = 2 (−△st),
and the domain H2(Ω) of −△st is invariant under {U stt = eitA
st}t∈R.
(ii) Conjugate operators for 1i∇st1 :
[i∇st1 , 1iAst] = i∇st1 , [i∇st1 ,Op(ix1)] = L.
(iii) Incompatibility of the perturbation:
The commutator [V, iAst] is well-defined and essentially self-adjoint on R(Ω), but
only L1/2-bounded provided AC◦0 ∈ L2(Rd). If V = V0 is itself Gaussian, then simi-
larly [V,Op(ix1)] is well-defined and essentially self-adjoint on R(Ω), but only L1/2-
bounded provided x1C◦0 ∈ L2(Rd).
(iv) Conjugate operator for the perturbation:
If V = V0 is itself Gaussian, then there holds
[V, [L, V ]] = 2E [|V |2] . ♦
Remark 8.8. The incompatibility of the perturbation V in item (iii), that is, the lack of
boundedness of [V, iAst], does not come as a surprise in view of the Gaussian structure:
the underlying Gaussian field V0 is itself only L1/2-bounded. A similar issue appears in
the Poisson setting. This opens up the corresponding question in the discrete setting with
i.i.d. bounded random potential, in which case we may replace to some extent Malliavin
by Glauber calculus, e.g. [15]. The lack of natural dilations in the discrete setting however
makes this problem difficult and we leave it for future investigations. ♦
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Proof of Proposition 8.7. Since the operators −△st, i∇st1 , L, Ast, Op(x1) are essentially
self-adjoint on R(Ω), and since R(Ω) is invariant under these operators, the commutators
[−△st, 1iAst], [i∇st1 , 1iAst], [i∇st1 ,Op(ix1)], [V, iAst], [V,Op(ix1)] are clearly well-defined onR(Ω) and are explicitly computed below on that linear subspace. We split the proof into
five steps.
Step 1. Proof of (i).
Given p ≥ 1 and up ∈ C∞c (Rd)⊙p, recalling the notation U stt := eitA
st
, Lemmas 8.4 and 8.5
lead to
U st−t∇stU stt Jp(up) = Jp
(
U⊗pt Op
◦
p(−∇)U⊗p−t up
)
,
and hence, by definition of Op◦p(∇) and of Ut,
U st−t∇stU stt Jp(up) = e−tJp
(
Op◦p(−∇)up
)
= e−t∇stJp(up),
so that differentiating in t yields
[∇st, iAst]Jp(up) = −∇stJp(up),
and similarly
[△st, iAst]Jp(up) = −2△stJp(up).
Step 2. Proof of (ii).
The computation of the commutator [i∇st1 , 1iAst] follows from Step 1, and it remains to
compute the other one. For up ∈ C∞c (Rd)⊙p, Lemma 8.4 yields
[i∇st1 ,Op(ix1)]Jp(up) = Jp
(
[Op◦p(∇1),Op◦p(x1)]up
)
,
while the definition of Op◦p leads to [Op
◦
p(∇1),Op◦p(x1)] = p, hence
[i∇st1 ,Op(ix1)]Jp(up) = pJp(up) = LJp(up).
Step 3. Proof of (iv).
Given V = V0, for p ≥ 1 and up ∈ L2sym((Rd)p), Lemma 8.6 yields
V Jp(up) = Jp+1(a
∗
pup) + Jp−1(ap−1up), (8.14)
so that the commutator with L takes the form,
[L, V ]Jp(up) = Jp+1(a∗pup)− Jp−1(ap−1up).
A direct computation of the commutator of these two operators then yields after straight-
forward simplifications,
[V, [L, V ]]Jp(up) = 2Jp
(
(apa
∗
p − a∗p−1ap−1)up
)
,
hence, in view of Lemma 8.6,
[V, [L, V ]]Jp(up) = 2E
[|V0|2]Jp(up).
Step 4. Proof of (iii) for [V, iAst].
In view of (8.13), with V = b(V0) = b(J1(Kδ0)), differentiating in t yields
[V, iAst] = b′(V0)V ′0 , V
′
0 := J1
(
(iA)Kδ0
)
.
Noting that iA preserves the real part and that
〈V0, V ′0〉L2(Ω) =
〈
J1(Kδ0), J1
(
(iA)Kδ0
)〉
L2(Ω)
=
〈
Kδ0, (iA)Kδ0
〉
L2(Rd)
= 0,
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we deduce that V0 and V
′
0 are independent Gaussian random variables. Further note that V
′
0
cannot be degenerate: indeed, by definition of A as generator of dilations, AKδ0 can only
vanish if C0(x) = Kδ0(x) ∝ |x|−d/2, which is not compatible with C0(0) = E
[|V0|2] < ∞.
We may then deduce
‖[V, iAst](V ′0)p‖
‖(V ′0)p‖L2(Ω)
=
‖b′(V0)(V ′0)p+1‖L2(Ω)
‖(V ′0)p‖L2(Ω)
= ‖b′(V0)‖L2(Ω)‖V ′0‖L2(Ω)
√
2p+ 1
p↑∞−−−→ ∞,
proving that [V, iAst] is unbounded.
Next, we show that [V, iAst] is L1/2-bounded. For that purpose, for φp ∈ C∞c (Rd)⊗p, we
use the product formula (8.10) to compute
V ′0Ip(φp) = Ip+1
(
(K−1(iA)Kδ0)⊗˜φp
)
+ pIp−1
(
(K−1(iA)Kδ0)⊗˜1φp
)
,
where the isomorphism (8.7) allows to compute∥∥Ip+1((K−1(iA)Kδ0)⊗˜φp)∥∥L2(Ω) = √(p+ 1)! ∥∥(K−1(iA)Kδ0)⊗˜φp∥∥H⊗(p+1)
≤
√
(p+ 1)! ‖K−1(iA)Kδ0‖H‖φp‖H⊗p
=
√
p+ 1 ‖K−1(iA)Kδ0‖H‖Ip(φp)‖L2(Ω),
and similarly∥∥pIp−1((K−1(iA)Kδ0)⊗˜1φp)∥∥L2(Ω) = p√(p− 1)! ∥∥(K−1(iA)Kδ0)⊗˜1φp∥∥H⊗(p−1)
≤ p
√
(p− 1)! ‖K−1(iA)Kδ0‖H‖φp‖H⊗p
=
√
p ‖K−1(iA)Kδ0‖H‖Ip(φp)‖L2(Ω).
For φ ∈ L2(Ω) in a finite union of chaoses, the Wiener chaos decomposition (8.8) then
leads to
‖[V, iAst]φ‖L2(Ω) . ‖V ′0φ‖L2(Ω) ≤ ‖K−1(iA)Kδ0‖H
( ∞∑
p=0
(2p+ 1)‖Ip(φp)‖2L2(Ω)
) 1
2
. ‖AC◦0‖L2(Rd)‖(L + 1)
1
2φ‖L2(Ω),
and the claim follows.
Step 5. Proof of (iii) for [V,Op(ix1)].
In view of the Fock space decomposition (8.14) for multiplication by V = V0, cf. Lemma 8.6,
a direct computation leads to
[V,Op(ix1)] = −I1(K−1(ix1Kδ0)),
and the conclusion follows as in Step 4. 
8.6. Mourre relations for fibered operators. This section is devoted to the construc-
tion of conjugates for the unperturbed fibered operators {Hstk,0}k, and we again examine the
corresponding incompatibility of the perturbation V . This appears to be surprisingly more
involved than for k = 0, as the group of dilations {U stt }t∈R is no longer adapted and must
be suitably deformed. Noting that bounds on iterated commutators are obtained similarly
and that the dense subspaces P(Ω) and R(Ω) are clearly exchangeable, the conclusion of
Theorem 7 directly follows upon truncation; see also Section 8.7.
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Theorem 8.9 (Mourre relations for fibered operators).
(i) Conjugate operator for {Hstk,0}k:
For all k ∈ Rd, there exists a self-adjoint operator Cstk on L2(Ω), essentially self-
adjoint on R(Ω), such that the commutator [Hstk,0, 1iCstk ] is well-defined and essentially
self-adjoint on R(Ω), is Hstk,0-bounded, and satisfies
[Hstk,0,
1
iC
st
k ] ≥ Π
(
Hstk,0 +
3
4 |k|2
)
Π.
Hence, the fibered operator Hstk,0 satisfies a Mourre relation on Jε := [ε − 34 |k|2,∞)
with respect to Cstk , for all ε > 0,
1Jε(H
st
k,0) [H
st
k,0,
1
iC
st
k ]1Jε(H
st
k,0) ≥ ε1Jε(Hstk,0)− 34 |k|2E.
In addition, the domain H2(Ω) of Hstk,0 is invariant under {eitC
st
k }t∈R.
(ii) Incompatibility of the perturbation:
If V = V0 is itself Gaussian, then the commutator [V, iC
st
k ] is well-defined and essen-
tially self-adjoint on R(Ω), but only L1/2-bounded provided that AC◦0 , xC◦0 ∈ L2(Rd).
In addition, the full commutator [Hstk,λ,
1
iC
st
k ] is well-defined and essentially self-adjoint
on R(Ω) for all λ, but it only satisfies the lower bound
[Hstk,λ,
1
iC
st
k ] ≥ Hstk,λ + 34 |k|2 − CλL
1
2 − 34 |k|2E,
which does not yield any Mourre relation. ♦
Before turning to the proof, we briefly underline the difficulty and explain the idea
behind the construction. Proposition 8.7 (i)–(ii) leads to
[Hstk,0,
1
iA
st] = 2Hstk/2,0,
which shows that the generator of dilations Ast should be properly modified. Again drawing
inspiration from the situation on the physical space, noting that on L2(Rd) there holds
[−(∇ + ik) · (∇+ ik), iAk ] = 2
( − (∇ + ik) · (∇ + ik)),
with Ak :=
1
2i
(
x · (∇ + ik) + (∇+ ik) · x), we consider
Astk := Op(Ak) = A
st +Op(k · x), (8.15)
and a similar computation as in Proposition 8.7 (i)–(ii) yields on R(Ω),
[Hstk,0,
1
iA
st
k ] = 2
(−△st − (1 + L)ik · ∇st + |k|2L).
(Recall that L and ∇st commute, cf. Lemma 8.4.) In order to counter the apparition
of factors L in this relation and obtain a proper Mourre relation, a further modification
of Astk is thus needed. More precisely, in the definition (8.15) of A
st
k , the generator of
dilations Ast is a suitable conjugate for the stationary Laplacian −△st, while Op(k · x)
is supposed to take into account the additional first-order contribution −2ik · ∇st in the
fibered operator Hstk,0 := −△st − 2ik · ∇st, and the core of the problem then lies in the
factor L that appears in the commutator
[ik · ∇st, iOp(k · x)] = |k|2L. (8.16)
The simplest way to solve this problem would be defining
Bstk := A
st + L−1/2Op(k · x)L−1/2, (8.17)
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where we recall that L−1 := ΠL−1Π denotes the pseudo-inverse of L. This indeed leads to
the desired Mourre relation,
[Hstk,0,
1
iB
st
k ] = 2(H
st
k,0 + |k|2)− 2|k|2E. (8.18)
However, the perturbation V behaves particularly badly with respect to this conjugate
operator Bstk in the sense that the commutator [V, iB
st
k ] is not even bounded when restricted
to any fixed Wiener chaos, thus excluding any meaningful use of such a relation. While
on the pth Wiener chaos Hp the operator Op(k · x) amounts to the sum
∑p
j=1 k · xj, the
choice (8.17) consists of rather considering the algebraic mean 1p
∑p
j=1 k · xj. Another
possible choice to avoid the factor L in the commutator (8.16) is to use an ℓ∞-norm of
{k · xj}pj=1. We show in the following paragraphs that the latter choice has all the desired
properties claimed in Theorem 8.9: it still yields a similar Mourre relation as in (8.18) and
its commutator with the perturbation V is L1/2-bounded.
We construct the desired conjugate operator Cstk via its action on the Fock space decom-
position (8.8). As we are concerned with the suitable treatment of the first-order operator
ik ·∇st, that is, the stationary derivative in the direction k, we set z := k ·x and first focus
on the case of dimension d = 1. For all p ≥ 0, define the function mp : Rp → R,
mp(z1, . . . , zp) :=
(
maxj |zj |
)
sgn rp(z1, . . . , zp),
rp(z1, . . . , zp) := maxj zj +minj zj,
with the convention sgn(0) = 0. This function is clearly symmetric with respect to the
variables z1, . . . , zp and has the following main properties.
Lemma 8.10. For all p ≥ 0, the function mp is well-defined and is continuous on Rp \Sp,
where Sp denotes the hypersurface
Sp := r
−1
p {0} =
{
z ∈ Rp : ∃j 6= k such that zj = −zk and |zj | = maxl |zl|
}
.
In addition, there exists a continuous function gp : Sp → [0,∞) such that
[Op◦p(∂),mp] = 1 + gp δSp ≥ 1. (8.19)
♦
Proof. The continuity of mp is clear outside the zero locus Sp of rp, and we turn to the
second part of the statement. On Rp \ Sp there holds mp(z1, . . . , zp) = zj with |zj | =
maxi |zi|, hence
∑p
j=1 ∂jmp = 1. It remains to examine the jump of mp on Sp. We claim
that every line directed by the vector (1, . . . , 1) in Rp intersects the hypersurface Sp at a
single point, and this would yield the conclusion. Indeed, given a point z := (z1, . . . , zp) ∈
R
p, say z1 = minj zj and z2 = maxj zj , we can write z = z
′+s(1, . . . , 1) with s = 12(z1+z2)
and z′ := (z1 − s, . . . , zp − s) ∈ Sp, and z′ + t(1, . . . , 1) belongs to Sp only if t = s. 
Next, in order to get a proper Mourre relation on the Fock space, we regularize the
functions {mp}p so as to replace the Dirac part in (8.19) by a positive bump function that
is p-uniformly bounded on Rp. For that purpose, it is not enough to regularize the sign
function in the definition of mp in a fixed neighborhood of Sp, as the derivative would still
produce an unbounded term due to the multiplication by maxj |zj |. A suitable choice of
the regularization is rather defined as follows. First rewrite
mp(z1, . . . , zp) =
1
2(maxj zj +minj zj) +
1
2(maxj zj −minj zj) sgn(max zj +minj zj),
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where only the last sign function needs to be regularized. Choose a smooth odd function
χ : R→ [−1, 1] such that χ(s) = −1 for s ≤ −1, χ(s) = 1 for s ≥ 1, 0 ≤ χ′ ≤ 2 pointwise,
χ(s) ≤ s for −1 ≤ s ≤ 0, and χ(s) ≥ s for 0 ≤ s ≤ 1. We then set
m˜p(z1, . . . , zp) :=
1
2 (maxj zj +minj zj) +
1
2(maxj zj −minj zj)χ
(maxj zj+minj zj
maxj zj−minj zj
)
,
which is globally well-defined and continuous. Note that
1 ≤
p∑
j=1
∂jm˜p ≤ 3,
∣∣∣∣(
p∑
j=1
∂j
)r
m˜p
∣∣∣∣ .χ,r 1, for all r ≥ 0, (8.20)
|m˜p(z1, . . . , zp)| ≤ |mp(z1, . . . , zp)| = maxj |zj |. (8.21)
We also establish the following important property.
Lemma 8.11. For all p ≥ 0, there holds for all z, z1, . . . , zp ∈ R,∣∣m˜p+1(z, z1, . . . , zp)− m˜p(z1, . . . , zp)∣∣ ≤ 2|z|. ♦
Proof. The conclusion follows from (8.21) if maxj |zj | ≤ |z|, so that we can henceforth
assume maxj |zj | > |z|. By symmetry we can assume z1 = minj zj and z2 = maxj zj . In
the case z1 ≤ z ≤ z2, we find
m˜p+1(z, z1, . . . , zp) = m˜p(z1, . . . , zp),
and the conclusion follows. It remains to treat the case z1 ≤ z2 ≤ z, while the symmetric
case z ≤ z1 ≤ z2 is similar. Given z1 ≤ z2 ≤ z, the assumption maxj |zj | > |z| implies
z1 < −|z|. As z2+z1z2−z1 ≤
z+z1
z−z1 , we compute∣∣m˜p+1(z, z1, . . . , zp)− m˜p(z1, . . . , zp)∣∣
≤ 12(z − z2)
(
1 + χ
(
z2+z1
z2−z1
))
+ 12(z − z1)
(
χ
(
z+z1
z−z1
)− χ( z2+z1z2−z1 ))
≤ 12(z − z2)
(
1 + χ
(
z2+z1
z2−z1
))
+ 12(z − z1)
(
1 + χ
(
z+z1
z−z1
))
.
Noting that z2+z1z2−z1 ≤
z+z1
z−z1 ≤ 0 and that there holds χ(
y+z1
y−z1 ) = −1 whenever y ≤ 0, the
above becomes, in view of the properties of χ,∣∣m˜p+1(z, z1, . . . , zp)− m˜p(z1, . . . , zp)∣∣ ≤ 12(z − z2)1z2≥0 + 12 (z − z1)(1 + z+z1z−z1 )1z≥0
≤ 32 |z|,
as claimed. 
We now turn to the construction of the suitable conjugate operator for ik · ∇st. For all
p ≥ 0, we define an operator Mk,p on L2sym((Rd)p) as the multiplication by the function
(x1, . . . , xp) 7→ m˜p(k ·x1, . . . , k ·xp), and we denote by Mk =
⊕∞
p=0Mk,p the corresponding
operator on the full Fock space. Next, we define the operator M stk,p on the pth Wiener
chaos Hp by
M stk,pJp(up) := Jp(Mk,pup) = Jp
(
m˜p(k · x1, . . . , k · xp)up
)
,
and via the Wiener chaos decomposition (8.8) we set M stk :=
⊕∞
p=0M
st
k,p on L
2(Ω). We
then consider the following operator on L2(Ω),
Cstk := A
st + 12M
st
k , (8.22)
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which is clearly essentially self-adjoint on R(Ω) given its action on Wiener chaoses; see
also Lemma 8.13 below.
Remark 8.12. The reader may wonder why this definition of Cstk is chosen instead of
Ast +M stk , which would seem more natural in view of (8.15). However, the computation
of the relevant commutators involves [∇st,M stk ], hence the derivative
∑p
j=1 ∂jm˜p, which in
view of the regularization m˜p of mp is not uniformly equal to 1 but can vary in the whole
interval [1, 3] (or at best in [1, 2 + δ] for some smaller δ > 0 if the cut-off function χ is
chosen with χ′ closer to 1[−1,1]). Due to this modification, symbols are deformed in the
naïve commutator computation (8.18), and the choice Ast +M stk would fail at providing a
Mourre relation close to 0. This is precisely corrected by the above choice (8.22). ♦
We first show that the operator Cstk generates an explicit unitary C0-group, which pre-
serves Hs(Ω).
Lemma 8.13. The operator Cstk is essentially self-adjoint on R(Ω) and its closure gen-
erates a unitary C0-group {eitCstk }t∈R on L2(Ω), which has the following explicit action on
chaoses: for all p ≥ 1 and up ∈ L2sym((Rd)p),
eitC
st
k Jp(up) = Jp(Ut,k,pup),
where Ut,k,p is defined by
(Ut,k,pup)(x1, . . . , xp) := e
tdp
2 exp
( i
2
ˆ t
0
m˜p(k · esx1, . . . , k · esxp) ds
)
up(e
tx1, . . . , e
txp).
In particular, in view of (8.20), for all s ≥ 0, the subspace Hs(Ω) is invariant under this
group action {eitCstk }t∈R. ♦
Proof. In view of the chaos decomposition (8.8), it suffices to check that for all p ≥ 1
the family {Ut,k,p}t∈R defines a unitary C0-group on L2sym((Rd)p) and that its self-adjoint
generator is given by Ck,p := Opp(A) +
1
2Mk,p on C
∞
c (R
d)⊙p. First note that the fam-
ily {Ut,k,p}t∈R clearly defines a unitary group on L2sym((Rd)p). Next, for all ǫ > 0, we
decompose
1
iε
(
Uε,k,pup − up)(x1, . . . , xp) = 1
iε
(
eε
dp
2 up(e
εx1, . . . , e
εxp)− up(x1, . . . , xp)
)
+
1
iε
(
exp
( i
2
ˆ ε
0
m˜p(k · esx1, . . . , k · esxp) ds
)
− 1
)
eε
dp
2 up(e
εx1, . . . , e
εxp).
As ε ↓ 0, for up ∈ C∞c (Rd)⊙p, the first right-hand side term converges to Op◦p(A)up
in L2sym((R
d)p), while the second one converges to 12Mk,pup, and the claim easily follows. 
Next, we show that Cstk is a conjugate for the fibered operator H
st
k,0 away from the
bottom of the spectrum. This completes the proof of Theorem 8.9(i). Choosing the cut-off
function χ with χ′ closer to 1[−1,1], and suitably increasing the factor 12 in definition (8.22),
the term 34 |k|2 in the lower bound (8.23) below could be improved into almost 89 |k|2, but
the present construction does not allow to reach a value any closer to |k|2.
Lemma 8.14. The commutator [Hstk,0,
1
iC
st
k ] is well-defined and essentially self-adjoint
on R(Ω), is Hstk,0-bounded, and satisfies the lower bound
[Hstk,0,
1
iC
st
k ] ≥ Π
(
Hstk,0 +
3
4 |k|2
)
Π, (8.23)
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which entails the following Mourre relation on Jε := [ε− 34 |k|2,∞), for all ε > 0,
1Jε(H
st
k,0)[H
st
k,0,
1
iC
st
k ]1Jε(H
st
k,0) ≥ ε1Jε(Hstk,0)− 34 |k|2E. ♦
Proof. For all p ≥ 0, we define the operator M ′k,p on L2sym((Rd)p) as the multiplication
by the function (x1, . . . , xp) 7→ (
∑p
j=1 ∂jm˜p)(k · x1, . . . , k · xp), we denote by M ′stk,p the
corresponding operator defined on the pth Wiener chaos Hp by M ′stk,pJp(up) = Jp(M ′k,pup),
and we set M ′stk :=
⊕∞
p=0M
′st
k,p on L
2(Ω). A direct computation on Wiener chaoses yields
[∇st,M stk ] = −kM ′stk .
Combining this with Proposition 8.7 (i)–(ii), we easily find on R(Ω),
[Hstk,0,
1
iC
st
k ] = 2(−△st)− 2ik · ∇st − ik · 12(∇stM ′stk +M ′stk ∇st) + |k|2M ′stk
= 2(Hstk,0 + |k|2)
−ik · 12
(
(∇st + ik)(M ′stk − 2) + (M ′stk − 2)(∇st + ik)
)
, (8.24)
where the right-hand side is well-defined and symmetric on R(Ω). We split the rest of the
proof into two steps.
Step 1. Proof of the lower bound (8.23) on R(Ω).
Note that constants belong to the kernel of the commutator [Hstk,0,
1
iC
st
k ]. The above ex-
pression (8.24) for the latter yields for all φ ∈ R(Ω) with E [φ] = 0,〈
φ, [Hstk,0,
1
iC
st
k ]φ
〉
L2(Ω)
≥ 2‖(∇st + ik)φ‖2
L2(Ω)
− |k|‖(∇st + ik)φ‖L2(Ω)‖(M ′stk − 2)φ‖L2(Ω).
The bound (8.20) implies 1 ≤M ′stk ≤ 3 on L2(Ω)⊖ C, hence〈
φ, [Hstk,0,
1
iC
st
k ]φ
〉
L2(Ω)
≥ 2‖(∇st + ik)φ‖2
L2(Ω)
− |k|‖(∇st + ik)φ‖L2(Ω)‖φ‖L2(Ω),
and we are led to〈
φ, [Hstk,0,
1
iC
st
k ]φ
〉
L2(Ω)
≥ ‖(∇st + ik)φ‖2
L2(Ω)
− 14 |k|2‖φ‖2L2(Ω)
=
〈
φ, (Hstk,0 +
3
4 |k|2)φ
〉
L2(Ω)
,
that is, the lower bound (8.23).
Step 2. Proof that the commutator [Hstk,0,
1
iC
st
k ] is essentially self-adjoint on R(Ω) and that
its closure is Hstk,0-bounded and self-adjoint on its domain H
2(Ω).
For all p ≥ 0, we define the operator M ′′k,p on L2sym((Rd)p) as the multiplication by the
function (x1, . . . , xp) 7→ (
∑p
j,l=1 ∂
2
jlm˜p)(k · x1, . . . , k · xp), we denote by M ′′stk,p the corre-
sponding operator defined on the pth Wiener chaos Hp by M ′′stk,pJp(up) = Jp(M ′′k,pup), and
we set M ′′stk :=
⊕∞
p=0M
′′st
k,p on L
2(Ω). A direct computation on Wiener chaoses yields
[∇st,M ′stk ] = −kM ′′stk ,
hence the expression (8.24) can be rewritten as
[Hstk,0,
1
iC
st
k ] = 2(H
st
k,0 + |k|2)− ik · (M ′stk − 2)(∇st + ik) + i2 |k|2M ′′stk . (8.25)
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Note that the bound (8.20) ensures thatM ′stk −2 is bounded by 2 and thatM ′′stk is bounded
on L2(Ω), hence ∥∥(− ik · (M ′stk − 2)(∇st + ik) + i2 |k|2M ′′stk )φ∥∥L2(Ω)
. |k|‖(∇st + ik)φ‖L2(Ω) + |k|2‖φ‖L2(Ω)
= |k|‖(Hstk,0 + |k|2)
1
2φ‖L2(Ω) + |k|2‖φ‖L2(Ω).
Together with (8.25), this shows that the commutator [Hstk,0,
1
iC
st
k ] is an infinitesimal per-
turbation of 2Hstk,0, and the conclusion follows from the Kato-Rellich theorem. 
We turn to the proof of Theorem 8.9(ii), that is, the incompatibility of the perturba-
tion V with respect to the above-constructed conjugate operator Cstk . In view of Proposi-
tion 8.7(iii), it remains to establish the following.
Lemma 8.15. If V = V0 is itself Gaussian, the commutator [V, iM stk ] is well-defined and
essentially self-adjoint on R(Ω), but is only L1/2-bounded provided that xC◦0 ∈ L2(Rd). ♦
Proof. In view of the Fock space decomposition (8.14) for multiplication by V = V0,
cf. Lemma 8.6, we find
[V,M stk ]Jp(up) = Jp+1
(
1
p+ 1
p+1∑
j=1
C◦0(xj)up(x1, . . . , xj−1, xj+1, . . . , xp+1)
× (m˜p(k · x1, . . . , k · xj−1, k · xj+1, . . . , k · xp+1)− m˜p+1(k · x1, . . . , k · xp+1))
)
+ pJp−1
(ˆ
Rd
C◦0(z)up(x1, . . . , xp−1, z)
× (m˜p(k · x1, . . . , k · xp−1, k · z)− m˜p−1(k · x1, . . . , k · xp−1))dz
)
.
In view of Lemma 8.11 and of the Wiener chaos decomposition (8.8), arguing similarly as
in the proof of Proposition 8.7(iii), we easily deduce for all φ ∈ L2(Ω),
‖[V,M stk ]φ‖L2(Ω) . |k|
( ˆ
Rd
|x|2|C◦0(x)|2dx
) 1
2‖(L + 1) 12φ‖L2(Ω),
and the conclusion follows. 
Finally, we argue that, while well-defined and symmetric on R(Ω), the full commuta-
tor [Hstk,λ,
1
iC
st
k ] is essentially self-adjoint.
Lemma 8.16. If V = V0 is itself Gaussian, the commutator [Hstk,λ,
1
iC
st
k ] is well-defined
and essentially self-adjoint on R(Ω). ♦
This is obtained as a particular case of the following abstract result, which is a conve-
nient reformulation of Nelson’s theorem [39]. Note that this result also ensures that Hstk,λ is
essentially self-adjoint on R(Ω) when V = V0 is Gaussian; a more general criterion for es-
sential self-adjointness of Hstk,λ in case of unbounded potential without particular Gaussian
structure is included in Appendix A.
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Proposition 8.17. Let H1 and L be self-adjoint operators on their respective domains
D(H1) and D(L) on a Hilbert space H, and let H2 be a symmetric operator defined on
some dense linear subspace D ⊂ H, such that
• H1 and L are nonnegative and commute strongly, hence H1 + L is self-adjoint on
D(H1) ∩D(L);
• 2H2 is a Kato perturbation of H1 + L, that is, D is a core for H1 + L and there is
α < 1 and C ≥ 1 such that there holds, for all u ∈ D,
2‖H2u‖H ≤ α‖(H1 + L)u‖H + C‖u‖H;
• ±i[H2, L] . H1 + L+ 1, that is, for all u ∈ D,∣∣〈H2u,Lu〉H − 〈Lu,H2u〉H∣∣ . 〈u, (H1 + L+ 1)u〉H.
Then the operator H := H1 +H2 is essentially self-adjoint on D. ♦
Proof. We split the proof into two steps.
Step 1. Proof that for κ large enough the operatorHκ := H+L+κ is essentially self-adjoint
on D and satisfies Hκ ≥ 1.
As H1 and L are self-adjoint on their respective domains and nonnegative and as they
commute strongly, their sum Hκ1 := H1 + L + κ is self-adjoint on D(H1) ∩D(L), cf. [46,
Lemma 4.15.1]. Next, as H2 is a Kato perturbation of H1+L, it is also a Kato perturbation
of Hκ1 for all κ ≥ 0, hence the Kato-Rellich theorem entails that Hκ := Hκ1 + H2 is
essentially self-adjoint on D. In addition, as H2 is a Kato perturbation of H1 + L and as
H1+L is nonnegative, it is easily deduced that H1+H2+L is bounded from below, hence
Hκ ≥ 1 for κ large enough.
Step 2. Conclusion.
In view of Nelson’s theorem [39] in form of [22, Corollary 1.1], together with the result
of Step 1, the conclusion follows provided that we can check the following two additional
properties, for κ large enough,
(i) H is Hκ-bounded on D;
(ii) ±i[H,Hκ] .κ Hκ, that is, for all u ∈ D,∣∣〈Hu,Hκu〉H − 〈Hκu,Hu〉H∣∣ .κ 〈u,Hκu〉H.
We start with the proof of condition (i). On the one hand, since H1 and L are nonnegative
and commute strongly, we can deduce ‖Lu‖H ≤ ‖Hκ1 u‖H for all u ∈ D(H1) ∩D(L). On
the other hand, since H2 is a Kato perturbation of H1 + L, we find for all u ∈ D,
‖H2u‖H ≤ α‖(H1 + L)u‖H + C‖u‖H ≤ α‖Hκ1 u‖H + C‖u‖H,
hence
‖Hκ1 u‖H ≤ ‖Hκu‖H + ‖H2u‖H ≤ ‖Hκu‖H + α‖Hκ1 u‖H + C‖u‖H,
which leads to
‖Hκ1 u‖H ≤ 11−α‖Hκu‖H + C1−α‖u‖H.
Combined with the above, this yields
‖Lu‖H ≤ ‖Hκ1 u‖H . ‖Hκu‖H + ‖u‖H,
hence in particular,
‖Hu‖H ≤ ‖Hκu‖H + ‖Lu‖H + κ‖u‖H . ‖Hκu‖H + (1 + κ)‖u‖H,
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that is, (i). It remains to establish condition (ii). As H1 and L commute, we can write for
all u ∈ D,
〈Hu,Hκu〉H − 〈Hκu,Hu〉H = 〈Hu,Lu〉H − 〈Lu,Hu〉H = 〈H2u,Lu〉H − 〈Lu,H2u〉H,
hence, by assumption,∣∣〈Hu,Hκu〉H − 〈Hκu,Hu〉H∣∣ . 〈u, (H1 + L+ 1)u〉H.
Again noting as in Step 1 that the nonnegativity of H1+L and the fact that 2H2 is a Kato
perturbation of H1 + L imply that (H1 +L) + 2H2 + κ is nonnegative for κ large enough,
the claim (ii) follows. 
With the above abstract result at hand, we quickly indicate how Lemma 8.16 is a simple
consequence.
Proof of Lemma 8.16. In view of (8.24), we can decompose [Hstk,λ,
1
iC
st
k ] = H1+H2 onR(Ω),
in terms of
H1 := 2(H
st
k,0 + |k|2),
H2 := H2,1 +H2,2,
H2,1 := −ik · 12
(
(∇st + ik)(M ′stk − 2) + (M ′stk − 2)(∇st + ik)
)
,
H2,2 := −λ
(
[V, iAst] + 12 [V, iM
st
k ]
)
.
We shall appeal to Proposition 8.17 with L := L, and it remains to check the different
assumptions. First, H1 = −2(∇st+ik) ·(∇st+ik) and L are both essentially self-adjoint on
R(Ω), as discussed in Sections 3.4 and 8.2, respectively, they are clearly nonnegative, and
Lemma 8.4 ensures that they commute strongly. Also note that H1 and L leave the linear
subspace R(Ω) invariant and that spectral projections of L also leave R(Ω) invariant.
Using projections onto a finite number of chaoses, one then easily sees that H1 + L is
essentially self-adjoint on R(Ω). Next, we may rewrite as in (8.25),
H2,1 = −ik · (M ′stk − 2)(∇st + ik) + i2 |k|2M ′′stk , (8.26)
hence the boundedness of M ′stk and M
′′st
k leads to
‖H2,1φ‖L2(Ω) . |k|‖(∇st + ik)φ‖L2(Ω) + |k|2‖φ‖L2(Ω) . |k|‖H
1
2
1 φ‖L2(Ω) + |k|2‖φ‖L2(Ω),
showing that H2,1 is H
1/2
1 -bounded. Proposition 8.7(iii) and Lemma 8.15 also ensure that
[V, iAst] and [V, iM stk ] are L1/2-bounded. This proves thatH2 is (H1+L)1/2-bounded, hence
(H1 + L)-infinitesimal. Finally, it remains to consider the commutator [H2,L]. Since by
definition M ′stk and M
′′st
k preserve chaoses, identity (8.26) implies [H2,1,L] = 0. In view of
the explicit description of [V, iAst] and [V, iM stk ] in Proposition 8.7(iii) and in Lemma 8.15,
respectively, as these commutators have a similar structure as V itself on the Wiener chaos
decomposition, a similar computation as in the proof of Proposition 8.7(iv) easily shows
that [H2,2,L] is L1/2-bounded, and the conclusion follows. 
8.7. Consequences of Mourre’s relations. This section is devoted to the proof of
Corollary 8. Let V = V0 be itself Gaussian. Given some L0 > 0, consider the projec-
tion Qλ := 1[0,(L0λ)−2](L) on Wiener chaoses of order ≤ (L0λ)−2. We split the proof into
two steps.
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Step 1. Proof that for all k ∈ Rd \ {0} the flow for the truncated fibered Schrödinger
operator QλH
st
k,λQλ satisfies for all s ≥ 0,
lim
λ↓0
∣∣∣E[e−iλ−2sQλHstk,λQλ1]− e−s(αk+iβk)∣∣∣ = 0.
We wish to apply Theorem 8.2 in form of Remark 8.3 with H◦λ := QλH
st
k,0Qλ, W
◦
λ :=
QλV Qλ, E0 := 0, ψ0 := 1, and it suffices to check the different assumptions. First, as the
conjugate operator Cstk commutes with the Wiener chaos decomposition, Theorem 8.9(i)
ensures that the truncated operator ΠQλH
st
k,0QλΠ satisfies a strict Mourre relation on
Jε := [ε− 34 |k|2,∞) for all ε > 0: we find[
ΠQλH
st
k,0QλΠ,
1
iC
st
k
] ≥ ΠQλ(Hstk,0 + 34 |k|2)QλΠ,
hence, on L2(Ω)⊖ C,
1Jε(ΠQλH
st
k,0QλΠ)
[
ΠQλH
st
k,0QλΠ,
1
iC
st
k
]
1Jε(ΠQλH
st
k,0QλΠ) ≥ ε1Jε(ΠQλHstk,0QλΠ).
Similar computations as in the proof of Theorem 8.9(i) show the Hstk,0-boundedness of
iterated commutators adkCst
k
(Hstk,0), hence the λ-uniform QλH
st
k,0Qλ-boundedness of
adkCstk
(QλH
st
k,0Qλ) = Qλ ad
k
Cstk
(Hstk,0)Qλ.
In addition, as the domain of Hstk,0 is H
2(Ω), as Theorem 8.9(i) ensures that H2(Ω) is
invariant under the unitary group generated by Cstk , and as the latter also preserves the
chaos decomposition, we deduce that the domain of QλH
st
k,0Qλ is also invariant under the
unitary group generated by Cstk .
It remains to check assumptions on the perturbation QλV Qλ. Note that Π(QλV Qλ1) = V ,
which clearly satisfies ‖〈Cstk 〉6V ‖L2(Ω) . 1. Iterating the proof of Theorem 8.9(ii), we find
that for all k ≥ 0 iterated commutators adkCst
k
(V ) are L1/2-bounded, hence for all φ ∈ L2(Ω),∥∥ adkCst
k
(λQλV Qλ)φ
∥∥
L2(Ω)
. λ
∥∥QλL1/2φ∥∥L2(Ω) + λ‖φ‖L2(Ω).
By definition of Qλ, this entails∥∥ adkCstk (λQλV Qλ)φ∥∥L2(Ω) . (λ+ 1L0 )‖φ‖L2(Ω).
Choosing L0 ≃ 1 large enough, we may then apply Theorem 8.2 in form of Remark 8.3, to
the effect of
E
[
e−iQλH
st
k,λQλt1Jε(QλH
st
k,λQλ) 1
]
= e−λ
2t(αk+iβk) + o(1).
Arguing as in Step 1 of Section 7.3, the spectral truncation 1Jε(QλH
st
k,λQλ) can be removed
up to a further O(λ) error, and the claim follows.
Step 2. Conclusion.
In view of the result of Step 1, it remains to prove for all 0 ≤ s ≤ (e2C0(0) 12L0)−1,
lim
λ↓0
∥∥∥e−iλ−2sQλHstk,λQλ1− e−iλ−2sHstk,λ1∥∥∥
L2(Ω)
= 0, (8.27)
while the conclusion of Corollary 8 then follows from the fibration (1.4). Set for abbrevia-
tion utk,λ := e
−itHstk,λ1 and u˜tk,λ := e
−itQλHstk,λQλ1. Since the flow uk,λ satisfies the equation
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i∂tuk,λ = (H
st
k,0 + λV )uk,λ, an iterative use of Duhamel’s formula allows us to decompose,
for all N ≥ 1,
utk,λ =
N∑
p=0
(−iλ)pup;tk + (−iλ)N+1EN ;tk,λ ,
in terms of
up;tk :=
ˆ
(R+)p+1
δ
(
t−
p+1∑
j=1
sj
)
e−is1H
st
k,0V e−is2H
st
k,0 . . . V e−ispH
st
k,0V ds1 . . . dsp+1,
EN ;tk,λ :=
ˆ
(R+)N+2
δ
(
t−
N+2∑
j=1
sj
)
e−is1H
st
k,λV e−is2H
st
k,0 . . . V e−isN+1H
st
k,0V ds1 . . . dsN+2.
Noting that up;tk ∈ Hp for all p ≥ 0, we deduce that the truncation error can be represented
as follows, for any N ≤ (L0λ)−2,
utk,λ − u˜tk,λ = (−iλ)N+1(EN ;tk,λ − E˜N ;tk,λ ), (8.28)
where E˜N ;tk,λ is defined similarly as E
N ;t
k,λ with V andH
st
k,λ replaced byQλV Qλ andQλH
st
k,λQλ,
respectively. A direct estimate yields
‖EN ;tk,λ ‖L2(Ω) ≤
ˆ
(R+)N+2
δ
(
t−
N+2∑
j=1
sj
)∥∥V e−is2Hstk,0 . . . V e−isN+1Hstk,0V ∥∥
L2(Ω)
ds1 . . . dsN+2,
hence, noting that V is bounded by C0(0) 12 (2p + 1) 12 on
⋃
n≤pHn, cf. Lemma 8.6,
‖EN ;tk,λ ‖L2(Ω) ≤ C0(0)
1
2
(N+1)(2N + 1)!!
1
2
ˆ
(R+)N+2
δ
(
t−
N+2∑
j=1
sj
)
ds1 . . . dsN+2
≤ (2N + 1)!!
1
2
(N + 1)!
(C0(0)
1
2 t)N+1 ≤ (eC0(0)
1
2 t)N+1
(N + 1)!
1
2
.
Similarly estimating E˜N ;tk,λ and inserting this into (8.28), we find for all N ≤ (L0λ)−2,
‖utk,λ − u˜tk,λ‖L2(Ω) ≤
2(eC0(0) 12λt)N+1
(N + 1)!
1
2
.
Setting t = λ−2s and choosing N = (L0λ)−2, we easily deduce for s ≤ (e2C0(0) 12L0)−1,
‖uλ−2sk,λ − u˜λ
−2s
k,λ ‖L2(Ω) . λ−1e−
1
2
(L0λ)−2 ,
and the claim (8.27) follows. 
Appendix A. Self-adjointness with unbounded potentials
For a bounded random potential V , the Schrödinger operator Hλ = −△ + λV on
L2(Rd ×Ω) is obviously self-adjoint on L2(Ω;H2(Rd)) and the fibered operators {Hk,λ}k
are self-adjoint on H2(Ω) similarly as for λ = 0. The present appendix is concerned with
the corresponding self-adjointness statement in the unbounded setting. More precisely, we
show that essential self-adjointness still holds provided that V ∈ L2(Ω) has negative part
V− ∈ Lp(Ω) for some p > d2 , which is essentially the optimal condition. This applies in
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particular to the case when V = V0 is a stationary random Gaussian field, although this
particular case is much simpler to handle in view of Malliavin calculus and can be obtained
as a simple consequence of Nelson’s theorem in form of Proposition 8.17 (with L = L, the
Ornstein-Uhlenbeck operator).
A random potential V ∈ L2(Ω) defines (densely) a multiplicative operator on L2(Rd×Ω).
If V is not uniformly bounded, it defines an unbounded multiplicative operator, in which
case the essential self-adjointness of −△+ λV is a reputedly subtle question and may fail,
cf. [30]. Whenever realizations V (·, ω) are quadratically controlled from below on Rd, in the
sense of V (x, ω) ≥ −M(ω) (1+|x|2) for some random variableM ∈ L2(Ω), the Faris-Lavine
argument [22] ensures that the corresponding Schrödinger operator −△+ λV on L2(Rd×Ω)
is essentially self-adjoint on L∞(Ω;C∞c (Rd)). By a Borel-Cantelli argument, the quadratic
lower control assumption on realizations of V holds whenever the negative part V− belongs
to Lp(Ω) for some p > d2 and satisfies more precisely sup|x|≤1 V−(x, ·) ∈ Lp(Ω). In this
setting, since −△ + λV is essentially self-adjoint on L∞(Ω;C∞c (Rd)), we may repeat the
direct integral decomposition (3.5) and the fibered operators Hstk,λ on L
2(Ω) are necessarily
essentially self-adjoint on H2 ∩ L∞(Ω) for almost all k ∈ Rd, e.g. [48, p.280]. In order
to conclude for all k in this setting, some continuity would be needed, which typically
requires some smoothness of V . In order to avoid such spurious assumptions, we provide
a more direct argument below. While the usual Faris-Lavine argument is of no use in the
stationary space L2(Ω), we draw inspiration from an earlier work by Kato [30].
Theorem A.1 (Essential self-adjointness). Assume that the potential V ∈ L2(Ω) satisfies
sup|x|≤1 V−(τx·) ∈ Lp(Ω) for some p > d2 . Then for all λ ≥ 0 and k ∈ Rd the operator Hstk,λ
is essentially self-adjoint on H2 ∩ L∞(Ω). ♦
Proof. Let k ∈ Rd and λ ≥ 0 be fixed. For V ∈ L2(Ω), we note that the operator Hstk,λ
is well-defined on the whole of L2(Ω) with values in the space D′ := L1(Ω) + H−2(Ω)
(cf. Section 3.2 for notation), and it is obviously continuous L2(Ω)→ D′. Let H˙stk,λ denote
the restriction of Hstk,λ with domain D := H2∩L∞(Ω). Since Hstk,λD ⊂ L2(Ω), the operator
H˙stk,λ can be viewed as a densely defined operator on L
2(Ω) and it is clearly symmetric. Its
adjoint (H˙stk,λ)
∗ is easily seen as the restriction of Hstk,λ to L
2(Ω), that is, defined whenever
u ∈ L2(Ω) and Hstk,λ ∈ L2(Ω). In this context, the following conditions are equivalent:
(E1) H˙stk,λ is essentially self-adjoint.
(E2) There exist two complex numbers z± with ℑz± ≷ 0 such that Hstk,λ + z± is an
injection of L2(Ω) into D′.
(E3) The restriction of Hstk,λ to L
2(Ω) is the strong closure of H˙stk,λ, that is, for all
φ ∈ L2(Ω) with Hstk,λφ ∈ L2(Ω) there exists a sequence (φn)n ⊂ D such that
φn → φ and Hstk,λφn → Hstk,λφ in L2(Ω).
We proceed by truncation: we define the truncated operator Hstk,λ;R := H
st
k,0 + λV 1V≥−R
for R ≥ 1, and we split the proof into four steps.
Step 1. Proof that Hstk,λ;R is essentially self-adjoint.
Assume that φ ∈ L2(Ω) satisfies (Hstk,λ;R + z)φ = 0 in D′. Applying the differential
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inequality of [30, Lemma A] in the form
−△st|φ| ≤ −ℜ( φ¯|φ|(∇st + ik) · (∇st + ik)φ) = ℜ( φ¯|φ|(Hstk,0 + |k|2)φ),
we deduce
−△st|φ| ≤ ℜ(|k|2 − z − λV 1V≥−R)|φ| ≤ (|k|2 + λR−ℜz)|φ|.
For ℜz large enough, we have c := ℜz − |k|2 − λR ≥ 1 and
(c−△st)|φ| ≤ 0.
Since the operator −△st is nonnegative, this implies φ = 0. Hence, the operator Hstk,λ;R+z
is an injection of L2(Ω) into D′, and the claim follows from the equivalence between (E1)
and (E2).
Step 2. For all α ≥ 0 and R ≥ 1, there exists a cut-off function χαR ∈ L2(Ω; [0, 1]) with the
following properties:
(i) χαR = 0 on ER := {ω : ∃y ∈ 4B such that V (y, ω) ≤ −R};
(ii) χαR = 1 outside E
α
R := {ω : ∃ y ∈ (Rα + 7)B with V (y, ω) ≤ −R};
(iii) |∇stχαR| . R−α, |(∇st)2χαR| . R−α;
(iv) there exists ε > 0 such that χαR → 1 almost surely as R ↑ ∞ whenever α ≤ 12 + ε.
Define ER,ω := {x ∈ Rd : ∃y ∈ B4(x) such that V (y, ω) ≤ −R}. Choose ρ ∈ C∞c (Rd) with´
Rd
ρ = 1, ρ ≥ 0, ρ = 0 outside 2B, |∇ρ| . 1, and |∇2ρ| . 1, and choose an even function
χ ∈ C∞(R) with χ(0) = 0, χ(s) = 1 for |s| ≥ 1, |χ′| . 1, and |χ′′| . 1. We then construct
the stationary function
χαR(x, ω) := χ
( 1
Rα
ˆ
Rd
ρ(x− y) dist(y,ER,ω + 2B) dy
)
.
Properties (i)–(iii) easily follow for this choice. We turn to (iv). The definition of χαR, a
union bound, and Markov’s inequality yield
P [χαR < 1] ≤ P
{
ω : inf
y∈2B
dist(y,ER,ω + 2B) ≤ Rα
}
≤ P{ω : dist(0, ER,ω) ≤ Rα + 4}
≤ P{ω : ∃y ∈ BRα+8, V (y, ω) ≤ −R}
. Rαd P
[
infB V ≤ −R
]
≤ Rαd−p E[(infB V )p−].
Since by assumption E
[
(infB V )
p
−
]
<∞ for p = d2 +ε for some ε > 0, we deduce χαR → 1 in
measure whenever α < 12 +
ε
d . In order to establish almost sure convergence, we similarly
compute, noting that ER,ω is decreasing in R,
P [χαR 6→ 1] ≤ lim
R0↑∞
P
{
ω : ∃R ≥ R0 such that dist(0, ER,ω) ≤ Rα + 4
}
≤ lim
R0↑∞
∞∑
n=0
P
{
ω : dist(0, E2nR0,ω) ≤ (2n+1R0)α + 4
}
. lim
R0↑∞
∞∑
n=0
(2nR0)
αd−p
E
[
(infB V )
p
−
]
,
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and almost sure convergence χαR → 1 follows under the same condition on α.
Step 3. Gårding inequalities:
(G1) For all φ ∈ L2(Ω) with Hstk,λ;Rφ ∈ H−1(Ω), there holds φ ∈ H1(Ω) and
‖∇stφ‖2
L2(Ω)
≤ 4‖Hstk,λ;Rφ‖2H−1(Ω) + (1 + 8|k|2 + 4λR)‖φ‖2L2(Ω).
(G2) For all φ ∈ L2(Ω) with Hstk,λφ ∈ L2(Ω), there holds
‖1Ω\ER∇stφ‖2L2(Ω) . ‖Hstk,λφ‖2L2(Ω) + (1 + |k|2 + λR)‖φ‖2L2(Ω),
where as in Step 2 we have set ER := {ω : ∃ y ∈ 4B with V (y, ω) ≤ −R}.
By density, it suffices to argue for φ ∈ D. We start with the Gårding inequality (G1) for
the truncated operator Hstk,λ;R. For φ ∈ D, we compute
ℜ〈φ,Hstk,λ;Rφ〉L2(Ω) ≥ ℜ〈φ,Hstk,0φ〉L2(Ω) − λR‖φ‖2L2(Ω)
≥ 1
2
‖∇stφ‖2
L2(Ω)
− (2|k|2 + λR)‖φ‖2
L2(Ω)
,
hence,
1
2
‖∇stφ‖2
L2(Ω)
≤ ‖Hstk,λ;Rφ‖2H−1(Ω) +
1
4
‖φ‖2H1(Ω) + (2|k|2 + λR)‖φ‖2L2(Ω),
and the claim (G1) follows.
We turn to (G2). Similarly as in Step 2, we may construct a cut-off function χ′R with the
following properties
(i’) χ′R = 0 on E
′
R := {ω : V (ω) ≤ −R};
(ii’) χ′R = 1 outside ER;
(iii’) |∇stχ′R| . 1, |(∇st)2χ′R| . 1.
Noting that Hstk,λ(φχ
′
R) = H
st
k,λ;R(φχ
′
R), the result (G1) yields
‖∇st(φχ′R)‖2L2(Ω) ≤ 4‖Hstk,λ(φχ′R)‖2H−1(Ω) + (1 + 8|k|2 + 4λR)‖φ‖2L2(Ω).
Computing
Hstk,λ(φχ
′
R) = χ
′
RH
st
k,λφ+ φH
st
k,0χ
′
R − 2∇stχ′R · ∇stφ,
and noting that |Hstk,0χ′R| . 1 + |k|, we deduce
‖∇st(φχ′R)‖2L2(Ω) . ‖Hstk,λφ‖2L2(Ω) + ‖∇stχ′R · ∇stφ‖2H−1(Ω) + (1 + |k|2 + λR)‖φ‖2L2(Ω).
Since for φ′ ∈ H1(Ω) integration by parts yields∣∣〈φ′,∇stχ′R · ∇stφ〉L2(Ω)∣∣ = ∣∣〈∇stφ′ · ∇stχ′R + φ′△stχ′R , φ〉L2(Ω)∣∣ . ‖φ′‖H1(Ω)‖φ‖L2(Ω),
we find
‖∇stχ′R · ∇stφ‖H−1(Ω) . ‖φ‖L2(Ω),
hence,
‖∇st(φχ′R)‖2L2(Ω) ≤ ‖Hstk,λφ‖2L2(Ω) + (1 + |k|2 + λR)‖φ‖2L2(Ω).
Since χ′R = 1 outside ER, the claim (G2) follows.
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Step 4. Conclusion.
Let φ ∈ L2(Ω) with Hstk,λφ ∈ L2(Ω). In view of the equivalence between properties (E1)
and (E3), it suffices to construct a sequence (φn)n ⊂ D such that φn → φ and Hstk,λφn →
Hstk,λφ in L
2(Ω) as n ↑ ∞. We argue by truncation. Let χαR be the cut-off function defined
in Step 2 and choose α > 12 such that property (iv) is satisfied. We show that for all R ≥ 1
there exists a sequence (φn,R)n ⊂ D such that
• φn,RχαR → φ(χαR)2 and Hstk,λ(φn,RχαR)→ Hstk,λ(φ(χαR)2) in L2(Ω) as n ↑ ∞;
• φ(χαR)2 → φ and Hstk,λ(φ(χαR)2)→ Hstk,λφ in L2(Ω) as R ↑ ∞.
We split the proof into three further substeps.
Substep 4.1. Proof that for all R ≥ 1 there exists a sequence (φn,R)n ⊂ D such that
φn,R → φχαR and Hstk,λ;Rφn,R → Hstk,λ(φχαR) in L2(Ω) as n ↑ ∞.
For all R ≥ 1, since by Step 1 the operator Hstk,λ;R is essentially self-adjoint, the equivalence
between properties (E1) and (E3) implies that there exists a sequence (φn,R)n such that
φn,R → φχαR and Hstk,λ;Rφn,R → Hstk,λ;R(φχαR) in L2(Ω) as n ↑ ∞. By definition of χαR, there
holds Hstk,λ(φχ
α
R) = H
st
k,λ;R(φχ
α
R), and the claim follows.
Substep 4.2. Proof that for all R ≥ 1 there holds φn,RχαR → φ(χαR)2 and Hstk,λ(φn,RχαR)→
Hstk,λ(φ(χ
α
R)
2) in L2(Ω) as n ↑ ∞.
We start from the identity
Hstk,λ
(
φn,Rχ
α
R
)−Hstk,λ(φ(χαR)2) = χαRHstk,λ(φn,R − φχαR) + (φn,R − φχαR)Hstk,0χαR
− 2∇stχαR · ∇st(φn,R − φχαR),
and note that the convergence of (φn,R)n (cf. Substep 4.1) implies φn,Rχ
α
R → φ(χαR)2 and
lim sup
n↑∞
∥∥Hstk,λ(φn,RχαR)−Hstk,λ(φ(χαR)2)∥∥L2(Ω) . ‖∇st(φn,R − φχαR)‖L2(Ω).
Combining this with the Gårding inequality (G1) of Step 3 and with the convergence
properties of (φn,R)n, the claim follows.
Substep 4.3. Proof that φ(χαR)
2 → φ and Hstk,λ(φ(χαR)2)→ Hstk,λφ in L2(Ω) as R ↑ ∞.
We start from the identity
Hstk,λ
(
φ(χαR)
2
)
= (χαR)
2Hstk,λφ+ φH
st
k,0(χ
α
R)
2 − 2∇st(χαR)2 · ∇stφ,
and note that the properties of χαR and the dominated convergence theorem lead to
φ(χαR)
2 → φ, (χαR)2Hstk,λφ→ Hstk,λφ, and φHstk,0(χαR)2 → 0 in L2(Ω), hence
lim sup
R↑∞
∥∥Hstk,λ(φ(χαR)2)−Hstk,λφ∥∥L2(Ω) . lim sup
R↑∞
R−α‖1Ω\ER∇stφ‖L2(Ω).
Combining this with the Gårding inequality (G2) of Step 3 yields
lim sup
R↑∞
∥∥Hstk,λ(φ(χαR)2)−Hstk,λφ∥∥L2(Ω) .k,λ lim sup
R↑∞
R−α
(‖Hstk,λφ‖L2(Ω)+R 12‖φ‖L2(Ω)) = 0,
and the claim follows. 
A NEW SPECTRAL ANALYSIS OF STATIONARY RANDOM SCHRÖDINGER OPERATORS 65
Acknowledgements
The authors wish to thank Antoine Gloria, Sylvain Golenia, Laure Saint-Raymond, and
Martin Vogel for motivating discussions at different stages of this work. Financial support
is acknowledged from the CNRS-Momentum program.
References
[1] J. Aguilar and J. M. Combes. A class of analytic perturbations for one-body Schrödinger Hamiltonians.
Comm. Math. Phys., 22:269–279, 1971.
[2] W. O. Amrein, A. Boutet de Monvel, and V. Georgescu. C0-groups, commutator methods and spectral
theory of N-body Hamiltonians, volume 135 of Progress in Mathematics. Birkhäuser Verlag, Basel,
1996.
[3] P. W. Anderson. Absence of Diffusion in Certain Random Lattices. Phys. Rev., 109(5):1492–1505,
1958.
[4] J. Asch and A. Knauf. Motion in periodic potentials. Nonlinearity, 11(1):175–200, 1998.
[5] G. Bal, T. Komorowski, and L. Ryzhik. Kinetic limits for waves in a random medium. Kinet. Relat.
Models, 3(4):529–644, 2010.
[6] E. Balslev and J. M. Combes. Spectral properties of many-body Schrödinger operators with dilatation-
analytic interactions. Comm. Math. Phys., 22:280–294, 1971.
[7] A. Benoit and A. Gloria. Long-time homogenization and asymptotic ballistic transport of classical
waves. Ann. Sci. Éc. Norm. Supér., 52(3):703–759, 2019.
[8] É. Cancès, S. Lahbabi, and M. Lewin. Mean-field models for disordered crystals. J. Math. Pures Appl.
(9), 100(2):241–274, 2013.
[9] L. Cattaneo, G.M. Graf, and W. Hunziker. A general resonance theory based on Mourre’s inequality.
Ann. Henri Poincaré, 7(3):583–601, 2006.
[10] T. Chen. Localization lengths and Boltzmann limit for the Anderson model at small disorders in
dimension 3. J. Stat. Phys., 120(1-2):279–337, 2005.
[11] T. Chen. Convergence in Higher Mean of a Random Schrödinger to a Linear Boltzmann Evolution.
Comm. Math. Phys., 267(2):355–392, 2006.
[12] T. Chen, T. Komorowski, and L. Ryzhik. The weak coupling limit for the random Schrödinger equa-
tion: The average wave function. Arch. Ration. Mech. Anal., 227(1):387–422, 2018.
[13] O. Costin and A. Soffer. Resonance theory for Schrödinger operators. Commun. Math. Phys., 224:133–
152, 2001.
[14] P. Doukhan. Mixing, volume 85 of Lecture Notes in Statistics. Springer-Verlag, New York, 1994.
[15] M. Duerinckx. On the size of chaos via Glauber calculus in the classical mean-field dynamics. Preprint,
arXiv:1912.01366
[16] M. Duerinckx, A. Gloria, and C. Shirley. Approximate normal forms via Floquet-Bloch theory: Ne-
horošev stability for linear waves in quasiperiodic media. Preprint, arXiv:1809.07106
[17] S. Dyatlov and M. Zworski. Mathematical theory of scattering resonances, volume 200 of Graduate
Studies in Mathematics. American Mathematical Society, Providence, RI, 2019.
[18] L. Erdős. Lecture notes on quantum Brownian motion. In J. Fröhlich, M. Salmhofer, V. Mastropietro,
W. De Roeck, and L. F. Cugliandolo, editors, Quantum Theory from Small to Large Scales, volume 95
of Lecture Notes of the Les Houches Summer School, August 2010, pages 3–98. Oxford University
Press, Oxford, 2012.
[19] L. Erdős, M. Salmhofer, and H.-T. Yau. Quantum diffusion of the random Schrödinger evolution in
the scaling limit. II. The recollision diagrams. Comm. Math. Phys., 271(1):1–53, 2007.
[20] L. Erdős, M. Salmhofer, and H.-T. Yau. Quantum diffusion of the random Schrödinger evolution in
the scaling limit. Acta Math., 200(2):211–277, 2008.
66 M. DUERINCKX AND C. SHIRLEY
[21] L. Erdős and H.-T. Yau. Linear Boltzmann equation as the weak coupling limit of a random
Schrödinger equation. Comm. Pure Appl. Math., 53(6):667–735, 2000.
[22] W. G. Faris and R. B. Lavine. Commutators and self-adjointness of Hamiltonian operators. Comm.
Math. Phys., 35:39–48, 1974.
[23] K. O. Friedrichs. On the perturbation of continuous spectra. Communications on Appl. Math., 1:361–
406, 1948.
[24] V. Georgescu and C. Gérard. On the virial theorem in quantum mechanics. Comm. Math. Phys.,
208(2):275–281, 1999.
[25] W. Hunziker. Resonances, metastable states and exponential decay laws in perturbation theory.
Comm. Math. Phys., 132(1):177–188, 1990.
[26] A. Jensen, E. Mourre, and P. Perry. Multiple commutator estimates and resolvent smoothness in
quantum scattering theory. Ann. Inst. H. Poincaré Phys. Théor., 41(2):207–225, 1984.
[27] A. Jensen and G. Nenciu. The Fermi golden rule and its form at thresholds in odd dimensions. Comm.
Math. Phys., 261(3):693–727, 2006.
[28] V. V. Jikov, S. M. Kozlov, and O. A. Ole˘ınik. Homogenization of differential operators and integral
functionals. Springer-Verlag, Berlin, 1994. Traduit du russe par G. A. Iosif′yan.
[29] Y. Kang and J. Schenker. Diffusion of wave packets in a Markov random potential. J. Stat. Phys.,
134(5-6):1005–1022, 2009.
[30] T. Kato. Schrödinger operators with singular potentials. Israel J. Math., 13(1–2):135–148, 1972.
[31] T. Kato. Perturbation theory for linear operators. Classics in Mathematics. Springer-Verlag, Berlin,
1995. Reprint of the 1980 edition.
[32] L. B. Koralov and Y. G. Sinai. Theory of probability and random processes. Universitext. Springer,
Berlin, second edition, 2007.
[33] P. Kuchment. Floquet theory for partial differential equations, volume 60 of Operator Theory: Advances
and Applications. Birkhäuser Verlag, Basel, 1993.
[34] P. Kuchment. An overview of periodic elliptic operators. Bull. Amer. Math. Soc. (N.S.), 53(3):343–414,
2016.
[35] P. Malliavin. Stochastic analysis, volume 313 of Grundlehren der Mathematischen Wissenschaften.
Springer-Verlag, Berlin, 1997.
[36] M. Merkli and I. M. Sigal. A time-dependent theory of quantum resonances. Commun. Math. Phys.,
201:549–576, 1999.
[37] E. Merzbacher. Quantum mechanics. John Wiley & Sons Inc., New York, third edition, 1961.
[38] E. Mourre. Absence of singular continuous spectrum for certain selfadjoint operators. Comm. Math.
Phys., 78(3):391–408, 1980/81.
[39] E. Nelson. Time-Ordered Operators Products of Sharp-Time Quadratic Forms. J. Functional Analysis,
11:211–219, 1972.
[40] I. Nourdin and G. Peccati. Normal approximations with Malliavin calculus, volume 192 of Cambridge
Tracts in Mathematics. Cambridge University Press, Cambridge, 2012.
[41] D. Nualart. The Malliavin calculus and related topics. Springer-Verlag, Berlin, second edition, 2006.
[42] A. Orth. Quantum mechanical resonance and limiting absorption: the many body problem. Comm.
Math. Phys., 126(3):559–573, 1990.
[43] G. C. Papanicolaou and S. R. S. Varadhan. Boundary value problems with rapidly oscillating random
coefficients. In Random fields, Vol. I, II (Esztergom, 1979), volume 27 of Colloq. Math. Soc. János
Bolyai, pages 835–873. North-Holland, Amsterdam, 1981.
[44] L. Pastur and A. Figotin. Spectra of random and almost-periodic operators, volume 297 of Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-
Verlag, Berlin, 1992.
[45] G. Peccati and M. Reitzner, editors. Stochastic analysis for Poisson point processes, volume 7 of
Bocconi & Springer Series. Bocconi University Press, Springer, 2016.
A NEW SPECTRAL ANALYSIS OF STATIONARY RANDOM SCHRÖDINGER OPERATORS 67
[46] C. R. Putnam. Commutations Properties of Hilbert Space Operators and Related Topics, volume 36
of Ergebnisse der Mathematik und ihrer Grenzgebiete. 2. Folge. Springer-Verlag, Berlin Heidelberg,
1967.
[47] M. Reed and B. Simon. Methods of modern mathematical physics. I. Functional analysis. Academic
Press, New York-London, 1972.
[48] M. Reed and B. Simon. Methods of modern mathematical physics. IV. Analysis of operators. Academic
Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1978.
[49] B. Simon. Resonances in n-body quantum systems with dilatation analytic potentials and the foun-
dations of time-dependent perturbation theory. Ann. of Math. (2), 97:247–274, 1973.
[50] B. Simon. The definition of molecular resonance curves by the method of exterior complex scaling.
Phys. Lett., 71A(2–3):211–214, 1979.
[51] B. Simon. Schrödinger operators in the twenty-first century. In Mathematical physics 2000, pages
283–288. Imp. Coll. Press, London, 2000.
[52] J. Sjöstrand and W.-M. Wang. Exponential decay of averaged Green functions for random Schrödinger
operators. A direct approach. Ann. Sci. École Norm. Sup. (4), 32(3):415–431, 1999.
[53] A. Sofer and M. I. Weinstein. Time-dependent resonance theory. Geom. Funct. Anal., 8:1086–1128,
1998.
[54] T. Spencer. SUSY statistical mechanics and random band matrices. In Quantum many body systems,
volume 2051 of Lecture Notes in Math., pages 125–177. Springer, Heidelberg, 2012.
[55] H. Spohn. Derivation of the transport equation for electrons moving through random impurities. J.
Statist. Phys., 17(6):385–412, 1977.
[56] J. von Neumann. Über Einen Satz Von Herrn M. H. Stone. Ann. Math., 33(3):567–573, 1932.
[57] W. Weisskopf and E. Wigner. Berechnung der natürlichen Linienbreite auf Grund der Diracschen
Lichttheorie. Z. Phys., 63(1–2):54–73, 1930.
(Mitia Duerinckx) Université Paris-Saclay, CNRS, Laboratoire de Mathématiques d’Orsay,
91405 Orsay, France & Université Libre de Bruxelles, Département de Mathématique,
1050 Brussels, Belgium
E-mail address: mduerinc@ulb.ac.be
(Christopher Shirley)Université Paris-Saclay, CNRS, Laboratoire de Mathématiques d’Orsay,
91405 Orsay, France
E-mail address: shirley@ljll.math.upmc.fr
