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Abstract
Let r ∈ C be a complex number, and d ∈ Z≥2 a positive integer greater than
or equal to 2. Ashihara and Miyamoto introduced a vertex operator algebra VJ of
central charge dr, whose Griess algebra is isomorphic to the simple Jordan algebra
of symmetric matrices of size d. In this paper, we prove that the vertex operator
algebra VJ is simple if and only if r is not an integer. Further, in the case that
r is an integer (i.e., VJ is not simple), we give a generator system of the maximal
proper ideal Ir of the VOA VJ explicitly.
1 Introduction.
Let V =
⊕
n∈Z≥0
Vn be a vertex operator algebra (VOA for short) over the field C of
complex numbers with Y (· , z) : V → (EndV )[[z, z−1]] the vertex operator. As usual,
for each v ∈ V , we define vm ∈ End V , m ∈ Z, by: Y (v, z) =
∑
m∈Z vmz
−m−1. It
follows from the axiom of a VOA that V2 becomes a C-algebra with the product given
by u · v := u1v ∈ V2 for u, v ∈ V2. In addition, we know (see [FLM, §10.3] and also [M,
§5]) that if dimV0 = 1 and dimV1 = 0, then the C-algebra V2 is commutative (but not
necessarily associative), which we call the Griess algebra of V .
Various kinds of commutative C-algebras appear as the Griess algebras of VOAs. The
Griess algebra of the moonshine VOA V ♮ is isomorphic to the 196884-dimensional, com-
mutative C-algebra introduced by Griess [G], whose automorphism group is isomorphic
to the Monster sporadic simple group (see [FLM, p.319]); the name “Griess algebra” is
derived from this fact. Also, for a given associative, commutative C-algebra A equipped
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with an A-invariant bilinear form, Lam [L1] constructed a VOA whose Griess algebra
is isomorphic to A. Further, in [L2], [AM], [As], they constructed some VOAs whose
Griess algebras are (simple) Jordan algebras; for the definition of a Jordan algebra, see
§2.2 below. In this paper, we will mainly treat VOAs introduced in [L2, §4.1] and [AM],
whose Griess algebras are isomorphic to the simple Jordan algebra Symd(C) of symmetric
matrices of size d ∈ Z≥2 with entries in C. Because the Jordan algebra Symd(C) has a
strong connection to symmetric cones and zeta functional equations (see [FK]), Ashihara,
Miyamoto (see [AM, Introduction]), and the authors of this paper expect that the results
in [AM] and this paper contribute a VOA theoretical approach to the theory of symmetric
cones and zeta functional equations.
An essential difference between the VOA introduced in [L2, §4.1] and the one intro-
duced in [AM] (which we denote by VJ ) is their central charges. The central charge of the
former is equal to the (fixed) positive integer d ∈ Z≥2, the size of symmetric matrices. On
the other hand, the central charge of the later is equal to dr, where r is an arbitrary com-
plex number (see Theorem 2.5 below). In general, the structure and the representation
theory of a VOA deeply depends on its central charge. For example, it is well-known that
the simplicity of a Virasoro VOA Mc,0/〈L−11〉 (with notation in [W]) and the rationality
of a simple Virasoro VOA Vc (with notation in [W]) depend on their central charges c (see
[W] and also [DMZ]). Moreover, rational Virasoro VOAs (i.e., Vc of special central charge
c, such as V1/2) and their irreducible modules play very important roles in the theory of
VOAs. So, as in the case of Virasoro VOAs, it is quite natural and important to study
how the VOA VJ introduced in [AM] depends on its central charge dr. In this paper,
we study the condition of r ∈ C for the VOA VJ to be simple. The main result of this
paper is the following theorem, which means that the simplicity of VJ also depends on its
central charge.
Theorem. Keep the notation above. The VOA VJ is simple if and only if r is not an
integer.
Many important VOAs are obtained as the nontrivial simple quotients of nonsimple
VOAs (e.g., rational Virasoro VOAs, and VOAs associated to integrable highest weight
modules over affine Lie algebras). So we are interested in the simple quotient VJ /Ir
with r ∈ Z rather than the VOA VJ . When we study the structure of VJ /Ir and its
representation theory, it is very important to determine some relations in VJ /Ir induced
by the maximal proper ideal Ir. In this paper, as a first step for studying the simple VOA
VJ /Ir, we will give a generator system of the maximal proper ideal Ir of the VOA VJ
explicitly, whose elements are singular vectors for a certain Lie algebra L
(1)
r , and have a
high symmetry (see §6 below).
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This paper is organized as follows. In §2, we recall the definition of the Griess algebra of
a VOA, the definition of a Jordan algebra, and the construction of the VOA VJ introduced
by Ashihara and Miyamoto [AM]. Then we state our main theorem (Theorem 2.6), and
the plan how we prove the theorem. In §3 – §6, following the plan, we will prove some key
propositions (Propositions 3.1, 3.4, 4.1, 5.1, 6.1); our main theorem follows immediately
from these propositions. In §6, we also give a generator system of the maximal ideal Ir
of the VOA VJ explicitly when r is an integer, that is, when VJ is not simple.
Acknowledgments. The authors would like to express their sincere gratitude to Profes-
sor Masahiko Miyamoto, Professor Toshiyuki Abe, Professor Hiroki Shimakura, Professor
Hiroshi Yamauchi, and Dr. Takahiro Ashihara for valuable discussions.
2 Vertex operator algebra whose Griess algebra is a Jordan al-
gebra.
2.1 Griess algebras. Let
(
V =
⊕
n∈Z≥0
Vn, Y (· , z), 1, ω
)
be a vertex operator
algebra (VOA for short), with Y (· , z) : V → (EndV )[[z, z−1]] the vertex operator, 1 ∈ V0
the vacuum element, and ω ∈ V2 the Virasoro element (for the details about VOAs, see,
e.g., [LL]). As usual, for each v ∈ V , we define vm ∈ EndV , m ∈ Z, by: Y (v, z) =∑
m∈Z vmz
−m−1. For a, b ∈ V2, we define a · b := a1b. Then it follows from the axiom of a
VOA that a · b ∈ V2 for every a, b ∈ V2, i.e., V2 becomes a C-algebra with · the product.
In addition, if V0 = C1 and V1 = {0}, then the C-algebra V2 is commutative (see [FLM,
§10.3] and also [M, §5]). In this case, we call V2 the Griess algebra of V . Note that the
Griess algebra of a VOA is not necessarily associative.
2.2 Jordan algebras. Let us recall the definition of a Jordan algebra. For the details
about Jordan algebras, see, e.g., [Al1], [Al2], and [J].
Definition 2.1. Let J be a C-algebra with the product a · b (a, b ∈ J). The C-algebra J
is called a Jordan algebra if a · b = b · a and a2 · (b · a) = (a2 · b) · a hold for every a, b ∈ J .
Let Symd(C) be the set of symmetric matrices of size d ∈ Z≥2 with entries in C. It is
well-known that Symd(C) becomes a (simple) Jordan algebra, where the product is given
by: A · B = 1
2
(AB +BA) for A, B ∈ Symd(C) (see also [L2, Theorem 6B]).
2.3 VOA VJ . Let (and fix) d ∈ Z≥2. In this subsection, we recall a VOA VJ intro-
duced by Ashihara and Miyamoto [AM], whose Griess algebra is isomorphic to the Jordan
algebra Symd(C) of symmetric matrices.
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Let ĥ be an (infinite-dimensional) vector space over C with a linear basis
{
vi(m) | 1 ≤
i ≤ d, m ∈ Z
}
∪ {c}, and define a Lie bracket on ĥ by:
[vi(m), vj(n)] = δm+n,0 δi,j mc for 1 ≤ i, j ≤ d and m,n ∈ Z,
[c, ĥ] = {0}.
(2.1)
Denote by U(ĥ) the universal enveloping algebra of the Lie algebra ĥ, and let U(ĥ)/〈c−1〉
be the quotient algebra with respect to the two-sided ideal 〈c− 1〉 of U(ĥ) generated by
c − 1 ∈ U(ĥ). We define a subspace L of U(ĥ)/〈c − 1〉 as follows: For 1 ≤ i, j ≤ d and
m, n ∈ Z, we set
vij(m, n) := vi(m)vj(n) mod 〈c− 1〉. (2.2)
Let
B :=
{
vii(m, n) | 1 ≤ i ≤ d and m, n ∈ Z with m ≤ n
}
∪{
vij(m, n) | 1 ≤ i < j ≤ d and m, n ∈ Z
}
.
Then it follows from the Poincare´-Birkhoff-Witt theorem that B ∪ {1 ∈ U(ĥ)/〈c− 1〉} is
a linearly independent subset of U(ĥ)/〈c− 1〉. We set
L :=
(
SpanC B
)
⊕ C ⊂ U(ĥ)/〈c− 1〉.
Remark 2.2. Let 1 ≤ i, j ≤ d, and m, n ∈ Z. It can be easily seen from the definition
(2.1) of the Lie bracket on ĥ that
vij(m, n) = vji(n, m) if i 6= j, or if i = j and m 6= −n,
vii(m, −m) = vii(−m, m) +m.
(2.3)
In particular, vij(m, n) ∈ L for all 1 ≤ i, j ≤ d and m, n ∈ Z.
We see by direct computation that [x, y] = xy−yx is contained in L for every x, y ∈ L,
and hence L becomes a Lie algebra with respect to the natural Lie bracket. Now, let (and
fix) r ∈ C be an (arbitrary) complex number. For each x, y ∈ L, we define
[x, y]r := pi1([x, y]) + rpi2([x, y]), (2.4)
where pi1 : L ։ SpanC B and pi2 : L ։ C denote projections from L onto SpanC B and
C, respectively. Then we know from [AM, §2.1] that [· , ·]r is a Lie bracket on L. Let us
denote by Lr the Lie algebra L with the new Lie bracket [· , ·]r.
Example 2.3. As an example, let us compute [vii(m, n), vii(−n, −m)]r for 1 ≤ i ≤ d and
m, n ∈ Z>0 with m ≤ n. By direct computation and (2.3), we see that in L,
[vii(m, n), vii(−n, −m)]
= n(1 + δm,n)v
ii(−m, m) +m(1 + δm,n)v
ii(−n, n) +mn(1 + δm,n).
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Hence, by the definition (2.4) of the Lie bracket [· , ·]r, we obtain
[vii(m, n), vii(−n, −m)]r
= pi1([v
ii(m, n), vii(−n, −m)]) + rpi2([v
ii(m, n), vii(−n, −m)])
= n(1 + δm,n)v
ii(−m, m) +m(1 + δm,n)v
ii(−n, n) + rmn(1 + δm,n). (2.5)
We now set
B+ :=
{
vij(m, n) ∈ B | m ∈ Z≥0 or n ∈ Z≥0
}
,
B− :=
{
vij(m, n) ∈ B | m, n ∈ Z<0
}
,
and L+r :=
(
SpanC B+
)
⊕C. It is easily seen that L+r is a Lie subalgebra of Lr. Let C1 be
a one-dimensional L+r -module such that x · 1 = 0 for all x ∈ B+, and s · 1 = s1 for each
s ∈ C ⊂ L+r . Denote by Mr the Lr-module induced from the L
+
r -module C1, that is,
Mr := U(Lr)⊗U(L+r ) C1.
Here we give a linear basis B of Mr by using the Poincare´-Birkhoff-Witt theorem.
Take (and fix) a total ordering ≻ on the set B−. Denote by S the set of finite sequences
of elements of B− that is weakly decreasing with respect to the total ordering ≻. For
x = (xp  xp−1  · · ·  x1) ∈ S with xq ∈ B− for 1 ≤ q ≤ p, we set
w(x) := xpxp−1 · · ·x11 ∈Mr.
In view of the Poincare´-Birkhoff-Witt theorem, B := {w(x) | x ∈ S} is a linear basis of
the Lr-module Mr.
Remark 2.4. We see from the definition (2.4) of the Lie bracket on Lr that xy = yx for
all x, y ∈ B−. Therefore, if y1, y2, . . . , yp ∈ B−, then y1y2 · · · yp1 = w(x) ∈ B, where
x ∈ S is the sequence of length p obtained by arranging y1, y2, . . . , yp in the weakly
decreasing order with respect to the total ordering ≻. Also, we note that if m, n ∈ Z<0,
then vij(m, n) = vji(n, m) for every 1 ≤ i, j ≤ d (see Remark 2.2).
If x = (xp  xp−1  · · ·  x1) ∈ S with xq = v
iqjq(mq, nq) ∈ B− for 1 ≤ q ≤ p, then
we define the degree of w(x) ∈ B by:
deg(w(x)) = −
p∑
q=1
(mq + nq) ∈ Z≥0.
Then the Lr-module Mr admits the degree space decomposition as follows:
Mr =
⊕
n∈Z≥0
(Mr)n, where (Mr)n := SpanC
{
b ∈ B | deg b = n
}
.
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Note that
(Mr)0 = C1, and (Mr)1 = {0}. (2.6)
Define an operator Lijr (m) ∈ End(Mr) for 1 ≤ i, j ≤ d and m ∈ Z by:
Lijr (m) =

1
2
∑
h∈Z
vij(m− h, h) if i 6= j or m 6= 0,
1
2
vii(0, 0) +
∑
h∈Z>0
vii(−h, h) if i = j and m = 0,
(2.7)
and set
ωijr := L
ij
r (−2)1 ∈ (Mr)2, and ω :=
d∑
i=1
ωiir ∈ (Mr)2.
Remark that Lijr (m) = L
ji
r (m) for every 1 ≤ i, j ≤ d and m ∈ Z (see Remark 2.2),
and hence that ωijr = ω
ji
r for every 1 ≤ i, j ≤ d. Let J :=
{
ωijr , 1 | 1 ≤ i, j ≤
d
}
⊂ Mr, and let VJ be the subspace of Mr spanned by all elements of the form:
Li1j1r (m1)L
i2j2
r (m2) · · ·L
ipjp
r (mp)1 with p ≥ 0, and 1 ≤ iq, jq ≤ d, mq ∈ Z for 1 ≤ q ≤ p.
Then, VJ also admits the degree space decomposition induced from that of Mr, i.e.,
VJ =
⊕
n∈Z≥0
(VJ )n with (VJ )n := VJ ∩ (Mr)n for n ∈ Z≥0. We should remark that
(VJ )0 = C1 and (VJ )1 = {0} by (2.6).
Define a map Y0(· , z) : J → End(VJ )[[z, z
−1]] by:
Y0(ω
ij
r , z) =
∑
m∈Z
Lijr (m)z
−m−2 for 1 ≤ i, j ≤ d,
Y0(1, z) = idVJ .
(2.8)
The following theorem is the main result of [AM].
Theorem 2.5. Keep the notation above. The map Y0(· , z) : J → End(VJ )[[z, z
−1]] can
be uniquely extended to a linear map Y (· , z) : VJ → End(VJ )[[z, z
−1]] in such a way that
the quadruple
(
VJ =
⊕
n∈Z≥0
(VJ )n, Y (· , z), 1, ω
)
becomes a VOA of central charge dr,
with 1 the vacuum element, and ω the Virasoro element. Furthermore, the Griess algebra
of VJ is isomorphic to the Jordan algebra Symd(C) of symmetric matrices.
The purpose of this paper is to determine the condition of r ∈ C for the VOA VJ to
be simple. The following theorem is the main result of this paper.
Theorem 2.6. Keep the notation above. The VOA VJ is simple if and only if r ∈ C is
not an integer, that is, r ∈ C \ Z.
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We will prove Theorem 2.6 as follows. First, in §3, we will show that VJ ⊂ Mr is,
in fact, identical to the whole of Mr (Proposition 3.1), and then prove that the VOA VJ
(= Mr) is simple if and only if Mr is irreducible as an Lr-module (Proposition 3.4). Let
L
(1)
r be a Lie subalgebra of Lr generated by
{
v11(m, n) | m, n ∈ Z with m ≤ n
}
⊂ B, and
set M
(1)
r = U(L
(1)
r )1 ⊂ Mr. In §4, it will be shown that the Lr-module Mr is irreducible
if and only if M
(1)
r is irreducible as an L
(1)
r -module (Proposition 4.1). In §5, we will prove
that if r ∈ C \ Z, then M
(1)
r is an irreducible L
(1)
r -module, and hence VJ is a simple
VOA (Proposition 5.1). Finally, in §6, we will give some singular vectors of the L
(1)
r -
module M
(1)
r explicitly in the case that r ∈ Z (Proposition 6.1), which implies that M
(1)
r
is reducible, and hence VJ is not simple.
3 Simplicity of VJ and irreducibility of Mr.
3.1 Relation between VJ and Mr. As in the previous section, we fix d ∈ Z≥2 and
r ∈ C. This subsection is devoted to proving the following proposition.
Proposition 3.1. The subspace VJ ⊂Mr is identical to the whole ofMr, that is, VJ =Mr
holds.
In order to prove Proposition 3.1, we need some technical lemmas.
Lemma 3.2. (1) For each 1 ≤ i, j ≤ d, we have
vij(−1, −1)1 = 2Lijr (−2)1. (3.1)
(2) Let 1 ≤ i, j ≤ d with i 6= j, and m, n ∈ Z<0. Then,
vij(m− 1, n)1 = −
1
m
Liir (−1)v
ij(m, n)1. (3.2)
(3) Let 1 ≤ i, j ≤ d with i 6= j, and m, n ∈ Z<0. Then,
vii(m− 1, n)1 =
2
m(m− n + 1)
Liir (0)L
ij
r (−1)v
ij(n, m)1. (3.3)
Proof. (1) By the definition (2.7) of Lijr (m),
2Lijr (−2)1 =
∑
h∈Z
vij(−2 − h, h)1.
Note that vij(−2 − h, h) = vji(h, −2 − h) for all h ∈ Z (see Remark 2.2). Since
vij(m, n)1 = 0 if vij(m, n) ∈ B+, it follows that v
ij(−2 − h, h)1 = 0 unless h = −1.
Thus we obtain 2Lijr (−2)1 = v
ij(−1, −1)1, and hence (3.1).
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(2) As in the proof of part (1), we can easily show that
Lijr (−1)1 =
1
2
∑
h∈Z
vij(−1 − h, h)1 = 0 (3.4)
for all 1 ≤ i, j ≤ d. Hence,
Liir (−1)v
ij(m, n)1 = [Liir (−1), v
ij(m, n)]1 since Liir (−1)1 = 0 by (3.4)
=
1
2
∑
h∈Z
[vii(−1− h, h), vij(m, n)]1.
By direct computation (as in Example 2.3), we see that
[vii(−1− h, h), vij(m, n)]r =
δ−1−h+m,0 (−1− h)v
ij(h, n) + δh+m,0 hv
ij(−1 − h, n).
Therefore,
1
2
∑
h∈Z
[vii(−1− h, h), vij(m, n)]1
=
1
2
∑
h∈Z
{
δ−1−h+m,0 (−1− h)v
ij(h, n) + δh+m,0 hv
ij(−1 − h, n)
}
1
=
1
2
{
(−m)vij(m− 1, n) + (−m)vij(m− 1, n)
}
1
= (−m)vij(m− 1, n)1.
Thus we obtain Liir (−1)v
ij(m, n)1 = (−m)vij(m− 1, n), and hence (3.2).
(3) We have
Lijr (−1)v
ij(n, m)1 = [Lijr (−1), v
ij(n, m)]1 since Lijr (−1)1 = 0 by (3.4)
=
1
2
∑
h∈Z
[vij(−1 − h, h), vij(n, m)]1.
As in Example 2.3, we see that
[vij(−1 − h, h), vij(n, m)]r =
δh+m,0 hv
ii(n, −1− h) + δ−1−h+n,0 (−1 − h)v
jj(h, m).
Therefore we get
1
2
∑
h∈Z
[vij(−1 − h, h), vij(n, m)]1
=
1
2
∑
h∈Z
{
δh+m,0 hv
ii(n, −1− h) + δ−1−h+n,0 (−1 − h)v
jj(h, m)
}
1
=
1
2
{
(−m)vii(n, m− 1)1+ (−n)vjj(n− 1, m)1
}
,
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and hence
Lijr (−1)v
ij(n, m)1 = −
m
2
vii(n, m− 1)1−
n
2
vjj(n− 1, m)1.
Now, since Liir (0)1 = 0, it follows that
Liir (0)L
ij
r (−1)v
ij(n, m)1
= −
m
2
Liir (0)v
ii(n, m− 1)1−
n
2
Liir (0)v
jj(n− 1, m)1
= −
m
2
[Liir (0), v
ii(n, m− 1)]1−
n
2
[Liir (0), v
jj(n− 1, m)]1.
It can be easily checked that [Liir (0), v
jj(n− 1, m)] = 0 since i 6= j. Thus,
−
m
2
[Liir (0), v
ii(n, m− 1)]1−
n
2
[Liir (0), v
jj(n− 1, m)]1
= −
m
2
[Liir (0), v
ii(n, m− 1)]1
=
{
−
m
4
[vii(0, 0), vii(n, m− 1)]︸ ︷︷ ︸
=0
−
m
2
∑
h∈Z>0
[vii(−h, h), vii(n, m− 1)]
}
1.
Since n, m− 1 ∈ Z<0, it follows that
[vii(−h, h), vii(n, m− 1)]r = δh+n,0 hv
ii(−h, m− 1) + δh+m−1,0 hv
ii(n, −h)
for h ∈ Z≥1. Therefore,
−
m
2
∑
h∈Z>0
[vii(−h, h), vii(n, m− 1)]1
= −
m
2
∑
h∈Z>0
{
δh+n,0 hv
ii(−h, m− 1) + δh+m−1,0 hv
ii(n, −h)
}
1
= −
m
2
{
(−n)vii(n, m− 1) + (−m+ 1)vii(n, m− 1)
}
1
=
m(m+ n− 1)
2
vii(m− 1, n)1.
Thus we obtain
Liir (0)L
ij
r (−1)v
ij(n, m)1 =
m(m+ n− 1)
2
vii(m− 1, n)1,
and hence (3.3). This completes the proof of the lemma.
Lemma 3.3. (1) Let 1 ≤ i, j ≤ d with i 6= j, and m, n ∈ Z<0. Then,
vij(m, n)1 = αLiir (−1)
−m−1Ljjr (−1)
−n−1Lijr (−2)1 (3.5)
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for some α ∈ C \ {0}.
(2) Let 1 ≤ i ≤ d, and m, n ∈ Z<0 with m ≤ −2. Take 1 ≤ j ≤ d with j 6= i arbitrarily.
Then,
vii(m, n)1 = βLiir (0)L
ij
r (−1)L
ii
r (−1)
−n−1Ljjr (−1)
−m−2Lijr (−2)1 (3.6)
for some β ∈ C \ {0}.
Proof. (1) We prove (3.5) by induction on −m−n (note that −m−n ≥ 2). If −m−n = 2,
that is, m = n = −1, then (3.5) follows immediately from (3.1). Assume that −m−n > 2.
By Remark 2.2, we may assume that m < −1. Then, by (3.2), we have
vij(m, n)1 = −
1
m+ 1
Liir (−1)v
ij(m+ 1, n)1.
Applying the inductive assumption to the right-hand side of the equation above, we obtain
vij(m, n)1 = −
1
m+ 1
Liir (−1)v
ij(m+ 1, n)1
= −
1
m+ 1
Liir (−1)
{
αLiir (−1)
−m−2Ljjr (−1)
−n−1Lijr (−2)1
}
= −
α
m+ 1
Liir (−1)
−m−1Ljjr (−1)
−n−1Lijr (−2)1,
where α ∈ C \ {0}. Thus we have proved part (1).
(2) Using (3.3) and (3.5), we have
vii(m, n)1 =
2
(m+ 1)(m+ n)
Liir (0)L
ij
r (−1)v
ij(n, m+ 1)1 by (3.3)
=
2β
(m+ 1)(m+ n)
Liir (0)L
ij
r (−1)L
ii
r (−1)
−n−1Ljjr (−1)
−m−2Lijr (−2)1 by (3.6),
where β ∈ C \ {0}. Thus we have proved part (2), thereby completing the proof of
Lemma 3.3.
Proof of Proposition 3.1. We set
U := SpanC
{
Li1j1r (m1)L
i2j2
r (m2) · · ·L
ipjp
r (mp)1
∣∣∣∣∣ p ≥ 0, and 1 ≤ iq, jq ≤ d,mq ∈ {−2,−1, 0} for 1 ≤ q ≤ p
}
.
In order to prove Proposition 3.1, it suffices to show that U = Mr. Indeed, it is obvious
from the definition of VJ that U ⊂ VJ . Hence, if U =Mr holds, thenMr = U ⊂ VJ ⊂Mr,
which implies that VJ = Mr.
Claim. We have xU ⊂ U for every x ∈ B.
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Proof of Claim. Fix x ∈ B. It suffices to prove that
xLi1j1r (m1)L
i2j2
r (m2) · · ·L
ipjp
r (mp)1 ∈ U
for every p ≥ 0 and every 1 ≤ iq, jq ≤ d, mq ∈ {−2,−1, 0} for 1 ≤ q ≤ p. We prove this
by induction on p. It is obvious that x1 = 0 ∈ U if x ∈ B+. Also, we see from equations
(3.5) and (3.6) that x1 is contained in U if x ∈ B−. Thus the assertion holds when p = 0.
Assume that p > 0. Then we have
xLi1j1r (m1)L
i2j2
r (m2) · · ·L
ipjp
r (mp)1 =
[x, Li1j1r (m1)]L
i2j2
r (m2) · · ·L
ipjp
r (mp)1+ L
i1j1
r (m1)
{
xLi2j2r (m2) · · ·L
ipjp
r (mp)1
}
. (3.7)
Since xLi2j2r (m2) · · ·L
ipjp
r (mp)1 is contained in U by the inductive assumption, and since
m1 ∈ {−2,−1, 0}, it follows that the second term of the right-hand side of (3.7) is
contained in U . Now we deduce from the definition of the Lie bracket on Lr and the
definition (2.7) of Lijr (m) that [x, L
i1j1
r (m1)] can be written in the form:
[x, Li1j1r (m1)] = α1y1 + α2y2 + · · ·+ αsys + β
for some α1, α2, . . . , αs, β ∈ C and y1, y2, . . . , ys ∈ B. By substituting this into the first
term of the right-hand side of (3.7), we see that
[x, Li1j1r (m1)]L
i2j2
r (m2) · · ·L
ipjp
r (mp)1
=
∑
1≤s′≤s
αs′ ys′L
i2j2
r (m2) · · ·L
ipjp
r (mp)1︸ ︷︷ ︸
∈U by the inductive assumption
+β Li2j2r (m2) · · ·L
ipjp
r (mp)1︸ ︷︷ ︸
∈U
,
and hence that the first term also is contained in U . Therefore we conclude that the
left-hand side of (3.7) is contained in U , thereby completing the proof of Claim.
The claim above implies that U is an Lr-submodule of Mr which contains 1. Hence
we conclude that U = Mr, thereby completing the proof of Proposition 3.1.
3.2 Relation between the simplicity of VJ and the irreducibility of Mr. In
this subsection, we prove the following proposition.
Proposition 3.4. The VOA VJ (= Mr) is simple if and only if Mr is irreducible as an
Lr-module.
First let us show the following lemma, needed in the proof of Proposition 3.4.
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Lemma 3.5. Let 1 ≤ i, j ≤ d with i 6= j, and m, n ∈ Z<0. The vertex operator
Y (vij(m, n)1, z) of vij(m, n)1 ∈Mr = VJ is given by :
Y (vij(m, n)1, z) = (−1)−m−n×
∑
l∈Z
{∑
k∈Z
(
l + n− k
−m− 1
)(
k − n− 1
−n− 1
)
vij(l +m+ n + 1− k, k)
}
z−l−1. (3.8)
Proof. We prove the lemma by induction on −m−n (note that −m−n ≥ 2). If −m−n =
2, that is, m = n = −1, then it follows that
Y (vij(−1, −1)1, z) = 2Y (Lijr (−2)1, z) by (3.1)
= 2Y (ωijr , z) = 2
∑
l∈Z
Lijr (l)z
−l−2 by (2.8) and Theorem 2.5
=
∑
l∈Z
{∑
k∈Z
vij(l − k, k)
}
z−l−2 =
∑
l∈Z
{∑
k∈Z
vij(l − 1− k, k)
}
z−l−1.
Therefore the equation (3.8) holds if −m − n = 2. Assume that −m − n > 2. By
Remark 2.2, we may assume that m < −1. It follows from (3.2) that
Y (vij(m, n)1, z) =
1
−m− 1
Y (Liir (−1)v
ij(m+ 1, n)1, z).
By using the commutator formula (see [LL, p. 54]), we deduce that
(Liir (−1)v
ij(m+ 1, n)1)l = ((ω
ii
r )0v
ij(m+ 1, n)1)l = [(ω
ii
r )0, (v
ij(m+ 1, n)1)l]
= [Liir (−1), (v
ij(m+ 1, n)1)l].
Also, it follows from the inductive assumption that
(vij(m+ 1, n)1)l = (−1)
−m−1−n×{∑
k∈Z
(
l + n− k
−m− 2
)(
k − n− 1
−n− 1
)
vij(l +m+ n+ 2− k, k)
}
.
Combining these equations, we get
Y (vij(m, n)1, z) =
(−1)−m−1−n
−m− 1
∑
l∈Z
{∑
k∈Z
(
l + n− k
−m− 2
)(
k − n− 1
−n− 1
)
×
[
Liir (−1), v
ij(l +m+ n + 2− k, k)
]}
z−l−1.
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It can be easily checked by direct computation that[
Liir (−1), v
ij(l +m+ n+ 2− k, k)
]
=
1
2
∑
h∈Z
[
vii(−1 − h, h), vij(l +m+ n + 2− k, k)
]
= −(l +m+ n+ 2− k) vij(l +m+ n+ 1− k, k).
Thus we obtain
Y (vij(m, n)1, z)
= (−1)−m−n
∑
l∈Z
{∑
k∈Z
1
−m− 1
(
l + n− k
−m− 2
)
(l +m+ n+ 2− k)×
(
k − n− 1
−n− 1
)
vij(l +m+ n + 1− k, k)
}
z−l−1
= (−1)−m−n
∑
l∈Z
{∑
k∈Z
(
l + n− k
−m− 1
)(
k − n− 1
−n− 1
)
vij(l +m+ n+ 1− k, k)
}
z−l−1.
Thus we have proved Lemma 3.5.
Proof of Proposition 3.4. First, we show the “if” part. Assume that VJ = Mr is not
simple, and let W ⊂ VJ = Mr be a proper ideal of the VOA VJ . Let us show that W is
a (proper) Lr-submodule of Mr.
Claim 1. Let 1 ≤ i, j ≤ d with i 6= j. Then, vij(m, n)W ⊂W for all m, n ∈ Z.
Proof of Claim 1. Let u ∈ W . We prove that vij(m, n)u ∈ W for all m,n ∈ Z, which is
equivalent to showing that vij(s−t, t)u ∈ W for all s, t ∈ Z. Fix s ∈ Z. If vij(s−t, t)u = 0
for all t ∈ Z, then the assertion is obvious. So, let us assume that vij(s − t, t)u 6= 0 for
some t ∈ Z. Take t1, t2 ∈ Z with t1 ≤ t2 in such a way that if v
ij(s − t, t)u 6= 0, then
t1 ≤ t ≤ t2. By Lemma 3.5, we see that(
vij(−p, −1)1
)
s+p
u = (−1)p+1
∑
t∈Z
(
s + p− 1− t
p− 1
)
vij(s− t, t)u
=
∑
t1≤t≤t2
(−1)p+1
(
s+ p− 1− t
p− 1
)
vij(s− t, t)u.
for p > 0. Because W is an ideal of the VOA VJ =Mr, it follows that(
vij(−p, −1)1
)
s+p
u ∈ W
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for all p > 0. Hence, in order to prove that vij(s− t, t)u ∈ W for all t1 ≤ t ≤ t2, it suffices
to show that the matrix (
(−1)p+1
(
s+ p− 1− t
p− 1
))
1≤p≤t2−t1+1
t1≤t≤t2
(3.9)
is invertible. So we show the following: Let L ∈ Z, and M ∈ Z>0. Then,
det(ap,N)1≤p,N≤M 6= 0, where ap,N :=
(
L+ p−N
p− 1
)
. (3.10)
We prove (3.10) by induction on the size M of the matrix. The claim is obvious when
M = 1. Assume that M > 1. Using the formula
ap,N − ap,N−1 = −
(
L+ p−N
p− 2
)
for 2 ≤ N ≤M,
we deduce that
det(ap,N)1≤p,N≤M = det
(
−
(
L+ p−N
p− 2
))
2≤p,N≤M
= (−1)M−1 det
((
L+ p−N
p− 2
))
2≤p,N≤M
= (−1)M−1 det(ap′,N ′)1≤p′,N ′≤M−1︸ ︷︷ ︸
6=0by the inductive assumption
,
where p′ := p − 1 and N ′ := N − 1. Thus we obtain (3.10). We see from (3.10) with
L = s− t1, M = t2 − t1 + 1, and N = t− t1 + 1 that the determinant of the matrix (3.9)
is not equal to 0, and hence the matrix (3.9) is invertible. Thus we have proved Claim 1.
Claim 2. Let 1 ≤ i ≤ d. Then, vii(m, n)W ⊂ W for all m,n ∈ Z.
Proof of Claim 2. Let u ∈ W . Take 1 ≤ j ≤ d with j 6= i arbitrarily, and take N ∈ Z<0
in such a way that vjj(N, −N)u = 0. By direct computation, we see that
[vij(m, −N), vij(n, N)]u = −Nvii(m, n)u+ δm+n,0mv
jj(N, −N)u + αu
= −Nvii(m, n)u+ αu since vjj(N, −N)u = 0
for some α ∈ C. Since [vij(m, −N), vij(n, N)]u is contained inW by Claim 1, we conclude
that vii(m, n)u ∈ W , thereby completing the proof of Claim 2.
It follows from Claims 1 and 2 that vij(m, n)W ⊂ W for all 1 ≤ i, j ≤ d andm,n ∈ Z,
which implies that W is an Lr-submodule of Mr. Thus we have proved the “if” part of
Proposition 3.4.
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Next, we show the “only if” part. Assume that Mr = VJ is a reducible Lr-module,
and let W ⊂ Mr = VJ be a proper Lr-submodule. Let v ∈ VJ , and l ∈ Z. By the
definition of the vertex operator of VJ , we deduce that vl ∈ End(VJ ) can be written as
an (infinite) linear combination of products of vij(m, n), 1 ≤ i, j ≤ d, m, n ∈ Z. Since
vij(m, n)W ⊂ W by assumption, we have vlW ⊂ W . Therefore, W is a proper ideal of
the VOA VJ , and hence VJ is not simple. This completes the proof of Proposition 3.4.
The next corollary follows immediately from the proof of Proposition 3.4.
Corollary 3.6. Assume that the VOA VJ is not simple, or equivalently, the Lr-module
Mr is reducible. Then, W ⊂ VJ (= Mr) is the maximal proper ideal of the VOA VJ if
and only if W is the maximal proper Lr-submodule of Mr.
4 Irreducibility of Mr and M
(1)
r .
Let L
(1)
r be the Lie subalgebra of Lr generated by B
(1) :=
{
v11(m,n) | m, n ∈ Z with m ≤
n
}
⊂ B. Set M
(1)
r = U(L
(1)
r )1 ⊂Mr. In this section, we prove the following proposition.
Proposition 4.1. The Lr-module Mr is irreducible if and only if M
(1)
r is irreducible as
an L
(1)
r -module.
4.1 Proof of the “if” part of Proposition 4.1. In this subsection, we show that if
M
(1)
r is an irreducible L
(1)
r -module, then Mr is an irreducible Lr-module. This assertion
follows immediately from the next lemma.
Lemma 4.2. Let W be a nonzero Lr-submodule of Mr. Then, W ∩M
(1)
r is a nonzero
L
(1)
r -submodule of M
(1)
r .
Indeed, if W ⊂Mr is a nonzero Lr-submodule of Mr, then it follows from Lemma 4.2
that W ∩ M
(1)
r is a nonzero L
(1)
r -submodule of M
(1)
r . Since M
(1)
r is assumed to be an
irreducible L
(1)
r -module, we have W ∩M
(1)
r = M
(1)
r . In particular, W contains 1 ∈ Mr,
which implies that W =Mr.
In order to prove Lemma 4.2, we introduce a weight space decomposition ofMr. Define
H :=
⊕
1≤k≤d, l∈Z<0
Cvkk(l, −l) ⊂ Lr.
Then it can be easily seen that H is an abelian Lie subalgebra of Lr. Set hk, l :=
−(1/l) vkk(l, −l) ∈ H for 1 ≤ k ≤ d and l ∈ Z<0. By simple computation, we see
that for 1 ≤ k ≤ d and l ∈ Z<0, 1 ≤ i, j ≤ d and m, n ∈ Z,
[hk, l, v
ij(m, n)]r =
(
δ(k, l), (i,m) + δ(k, l), (j,n) − δ(k,−l), (i,m) − δ(k,−l), (j,n)
)
vij(m, n). (4.1)
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Let Λk, l ∈ H
∗ := HomC(H, C) be the dual basis of hk, l ∈ H for 1 ≤ k ≤ d and l ∈ Z<0,
and set
Q+ :=
∑
1≤k≤d, l∈Z<0
Z≥0Λk, l ⊂ H
∗.
We see from (4.1) that for each x ∈ S, the basis element w(x) of Mr is contained in the
“weight space” (Mr)
λ :=
{
u ∈ Mr | hu = λ(h)u for all h ∈ H
}
of weight λ for some
λ ∈ Q+ (see also Remark 4.4 below). Thus the Lr-module Mr admits the weight space
decomposition with respect to the abelian Lie subalgebra H ⊂ Lr as:
Mr =
⊕
λ∈Q+
(Mr)
λ. (4.2)
Remark 4.3. Let 1 ≤ i, j ≤ d, and let m, n ∈ Z. It follows from (4.1) that vij(m,n) ∈
EndC(Mr) is a homogeneous operator of weight − sign(m)(Λi,−m+Λi,m)− sign(n)(Λj,−n+
Λj,n), where for N ∈ Z,
sign(N) :=

1 if N > 0,
0 if N = 0,
−1 if N < 0,
and for convenience, Λk,l := 0 for all 1 ≤ k ≤ d and l ∈ Z≥0.
Remark 4.4. Let x = (xp  xp−1  · · ·  x1) ∈ S with xq = v
iqjq(mq, nq) ∈ B− for
1 ≤ q ≤ p. For 1 ≤ k ≤ d and l ∈ Z<0, we define
ν(x, (k, l)) :=
#
{
1 ≤ q ≤ p | (iq, mq) = (k, l)
}
+#
{
1 ≤ q ≤ p | (jq, nq) = (k, l)
}
.
Namely, ν(x, (k, l)) denotes “the number of vk(l) appearing in x” (see (2.2)). Then we
deduce from Remark 4.3 that the weight of w(x) is equal to∑
1≤k≤d, l∈Z<0
ν(x, (k, l))Λk, l ∈ Q+.
Proof of Lemma 4.2. Remark that the submodule W ⊂Mr also admits the weight space
decomposition W =
⊕
λ∈Q+
W λ, where W λ := W ∩ (Mr)
λ. Let u be a nonzero homoge-
neous element of W , that is, u ∈ W λ \{0} for some λ ∈ Q+. It suffices to show that there
exists x ∈ U(Lr) such that xu ∈M
(1)
r \ {0}. For each ξ ∈ Q+, we set
θ(ξ) :=
∑
2≤k≤d, l∈Z<0
ξ(hk, l). (4.3)
We show the claim above by induction on θ(λ). If θ(λ) = 0, then the claim is obvious
since u ∈ M
(1)
r (see Remark 4.4). Assume that θ(λ) > 0. Let 2 ≤ i ≤ d and m ∈ Z<0
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be such that λ(hi,m) ≥ 1, and let N ∈ Z<0 be such that λ(h1,N) = 0. Then we have
v1i(−N, m)v1i(N, −m)u 6= 0. Indeed, since[
v1i(−N, m), v1i(N, −m)
]
r
= (−N)vii(m, −m) +mv11(N, −N)
by direct computation, it follows that
v1i(−N, m)v1i(N, −m)u =
{
(−N)vii(m, −m) +mv11(N, −N)
}
u
+ v1i(N, −m)v1i(−N, m)u.
Here we note that λ+Λi,m−Λ1,N is not contained in Q+ since λ(h1,N) = 0. Because the
weight of v1i(−N, m)u is equal to λ+Λi,m−Λ1,N /∈ Q+ by Remark 4.3, we see from (4.2)
that v1i(−N, m)u = 0. Hence we get
v1i(−N, m)v1i(N, −m)u =
{
(−N)vii(m, −m) +mv11(N, −N)
}
u
= mN λ(hi,m)︸ ︷︷ ︸
≥1
u−mN λ(h1,N)︸ ︷︷ ︸
=0
u 6= 0.
Thus we obtain v1i(−N, m)v1i(N, −m)u 6= 0, which implies that v1i(N, −m)u 6= 0. It
follows from Remark 4.3 that the weight λ′ of v1i(N, −m)u is equal to λ − Λi,m + Λ1,N .
Since θ(λ′) = θ(λ) − 1, there exists x′ ∈ U(Lr) such that x
′v1i(N, −m)u ∈ M
(1)
r by the
inductive assumption. Thus we have proved Lemma 4.2.
4.2 Proof of the “only if” part of Proposition 4.1. Assume thatW ⊂M
(1)
r is an
L
(1)
r -submodule of M
(1)
r . Then we see that W is stable under the action of H; indeed, we
have h1, lW ⊂ W for all l ∈ Z<0 by assumption, and hk, lW = {0} for all 2 ≤ k ≤ d and
l ∈ Z<0 (see (4.1) and Remark 4.4). Thus, W also admits the weight space decomposition
as follows: W =
⊕
λ∈Q+
W λ with W λ = W ∩ (Mr)
λ. Since W ⊂ M
(1)
r = U(L
(1)
r )1,
we deduce from Remark 4.3 (see also Remark 4.4) that W λ = {0} unless λ ∈ Q
(1)
+ :=∑
l∈Z<0
Z≥0 Λ1, l. Hence we have
W =
⊕
λ∈Q+
W λ =
⊕
λ∈Q
(1)
+
W λ. (4.4)
Now, let us prove that if Mr is an irreducible Lr-module, then M
(1)
r is an irreducible
L
(1)
r -module. It suffices to show the next lemma.
Lemma 4.5. Assume that M
(1)
r is a reducible L
(1)
r -module, and let W ⊂ M
(1)
r be a
proper L
(1)
r -submodule of M
(1)
r . Let u be a nonzero homogeneous element of W , that
is, u ∈ W λ \ {0} for some λ ∈ Q
(1)
+ . Then the Lr-module U(Lr)u (⊂ Mr) generated by
the u is a proper submodule of Mr. Therefore the Lr-module Mr is reducible.
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Proof. Suppose that U(Lr)u coincides with the whole ofMr. Then there exists x ∈ U(Lr)
such that xu ∈ C1 \ {0}. Let
B1 := B− ∪
{
v1j(m, n) ∈ B | 2 ≤ j ≤ d, m ∈ Z, n ∈ Z<0
}
, B2 := B \ B1.
Since an element in C ⊂ Lr acts as a scalar multiple, we may assume, by the Poincare´-
Birkhoff-Witt theorem, that the x ∈ U(Lr) above is of the form: x =
∑
1≤t≤s αtytzt,
where yt (resp., zt) is a product of elements in B1 (resp., B2) for each 1 ≤ t ≤ s, and
αt ∈ C for each 1 ≤ t ≤ s. Because u is a homogeneous element, we see from Remark 4.3
that ytztu are also homogeneous elements for all 1 ≤ t ≤ s. Since xu ∈ C1 \ {0}, and
since (Mr)
0 = (Mr)0 = C1, it follows that ytztu ∈ C1 \ {0} for some 1 ≤ t ≤ s. Thus
we may assume from the beginning that x is of the form: x = yz, where y (resp., z) is a
product of elements in B1 (resp., B2).
Suppose that y 6= 1. Because xu = yzu ∈ C1 \ {0} ⊂ (Mr)
0, we deduce from
the definition of the set B1 and Remark 4.3 that the weight of zu is not contained in
Q+. Hence, zu = 0 by (4.2), which is a contradiction. Thus we get y = 1. Write
z = zpzp−1 · · · z1 with zq ∈ B2 for 1 ≤ q ≤ p. Suppose that there exists 1 ≤ q
′ ≤ p such that
zq′ /∈ B
(1) =
{
v11(m,n) | m, n ∈ Z with m ≤ n
}
. Let q := min
{
1 ≤ q′ ≤ p | zq′ /∈ B
(1)
}
.
Then, zq is either of the following form: v
1j(m, n) for some 2 ≤ j ≤ d and m ∈ Z,
n ∈ Z≥0, or v
ij(m, n) ∈ B+ for some 2 ≤ i ≤ j ≤ d. Because z1, z2, . . . , zq−1 ∈ B
(1),
it is obvious that zq−1 · · · z1u ∈ W ⊂ M
(1)
r . Thus, using Lemma 4.6 below, we see that
zqzq−1 · · · z1u = 0, which is a contradiction. Thus we conclude that z1, z2, . . . , zp ∈ B
(1).
Hence,
xu = yzu = zu, since y = 1
= zpzp−1 · · · z1u ∈ W, since z1, z2, . . . , zp ∈ B
(1).
Since xu ∈ C1 \ {0}, it follows that 1 ∈ W , which implies that W = M
(1)
r . However, this
is a contradiction, since W is assumed to be a proper L
(1)
r -submodule of M
(1)
r . Thus we
have proved Lemma 4.5.
Let us show the following lemma, which has been used in the proof of Lemma 4.5.
Lemma 4.6. (1) Let 2 ≤ j ≤ d, and m ∈ Z, n ∈ Z≥0. Then, v
1j(m, n)M
(1)
r = {0}.
(2) Let vij(m, n) ∈ B+ with 2 ≤ i ≤ j ≤ d. Then, v
ij(m, n)M
(1)
r = {0}.
Proof. (1) Let S(1) be the subset of S consisting of all finite sequences of elements in
B
(1)
− := B
(1) ∩ B− that is weakly decreasing with respect to the total ordering ≻. Then,
B(1) :=
{
w(x) | x ∈ S(1)
}
⊂ B is a linear basis of M
(1)
r . Therefore it suffices to show that
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v1j(m, n)w(x) = 0 for all x ∈ S(1). Let x = (xp  xp−1  · · ·  x1) ∈ S
(1) with xq ∈ B
(1)
for 1 ≤ q ≤ p. We show v1j(m, n)w(x) = 0 by induction on the length p of the sequence
x. If p = 0, then the claim is obvious since w(x) = 1. Assume that p > 0. Then,
v1j(m, n)w(x) = v1j(m, n)xpxp−1 · · ·x11
= [v1j(m, n), xp]xp−1 · · ·x11+ xp
{
v1j(m, n)xp−1 · · ·x11
}
.
Since v1j(m, n)xp−1 · · ·x11 = 0 by the inductive assumption, the second term of the
right-hand side is equal to 0. Assume that xp = v
11(s, t) with s ≤ t < 0. By simple
computation, we see that
[v1j(m, n), xp]r = [v
1j(m, n), v11(s, t)]r
= δm+s,0mv
1j(t, n) + δm+t,0mv
1j(s, n).
Hence it follows from the inductive assumption that [v1j(m, n), xp]xp−1 · · ·x11 = 0. Thus
we get v1j(m, n)w(x) = 0, thereby completing the proof of part (1).
(2) Since 2 ≤ i ≤ j ≤ d, it can be easily seen that [vij(m, n), x] = 0 for all x ∈ B(1). Also,
vij(m, n)1 = 0, since vij(m, n) ∈ B+. The assertion of part (2) follows immediately from
these facts. This completes the proof of the lemma.
Proposition 4.1 follows from the results obtained in §§4.1 and 4.2. At the end of this
section, we show the following proposition, which is needed in §6.3.
Proposition 4.7. Assume that the Lr-module Mr is reducible, or equivalently, the L
(1)
r -
module M
(1)
r is reducible.
(1) If W1 is the maximal proper L
(1)
r -submodule of M
(1)
r , then U(Lr)W1 is the maximal
proper Lr-submodule of Mr.
(2) If W2 is the maximal proper Lr-submodule of Mr, then W2 ∩ M
(1)
r is the maximal
proper L
(1)
r -submodule of M
(1)
r .
Proof. We show that U(Lr)W1 = W2 (for part (1)), and W1 = W2 ∩M
(1)
r (for part (2)).
Then we deduce from Lemma 4.5 that U(Lr)W1 is an Lr-submodule of Mr such that
U(Lr)W1 6= Mr. Hence we have U(Lr)W1 ⊂W2 by the maximality of W2. Also it follows
from Lemma 4.2 (and the comment after it) that W2 ∩M
(1)
r is an L
(1)
r -submodule of M
(1)
r
such that W2 ∩M
(1)
r 6= M
(1)
r . Hence we have W2 ∩M
(1)
r ⊂ W1 by the maximality of W1.
Thus we obtain
U(Lr)W1 ∩M
(1)
r ⊂W2 ∩M
(1)
r ⊂W1.
Because it is obvious that W1 ⊂ U(Lr)W1 ∩M
(1)
r , we get
U(Lr)W1 ∩M
(1)
r =W2 ∩M
(1)
r = W1,
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which shows part (2).
Next, let us show U(Lr)W1 = W2 (i.e., part (1)). Since U(Lr)W1 ⊂ W2 as shown
above, it suffices to show that U(Lr)W1 ⊃ W2. Note that W2 admits the weight space
decomposition W2 =
⊕
λ∈Q+
(W2)
λ with (W2)
λ = W2 ∩ (Mr)
λ. Let u ∈ W2 be a homo-
geneous element of weight λ ∈ Q+, that is, u ∈ (W2)
λ. We show by induction on θ(λ)
that u ∈ U(Lr)W1 (for the definition of θ(λ), see (4.3)). If θ(λ) = 0, then u ∈ M
(1)
r
by Remark 4.4, and hence u ∈ W2 ∩M
(1)
r . Since W2 ∩M
(1)
r = W1 as shown above, it
follows that u ∈ W1 ⊂ U(Lr)W1. Next, let us assume that θ(λ) > 0. Let 2 ≤ i ≤ d
and m ∈ Z<0 be such that λ(hi,m) ≥ 1, and N ∈ Z<0 such that λ(h1,N) = 0. Then
we deduce from the proof of Lemma 4.2 that v1i(N, −m)u 6= 0, and the weight λ′ of
v1i(N, −m)u satisfies θ(λ′) = θ(λ) − 1. Hence it follows from the inductive assumption
that v1i(N, −m)u ∈ U(Lr)W1. Further, as in the proof of Lemma 4.2, we deduce that
v1i(−N, m) v1i(N, −m)u︸ ︷︷ ︸
∈U(Lr)W1
= mN λ(hi,m)︸ ︷︷ ︸
≥1
u,
which implies that u ∈ U(Lr)W1. This completes the proof of Proposition 4.7.
5 Irreducibility of M
(1)
r for r ∈ C \ Z.
This subsection is devoted to proving the following proposition.
Proposition 5.1. If r ∈ C \ Z, then M
(1)
r is an irreducible L
(1)
r -module.
5.1 Notation and some lemmas. For simplicity of notation, we set v(m, n) :=
v11(m, n) for m, n ∈ Z, and Λl := Λ1,l ∈ H
∗ for l ∈ Z<0. Recall that S
(1) denotes the
subset of S consisting of all finite sequences of elements in B
(1)
− = B
(1) ∩B− that is weakly
decreasing with respect to the total ordering ≻, and B(1) =
{
w(x) | x ∈ S(1)
}
⊂ B is a
linear basis of M
(1)
r . For each λ ∈ Q
(1)
+ , we denote by B
(1)
λ the set of all elements in B
(1)
whose weight is equal to λ, and set S
(1)
λ :=
{
x ∈ S(1) | w(x) ∈ B
(1)
λ
}
.
Let u ∈M
(1)
r , and write it as a linear combination of elements of B(1): u =
∑
b∈B(1) αb b
with αb ∈ C for b ∈ B
(1). Then we set B[u] :=
{
b ∈ B(1) | αb 6= 0
}
, and S[u] :=
{
x ∈
S(1) | w(x) ∈ B[u]
}
.
The following formulas can be shown by simple computation.
Lemma 5.2. (1) Let s, t ∈ Z>0, and m, n ∈ Z>0. Then,
[v(−m, n), v(−s, −t)]r = n
{
δn,sv(−m, −t) + δn,tv(−s, −m)
}
. (5.1)
(2) Let s, t ∈ Z>0 with s 6= t, and m ∈ Z>0. Then,
[v(m, m), v(−s, −t)]r = 2m
{
δm,sv(−t, m) + δm,tv(−s, m)
}
. (5.2)
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Lemma 5.3. Let m ∈ Z>0, and ν ∈ Z≥0. Then,
v(m, m)v(−m, −m)ν1 = 2m2ν(r + 2ν − 2)v(−m, −m)ν−11. (5.3)
5.2 Proof of Proposition 5.1. We show that if W ⊂ M
(1)
r is a nonzero L
(1)
r -
submodule of M
(1)
r , then W = M
(1)
r . Suppose that W ( M
(1)
r . Because W admits
the weight space decomposition W =
⊕
λ∈Q
(1)
+
W λ with respect to H (see §4.2), it can be
easily seen by usual way (see also Remark 4.3) that W contains a (homogeneous) singu-
lar vector u, i.e., a nonzero element u such that u ∈ W λ for some λ ∈ Q
(1)
+ \ {0}, and
v(m, n)u = 0 for all m, n ∈ Z with m+ n > 0.
Claim 1. The set
{
l ∈ Z<0 | λ(hl) > 0
}
is identical to
{
−p, −p + 1, . . . , −2, −1
}
for
some p ∈ Z≥1.
Proof of Claim 1. Assume that
{
l ∈ Z<0 | λ(hl) > 0
}
=
{
lp < lp−1 < · · · < l1
}
; note
that lq ≤ −q for every 1 ≤ q ≤ p. Suppose that lq < −q for some 1 ≤ q ≤ p. We set
q0 := min
{
1 ≤ q ≤ p | lq < −q
}
. Since λ(hlq0 ) > 0 and λ(h−q0) = 0, we deduce by a way
similar to the proof of Lemma 4.2 that v(lq0, q0)u = 0, and
v(lq0, q0)v(−q0, −lq0)u = lq0v(−q0, q0)u+ q0v(lq0, −lq0)u
= q0lq0 λ(h−q0)︸ ︷︷ ︸
=0
u+ (−q0lq0) λ(hlq0 )︸ ︷︷ ︸
>0
u 6= 0.
Hence we get v(−q0, −lq0)u 6= 0. However, since lq0 < −q0, this contradicts the assump-
tion that u is a singular vector. Thus we obtain lq = −q for all 1 ≤ q ≤ p, thereby
completing the proof of Claim 1.
Claim 2. The weight λ of the singular vector u is of the form : λ =
∑p
q=1 2νqΛ−q with
νq ∈ Z>0 for 1 ≤ q ≤ p. Furthermore, the set S[u] contains the element xλ ∈ S
(1)
λ such
that
w(xλ) =
∏
1≤q≤p
v(−q, −q)νq1 ∈ B
(1)
λ .
Proof of Claim 2. For x ∈ S[u] and 1 ≤ q ≤ p, we define κq(x) to be the number of
v(−q, −q) appearing in the sequence x. Take x ∈ S[u] such that the sum
∑p
q=1 κq(x) is
maximum, and assume that w(x) ∈ B[u] is of the form:
w(x) =
∏
1≤q≤p
v(−q, −q)νq
∏
1≤t<s≤p
v(−s, −t)νs,t1
for some νq ∈ Z≥0, 1 ≤ q ≤ p, and νs,t ∈ Z≥0, 1 ≤ t < s ≤ p. Suppose that νs1,t1 > 0 for
some 1 ≤ t1 < s1 ≤ p. Then we prove that v(−t1, s1)u 6= 0. For this, it suffices to show
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that the set B[v(−t1, s1)u] is not empty. Here we show that B[v(−t1, s1)u] contains the
following element:∏
1≤q≤p, q 6=t1
v(−q, −q)νq v(−t1, −t1)
νt1+1
∏
1≤t<s≤p,
(s,t)6=(s1,t1)
v(−s, −t)νs,t v(−s1, −t1)
νs1,t1−1 1.
It can be easily seen by (5.1) that the element above is contained in B[v(−t1, s1)w(x)]. On
the other hand, we deduce, using (5.1) and the maximality of x, that the element above
is not contained in B[v(−t1, s1)w(y)] for all y ∈ S[u] with y 6= x. Combining these, we
conclude that the element above is contained in B[v(−t1, s1)u], and hence v(−t1, s1)u 6= 0.
However, since t1 < s1, this contradicts the assumption that u is a singular vector. Thus
we obtain νs,t = 0 for all 1 ≤ t < s ≤ p, thereby completing the proof of Claim 2.
By Claim 2, we may assume that the singular vector u ∈ W λ is of the form:
u = w(xλ) +
∑
1≤t<s≤p
αs,tw(x
s,t
λ ) +
∑
x∈S′
βxw(x)
with αs,t ∈ C for 1 ≤ t < s ≤ p, and βx ∈ C for x ∈ S
′, where xs,tλ is the element of S
(1)
λ
such that
w(xs,tλ ) = v(−s, −s)
νs−1 v(−t, −t)νt−1 v(−s, −t)2
∏
1≤q≤p, q 6=t, s
v(−q, −q)νq1 ∈ B
(1)
λ ,
and S ′ := S
(1)
λ \ {xλ, x
s,t
λ | 1 ≤ t < s ≤ p
}
.
Claim 3. (1) We have αs,t = −νs for every 1 ≤ t < s ≤ p.
(2) For every 1 ≤ s ≤ p,
νs(r + 2νs − 2) +
∑
1≤t≤s−1
αs,t +
∑
s+1≤t≤p
αt,s = 0.
Proof of Claim 3. (1) Fix 1 ≤ t < s ≤ p. We can easily check by using (5.1) that if the
set B[v(−t, s)w(x)] with x ∈ S
(1)
λ contains
w1 := v(−s, −s)
νs−1 v(−s, −t)
∏
1≤q≤p, q 6=s
v(−q, −q)νq1,
then x = xλ or x = x
s,t
λ . By simple computation, along with (5.1), we get
v(−t, s)w(xλ) = 2νssw1, v(−t, s)w(x
s,t
λ ) = 2sw1 + (other term).
Because v(−t, s)w = 0 by assumption, it follows that 2νss + 2sαs,t = 0, and hence
αs,t = −νs.
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(2) Fix 1 ≤ s ≤ p. We can easily check by using (2.5), (5.1), and (5.2) that if the set
B[v(s, s)w(x)] with x ∈ S
(1)
λ contains
w2 := v(−s, −s)
νs−1
∏
1≤q≤p, q 6=s
v(−q, −q)νq1,
then x = xλ, or x = x
s,t
λ for 1 ≤ t ≤ s − 1, or x = x
t,s
λ for s + 1 ≤ t ≤ p. We see from
Lemma 5.3 that
v(s, s)w(xλ) = 2s
2νs(r + 2νs − 2)w2.
Also it follows from (5.2) that for each 1 ≤ t ≤ s− 1,
v(s, s)w(xs,tλ ) = 2sX1v(s, −t) v(−s, −t) v(−s, −s)
νs−11
+ 2sX1v(−s, −t) v(s, −t) v(−s, −s)
νs−11
+ 2sX1v(−s, −t)
2v(s, s)v(−s, −s)νp−11. (5.4)
Here, for simplicity of notation, we set
X1 :=
∏
1≤q≤p, q 6=t, s
v(−q, −q)νq v(−t, −t)νs−1.
The second and third terms of the right-hand side of (5.4) do not contribute the coefficient
of w2 since they contain v(−s, −t). Also, the first term is:
2sX1v(s, −t) v(−s, −t) v(−s, −s)
νs−11
= 2s2X1v(−t, −t) v(−s, −s)
νp−11+ (other term).
Thus we obtain
v(s, s)w(xs,tλ ) = 2s
2w2 + (other terms)
for 1 ≤ t ≤ s− 1. Similarly, we can show that
v(s, s)w(xt,sλ ) = 2s
2w2 + (other terms)
for s+ 1 ≤ t ≤ p. Because v(p, p)u = 0 by assumption, we obtain
2s2νs(r + 2νs − 2) + 2s
2
∑
1≤t≤s−1
αs,t + 2s
2
∑
s+1≤t≤p
αt,s = 0,
and hence the equation of part (2). Thus we have proved Claim 3.
Combining the equations in Claim 3 with s = p, we obtain νp(r+2νp−2)−(p−1)νp = 0,
and hence that
r + 2νp − 1− p = 0. (5.5)
However, this is a contradiction, since r is assumed not to be an integer. This completes
the proof of Proposition 5.1.
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Remark 5.4. For later use, let us show the following assertion: Keep the notation in the
proof of Proposition 5.1 above. Then, ν1 = ν2 = · · · = νp. Indeed, by the equations of
Claim 3, we see that νs(r+2νs − 2)− (s− 1)νs− νs+1− · · · − νp = 0 for every 1 ≤ s ≤ p.
Therefore,
(νs − νs+1)(r + 2νs+1 − s− 1 + 2νs)
=
{
νs(r + 2νs − 2)− (s− 1)νs − νs+1 − · · · − νp
}
−
{
νs+1(r + 2νs+1 − 2)− sνs+1 − νs+2 − · · · − νp
}
= 0
for every 1 ≤ s ≤ p − 1. Using this equation and (5.5), we can show by descending
induction that νq = νq+1 for all 1 ≤ q ≤ p− 1, and hence ν1 = ν2 = · · · = νp.
6 Reducibility of M
(1)
r for r ∈ Z.
6.1 Notation and proposition. For each p ∈ Z≥0, let Vp be the following matrix of
size p with entries in B
(1)
− :
Vp =
(
v(−s,−t)
)
1≤s, t≤p
.
Since xy = yx for all x, y ∈ B
(1)
− , we can consider the determinant detVp of the matrix
Vp;
detVp =
∑
σ∈Sp
sgn(σ)
∏
1≤q≤p
v(−q, −σ(q)),
where Sp denotes the symmetric group of degree p, and sgn(σ) denotes the signature of
a permutation σ ∈ Sp. In this subsection, we show the following proposition.
Proposition 6.1. Assume that r ∈ Z. Let ν ∈ Z≥1 and p ∈ Z≥1 be positive integers
satisfying the relation r = 1− 2ν + p. Then, (detVp)
ν1 is a singular vector of M
(1)
r , that
is, v(m,n)(detVp)
ν1 = 0 for all m, n ∈ Z with m + n > 0. Therefore the L
(1)
r -module
M
(1)
r is reducible.
Theorem 2.6 follows immediately from Propositions 3.1, 3.4, 4.1, 5.1, and 6.1 (see also
the comment after Theorem 2.6).
6.2 Proof of Proposition 6.1. Let us first show the following lemmas.
Lemma 6.2. Let m ∈ Z with 1 ≤ m ≤ p, and n ∈ Z≥0 with m 6= n. Then,
[v(−m, n), detVp] = 0. (6.1)
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Proof. If n ≥ p+1 or n = 0, then the assertion is obvious, since [v(−m, n), v(−s,−t)]r = 0
for all 1 ≤ s, t ≤ p. Assume that 1 ≤ n ≤ p. It can be seen from (5.1) that
[v(−m, n), v(−s,−t)]r is equal to 0, or is contained in B
(1)
− , up to a scalar multiple.
Since adx is a derivation on U(L
(1)
r ) for x ∈ L
(1)
r , we deduce that
[v(−m, n), detVp] = detW1 + detW2 + · · ·+ detWp,
where Ws, 1 ≤ s ≤ p, is the matrix obtained by replacing the s-th row (v(−s,−t))1≤t≤p
of the matrix Vp with (
[v(−m, n), v(−s,−t)]r
)
1≤t≤p
.
It follows from (5.1) that if s 6= n, then(
[v(−m, n), v(−s,−t)]r
)
1≤t≤p
=
(
0, . . . , 0, nv(−s,−m), 0, . . . , 0
)
,
where nv(−s,−m) is placed at the n-th entry. Also, it follows from (5.1) that(
[v(−m, n), v(−n,−t)]r
)
1≤t≤p
− n
(
v(−m,−t)
)
1≤t≤p︸ ︷︷ ︸
the m-th row of Wn
=
(
0, . . . , 0, nv(−n,−m), 0, . . . , 0
)
,
where nv(−n,−m) is placed at the n-th entry. Thus, [v(−m, n), detVp] = n detV
′
p,
where V′p is the matrix obtained by replacing the n-th column (v(−s,−n))1≤s≤p of the
matrix Vp with (v(−s,−m))1≤s≤p (i.e., the m-th column of Vp). Because the n-th and
m-th columns of V′p are equal, we get detV
′
p = 0, thereby completing the proof of the
lemma.
Lemma 6.3. Let 1 ≤ m ≤ p, and assume that u ∈ M
(1)
r satisfies the conditions that
v(−t, m)u = 0 for all 1 ≤ t ≤ p with t 6= m, and v(−m, m)u = αmu for some α ∈ C.
Then we have
v(m, m)(detVp) u = 2m
2(2α + r − p+ 1) det(V(m)p )u+ (detVp)v(m, m)u,
where V
(m)
p is the matrix obtained by removing the m-th row and the m-th column from
the matrix Vp.
Proof. We set S
(m)
p−1 :=
{
σ ∈ Sp | σ(m) = m
}
, which is a subgroup of Sp isomorphic to
the symmetric group Sp−1 of degree p− 1. Let
R(m) :=
{
1, (m, t) | 1 ≤ t ≤ p with t 6= m
}
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be a complete set of the representatives for the quotient Sp/S
(m)
p−1, where (m, t) ∈ Sp
denotes the transposition interchanging m and t. Decompose Sp as: Sp =
⊔
τ∈S
(m)
p−1
τR(m),
with τR(m) :=
{
τ, τ · (m, t) | 1 ≤ t ≤ p with t 6= m
}
. Then we have
v(m, m)(detVp) u = [v(m, m), detVp]u+ (detVp)v(m, m)u
=
∑
τ∈S
(m)
p−1
∑
σ∈τRm
sgn(σ)
[
v(m, m),
∏
1≤s≤p
v(−s, −σ(s))
]
u+ (detVp)v(m, m)u.
(6.2)
If τ ∈ S
(m)
p−1, then we see, using (2.5), (5.2), and the assumption on u, that[
v(m, m),
∏
1≤s≤p
v(−s, −τ(s))
]
u
=
{ ∏
1≤s≤p, s 6=m
v(−s, −τ(s))
}
[v(m, m), v(−m, −m)]u
=
{ ∏
1≤s≤p, s 6=m
v(−s, −τ(s))
}{
4mv(−m, m) + 2rm2
}
u
= 2m2(2α+ r)
∏
1≤s≤p, s 6=m
v(−s, −τ(s))u.
Assume that σ = τ · (m, t) ∈ τR(m) with τ ∈ S
(m)
p−1 and 1 ≤ t ≤ p with t 6= m; note that
σ−1(m) = t, and σ(s) = τ(s) for 1 ≤ s ≤ p with s 6= m, t. Then,[
v(m, m),
∏
1≤s≤p
v(−s, −σ(s))
]
u
=

∏
1≤s≤p,
s 6=m,σ−1(m)
v(−s, −σ(s))

[
v(m, m), v(−σ−1(m), −m)v(−m, −σ(m))
]
u
=
{ ∏
1≤s≤p, s 6=m, t
v(−s, −τ(s))
}[
v(m, m), v(−t, −m)v(−m, −τ(t))
]
u.
Using (5.1), (5.2), and the assumption for u (note that τ(t) 6= m and t 6= m), we deduce
that [
v(m, m), v(−t, −m)v(−m, −τ(t))
]
u = 2m2v(−t, −τ(t))u.
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Thus, [
v(m, m),
∏
1≤s≤p
v(−s, −σ(s))
]
u = 2m2
∏
1≤s≤p, s 6=m
v(−s, −τ(s))u.
Therefore, for each τ ∈ S
(m)
p−1,
∑
σ∈τR(m)
sgn(σ)
[
v(m, m),
∏
1≤s≤p
v(−s, −σ(s))
]
u
= 2m2
{
(2α+ r) sgn(τ) +
∑
1≤t≤p, t6=m
sgn(τ · (1, t))
} ∏
1≤s≤p, s 6=m
v(−s, −τ(s))u
= 2m2(2α+ r − p+ 1) sgn(τ)
∏
1≤s≤p, s 6=m
v(−s, −τ(s))u.
Combining this equation and equation (6.2), we see that
v(m, m)(detVp) u = 2m
2(2α + r − p+ 1) det(V(m)p )u+ (detVp)v(m, m)u,
as desired.
Proof of Proposition 6.1. It is obvious that (detVp)
ν1 is a nonzero homogeneous element,
and (detVp)
ν1 /∈ C1. Let m, n ∈ Z be such that m ≤ n and m+n > 0; note that n ≥ 1.
If n ≥ p + 1, then v(m, n)(detVp)
ν1 = 0 since the weight of v(m, n)(detVp)
ν1 = 0 is
not contained in Q
(1)
+ (see (4.4)). Let us consider the case that 1 ≤ n ≤ p.
Case 1. Assume that 1 ≤ n ≤ p and −n < m < 0. It follows from Lemma 6.2 that
[v(m, n), detVp] = 0. Hence
v(m, n)(detVp)
ν1 = (detVp)
νv(m, n)1 = 0.
Case 2. Assume that 1 ≤ n ≤ p and m = 0. By direct computation, we see that
v(0, n) = (p + 1)−1[v(n, p + 1), v(−p − 1, 0)]r. As mentioned above, we have v(n, p +
1)(detVp)
ν1 = 0. Also, since [v(−s,−t), v(−p− 1, 0)]r = 0 for all 1 ≤ s, t ≤ p, it follows
that [v(−p − 1, 0), detVp] = 0, and hence that v(−p − 1, 0)(detVp)
ν1 = 0 as above.
Thus we get v(0, n)(detVp)
ν1 = 0.
Case 3. Assume that 1 ≤ n ≤ p and 1 ≤ m ≤ n. First let us consider the case that
m = n. Namely, we show that v(m, m)(detVp)
ν1 = 0 for all 1 ≤ m ≤ p. It follows
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immediately from Lemma 6.2 that u = (detVp)
ν11, ν1 ∈ Z≥0, satisfies the assumption of
Lemma 6.3 with α = 2ν1. Hence, by using Lemma 6.3 repeatedly, we obtain
v(m, m)(detVp)
ν1 = v(m, m)(detVp)(detVp)
ν−11
= 2m2{4(ν − 1) + r − p+ 1}(detV(m)p )(detVp)
ν−11+ (detVp)v(m, m)(detVp)
ν−11
= · · · · · ·
= 2m2(detV(m)p )
{
ν−1∑
ν1=0
(
4ν1 + r − p+ 1
)}
(detVp)
ν−11
= 4m2ν(2ν − 1 + r − p)(detV(m)p )(detVp)
ν−11.
Since 2ν − 1 + r − p = 0 by assumption, we get v(m, m)(detVp)
ν1 = 0.
Next, let us consider the case that m < n. By direct computation, we see that
v(m, n) = (2m)−1[v(m, m), v(−m, n)]r. Since v(−m, n)(detVp)
ν1 = 0 by Case 1, and
since v(m, m)(detVp)
ν1 = 0 by the argument above, it follows that v(m, n)(detVp)
ν1 =
0. This completes the proof of Proposition 6.1
6.3 Irreducibility of the quotient modules. Fix r ∈ Z as above. Denote by W
(1)
r
the L
(1)
r -submodule ofM
(1)
r generated by the singular vectors obtained in Proposition 6.1,
i.e.,
W (1)r :=
〈
(detVp)
ν1
∣∣∣ p, ν ∈ Z≥1 with r = 1− 2ν + p〉 ⊂ M (1)r .
Proposition 6.4. A singular vector of M
(1)
r is equal to a scalar multiple of the singu-
lar vector (detVp)
ν1 for some p, ν ∈ Z≥1 with r = 1 − 2ν + p. Therefore the L
(1)
r -
submodule W
(1)
r is the maximal proper submodule of M
(1)
r , and hence the quotient L
(1)
r -
module M
(1)
r /W
(1)
r is irreducible.
Proof. Let u ∈ M
(1)
r be a singular vector, and assume that the weight of u is equal to
λ ∈ Q
(1)
+ \{0}. By Claim 2 in the proof of Proposition 5.1 and by Remark 5.4, we see that
the weight λ is of the form: 2ν
∑p
q=1Λ−q for some p > 0 and ν > 0, and that w(xλ) ∈ B[u].
In addition, it follows from (5.5) that r = 2ν−1−p. Thus, by Proposition 6.1, (detVp)
ν1
is a singular vector. Because w(xλ) ∈ B[(detVp)
ν1] by definition, there exists α ∈ C\{0}
such that
w(xλ) /∈ B[u − α(detVp)
ν1]. (6.3)
Here we should remark that u − α(detVp)
ν1 is also a singular vector of weight λ if it
is nonzero. Therefore we deduce from (6.3) and Claim 2 in the proof of Proposition 5.1
that u − α(detVp)
ν1 = 0, and hence u = α(detVp)
ν1. Thus we have proved the first
assertion of the proposition. The other assertions are obvious. This completes the proof
of the proposition.
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Let Ir be the ideal of the VOA VJ (=Mr) generated by all (detVp)
ν1 for p, ν ∈ Z≥1
with r = 1− 2ν + p.
Corollary 6.5. The ideal Ir is the maximal proper ideal of the VOA VJ . Therefore the
quotient VOA VJ /Ir is simple.
Proof. It follows from Propositions 4.7 and 6.4 that Wr := U(Lr)W
(1)
r is the maximal
proper Lr-module of Mr. Then we see by Corollary 3.6 that Wr is the maximal proper
ideal of the VOA VJ . So, let us show that Ir = Wr. The inclusion Ir ⊂ Wr follows from
the fact that the ideal Wr contains all (detVp)
ν1 for p, ν ∈ Z≥1 with r = 1 − 2ν + p.
Thus, Ir is a proper ideal of VJ , which implies that Ir is a proper Lr-submodule of Mr
(see the proof of Proposition 3.4). Since Ir contains all (detVp)
ν1 for p, ν ∈ Z≥1 with
r = 1− 2ν + p, it can be easily seen from the definition of Wr that Ir ⊃Wr. Thus we get
Ir =Wr, thereby completing the proof of the corollary.
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