Abstract. This paper concerns the initial-boundary value problem (IBVP) of the Kawahara equation posed on the right and left half-lines. We prove the local well-posedness in the low regularity Sobolev space. We introduce the Duhamel boundary forcing operator, which is introduced by Colliander -Kenig [8] in the context of Airy group operators, to construct solutions on the whole line. We also give the bilinear estimate in X s,b space for b < 1 2
Introduction
In this paper, we consider the following Kawahara equation 1 :
The Kawahara equation was first proposed by Kawahara [18] describing solitary-wave propagation in media. Also, the Kawahara equation can be described in the theory of magnetoacoustic sound waves in plasma and in theory of shallow water waves with surface tension. 
where ∇ u is the variational derivative with respect to u, but not a completely integrable system in contrast to the KdV equation.
1 It is well-known of the form ∂tu + au∂xu + b∂
x u = 0 for arbitrary constants a, b ∈ R. We, however, use the form (1.1) for the simplicity, since the dominant dispersion term is the fifth-order term and constants do not affect our analysis.
1.1.
Well-posedness results on R. The Cauchy problem for the Kawahara equation on R has been extensively studied, and here we only give some of previous works. The local well-posedness of Kawahara equation was first established by Cui and Tao [9] . They proved the Strichartz estimate for the fifth-order operator and obtained the local well-posedness in H s (R) s > 1/4 as its application, which implies, in addition to the energy conservation law (1.3), H 2 (R) global well-posedness. Later, Cui, Deng and Tao [5] improved the previous result to the negative regularity Sobolev space H s (R), s > −1, and Wang, Cui and Deng [33] further improved to the lower regularity s ≥ −7/5. In both paper, authors used Fourier restriction norm method, while more delicate analysis has been performed in the latter one than the former one. L 2 (R) conservation law (1.2) allows the former result to extend the global one in L 2 (R). In [33] , they used I-method to establish the global well-posedness in H s (R), s > −1/2. In [7] and [15] , authors independently prove the local well-posedness in H s (R), s > −7/4, while their methods are same, particularly, the Fourier restriction norm method in addition to Tao's [K; Z]-multiplier norm method. At the critical regularity Sobolev space H −7/4 (R), Chen and Guo [6] proved local and global well-posedness by using Besov-type critical space and I-method. Kato [17] proved the local well-posedness for s ≥ −2 by modifying X s,b space and the ill-posedness for s < −2 in the sense that the flow map is discontinuous. We also refer to [14, 34] and references therein for more results.
1.2.
The models on the half-lines and main results. We mainly consider the Kawahara equation on the right half-line (0, ∞)      ∂ t u − ∂ 5 x u + ∂ x (u 2 ) = 0, (t, x) ∈ (0, T ) × (0, ∞), u(0, x) = u 0 (x),
x ∈ (0, ∞), u(t, 0) = f (t), u x (t, 0) = g(t) t ∈ (0, T ) (1.4) and on the left half-line (−∞, 0)      ∂ t u − ∂ 5 x u + ∂ x (u 2 ) = 0, (t, x) ∈ (0, T ) × (−∞, 0), u(0, x) = u 0 (x),
x ∈ (−∞, 0), u(t, 0) = f (t), u x (t, 0) = g(t), u xx (t, 0) = h(t) t ∈ (0, T ).
( 1.5) The difference between the numbers of boundary conditions in (1.4) and (1.5) is motivated by integral identities on smooth solutions to the linear equation
(1.6) Indeed, for a smooth solution u to (1.6) and T > 0, we have by using (1.6) and the integration by parts. Thus, under the condition u(0, x) = 0 for x > 0, u(t, 0) = ∂ x u(t, 0) = 0 for 0 < t < T, (1.9)
we can conclude from (1.7) that u(T, x) = 0 for all x > 0, while u(t, x) = 0 for x < 0 exists under the same condition (1.9) due to (1.8) (see §2.1 in [12] for the details). Thus, from (1.8), one can see that one more boundary condition for (1.5) is necessary in contrast to (1.4) . It is well-known by Kenig, Ponce and Vega [20] that the local smoothing effect for the fifth-order linear group operator e t∂ 5
, plays an important role in the low regularity local theory for the fifth-order equations. Moreover, it can be expressed as hold. Thus ∂ x u 0 (0) and g(0) are well-defined on H s−1 (R + ) and H s+1 5 (R + ), respectively, and they must be identical. On the other hand, under the regularity condition s < The main goal in the paper is to show the local well-posedness of (1.4) and (1.5) in the low regularity Sobolev space. In the previous works on IBVP of the Kawahara equation and its related equations posed on the right half-line, e.g. [27, 24, 28, 25] and references therein, authors proved local and global well-posedness in the high regularity function spaces with exponential decay property, or weighted Sobolev space for at least nonnegative regularity. On the other hand, the IBVP for (1.5) is first considered in this paper as far as authors know it. The principal contribution in this paper is to study both IBVPs of (1.4) and (1.5) in the low regularity (including negative regularity) setting (compared to IVP of (1.1)) without any additional weight condition.
We first state the main theorem for (1.4).
2 ) \ { which allows us to regard IBVPs (1.4) and (1.5) as small data problems.
1.3. Organization of the paper. The rest of paper is organized as follows: In Section 2, we introduce some function spaces defined on the half line and construct the solution spaces. In Section 3, we introduce the boundary forcing operator for the fifth-order KdV-type equation. In Sections 4 and 5, we show the energy estimates and the bilinear estimates, respectively. In Sections 6 and 7, we complete the proofs of Theorems 1.1 and 1.2, respectively.
Preliminaries
Let R + = (0, ∞). For positive real numbers x, y ∈ R + , we mean x y by x ≤ Cy for some C > 0. Also, x ∼ y means x y and y x. Similarly, s and ∼ s can be defined, where the implicit constants depend on s. Let a 1 , a 2 , a 3 ∈ R. The quantities a max ≥ a med ≥ a min can be conveniently defined to be the maximum, median and minimum values of a 1 , a 2 , a 3 respectively.
Throughout the paper, we fix a cutoff function
2.1. Sobolev spaces on the half line. For s ≥ 0, we say f ∈ H s (R + ) if there exists
For s ∈ R, we say f ∈ H s 0 (R + ) if there exists F ∈ H s (R) such that F is the extension of f on R and F (x) = 0 for x < 0. In this case, we set f H s 0 (R + ) = F H s (R) . For s < 0, we define H s (R + ) as the dual space of H −s 0 (R + ). We also set C ∞ 0 (R + ) = {f ∈ C ∞ (R); suppf ⊂ [0, ∞)}, and define C ∞ 0,c (R + ) as the subset of C ∞ 0 (R + ), whose members have a compact support on (0, ∞). We remark that C ∞ 0,c (R + ) is dense in H s 0 (R + ) for all s ∈ R. We finish this subsection with stating elementary properties of the Sobolev spaces.
Proof. The proof of (2.2) for 0 ≤ s < 1/2 immediately follows from Proposition 3.5 in [16] . For −1/2 < s < 0, for f ∈ H s (R), the duality of H s (R) and (2.2) for 0 < −s < 1 2 yields χ (0,∞) f ∈ H s (R). Hence, from the definitions of H s (R + ) and H s 0 (R + ), and Proposition 2.7 in [8] , we have
, where the constant c depends only on s and ψ.
Remark that Lemma 2.2 is equivalent that f H s (R) ∼ f Ḣs (R) for − Proof. The proof follows from the Cauchy-Schwarz inequality and the smoothness of ψ. We remark that the regularity range follows from the fact
2 the following statements are valid:
. Lemma 2.4 (Proposition 2.5. in [8] ). Let −∞ < s < ∞ and f ∈ H s 0 (R + ). For the cut-off function ψ defined in (2.1), we have ψf
we denote by f or F(f ) the Fourier transform of f with respect to both spatial and time variables
Moreover, we use F x and F t to denote the Fourier transform with respect to space and time variable respectively (also use for both cases). For s, b ∈ R, we introduce the classical Bourgain spaces X s,b associated to (1.1) as the completion of S ′ (R 2 ) under the norm
where · = (1 + | · | 2 ) 1/2 . The Fourier restriction norm method was first implemented in its current form by Bourgain [2] and further developed by Kenig, Ponce and Vega [21] and Tao [31] . The following is one of the basic properties of X s,b estimates:
Lemma 2.5 (Lemma 2.11 in [32] ). Let ψ(t) be a Schwartz function in time. Then, we have
As well-known, the X s,b space with b > 1 2 is well-adapted to study the IVP of dispersive equations. However, in the study of IBVP, the standard argument cannot be applied directly due to the following two reasons: First, the control of (derivatives) time trace norms of the Duhamel parts requires us to introduce modified X s,b -type spaces, since the full regularity range cannot be covered (see Lemma 4.2 (b) ). In order to overcome this weakness, we define the (time-adapted) Bourgain space Y s,b associated to (1.1) as the completion of S ′ (R 2 ) under the norm
Second, the Duhamel boundary forcing operator in the study of IBVP requires us to take the exponent b of the standard X s,b space in the range (0, 
where 1 A is the characteristic functions on a set A. 
which is supported in I k , and
{χ k } k∈Z + is the inhomogeneous decomposition function sequence to the frequency space. For
For the modulation decomposition, we use the multiplier η j , but the same as
Note that the Littlewood-Paley theory allows that 
will be used for the right-half line and the left-half line problems, respectively (see Sections 6 and 7). The spatial and time restricted space of Z s,b,α ℓ (R 2 ) is defined by the standard way: equipped with the norm
2.3. Riemann-Liouville fractional integral. In this section, we just give a summary of the Riemann-Liouville fractional integral operator, see [8, 12] for more details. Let t + be a function defined by
We also define t − = (−t) + . The tempered distribution
is defined as a locally integrable function for Re α > 0 by
It follows that t
for all k ∈ N. This expression can be used to extend the definition of
to all α ∈ C in the sense of distributions. A change of contour calculation shows the Fourier transform of
as follows:
where (τ − i0) −α is the distributional limit. One can also rewrite (2.4) as follows for α / ∈ Z:
Note from (2.4) and (2.5) that
For f ∈ C ∞ 0 (R + ), we define
Thus, for Re α > 0, we have
and basic
We first calculate B(0) and B (n) (0), n = 1, 2, 3. A change of variable (η = ξ 5 ), we have
We separate the interval into (0, ∞) and (−∞, 0), and apply the change of contour to each interval to obtain
Hence, by using the property of the gamma function Γ(z)
, we obtain .
A direct calculation gives
Similarly, we have , thanks to sin(zπ) = sin((1 − z)π). Moreover, from (2.8), Fubini theorem and the definition of the Heaviside function H(x) (see [10] for the details), we have
We use the change of variable (ξ → −ξ) the properties of the Heaviside function ( H(ξ) = p.v.
The change of variable (ξ → η 5 ) and the fact F x [p.v.
Lemma 2.9 (Decay of oscillatory integral B(x), [30] 3 ). Suppose x > 0. Then as x → ∞,
We only give a comment on the proof that the proof of (i) follows the repeated integration by parts, while the proof of (ii) essentially follows the van der Corput lemma. Moreover, one can prove B(x) has exponentially decay as x → ∞. (i) For Re λ > 0 we have
Remark that a direct calculation gives Γ( Moreover, the range of Re λ relies on the decay rates of B(x) and B(−x) in Lemma 2.9.
Proof. The proof basically follows the proof of Lemma 3.3 in [12] and the only difference appears in the change of variable (η = ξ 5 ). See [12] for the details.
Duhamel boundary forcing operator
In this section, we study the Duhamel boundary forcing operator, which was introduced by Colliander and Kenig [8] , in order to construct the solution to (1.1) forced by boundary conditions. We also refer to [12, 4, 3] for more details.
3.1. Duhamel boundary forcing operator class. We introduce the Duhamel boundary forcing operator associated to the linear Kahawara equation. Let
We note that the property of convolution operator (
A change of variable and (2.8) give
, is continuous in x ∈ R and has the decay property in terms of the spatial variable as follows:
is continuous in x for x = 0 and is discontinuous at
also has the decay property in terms of the spatial variable |∂
Proof. The continuity of ∂ k x L 0 f (t, x) follows from (2.9) for k = 0, 1, 2, 3 and the proof of (3.5) exactly follows the proof of Lemma 2.2 in [12] . Moreover, (3.5) and (3.3) yield that
f (t) (where M is defined as in (3.1)), and has the decay bounds (3.6). See [12] for the details.
We remark from Lemma 3.1 that L 0 f (t, 0) = f (t). We, now, generalize the boundary forcing operator defined as in (3.2) for λ ∈ C satisfying Reλ > −5.
For Re λ > 0 and given g ∈ C ∞ 0 (R + ), we define
where * denotes the convolution operator. Note that L λ + (resp. L λ − ) will be used for the right half-line problem (1.4) (resp. the left half-line problem (1.5)). With
and
For Reλ > −5, we use the integration by parts in (3.8) and (3.9) with the decay property in Lemma 3.1, and (3.3) to obtain
respectively, where M is as in (3.1). We, thus, choose the second term in (3.10) (resp. (
, and it immediately satisfies (in the sense of distributions)
Lemma 3.2 (Spatial continuity and decay properties for L λ ± g(t, x)). Let g ∈ C ∞ 0 (R + ) and M be as in (3.1). Then, we have
is continuous in x ∈ R \ {0} and has a step discontinuity of size M g(t)
, for all x ≥ 0 and m ≥ 0, and
Proof. (3.10) and (3.11) immediately show (3.12). Moreover, Lemma 3.1 guarantees the continuity (except for x = 0 when λ = −4) and discontinuity at x = 0 of L λ ± g for λ ≥ −4 and λ = −4, respectively. The proof of decay bounds can be obtained by using (3.10), (3.11), (3.3) and Lemma 3.1. For the detailed argument, see Lemma 3.1 in [12] .
5 sin
f (t) (3.14)
Proof. We only prove (3.13), since the proof of (3.14) is similar. We use the formula (3.10) to have
) is analytic in λ for Re λ > −4. By analyticity argument, it suffices to consider the case when λ is a positive real number (λ is in (0, 3/8) for (3.14) , in order to use (2.11)) and (3.4) (where M is defined as in (3.1)). For the computation we use the representation (3.8) for λ > 0. Fubini Theorem, the change of variable, (2.10) and (2.7), we have
The last equality is valid thanks to Γ(z)Γ(1 − z) = π sin πz . 3.2. Linear version. We consider the linear Kawahara equation
We define the unitary group associated to (3.15) as
Recall L λ + in (3.10) for the right half-line problem. Let
where γ j (j = 1, 2) will be chosen later in terms of given boundary data f and g. Let a j and b j be constants depending on λ j , j = 1, 2, given by By Lemmas 3.2 and 3.3, we get
Together with (3.18) and (3.19), we can write as a matrix form
where
We choose an appropriate λ j , j = 1, 2, such that A is invertible, and hence u solves Similarly, we can construct a solution to linear Kawahara equation (3.15) posed on the left half-line by using three boundary conditions, see Section 7 for more details.
Nonlinear version. We define the Duhamel inhomogeneous solution operator D as
x φ(x) + Dw. Similarly as in Subsection 3.2, but γ 1 and γ 2 are dependent on not only f and g, but also e t∂ 5 x φ(x) and Dw, we see that u solves
Similarly, we can construct a solution to nonlinear Kawahara equation posed on the left half-line. See Sections 6 and 7 for more details.
Energy estimates
In this section, we are going to prove the energy estimate in the solution space defined as in Subsection 2.2.
Proof. The proofs of (a) and (c) are standard and the proof of (b) follows from the smoothness of ψ and the local smoothing estimate (1.10). We omit the details.
(c) (Bourgain spaces estimates)
has same bound for s < 11 2 + j.
Proof. The idea of the proof of Lemma 4.2 follows Section 5 in [8] . Here we give the details for the sake of reader's convenience.
(a). A direct calculate gives
We denote by w = w 1 + w 2 , where
where η 0 is defined in Subsection 2.2.
For w 1 , we use the Taylor expansion of e x at x = 0. Then, we can rewrite (4.1) for w 1 as
where ψ k (t) = t k ψ(t) and
we have from Lemma 4.1 (a) that
For w 2 , a direct calculation gives 5) due to (4.4) . We use the L 1 integrability of ψ, so that
(b). Similarly as (4.1), a direct calculate gives
We split w = w 1 + w 2 as in the proof of (a). For w 1 , similarly, but we use Lemma 4.1 (b) to obtain that ψ∂
We first consider II. Let
and Lemma 4.1 (b) that
Now it remains to deal with I. Taking the Fourier transform to I with respect to t variable, we have
and hence it suffices to control
We first split the region in τ as follows:
Case I. |τ | ≤ 1. In this case, the weight τ
and the integration with respect to τ can be negligible. If |ξ| 5 ≤ 1, the weight |ξ| j and the integration with respect to ξ are negligible as well. Then, the Cauchy-Schwarz inequality gives
we split the region in τ ′ similarly as
, we can perform the integration with respect to ξ in (4.8) by using
for large k ≫ 1. Hence, we have for both cases that
is more complicated. Since |τ | ≤ 1, this case is equivalent to the case when
We note that
,
we have
For the latter case, the integration region in τ ′ can be reduced to τ −ξ 5 +1 < τ ′ −ξ 5 < 2(τ −ξ 5 ) for positive τ − ξ 5 and τ ′ − ξ 5 , since the exact same argument can be applied to the other regions. 4 Since | ψ T (τ − η)| |τ − τ ′ | −k in this case, the left-hand side of (4.8) is bounded by
4 Indeed, we only have four regions; τ − ξ 5 + 1 < τ ′ − ξ 5 < 2(τ − ξ 5 ) and
, and the same argument can be applied on each region.
where Φ is defined as in (4.9). Let ǫ = (k − 1)/2 for k > 1. Then, the change of variable, the Cauchy-Schwarz inequality, (4.10) and the Fubini theorem yield
Remark from (4.10) that it is essential to introduce Y s,b to cover whole negative range of regularity as mentioned in Subsection 2.2. We use Y s,b space for the case when
We may assume |τ ′ | > 2, otherwise, we use τ ′ Since τ ′ ∼ τ − τ ′ , we have (4.12)
(4.13)
Thus we cover whole regularity s ∈ R. Case II. 1 < |τ |. This case is much more complicated. When |ξ| 5 < 1, ξ 5 is negligible, and hence (4.8) is reduced to 
Then, the following cases can be treated via the similar way:
For the case when τ · τ ′ > 0, we, similarly, split the case into |τ − τ ′ | < 1 and |τ − τ ′ | > 1. Then, by using the Hardy-Littlewood maximal function of |τ ′ | −b w * 2 (τ ′ ) for |τ − τ ′ | < 1, and
where Φ is defined as in (4.9). On A 2 , we have |τ − ξ 5 | ∼ |τ | and | ψ(τ − τ ′ )| |τ | −k for k > 1. Then, similarly as (4.14), we have ∼ |ξ| s+2−j and | ψ(τ − τ ′ )| |τ − ξ 5 | −k for k > 1. Moreover, it is enough to consider the region τ + 1 < ξ 5 < 2τ due to the footnote 4. Then, we have
Then the change of variables, the Cauchy-Schwarz inequality and the Fubini theorem yields
For the case when 2|τ − ξ 5 | ≤ |τ ′ − ξ 5 |, the region of ξ can be further divided by
On B 1 , we know |τ | s+2−j 5 ∼ |ξ| s+2−j . Since | ψ(τ − τ ′ )| 1 and
we have from the change of variable (η = ξ 5 ) that
where Φ * * (η) = Φ * (η On B 2 , by dividing the region of ξ as A j , j = 1, 2, 3, 4, we have similarly
For the rest case (
, we further divide the region of τ ′ as C 1 ∪ C 2 , where
for k ≥ 0, by dividing the region of ξ as A j , j = 1, 2, 3, 4, we have similarly
On the other hand, we further split the set C 2 by
Then, by dividing the region of ξ in (4.16) as A j , j = 1, 2, 3, 4, we have similarly
for small 0 < ǫ ≪ 1. Then, for k ≫ 1 large enough, by dividing the region of ξ in (4.17) as A j , j = 1, 2, 3, 4, we have similarly
Therefore, we have
(c). We split w = w 1 + w 2 similarly as before. For w 1 , by Lemma 4.1 (c) and (4.3), we have
where F k 1 is defined as in (4.2). For w 2 , recall (4.6)
Then, we use Lemma 4.1 (c) and (4.7) for II to obtain
where W is defined as in (4.7). Now it remains to show 
It follows the similar way used in the proof of (b). In fact, the proofs of (4.18) and (4.19) are much simpler and easier than the proof of (b), since L 2 integral with respect to ξ is negligible and hence it is enough to consider the relation between τ − ξ 5 and τ ′ − ξ 5 . Thus, we omit the details and we have
(a) (Space traces) For − 9 2 < s < 5 6 , there exists max(s −
; (b) ((Derivatives) Time traces) For −4 + j < λ < 1 + j, j = 0, 1, 2, we have 
. 6 The restriction of regularity makes the range of λ non-empty. 7 The restriction of regularity makes the range of λ non-empty.
Proof. The proof is based on the argument in [12] (see also [3] ). We only consider L λ − for notational simplicity.
(a). By density, we may assume that f ∈ C ∞ 0,c (R + ). Moreover, from the definition of L λ − , it suffices to consider L λ ± f (t, x) (removing ψ) for suppf ⊂ [0, 1], thanks to Lemma 2.4. From (2.4) (3.7) and (3.2), we see that
For fixed t, the change of variables (η = ξ 5 ), (2.6) and the definition of the Fourier transform give
The condition −1 < − 
From this and Lemma 2.7, it suffices to show (4.20) only for j = 0. Lemma 2.4 ensures us to ignore the cut-off function ψ. The change of variables t → t − t ′ gives
Thus, it suffices to prove ξ e ixξ (ξ − i0)
We first deal with I(t, x). We can rewrite I as follows:
which, in addition to Fubini theorem and DCT, implies
Thus, once we show that the function
is bounded independently of τ variable, the Plancherel's theorem enables us to obtain (4.21). The change of variables ξ → |τ | 1 5 ξ and the fact from (2.6) that
We only consider g 1 , since g 2 is uniformly bounded in τ for −4 < λ < 1. Let ζ ∈ C ∞ (R) such that ζ(ξ) = 1 in [ 2 ). Then we obtain
It is clear that g 12 is bounded independently of τ when λ > −4, and hence it remains to deal with g 11 . Let
.
We remark that Θ is a Schwartz function, and hence Θ ∈ S(R). Moreover, we immediately know from the fact
Then, g 11 can be written as
which implies
We now deal with II(t, x). The definition of Fourier transform, (2.6), the changes of variables (η = ξ 5 ) and contour yield
. Therefore, we complete the proof. (c). A direct calculation gives
which can be divided into the followings:
where θ ∈ S(R) such that θ(τ ) = 1 for |τ | ≤ 1 and θ(τ ) = 0 for |τ | ≥ 2. We know that
For f 1 , we use the same argument for w 1 in the proof of Lemma 4.2 (c). By the Taylor series expansion for e it(τ ′ −ξ 5 ) at it(τ ′ − ξ 5 ) = 0, we write
for some constant c ∈ C, where ψ k (t) = t k ψ(t) and
By (2.6), Lemma (4.1) (c) and the definition of θ, it is enough to show that
Since both |ξ| −2λ and |τ ′ | 
Then, the change of variables (ξ 5 → η) gives LHS of (4.22)
where M f * is the Hardy-Littlewood maximal function of f * . For f 2 , from (2.6), the definition of inverse Fourier transform and Lemma 2.5, we have
Thus, by the change of variables (η = ξ 5 ) and Lemma 2.2 for − On the other hand, we have in the second case that |τ − η| ≥ (
When |ξ| ≤ 1, since |ξ| −2λ is integrable for λ < is L 2 integrable for λ < s + 1 2 , we also get (4.23) by using the Cauchy-Schwarz inequality in τ ′ . On the other hand, when |ξ| > 1 and |τ ′ | ≤ 1, since |τ ′ − ξ 5 | ∼ |ξ| 5 and |ξ| 2s−2λ−10 is integrable for s − 9 2 < s − 2 < λ, we also get (4.23). We thus consider the region |ξ| > 1 and |τ ′ | > 1.
There are two possibility:
In view of the proof of Lemma 5.8 (d) in [12] , one can replace
by β(τ ′ − ξ 5 ) for some β ∈ S(R). Hence, the left-hand side of (4.23) is dominated by 24) for N ≥ 0. By taking the Cauchy-Schwarz inequality and choosing N = N (s, λ) ≫ 1, we have (4.23) for both cases. Indeed, we have for the case I (in this case, we have |τ
and for the case II (in this case, we have |τ
Therefore, we complete the proof of (c).
Bilinear estimates
In this section, we are going to prove bilinear estimates.
be the resonance function, which plays an crucial role in the bilinear X s,b -type estimates. For compactly supported functions f, g, h ∈ L 2 (R 2 ), we define
By the change of variables in the integration, we know
Note from the definition of convolution operation that the first two components in the functional J can be freely changed each other without any difference. From the identities
(c) For any k 1 , k 2 , k 3 ∈ Z and j 1 , j 2 , j 3 ∈ Z + , then we have
L 2 -block estimates of fifth-order equations on R and T have been used in the proof of multilinear estimates, see [7, 6, 11, 19, 23, 22] . The proof was first shown by Chen, Li, Miao and Wu [7] . But there was an error in the high × high ⇒ high case and was corrected in [6] . See [7, 6] for the proof.
Control of
From the duality in addition to the fact that
For k i , j i ∈ Z + , we make a dyadic decomposition of f i , i = 1, 2, 3, in both frequency and modulation modes into
. We prove (5.9) by dividing the region of integration
into several regions associated to the relation of frequencies.
. In this case, we have j max ≥ 5k 3 − 5 thanks to (5.4) and (5.1). The change of variables in addition to (5.8) enables that (5.10) is bounded by Without loss of generality, we may assume that j 1 ≤ j 2 ≤ j 3 . Given −9/4 < s, we can choose max(3/8, 1/20−s/5) < b < 1/2. Performing the summation over 0 ≤ j 1 ≤ j 2 ≤ j 3 in addition to 5k 3 − 5 ≤ j 3 and k i , i = 1, 2, 3 yields LHS of (5.11)
which completes the proof of (5.11).
. 8 We further divide the case into two cases: k 1 = 0 and k 1 ≥ 1.
Case II-a k 1 = 0. Without loss of generality, we may assume that j 2 ≤ j 3 . Similarly as Case I, it suffices to show 12) thanks to (5.8) and Lemma 5.1 (b). Note that the estimate (5.12) is irrelevant to the regularity s. By choosing 1/4 < b < 1/2, we have
Case III-b k 3 ≥ 1. In this case, we have from (5.4) and (5.1) that j max ≥ 4k 2 + k 3 − 5. Similarly as Case I, it suffices to show 15) thanks to (5.8) and Lemma 5.1 (b). Without loss of generality, we may assume that j 1 ≤ j 2 . If j 3 = j max (j 2 = j max ), given −2 < s, we can choose max((1−s)/6, (4−s)/15) < b < 1/2. Performing the summation over 0 ≤ j 1 , j 3 ≤ j 2 in addition to 4k 2 + k 3 − 5 ≤ j 2 after choosing (k i , j i ) = (k 2 , j 2 ) yields LHS of (5.15)
If j 3 = j max , given −7/4 < s, we can choose max((5 − 4s)/24, (4 − s)/15) < b < 1/2. Performing the summation over 0 ≤ j 1 ≤ j 2 ≤ j 3 in addition to 4k 2 + k 3 − 5 ≤ j 3 after choosing (k i , j i ) = (k 3 , j 3 ) yields LHS of (5.15)
which completes the proof of (5.15). The low ×low ⇒low interaction component can be directly controlled by the CauchySchwarz inequality, since the low frequency localized space D α with α > 1/2 allows the L 2 integrability with respect to τ -variables.
Therefore, the proof of (5.5) is completed. 
The proof is similar as the proof of Lemma 5.1 (b) in [12] , while we give a direct proof without the interpolation argument. We state the elementary integral estimates without proof.
Lemma 5.2 (Lemmas 5.12, 5.13 [12] ). Let α, β ∈ R.
(a) If 
We may assume that |ξ 1 | ≤ |ξ 2 | thanks to the symmetry. Case I |ξ 2 | < 1. In this case, we know |ξ| < 1 due to the identity (5.2). Then, the left-hand side of (5.21) is equivalent to
due to |τ | 1. Since α > 1/2, we have (5.21) by the Cauchy-Schwarz inequality. Case II |ξ 2 | ≥ 1.
Case II-1 |ξ 1 | < 1. In this case, we can know that |ξ| ≥ 1 due to the identity (5.2). Then, the left-hand side of (5.21) is bounded by *
For given −3/2 < s ≤ 0, we can choose b = b(s) satisfying
Since |ξ 2 | ∼ |ξ|, we have |ξ| 1−s−5b ≤ 1, and hence we have from the Cauchy-Schwarz inequality that
The last inequality holds true due to α > 
The support property (|τ − ξ 5 | |H|) with (5.19) enables us to get
and hence (5.24) can be controlled by
Note that |µ| ≤ 2|τ − ξ 5 | in this case. Then, by the direct calculation, we know 
|τ 2 − ξ 5 2 | −s |ξ| s . We perform the integration in (5.28) in terms of τ variable by using (5.17), then (5.28) is bounded by
. Then, by performing integration in terms of ξ, we have
(8−30b−2s)
1.
For the other case (|H| > 1 2 |τ 2 − ξ 5 2 |), we can know the following facts:
To verify the first one in (5.29) 10 , suppose that |ξ 1 | ≤ 10|ξ|. From (5.2), we know |ξ 2 | ≤ 11|ξ|. Then, 
A direct calculation gives dµ = 5(ξ − ξ 2 ) 4 dξ. 9 The strict inequality We use the change of variable
we have (5.31) Therefore, we complete the proof of (5.16) for −7/4 < s ≤ 0. Now we address the range 0 < s < 5/2. For the positive regularity, it is enough to consider |τ | ≥ 2|ξ| 5 , otherwise, it follows (5.5) in the proof of Proposition 5.1. Note that |τ | ≥ 2|ξ| 5 enables us to assume that τ −ξ 5 ∼ τ . We further assume that |ξ 1 | ≤ |ξ 2 | by the symmetry. Then, similarly as before (for the negative regularity range) it suffices to show
where f i and β i , i = 1, 2 are defined as in (5.6) and (5.7), respectively. Case I |ξ 2 | ≤ 1. In this case, the left-hand side of (5.32) can be reduced by 
by the Cauchy-Schwarz inequality, due to α > 1/2. Case II |ξ 2 | > 1.
Case II-a |ξ 1 | ≤ 1. In this case, we know |ξ| > 1, due to the identity (5.2). Then, the left-hand side of (5.32) is reduced to * 34) where 
1.
The last inequality holds due to Here we shall prove Theorems 1.1. We follow the arguments in [12] (see also [3] and references therein). Form (1.13), we may assume where γ i (i = 1, 2) will be chosen in the following in terms of given initial and boundary data u 0 , f and g, and F (t, x) = e it∂ 5 x u 0 + Dw(t, x). Recall .
Note that a j and b j are well-defined when even λ j = 1 − 5n or λ j = 2 − 5n for n ∈ Z. By Lemmas 3.2 and 3.3, we get f (t) = u(t, 0) = a 1 γ 1 (t) + a 2 γ 2 (t) + F (t, 0) (6.2) and g(t) = ∂ x u(t, 0) = b 1 I − From this observation, we can define the forcing functions γ 1 (t) and γ 2 (t) for any λ j , j = 1, 2, satisfying (6.5) by γ 1 (t) γ 2 (t) = A x u 0 − D(∂ x (u 2 ))(t, x). We remark in view of (6.2), (6.3) and (6.6) that it is necessary to check γ i (t), i = 1, 2 to be well-defined in H 3. We omit the details and refer to [12] .
Recall the solution space Z < 2cδ}, and it completes the proof.
Proof of Theorem 1.2
We follows the same argument used in Section 6, and hence it suffices to construct solution operator similarly as (6.7) and to find suitable functions γ i as in (6.6).
We seek γ i , i = 1, 2, 3, in terms of given initial and boundary data, which satisfy the following solution form:
− γ 3 (t, x) + F (t, x). .
Note that a j , b j and c j are well-defined when even λ j = 1 − 5n or λ j = 2 − 5n or λ j = 3 − 5n for n ∈ Z. By Lemmas 3.2 and 3.3, we get f (t) = u(t, 0) = a 1 γ 1 (t) + a 2 γ 2 (t) + a 3 γ 3 (t) + F (t, 0), (7.2) g(t) = ∂ x u(t, 0) = b 1 I − γ 3 (t) + ∂ x F (t, 0) (7.3)
