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We wish to study here the range of the periods of certain periodic solutions 
of the equation 
x’(t) = --olf(x(t - 1)) (1) 
as ol varies. This is part of a general program [2, 3,4, 51 to obtain new informa- 
tion about the structure of the set of periodic solutions of certain parameterized 
families of nonlinear, autonomous, functional differential equations. 
Our results here are motivated by the equations 
and 
x’(t) = -ax(t - 1)(1 + Lx(t)) (14 
x’(t) = -ax(t - l)(a - x(t))@ + x(t)) (lb) 
where CL, a, and b are positive real numbers. Each of these equations can be 
reduced to the form of (I) by a change of variables (see [5], p. 276). Equations 
like (la) and (lb) are of interest in a variety of applications; we refer to [6j for 
examples of applications to mathematical biology. The articles cited at the end 
of this paper give further references to the literature. 
If 01 > n/2 for (1 a) or ouzb > r/2 for (1 b), Eqs. (1 a) and (1 b) are known to have 
periodic solutions x (depending on (Y, a, and b) such that X( - 1) = 0, x is strictly 
monotonic increasing on [- 1, 01, x(zr) = 0 at some unknown first time zr > 0, 
x(zs) = 0 at some unknown first time a, > a, and x has period za + 1. Numerical 
studies have long suggested that as a! approaches co, the period of a periodic 
solution (as above) of (la) approaches 00. For (lb), the situation has been more 
ambiguous. Numerical studies have suggested that as 01 increases a periodic 
solution of (1 b) looks more and more like a step function alternating between the 
values +a on [-1, ar] and -6 on [zr , z 2 1. If we assume this is true we find that 
O = s:’ (u - x(t$l + x(t)) 
21-l 
dt=--or 
s x(t) dt -2 
+ -a[u(q- I)-61 
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and 
.2,-l & z-_ -a J x(t) dt 21-l 
=A= -of-b(z, - z1 - 1) + u]. 
These equations suggest that za + 1 the period of X, should be approximately 
2 + a/b + b/u and that this number should be the limit of the periods as ol 
approaches a. 
We wish to prove (as a special case of a theorem about Eq. (1)) that the 
results suggested above are in fact true. When coupled with theorems 
from [3] this enables us to prove (in Theorem 2 below) that for every p > 4 there 
is an a > 0 and a nonconstant periodic solution of (la) of period precisely p: 
for (1 b) one obtains the same result for everyp such that 4 < p < 2 A- a/h -1 h/a. 
To the best of our knowledge, our results provide the first proof of these facts 
even for the relatively simple and well-studied cases of Eqs. (1 a) and (1 b). 
In order to state our theorems precisely, we need some notation. Let K denote 
the cone of continuous function #J: [-1, 0] + R such that d(- 1) 0 and 
+(tl) :‘< +(t,) for - 1 < t, < t, < 0; K inherits its topology from C([-- 1, 0]), 
:hc continuous real-valued functions on [- 1, 0] with the sup norm. Let -7 denote 
the positive real numbers and assume that 
HI. f  : R ----f R is a continuous function such that x~(x) ‘> 0 for all 
nonzero x and such thatf’(0) exists andf’(0) > 0. 
If  (4, a) cK x / and if f  satisfies HI, there is a unique continuous function 
x:[-l,z~)+Rsuchthatxj[-l,O] -4, x is differentiable on [0, m) and x 
satisfies Eq. (1) for t 3 0. We shall write x(t) =: x(t; 4, CX). If  C(O) :>-- 0, let 
~~(4, a) denote the first t > 0 such that x(t; 4, CC) = 0; if such a t does not exist, 
write zi :- 30. Similarly, if z,(c$, a) < co, let zs($, CX) denote the first t > x1(+, a) 
such that x(t; 4, a) == 0; if such a t does not exist, write zs (x3. In the work 
that follows we shall also need the following notation: z(+, CX) : ~,(a, a) -- 
x,(4, CX) - 1, x,,($, CX) = x(0; 4, CX) and x,(4, a) = .v(zi -t I;+, m). If  4 and 31 
are fixed, we shall frequently write z1 for z,($, 01) etc. 
In terms of this notation we can define a map F: K x J + K. If  $ em 0 or if 
~~(4, a) or ~~(4, a) equals co, defineF(+, a) =- 0. I f  z., ~a(+, r~) is finite, define 
F(+, a) =- 4, where t,!(t) = x(zs + 1 + t; 4, a) for - 1 ;- t 5; 0. One can 
prove [3] F is a continuous, compact map of K Y J into K. Let S’ denote the 
set ((4, a) E K x J: 4(O) > 0 and F(qb, a) =; $}. It is clear that if (4, a) E S’, 
then x(t; 4, a) is a nonconstant periodic solution of (1) of period ~(4, CX) L 1, but 
there exist other periodic solutions of (1). 
We need one more assumption on f  before stating our main theorem. 
I-12. There exists a finite negative number --h such that lim,_~,f(r) 
exists and equals --b. There also exists a (possibly infinite) positive number a 
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such that lim,,, f( y) exists and equals a. There exists a constant c > 1 such that 
f(xJ < cf(xa) for all positive numbers x1 , xs with x1 < xa and cf( ye) ,< f( yr) 
for all negative numbers yr , ya with ya < yr . 
Remark 1. If f(0) = 0, f is bounded below and f is monotonic increasing, 
then H2 is automatically satisfied. Also iffsatisfies Hl and the constants a and /I 
above exist and are finite, then the existence of c necessarily follows. 
In what follows, a, b, and c will always denote constants as in H2. 
We can now state the main theorem. 
THEOREM 1. Assume that f  sutis$es Hl and H2 and let notation be us above. 
Let 6 be any positive number. If a and b ure finite, there exists a positive number 
p = /3(S) such that 1 ~~(4, ct) - bu-l / < S and ) ~(4, a) - ub-l 1 < 6 for any 
(4, a) E 5” with a 2 /I. I f  a = co, th r e e exists a positive number y  = y(6) such 
that r,(q5, a) < 6 and z(+, a) > 8-l for any (4, CY) E S’ with a > y. 
A less general version of Theorem I is stated as Theorem 2.2 in [3], but the 
proof is omitted there for reasons of length. 
We mention one consequence of Theorem 1; the following result is provedin [3]. 
THEOREM 2 ([3]). Assume that f  sutisjes HI and H2 and let notation be us 
above. For an-y number p such that 4 < p < 2 + ub-1 + bu-l, there exists 
(4, a) E S’ such that ~~(4, a) + 1 = p. In particular, there exists an a > 0 and a 
nonconstant periodic solution of (1) of periodp. 
We now begin the proof of Theorem 1. Since the proof is long, an outline 
may be in order. The crucial point is to show that for any given M > 0, there 
exists a(M) > 0 such that x,,(c$, a) > M and x1(+, a) < -M for a! > a(M) and 
(4, LX) E S’. The proof of this fact depends on the size of ~(4, CX) and z,($, 01), 
which are not a priori known. However, by considering several subcases (corre- 
sponding to ranges of size for ~(4, a) and ~~(4, LX)), one proves the lemma. One 
then shows that the lemma essentially determines the values of ~(4, a) and 
x,(4, a) for 01 large. 
Our first lemma is a calculus exercise. 
LEMMA 1. Assume f  sutis$es Hl and H2, let a, 6, and c be us in H2 and 
d&e g(y) = l/y fi f  (s) ds for y # 0, g(0) = 0. Then it follows that (1) g is 
continuous, (2) lim,,,, g(y) = a and lim,+-mg(y) = -b and (3) there exists a 
positive constant d such that 1 g(y)1 3 d 1 y  1 for 1 y  1 < 1 and I g( y)l > d for 
I y  1 > 1. Furthermore, it follows that (4) g(xJ < czg(x,) for 0 < x1 < x2 and 
czg(y2) < g(yJ for yz < y1 < 0, und one hus 
iyq f  ( ) d s sI 3 [I ~2 - ~1 II [I ~2 - ~1 I + c2 I YI II-’ I &)I (2) 
whenever0 <yl < y2 ory, <yl < 0. 
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Proof. The first three properties of g are clear. To see the fourth property 
note that for 0 -‘i x < x2 
.*z 
9(x2) = XL1 
J f(s) ds + ~&‘&l) z1 
2 (cxJ1 (x2 - Xl) f  (x1) $- %“SM,) (3) 
> [(2x2)-~ (x2 - x1) -c xp;‘] g(q) 
The result follows from inequality (3). The case y, -g yi 2~~. 0 is handled 
similarly. 
To establish inequality (2) in the lemma note that if 0 < x1 < x2 one has 
g(Xz> (xrl Jeff ds)-’ = 1 + 16 f(s) ds) (.r,” f  (s) ds)~’ 
1 
~< 1 + (cx,f (Xl)) (c-1(x2 - X1)f(X$l. (4) 
Inequality (4) implies inequality (2). A similar argument handles the case 
x2 < x1 < 0. B 
The next lemma is a simple exercise which we leave to the reader; W denotes 
the nonnegative reals below. 
LEMMA 2. Assume that f  satis$es Hl. There exists a function h: R +- + Ii!+ 
such that lim,,, h(ol) = co and such that ;f  y(f (y))-l > ol for any nonzero y, 
it follows that 1 y  j > h(a). 
The next lemma involves a slight generalization of the idea of concave and 
convex functions (the case c = 1 below). 
LEMMA 3. Let [y, S] be a$nite interval of real numbers and x: [y, S] + R a Cl 
function such that x(y) > 0 and x(S) > 0. Assume that there exists a constant c ‘- 1 
such that either x’(tJ < cx’(t,) for all t, , 2 t with y  < t, < t, < 6 or cx’(t,) :> 
x’(tl) for all t 1 , t, with y  < t, < t, < 6. Then it follows that in the$rst case one 
has (for y  < t < 6) 
.y(t> 3 [(t - Y) + c(S - q-‘[(t - y) x(S) + c(S - t) “$Y)l 
and in the second case 
(5) 
X(t) 3 [c(t - Y) + (8 - t)l-l[c(t - Y) x(S) + (6 - t> X(Y)]. (6) 
Proof. I f  y  < t < 6, the mean value theorem implies that there exists t, 
with y  < t, < t and t, with t < t, < 6 such that 
and 
(x(t) - x(y))(t - y)p’ -= x’(t1) 
(7) 
(x(S) - x(t))(S - t)--1 : x’(t2). 
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I f  the first case of the lemma holds (x’(tJ < cx’(tr)), this gives 
(x(S) - x(W - t>-l < c(x(t> - x(y))(t - ,/)-l 
and inequality (5) follows by simplification. Inequality (6) follows by a similar 
argument. 1 
Remark 2. Inequalities 5 and 6 both imply that 
x(t) 2 Kt - Y) 4~) + (6 - 4 4Y)lH~ - WI for y  < t < 6 (8) 
under the assumptions of Lemma 3, and it is in this form we shall usually use 
Lemma 3. The case in which x(y) < 0, x(6) < 0, and either cx’(ti) < x’(ts) 
for all t, , t, with y  < t, < t, < S or x’(tr) < cx’(ta) for all t, , t, with t, , t, 
with y  < t, < t, < 6 can be reduced to the case of Lemma 3 by considering 
-x(t). 
Since x(t) = x(t; 4, a) is periodic for (4, m) E S’, in the following we shall 
consider x as defined on Iw. 
LEMMA 4. Assume that f satisjies HI and H2 and suppose that (4, a) E S’ and 
,x1(+, a) < 1. Then ;f we set x(t; +, a) = x(t), z,(+, a) = z, , x0 = x(0) and 
Xl = x(zl + 1) we haoe 
I @>I > (t - 4 (C2%Y x0 for 271 < t < 1, 
3 (1 - Xi) (c%r)-i x0 + (Y(t - 1) c-“g(xoc-‘) for 1 <t<F++l. (9) 
Similarly, if0 < ~(4, a) = z < 1, we obtain 
j  x(t)1 > (t - z2)(c”z)-” 1 x1 1 fOY z2 d t < x1 + 2, 
> (1 - a)(&+ / xi ) + LY(t - xi - 2) c-s ) g(x,c-l)j (10) 
for zl+2<t<sz,+1. 
Proof. I f  ,x1 < 1, Eq. 1 and H2 imply that cx’(t2) < x’(tl) whenever 0 < t, < 
t, < xi , so that by Lemma 3 and Remark 2 we have 
x(s) >, (Zl - 4(c~1)-1xo for 0 6 s < .zi 
We also know that 
x0 = - 
s 
21 21-l 
x’(s) ds = (y. f (44) ds < -lfWx 0 s -l 
and that (for .z, < t < 1) 
s 
t-1 
a: zl-lf(W ds 3 Uc-Yt - Gf @k - 1)). 
(11) 
1)) (12) 
(13) 
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Inequalities (12) and (13) show that for x1 < t < 1 we have 
[ x(t)1 = a jzt;f(x(s)) ds < (t - ZJ (c%zl)-' x0. (14) 
1 
To obtain the second part of (9), suppose that 1 < t < zr + 1 and note that 
(15) 
If one uses inequality (1 l), hypothesis H2 and a change of variables, it follows 
that 
s 
t-1 
cy. o f(x(s)) ds > 0x-l p(zl - s) (czl)-1 x0) ds 
(16) 
-1 s (x"c-11 = azlxo f b> 4 
01 
where pi = (zi + 1 - t)(czJ-%a . By applying inequality (2) to (16), we 
obtain that 
cy. 
J 
t-1 
f(x(s)) ds >, ol(t - 1) c-"g(q,-'). (17) o 
This gives inequality (9). The proof of (10) is essentially the same. m 
LEMMA 5. Suppose that f satisfies HI and H2. If (4, a) E s’, it follows that 
z,@, a) t- ,+A a) >, r = 2(cZ + 1))‘. If 21 = z,@, a) > Y, x(t) =: x(t; +, a) 
and x,, 1~~ x,,($, cx), it follows that 
/ x(t)’ :1-- cc(t - 21 + r - 1) c-lg((t - z1 + r - 1) c-i@ - zl)-ix()) 
for z,+(l-r-)<tt:I, 
3 cx(t - 21 + Y - 1) C-ag(XOc-l) for 1 < t < z1 + 1. 
Similar&, if z = z($, a) < Y and x1 = x1(+, CY.), we obtain 
x(t) 31: a(t - z2 t r - I) c-l I g((t - zp + Y - 1) C-‘(Y - x)-%J 
f or 2.2 + (1 - Y) < t < z, -+ 2, 
>a(t-z~+r-l)C-3/g(X1C-~)! fOY z,+-2<ttzz,+1. . . 
Proof. If (4, a) E S’ and z(#+ ti) >/ 1 or zr($, a) > 1, then one certainly has 
zi -+ z 2: Y. Thus suppose that z < 1 and zi < 1 and define x(t) = x(t; 4, a). 
Lemma 4 and the periodicity of x imply that 
X” == x(0) 13 (1 - z)(c’z)-‘( 1 - z,)(c%I)-lzcO . 
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It is a calculus exercise (which we leave to the reader) to show that the above 
inequality implies that z, + .a > r = 2(c2 + 1)-r. 
If ($, a) E S’ and zi(+, o) < r, the periodicity of x(t) = x(t; 4, CX) and the fact 
z + z, 3 r imply that x’(t2) < cx’(tJ whenever xi - Y < t, < t, ,( 0. 
Lemma 3 therefore implies that for z, - Y < s < 0 one has 
4s) > [(s - x, + Y) c-q - z,)-lx(O)]. 
If zl + (1 - r) < t < 1, it follows that 
1 x(t)/ = 01 j-“-l f@(O)) ds > m-l j”-’ f((s - z1 + r) c-‘(r - zl)-l x,,) ds. 
Q-1 zl-T 
Changing variables in the integral gives for z, + 1 - r 6 t < 1 
1 x(t)/ 2 ol(t - xl + Y - 1) c-lg((t - 1 - z, + r) c-‘(r - xl)-%,). (18) 
For t = 1, (18) reduces to 
) X(l)/ > C'(Y - zJg(x,c-1). (19) 
To handle the case 1 < t < a, + 1 note that for such t 
I +)I = I x(l)1 + 01 ~ot-lf,,N ds. (20) 
Since x(s) > (z, - s)(c~~)-~x(O) for 0 < s < t - 1, the integral in (20) can be 
estimated: 
s 
t-1 
a o f@(s)) ds 3 ac-’ jt-lf((zl - s) (cz~)-~ x0) ds 
0 
(21) 
-1 
s 
xoc-l 
= aiyo f(p) 4 p1 
where pl = (ai - t + 1)(cz$‘~~ . By applying Lemma 1 one finds that 
s 
t-1 
a f@(s)) ds 2 u(t - 1) c-3g(xoc-1). (22) o 
By combining (19), (20), and (22) we obtain the result of the lemma for the case 
zr < r. The case ~(4, a) < r can be handled by the same kind of argument. h 
LEMMA 6. Assume that f satisJies Hl and H2 and tkzt (4, a) E S’ and set 
q, = x&, a) mui xl = x1(4, 4. Dfi e ne a constant k = 2(c2 + 1)-1c-3. If 
x,(+, a) < 1, it fozzows that 
I x1 I > &T(qd. 
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If x($, a) < 1, it foZlows that 
Proof. This is an immediate consequence of Lemmas 4 and 5. [ 
LEMMA 7. Suppose that f satisfies Hl and H2 and that (4, a) E S’ and write 
x(t) = x(t; 4, 4, x0(4, 4 = x0 > etc. Then if 1 < ~~(4, a) 5; 3, it follows that 
/ x(t)1 3 a(t - Xl) c-3g((2 - Xl) xoc-‘) for x1 r< t <, 2, 
(23) 
> a(2 - x1) c-3g((2 - x1) xoc-1) for 2 <; t G .x1 + 1. 
Similarly, if 1 < x($, a) < .$, itfollows that 
x(t) > a(t - x2) c-3 1 g((2 - x) x1c-‘)I for z2 CT t s; 21 -7~ 3, 
(24) 
> a(2 - x2) c-3 1 g((2 - x) XlCC’)l for ,q -1 3 >< t G< x2 -+ 1. 
Proof. If x1(+, a) 3 I, then by applying Lemma 3 to the interval [0, l] we 
obtain 
x(s) > (1 - s) c-ix0 for O<.s.<l. 
Thus we find that for zi ,( t < 2 we have 
As usual, if we make a change of variables in the integral in (25) and apply 
Lemma 1, we find 
I x(t)1 >, a(t - x1) cc3g((2 - x1) cc”x0) for .zi < t < 2. (26) 
Since x is monotonic decreasing on [zi , zi + 11, the second part of (23) follows 
by taking t = 2 in (26). The proof of inequality (24) is similar. i 
LEMMA 8. Suppose that f satisfies Hl and H2 and that (4, a) E S’. If we set 
x(t) = x(t; 4, a), x0 = x0(+, a), x1 = x1($, a), etc., and if 1 < zi(+, a) < 2, 
it follows that 
x(t) > (1 - t) c-ix0 + at(x, - 1) c-3g(x,c-1) for0 5; t >. 1, 
(27) 
> 01(x1 - t) c-3g((2 - t) xoc-1) fOY 1 :-’ t 5: zi . 
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Similarly, if 1 < z($, a) < 2 one obtains 
1 x(t)/ 3 (z1 + 2 - t) c-1 1 x1 [ + a(t - z1 - 1) (z - 1) c-s 1 g(xlc-1) 
for 21 + 1 < t <Xl + 2, 
3 a(z2 - t) c-3 1 g((+ + 3 - t) c-‘xl)l for 271 + 2 < t < z.2 . WV 
Proof. If zi >, 1, Lemma 3 implies that 
x(s) 2 c-i(CSX(1) + (1 - S) x(0)) for O<s<l. (29) 
Furthermore, if 1 < t < xi , integrating Eq. 1 gives 
x(t) = x(O) - a j:;‘f (x(s)) ds 
s 
21-l 
=cY f (44) ds. t-l 
(30) 
It follows from (29) and (30) that for 1 < t < zi 
s 
21-l 
x(t) >, w-1 f((l - 4 c-'4 ds t-l 
(31) 
3 cql 
s ,‘f (P) dP 
where p1 = (2 - xi) c-4, and pz = (2 - t) c-$, . If one applies Lemma 1 to 
the last integral in (31) one finds 
x(t) > a(zl - t) c-3g((2 - t) c-lx()) for 1 < t < z1 . (32) 
Inequality (32) is the second part of (27). To obtain the first part of (27), 
substitute t = 1 in (32) and then use this estimate for x(l) in (29). The proof 
for the case 1 < .a(& CX) < 2 is similar. 1 
At this point we have considered almost all necessary cases corresponding 
to different sizes of z(+, a) and ~~(4, CX). It only remains to consider the possibility 
z&4, CX) > g or ~(4, CX) 2 $. Surprisingly, this turns out to be the simplest case. 
LEMMA 9. Assume that f satisJies HI and H2 and that (#, a) E 5“. As usual, 
set x(t) = x(t; 4, cu), z1 = z,($, o), etc. and let h be a function as in Lemma 2. 
Then if z,(+, CX) < g and 0 < E < +, it follows that 
I x(t)1 3 h(cw-9 for 0 < t < z, - E, 
3 ac-l(t - zl) f (h(cxc-1)) for z, < t < z1 + (1 - E), 
2 cut-l(l - <) f(h(mc-‘)) for z1 + (1 - 6) < t < xi + 1. 
(33) 
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Similarly, if ~(4, a) >, # and 0 < E < 4, one has 
; a(t - q,) c+f(h(w+)) for z2 < t < z2 A 1 - E, (34) 
ci( 1 - c) c-lf(h(wc+)) for z,+l-E+;~:::&+l. 
Proof. If z1 3 $ and 0 < E < + one has 
3 cm-‘f (x(zl - 6)). 
(35) 
In the notation of Lemma 2, this implies x(zi - E) > h(ol<c-‘) and consequently 
that x(t) 2; h(w-l) for 0 < t < zi - E. 
If z1 < t < .zi + 1 - E, we obtain that 
J 
t-1 
> cc-1 
z -If(h( 
a-‘)) ds (36) 
1 
3 a(t - x1) c-lf (h(w+)). 
The last part of inequality (33) follows by taking t = 1 - E in (36) and then 
recalling that x is decreasing on [.zr - 1 + E, zi]. Formula (34) is proved 
similarly. 1 
We can now prove the crucial lemma alluded to so long ago. 
LEMMA IO. Suppose that f satisjes HI and H2. If M is any positive constant, 
there exists a positive number /I = /3(M) such that if (+, CX) E S’ and 01 > /I, then 
x&C, LX) ’ : i\Z and x,(4, a) < -M. 
Proof. Lemma 9 implies that if zr(#, CK) > $ we have ~~(4, CC) > h(&c-l) 
and x1(+, ti) :L -$w-‘f (h(+xp’)), and from this it follows that there exists & 
such that oi . . . & and z,(+, CX) > $ imply the desired estimates. Similarly, there 
exists j& such that if z($, a) 3 8 and LY 2 /3, we obtain the desired estimates. 
Therefore we can restrict attention to (4, CX) E S’ such that zi(+, a) < # and 
~(4, a) :- i. By combining Lemma 6 and Lemma 7 we see that there exists a 
constant k, (independent of (4, a) E S’) such that if z,(+, CY) < $ and ~(4, CY) < i, 
then ~ X, ‘-. c&,g(&,~l) and x0 > CA, ) g(+x,ccl)j, where x0 = x0(+, m) and 
x1 m-z: ~~(4, a). According to Lemma 1 there exists a positive constant d such that 
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lg(x)j >dlxl for 1x1 < 1 and /g(x)1 >,d for /xJ > 1. By applying this 
observation and the above estimates on x,, and x1 we find that 
x0 = x0($, CX) > min{ak,d, (&,d)2, $(a&,d)2 c-lx,}, 
I x1 I = I 4A 41 B m+W, (Wj2, +(442 c-l I xl I>. 
(37) 
Inequality (37) implies that if (c&&)~ > 2c, we must have x0 > &,d and 
I xi ) > c&d, and these estimates complete the proof. 1 
LEMMA 11. Assume that f satisfies HI and H2. If 0 < E < $ and M is any 
positive constant, there exists a number /I (depending on E and M) such that ;f 
(c$, a) ES’, x(t) = x(t; 4, ol), and (Y 3 /3, then it follows that / x(t)1 2 M for 
--I + E < t < x1($, a) - E and x(t) < -Mfor ~~(4, a) + E < t < z2(+, a) - E. 
Proof. By the periodicity of x and the symmetry of the situation, it suffices 
toshowthat)x(t)l~MforO<t<z,+1andIt--z,/3E.If2,(4,ar)3Q, 
inequality (33) implies that there exists a number p, such that if u >, p1 , then 
the desired estimate holds. If 1 < ~~(4, a) < #, inequalities (23) and (27) imply 
that there exists a constant M, such that if x0($, a) > M2 , then the desired 
estimates hold. If 0 < zr($, a) < 1, inequalities (9) and (11) imply that there 
exists a constant MS such that the desired estimates hold if x,,($, CX) 3 MS . 
However, according to Lemma 10, there exists /3a such that if a 3 p2 one has 
x,,(+, a) > max(M2 , MS}. It suffices to take /? = max{& , p2}. 1 
Proof of Theorem 1. Select 8 > 0 and let E < $8 be a positive number which 
will be specified more precisely later. By Lemma 11 and H2 there exists fir > 0 
such that for any ($, a) E S’ with a: 3 /3r and for x(t) = x(t; 4, r~) we have 
lf(x(t))+bl G f E or ~~(4, f~) + E < t < z2(& ~4) - E. If a < co, we can also 
assume that / f (x(t)) - a I < E for -1 + E < t < ~~(4, a) - E. If a = CO, 
let a, be a positive number which will also be specified more precisely later. 
Again we can assume that if 01 3 j?r we have f (x(t)) = f (x(t; $, a)) >, a, for 
-1 +E < t <a,(#,CX)-6. 
For any (4, a) E S’, if we set x(t) = x(t; 4, 01), z, = z,(+, 01), etc., we have 
and 
0 = cc-l s:’ x’(t) dt = J-;-l f (x(t)) dt 
(38) 
0 = JzzI1 f (x(t)) dt. 
1 
If a! > pl and a -C 00, we obtain from (38) that 
O< /-;-‘f (x(t)) dt + ji’-‘f (x(t)) dt + 1;;: f(x(t)) dt 
< -(b - c) (1 - c) + cat + (Zl - c) (u + c). 
(39) 
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Similarly, we find that 
0 3 j--;-f(@)) dt + 1:; f(x(t)) dt f j"-' f(W) dt 
* -1+c 
;a -(b + E) (1 - E) - Crl, + (a - l ) (?+ - l ). (40) 
Inequalities (39) and (40) imply that 
[(b - E)(l - C) - C&](U + +’ + E 
< .x1($, a) < [(b + <)(I - e) + &](a - c)-1 -t- E. 
In a similar way we find that 
(41) 
[(a - E)(l - 6) - CbC](b + c)-’ + E 
< Z($b, a) <. [(a + r)(l - l ) + cut-]@ - <)-I $ E. (42) 
It is clear from (41) and (42) that if E is chosen small enough we have 
j .z,(+, a) - bupl 1 < 6 and / ~(4, a) - ub-l 1 < 6. 
It remains to consider the case a = co. We obtain from (38) that 
In a similar manner we find that 
0 2 J:Il’ f (x(t)) dt + 1:‘” f(W) dt i- (1’ f@(t)) dt 
1 
3 a,(1 - 6) - C6E - (2 - 6) (b + C). (44) 
It is clear from (43) and (44) that if a, is selected large enough, we must have 
~~(4, a) < 6 and ~(4, a) >, 8-l for LX > fil . 
Remark 3. Jones’ work in [l] has some surface similarity to our work here. 
Jones considers the equation x’(t) = ti(t - I)(1 i x(t)) (which can be trans- 
formed to our form by the substitution x = eU - 1) and studies quantitative 
behavior of solutions x(t; 4, a) for a jixed 4, as 01 approaches CD. In our case 4 
is not fixed and, in fact, varies with LY, subject to the constraint (4, CX) E S’. Thus 
Jones’s methods to not give our result even for the equation he studies in [l]. 
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