Abstract Brain connectivity network derived from functional magnetic resonance imaging (fMRI) is becoming increasingly prevalent in the researches related to cognitive and perceptual processes. The capability to detect causal or effective connectivity is highly desirable for understanding the cooperative nature of brain network, particularly when the ultimate goal is to obtain good performance of control-patient classification with biological meaningful interpretations. Understanding directed functional interactions between brain regions via brain connectivity network is a challenging task. Since many genetic and biomedical networks are intrinsically sparse, incorporating sparsity property into connectivity modeling can make the derived models more biologically plausible. Accordingly, we propose an effective connectivity modeling of resting-state fMRI data based on the multivariate autoregressive (MAR) modeling technique, which is widely used to characterize temporal information of dynamic systems. This MAR modeling technique allows for the identification of effective connectivity using the Granger causality concept and reducing the spurious causality connectivity in assessment of directed functional interaction from fMRI data. A forward orthogonal least squares (OLS) regression algorithm is further used to construct a sparse MAR model. By applying the proposed modeling to mild cognitive impairment (MCI) classification, we identify several most discriminative regions, including middle cingulate gyrus, posterior cingulate gyrus, lingual gyrus and caudate regions, in line with results reported in previous findings. A relatively high classification accuracy of 91.89 % is also achieved, with an increment of 5.4 % compared to the fully-connected, non-directional Pearsoncorrelation-based functional connectivity approach.
Introduction
Recent research has identified that Mild cognitive impairment (MCI) is the clinical condition between normal aging and Alzheimer's disease (AD), who experience memory loss, yet do not meet the currently accepted criteria for clinically probable AD (Petersen et al. 2001; Li et al. 2012a; Zhang et al. 2011; . MCI is considered as an intermediate state of cognitive function between normal aging and very early dementia (Petersen et al. 1999) . The most prominent feature of MCI is an acquired syndrome characterized by cognitive decline, which does not interfere notably with activities of daily living (Gauthier et al. 2006) . In recent years, MCI has received considerable attention in clinical practice and research, since it could progress to Alzheimer's disease (AD) at a relatively high rate of approximately 10 % to 15 % per year (Grundman et al. 2004; Liu et al. 2012 ). The estimated prevalence of MCI in population-based studies ranges from 10 to 20 % in persons older than 65 years of age (Petersen 2011) . Some people with MCI remain stable or even return to normal over time, but more than half progress to dementia within 5 years (Petersen 2011) . Thus, MCI is regarded as a risk state of dementia, and its identification could lead to possible prevention by controlling risk factors such as systolic hypertension (Gauthier et al. 2006; Zhou et al. 2011; .
Recently, the role of neuroimaging in predicting progression from MCI to AD has gained a great deal of attention (Fox et al. 2001 ). In cognitive neuroscience, there is a prominent goal for understanding the interactions between brain structures through the functional and effective connectivity of perceptual processes or cognitive tasks. Specifically, neuroimaging approaches, such as those based on functional magnetic resonance imaging (fMRI), have been widely employed to address questions of functional connectivity and inter-regional interactions (Valdes-Sosa et al. 2005; Horwitz and Smith 2008; Roebroeck et al. 2011; Richiardi et al. 2012; Shirer et al. 2012) . Learning functional brain connectivity from neuroimaging data holds great promise for identifying image-based markers that can be used to distinguish diseases, e.g., AD and MCI, from normal controls. Many functional connectivity modeling methods have thus been proposed based on correlation analysis (Wang et al. 2007; Zeng et al. 2012) . However, correlation analysis, which assesses zero-lag correlations of the neural connectivity between brain regions (White et al. 2013) , only captures pairwise information and is unable to reveal the time-lagged relationships between different brain regions (Deshpande et al. 2013) .
Different from functional connectivity, effective connectivity can be used to identify time-lagged relationships between different brain regions, and thus can better understand the interaction mechanisms within the brain networks. Therefore, investigating the directional causal interactions among brain regions in MCI or AD can supplement functional connectivity findings, and potentially may serve as a neural biomarker for the disorder (Deshpande et al. 2013 ). Investigation of causal interactions is commonly accomplished by using structure equation modeling or dynamic causal modeling, which requires strict a priori assumptions about the underlying connectional network and directional architecture (Friston et al. 2011; Bianchi et al. 2013) . In contrast, multivariate autoregressive (MAR) modeling technique, which has been widely used for a large number of time series modeling (Martinez-Montes et al. 2004; Valdes-Sosa 2004; Valdes-Sosa et al. 2005; Deshpande et al. 2009) , is used in this study to identify how different brain regions interact with each other in disease processes based on the fMRI data (Fan et al. 2007; Rajapakse and Zhou 2007) . MAR modeling is regarded as an exploratory technique which does not require any prior hypothesis about the potential connectional structure. Moreover, it is capable of obtaining Granger causal influences between different brain regions by using the relatively shorter time series when compared to the existing methods (Deshpande et al. 2013) . MAR approach has also been proven to be very useful for modeling the interacting patterns between genes from microarray gene expression data, which measures thousands of genes with sample size being no more than a few hundred (Shimamura et al. 2009 ).
Inferring effective brain connectivity from fMRI data for biologically more meaningful interpretation and better classification performance is a challenging task. Many spurious connectivity might be arisen due to the low frequency (<0.1Hz) spontaneous fluctuation of blood oxygen level dependent (BOLD) signals and the physiological noise such as cardiac and respiratory cycles. Supekar et al. (2008) suggested that sparse representation can be employed to elucidate robust connections of the brain since brain connectivity networks are indeed sparse (Sporns et al. 2000 Kotter and Stephan 2003; Sporns and Zwi 2004) . Actually, the sparse representation correlates well with the fact that a brain region predominantly interacts with only a small number of other regions. Most of recent studies have focused on the undirected functional connectivity measured by the correlation of two activity time series of separated brain regions (Zeng et al. 2012) . However, little is known about the effective connectivity in MCI or AD, including how their effective connectivity patterns (directional causal influence of one brain region over another) differ from healthy subjects based on mathematical modeling (Friston et al. 2011) .
The focus of this work is to develop a generalized disease identification framework based on sparse effective connectivity among brain regions derived from the resting-state fMRI data by using the MAR approach and the idea of Granger causality (Granger 1969; Li et al. 2012b ). Granger causality is used to investigate whether the prediction of the present value of one time series by its own past values can be significantly improved by also including the past values of other time series. The Granger causality measure is typically implemented via autoregressive (AR) modeling and has been shown to be a powerful and flexible tool for identifying the predictability of one neural time series from another (Ding et al. 2000; Li et al. 2012b) . The goals in this study are threefold. First, based on a multiple-input multiple-output (MIMO) model, the model order of each fMRI time-series will be estimated, using a model order determination criterion, to identify the model order distribution of each region-of-interest (ROI) in MCI patients and normal controls. Moreover, according to the distribution of optimal model order, group difference will be evaluated to identify the most discriminative regions between MCI and normal control groups. Second, based on the determined model order, MAR modeling approach will then be used to construct the effective connectivity between brain regions. Specifically a forward orthogonal least square (OLS) algorithm will be employed to obtain a satisfactory and sparse representation that involves only a small number of regression terms in the MAR model. Finally, feature matrix, which is extracted from those discriminative regions, will be applied for MCI classification. Classification accuracy will be evaluated via a leave-one-out (LOO) cross-validation to ensure performance generalization on the small sample size.
Materials and Methods

Subjects
In this study, all the subjects used were recruited by the Duke UNC Brain Imaging and Analysis Centre (BIAC), Durham, North Carolina, USA. Experimental protocols have been approved by the institutional ethics board at Duke University Medical Centre in compliance with the Health Insurance Portability and Accountability Act, and written informed consent was obtained from all participants. Twelve MCI patients and 25 socio-demographically matched normal controls were included in this study. All the participants were examined by expert consensus panels at the Department of Psychiatry at Duke University Medical Centre and the Joseph and Kathleen Bryan Alzheimer's Disease Research Centre (Bryan ADRC). Diagnosis was made by a board-certified neurologist based on a battery of general neurological examination, collateral and subject symptom, neuropsychological assessment evaluation and functional capacity reports. Diagnosis for MCI patients confirmed if subjects met the criteria as follows: (1) age > 55 years and any race; (2) recent worsening of cognition, but still functioning independently; (3) Mini Mental State Examination (MMSE) score between 24 and 30; (4) score≤−1.5 standard deviation (SD) on at least two Bryan ADRC cognitive battery memory tests for single domain amnestic MCI; or score≤−1.5 SD on at least one of the formal memory tests and score≤−1.5 SD on at least one other cognitive domain task for multi-domain MCI (e.g., language, visuospatial-processing, or judgment/executive function); (5) four or lower for baseline Hachinski score; (6) does not meet the DSM-IV-TR or NINCDS-ADRDA criteria for dementia; (7) no psychological symptoms or history of depression; (8) capacity to give informed consent and follow study procedures.
Criteria for normal controls are: (1) age > 55 years and any race; (2) adequate visual and auditory acuity to properly complete neuropsychological testing; (3) no self-report of neurological or depressive illness; (4) based on the Diagnostic Interview Schedule portion of the Duke Depression Evaluation Schedule, shows no evidence of depression; (5) normal score on a non-focal neurological examination; (6) a score>−1 SD on any formal memory tests and a score>−1 SD on any formal executive function or other cognitive test; (7) demonstrates a capacity to provide informed consent and follow study procedures. In order to minimize biases, participants were excluded from the study if they have:
(1) any of the traditional MRI contraindications including pacemakers or foreign metallic implants; (2) a past head injury or neurological disorder associated with MRI abnormalities such as dementia, epilepsy, demyelinating diseases, brain tumors and Parkinson's disease, etc.; (3) any intellectual or physical disability affecting completion of assessments; (4) documentation of other Axis I psychiatric disorders; (5) any prescription medication (or nonprescription drugs) with known neurological effects. Note that the diagnosis of all cases was made on clinical grounds without reference to MRI.
Data Acquisition and Pre-Processing
Data acquisition was conducted using a 3.0-T GE Sigma EXCITE scanner. Resting-state functional images of each subject were collected with the following parameters: repetition time (TR)=2,000 ms; echo time (TE)=32 ms; and flip angle=77°. The acquisition matrix is 64×64 with a rectangular field of view (FOV) 256×256 mm 2 , resulting in a voxel resolution of 4×4×4 mm 3 . Each fMRI volume has a total of 34 slices, collected using a SENSE inverse-spiral pulse sequence. Totally, one hundred fifty (150) fMRI volumes were acquired per scan and all subjects were requested to keep their eyes open and stared at a fixation cross in the middle of the screen during a 5 min scanning process. Details of demographic information of the participants are provided in Table 1 .
Resting-state fMRI (R-fMRI) images were preprocessed using the Statistical Parametric Mapping 8 (SPM8) software package (SPM8, http://www.fil.ion.ucl.ac.uk.spm/software/ SPM8). Specifically, for each subject, the first 10 fMRI volumes acquired were discarded for magnetization equilibrium. Slice timing correction was performed on the remaining 140 fMRI volumes before they were realigned using a least squares method and a 6-parameters spatial transformation (Friston et al. 1995) . The first scan of reminding fMRI time series was co-registered to its high-resolution T1-weighted image, which was acquired during fMRI data acquisition. Other fMRI volumes of the same subject were then linearly aligned to its high-resolution T1-weighted image by using the same estimated deformation fields. These fMRI volumes were down-sampled to their original dimension (4×4×4 mm 3 ) before effective connectivity estimation. On the other hand, automated anatomical labeling (AAL) atlas (Tzourio-Mazoyer et al. 2002) was registered to the highresolution T1-weighted image of each subject by using the deformation fields estimated from a deformable registration method called HAMMER (Shen and Davatzikos 2002; Xue et al. 2006; Yang et al. 2008; Zacharaki et al. 2008; Qiao et al. 2009; Tang et al. 2009; Yap et al. 2009; Jia et al. 2010) , before downsampling to have the same dimensionality as fMRI images. The mean fMRI time series of each region-of-interest (ROI) according to AAL atlas was then computed for each subject by averaging the fMRI time series over all voxels in each ROI. In this work, temporal band-pass filtering of frequency interval (0. 025≤f≤0.100) was performed because the fMRI dynamics of neuronal activities in this frequency interval are most salient. This frequency interval was further decomposed into five equally nonoverlapping frequency sub-bands to extract complex and subtle pathology information associated with MCI, enabling a more frequency specific analysis for the regional mean time series (Wee et al. 2012a) . Before the derivation of effective connectivity, regression of nuisance signals such as WM and ventricular signals and six head-motion profiles was implemented to reduce their effects. Given the controversy of removing the global signal in the preprocessing of R-fMRI data (Murphy et al. 2009 ), the global signal was not regressed out (Supekar et al. 2008; Lynall et al. 2010) . It was found that the headmotion profiles were matched between the MCI and normal control groups (p≥0.218 in any direction).
Sparse MAR Model for Studying Effective Connectivity
MAR modeling technique is normally used to model multiple time series so that the vector of current values of all variables can be considered as a linear summation of previous activities. We present a MAR model fitting to fMRI time series for exploring the underlying latent neuronal interaction. Suppose that we have M fMRI time series which are generated from M variables (or M ROIs in our case) within a system with N time points, represented as y(t)=[y 1 (t),y 2 (t),⋯,y n (t),…,
T ∈ R M × 1 (t =1,2,⋯, N), and [y n (1),y n (2),…, y n (t),…, y n (N)] is the time series obtained from the n-th ROI. The MAR model of q-th order predicts the next value in the M-dimensional time series, y(t), as a linear combination of the q previous vector values
where
is the MAR coefficients matrix, and E(t)=[e 1 (t),e 2 (t),⋯,e n (t),⋯e
T is the residual vector, which is assumed to constitute a zero-mean multivariate Gaussian process with a certain covariance matrix. The model order q can be determined using Bayesian information criteria (BIC) (Schwarz 1978) . From Eq. (1), the MAR model is actually a multiple linear regression accounting for a linear relationship between current measurements and the past measurements. Particularly, if the model order q is equal to 0, the MAR model in Eq. (1) is simplified to the partial correlation of current measurements from different brain regions, and the diagonal elements of A(0) are zero, thus having only the instantaneous cross-correlation but not the auto-correlation between the time series modeled.
The model in Eq.
(1) can be written in the standard form of a multivariate linear regression model as follows:
where φ(t)=[y(t−1),y(t−2),⋯,y(t−q)] is the q previous multivariate time series samples, and θ is a (q×M)×M matrix of MAR coefficients or weights.
In the following, a capital letter represents a matrix with components corresponding to the ROIs. If the n-th row of Y, X, and E are y n (t), φ n (t) and e n (t) (n=1,2,⋯,M), respectively, and there are t=1,2,⋯,N samples, we can then recast the dynamics of the network of regions as a multivariate regression model
where Y is a (N−q)×M matrix, X is a (N−q)×(q×M) matrix, θ is a (q×M)×q matrix, and E is a (N−q)×M matrix. For the model described in Eq. (3), each row of Y corresponds to a typical scan of fMRI data, and each column indicates the time-series for each region. MAR models quantify the linear dependence of one region upon all other regions in the network, and thus infer the effective connectivity. The weights in θ can be interpreted as the influence that each region has upon it. Dependence between pair of regions is reflected by a nonzero magnitude, while independence results in a zero weight. We choose MAR modeling to construct effective connectivity networks of cortical activity for several reasons. First, MAR model is a dynamical model that can capture the temporal information among all possible combinations of region pairs in the model. Second, many random processes can be well approximated by a sufficiently high order of autoregressive (AR) model. Finally, MAR model can measure the directed influence among brain regions based on the concept of Granger causality (Goebel et al. 2003; Harrison et al. 2003) .
Many approaches have been proposed to address the sparse modeling problem. The OLS algorithm, which was initiated for nonlinear system identification, has been widely used for sparse data modeling and analysis Chen et al. 1989; Billings and Wei 2007) . This type of algorithm is simple and very efficient to yield sparse linear models with good generalization properties (Chen et al. 2003) . The advantage of the OLS-type algorithms is that the widely used model selection methods, such as the Akaike information criterion (AIC) (Akaike 1974) , Bayesian information criterion (BIC) (Schwarz 1978) , and the modified generalized cross validation (GCV) , can be employed and incorporated easily into the sparse modeling algorithm to produce sparse linear regression models with good generalization performance (Chen et al. 2004; Li et al. 2011) . In this study, the OLS algorithm discussed in the literature ) is applied for sparse regression model in Eq. (3).
MAR Model Order Determination
When constructing an AR model, it is important to determine the optimal model order which best fits the data. The optimal model order can be regarded as the number of past data samples that are required to accurately predict the present value of the data.
In our study, Bayesian information criterion (BIC) (Schwarz 1978 ) is applied to determine the optimal model order of the MAR model. For each subject, the model order q n in Eq. (1) for the n-th ROI can be determined by minimizing the BIC value:
where q n is the optimal model order of the n-th ROI time series when it is represented by ROI time series of M ROIs, N is the length of the n-th time series, and mse indicates mean square error or sum of square residual, respectively. If the range of q is known in Eq. (1), for example q min ≤q≤q max , the optimal model order can be determined by minimizing the BIC. Previous studies suggested that q max for fMRI time series can be set to be 10, which will thus be used in this paper. Also, q min =0 is used in our study to estimate the optimal order of the MAR model. Then, statistical t-test can be performed to explore group difference in terms of model order distribution between MCI patients and normal controls. In this way, we can identify the brain regions with significant different MAR model orders between MCI patients and normal controls, which will be detailed below.
MAR Network Construction
The M-dimensional model in Eq. (1) provides the directed causal influence through the non-zero entries in the matrix of MAR coefficients. It is unlikely that any of its components or coefficients θ is exactly zero. Therefore, the researchers have to test statistically whether the entries of θ are vanishing (Ahmad et al. 2012) . However, instead of inspecting MAR Figure coefficients directly, in our work it is preferable to test the corresponding square correlation coefficients for measuring direct interaction strength between regions . In the OLS-type algorithm, the error reduction ratio (ERR) criterion, which is equivalent to the squared correlation coefficient, is used to measure the significance of the candidate repressors . It has been shown that the OLS algorithms interfered by the ERR criterion can produce a satisfactory and sparse model with good generalization performance Chen et al. 1989 Chen et al. , 1991 Billings and Wei 2007; Wei and Billings 2007; Wei et al. 2009; Li et al. 2011a) . The significance of candidate model regressors in Eq. (1) 
Inter-Region Relationship Determination
To investigate the between-group (MCI group vs. normal control group) difference, the MAR model order of each ROI is determined using the BIC given in Eq. (4). We then perform two-sample two-tailed 
Effective Connectivity Matrix Construction for Classification
For each subject, effective connectivity matrices of size d × 116 are constructed for model orders q I 1 and q I 0 , respectively, using the definition in Eq. (5). These two effective connectivity matrices are then combined to form a new connectivity matrix W of size (2×d)×116. Elements in the connectivity matrix W are then treated as the input features to the SVM classifier. Here, we treat the brain regions as a set of nodes and the correlation strengths as the signed, weighted edges connecting nodes. Fisher's r-to-z transformation is applied to the elements of effective connectivity matrix to improve the normality of the strength coefficients as
where r is the strength of correlation coefficient and z is approximately a normal distribution with standard deviation
and K is the number of ROIs in the whole brain. Note that the effective connectivity networks are represented in the form of z-maps.
Identification of Effective Connectivity with High Discriminative Power
We decompose fMRI time series into five frequency subbands and build network for each of them. For each frequency sub-band, all the elements in the feature matrix W are concatenated into a vector of size (2×4)×116=928. (Note that, as shown below, we will identify the four (4) most discriminative regions between MCI and normal control groups, and then we can construct two effective connectivity matrices of size (4×116) by using the optimal model orders of MCI and normal control groups, respectively. These two effective connectivity matrices can finally combined to form a feature matrix W of size (8×116), as mentioned above.) Then, the feature vectors of all five frequency bands of the same subject are further concatenated into a long feature vector of size 5×928=4,640. Due to its high dimensionality, we employ a hybrid feature selection method that combines the benefits of maximum-relevance and wrapper-based feature selection approaches to determine the most discriminant features (Wee et al. 2011 ). Relevancy of a feature to classification is quantified using the Pearson correlation coefficient between this feature and class label. From a subset of features with the highest Pearson correlation coefficient values, a set of most discriminant features are then selected using the SVM recursive feature elimination (SVM-RFE) algorithm (Guyon et al. 2002; Wee et al. 2012b Wee et al. , 2013 . For removal of a particular feature, SVM-RFE is performed via a LOO procedure to minimize the generalization error and to select the optimal combination of features. These selected features are considered as the most discriminant features.
Support Vector Classification and Performance Evaluation
When the features with high discriminative power are selected, SVM with nonlinear kernel is employed to evaluate the discriminative power of the selected features derived from effective connectivity networks for MCI classification. The optimal SVM models as well as an unbiased estimation of the generation performance of the complete framework are obtained via a nested cross-validation scheme. In particular, two cross-validation loops are employed: the inner crossvalidation loop is applied to determine the hyperparameters of the SVM models from a training set, while the outer crossvalidation loop is used to evaluate the generalizability of SVM models using an independent validation sets. Due to our limited number of samples, we use a LOO cross-validation strategy to estimate the generalization ability of our classifier. The performance of a classifier can be quantified using the generalization rate based on the results of cross-validation. In the proposed framework, the SVM classifier with non-linear radial basis function (RBF) kernel is employed. A summary of the proposed MCI classification framework is shown graphically in Fig. 2 .
Experimental Results
MAR Model Order Determination
Based on the MAR modeling, we found that the MAR model order for each ROI is distributed between 0 and 1. The model orders of four regions (i.e., d=4), i.e., middle cingulate cortex (MCC), posterior cingulate gyrus (PCC), lingual gyrus (LING), and caudate (CAU), were found to be significantly different between MCI and normal control groups. Specifically, the model order is 0 and 1 for normal controls and MCI patients, respectively, in these four regions. Specially, in MCI patients, MCC and PCC regions are causally influenced by the inferior frontal gyrus (IFGtri) and anterior cingulate cortex (ACC) regions, respectively, while LING and CAU regions are only influenced by their own previous activity. Compared to MCI patients, the same four regions in the normal control group are closely related to their counter-hemisphere, i.e. left MCC vs. right MCC, left PCC vs. right PCC, left LING vs. right LING, and left CAU vs. right CAU, as shown in Fig. 3 .
Classification Results
By considering the four regions that show significant differences in terms of optimal model order between MCI patients (q=1) and normal controls (q=0), a feature matrix W of (2×4)×116 is constructed. In order to investigate the contribution of each frequency sub-band, we performed MCI classification using features derived from each individual frequen- In the case of multi-spectrum classification, a total of 4,640 (5×(2×4)×116) features can be extracted from five frequency sub-bands. MCI classification performance of the proposed sparse representation method, which combines the optimal model order q=1 and q=0, is compared with 1) the effective connectivity with the MAR model order of q=1, 2) the partial correlation based connectivity with the MAR model of q=0, and 3) the non-directional Pearson correlation-based functional connectivity using multi-spectral network representation, with all their respective results summarized in Table 3 . The proposed sparse MAR modeling with the combined model order approach yields the best classification of 91.89 %, which is at least 5.4 % higher than the Pearson-correlation-based and the partial-correlation-based methods. The classification accuracy by the effective connectivity approach with model order q=1 is 83.78 %, which is slightly inferior to the other comparison methods. A cross-validation estimation of the generalization performance shows an area of 0.9033 under the receiver operating characteristic curve (AUC) with the proposed method, indicating its excellent diagnostic power. Receiver operating characteristic (ROC) curves of all comparison methods are shown in Fig. 4 .
The Most Discriminant Effective Connectivities
Since the selected effective connectivities are different for each leave-one-out (LOO) cross-validation fold, those selected effective connectivities with the highest selected times are considered as the most discriminative connectivity features for MCI classification. The top 13 selected connectivity features, together with their selected frequencies, are listed in Table 4 .
Discussion
In this study, we propose a sparse multivariate modeling approach for identifying effective connectivity between brain regions. The proposed method is based on estimating MAR models by a two-stage process. First, model order of each ROI is determined by using the selection criteria of optimal model order. In the conventional MAR modeling, R-fMRI time series are normally modeled using a default model order of q=1 for all ROIs (Martinez-Montes et al. 2004; Valdes-Sosa 2004; Valdes-Sosa et al. 2005; Deshpande et al. 2009 ). It is worth noting that R-fMRI data with different repetition time (TR) were employed in these studies. For instance, R-fMRI data with TR of 2 s was used in (Deshpande et al. 2009 ), data with TR of 2.5 s was used in Martinez-Montes et al. (2004) and Valdes-Sosa (2004) , and data with TR of 3 s was used in Valdes-Sosa et al. (2005) , respectively. However, this model order does not guarantee the best fitting of R-fMRI time series at different brain regions since they may interact differently, particularly for the diseased individuals (Wang et al., 2007) . Fig. 3 Between-group differences between MCI patients and normal controls in terms of effective connectivity and model order. a MCC and PCC regions are causally influenced by the IFGtri and ACC regions, respectively, while LING and CAU regions are directly influence by their own previous activity in MCI patients; b The same four regions are closely related to the counter-hemisphere in normal controls. MCC middle cingulate gyrus, PCC posterior cingulate gyrus, IFGtri inferior frontal gyrus, ACC anterior cingulate cortex, LING lingual gyrus, CAU caudate, Since the Granger causality is highly correlated with the TR value used during R-fMRI data acquisition, it is tremendously important to take into consideration the TR value when determining the optimal model order of MAR based on this timelagged relationship. For instance, the optimal model order determined with TR of 2 s may be different from the optimal model order determined with TR of 2.5 s. Hence, it is important to determine the optimal model order for best fitting the R-fMRI time series of each ROI in different clinical groups, and uses this optimal model order to the R-fMRI data acquired with the same TR. Accordingly, we proposed to model the RfMRI time series of each ROI using its optimal model order, where this optimal MAR modeling can better characterize the time series of each ROI, and potentially be used to improve patient-control identification accuracy. Second, due to the sparse nature of brain networks, we incorporate the forward OLS algorithm into MAR modeling to minimize spurious connections and physiological noise caused by cardiac and respiratory cycles. Specifically, we utilize OLS algorithm to identify the significant regressors in MAR model by measuring the direct interaction strength between pairwise regions based on the estimated optimal model order and ERR criterion. The details of estimation procedure of the OLS algorithm and ERR are presented in Appendix. Altered effective connectivities that are identified by the proposed method include four regions of MCC, PCC, LING and CAU. In particular, the classification accuracy of 91.89 % suggests that the effective connectivities between MCC, PCC, LING, CAU and other brain regions are significantly altered in MCI patients and hence can be used for the classification between MCI and normal controls.
Identifying Significant Between-Group Regions Using MAR Model Order
In previous studies (Martinez-Montes et al. 2004; Valdes-Sosa 2004; Valdes-Sosa et al. 2005; Deshpande et al. 2009) , it is generally assumed that the MAR models with model order 1 fit well to the fMRI data. This assumption simplifies the description of models and methods. In fact, all software, which is developed for MAR modeling, has been designed to accommodate all model orders. It is found that the best MAR model order for different ROIs is 0 or 1. This result demonstrates that some ROIs are correlated with other 
where →: direction of causal influence; ↔: correlation of counter regions (Chetelat et al. 2002; Greicius et al. 2003; Bai et al. 2008; Grambaite et al. 2011; Nickl-Jockschat et al. 2012) . The middle cingulate cortex (MCC) involves in understanding intention and actual social intention (Walter et al. 2004) . Anderson et al. (2013) found that MCI patients are associated with disrupted connectivity associated with executive function, social cognition, and social interaction. Regional homogeneity analysis for the regional atrophy revealed decreased homogeneity in PCC region for MCI patients (De Vogelaere et al. 2012) . Zhang et al. (2009) also demonstrated that in the early stage of AD, connectivities between PCC and ACC are disrupted. Decreased activity in these regions might be associated with alterations in episodic memory processing of early neurodegeneration (Greicius et al. 2004) . On the other hand, significant abnormality of the resting-state connectivity related to the LING region has been reported in the literature (Saur et al. 2010) , which may be associated with impaired attention and working memory in MCI/AD (Yetkin et al. 2006) . Apostolova et al. (2010) reported that AD subjects with cognitive decline show preferential atrophy of the CAU, indicating that CAU atrophy can cause prefrontal cognitive deficits, disturbance of attention, and impaired recent and remote memory (Camicioli et al. 2009 ). Han et al. (2012) discovered smaller connectivity between cingulate cortex and CAU, and greater connectivity between cingulate cortex and IFGtri region in persons with MCI. Grambaite et al. (2011) found that WM tract degeneration in cingulate regions and cortical thinning in caudal frontal region are associated with executive impairment in MCI. MCI has been reported to be closely related with extensive GM atrophy, e.g., reduced GM concentration in LING, PCC, and bilateral CAU regions (Grambaite et al. 2011; Melzer et al. 2012) . These findings imply that the brain activation of MCI patients in these four regions is different from the normal controls. In Fig. 3a , MCC and PCC regions are causally influenced by the IFGtri and ACC regions, respectively, while LING and CAU regions in MCI are influenced by their own previous activity. However, they are correlated with their counter hemisphere regions in normal controls as shown in Fig. 3b , where an arrow indicates the direction of causal influence and a bidirectional arrow indicates the correlation of counter hemisphere. All these findings may imply that the cognitive function deficits in MCI patients could be attributed to the connectivity abnormality in these four regions.
Functionally, compared to normal controls, Supekar et al. (2008) found that there is significantly lower regional connectivity and disrupted global functional organization in AD patients. This implies that cognitive decline in AD patients is associated with the disrupted functional connectivity in whole brain. Structurally, AD is associated with the atrophy in corpus callosum (CC), the crucial WM structure that plays the important role in communication between two cerebral hemispheres (Di Paola et al. 2010; Zhu et al. 2012 ). Compared to normal controls, Paola et al. (2010) found that the CC is significantly susceptible to atrophy in MCI patients, indicating deficit of between-hemisphere communication. We speculate that the asymmetric neuronal connectivity (i.e., asymmetry directed toward one hemisphere) observed in these four regions may disturb the performance of cognitive processing in MCI patients. Oertel et al. (2010) found that asymmetry for MCI and AD impeded the interaction between the hemispheres, which impaired the working efficiency of the brain. In this context, our finding further supports the assumption that AD and MCI is a disconnection syndrome.
Reliable Identification of MCI Patients
High classification accuracy of 91.89 % with sensitivity of 83.3 % and specificity of 96.0 % obtained by the proposed sparse MAR modeling with the combined optimal model orders indicates a significant improvement from the conventional approaches that use either the partial correlation-based connectivity with the MAR model order q =0, the effective connectivity with the model order q=1, or Pearson correlation based connectivity. The proposed method also shows a relatively high AUC value of 0.9033, indicating good diagnostic power, particularly in view of relatively small sample size available in this work. In most of the cases, simple connectivity description can only provide limited biophysical information for distinguishing MCI patients from normal controls, which is unable to provide good generalization power, as indicated by much smaller AUC values. Effective connectivity constructed by the proposed sparse MAR modeling approach, which uses the combined optimal model orders, is more effective in conveying relevant and subtle information, particularly for the purpose of classification.
Identifying Most Discriminant Effective Connectivities from Classification
Besides improvement on classification performance, it is important to identify which effective connectivities are potential biomarkers for MCI classification. Table 3 provides the top selected connectivities of brain regions, including MCC, PCC and CAU which are correlated by their counter regions, respectively, and LING which is causally influenced by its own previous activity.
It is found that PCC is causally influenced by the hippocampus gyrus (HIP), and middle temporal pole (MTG), while correlated with the supramarginal gyrus (SMG), inferior temporal gyrus (ITG), and precuneus (PCNU), which are the important components in default mode network (DMN) (Greicius et al. 2003) . Previous studies also showed that AD patients are related to the abnormalities of DMN and these abnormalities could be served as biomarkers for the diagnosis and monitoring of MCI patients (Qi et al. 2010) .
AD patients show disrupted connectivity between CAU and orbitofrontal cortex (OFC), parts of the decision-making network (Dai et al. 2009 ). This network plays an important role and has reciprocal connections with many brain regions that mediate the rewarding effects of decision-making (Bolla et al. 2003) . Tekin et al. (2001) suggested that the disrupted connectivity between OFC and CAU regions was associated with deficits of decision-making. Abnormal connectivity between MCC and ITG regions found in our study was also reported in the literature (Tondelli et al. 2012) . The attenuation of causal effects may contribute to the connectivity disruption in MCI patients (Miao et al. 2011 ).
Limitations and Future Directions
Pattern classification using fMRI data is a challenging task due to the high dimensionality of the data, noisy measurements, individual variability, and small available sample size. Our study demonstrates that the resting-state effective connectivity patterns can be used to distinguish MCI patients from normal controls with a relatively high accuracy and AUC value. However, there are some issues that may potentially influence the generalization performance of classifier, for instance, the selection of brain atlas (Smith et al. 2011) . Different atlases with different levels (i.e., macro or microstructure) may have different impacts on the computed effective connectivity and thus the classification accuracy (Smith et al. 2011 ).
In the macro-scale connectivity analysis, the average of the BOLD signals over all voxels within each ROI is extracted as the representative time series for each ROI. The present study is on macro-level connectivity analysis, which explores and utilizes information flow between different brain regions.
These macro-level mean time series are then applied to MAR modeling and Granger causality analysis. However, the strength of connectivity between voxels in different ROIs may be different, in which it might entail information loss (Sato et al. 2010) . Thus, in the micro-level connectivity analysis, principal component analysis (PCA) was applied to obtain an ROI representative time series (Zhou et al. 2009 ). Recently, Leonardi et al. (2013) also suggested the application of PCA to extracting the principal eigen-time-series from ROIs for revealing the hidden patterns of coherent connectivity pattern. However, all the aforementioned approaches are mainly focused on the construction of dynamic functional connectivity network, without considering the directional and causality information between brain regions. On the other hand, in the proposed framework, we are indeed exploring how the time series of an ROI can be represented by the current and previous values of other ROIs, i.e., causal influence between ROIs. However, given the increasing evidence of dynamic functional connectivity during the resting, in our future work, we plan to include this dynamic property into our proposed framework for effective connectivity construction in the future.
For the sake of simplicity, the MAR modeling has been posited to be stationary and linear. Most fMRI connectivity studies, either explicitly or implicitly, assume the stationary and linearity of the resting-state fMRI signals (Smith 2012) . In general, stationarity indicates that some statistics or model parameters of interest are time invariant. Linearity is referring to the output of node being a linear combination of its inputs. As quality and analysis approaches improve, it becomes more capable to model nonstationarities and nonlinearities, and we expect fMRI effective connectivity in modeling sophistication will become a tool for investigating disease mechanism in our future work.
Conclusion
This paper presents a novel statistical approach for estimation and inference of brain effective connectivity patterns from the resting-state fMRI data based on the sparse MAR modeling. We use MAR modeling to construct the effective connectivity patterns and examine the abnormalities in MCI patients as compared to normal controls. Significant group differences have been observed between MCI patients and normal controls using the constructed effective connectivity and the determination of optimal model order for each ROI. The impairment of effective connectivity in MCC, PCC, LING and CAU regions can serve as an important biomarker to distinguish MCI patients from normal controls. This sparse representation generates effective connectivity networks with identical network topology that enables better classification performance between subjects. The experiment results demonstrate that the proposed approach yields significantly improved classification performance when compared with the conventional correlation-based network. Moreover, the promising results indicate that the proposed classification framework can provide a complementary approach to clinical diagnosis of alterations in brain functions associated with cognitive impairment. Future investigations are needed to combine the resting-state effective connectivity with other neuroimaging evidence, such as structural abnormality, as a synthesized biomarker for more reliable clinical diagnosis.
Information Sharing Statement
The data and computer code for the proposed algorithm are available upon request from the authors. Eq. (12) 
The error reduction ratio ERR i due to u i can be presented by
The error reduction ratio often provides a simple and effective means for selecting a subset of significant terms from a large number of candidate terms in a forward regression manner. A term can be selected if it produces the largest value of ERR i among the rest of the candidate terms. The selection procedure will be terminated when
where ε is a desired tolerance, and this leads only to a subset model of q 0 terms (q 0 ≪q). The detailed procedure for derivation can be seen from Billings et al. (1989) .
