A non-interior continuation method is proposed for nonlinear complementarity problems. The method improves the non-interior continuation methods recently studied by Burke and Xu 1] and Xu 29]. Our de nition of neighborhood for the central path is simpler and more natural. In addition, our continuation method is based on a broader class of smooth functions introduced by Chen and Mangasarian 7]. The method is shown to be globally linearly and locally quadratically convergent under suitable assumptions.
Introduction
Let F : R n ! R n be a continuously di erentiable function. The nonlinear complementarity problem (NCP) is to nd (x; y) 2 R n R n such that F(x) ? y = 0; (1) x 0; y 0; x T y = 0: (2) Numerous methods have been developed to solve the NCP, for a comprehensive survey see 13, 23] . In this paper, we are interested in developing a non-interior continuation method for the NCP and analyzing its rate of convergence. Non-interior continuation methods are closely related to path-following interior point algorithms. Both methods deform the complementarity condition (2) by a parameterized systems of smooth nonlinear equations, then solve the deformed NCP by Newton's method approximately, and adjust the parameter to re ne the deformation. Both feasible and infeasible interior point path following algorithms have been developed to solve linear complementarity problems (LCPs) and NCPs (see for example 18, 19, 20, 21, 27, 28] ). Among them, two pieces of work are closely related to the current paper. Wright and Ralph 28] proposed to alternate between the Newton step for the NCP and the centering step for the deformed NCP to achieve global and local superlinear convergence. However, no global convergence rate was given for their algorithm. Tseng 27 ] took a di erent approach by choosing certain combination of the above two steps as a search direction at each iteration. For the rst time, he showed both global linear convergence and local superlinear and quadratic convergence for monotone NCPs with some additional assumptions. All interior point algorithms, however, share a common feature: they require each intermediate iterates to stay interior (positive).
Non-interior continuation methods take a di erent deformation of the complementarity condition (2) . As a result, they do not have to restrict intermediate iterates to stay interior. The rst non-interior method was introduced by Chen and Harker 2] , where the authors concentrated on establishing the structural properties of the central path for LCPs with P 0 and R 0 matrices.
The method was later improved by Kanzow 14] , where the author re ned the smooth function and established the convergence for the continuation method under similar assumptions. However, both methods lack a systematic procedure to reduce the continuation (or smooth) parameter to zero, even through they have shown impressive numerical performance 2, 14] compared with interior point algorithms. As a result, no rate of convergence results were obtained. This gap was closed recently by Burke and Xu 1] . Inspired by many path following interior point algorithms, the authors introduced a notion of neighborhood around the central path for their non-interior continuation methods. All intermediate iterates are required to stay within the neighborhood and this provides a systematic procedure to reduce the smooth parameter. This important addition to the continuation methods allowed them to establish the global linear convergence for both LCPs with P 0 and R 0 matrices 1] and NCPs with uniform P functions 29] . In addition, their computational experiments have shown further improvement over previous non-interior continuation methods. Besides the above mentioned literature, similar non-interior continuation methods have been developed to solve linear and quadratic programs 3], complementarity problems 15], and variational inequalities 4, 17].
All non-interior continuation methods mentioned above are based on smooth functions derived from x i y i = , the deformed complementarity condition used for interior point algorithms. Many other smooth functions exist. Indeed, Chen and Mangasarian 7] have proposed a broad class of smooth functions for the plus function z + = maxfz; 0g. Roughly speaking, their smooth functions are derived from double integration of parameterized probability density functions. Many smooth functions proposed earlier, including the interior point related smooth functions mentioned above, turned out to be special cases of the Chen-Mangasarian smooth function family. They di er only in the choice of probability density functions. Since these smooth functions can be derived through the same mechanism, one would expect that the continuation methods based on these functions would share similar properties and perform similarly. In fact, this conjecture has been partially con rmed through numerical experiments. The extensive numerical tests by Chen and Mangasarian 6, 7] have shown similar impressive performance for both LCPs and NCPs, although their continuation (smoothing) method is based on a di erent smooth function. Chen and Harker 5] later studied the structural properties of the continuation methods based on the Chen-Mangasarian smooth function family. The natural question is whether we can construct a continuation method based on the Chen-Mangasarian smooth function family and show similar rate of convergence results obtained by Burke and Xu and Xu 1, 29] . The current paper attempts to answer this question positively.
The non-interior continuation methods are also closely related to a broader class of algorithms called smoothing methods, which have attracted much attention recently. In particular, Gabriel and More further generalized the Chen-Mangasarian smooth function family and applied their smooth functions to mixed complementarity problems 12]. Chen, Qi, and Sun 9] designed a smooth Newton method to solve a system of non-smooth equations and showed global and locally superlinear convergence for their method. Their results are based on a even broader class of smooth functions than the Gabriel-More family. The method was then applied to solve general box constrained variational inequalities. More recently, Chen 8 ] developed a smoothing quasi-Newton method for non-smooth equations and established superlinear convergence for the algorithm.
The paper is organized as follows. Section 2 studies a sub-class of Chen-Mangasarian smooth function family to be used for this paper. Some new properties of the smooth functions are explored. Section 3 introduces a new de nition of neighborhood of the central path and describes the continuation method based on the Chen-Mangasarian smooth functions. Section 4 shows that the continuation method converges globally linearly to a solution of the NCP under certain assumptions. Section 5 proves the local quadratic convergence of the continuation method under the strict complementarity assumption at the convergent point. Finally, conditions on function F to guarantee global linear convergence are discussed in Section 6.
A brief note on the notation to be used in this paper: k k denotes 1, 2, or 1 norm as well as its induced matrix norm. All vectors are column vectors. For simplicity, we sometimes use (x; y) for the column vector (x y) T . In addition, vecfx i g stands for a vector whose ith element is x i . In this case, vecfx i g = x. If x is a vector, then x + = vecf(x i ) + g. We use diagfx i g for a diagonal matrix with iith entry equal to x i . Finally, distfS; Tg represents the minimum distance between set S and set T, measured in 1, 2, or 1 norm.
Chen-Mangasarian Smooth Functions and Properties
Chen and Mangasarian 5] introduced a class of smooth function p (z) that novelly approximates the fundamental plus function z + by twice integrating a parameterized probability density function.
More speci cally, their smooth function is de ned as p (z) = xd(x)dx z= = B jzj ; where the inequality follows from the assumption that d(x) is symmetric and the well known Markov inequality in the probability theory. The proof for the case with < 0 is similar and is omitted. 
The result follows by passing limit on both sides. If z = 0, the result is clearly true since p 0 k (z k ) 2 0; 1] for all k.
Notice that result 6 of the above proposition holds even if the limit of p 0 k (z k ) does not exist in general.
In addition to the above properties of p , we also need the following Taylor expansion of p with > 0, which will be used in Section 4 for the global linear convergence analysis.
where z is some number between z and z + z. The smoothed NCP then becomes:
and the NCP conditions (1)- (2) can be written as H 0 (x; y) = 0. The idea behind continuation methods is to solve the smoothed NCP H (x; y) = 0 \approximately" for each given smooth parameter > 0 and gradually reduce to zero. Hopefully, as approaches zero, the solution of the smoothed NCP approaches a solution of the NCP.
Since the Jacobian matrix rH (z) plays an important role for the convergence analysis, we next take a look at its structure. Denote P 0 (z) = diagfp 0 (z i )g. By de nition, r x (x; y) = I ? P 0 (x ? y); and r y (x; y) = P 0 (x ? y): By result 2 of Proposition 1, both P 0 (x ?y) and P 0 (y ?x) are positive diagonal matrices such that I ? P 0 (x ? y) = P 0 (y ? x); 0 < P 0 (x ? y) < I; 0 < P 0 (y ? x) < I:
Thus, the Jacobian matrix can be written as
It is well known that the Jacobian rH (x; y), due to its special structure, is nonsingular if and only if matrix P 0 (y ? x) + P 0 (x ? y)rF(x) is nonsingular.
De ne the following merit function for equation (6): (x; y) = kF(x) ? yk + k (x; y)k: Let the central path(s) of the NCP be the set of solutions of equation (6) Step 0 ( 
Step 2 (Line Search For Centering Step)
If k (x k ; y k ) = 0, set (x k+1 ;ỹ k+1 ) = (x k ; y k ); otherwise, let k be the maximum of the values 1; 1 ; 2 1 ; : : : such that
Set (x k+1 ;ỹ k+1 ) = (x k ; y k ) + k ( x k ; ỹ k ).
Step 3 ( Reduction Based on Centering Step) Let k be the maximum of the values 1; 2 ; 2 2 ; : : : such that (x k+1 ;ỹ k+1 ) 2 N( ; (1 ? k ) k ):
Step 4 (Calculate Approximate Newton Step) Let ( x k ; ŷ k ) solve the equation H 0 (x k ; y k ) + rH k (x k ; y k ) T ( x; y) T = 0: (10) Set (x k+1 ;ŷ k+1 ) = (x k ; y k ) + ( x k ; ŷ k ).
Step 5 ( We have the following remarks about the continuation method:
It is very easy to initialize the above continuation method. One may simply choose any For global linear convergence, only the centering steps (1-3) are needed. The approximate Newton steps (4-5) are added to ensure local quadratic convergence. Notice the switch between the two steps is quite natural: the continuation method simply chooses the step that reduces faster. This switching rule seems to be better than the one used in 28], where the Newton (fast) step is chosen if it reduces by more than a pre-speci ed factor.
Since the same matrix rH k (x k ; y k ) is inverted in both equations (7) and (10) . The additional computational time for calculating both the centering step and the approximate Newton step is very minimal.
The centering steps (1-3) in our continuation method are very similar to the continuation method studied by Burke and Xu 1] and Xu 29] . However, our de nition of merit function (x; y) seems to be simpler and more natural. Burke and Moreover, our choice of the merit function also leads to subsequent simpli cations of the continuation method in terms of the neighborhood de nition, the line search procedure, and the updating rule for .
We end this section with a technical result that follows directly from the properties of our merit function and the Chen-Mangasarian smooth function family. kH 0 (x; y)k 0 (x; y) (x; y) + nB :
Result 5 follows from result 1 and result 3: (x; y) = kF(x) ? yk + k (x; y)k kF(x) ? yk + k 0 (x; y)k + nB = 0 (x; y) + nB 2kH 0 (x; y)k + nB
The results in the above lemma will be used repeatedly in the remaining paper.
Global Linear Convergence
In this section, we show that the centering steps in the continuation method are well de ned under certain assumptions. By following the centering steps, the smooth parameter~ k converges globally linearly to zero. This result also implies the global linear convergence for the whole continuation method, since the approximate Newton step is taken only if it reduces the smooth parameter k faster. In addition, we show that the sequence (x k ; y k ) generated by the continuation method converges to a solution of the NCP, which may have multiple solutions. The above global convergence is obtained through two intermediate results: both the line search step length k for the centering step and the step length k for reducing are shown to be uniformly bounded below by a positive constant.
For global linear convergence, we assume in addition that function F is su ciently \smooth"
within the neighborhood of the central path:
Assumption 2 We start by studying the properties of the solution to equation (7) in the centering step:
Lemma 2 Suppose rH (x; y) is nonsingular at (x; y) for some > 0 and ( x; ỹ) is the solution of equation (7) at (x; y). where the second equality is true because ( x; ỹ) is the solution of equation (7) and the third inequality follows from Assumption 2. For result 2, we have (x + x; y + ỹ) = x + x ? P (x ? y + ( x ? ỹ)) = x ? P (x ? y) + ( x ? P 0 (x ? y)( x ? ỹ)) ? Proof: Since ( x k ; ỹ k ) is a solution of (7) where the second inequality follows from result 4 of Lemma 1.
We are now ready to show that the line search step length k of the centering step is bounded below by a positive constant. 
where the rst inequality follows from Lemma 2 and the second inequality follows from result 1 of Lemma 3.
We next show that the step length k for reducing based on the centering step is also bounded below by a positive constant. where the rst inequality follows from result 2 of Lemma 1 and the second inequality follows from Proposition 2. As a by-product of the above proof, one can see that the inequality (12) also holds for the case k (x k ; y k ) = 0. This can be veri ed by setting k (x k+1 ;ỹ k+1 ) = k (x k ; y k ) = 0 in the right hand side of the rst inequality.
We are now in the position to show the global linear convergence for the continuation method. We assume the algorithm does not terminate nitely. In addition, we make the following blanket assumption on the in nite sequence f(x k ; y k ; k )g generated by the continuation method.
Assumption 3 The Jacobian rH k (x k ; y k ) is nonsingular for all k. In addition, there is a constant C > 0 such that krH k (x k ; y k ) ?1 k C for all k.
Conditions under which the assumption is satis ed will be discussed in Section 6. Notice that Assumption 3 is implied by the corresponding assumption used in 27] for the global linear convergence analysis, which requires that kr JJ F(x) ?1 k C(x) < 1 for all J f1; : : : ; ng and all x 2 R n ++ :
Theorem 1 Suppose Assumption 3 holds for the in nite sequence (x k ; y k ; k ) generated by the continuation method. Then k (x k ; y k ) + nB k ( + nB) k ; (14) where the second inequality follows from result 2 of Lemma 1. Result 2 then follows from result 1 of this theorem.
For result 3, we rst show that the sequence f(x k ; y k )g is bounded. Since at each iteration the continuation method takes either a centering step or an approximate Newton step, we have k(x k+1 ; y k+1 ) ? (x k 
where the second inequality follows from Lemma 3 and the fact k 1. It follows that f(x k ; y k )g is a Cauchy sequence and therefore must be bounded and has a unique convergent point. Let (x ; y ) be the convergent point. Since (x k ; y k ) 2 N( ; k ) for all k, we have 0 (x ; y ) = 0 by result 1 of this theorem. This implies that (x ; y ) is a solution of the NCP.
Notice that result 3 of the above theorem does not imply that the NCP has a unique solution. Instead, it shows that the sequence generated by the continuation method converges to one of the solutions of the NCP. This result is stronger than some of the existing global convergence results for both interior point algorithms (e.g. 27]) and non-interior continuation methods (e.g. 1]) under similar assumptions, which state that any accumulation point is a solution of the NCP.
Local Quadratic Convergence
In this section, we rst establish the local superlinear convergence for the approximate Newton step. We then show that the continuation method eventually switches to the approximate Newton step for all k su ciently large. As a result, it converges quadratically to a solution of the NCP.
For the local quadratic convergence, we need the following strict complementarity assumption at the convergent point of the continuation method. The assumption is standard for superlinear convergence in interior point algorithm literature. where the rst inequality follows from Assumption 2.
We next show the local superlinear convergence for the approximate Newton step of the continuation method.
Lemma 5 Suppose the sequence f(x k ; y k )g generated by the continuation method satis es Assump- for k su ciently large, Result 1 then follows immediately. We now proof result 2. Based on result 1 of Lemma 4, rH (x; y) is continuous with respect to (x; y; u) in a neighborhood of (x ; y ; 0). Since the sequence f(x k ; y k ; k )g converges to (x ; y ; 0) by Theorem 1, and krH k (x k ; y k ) ?1 k C holds for all k by Assumption 3, there exists a neighborhood of (x ; y ) such that krH 0 (x; y) ?1 k is bounded above for all (x; y) in the neighborhood. Using the inverse function theorem 22, Theorem 5. The next result is key to the local quadratic convergence for the continuation method. It shows that the continuation method eventually takes only the approximate Newton step.
Lemma 6 Suppose the sequence f(x k ; y k )g generated by the continuation method satis es Assumption 3 and the convergent point (x ; y ) satis es Assumption 4. Then (x k ; y k ) = (x k ;ŷ k ) for all k su ciently large.
Proof: Notice that the maximum reduction of based on the centering step is by a factor of (1 ? 2 ). Because if k = 1, the continuation method terminates nitely. As a result, it su ces to show (x k+1 ;ŷ k+1 ) 2 N( ; ( where the rst and third inequality follows from result 5 and 4 of Lemma 1, respectively, and the equality is true by choice of D 1 .
The next result provides a bound for k , whenever it is generated by the approximate Newton step. This result will be used to prove local quadratic convergence. Lemma 7 If the kth iterate (x k ; y k ; k ) of the continuation method is generated by the approximate Newton step, then ? nB : Clearly, 0 < t < 1 since > nB by construction of the continuation method. 6 Conditions That Guarantee Assumption 3
In this section, we introduce a set of su cient conditions that guarantee Assumption 3. We start by de ning several special functions for NCPs.
De nition 1 Let S be nonempty subset of R n . The mapping F : R n ! R n is said to be there exists an index j such that fx k j g ! 1 and fF j (x k )g ! 1.
The de nition of R 0 function was introduced in 27] and later modi ed in 5]. It can be viewed as a natural generalization of the concept of R 0 matrix for LCPs. Clearly, any uniform P function is a P 0 function. In addition, it has been shown 5] that any uniform P function is also an R 0 function.
We rst introduce a set of conditions that guarantee the global convergence of the continuation method. Then the sequence f(x k ; y k ; k )g generated by the continuation method is well de ned, has at least one accumulation point, and every accumulation point is a solution of the NCP.
Proof: Under assumption (C1), Jacobian rH (x; y) is nonsingular for all > 0 and (x; y) 2 R 2n (see 7] for the proof of a similar result). Hence, the sequence f(x k ; y k ; k )g is well de ned. In addition, it has an accumulation point by assumption (C2). Since k decreases monotonically and 0 k > 0, it converges to some 0. In fact, must be 0. Otherwise, with k > > 0 and f(x k ; y k )g being bounded, krH (x; y) ?1 k is uniformly bounded above by assumption (C1).
However, this implies that Assumption 3 is satis ed and k converges to 0 by Theorem 1, which leads to a contradiction. It remains to show that any accumulation point (x ; y ) is a solution of the NCP. Indeed, since (x k ; y k ) 2 N( ; k ) and k converges to 0, we have 0 (x ; y ) = 0. i.e., (x ; y ) is a solution of the NCP. Proof: Due to the special structure of H 0 , @H 0 (x ; y ) has the following explicit expression: Notice that the concept of Jacobian consistence in the above result is slightly di erent from that de ned in 9], where the concept was rst introduced for a class of semi-smooth functions.
We are now ready to provide conditions that guarantee Assumption 3. Proof: In view of the proof of Theorem 3, it su ces to show that krH k (x k ; y k ) ?1 k is bounded for all k su ciently large. Let f(x k ; y k )g, k 2 K, be a convergent subsequence generated by the continuation method, with an accumulation point (x ; y ; ). By conditions (C1)-(C2) and Assumption (C3) then implies that krH k (x k ; y k ) ?1 k is bounded for all k su ciently large and k 2 K. Since the same argument applies for all convergent subsequences, we obtain the desired result.
To conclude the section, we show that some special classes of function F satisfy conditions (C1) to (C3). for all unbounded sequence x k . However, this contradicts inequality (17) .
Proposition 5 If F is a uniform P function, then conditions (C1)-(C3), and therefore Assumption 3 are satis ed. In addition, x k converges to x globally and r-linearly, where (x ; y ) is the unique solution of the NCP and f(x k ; y k )g is the sequence generated by the continuation method.
Proof: It is well known that any uniform P function is also a P 0 and R 0 function. In addition, it is straight forward to show that @H 0 (x; y) is nonsingular for all (x; y) if F is a uniform P function.
As a result, conditions (C1)-(C3) are satis ed. The second part is based on the following global error bound (see 5, 16] ) for the uniform P-function: There exists a constant E > 0 such that kx ? x k Ek minfx; F(x)gk for all x 2 R n :
Thus, by inequality (14), we have kx k ? x k ( + nB)E k and the result follows from Theorem 1.
As a nal remark, we want to point out that the conditions in Theorem 4 are by no means necessary for Assumption 3, which assures the global linear convergence for the continuation method.
While the nonsingularity of rH k (x k ; y k ) is guaranteed for all bounded f(x k ; y k )g under condition (C1), it is only needed within the neighborhood N( ; 0 <
