ABSTRACT In this paper, based on Takagi-Sugeno (T-S) approach the work is concerned with the iterative learning control (ILC) problem for a class of switched systems with data packet dropouts. The designed scheme is described by a class of Markovian switching systems with transition probabilities which are time-variant in a network environment. The links of network communications between controllerto-actuator (C/A) and sensor-to-controller (S/C) are unreliable. In terms of the construction of twodimensional (2D) T-S model, a novel composite strategy of 2D fuzzy iterative learning output feedback control is proposed. The sufficient conditions on stochastic stability are obtained by the 2D Lyapunov stability theory. Furthermore, the dynamics of the closed-loop are guaranteed to be stochastically stable and the desired H ∞ performance is also provided. The solutions of the ILC controller are derived by the application of the cone complementarity linearisation (CCL) procedure. Finally, a numerical simulation is illustrated to show the validity of the design.
I. INTRODUCTION
As a powerful technique, in a finite time interval ILC can repeatedly address the systems whose tasks are same. In ILC, in order to make the controlled system from iteration to iteration obtain better performance step by step, the tracking informations of previous iterations are fully utilized. The significant advantage of fewer requirements and high-precision tracking is unfolded before our eyes in ILC after two decades of developments [1] - [5] . Meanwhile, based on networked control systems (NCSs) more and more ILC systems are put into effect to improve robustness and flexibility [6] . However, it is pointed out that the state-feedback controller is designed in most of the mentioned results. The serious drawback of the mentioned design is that a complete knowledge on the state is rarely available in practical implementation. Therefore, the ILC design of NCSs with a dynamic output-feedback controller has not been fully considered based on 2D model, which motivates the present research.
The associate editor coordinating the review of this article and approving it for publication was Dong Shen. In fact, the ILC system is a basic 2D system in nature. Since the state of the system relies on two independent variables, the systems are completely different from the traditional onedimensional dynamics. According to the 2D system theory, the systems can be modeled by the various standard 2D statespace forms [7] , [8] , for example Roesser and FM models etc. Researchers have tried to use the Lyapunov method to study the controller synthesis and stability analysis on 2D systems [9] - [11] . In a sense, an excellent theoretical platform is proposed by the 2D system model to characterize the control dynamics as well as the way of the learning iteration. Among 2D systems, the design procedure for l 2 − l ∞ filter is mainly discussed based on the systems with state delays and saturation in [12] . The saturation problem is most common in practical systems with typical nonlinear properties, and a large number of 2D systems have been studied for this problem [13] - [16] . In [17] , [18] for both continuous and discrete 2D systems researchers devoted to H ∞ filtering problem under the uncertain systems. In terms of the existing 2D theory, the schemes of ILC designs have been applied to linear continuous systems, linear discrete systems and so on. As a result, a phenomenon of data packet dropout arises naturally in NCSs, which motivates us to take into account the broken tracking performance of networked ILC systems due to data packet dropout [19] - [24] . However, the signals are transmitted simultaneously and perfectly, or the data dropout only occurs at the S/C side, which is an implicit assumption in the mentioned results. Therefore, one strong motivation is that bilateral data dropouts existing in the C/A and the S/C are designed in this paper.
As is well known to us, compared with linear systems, in the practical systems more complexities and difficulties are produced by severe nonlinearities when the physical plants are analyzed and modeled [25] . It is worth pointing out that many researchers apply the powerful T-S fuzzy method in which a family of linear systems are weighted via IF-THEN rules to address nonlinearities when they are dealing with approximating nonlinear systems to any special accuracy [26] , [27] . Specifically, the T-S fuzzy model is characterized by a series of linear systems which represent local dynamics in diverse state-space regions. At present, some works have been attempted to 2D nonlinear systems by utilizing the fuzzy logic control techniques and fuzzy modeling. By Fornasini-Marchesini local state-space model for the general filter design problem, 2D T-S methods have been proposed in [28] . Results on fault detection observer for 2D discrete-time systems have been reported by T-S methods in [29] . For 2D systems [30] , by spatial and structural features T-S fuzzy modeling method is obtained. The stability and the stabilization problem of 2D fuzzy systems in references [31] , [32] are taken into consideration. Inspired by the T-S fuzzy features, the aim is to consider the iterative learning problems of dynamic systems about the 2D T-S fuzzy systems in our work.
Switched systems are a representative kind of hybrid dynamic systems which consist of a set of discrete events or continuous dynamic subsystems as well as a switching signal which elaborately plans the switching among them in a given time span. In the past three decades, Markovian switching systems, also known as Markovian jump systems (MJSs), have covered diverse areas [33] , [34] and received extensively attention since that MJSs present a uniform skeleton frame for mathematical modeling in the realistic application of systems, such as fuzzy MJSs with time varying delays [35] , [36] , T-S fuzzy MJSs with passivity and the mixed H ∞ control problem [37] , and so on. Due to complex dynamics of MJSs, the researches on such systems are limited in terms of 2D systems [38] . It is worth mentioning that in most of the aforementioned studies the Markov process is supposed to be homogeneous. However, these assumptions are invalid in some actual circumstances. Different from the MJSs, a time variant matrix of transition probabilities is the greatest feature of nonhomogeneous MJSs (NMJSs), which is adopted in this paper.
It should be pointed out that almost all practical systems have nonlinear properties and packet losses in the network environment. Consequently, considering the above practical factors will make the synthesis and analysis problems more complicated and challenging, particularly in the framework of 2D systems. The findings enable authors to find an effective ILC design method in 2D T-S switched systems with packet loss. Therefore, the combination of ILC design and 2D T-S system is a practical and important problem. Up to now, since the homogeneous MJSs cannot be directly applied to nonlinear conditions, the ILC problem of 2D T-S switched system with time-varying transition probabilities has not been fully studied.
Based on the above discussion, it is highly desirable to discuss the ILC problem of 2D T-S fuzzy MJSs with bilateral data dropouts by the design of iterative learning output feedback controllers. Our objectives in our work are twofold: 1) Establish the 2D T-S fuzzy models to express dynamic systems with bilateral data dropouts and design iterative learning output feedback controllers to consider the ILC problem; 2) A key characteristic is that we employ the conception of NMJSs, whose transition probabilities described as convex polyhedron are time variant.
The remainder of this article is listed as follows. The system description and preliminaries are expressed in Section 2. The main ILC results for Fuzzy Markovian jump systems are derivated under data missing and time variant transition probabilities in Sect.3. Section 4 presents a numerical example and we formulate the conclusion of paper in Sect. 5 .
Notation: In this work, the employed notation is relatively standard. Suppose a complete probability space ( , F, Pr) in which Pr, F and denotes the probability measure defined over F, σ − algebra of events and the sample space, respectively. The expectation of α is represented by E{α}. The conditional expectation of α on β is indicated by E{α/β}. 0 and I stand for the zero matrix and the identity matrix with suitable dimensions. The notation P > 0 (≥ 0) means that the matrix is positive definite (semi-definite) according to real symmetric structure. The square integrable space on [0, ∞) is indicated by l 2 [0, ∞). The norm of conventional Euclidean is defined by · . In this paper, the suitable dimensions of matrices are assumed.
II. PROBLEM FORMULATION
In this section, the T-S fuzzy model is considered. It is a nonlinear discrete-time system on probability space ( , F, Pr), which may be denoted via the fuzzy model.
A. T-S FUZZY MJSS MODEL
The i-th rule of T-S fuzzy MJSs (FMJSs):
where t denotes time; k is iteration index; x(t, k) ∈ R n x ×1 is the state; u(t, k) ∈ R n u ×1 is the control input; VOLUME 7, 2019
The final FMJSs system is listed as follows:
where for all t,
is the membership function of the model with the i-th rule. In this paper, we
, then
In what follows, we write h i (ϑ (t, k)) by h i for brevity. The nonhomogeneous Markov chain is represented by {r t,k : Z + × Z + → } which takes values in the space = {1, 2, · · · , ω}. The matrix of transition probability is represented by (t) = {π mn (t)}, m, n ∈ . That is, it has nothing to do with k. From mode m at time t to mode n at time t + 1, the transition probability is denoted by π mn (t) = Pr(r t+1 = n |r t = m ), and
(t) = {π mn (t)} is the time-variant matrix and it is proposed as a polytope as follows:
, where the vertices of P are denoted by (τ ) (t), (τ = 1, 2, · · · κ), and κ is the number of the chosen vertices. We define m v = {ϕ m v }, ∀1 ≤ v ≤ ω, ∀m ∈ , where ϕ m v is known element in the matrix (t). Assume r t,k = m at time instant t.
B. FUZZY ITERATIVE LEARNING CONTROL AND 2D SYSTEM
In this paper, in terms on the T-S fuzzy model (2), the ILC law is constructed:
where u * (t, k) is the updating law to be determined. u(t −1, 0) is the initial value of the iteration. The ILC design is transformed into the determined updating law u * (t, k) such that y(t, k) tracks the given profile y d (t). We suppose e(t, k)
where
One can obtain
wherē
Utilizing the parallel distributed compensation (PDC) method, the output feedback controller based on the tracking error is designed as follows:
and y c (t, k) ∈ R n y ×1 denotes, respectively, the state of the controller; the output of the controller; the input of the controller.
are the gain matrices with appropriate dimensions.
Remark 1: When Equation (4), (5), (6) are obtained, the functionδ , k) ) appears. If the system is repetitive or without disturbances, thenδ (h i ) = 0,˜ (t, k) will converge to zero. Otherwise, additional part which is composed of input information and the state of the system would be considered as the external disturbance˜ (t, k). 
C. UNRELIABLE COMMUNICATION LINKS
From Fig. 1 , it can be seen that data losses occur randomly. Based on the application of stochastic technique, the phenomenon of data losses is denoted.
In light of the application of a stochastic technique, the aforementioned phenomenon is denoted as follows
where α(t, k), β(t, k) fulfill Bernoulli random distribution. The α(t, k) is applied to denote the S/C of data dropout and the β(t, k) is applied to denote the C/A of data dropout.
Combining (2)- (10), the closed loop system is obtain as follows
Remark 2:
Notice that the 2D system is stochastic due to the introduction of stochastic variables. System (11) is a typical 2D Roesser system. Hence, under the control law (3) the synthetic for ILC system is equivalent to synthetic of Roesser's system in (11).
D. DEFINITION AND LEMMA
In this paper, in order to achieve the stochastic stability of closed loop system (11) and the H ∞ performance. Furthermore, the definition and lemma are required as following Definition 1 [39] : The closed-loop system (11) with (t, k) ≡ 0 is considered to be mean-square asymptotically stable, if for any initial conditionξ h (ī, 0),ξ v (0,ī) and r 0,0 ∈ , the following is satisfied
Definition 2 [40] : For a given constant γ > 0, under zero initial condition system (11) is considered to be meansquare asymptotically stable with an H ∞ performance γ , if it is stochastically stable with˜ (t, k) ≡ 0, then for all nonzerõ (t, k) ∈ l 2 [0, ∞) the following condition holds
Lemma 1 [41] : If the following conditions are founded
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Then we have the following inequality
III. MAIN RESULTS
Theorem 1: For a supposed disturbance attenuation level γ > 0, the closed-loop system (11) 
. Proof: Considering (t, k) ≡ 0, the system (11) is proved to be stochastically stable. For system (11), we define the following Lyapunov function
. From (19) , one can obtain
. One achieve
Then
One can have
which implies
Therefore, in light of Definition 1,ξ h (0,ī) =η(0,ī) = η(0,ī) e(ī, 0) ,ξ v (ī, 0) = η c (ī, 0) = 0, we obtain that the system (11) is mean-square asymptotically stable when lim i→∞ E χ¯i = 0 exists. We will consider the H ∞ performance in the following section. The index on H ∞ performance is as follows
, and we obtain
Then, from Schur complement, pre-and postmultiplying by diag[−P
According to (18) we can obtain J ≤ 0 and
Then,
Summing up both sides fromī = 0 toī = N , one can have
That is
The proof is finished. Remark 3: In this paper, without loss of generality, the fuzzy Lyapunov function is utilized. Note that a common quadratic rather than the fuzzy Lyapunov function is used to obtain more conservative stable conditions. On the above proof of Theorem 1, the matrix inequalities are applied to supply conveniences of mathematical derivation. It will lead to more conservativeness at the same time. One feasible method as in [42] is to present a constant gain matrix in order to decrease the conservativeness. In terms of Lemma 1, one can have the following theorem.
Theorem 2: For a supposed disturbance attenuation level γ > 0, the closed-loop system (11) 
, m ∈ , (l = 1, . . . , λ), such that the following inequalities hold:
Proof: Let
,
In terms of Lemma 1, if the matrix inequalities (31)- (33) hold one can have the following inequality.
The proof is completed. We introduce the basic notion of the CCL algorithm.
are solutions for the condition of LMI:
In this paper, the quantized H ∞ filter design problem is as follows:
subject to (31)- (32) and (36) . Then the conclusions in Theorem 3 are handled if there exist solutions based on mintr( l,m P l (m)L l (m)) = λn subjecting to (31)- (32) and (37) . The algorithm in Fig. 2 is proposed to solve the above problem by us. Remark 4: It is too hard to get a minimum based on convex optimization algorithm because of nonlinear matrix inequality (33) . However, the sequential optimization problem formulated from the non-convex feasibility problem (33) can be solved by the application of the CCL algorithm [43] . Note that, an iteration method is applied to tackle the minimization problem in the previous algorithm. Because it is difficult to get the optimal values to satisfy the requirement (37) , the stopping criterion is supposed to be verified in the minimization problem.
IV. ILLUSTRATIVE EXAMPLE
In the section, a nonlinear continuous stirred tank [44] , [45] is applied to illustrate the validity of the proposed design method.
where C A is the concentration of A in the reversible reaction A → B, T is the temperature of the reactor, T C is the coolant temperature as the controlled variable.
, and 250 ≤ T ≤ 500 (K). Utilizing the nonlinear method proposed in [46] - [48] , we suppose that two modes are in the discrete-time Fuzzy MJSs (1), and the matrixes of parameters for the system (1) are listed as follows: 
Membership functions for rule 1, 2 are given as follows:
The given curve is followed by the reactor temperature, which is the control objective.
In order to obtain the stochastically stable closed-loop system (11) with H ∞ performance attenuation level, the design of the ILC gain is our goal in (8) . We propose the design of ILC output feedback as opened up before our eyes in Fig. 1 . The flow chart in Fig. 2 . is achieved such that the experimental section starts with these details. The gains are listed below The external disturbance is given as (t, k) = 1/(1 + 0.05 * t 2 ). It can be seen that from Fig. 3 , Fig. 4 when k −→ ∞ the output tracking tends to the desired output, which further indicates the merits of the presented control approach. It is observed from Fig. 3, Fig. 4 that the effect of considerable measurement tracking errors exists in the start iteration such that the tracking is worse. The tracking error on iteration domain is plotted in Figure 5 . Finally, the perfect tracking can be obtained after some iterations as time t passes by. We can conclude that there exist a controller of the form (8) such that the system (11) with H ∞ performance is stochastically stable. In this paper, the results illustrate that the proposed technique is valid for the ILC system.
V. CONCLUSION
In this paper, we have dealt with the design problem of ILC for a class of NMJSs with data packet missing by a T-S fuzzy approach. Particularly in a network environment, in the uplink and the downlink, we considered simultaneously the effects of data packet dropouts occurring typically. A sufficient condition of stochastic stability and the required performance for the closed-loop system are presented by a fuzzy Lyapunov function. To deal with the problem of solution for dynamic output feedback controllers, a sequential minimization is tackled efficiently by the application of the CCL procedure. The effectiveness of the suggested control schemes is illustrated by a simulation example.
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