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Abstract
For stochastic differential equations (SDEs) with a superlinearly growing and globally
one-sided Lipschitz continuous drift coefficient, the classical explicit Euler scheme fails
to converge strongly to the exact solution. Recently, an explicit strongly convergent nu-
merical scheme, called the tamed Euler method, is proposed in [Hutzenthaler, Jentzen,
& Kloeden, Ann. Appl. Probab., 22 (2012), pp. 1611-1641.] for such SDEs. Motivated
by their work, we here introduce a tamed version of the Milstein scheme for SDEs with
commutative noise. The proposed method is also explicit and easily implementable, but
achieves higher strong convergence order than the tamed Euler method does. In recover-
ing the strong convergence order one of the new method, new difficulties arise and kind
of a bootstrap argument is developed to overcome them. Finally, an illustrative exam-
ple confirms the computational efficiency of the tamed Milstein method compared to the
tamed Euler method.
AMS subject classification: 65C20, 60H35, 65L20.
Key Words: tamed Milstein method, superlinearly growing coefficient, one-sided
Lipschitz condition, commutative noise, strong convergence
1 Introduction
We consider numerical integration of stochastic differential equations (SDEs) in the Itoˆ’s sense
dXt = µ(Xt)dt+ σ(Xt)dWt, X0 = ξ, t ∈ [0, T ]. (1.1)
Here µ : Rd −→ Rd, σ = (σ1, σ2, ..., σm) : Rd −→ Rd×m. We assume thatWt is anm-dimensional
Wiener process defined on the complete probability space (Ω,F ,P) with an increasing filtration
∗ This work was supported by NSF of China (No.11171352) and Hunan Provincial Innovation Foundation For
Postgraduate (NO.CX2010B118). The first author would like to thank Professor Peter Kloeden and Professor
Arnulf Jentzen for their kindness during his stay in Frankfurt from September 2010 to August 2011.
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{Ft}t≥0 satisfying the usual conditions. And the initial data ξ is independent of the Wiener
process. (1.1) can be interpreted mathematically as a stochastic integral equation
Xt = X0 +
∫ t
0
µ(Xs)ds+
m∑
i=1
∫ t
0
σi(Xs)dW
i
s , t ∈ [0, T ],P− a.s., (1.2)
where σi(x) = (σ1,i(x), ..., σd,i(x))
T for x ∈ Rd, i ∈ {1, 2, ..., m} and the second integral is the
Itoˆ integral.
This article is concerned with the strong approximation problem (see, e.g., Section 9.3 in
Kloeden and Platen [12]) of the SDEs (1.2). More precisely, on a uniform mesh with stepsize h =
T
N
defined by T N : 0 = t0 < t1 < t2 < · · · < tN = T ,N ∈ N, we want to compute a numerical
approximation Yn : Ω→ Rd, n ∈ {0, 1, ..., N} with Y0 = ξ such that(
E‖XT − YN‖2
) 1
2 < ε (1.3)
for a given precision ε > 0 with the least possible computational effort. The strong conver-
gence problem becomes very important because efficient Multi-Level Monte Carlo (MLMC)
simulations rely on the strong convergence properties [3].
The simplest and most obvious idea to solve the strong approximation problem (1.3) is to
apply the explicit Euler scheme [15]
Yn+1 = Yn + hµ(Yn) + σ(Yn)∆Wn, Y0 = ξ, n = 0, 1, ..., N − 1, (1.4)
where ∆Wn = Wtn+1 − Wtn . The method is strongly convergent with order one half if the
coefficients µ, σ satisfy the global Lipschitz condition (see, for instance, [12]). Unfortunately, it
has recently been shown in [7] that the explicit Euler scheme fails to provide strong convergent
solution to the SDEs with super-linearly growing drift coefficient. It is well-known that the
backward Euler method can promise strong convergence in this situation, see e.g.,[4]. But the
backward Euler method is an implicit method, which requires additional computational effort
to solve an implicit system. Recently in [9], the authors proposed an explicit method, called
tamed Euler method, for (1.2)
Yn+1 =Yn + hµ˜(Yn) + σ(Yn)∆Wn, with µ˜(Yn) =
µ(Yn)
1 + h‖µ(Yn)‖ . (1.5)
Here µ˜ is a modification of µ. This tamed Euler scheme is proved to converge strongly with the
standard convergence order 0.5 to the exact solution of (1.2) if the drift coefficient function is
globally one-sided Lipschitz continuous and has an at most polynomially growing derivative.
On the one hand, the explicit Milstein scheme is another numerical scheme for SDEs that
achieves a strong order of convergence higher than that of the explicit Euler scheme (1.4) [10,
12, 16]. In fact the explicit Milstein scheme has strong convergence order of one if the coefficient
functions in the stochastic Taylor expansions satisfy both the global Lipschitz condition and
the linear growth condition(see [12]). The explicit Milstein method [12, 16] applied to (1.1)
reads
Yn+1 =Yn + hµ(Yn) + σ(Yn)∆Wn +
m∑
j1,j2=1
Lj1σj2(Yn)I
tn,tn+1
j1,j2 , (1.6)
2
where
Lj1 =
d∑
k=1
σk,j1
∂
∂xk
, I
tn,tn+1
j1,j2
=
∫ tn+1
tn
∫ s2
tn
dW j1s1 dW
j2
s2 . (1.7)
Since the explicit Milstein scheme and the explicit Euler scheme coincide when applied to the
SDEs with additive noise, we can deduce from the results in [7] that the explicit Milstein
scheme generally does not converge in the mean-square sense to the exact solution solution of
the SDEs with super-linearly growing drift coefficient. Accordingly, we follow the idea from [9]
and replace µ(Yn) in (1.6) with µ˜(Yn) to derive a tamed Milstein method
Yn+1 =Yn + hµ˜(Yn) + σ(Yn)∆Wn +
m∑
j1,j2=1
Lj1σj2(Yn)I
tn,tn+1
j1,j2 , (1.8)
which we expect to be strongly convergent with order one in the non-globally Lipschitz case.
On the other hand, although Milstein-type schemes may achieve a strong convergence order
higher than that of Euler-type schemes, additional computational effort is required to approxi-
mate the iterated Itoˆ integrals I
tn,tn+1
j1,j2
for every time step [13]. This will enable the Milstein-type
schemes to lose their advantage over the Euler-type schemes in computational efficiency. In this
article we restrict our attention to SDEs with commutative noise, in which case the Milstein
scheme can be easily implemented without simulating the iterated Itoˆ integrals. In this situ-
ation, Milstein-type method is much more computationally efficient than Euler-type method.
More precisely, let the diffusion matrix σ fulfill the so-called commutativity condition:
Lj1σk,j2 = L
j2σk,j1, j1, j2 = 1, ..., m, k = 1, ..., d. (1.9)
In many applications the considered SDE systems possess commutative noise (see [12]).
Thanks to the property I
tn,tn+1
j1,j2
+ I
tn,tn+1
j2,j1
= ∆W j1n ∆W
j2
n , j1 6= j2, in this case the tamed
Milstein method (1.8) takes a simple form as
Yn+1 =Yn + hµ˜(Yn) + σ(Yn)∆Wn +
1
2
m∑
j1,j2=1
Lj1σj2(Yn)
(
∆W j1n ∆W
j2
n − δj1,j2h
)
, (1.10)
where δj1,j2 = 1 for j1 = j2 and δj1,j2 = 0 for j1 6= j2, µ˜ is the modification of µ as defined in
(1.5).
The main result of this article shows that the tamed Milstein scheme (1.10) converges
strongly with the standard convergence order one to the exact solution of SDEs with commu-
tative noise if the drift coefficient µ is globally one-sided Lipschitz continuous and has at most
polynomially growing first and second derivatives. The diffusion coefficient σ and the coeffi-
cient function Lj1σj2 , j1, j2 ∈ {1, ..., m} are assumed to be globally Lipschitz continuous. It is
worthwhile to mention that a similar approach as used in [9] is evoked to obtain uniform bound-
edness of p-th moments of numerical solutions produced by the tamed Milstein method. We
also introduce similar stochastic processes Dn that dominate the tamed Milstein approximation
on appropriate subevents Ωn (see Section 2 for more details). With bounded p-th moments at
hand, our main effort is to show for the time continuous tamed Milstein method there exists a
family of real numbers Cp,T ∈ [1,∞) for p ∈ [1,∞) such that(
E
[
sup
t∈[0,T ]
∥∥∥Xt − Y¯t∥∥∥p])1/p ≤ Cp,T · h, h ∈ (0, 1]. (1.11)
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The key difficulty is that relative to previous analysis [9] a sharper estimate of the term J (see
(3.35)) must be obtained to get the strong convergence order one. To overcome this difficulty, a
certain kind of bootstrap argument is exploited (see the estimate of J for more details). To the
best of our knowledge, this is the very first paper to successfully recover the strong convergence
order one for the Milstein-type method under non-globally Lipschitz condition.
The rest of this paper is arranged as follows. In the next section, uniform boundedness of p-th
moments are obtained. And then the strong convergence order of the tamed Milstein method is
established in Section 3. Finally, an illustrative example confirms the strong convergence order
of one and the computational efficiency of this scheme compared to the tamed Euler scheme.
2 Uniform boundedness of p-th moments
Throughout this article, N ∈ N is the step number of the uniform mesh defined in the previous
section. Moreover, we use the notation ‖x‖ := (|x1|2 + ... + |xk|2) 12 , 〈x, y〉 := x1y1 + ... + xkyk
for all x = (x1, x2, ..., xk), y = (y1, y2, ..., yk) ∈ Rk, k ∈ N, and ‖A‖ := supx∈Rl,‖x‖≤1 ‖Ax‖ for all
A ∈ Rk×l, k, l ∈ N. Furthermore, we make the following assumptions.
Assumption 2.1 Let µ(x) and σi(x), i = 1, ..., m be continuously differentiable and there exist
positive constants K ≥ 1 and c ≥ 1, such that ∀x, y ∈ Rd
〈x− y, µ(x)− µ(y)〉 ≤ K‖x− y‖2, (2.1)
‖σ(x)− σ(y)‖ ≤ K‖x− y‖, (2.2)
‖Lj1σj2(x)− Lj1σj2(y)‖ ≤ K‖x− y‖, j1, j2 ∈ {1, 2, ..., m}, (2.3)
‖µ′(x)‖ ≤ K(1 + ‖x‖c). (2.4)
Note that the globally one-sided Lipschitz condition (2.1) on the drift µ and the globally
Lipschitz condition (2.2) on the diffusion σ have been widely used in the literatures, e.g.,
[4, 5, 6, 7, 8, 9].
To prove uniform boundedness of p-th moments of the numerical solution, we follow the
ideas in [9] to introduce the appropriate subevents Ωn and dominating stochastic processes Dn
Ωn :=
{
ω ∈ Ω| sup
0≤k≤n−1
Dk(ω) ≤ 1
N2c
, sup
0≤k≤n−1
‖∆Wk‖ ≤ 1
}
, (2.5)
Dn := (λ+ ‖ξ‖) exp
(
λ+ sup
0≤u≤n
n−1∑
k=u
[
λ‖∆Wk‖2 + αk
] )
, (2.6)
where
λ =
(
1 + 4TK + 2T‖µ(0)‖+ 2K + 2‖σ(0)‖+m2(T + 1)
(
K + max
1≤j1,j2≤m
‖Lj1σj2(0)‖
))2
and
αn = 1{‖Yn‖≥1}
〈 Yn
‖Yn‖ ,
σ(Yn)
‖Yn‖ ∆Wn
〉
+ 1{‖Yn‖≥1}
〈 Yn
‖Yn‖ ,
m∑
j1,j2=1
Lj1σj2(Yn)
2‖Yn‖
(
∆W j1n ∆W
j2
n − δj1,j2h
) 〉
.
(2.7)
The following lemmas are needed in order to prove uniform boundedness of p-th moments.
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Lemma 2.2 Let Yn, Dn and Ωn be given by (1.10),(2.6) and (2.5), respectively. Then
1Ωn‖Yn‖ ≤ Dn, for all n = 0, 1, ..., N. (2.8)
Proof. First of all, note that ‖∆Wn‖ ≤ 1 on Ωn+1 for all 0 ≤ n ≤ N − 1 and N ∈ N. The
globally Lipschitz continuity of σ and Lj1σj2 , j1, j2 ∈ {1, 2, ..., m}, and the polynomial growth
bound on µ′ imply that, on Ωn+1 ∩ {ω ∈ Ω|‖Yn(ω)‖ ≤ 1} for all 0 ≤ n ≤ N − 1,
‖Yn+1‖
≤‖Yn‖+ h‖µ(Yn)‖+ ‖σ(Yn)‖‖∆Wn‖+ 1
2
m∑
j1,j2=1
‖Lj1σj2(Yn)‖|∆W j1n ∆W j2n − δj1,j2h|
≤1 + h‖µ(Yn)− µ(0)‖+ h‖µ(0)‖+ ‖σ(Yn)− σ(0)‖‖∆Wn‖+ ‖σ(0)‖‖∆Wn‖
+
1
2
m∑
j1,j2=1
(‖Lj1σj2(Yn)− Lj1σj2(0)‖+ ‖Lj1σj2(0)‖) |∆W j1n ∆W j2n − δj1,j2h|
≤1 + hK(1 + ‖Yn‖c)‖Yn‖+ h‖µ(0)‖+K‖Yn‖‖∆Wn‖+ ‖σ(0)‖‖∆Wn‖
+
1
2
m∑
j1,j2=1
(
K‖Yn‖+ ‖Lj1σj2(0)‖
) |∆W j1n ∆W j2n − δj1,j2h|
≤1 + 2TK + T‖µ(0)‖+K + ‖σ(0)‖+ m
2
(m+ T )
(
K + max
1≤j1,j2≤m
‖Lj1σj2(0)‖
)
≤λ.
(2.9)
Moreover, the Cauchy-Schwarz inequality and the inequality a · b ≤ a2
2
+ b
2
2
for all a, b ∈ R give
that
‖Yn+1‖2 = ‖Yn + hµ˜(Yn) + σ(Yn)∆Wn +Mn‖2
=‖Yn‖2 + h2‖µ˜(Yn)‖2 + ‖σ(Yn)∆Wn‖2 + ‖Mn‖2
+ 2h〈Yn, µ˜(Yn)〉+ 2〈Yn, σ(Yn)∆Wn〉+ 2〈Yn,Mn〉
+ 2h〈µ˜(Yn), σ(Yn)∆Wn〉+ 2h〈µ˜(Yn),Mn〉+ 2〈σ(Yn)∆Wn,Mn〉
≤‖Yn‖2 + 3h2‖µ(Yn)‖2 + 3‖σ(Yn)‖2‖∆Wn‖2 + 3‖Mn‖2
+
2h
1 + h‖µ(Yn)‖〈Yn, µ(Yn)〉+ 2〈Yn, σ(Yn)∆Wn〉+ 2〈Yn,Mn〉
(2.10)
on Ω and 0 ≤ n ≤ N − 1. Here we denote
Mn =
1
2
m∑
j1,j2=1
Lj1σj2(Yn)(∆W
j1
n ∆W
j2
n − δj1,j2h). (2.11)
Additionally, the global Lipschitz continuity of σ, Lj1σj2 implies that for ‖x‖ ≥ 1
‖σ(x)‖2 ≤ (‖σ(x)− σ(0)‖+ ‖σ(0)‖)2 ≤ (K‖x‖ + ‖σ(0)‖)2 ≤ (K + ‖σ(0)‖)2‖x‖2, (2.12)
and
‖Lj1σj2(x)‖2 ≤ (‖Lj1σj2(x)− Lj1σj2(0)‖+ ‖Lj1σj2(0)‖)2
≤ (K‖x‖+ ‖Lj1σj2(0)‖)2
≤ (K + ‖Lj1σj2(0)‖)2‖x‖2,
(2.13)
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and the globally one-sided Lipschitz continuity of µ gives that
〈x, µ(x)〉 = 〈x, µ(x)− µ(0)〉+ 〈x, µ(0)〉 ≤ K‖x‖2 + ‖x‖ · ‖µ(0)‖ ≤ (K + ‖µ(0)‖)‖x‖2. (2.14)
Furthermore, the polynomial growth bound on µ′ implies that
‖µ(x)‖2 ≤ (‖µ(x)− µ(0)‖+ ‖µ(0)‖)2 ≤ (K(1 + ‖x‖c)‖x‖+ ‖µ(0)‖)2
≤ (2K‖x‖(c+1) + ‖µ(0)‖)2
≤ (2K + ‖µ(0)‖)2 ‖x‖2(c+1)
≤ N (2K + ‖µ(0)‖)2 ‖x‖2
(2.15)
on 1 ≤ ‖x‖ ≤ N 12c . Combining (2.12)-(2.15), we get from (2.10) that
‖Yn+1‖2 ≤‖Yn‖2 + 3hT (2K + ‖µ(0)‖)2 ‖Yn‖2 + 3(K + ‖σ(0)‖)2‖Yn‖2‖∆Wn‖2
+ 3‖Mn‖2 + 2h(K + ‖µ(0)‖)‖Yn‖2 + 2〈Yn, σ(Yn)∆Wn〉+ 2〈Yn,Mn〉
(2.16)
on {ω ∈ Ω|1 ≤ ‖Yn(ω)‖ ≤ N 12c }. Since ω ∈ Ωn+1 implies ‖∆Wn‖ ≤ 1, on ω ∈ Ωn+1 ∩ {ω ∈
Ω|1 ≤ ‖Yn(ω)‖ ≤ N 12c }, we derive from (2.11) and (2.13) that
‖Mn‖2 ≤m
2
4
m∑
j1,j2=1
‖Lj1σj2(Yn)‖2|∆W j1n ∆W j2n − δj1,j2h|2
≤m
2
2
m∑
j1,j2=1
(
K + ‖Lj1σj2(0)‖
)2 ‖Yn‖2 · (|∆W j1n ∆W j2n |2 + δj1,j2h2)
≤m
3
2
(
K + max
1≤j1,j2≤m
‖Lj1σj2(0)‖
)2 [‖∆Wn‖2 + h2] ‖Yn‖2,
(2.17)
where the fact that |∆W j2n |2 ≤ ‖∆Wn‖2 ≤ 1 was used. Inserting (2.17) into (2.16) shows that
‖Yn+1‖2
≤‖Yn‖2
[
1 + 3
T 2
N
(2K + ‖µ(0)‖)2 + 3(K + ‖σ(0)‖)2‖∆Wn‖2 + 2 T
N
(K + ‖µ(0)‖)
]
+
3m3
2
(
K + max
1≤j1,j2≤m
‖Lj1σj2(0)‖
)2 (
‖∆Wn‖2 + h2
)
‖Yn‖2 + 2〈Yn, σ(Yn)∆Wn〉+ 2〈Yn,Mn〉
≤‖Yn‖2
[
1 +
2
N
(
3
2
(2TK + T‖µ(0)‖)2 + T (K + ‖µ(0)‖) + 3m
3T 2
4
(
K + max
1≤j1,j2≤m
‖Lj1σj2(0)‖
)2)
+ 2
(
3
2
(K + ‖σ(0)‖)2 + 3m
3
4
(
K + max
1≤j1,j2≤m
‖Lj1σj2(0)‖
)2)
‖∆Wn‖2 + 2αn
]
≤‖Yn‖2 exp
[2λ
N
+ 2λ‖∆Wn‖2 + 2αn
]
(2.18)
on Ωn+1 ∩ {ω ∈ Ω|1 ≤ ‖Yn(ω)‖ ≤ N 12c}. Now combining (2.9) and (2.18), and using mathe-
matical induction as used in the proof of Lemma 2.1 in [9] finish the proof. 
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Lemma 2.3 For all p ≥ 1
sup
N∈N
N≥4λpT
E
[
exp
(
pλ
N−1∑
k=0
‖∆Wk‖2
)]
<∞. (2.19)
Proof. This result is identical to Lemma 2.3 in [9] with only different λ. 
Lemma 2.4 Let αn be given by (2.7). Then for all p ≥ 1
sup
z∈{−1,1}
sup
N∈N
E
[
sup
0≤n≤N
exp
(
pz
n−1∑
k=0
αk
)]
<∞. (2.20)
Proof. We set
α1k = 1{‖Yk‖≥1}
〈 Yk
‖Yk‖ ,
σ(Yk)
‖Yk‖ ∆Wk
〉
,
α2k = 1{‖Yk‖≥1}
〈 Yk
‖Yk‖ ,
m∑
j1,j2=1
Lj1σj2(Yk)
2‖Yk‖
(
∆W j1k ∆W
j2
k − δj1,j2h
) 〉
.
Then we have αk = α
1
k + α
2
k. Hence Ho¨lder’s inequality shows that
∥∥∥ sup
0≤n≤N
exp
(
z
n−1∑
k=0
αk
)∥∥∥
Lp(Ω;R)
≤
∥∥∥ sup
0≤n≤N
exp
(
z
n−1∑
k=0
α1k
)∥∥∥
L2p(Ω;R)
·
∥∥∥ sup
0≤n≤N
exp
(
z
n−1∑
k=0
α2k
)∥∥∥
L2p(Ω;R)
.
(2.21)
Note that Lemma 2.4 in [9] has proved that
sup
z∈{−1,1}
∥∥∥ sup
0≤n≤N
exp
(
z
n−1∑
k=0
α1k
)∥∥∥
L2p(Ω;R)
<∞. (2.22)
Consequently it remains to prove the boundedness of the second term on the right-hand side
of (2.21). One can easily verify that the discrete stochastic process z
∑n−1
k=0 α
2
k, n ∈ {0, 1, ..., N}
is an {Ftn : 0 ≤ n ≤ N}-martingale for every z ∈ {−1, 1}. Since the exponential function is
convex, the discrete stochastic process exp
(
z
∑n−1
k=0 α
2
k
)
, n ∈ {0, 1, ..., N} is a positive {Ftn :
0 ≤ n ≤ N}-submartingale for every z ∈ {−1, 1}. Therefore, Doob’s maximal inequality gives
that ∥∥∥ sup
0≤n≤N
exp
(
z
n−1∑
k=0
α2k
)∥∥∥
L2p(Ω;R)
≤ 2p
2p− 1
∥∥∥ exp (z N−1∑
k=0
α2k
)∥∥∥
L2p(Ω;R)
. (2.23)
The Cauchy-Schwarz inequality, (2.13) and Lemma 2.3 give that
∥∥∥ exp (z N−1∑
k=0
α2k
)∥∥∥
L2p(Ω;R)
≤
∥∥∥ exp (N−1∑
k=0
1{‖Yk‖≥1}
m∑
j1,j2=1
‖Lj1σj2(Yk)‖
2‖Yk‖
∣∣∣∆W j1k ∆W j2k − δj1,j2h∣∣∣)∥∥∥
L2p(Ω;R)
7
≤
∥∥∥ exp (N−1∑
k=0
(
K
2
+
1
2
max
1≤j1,j2≤m
‖Lj1σj2(0)‖)
m∑
j1,j2=1
(∣∣∣∆W j1k ∆W j2k ∣∣∣+ ∣∣∣δj1,j2h∣∣∣))∥∥∥
L2p(Ω;R)
≤
∥∥∥ exp (N−1∑
k=0
(
K
2
+
1
2
max
1≤j1,j2≤m
‖Lj1σj2(0)‖)
(
m‖∆Wk‖2 +mh
))∥∥∥
L2p(Ω;R)
≤ eλ
∥∥∥ exp(λ N−1∑
k=0
‖∆Wk‖2
)∥∥∥
L2p(Ω;R)
<∞.
This together with (2.23) completes the proof. 
Lemma 2.5 Let Dn be given by (2.6). Then for all N ≥ 8λpT and p ≥ 1
sup
N∈N
E
[
sup
0≤n≤N
|Dn|p
]
<∞. (2.24)
Proof. Note that Dn here takes the same form as D
N
n in [9], with only different αn. With
Lemma 2.3 and Lemma 2.4 at hand, one can follow the proof of Lemma 2.5 in [9] to derive the
desired result. 
Lemma 2.6 Let ΩN be given by (2.5) with n = N . Then for all p ≥ 1
sup
N∈N
(NpP [(ΩN )
c]) <∞. (2.25)
Proof. The proof is identical to the proof of Lemma 2.6 in [9]. 
Before establishing the main result of this section, we also need two Burkholder-Davis-Gundy
type inequalities.
Lemma 2.7 Let k ∈ N and let Z : [0, T ] × Ω → Rk×m be a predictable stochastic process
satisfying P(
∫ T
0
‖Zs‖2ds <∞) = 1. Then for all t ∈ [0, T ] and all p ≥ 2
∥∥∥ sup
s∈[0,t]
∥∥∥ ∫ s
0
ZudWu
∥∥∥∥∥∥
Lp(Ω;R)
≤ p
(∫ t
0
m∑
i=1
‖Zsei‖2Lp(Ω;Rk)ds
) 1
2
. (2.26)
Here the vectors e1 = (1, 0, ..., 0)
T ∈ Rm, e2 = (0, 1, ..., 0)T ∈ Rm, ..., em = (0, 0, ..., 1)T ∈ Rm
are orthogonal basis of vector space Rm.
Proof. Combining Doob’s maximal inequality and Lemma 7.7 of Da Prato, G., and Zabczyk
[2] gives the desired assertion. 
The following is a discrete version of the Burkholder-Davis-Gundy type inequality (2.26).
Lemma 2.8 Let k ∈ N and let Zl : Ω → Rk×m, l ∈ {0, 1, ..., N − 1} be a family of mappings
such that Zl is F lT
N
/B(Rk×m)-measurable. Then for all 0 ≤ n ≤ N and p ≥ 2
∥∥∥ sup
0≤j≤n
∥∥∥ j−1∑
l=0
Zl∆Wl
∥∥∥∥∥∥
Lp(Ω;R)
≤ p
( n−1∑
l=0
m∑
i=1
‖Zlei‖2Lp(Ω;Rk)
T
N
) 1
2
. (2.27)
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Theorem 2.9 Let Yn be given by (1.10). Then for all p ∈ [1,∞)
sup
N∈N
[
sup
0≤n≤N
E‖Yn‖p
]
<∞. (2.28)
Proof. From (1.10) we have
‖Yn‖Lp(Ω;Rd) ≤ ‖ξ‖Lp(Ω;Rd)
+
∥∥∥ n−1∑
k=0
hµ˜(Yk)
∥∥∥
Lp(Ω;Rd)
+
∥∥∥ n−1∑
k=0
σ(Yk)∆Wk
∥∥∥
Lp(Ω;Rd)
+
∥∥∥ n−1∑
k=0
Mk
∥∥∥
Lp(Ω;Rd)
,
(2.29)
where the notationMk comes from (2.11). Using (2.2), the triangle inequality and the Burkholder-
Davis-Gundy type inequality in Lemma 2.8 we have
∥∥∥ n−1∑
k=0
σ(Yk)∆Wk
∥∥∥
Lp(Ω;Rd)
≤
∥∥∥ n−1∑
k=0
[σ(Yk)− σ(0)]∆Wk
∥∥∥
Lp(Ω;Rd)
+
∥∥∥ n−1∑
k=0
σ(0)∆Wk
∥∥∥
Lp(Ω;Rd)
≤p
( n−1∑
k=0
m∑
i=1
‖σi(Yk)− σi(0)‖2Lp(Ω;Rd) h
)1/2
+ p
(nT
N
m∑
i=1
‖σi(0)‖2
)1/2
≤p
(
mK2h
n−1∑
k=0
‖Yk‖2Lp(Ω;Rd)
)1/2
+ p
√
Tm‖σ(0)‖.
(2.30)
For the fourth term on the right-hand side of (2.29), the estimate in the second inequality of
(2.13) and the independence of Yk and ∆Wk imply that∥∥∥ n−1∑
k=0
Mk
∥∥∥
Lp(Ω;Rd)
=
1
2
∥∥∥ n−1∑
k=0
( m∑
j1,j2=1
Lj1σj2(Yk)
(
∆W j1k ∆W
j2
k − δj1,j2h
) )∥∥∥
Lp(Ω;Rd)
≤1
2
n−1∑
k=0
m∑
j1,j2=1
[(
K ‖Yk‖Lp(Ω;Rd) + ‖Lj1σj2(0)‖
)
· ∥∥∆W j1k ∆W j2k − δj1,j2h∥∥Lp(Ω;R)
]
.
(2.31)
Using the Burkholder-Davis-Gundy type inequality (2.27) and mutual independence of ∆Wk
gives
1
2
m∑
j1,j2=1
‖∆W j1k ∆W j2k − δj1,j2h‖Lp(Ω;R) ≤
1
2
m∑
j1,j2=1
‖∆W j1k ∆W j2k ‖Lp(Ω;R) +
1
2
mh
=
1
2
m∑
j1,j2=1
j1 6=j2
‖∆W j1k ‖Lp(Ω;R) · ‖∆W j2k ‖Lp(Ω;R) +
1
2
m∑
j=1
‖∆W jk‖2L2p(Ω;R) +
1
2
mh
≤cp,mh,
(2.32)
where cp,m =
m2−m
2
p2 + 2mp2 + m
2
. Inserting (2.32) into (2.31) we obtain that
∥∥∥ n−1∑
k=0
Mk
∥∥∥
Lp(Ω;Rd)
≤ Kcp,mh
n−1∑
k=0
‖Yk‖Lp(Ω;Rd) + Tcp,m sup
1≤j1,j2≤m
‖Lj1σj2(0)‖. (2.33)
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Combining (2.29),(2.30) and (2.33), and using ‖µ˜(Yk)‖ ≤ 1 give
‖Yn‖Lp(Ω;Rd) ≤‖ξ‖Lp(Ω;Rd) +N + p
(
mK2h
n−1∑
k=0
‖Yk‖2Lp(Ω;Rd)
)1/2
+ p
√
Tm‖σ(0)‖
+Kcp,mh
n−1∑
k=0
‖Yk‖Lp(Ω;Rd) + Tcp,m sup
1≤j1,j2≤m
‖Lj1σj2(0)‖.
(2.34)
Thus taking square of both sides shows that
‖Yn‖2Lp(Ω;Rd) ≤3
(
‖ξ‖Lp(Ω;Rd) +N + p
√
Tm‖σ(0)‖+ Tcp,m sup
1≤j1,j2≤m
‖Lj1σj2(0)‖
)2
+ 3mK2p2h
n−1∑
k=0
‖Yk‖2Lp(Ω;Rd) + 3K2c2m,pTh
n−1∑
k=0
‖Yk‖2Lp(Ω;Rd).
(2.35)
In the next step Gronwall’s lemma gives that
sup
0≤n≤N
‖Yn‖Lp(Ω;Rd) ≤
√
3 exp(C1)
(‖ξ‖Lp(Ω;Rd) +N + C2) , (2.36)
where C1 =
1
2
(3mK2p2 + 3K2c2p,mT )T, C2 = p
√
Tm‖σ(0)‖ + Tcp,m sup1≤j1,j2≤m ‖Lj1σj2(0)‖.
Due to the N on the right-hand side of (2.36), (2.36) does not complete the prove. However,
exploiting (2.36) in an appropriate bootstrap argument will enable us to establish (2.28). First,
Ho¨lder’s inequality, Lemma 2.6 and the estimate (2.36) show that
sup
N∈N
sup
0≤n≤N
‖1(Ωn)cYn‖Lp(Ω;Rd)
≤ sup
N∈N
sup
0≤n≤N
(‖1(Ωn)c‖L2p(Ω;Rd)‖Yn‖L2p(Ω;Rd))
≤
(
sup
N∈N
(
N · ‖1(ΩN )c‖L2p(Ω;Rd)
) )(
sup
N∈N
sup
0≤n≤N
(
N−1 · ‖Yn‖L2p(Ω;Rd)
) )
≤
(
sup
N∈N
N2p · P [(ΩN )c]
) 1
2p
(
sup
N∈N
sup
0≤n≤N
(
N−1 · ‖Yn‖L2p(Ω;Rd)
) )
<∞.
(2.37)
In addition, Lemma 2.2 and Lemma 2.5 imply that
sup
N∈N
sup
0≤n≤N
‖1ΩnYn‖Lp(Ω;Rd) ≤ sup
N∈N
sup
0≤n≤N
‖Dn‖Lp(Ω;Rd) <∞. (2.38)
Combining (2.37) and (2.38) finally completes the proof. 
3 Strong convergence order of the tamed Milstein method
In order to recover the strong convergence order one for the tamed Milstein method, we ad-
ditionally need the following assumptions. Throughout this section Cp,T is a generic constant
that might vary from one place to another and depends on µ, σ, the initial data ξ, and the
interval of integration [0, T ], but is independent of the discretisation parameter.
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Assumption 3.1 Assume that µ(x) and σi(x) are two times continuous differentiable and there
exist positive constants K, q ≥ 1, such that ∀x ∈ Rd, i = 1, ..., d
‖µ′′(x)‖L(2)(Rd;Rd) ≤ K(1 + ‖x‖q), (3.1)
‖σ′′i (x)‖L(2)(Rd;Rd) ≤ K. (3.2)
Here, for a two times continuous differentiable function f : Rd → Rd we use the notation
‖f ′′(x)‖L(2)(Rd;Rd) = suph1,h2∈Rd,‖h1‖≤1,‖h2‖≤1 ‖f ′′(x)(h1, h2)‖. The bilinear operator f ′′(x) : Rd ×
R
d → Rd is defined by (3.8). In the following convergence analysis, we prefer to write the tamed
Milstein method in the form of (1.8), rather than (1.10). We now introduce appropriate time
continuous interpolations of the time discrete numerical approximations. More accurately, we
define the time continuous approximation Y¯s such that for s ∈ [tn, tn+1)
Y¯s :=Yn + (s− tn)µ˜(Yn) + σ(Yn)(Ws −Wtn) +
m∑
j1,j2=1
Lj1σj2(Yn)I
tn,s
j1,j2
=Yn +
∫ s
tn
µ˜(Yn)du+
m∑
i=1
∫ s
tn
σi(Yn)dW
i
u +
m∑
i=1
∫ s
tn
m∑
j=1
Ljσi(Yn)∆W
j
udW
i
u,
(3.3)
where we use the notation
I tn,sj1,j2 =
∫ s
tn
∫ s2
tn
dW j1s1 dW
j2
s2 , ∆W
j
s :=
∞∑
n=0
1{tn≤s<tn+1}(W
j
s −W jtn).
It is evident that Y¯tn = Yn, n = 0, 1, ..., N , that is, Y¯t coincides with the discrete solutions at
the grid-points. We can rewrite Y¯t as an integral form in the whole interval [0, T ]
Y¯t =Y0 +
∫ t
0
µ˜(Yns)ds+
m∑
i=1
∫ t
0
[
σi(Yns) +
m∑
j=1
Ljσi(Yns)∆W
j
s
]
dW is , (3.4)
where ns is the greatest integer number such that tns ≤ s. Combining (1.2) and (3.4) gives
Xt − Y¯t =
∫ t
0
[µ(Xs)− µ˜(Yns)] ds+
m∑
i=1
∫ t
0
[
σi(Xs)− σi(Yns)−
m∑
j=1
Ljσi(Yns)∆W
j
s
]
dW is .
(3.5)
In what follows, we also use deterministic Taylor formula frequently. If a function f : Rd →
R
d is twice differentiable, the following Taylor’s formula holds [1]
f(Y¯s)− f(Yns) = f ′(Yns)(Y¯s − Yns) +R1(f), (3.6)
where R1(f) is the remainder term
R1(f) =
∫ 1
0
(1− r)f ′′(Yns + r(Y¯s − Yns))(Y¯s − Yns, Y¯s − Yns)dr. (3.7)
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Here for arbitrary a, h1, h2 ∈ Rd the derivatives have the following expression
f ′(a)(h1) =
d∑
i=1
∂f
∂xi
hi1, f
′′(a)(h1, h2) =
d∑
i,j=1
∂2f
∂xi∂xj
hi1h
j
2. (3.8)
Replacing Y¯s − Yns in (3.6) with (3.3) and rearranging lead to
f(Y¯s)− f(Yns) = f ′(Yns)
(
σ(Yns)(Ws −Wtns )
)
+ R˜1(f), (3.9)
where
R˜1(f) = f
′(Yns)
(
(s− tns)µ˜(Yns) +
m∑
j1,j2=1
Lj1σj2(Yns)I
tns ,s
j1,j2
)
+R1(f). (3.10)
By the definitions (1.7) and (3.8), it can be readily checked that
σ′i(x)
(
σj(x)
)
= Ljσi(x). (3.11)
Therefore replacing f in (3.9) by σi and taking (3.11) into account show that
R˜1(σi) = σi(Y¯s)− σi(Yns)−
m∑
j=1
Ljσi(Yns)∆W
j
s . (3.12)
Theorem 3.2 Let conditions in Assumptions 2.1 and 3.1 and (1.9) be fulfilled. Then there
exists a family of real numbers Cp,T ≥ 1, p ≥ 1 such that(
E
[
sup
t∈[0,T ]
‖Xt − Y¯t‖p
])1/p
≤ Cp,T · h, h ∈ (0, 1]. (3.13)
The following five lemmas are used in the proof of Theorem 3.2.
Lemma 3.3 Let conditions in Assumptions 2.1 be fulfilled. Then for all p ≥ 1, 1 ≤ j1, j2 ≤ m
the following estimates hold
sup
N∈N
sup
0≤n≤N
[
E‖µ(Yn)‖p
∨
E‖µ′(Yn)‖p
∨
E‖σ(Yn)‖p
∨
E‖Lj1σj2(Yn)‖p
]
<∞. (3.14)
Proof. It immediately follows from Theorem 2.9 by considering (2.4) and (2.12)-(2.15). 
Lemma 3.4 Let conditions in Theorem 3.2 be fulfilled. Then for all p ≥ 1
sup
t∈[0,T ]
[
‖Xt‖Lp(Ω;Rd)
∨
‖µ(Xt)‖Lp(Ω;Rd)
∨
‖σ(Xt)‖Lp(Ω;Rd×m)
∨
‖Y¯t‖Lp(Ω;Rd)
]
<∞. (3.15)
Proof. Conditions (2.1)-(2.2) ensure that the exact solution Xt satisfies supt∈[0,T ] E‖Xt‖p <∞
(See, e.g., [14, Theorem 4.1]). Polynomial growth condition on µ as (2.15) and linear growth
condition on σ give the second and the third estimates. Taking the definition (3.3) and Lemma
3.3 into account, we can easily obtain the last estimate. 
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Lemma 3.5 Let conditions in Theorem 3.2 be fulfilled. Then there exists a family of constants
Cp,T ≥ 1 such that for p ≥ 1
sup
t∈[0,T ]
‖Y¯t − Ynt‖Lp(Ω;Rd)
∨
sup
t∈[0,T ]
‖µ(Xt)− µ(Xtnt )‖Lp(Ω;Rd) ≤ Cp,T h
1
2 . (3.16)
Proof. Let nt be the greatest integer number such that tnt ≤ t. From (3.3) we have
Y¯t − Ynt = (t− tnt)µ˜(Ynt) + σ(Ynt)(Wt −Wtnt ) +
m∑
j1,j2=1
Lj1σj2(Ynt)I
tnt ,t
j1,j2
. (3.17)
Following the same line as estimating (2.29), one can readily derive the first estimate. For the
second estimate, we use (2.4) and Ho¨lder’s inequality to obtain
‖µ(Xt)− µ(Xtnt )‖Lp(Ω;Rd) ≤K
∥∥(1 + ‖Xt‖c + ‖Xtnt‖c) · ‖Xt −Xtnt‖∥∥Lp(Ω;R)
≤K∥∥(1 + ‖Xt‖c + ‖Xtnt‖c)∥∥L2p(Ω;R) · ∥∥Xt −Xtnt∥∥L2p(Ω;Rd), (3.18)
where
Xt −Xtnt =
∫ t
tnt
µ(Xs)ds+
∫ t
tnt
σ(Xs)dWs. (3.19)
Taking Lemma 3.4 into account and using the same argument as in the previous section, one
can obtain
∥∥Xt − Xtnt∥∥L2p(Ω;Rd) ≤ Cp,Th 12 , and then complete the proof easily by considering
(3.18) and Lemma 3.4. 
Lemma 3.6 Let p ≥ 1 and let conditions in Theorem 3.2 be fulfilled. Then for i = 1, 2, ..., m
‖R˜1(µ)‖Lp(Ω;Rd) ∨ ‖R˜1(σi)‖Lp(Ω;Rd) ≤ Cp,Th. (3.20)
Proof. To estimate ‖R˜1(µ)‖Lp(Ω;Rd), we need to estimate ‖R1(µ)‖Lp(Ω;Rd) first. Due to Theorem
2.9 and Lemma 3.4 we can find some suitable constant Cp,T such that
‖R1(µ)‖Lp(Ω;Rd) ≤
∫ 1
0
(1− r)
∥∥∥µ′′(Yns + r(Y¯s − Yns)) (Y¯s − Yns, Y¯s − Yns) ∥∥∥
Lp(Ω;R)
dr
≤
∫ 1
0
∥∥∥‖µ′′(Yns + r(Y¯s − Yns))‖L(2)(Rd;Rd) · ‖Y¯s − Yns‖2∥∥∥
Lp(Ω;R)
dr
≤K ∥∥(1 + ‖Yns‖q + ‖Y¯s‖q) · ‖Y¯s − Yns‖2∥∥Lp(Ω;R)
≤K ∥∥1 + ‖Yns‖q + ‖Y¯s‖q∥∥L2p(Ω;R) · ∥∥Y¯s − Yns∥∥2L4p(Ω;Rd)
≤Cp,Th,
(3.21)
where the polynomial growth condition (3.1) on µ′′(x), Lemma 3.5, Ho¨lder’s inequality and
Jensen’s inequality were also used. Now we return to ‖R˜1(µ)‖Lp(Ω;Rd). Replacing f in (3.10)
with µ gives
‖R˜1(µ)‖Lp(Ω;Rd) (3.22)
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≤‖µ′(Yns)(s− tns)µ˜(Yns)‖Lp(Ω;Rd) +
∥∥∥µ′(Yns) m∑
j1,j2=1
Lj1σj2(Yns)I
tns ,s
j1,j2
∥∥∥
Lp(Ω;Rd)
+ ‖R1(µ)‖Lp(Ω;Rd)
≤h ‖µ′(Yns)µ(Yns)‖Lp(Ω;Rd) +
1
2
m∑
j1,j2=1
∥∥∥µ′(Yns)(Lj1σj2(Yns)(∆W j1s ∆W j2s − δj1,j2h))∥∥∥
Lp(Ω;Rd)
+ ‖R1(µ)‖Lp(Ω;Rd) .
Following the same line as estimating (2.32) and noticing that s − tns ≤ h, one can similarly
arrive at
1
2
m∑
j1,j2=1
‖∆W j1s ∆W j2s − δj1,j2h‖Lp(Ω;R) ≤ cp,mh. (3.23)
Further, using Ho¨lder’s inequality we derive from Lemma 3.3 that for 0 ≤ s ≤ t ≤ T, 1 ≤
j1, j2 ≤ m
‖µ′(Yns)µ(Yns)‖Lp(Ω;Rd) ≤ ‖µ′(Yns)‖L2p(Ω;Rd×d) · ‖µ(Yns)‖L2p(Ω;Rd) <∞,∥∥µ′(Yns)Lj1σj2(Yns)∥∥Lp(Ω;Rd) ≤ ‖µ′(Yns)‖L2p(Ω;Rd×d) · ∥∥Lj1σj2(Yns)∥∥L2p(Ω;Rd) <∞. (3.24)
Now, using the independence of Yns and ∆W
j1
s ,∆W
j2
s , and combining (3.21), (3.22), (3.23) and
(3.24), one can show
‖R˜1(µ)‖Lp(Ω;Rd) ≤ Cp,Th. (3.25)
In a similar way as estimating ‖R˜1(µ)‖Lp(Ω;Rd), one can derive that
‖R˜1(σi)‖Lp(Ω;Rd) ≤ Cp,Th.  (3.26)
Our proof of Theorem 3.2 also needs the following Burkholder-Davis-Gundy type inequality for
discrete-time martingale (see Theorem 3.28 in [11] and Lemma 5.1 in [8]).
Lemma 3.7 Let Z1, ..., ZN : Ω → R be F/B(R)-measurable mappings with E‖Zn‖p < ∞ for
all n ∈ {1, ..., N} and with E[Zn+1|Z1, ..., Zn] = 0 for all n ∈ {1, ..., N}. Then
‖Z1 + ... + Zn‖Lp(Ω;R) ≤ cp
(‖Z1‖2Lp(Ω;R) + ... + ‖Zn‖2Lp(Ω;R)) 12 (3.27)
for every p ∈ [2,∞), where cp are constants dependent of p, but independent of n.
Proof of Theorem 3.2. Applying Itoˆ’s formula to (3.5) gives
‖Xs − Y¯s‖2 =2
∫ s
0
〈
Xu − Y¯u, µ(Xu)− µ˜(Ynu)
〉
du
+ 2
m∑
i=1
∫ s
0
〈
Xu − Y¯u, σi(Xu)− σi(Ynu)−
m∑
j=1
Ljσi(Ynu)∆W
j
u
〉
dW iu
+
m∑
i=1
∫ s
0
∥∥∥σi(Xu)− σi(Ynu)− m∑
j=1
Ljσi(Ynu)∆W
j
u
∥∥∥2du.
(3.28)
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For the integrand of the first term in (3.28), we use (2.1) and the Cauchy-Schwarz inequality
to arrive at〈
Xu − Y¯u, µ(Xu)− µ˜(Ynu)
〉
=
〈
Xu − Y¯u, µ(Xu)− µ(Y¯u)
〉
+
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
+
〈
Xu − Y¯u, h ‖µ(Ynu)‖ µ˜(Ynu)
〉
≤ K‖Xu − Y¯u‖2 +
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
+
1
2
‖Xu − Y¯u‖2 + 1
2
h2‖µ(Ynu)‖2 ‖µ˜(Ynu)‖2
≤ (K + 1
2
)‖Xu − Y¯u‖2 +
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
+
1
2
h2‖µ(Ynu)‖4. (3.29)
For the integrand of the third term in (3.28), one can use an elementary inequality, the notation
(3.12) and (2.2) to get∥∥∥σi(Xu)− σi(Ynu)− m∑
j=1
Ljσi(Ynu)∆W
j
u
∥∥∥2 ≤2‖σi(Xu)− σi(Y¯u)‖2 + 2‖R˜1(σi)‖2
≤2K2‖Xu − Y¯u‖2 + 2‖R˜1(σi)‖2.
(3.30)
Inserting (3.29) and (3.30) into (3.28) and using the notation (3.12) show
‖Xs − Y¯s‖2 =(2K + 1 + 2mK2)
∫ s
0
‖Xu − Y¯u‖2du+ h2
∫ s
0
‖µ(Ynu)‖4du
+ 2
m∑
i=1
∫ s
0
‖R˜1(σi)‖2du+ 2
∫ s
0
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
du
+ 2
m∑
i=1
∫ s
0
〈
Xu − Y¯u, σi(Xu)− σi(Y¯u) + R˜1(σi)
〉
dW iu.
(3.31)
Hence
sup
0≤s≤t
‖Xs − Y¯s‖2 ≤(2K + 1 + 2mK2)
∫ t
0
‖Xs − Y¯s‖2ds+ h2
∫ t
0
‖µ(Yns)‖4ds
+ 2
m∑
i=1
∫ t
0
‖R˜1(σi)‖2ds+ 2 sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
du
+ 2 sup
0≤s≤t
m∑
i=1
∫ s
0
〈
Xu − Y¯u, σi(Xu)− σi(Y¯u) + R˜1(σi)
〉
dW iu,
and thus for p ≥ 4∥∥∥ sup
0≤s≤t
‖Xs − Y¯s‖
∥∥∥2
Lp(Ω;R)
=
∥∥∥ sup
0≤s≤t
‖Xs − Y¯s‖2
∥∥∥
L
p
2 (Ω;R)
≤(2K + 1 + 2mK2)
∫ t
0
‖Xs − Y¯s‖2Lp(Ω;Rd)ds+ h2
∫ t
0
‖µ(Yns)‖4L2p(Ω;Rd)ds
+ 2
m∑
i=1
∫ t
0
‖R˜1(σi)‖2Lp(Ω;Rd)ds+ 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
du
∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥ sup
0≤s≤t
m∑
i=1
∫ s
0
〈
Xu − Y¯u, σi(Xu)− σi(Y¯u) + R˜1(σi)
〉
dW iu
∥∥∥
L
p
2 (Ω;R)
.
(3.32)
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For the last term on the right-hand side of (3.32), we use (2.2), (2.26), the Cauchy-Schwarz
inequality and elementary inequalities to derive
2
∥∥∥ sup
0≤s≤t
m∑
i=1
∫ s
0
〈
Xu − Y¯u, σi(Xu)− σi(Y¯u) + R˜1(σi)
〉
dW iu
∥∥∥
L
p
2 (Ω;R)
≤ 2
m∑
i=1
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, σi(Xu)− σi(Y¯u) + R˜1(σi)
〉
dW iu
∥∥∥
L
p
2 (Ω;R)
≤ p
m∑
i=1
( ∫ t
0
∥∥∥〈Xs − Y¯s, σi(Xs)− σi(Y¯s) + R˜1(σi)〉∥∥∥2
L
p
2 (Ω;R)
ds
) 1
2
≤ p
m∑
i=1
( ∫ t
0
‖Xs − Y¯s‖2Lp(Ω;Rd) ·
∥∥∥σi(Xs)− σi(Y¯s) + R˜1(σi)∥∥∥2
Lp(Ω;Rd)
ds
) 1
2
≤ sup
0≤s≤t
‖Xs − Y¯s‖Lp(Ω;Rd) · p
m∑
i=1
(∫ t
0
∥∥∥σi(Xs)− σi(Y¯s) + R˜1(σi)∥∥∥2
Lp(Ω;Rd)
ds
) 1
2
≤ 1
4
sup
0≤s≤t
‖Xs − Y¯s‖2Lp(Ω;Rd) + p2m
m∑
i=1
∫ t
0
∥∥∥σi(Xs)− σi(Y¯s) + R˜1(σi)∥∥∥2
Lp(Ω;Rd)
ds
≤ 1
4
sup
0≤s≤t
‖Xs − Y¯s‖2Lp(Ω;Rd) + 2p2m2K
∫ t
0
‖Xs − Y¯s‖2Lp(Ω;Rd)ds
+2p2m
m∑
i=1
∫ t
0
‖R˜1(σi)‖2Lp(Ω;Rd)ds. (3.33)
At the same time, replacing f in (3.9) by µ and using the Cauchy-Schwarz inequality and
elementary inequalities give
2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, µ(Y¯u)− µ(Ynu)
〉
du
∥∥∥
L
p
2 (Ω;R)
=2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, µ′(Ynu)
(
σ(Ynu)∆Wu
)
+ R˜1(µ)
〉
du
∥∥∥
L
p
2 (Ω;R)
≤J + 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, R˜1(µ)
〉
du
∥∥∥
L
p
2 (Ω;R)
≤J +
∫ t
0
‖Xs − Y¯s‖2Lp(Ω;Rd)ds+
∫ t
0
‖R˜1(µ)‖2Lp(Ω;Rd)ds,
(3.34)
where we denote
J = 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xu − Y¯u, µ′(Ynu)σ(Ynu)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
. (3.35)
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Inserting (3.33) and (3.34) to (3.32) yields
3
4
∥∥∥ sup
0≤s≤t
‖Xs − Y¯s‖
∥∥∥2
Lp(Ω;R)
≤2(K + 1 +mK2 + p2m2K)
∫ t
0
‖Xs − Y¯s‖2Lp(Ω;Rd)ds+ h2
∫ t
0
‖µ(Yns)‖4L2p(Ω;Rd)ds
+ 2(1 + p2m)
m∑
i=1
∫ t
0
‖R˜1(σi)‖2Lp(Ω;Rd)ds+
∫ t
0
‖R˜1(µ)‖2Lp(Ω;Rd)ds+ J.
(3.36)
Therefore it remains to estimate J as (3.35). Using (3.3), (3.19) and (3.12) shows
Xu − Y¯u =Xtnu − Ynu +
∫ u
tnu
µ(Xr)dr −
∫ u
tnu
µ˜(Ynu)dr
+
m∑
i=1
∫ u
tnu
[
σi(Xr)− σi(Ynr)−
m∑
j=1
Ljσi(Ynr)∆W
j
r
]
dW ir
=
∫ u
tnu
[
µ(Xr)− µ(Xtnu )
]
dr +
m∑
i=1
∫ u
tnu
[
σi(Xr)− σi(Y¯r)
]
dW ir +
m∑
i=1
∫ u
tnu
R˜1(σi)dW
i
r
+ (u− tnu)µ(Xtnu )− (u− tnu) µ˜(Ynu) +Xtnu − Ynu .
Thus
J ≤2
∥∥∥ sup
0≤s≤t
∫ s
0
〈∫ u
tnu
[
µ(Xr)− µ(Xtnu )
]
dr, µ′(Ynu)σ(Ynu)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈 m∑
i=1
∫ u
tnu
[
σi(Xr)− σi(Y¯r)
]
dW ir , µ
′(Ynu)σ(Ynu)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈 m∑
i=1
∫ u
tnu
R˜1(σi)dW
i
r , µ
′(Ynu)σ(Ynu)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
ζnu, µ
′(Ynu)σ(Ynu)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥ sup
0≤s≤t
∫ s
0
〈
Xtnu − Ynu , µ′(Ynu)σ(Ynu)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
:=J1 + J2 + J3 + J4 + J5, (3.37)
where ζnu ∈ Ftnu is defined by
ζnu = (u− tnu)µ(Xtnu )− (u− tnu) µ˜(Ynu). (3.38)
To begin with, we establish the estimate
‖µ′(Ynu)σ(Ynu)∆Wu‖Lp(Ω;Rd) ≤ Cp,Th
1
2 , (3.39)
which is frequently used later. Using Ho¨lder’s inequality, Lemma 3.3 and Lemma 2.7, we know
that for 0 ≤ k ≤ N − 1, tk ≤ s < tk+1
‖µ′(Yk)σ(Yk)‖L2p(Ω;Rd×m) ≤ ‖µ′(Yk)‖L4p(Ω;Rd×d)‖σ(Yk)‖L4p(Ω;Rd×m) <∞ (3.40)
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and
‖Ws −Wtk‖L2p(Ω;Rm) = ‖Ws−tk −Wt0‖L2p(Ω;Rm) ≤ 2p
√
mh1/2. (3.41)
Combining (3.40) and (3.41) one can readily obtain (3.39) by Ho¨lder’s inequality. Concerning
J1, we use Ho¨lder’s inequality, (3.16) and (3.39) to arrive at
J1 ≤ 2
∫ t
0
∫ u
tnu
∥∥∥µ(Xr)− µ(Xtnu )∥∥∥
Lp(Ω;Rd)
·
∥∥∥µ′(Ynu)σ(Ynu)∆Wu∥∥∥
Lp(Ω;Rd)
drdu ≤ Cp,Th2. (3.42)
For J2, using Ho¨lder’s inequality, (2.2), (2.26), elementary inequalities and (3.39) gives
J2 ≤ 2
∫ t
0
∥∥∥ m∑
i=1
∫ u
tnu
[
σi(Xr)− σi(Y¯r)
]
dW ir
∥∥∥
Lp(Ω;Rd)
·
∥∥∥µ′(Ynu)σ(Ynu)∆Wu∥∥∥
Lp(Ω;Rd)
du
≤
∫ t
0
1
h
∥∥∥ m∑
i=1
∫ u
tnu
[
σi(Xr)− σi(Y¯r)
]
dW ir
∥∥∥2
Lp(Ω;Rd)
du+
∫ t
0
h
∥∥∥µ′(Ynu)σ(Ynu)∆Wu∥∥∥2
Lp(Ω;Rd)
du
≤ p
2
h
∫ t
0
∫ u
tnu
m∑
i=1
∥∥∥σi(Xr)− σi(Y¯r)∥∥∥2
Lp(Ω;Rd)
drdu+ Cp,Th
2
≤ mp2K2
∫ t
0
sup
0≤r≤u
∥∥Xr − Y¯r∥∥2Lp(Ω;Rd)du+ Cp,Th2. (3.43)
For J3, similarly as above we obtain that
J3 ≤2
∫ t
0
∥∥∥ m∑
i=1
∫ u
tnu
R˜1(σi)dW
i
r
∥∥∥
Lp(Ω;Rd)
·
∥∥∥µ′(Ynu)σ(Ynu)∆Wu∥∥∥
Lp(Ω;Rd)
du
≤2p
∫ t
0
(∫ u
tnu
m∑
i=1
∥∥∥R˜1(σi)∥∥∥2
Lp(Ω;Rd)
dr
) 1
2 ·
∥∥∥µ′(Ynu)σ(Ynu)∆Wu∥∥∥
Lp(Ω;Rd)
du
≤Cp,Th2,
(3.44)
where (3.20) and (3.39) were also used. Now, it remains to estimate J4 and J5. We split J4
into two terms as follows:
J4 ≤2
∥∥∥∥∥ sup0≤s≤t
∣∣∣ ns−1∑
k=0
∫ tk+1
tk
〈
ζk, µ
′(Yk)σ(Yk)∆Wu
〉
du
∣∣∣
∥∥∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥∥ sup
0≤s≤t
∣∣∣ ∫ s
tns
〈
ζns, µ
′(Yns)σ(Yns)∆Wu
〉
du
∣∣∣∥∥∥∥
L
p
2 (Ω;R)
:=J41 + J42.
(3.45)
Recall that ζk ∈ Ftk for k = 0, 1, ..., N − 1. It can be readily verified that the discrete time
process
χn :=
{
n−1∑
k=0
∫ tk+1
tk
〈
ζk, µ
′(Yk)σ(Yk)∆Wu
〉
du
}
, n ∈ {0, 1, ..., N}
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is an {Ftn : 0 ≤ n ≤ N}-martingale. With the aid of Doob’s maximal inequality, Lemma 3.7
and Ho¨lder’s inequality we obtain that for p ≥ 4
J41 ≤ 2p
p− 2
∥∥∥ nt−1∑
k=0
∫ tk+1
tk
〈
ζk, µ
′(Yk)σ(Yk)∆Wu
〉
du
∥∥∥
L
p
2 (Ω;R)
≤ 2pcp/2
p− 2
( nt−1∑
k=0
∥∥∥∫ tk+1
tk
〈
ζk, µ
′(Yk)σ(Yk)∆Wu
〉
du
∥∥∥2
L
p
2 (Ω;R)
)1/2
≤ 2pcp/2
p− 2
( nt−1∑
k=0
h
∫ tk+1
tk
∥∥∥〈ζk, µ′(Yk)σ(Yk)∆Wu〉∥∥∥2
L
p
2 (Ω;R)
du
)1/2
≤ 2pcp/2
p− 2
( nt−1∑
k=0
h
∫ tk+1
tk
∥∥ζk∥∥2Lp(Ω;Rd) · ∥∥µ′(Yk)σ(Yk)∆Wu∥∥2Lp(Ω;Rd)du)1/2, (3.46)
where by (3.38), Lemma 3.3 and Lemma 3.4∥∥ζk∥∥Lp(Ω;Rd) ≤ h‖µ(Xtk)‖Lp(Ω;Rd) + h‖µ˜(Yk)‖Lp(Ω;Rd) ≤ Cp,Th. (3.47)
Hence, taking (3.39) and (3.47) into account, we derive from (3.46) that
J41 ≤ Cp,Th2. (3.48)
For the second term J42, Ho¨lder’s inequality, (3.47) and (3.39) give that for p ≥ 4(J42
2
)p
2
=E
(
sup
0≤s≤t
∣∣∣ ∫ s
tns
〈ζns, µ′(Yns)σ(Yns)∆Wu〉du
∣∣∣)p2
≤h p2−1E
(
sup
0≤s≤t
∫ s
tns
∣∣∣ 〈ζns, µ′(Yns)σ(Yns)∆Wu〉 ∣∣∣ p2 du)
≤h p2−1E
( nt−1∑
k=0
∫ tk+1
tk
∣∣∣〈ζk, µ′(Yk)σ(Yk)∆Wu〉∣∣∣ p2du+
∫ t
tnt
∣∣∣〈ζnt, µ′(Ynt)σ(Ynt)∆Wu〉∣∣∣p2 du)
=h
p
2
−1
∫ t
0
E
∣∣∣〈ζnu , µ′(Ynu)σ(Ynu)∆Wu〉∣∣∣ p2du
≤h p2−1
∫ t
0
‖ζnu‖
p
2
Lp(Ω;Rd)
· ‖µ′(Ynu)σ(Ynu)∆Wu‖
p
2
Lp(Ω;Rd)
du
≤Cp,Th
5p
4
−1,
(3.49)
which implies that for p ≥ 4 and h ∈ (0, 1] there exists a suitable constant Cp,T such that
J42 ≤ 2C
2
p
p,Th
5p−4
2p ≤ Cp,Th2. (3.50)
Gathering (3.48) and (3.50) we derive from (3.45) that for p ≥ 4
J4 ≤ Cp,Th2. (3.51)
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Similarly, we split J5 as follows:
J5 ≤2
∥∥∥∥∥ sup0≤s≤t
∣∣∣ ns−1∑
k=0
∫ tk+1
tk
〈
Xtk − Yk, µ′(Yk)σ(Yk)∆Wu
〉
du
∣∣∣
∥∥∥∥∥
L
p
2 (Ω;R)
+ 2
∥∥∥∥ sup
0≤s≤t
∣∣∣ ∫ s
tns
〈
Xtns − Yns, µ′(Yns)σ(Yns)∆Wu
〉
du
∣∣∣∥∥∥∥
L
p
2 (Ω;R)
:=J51 + J52.
(3.52)
With regard to J51, following the same line as (3.46) yields
J51 ≤
2pcp/2
p− 2
( nt−1∑
k=0
h
∫ tk+1
tk
‖Xtk − Yk‖2Lp(Ω;Rd) · ‖µ′(Yk)σ(Yk)∆Wu‖2Lp(Ω;Rd)du
)1/2
≤ sup
0≤s≤t
‖Xs − Y¯s‖Lp(Ω;Rd) ·
2pcp/2
p− 2
( nt−1∑
k=0
h
∫ tk+1
tk
‖µ′(Yk)σ(Yk)∆Wu‖2Lp(Ω;Rd)du
)1/2
≤1
4
sup
0≤s≤t
‖Xs − Y¯s‖2Lp(Ω;Rd) +
4p2c2p/2
(p− 2)2
nt−1∑
k=0
h
∫ tk+1
tk
‖µ′(Yk)σ(Yk)∆Wu‖2Lp(Ω;Rd)du
≤1
4
sup
0≤s≤t
‖Xs − Y¯s‖2Lp(Ω;Rd) + Cp,Th2,
(3.53)
where the fact Y¯tk = Yk, k = 0, 1, ..., N − 1, elementary inequalities and (3.39) were used. For
J52, we follow the same way as (3.49) to obtain(J52
2
)p
2 ≤h p2−1
∫ t
0
‖Xtnu − Ynu‖
p
2
Lp(Ω;Rd)
· ‖µ′(Ynu)σ(Ynu)∆Wu‖
p
2
Lp(Ω;Rd)
du
≤ sup
0≤s≤t
‖Xs − Y¯s‖
p
2
Lp(Ω;Rd)
· Cp,Th
3p
4
−1.
(3.54)
Thus
J52 ≤ 2 sup
0≤s≤t
‖Xs − Y¯s‖Lp(Ω;Rd) · C
2
p
p,T h
3p−4
2p ≤ 1
4
sup
0≤s≤t
‖Xs − Y¯s‖2Lp(Ω;Rd) + 4C
4
p
p,T h
3p−4
p . (3.55)
Note that 3p−4
4
≥ 2 for p ≥ 4 and that h ≤ 1. Plugging (3.53) and (3.55) into (3.52) yields
J5 ≤ 1
2
sup
0≤s≤t
‖Xs − Y¯s‖2Lp(Ω;Rd) + Cp,Th2. (3.56)
Inserting (3.42), (3.43), (3.44), (3.51) and (3.56) into (3.37) leads to
J ≤ mp2K2
∫ t
0
sup
0≤r≤u
∥∥∥Xr − Y¯r∥∥∥2
Lp(Ω;Rd)
du+
1
2
sup
0≤s≤t
∥∥∥Xs − Y¯s∥∥∥2
Lp(Ω;Rd)
+ Cp,Th
2. (3.57)
Hence, using estimates in Lemma 3.3 and Lemma 3.6 we derive from (3.36) that
3
4
∥∥∥ sup
0≤s≤t
‖Xs − Y¯s‖
∥∥∥2
Lp(Ω;R)
≤2(K + 1 +mK2 + p2m2K + 1
2
mp2K2)
∫ t
0
sup
0≤u≤s
‖Xu − Y¯u‖2Lp(Ω;Rd)ds
+
1
2
sup
0≤s≤t
∥∥∥Xs − Y¯s∥∥∥2
Lp(Ω;Rd)
+ Cp,Th
2.
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Thus
∥∥ sup0≤s≤t ‖Xs − Y¯s‖∥∥2Lp(Ω;R) is finite by Lemma 3.4 and
∥∥∥ sup
0≤s≤t
‖Xs − Y¯s‖
∥∥∥2
Lp(Ω;R)
≤ Cp,T
∫ t
0
∥∥∥ sup
0≤u≤s
‖Xu − Y¯u‖
∥∥∥2
Lp(Ω;R)
ds+ Cp,Th
2. (3.58)
The Gronwall inequality gives the desired result for p ≥ 4. Using Ho¨lder’s inequality gives the
assertion for 1 ≤ p < 4 and the proof is complete. 
4 An illustrative example
In [9], the authors have demonstrated the computational efficiency of the tamed Euler scheme,
compared to the implicit Euler method. In this section we compare computational efficiency of
the tamed Milstein scheme and the tamed Euler scheme. To this end we choose a simple SDE
(1.1)
dXt = −X5t dt+XtdWt, X0 = 1 (4.1)
for t ∈ [0, 1]. Figure 1 depicts the root mean-square errors (1.3) as a function of the stepsize
h in log-log plot, where the expectation is approximated by the mean of 5000 independent
realizations. As expected, the tamed Milstein scheme gives an error that decreases proportional
to h, whereas the tamed Euler scheme gives errors that decrease proportional to h
1
2 . To show
the efficiency of the tamed Milstein method clearly, we present in Figure 2 the root mean-square
errors of both methods as function of the runtime when N ∈ {210, ..., 217} and the mean of 1000
independent paths are used to approximate the expectation in (1.3). Suppose that the strong
approximation problem (1.3) of the SDE (4.1) should be solved with the precision ε = 0.001.
From Figure 2, one can detect that N = 210 in the case of the tamed Milstein method (1.10)
and that N = 216 in the case of the tamed Euler method (1.5) achieves the desired precision
ε = 0.001 in (1.3). Moreover, the tamed Milstein scheme requires 8.1860 seconds while the
tamed Euler scheme requires 147.9230 seconds to achieve the precision ε = 0.001 in (1.3). The
tamed Milstein method is for the SDE (4.1) with commutative noise thus much faster than the
tamed Euler method.
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