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Let (r, d, P) be a probability space, ?3 a P-complete sub-u-algebra of id and X 
a Banach space. Let multifunction t + r(t), t E T, have a 9 @ S(X)-measurable 
graph and closed convex subsets of X for values. If  x(t) E r(t) P-a.e. and 
y(-) E Etx(.), then y(t) E r(t) P-a.e. Conversely, x(t) E F(T(t), y(t)) P-a.e., where 
F(T(t), y(t)) is the face of point y(t) in r(t). I f  X= IR”, then the same holds true if 
T(f) is Bore1 and convex, only. These results imply, in particular, extensions of 
Jensen’s inequality for conditional expectations of random convex functions and 
provide a complete characterization of the cases when the equality holds in the 
extended Jensen inequality. 
1. INTRODUCTION 
Let (7’, d, P) denote a probability space, where J is a P-complete u- 
algebra of subsets of T and P is a probability measure on J. Let 23 stand 
for a P-complete sub-u-algebra of &’ and X for a Banach space with a norm 
11 . I(. 3?(X) denotes the u-algebra of Bore1 subsets of X and I? t + T(t), t E T, 
a random closed convex subset of X with a 23 @ 9(X)-measurable graph (in 
the following r will be called a multifunction). Then, for every &‘- 
measurable Bochner P-integrable selector x(.) of P (i.e., x(t) E r(t) P-a.e. 
holds) any version JJ(.) of Ezx(.) is a selector of r, too. Moreover, the set A, 
of t E T such that y(t) is an extremal point in T(t) is 9-measurable and 
x(t) = y(t) P-a.e. on A, (see Kozek and Suchanecki (1978); for the prototype 
of this result see Pfanzagl (1974), Theorem 1). 
The purpose of the present article is to provide a final and complete 
version of results on the interdependence of the behaviour of selectors of 
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multifunctions and its conditional expectations. The closedness of r(f) in the 
theorem quoted above cannot be weaken to the level of Bore1 measurability 
when X is infinite-dimensional (see Kozek and Suchanecki (1978), 
Example 1). However, if X= R”, then such a stronger version of the theorem 
is valid (see Theorem 3 in Section 3). It provides an extension of Theorem 1 
in Pfanzagl (1974), where the constant convex Bore1 sets were considered. 
Moreover, instead of considering the set oft E T such that y(t) is extremal in 
r(t) we consider in the present paper all points t E T. Namely, we know 
already that y(t) E T(t) P-a.e. (v(.) E E:x(.)). Thus, for P-a.e. t E T we can 
found a face of y(t) in T(t) (to be denoted by F(T(t), y(t))) which is the 
smallest extremal subset of r(t) containing y(t). Moreover, we can construct 
a multifunction of faces t + F(T(t), y(t)) putting F(T(t), y(t)) = $, when 
y(t) 6Z T(t). We prove that x(.) is a selector of this multifunction of faces, i.e., 
that x(t) E F(T(t), y(t)) holds P-a.e. (see Theorems 4 and 5 in Section 4). 
This provides a complete characterization of the interdependence of the 
behaviour of selectors of multifunctions and its conditional expectations. 
Clearly, if y(t) is an extremal point of T(t), then F(T(t), y(t)) = {y(t)} and 
hence x(t) = y(t) holds. Therefore, the present characterization completes the 
earlier ones given in Pfanzagl (1974) for a constant Bore1 convex subset of 
R” and in Daures (1975) and Kozek and Suchanecki (1978) in the case of a 
multifunction with values in closed convex subsets of a Banach space (the 
last result has been quoted at the beginning of this section). 
Although the interdependence of the behaviour of selectors and their 
conditional expectations may be considered as a self-contained problem one 
of its origins comes down to an elegant method of the proof of Jensen’s 
inequality with no superfluous assumptions (see, e.g., Ferguson, 1967, 
pp. 71-77: Pfanzagl, 1974). Therefore, it is possible to derive in Section 5 
two general versions of Jensen’s inequality (Theorems 6 and 7) for 
conditional expectations and variable convex transformations, where the 
convexity is defined with respect to a variable convex cone. The first version 
is given for a finite-dimensional case, the second one for Banach spaces. In 
the finite-dimensional case the assumptions on the convex transformation are 
weaker than in the infinite-dimensional one. In the proof of the versions of 
the Jensen’s inequality we have used the results of the first part of this paper 
and an elegant argumentation given in Pfanzagl (1974, p. 493). Moreover, 
applying Theorems 4 and 5 we prove that the Jensen inequality for 
conditional expectations becomes an equality only if either the corresponding 
point is extremal in the epigraph of the convex transformation or the convex 
transformation is afline on an appropriate subset (see Theorems 6 and 7, 
Section 5). This provides a complete characterization of the cases when the 
Jensen’s inequality becomes an equality. 
The first result of this kind for conditional expectation is due to Pfanzagl 
(1974) however, his characterization concerns strictly convex deterministic 
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functions on R”, only. The extension of the result of Pfanzagl onto random 
strictly convex transformations in the case of Frechet spaces has been given 
in Daures (1975) and Kozek and Suchanecki (1978). Let us note that if the 
convex transformation is strictly convex and equality holds in the Jensen’s 
inequality, then the corresponding point in the epigraph is extremal. Thus, 
the quoted theorems deal with one of the two possibilities formulated in 
Theorems 6 and 7, only. 
A more detailed discussion on the related results known in the literature is 
given in the following part of the paper and also in Kozek and Suchanecki 
(1978). 
2. PRELIMINARIES 
Let (T, &‘, P), 3 and X be a probability space, a P-complete sub-u- 
algebra of a P-complete a-algebra &’ and a Banach space, respectively. 
Moreover, we shall use the following notations: 
A (B) 
c 
4.) (Y(.)) 
IA(.) 
E’x(.) 
4% .) 
c-CA, .) 
- a subset of T which belongs to d(g); 
- a subset of X, 
- an d-measurable (9-measurable) function from T 
into X, 
- the indicator function of set A; 
-the class of all conditional expectations of x(.) given 9; 
- an element (called also a version) of E.‘l.4(.) 
- a function given by 
c-(A, t) = l/c(A, t) if c(A, t) > 0 
=o otherwise; 
(2.1) 
cl C, int C, Cc- the closure, the interior and the complement of C, 
respectively; 
Lin C, conv C- the linear space spanned on vectors from C and the 
convex hull spanned on elements of C; 
affC 
ri C 
-the linear manifold spanned on C, i.e. aff C = (x E X: 
x=x, +I(x,-x,), X,,X*E c, AE IR]; 
- the relative interior of C, i.e., the interior of C in aff C 
endowed with the relative topology determined from X, 
if X = R” and x, y E X, then (x, u) denotes the usual inner product in 
R” and llxll = (x,x)“*. 
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A map I- from T into a space of subsets of X is called a multifunction. 
Graph of P, Gr I-, is given by 
GrP= ((t,x)E TxX:xET(t)}. 
All multifunctions considered in the sequel are assumed to have 
,B @ 3(X)-measurable graphs and, take values in convex subsets of X 
(unless the opposite is stated explicitly). The 9 @ S(X)-measurability of 
Gr P is rather a weak regularity assumption on the multifunction K It is 
fulfilled, e.g., if X is separable and if one of the following conditions is 
satisfied: 
1. P is a (9, a(.??))-measurable function from T into the topological 
space of all closed subsets of X endowed with a topology ,F, where E- may 
stand for a topology Kf defined in Matheron (1975, pp. 3, 27), or for one of 
the topologies 2’ or / 2’1 considered by Michael (195 1, p. 153); 
2. r is a (3, o(KJ)- measurable function from T into the space of all 
open subsets of X endowed with a topology Kg defined in Matheron (1975, 
p. 11); 
3. r is a (9, u(q))- measurable function from T into the space of 
compact subsets of X (=lR”) endowed with the myope topology Kkkr see 
Matheron (1975, p. 12). 
The proof of these remarks can be easily derived from the definitions of 
the corresponding topologies and from the Survey Theorem on Measurable 
Multifunctions, the equivalence of (v) and (ii), (iii) (see the end of this 
section), thus it will be omitted here. We note only that when P(f) is open for 
every t, then the Survey Theorem applies to multifunction t -+ P(t)‘. 
A function x(.) is called a selector of r on set A, A E J, if x(t) E P(t) for 
P-a.e. t E A. If, moreover, A = T, then x(. ) is called a selector of r. A coun- 
table collection (xi(,), x2(.),...) is called a Castaing representation of 
multifunction P whenever each xi(.) is a selector of P and {xi(t), x2(t),...} is 
dense in T(t) for P-a.e. t E T. 
Let C be a convex subset of X and x, E C. A set F(C, x,) is called a face 
of x,, in C if it consists of all x E C such that x + n(x,, -x) E C for some 
A > 1 (see Bourbaki, 1953, p. 86). Moreover, if L(C, x,-J stands for a 
subspace given by 
then 
L(C, xg) = (Tj i(C -x0) n (x0 - C), (2.2) 
i=l 
F(C, xg) = (xll + UC, x,)) n c 
(see Laurent, 1972, p. 437). 
(2.3) 
In the following sections we shall consider some interdependence of the 
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behaviour of Bochner integrable selectors of multifunctions and their 
conditional expectations. Since the rang of a Bochner integrable function 
may be considered to be a separable Banach subspace of X (provided the 
image of some P-null set is neglected) we can restrict our considerations to 
the case of a separable X. Therefore, we shall assume in the following that 
all considered in the paper Banach spaces are separable. 
Since theorems on multifunctions and on selectors of multifunctions are 
frequently used in the paper they are quoted below for a convenience of the 
reader. It is convenient to call these theorems “Survey Theorem on 
Measurable Multifunctions” and “Theorem on Graph Measurable 
Multifunctions,” respectively. Both can be found in a more general form in 
an excellent survey in Wagner (1977) as Theorems 4.2.g and 5.10 as well as 
the detailed informations on the corresponding original results. 
SURVEY THEOREM ON MEASURABLE MULTIFUNCTIONS. Suppose that X 
is a Polish space, 37 a P-complete a-algebra of subsets of T and I a closed- 
set-valued m&function from T into subsets of X. Then, the following 
statements are equivalent: 
(i) (tET:I(t)nC#f}ES’foreachBorelCcX, 
(ii) (t E T: I’(t) n C # 4) E 9 for each closed Cc X, 
(iii) {tE TzI(t)nC##}EA?‘for each open CcX, 
(iv) p is a metric on X and t -+ p(x, I(t)) is a 9-measurable function 
for x E X; 
(v) Gr PE 9 @9(X); 
(vi) (t E R: (x, t) E Wn Gr P for some x E X} E 9 for each 
WE9OLqX); 
(vii) I admits a 9-measurable Castaing representation. 
THEOREM ON GRAPH MEASURABLE MULTIFUNCTIONS. SupposethatXis 
a Polish space, 9 a P-complete o-algebra of subsets of T and I a 
multifunction from T into subsets of X. If Gr IE 9 @ 9(X), then I admits 
a .$-measurable Castaing representation. 
Both theorems will be used in the following in cases when X is a separable 
Banach space. The equivalence of, e.g., (i) and (ii) in the Survey Theorem 
will be referred as “Survey Theorem (i), (ii).” 
3. CONDITIONAL EXPECTATIONS OF SELECTORS 
It is well known that if C is a convex closed subset of X and x(.) is a 
Bochner integrable function such that x(t) E C for P-a.e. t E T, then 
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Ex(.) E C (see Bourbaki, 1965, p. 204; Perlman, 1974, Theorem 3). 
Conversely, it is easy to see that if for every A E M such that P(A) > 0 
holds true, then x(t) E C for P-a.e. t E T. 
If X= R”, then the first part of this theorem is valid for arbitrary convex 
set C (see Ferguson, 1967, p. 74). The assumption on the closedness of C 
cannot be, however, omitted in its “converse” part (see the Example, below) 
and in the general case of the first part (see Kozek and Suchanecki, 1978, 
Example 1, p. 261). 
EXAMPLE. LetX=lR2andC={(x,y)~R2:x2+y2<1}.IfT=[0,2rr), 
Ld is the o-algebra of Lebesque measurable subsets of T, P is the normed 
Lebesque measure on &’ and x(t) = (sin t, cos t) then (3.1) holds true for 
every A E ..Q’ such that P(A) > 0. None the less x(t) 6!J C for every t E T. 
In this section we are interested in an extension of the theorem quoted 
above onto the case of conditional expectations and multifunctions taking 
values in the space of convex subsets of X. 
Let x(.) be Bochner P-integrable and A E &’ such that P(A) > 0. We 
denote by y,,(.) a function given by 
where c-(,4, ,) is given by (2.1) and vi(.) E E:(?jA(.)x(.)). It is easy to see 
that YA(. j E Ezx(.), where PA is a probability measure on d given by 
P,(A,)=P(A nA,)/P(A) for A, Ed. 
THEOREM 1. Let x(.) be an .&-measurable, Bochner P-integrable 
function from T into a separable Banach space X and let Z be a 
multtfunction from T into the space of closed convex subsets of X such that 
GrTEg@g(X). ZfAE&, P(A)>O, and x(.) is a selector of Zen A, 
then function yA(.) given by (3.2) is a selector of Z on set {t E T: c(A, t) > O} 
and hence on A. 
COROLLARY 1.1. Zf x(.) is a Bochner integrable selector of Z, then y,( ‘) 
is a selector of Z on set {t E T: c(A, t) > 0) (and hence on A) for every 
A E JY such that P(A) > 0. 
Theorem 1 was proved in Kozek and Suchanecki (1978). The property of 
selectors stated in Corollary 1.1 leads to the following characterization of 
selectors of multifunctions taking values in closed and convex subsets of X. 
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THEOREM 2. Let x(.) be an &-measurable Bochner P-integrable 
function and let P be a multtfunction with range in closed convex subsets of 
X and GrPE9@9(X). rff or every A E JZZ such that P(A) > 0 function 
y4(.) given by (3.2) is a selector of r on A, then x(.) is a selector of r. 
If X = R”, then the assumptions of Theorem 1 on multifunction r can be 
weakened. Namely, it is enough to assume that for every t E T, r(t) is a 
Bore1 convex subset of R”. 
THEOREM 3. Let x(.) be an d-measurable P-integrable function from T 
into R” and let P be a multifunction from T into the space of Bore1 convex 
subsets of R” such that Gr T E 9 @ 9(R”). If A E &, P(A) > 0, and x(.) is 
a selector of r on A, then yA(.) given by (3.2) is a selector of r on set (t E T: 
c(A, t) > 0) and hence on A. 
In the case of a constant multifunction r Theorem 3 is known, see 
Pfanzagl (1974), Theorem 1 (i). 
Proof of Theorem 2. Suppose for a contrary that x(.) is not a selector of 
r. Denote by d(x, t) the distance of x E X from set r(t), i.e., 
d(x, t) = inf{ 11x - yll: y E r(t)}. 
Function d(x, .) is &?-measurable for every x E X (see the Survey 
Theorem (iv), (v)) and for every t E T d(., t) is continuous. Thus a(,) given 
by 
a(t) = 4x(t), 0, 
is &‘-measurable. Let A = {t E T: x(t) & r(t)}. Clearly, A = (t E T: a(t) > 0) 
and hence A E ,& and P(A) > 0. Let us take E > 0 such that P(A,) > 0, 
where A,= (tE T: a(t) > E}. Let X,EX be such that 
P(x-‘(K(x,, e/3)} n A,) > 0, where K(x,, s/3) is the closed ball in X 
centred at x,, and of radius s/3 (by separability of X such a point x,, exists). 
Denote A, = x-’ (K(x,, s/3)} n A, K(x,, e/3) interpreted as a constant 
multifunction satisfies all assumptions of Theorem 1 and x(.) is a selector of 
K(x,, 43) on set A,. Thus, Theorem 1 implies that ya ,(I) E K(x, , c/3) for P- 
a.e. t E A, ( yA,(.) is given by (3.2)). Since K(x,, s/3) n r(t) = 4 for every 
t E A,, we get a contradiction. 
Proof of Theorem 3. First we shall prove two lemmas. 
LEMMA 3.1. Let r, be a multifunction from T into the space of closed 
convex subsets of R” such that Gr r, E .d @ ,d(W). Zf for every t E T 
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0 65 r,(t), then there exists a A?-measurable function p(.): T + R” such that 
p(t) E I’,(t)fir every t E T and 
(x. P(f)) > 0 (3.3) 
holds for every (x, t) E Gr f, . 
If f, is a constant multifunction, Lemma 3.1 reduces to Lemma 1 in 
Ferguson (1967, p. 7 1). 
Proof of Lemma 3.1. We put 
a(t) = d(0, r,(t)) = inf{ljxl(: x E r,(t)}, 
and 
T*(t) = {x E R”: llxll < a(t)}. 
Then, a(.) is 9-measurable (see the Survey Theorem (iv), (v)) and 
Gr Tz E A? @ AY(lR”) (see the Survey Theorem (v), (vii)). Moreover, 
T,(t) nr,(t) is closed and nonempty for every t E T and 
Gr r, n Gr r, E 9 @ .B’(lR”). Thus, multifunction t -+ I’,(t) n T*(t) admits a 
g-measurable selector p(.) ( see the Survey Theorem (v), (vii)). If x =p(t), 
then, clearly, (3.3) holds true. When (x, t) E Gr r, and x #p(t), we put 
W) = IlPx + (1 -P)p(t>ll’, /3E R. 
Then 
W = P’ Ilx -PWll’ + V(pW, x -p(t>) + IIPWll’ 
and 
W 2 h(O) = II P(tIl’ 
holds for p E (0, 11. Hence 
P2 lb - P(0ll’ + VZP(P(0, x -P(t)) 2 0 
provided ,f3 E (0, 1 ] or, equivalently, (x, p(t)) > 11 p(t)jj’ > 0. This proves the 
Lemma. 
Given .9-measurable functions p(.): T+ R” and y(.): T+ R” denote by 
H,(,,(y(t)) the hyperplane in R” perpendicular to p(t) and containing y(t). 
Thus. 
fJ,,t,(Y(t)) = ix E IF?“: (x-Y(t), p(t)) = 01. 
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Since function (t, x) --t (x -y(t), p(t)) is 9 @ 9(W)-measurable and 
Hp&y(t)) is closed for every t E T multifunction t + H&y(t)) has 
9 0 S(W)-measurable graph and takes values in convex closed subsets of 
R”. 
LEMMA 3.2. Let P, be a multifunction from T into the space of convex 
Bore1 subsets of 6” such that Gr r, E 9 @ 9(iR”) and let zero be for every 
t E T a point of the relative boundary of T,(t), i.e., 0 E cl P,(t)\ri T,(t). Then, 
there exists a 9-measurable function p(.): T+ R” such that (x, p(t)) is 
nonnegative for every (x, t) E Gr r, and, moreover, for each t E T H,,,,,(O) 
does not contain P,(t). 
Proof of Lemma 3.2. Multifunction L: t + Lin T,(t) takes closed convex 
subsets of R” for values and has 9 @ S(W)-measurable graph. Indeed, let 
{ y;(. ), y;( .),... ) be a Castaing representation of r, (it exists by the Theorem 
on Graph Measurable Multifunctions). Then, {c+yj(.), i = 1, 2,..., 
j = 1, 2,...}, where aj are rational numbers is a Castaing representation of L. 
Since Lin r,(t) is closed for every t E T we obtain that Gr L E 9 @ 9(W) 
(see the Survey Theorem (v), (vii)). 
Let us define multifunctions Zj, j = 1,2,..., by 
4Zj(t) = Cl K(0, l/j) fl L(t)\cl r,(t). 
By the Survey Theorem (v), (vii) and the Theorem on Graph Measurable 
Multifunctions Gr cl Pi(.) E 9 @ 9(lR”). Therefore, Gr Z, E 9 0 9(R”) 
and, moreover, .Zj(t) # d because 0 @ ri T,(t). Applying the Theorem on 
Graph Measurable Multifunctions once more we obtain the existence of 9- 
measurable selectors of Zj. Denote the selectors of ~j by Yj(‘). By 
Lemma 3.1 there exist g-measurable functions pj(.) such that yj(t) + p,i(t) E 
cl r,(t) P-a.e. and 
(3.4) 
for each (t, x) E Gr cl r,(.). Since pj(t) # 0 for everyj and t functions q,i(t) = 
pj(t)/llp,i(t)ll are well defined. Let Z,, be the multifunction of accumulation 
points of sequence {ql(.), q*(.),...}, i.e., C,: t + nz=, cl{qj(t): j > m). For 
every t E T Z,(t) is nonempty and compact for it is an intersection of a 
centred class of compact sets. Moreover, the values of multifunctions 
t -+ cl{q,(t): j > m} are closed sets and {qj(t): j > m } form the corresponding 
Castaing representations. Thus, the graphs of these multifunctions belong to 
.D @ 9(R”) (see the Survey Theorem (v), (vii)). Hence 
Gr X0 E 9 @ .2?(W), too and, by the Theorem on Graph Measurable 
Multifunctions, E0 admits a g-measurable selector, say p(.). Given t E T we 
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choose a subsequence (j,} such that qi,(t) -p(t). Letting j, tend to infinity 
we obtain from (3.4) that 
holds for every (t, x) E Gr T, . 
Now, it is easy to see that ,ui(t) EL(t) for every j and t. This implies that 
pi(t) E L(t) and hence that p(t) E L(t) for every t E T. Moreover, by the 
definition of L(t), there exist for each fixed t vectors x1 ,..., x, f r,(t) such 
that p(t) = x1=, a,xi. For at least one index i, E { 1,2,..., n) inequality 
(xi,,p(t)) f 0 holds. Indeed, otherwise we would have IIp(t)II’ = 
(p(t), C;=, a,~,) = 0 th a contradicts the assumption (1 p(t)/1 = 1. Therefore t 
f,(t) is not contained in H,,,,(O). This finishes the proof of Lemma 3.2. 
Now, we are in a position to prove Theorem 3. First, we note that it is 
enough to give a proof when A = T. Indeed, if the Theorem is valid in such a 
case and A E &‘, P(A) > 0, then we put P,(A i) = P(A, nA)/P(A) for 
A, E &’ and since yA(.) given by (3.2) is a version of ,$x(.) we get 
yA(t) E I’(t) P,-a.e. Thus, set {t E T: y,(t) E T(t)) is an element of 9 
containing A. So, it contains set (t E T: c(A, t) > 01 which is the smallest 
(exact to subsets of measure P equal to zero) &Y-measurable set containing A 
(see Hanen and Neveu, 1966, p. 443). 
Theorem 3 is evidently true when dim aff T(t) = 0 for every t E T because 
multifunction r reduces in such a case to a g-measurable function. Assume 
now that the theorem holds true provided dim aff T(t) < k for every t E T 
and 0 < k < n. We shall prove that it remains valid whenever for each t E T 
dim aff T(t) < k + 1. 
To this end we put r,(t) = T(t) -y(t), where y( ) E Etx(. ) and x,(t) = 
x(t) -y(t). Then, x,(t) E r,(t) for P-a.e. t E T and 0 E Etx,(.). In view of 
Theorem 1 0 E cl T,(t) for P-a.e. t E T. Let B = {t E T: 0 f$ T,(t) ). Clearly, 
B E .58. Suppose that P(B) > 0 and put P,(A) = P(A n B)/P(B) for A E d. 
PB can be extended onto dB, the P,-completed u-algebra .J/. By .%‘8 we 
denote the P,-completed u-algebra 2. Let p(,) be a $B-measurable function 
with the properties asserted in Lemma 3.2. In particular, we have 
(x, p(t)) > 0 for P,-a.e. t E T and every x E T,(t) and, therefore, 
(x,(t), p(t)) > 0 for P,-a.e. t E T. Since p(.) is bounded and .5?B-measurable 
we get EA(x,t.h PC.>) = @p”, x,(.),p(.)) = 0. Thus, (x,(t), p(t)) = 0 P,-a.e., 
i.e., x,(t) E r,(t)nH,,,,(O) for P,-a.e. t E T or, equivalently, xi(.) is a 
selector of multifunction t -+ T,(t) n H,,,,(O). Moreover, multifunction 
t * r,(t) f7 H,,,,(O) has 5YB @ ,5?(R”)-measurable graph which equals to 
Gr Pi n Gr H,,.,(O). By Lemma 3.2 set F,(t)\H,,,,,(O) is not empty, 
therefore, dimaffP,(t)nH,,,,(O)<dimaffP,(t)<k+l. Consequently, 
dim aff(P,(t) nH,,,,(O)) < k and, applying our theorem for k, we get 
0 E r,(t) for P-a.e. t E B. This contradicts assumption P(B) > 0. So, by the 
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induction principle Theorem 3 holds true for any k < n, i.e., for arbitrary 
graph measurable multifunctions. 
The method of the proof of Theorem 3 may be characterized as an 
extension of the proof given in (Ferguson, 1967, pp. 71-74) for integrals and 
constant convex sets. Apart from the use of selectors technique, our proof 
differs from that of Ferguson about the induction on the dimension of a 
random subspace of R”. In the Ferguson’s case it is enough to proceed by 
induction on n. 
4. MULTIFUNCTIONS OF FACES FOR CONDITIONAL 
EXPECTATIONS OF SELECTORS 
We begin by considering the case of an arbitrary separable Banach space 
X and multifunction r taking closed convex subsets of X for values and 
having a 9 @9(x)- measurable graph. Let x(.) be a Bochner P-integrable 
selector of P and y(.) E Efx(.). Then, multifunction 
F r, y  : f  -+ W(t), .Ht)> (4.1) 
has, by (2.2) and (2.3), a 3 @ S(X)-measurable graph. By the Theorem on 
Graph Measurable Multifunctions F,, y admits a Castaing representation. In 
view of the Survey Theorem (v), (vii), we obtain that multifunction Fr,, 
given by 
Fr., : t --) cl W(t), y(t)) (4.2) 
has a 5Y @9(X)-measurable graph. We call Fr,,(Fr,,) a multifunction of 
(closed) faces of y(.) in P. 
THEOREM 4. Let r be a multifunction such that for each t E T r(t) is a 
closed convex subset of X and Gr TE .A? @ S’(X). If x(.) is a Bochner 
integrable selector of r and y(.) E Efx(.) then x(.) is a selector of the 
multifunction of closed faces of y(.) in r given by (4.2). 
Proof of Theorem 4. Let A E & and P(A) > 0. Then, 
YW = 4% t)y,(t) + cvc, t)Y,c(O (4.3) 
holds P-a.e., where c(,, .), yA(.) and yAe(.) are given by (2.1) and (3.2), 
respectively. Denote by A, the set of all t E A satisfying the following 
conditions: 10 y(t) E r(t), 20 yA(t) E r(t), 30 ~(4 t) E [o, 11, 40 
c(Ac, t) E [0, 11, 5O c(A, t) + c(Ac, t) = 1, 6” equality (4.3) is valid. In view of 
Theorem 1 y(.) and ya(.) are selectors of r on A. Moreover, P(A\{t E T: 
c(A, t) > 0)) = 0 (see Hanen and Neveu, 1966, p. 443). Thus A, E d and 
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P(A\p,)=O. Let A,={tEA,:c(A,t)=l} and A+=(tEA,:c(A,t)< 1). 
If tEAi, then y,(t) = y(t), thus, yA(t) E F(T(t), y(t)). Note that 
A + = (2 E A,: c(A’, t) > O} and that, by Theorem 1, yA’.(.) is a selector of r 
on set (t E T: c(A’, t) > 0). Denote A* = {t E A + : yAC(t) E r(t)}. Clearly, 
P(A+\p*)=o. If tEA *, then (4.3) holds true, (y(t), y, (t), u,(t)} c r(t), 
c(A, t) E (0, 1) and c(A“, I) E (0, 1). Thus, by the definition of face we get 
yA(t) E F(T(t), y(f)). Summarizing, we have r,(t) E F(T(t), y(t)) for every 
fEA,UA*andP(A\(A,UA*))=O,i.e.,y,(.)isaselectorof~,,,onA.In 
view of Theorem 2 we conclude that x( ) is a selector of &. ), . This proves 
Theorem 4. 
In the rest part of this section we shall prove a stronger version of 
Theorem 4 assuming, however, X = R “. 
THEOREM 5. Let r be a mulflj%ncfion from T into Bore1 convex subsets 
of I?” such that Gr TE 9 O&?(W). Ifx(.) is a P-integrable selector of r 
and y(.) E E,?x(.), then x(.) is a selector of the multifunction offaces of y(.) 
in r given by (4.1). 
Proof of Theorem 5. Let us put Q, = r, L,(t) = R” for each f E T and 
define by recurrence the following multifunctions 
and 
L,:f+ iG, i[(clQ,-,<f)-y(t))n(y(f)--lQ,-,<f>>l (4.4) 
Qk : t -+ (y(t) + Ldf)) n Qk- dt), k = 1, 2 ,..., n. (4.5) 
LEMMA 5.1. For every k = 0, l,..., n x( .) is a selector of Qk. 
Proof of Lemma 5.1. Proceeding by induction on k, k = 0, l,..., n, we 
shall prove that multifunctions L, and Qk given by (3.4) and (3.5) have the 
following properties: 1” Gr L, E 9 @ A?@“), Gr Qk E A? @ 9(W), 3” Lk(t) 
is a subspace for every t E T, 4’ Q,Jt) is a convex Bore1 subset of R”, 5O x(.) 
is a selector of Qk. Clearly, property 5O coincides with the thesis of 
Lemma 5.1. 
If k = 0, then statements lo-5” are evidently true. Now suppose that lo-5” 
are valid for k - 1, k < n. By the Theorem on Graph Measurable 
Multifunctions Qk-i admits a Castaing representation. So, by the Survey 
Theorem (v), (vii) multifunction t + cl QkeI(t) has a 9 @9(W)- 
measurable graph. Thus, lo-4’ follow immediately from the definitions of L, 
and Qk given by (4.4) and (4.5). Moreover, Lk(t) is closed for every t E T for 
it is a finite-dimensional subspace. Let Qk be given by 
& : t -+ (y(t) + W)) n cl Qk- ,(t>. (4.6) 
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Clearly, Gr Qk E J&’ 0 9(W) and &(t) is closed and convex for every 
t E T. By our assumption x(.) is a selector of Qk-, thus, by Theorem 3, y(.) 
is a selector of QkWl, too. Note that ok(t) is the face of y(t) in cl Qk- ,(t), 
i.e., ok(t) = @cl Qk- r(t), y(t)). Applying Theorem 4 for multifunction 
t + cl eke,(t) we get x(t) E ok(t) for P-a.e. t E T. Since x(.) is a selector of 
Qk-, , (4.5) and (4.6) imply that x(.) is a selector of Qk, i.e., 5” is true. This 
completes the proof of Lemma 5.1. 
LEMMA 5.2. Let t E T be such that x(t) E QJt) for every k = 0, l,..., n 
and y(t) E T(t). Then 
(a) QM c F(cl Qk- ,(t), y(t)), k = 1, L., a; 
(b) Qk(t) is an extremal subset of Qk- I(t) and ofr(t), k = 1, 2,..., n; 
(c) F(T(t), y(t)) c Qk(t) fir eoely k = 1,2 ,..., n; 
(4 if Q&) = Qk- ,(t), then Qk(O = W(t), y(t)), k = 1, L.., n; 
(e) if Qk(t) is a proper subset of eke,(t), then 
dim Q,(t) < dim Qk+(t). 
Proof of Lemma 5.2. (a) It follows from the definitions of Qk and a face, 
see (2.2) and (2.3). 
(b) and (c) Let x,,x,EQ,-i(f), aE(O,l), x,=ax,+(l-a)x, and 
x0 E Qk(f). By (a) x0 E F(c1 Qk-,(t), y(t)) and since the face of y(t) in 
cl Qk- ,(t) is the smallest extremal subset of cl Qk-i(f) containing point y(t) 
(see Laurent, 1972, p. 437) we obtain F(c1 Qk- ,(t), x0) c F(c1 Qk- ,(t), y(t)). 
Clearly, xi, x2 E F(c1 Qk- ,(t), x,,) and hence xi, x2 E F(c1 Qk- ,(t), y(t)). By 
the definition of the face xi, x2 E (y(t) + Lk(t)) so, (3.5) implies that 
x,, x2 E Qk(f). This proves that QJt) is an extremal subset of Qk-i(t). 
Moreover, Qkel(t) is a subset of T(t) thus, Qk(t) is an extremal subset of 
r(t). Therefore, Qk(t) contains F(T(t), y(t)) which is the smallest extremal 
subset of r(t) containing y(t). 
(d) Equality Q,Jt) = Qk- ,(t) and (4.5) imply that {Q,Jt) -y(t)} c Lk(t). 
Lk(f) is endowed with the relative topology determined from IR” thus, 
(cl Qk- ,(t) - y(t)) c Lk(f) holds true. Moreover, by (4.4), Lk(t) is a sum of 
an increasing sequence of closed sets. Thus, the Baire Theorem implies that 
(cl Qk-,(t) -y(r)} n (y(t) - cl QkWl(t)} contains an open ball in L,. Since 
the considered set is symmetric about zero we may consider this ball to be 
centred at zero. Therefore, interior of cl Qk- r(t) is nonempty and y(t) is its 
interior point. Hence there exists an open ball centred at y(t) and contained 
in Qk- ,(t) (see Ferguson, 1966, p. 72, or Rockafellar 1970, Theorem 6.3). 
Now, we easily derive from the definition of a face that every point of Qk-, 
belongs to F(T(t), y(t)). 
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(e) It follows immediately from (b) and Corollary 181.3 in Rockafellar 
(1970, p. 164). 
Now, we return to the proof of Theorem 5. In view of Theorem 3 
u(t) E Z(t) P-a.e. and in view of Lemma 5.1 x(t) E Qk(t) P-a.e. for each 
k = 0, l,..., n. So, set r, of all t E T such that the assumptions of Lemma 5.2 
are fulflled is of full measure, i.e., P(T,) = 1. Moreover, if t E T,, , then 
Q,(t) = W(t), y(t)) (4.7) 
holds true. Indeed, by Lemma 5.2 (c), (d), (e) we have either dim Q,(t) = 
dim Q,-,(t) or dim Q,,(t) = 0. At the first case (4.7) follows from 
Lemma 5.2(d), at the second one we have Q,,(t) = {y(t)}, so, (3.7) follows 
from Lemma 5.2, part (c). Now, the assertion of Theorem 5 follows 
immediately from Lemma 5.1. 
5. JENSEN'S INEQUALITY 
In Kozek and Suchanecki (1978), Theorem 2, Jensen’s inequality (Jensen, 
1906) was proved for Frechet spaces, conditional expectations and variable 
convex transformations having closed epigraphs (cf. Daures, 1975, also). 
Moreover, it was shown that if the convex transformation is strictly convex, 
then the Jensen inequality becomes an equality only if the original function is 
equal P-a-e. to its conditional expectation. 
This section contains a more thorough analysis of the Jensen’s inequality. 
Using results of the preceding sections we show that when X= IR”, then the 
assumptions on the closedness of the epigraph off may be weakened to the 
Bore1 measurability. Moreover, we obtain a complete characterization of all 
points for which an equality in the Jensen’s inequality holds. This may be the 
case only if either the original function equals to its conditional expectation 
on some appropriate subset, or, if f is affine on some subset. The precise 
formulation of this statement is given in Theorems 6 and 7. The results of 
this section extend in particular, the corresponding ones in Pfanzagl (1974), 
Theorem 2, To Ting On and Wing Yip Kai (1975), Daures (1975), Perlman 
(1974), and others. We refer the reader to Section 5 in Kozek and 
Suchanecki (1978) for a more complete discussion of related and known 
results on this subject. 
Let U and V-be separable Banach spaces and {K(t), t E T} a class of 
convex cones containing zero in U. Let S be a 9 0 g(V)-measurable subset 
of TX Y and f a function from S into U. We shall write u, < Ko) u2 when 
u2 - u, E K(t) and ui < K(t) u2 whenever uZ - u, E K(t) and u2 # u,. 
Moreover, we assume that the following conditions are fulfilled: 
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C 1. For every t E T set ,9(t) is convex and nonempty, where S(t) = 
(v E v: (1, v) E S}; 
C.2. for every t E T functionf(t, .) is convex on S(t) with respect to a 
partial ordering introduced in U by cone K(t), i.e., 
f(t, au1 + (1 - ~)Q) < K(t) @-(t, VI> + (1 - a>f(t, %), P-1) 
holds for every a E [0, l] and u’, v2 E S(t); 
C3. epi f is (~8 @ 9(y), S(U))-measurable; 
C4. multifunction epif: t + {(v, u) E V X U: v E S(t), f(t, v) &’ u} 
has a 9 @ 9( V x Q-measurable graph, i.e., Gr epif= {(t, v, u) E 
T x V x u: v E S(t), f(t, v) GKctj u} E 9 0 9( V x v); 
C5. multifunction epi f takes for every t E T values in closed subsets 
of vx u. 
It is clear that if C l-C4 are fulfilled, then epif takes values in Bore1 
subsets of V x U and thatf(., v(.)) is &‘- measurable provided v(.) is an &- 
measurable function from T into V and u(t) E S(t) for every t E T (see 
Kazek and Suchanecki, 1978, p. 260). 
First we prove the following proposition that will be useful in the sequel. 
PROPOSITION 1. Let f be a function from a convex subset S of a vector 
space V into a vector space U and let K be a convex cone in U such that 
Kn (-K) = {O}. Iff is convex with respect to K and u0 = f (v,), then f is 
aflne on set (v E V: (v, f (v)) E F(epif, (vO, uJ)}. Moreover, if V and U are 
metric spaces, the epigraph off is closed and f is continuous on S, then f is 
afine on {v E V: (v,f (v)) E cl F(epif,(v,, u&)}. 
Proof. First we prove that u = f (tc) whenever (u, v) E F(epif, (v,, u,)). 
By (2.2) and (2.3) (v, u) E epif, i.e. f(v) GK u and there exists j > 1 such 
that (v - vO, u - uO) Ej((v,, u,,) - epif). Thus, (( 1 +j-‘) v,, -j- ‘0, 
(1 +j-‘)u, -j-l%) E epi f or, equivalently, f (( 1 Sj- ‘)v, -j- ‘v) GI: 
(1 +j-‘)u, -j- ‘u. Hence we obtain 
u, =f (UJ GK (j-‘/(1 +j-‘))f (v) + (l/(1 +j-‘))f ((1 +P)vo -.r’v) 
GK (j-‘/(1 +j-‘))u + (l/(1 +j-‘))f((l +r’)v,-T’v) <Ii uo* 
For K TSI {-K} = {O), the last inequalities become equalities and we get 
u =f (v). F(epif, (u,, uO)) is convex, therefore (av, + (1 - a) v2, 
au, + (1 - a)uJ E F(epif, (vo, uo)) whenever (v,, u,) E F(epX (vO, u,)), 
(v,, u2) E F(epif, (v,, uo)) and a E [O, 11. Thus, f (au, + (1 - a)vZ) = 
au,+(l-a)u,=af(v,)+(l-a)f(v,), i.e., f is afIine on (vEV: 
hf (v)) E O&L (v, y uo)) 1. 
683/10/4-9 
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The second part of the proposition follows from equalities 
f(CWr + (1 - CX)UJ=limf(oV,,i + (1 - U)U*,i) = CZ limf(u,,i) 
+ (1 - a).limf(U,.i) = af(U,) + (1 - U)f(UJ 
provided a E [O, 11, lim u~,~ = u,, lim u*,~ = u2 and (ui,i,U,i,i) E 
F(epif, (uO, u,)), j = 1,2, u = 1,2 ,... . 
THEOREM 6. Assume that LJ, V, S, K(,) and f are deflned as at the 
begining of this section and, moreover, U = W’, V = W and conditions 
Cl-C4 are fulfilled. Let u(.) be a P-integrable selector of S(.) such that 
f (,, u(.)) is P-integrable. If w(.) is a version of I?%(.) and g(.) is a version 
of L?‘f (., u(.)), then 
(i) f (t, w(t)) GKCIj g(t)for P-a.e. t E T, 
(ii) if T,= {tE T: f(t,w(t))=g(t)}, T,=w-‘(w(t)}n {t’E T: 
epi f (t’, .) = epi f (t, .)} and K(t) n (-K(t)) = {0} for every t E T,, then there 
exists a set T,, such that P(T,) = 0 andf (t, .) is for each t E T,\T, afine on 
set conv u (T,\T,J, 
(iii) tf t E T,\T, and if (w(t), g(t)) is an extremal point of epi f (t, .), 
then u(t) = w(t). 
Remark. Let us note that if f (t, .) is strictly convex, K(t) n 
{-K(t)} = (0) and t E T,, then (w(t),g(t)) is an extremal point of epif (t, .). 
Now, we specialize Theorem 6 for two simpler but important cases. This 
provides a comparison of Theorem 6 with known theorems. 
COROLLARY 6.1. Let f be a Bore1 convex function from F?” into 
(-co, +03] and let u(.) and f (u(.)) be P-integrable functions from T into I?” 
and (--co, +a~]], respectively. Then 
(9 f (Ku(.)) < Kf (u(.)), 
(ii) tf the equality holds in (i), then there exists a set T,, such that 
P(T,) = 0 and f is afine on set conv u(T \T,), 
(iii) if the equality holds in (i) and (Eu(.),f (I%(.))) is an extremal 
point of epi f (this is the case when f is strictly conuex), then u(.) is constant 
P-a.e. 
Part (i) of Corollary 6.1 is known without the assumption on the Bore1 
measurability off, even, see Ferguson (1967), page 76. Part (ii) is known but 
we know no references neither for the formulation nor for the proof. Some 
related results are known in the potentials theory, (see Choquet, 1969, 
p. 133; Meyer, 1966, pp. 225, 242; Bourbaki 1965, Exercise 2, p. 217). 
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Part (iii) is known although it is usually formulated in the case of strictly 
convex functions, only, see, e.g., Perlman (1974) and Pfanzagl (1974). 
COROLLARY 6.2. Let f and v(.) be as in Corollary 6.1 and, moreover, let 
w(.) E E”v(.) and g(.) E E’j(v(.)). Then 
(0 f(W)) < g(t) P-a.e., 
(ii) if T, = {t E T: f(w(t)) = g(t)} and T( = w-‘{w(t)}, then there 
exists a set T,, P(T,,) = 0, such that f is for each t E T,\T,, aflne on 
conv v(T,\T,J, 
(iii) if t E T,\T, and if (w(t), g(t)) is an extremal point of epif, then 
v(t) = w(t). 
In 1974 Pfanzagl proved part (i) of Corollary 6.2 and, assuming that f is 
strictly convex, part (iii). 
THEOREM 7. Let U, V be arbitrary separable Banach spaces and let S, 
K(.) and f be defined as at the beginning of this section. Assume, moreover, 
that conditions Cl-C5 are fulJlled and that v(.) is a Bochner integrable 
selector of S(.) such that f (., v(. )) is Bochner integrable. If w(. ) is a version 
of E”v(.) and g(.) is a version of E9f (., v(.)), then 
0) f (t, w(t)) GKtIj g(t) for P-a.e. t E T, 
(ii) denote 
and 
T, = {t E T:f (6 w(t)) = g(t)}, 
T,=w-‘{w(t)}n{t’ET:epif(t’,.)=epif(t,.)}; 
iffor each t E T, K(t) n {-K(t)} = {0} andf (t, .) is continuous on S(t), then 
there exists a set T0 such that P(T,,) = 0 and f (t, .) is for every t E T,\T, 
afJ7ne on set cl conv v(T~\T,,), 
(iii) if t E T,\T, and (w(t), g(t)) is an extremalpoint of epif(t, .), then 
v(t) = w(t). 
COROLLARY 7.1. Let f be a lower semicontinuous convex function from 
a separable Banach space V into (-a, +a~] and let v(.) and f (v(.)) be 
Bochner integrable functions from T into V and (-a~, +a], respectively. 
Then 
(0 f (IN)) Q Kf (v(4), 
(ii) if an equality holds in (i) and f is continuous on 
dom f = (v E V: f (v) < 03 }, then there exists a set T, such that P(T,,) = 0 
and f is afine on set cl conv v(ljT,J, 
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(iii) if an equality holds in (i) and (Ev(.),f(Ev(.))) is an extremaf 
point of epif then v(.) is constant P-a.e. 
Part (i) of Corollary 7.1 is known, see Perlman (1974). Part (ii) seems to 
be new, part (iii) is usually stated for strictly convex functions, only, see 
Perlman (1974), Theorem 3.8. 
COROLLARY 7.2. Let f (.) and v(.) be as in Corollary 6.1 and, moreover, 
let w(.) E E”v(.) and g(.) E E#f(v(.)). Then 
(i) f(w(O> < g(t) P-4 
(ii) if T, = {t E T:f(w(t)) =g(t)}, T, = w-‘{w(t)} andf is continuous 
on domf= (v E V: f(v) < co }, then there exists a set T,, such that P(T,,) = 0 
and f is for every t E T,\T,, aflne on cl conv u(T,\T,,), 
(iii) for P-a.e. t E T, such that (w(t), g(t)) is an extremalpoint ofepif 
equality v(t) = w(t) holds. 
Part (i) of Corollary 7.2 was proved in Scalora (1961) (see also To Ting 
On and Wing Yip Kai (1975)) in the case of continuous transformations and 
Daures (1975), parts (ii) and (iii) are new. 
Evidently, Corollaries 6.1, 6.2, 7.1, and 7.2 are very particular cases of 
Theorems 6 and 7, respectively, thus no proof is here needed. We note only 
that in the framework of the Corollaries set S defined at the begining of this 
section and appearing in Theorems 6 and 7 equals TX domf: 
Proof of Theorem 6. Condition C4 implies that multifunction 
t -+ epi f (t, .) has 9 @ L!?( V x U)-measurable graph and (v(.), f (., v(.)) is a 
selector of epif: Thus, in view of Theorem 3 (w(,), g(.)) is a selector of epif, 
also, i.e. (i) holds. Theorem 5 asserts that (v(.),f (,, v(.)) is a selector of the 
multifunction of faces t + F(epi f (t, .), (w(f), g(t))). Thus, there exists a set 
T,,, P(T,) = 0, such that for every t E T1\T,, (v(t), f(t, v(t))) E F(epif(t, .), 
(w(f), g(t))). Moreover, for every t E T, both w(‘) and epi f are constant on 
T,. So, for every t E T,\T, the image (v(.), f (,, v(.)))(T,\T,,) of set T,\T,, by 
(v(.), f(., v(.))) is contained in the same face. Since the face is convex we 
obtain 
conv{(v(.),f (., v(~)))(T,\T,)I =F@pif (t, ‘), (W),f (k w(0))). 
Now, Proposition 1 implies that f (t, .) is afftne on v(T,\T,,) and this proves 
part (ii) of the theorem. If t E T1\TO and (w(t), g(t)) is an extremal point of 
epif (t, ), then F(epif (t, .), (W g(t))) = {(w(t), g(t))} and hence 
w(t) = u(t) and g(f) =f 0, v(t)), i.e., part (iii) of Theorem 6 is proved. 
Proof of Theorem 7. The proof is analogous to the proof of Theorem 6. 
By C4 and C5 multifunction t-epif(t, .) has L?@O(Vx U) 
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measurable graph, epif(t, .) is closed and (o(.), f(., u(.))) is a selector of 
epif. Thus, in view of Theorem 1 (IV(.), g(.)) is a selector of epif, i.e., (i) 
holds (this was already proved in Kozek and Suchanecki (1978), 
Theorem 2). Theorem 4 asserts that (!I(.), $(., u(.)) is a selector of the 
multifunction of closed faces t + cl F(epif(t, .), (w(t), g(t))). Thus, there 
exists a set T,,, P(T,) = 0, such that for every t E T,\T,, (v(t),f(t, u(t))) E 
clf(epif(t, .), (w(t), g(t))). Since for every t E T, both w(.) and epif are 
constant on T, we conclude that for every t E T,\T,, the image (u(.), 
f(., u(.))) (T,\T,) of set T,\T,, by function (u(.), f(,, u(.))) is contained in 
the closure of the same face. We conclude that conv{(u(.), 
fC, 4>Wt\W = f’hWf~ 4 W>JW)). 
By Proposition 1 f(t, .) is affrne on cl u(T,\T,) and thereby part (ii) of the 
theorem is proved. Part (iii) of Theorem 7 can be proved just by the same 
arguments as part (iii) of Theorem 6. 
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