In this paper, we derive uniqueness and stability results for surface tensors. Further, we develop two algorithms that reconstruct shape of ndimensional convex bodies. One algorithm requires knowledge of a finite number of surface tensors, whereas the other algorithm is based on noisy measurements of a finite number of harmonic intrinsic volumes. The derived stability results ensure consistency of the two algorithms. Examples that illustrate the feasibility of the algorithms are presented.
Introduction
Recently, Minkowski tensors have succesfully been used as shape descriptors of spatial structures in materials science, see, e.g., [3, 13, 14] . Surface tensors are translation invariant Minkowski tensors derived from surface area measures, and the shape of a convex body K with nonempty interior in R n is uniquely determined by the surface tensors of K. In this context, the shape of K is defined as the equivalence class of all translations of K.
In [9] , Kousholt and Kiderlen develop reconstruction algorithms that approximate the shape of convex bodies in R 2 from a finite number of surface tensors. Kousholt and Kiderlen describe two algorithms. One algorithm requires knowledge of exact surface tensors and one allows for noisy measurements of surface tensors. For the latter algorithm, it is argued that it is preferable to use harmonic intrinsic volumes instead of surface tensors evaluated at the standard basis. The purpose of this paper is threefold. Firstly, the reconstruction algorithms in [9] are generalized to an n-dimensional setting. Secondly, stability and uniqueness results for surface tensors are established, and the stability results are used to ensure consistency of the generalized algorithms. Thirdly, we illustrate the feasibility of the reconstruction algorithms by examples. The generalizations of the reconstruction algorithms are developed along the same lines as the algorithms for convex bodies in R 2 . However, there are several nontrivial obstacles on the way. In particular, essentially different stability results are needed to ensure consistency.
The input of the first generalized algorithm is exact surface tensors up to a certain rank of an unknown convex body in R n . The output is a polytope with surface tensors identical to the given surface tensors of the unknown convex body. The input of the second generalized algorithm is measurements of harmonic intrinsic volumes of an unknown convex body in R n , and the output is a polytope with harmonic intrinsic volumes that fit the given measurements in a least squares sense. When n ≥ 3, a convex body that fits the input measurements of harmonic intrinsic volumes may not exist, and in this case, the algorithm based on harmonic intrinsic volumes does not have an output. However, this situation only occurs when the measurements are too noisy, see Lemma 6.3 .
The consistency of the algorithms described in [9] is established using the stability result [9, Thm. 4.8] for harmonic intrinsic volumes derived from the first order area measure. This result can be applied as the first order area measure and the surface area measure coincide for n = 2. However, for n ≥ 3, the stability result is not applicable. Therefore, we establish stability results for surface tensors and for harmonic intrinsic volumes derived from surface area measures. More precisely, first we derive an upper bound of the Dudley distance between surface area measures of two convex bodies. This bound is small, when s is large and the distance between the harmonic intrinsic volumes up to degree s of the convex bodies is small (Theorem 4.3). From this result and a known connection between the Dudley distance and the translative Hausdorff distance, we obtain that the translative Hausdorff distance between convex bodies with identical surface tensors up to rank s becomes small, when s is large (Corollary 4.4). The stability result for surface tensors and the fact that the rank 2 surface tensor of a convex body K determines the radii of a ball containing K and a ball contained in K (Lemma 5.4) ensure consistency of the generalized reconstruction algorithm based on exact surface tensors (Theorem 5.5). The consistency of the reconstruction algorithm based on measurements of harmonic intrinsic volumes are ensured by the stability result for harmonic intrinsic volumes under certain assumptions on the variance of the noise variables (Theorems 6.4 and 6.5).
The described algorithms and stability results show that a finite number of surface tensors can be used to approximate the shape of a convex body, but in general, all surface tensors are required to uniquely determine the shape of a convex body. However, there are convex bodies where a finite number of surface tensors contain full information about the shapes of the convex bodies. More precisely, in [9] , it is shown that the shape of a convex body in R n with nonempty interior is uniquely determined by a finite number of surface tensors only if the convex body is a polytope. We complement this result by showing that the shape of a polytope with m facets is uniquely determined by the surface tensors up to rank m − n + 2. This result is optimal in the sense that for each m ≥ n + 1 there is a polytope P with m facets and a convex body K that is not a polytope, such that P and K have identical surface tensors up to rank m − n + 1. This implies that the rank m − n + 2 cannot be reduced. An earlier and weaker result in this direction is [9, Thm. 4.3] stating that the shape of a polytope with m facets is determined by the surface tensors up to rank 2m.
The paper is organized as follows. General notation, surface tensors and harmonic intrinsic volumes are introduced in Section 2. The uniqueness results are derived in Section 3 and are followed by the stability results in Section 4. The two reconstruction algorithms are described in Sections 5 and 6.
Notation and preliminaries
We work in the n-dimensional Euclidean vector space R n , n ≥ 2 with standard inner product ·, · and induced norm · . The unit sphere in R n is denoted S n−1 , and the surface area and volume of the unit ball B n in R n is denoted ω n and κ n , respectively.
In the following, we give a brief introduction to the concepts of convex bodies, surface area measures, surface tensors and harmonic intrinsic volumes. For further details, we refer to [12] and [9] . We let K n denote the set of convex bodies (convex, compact and nonempty sets) in R n , and let K n n be the set of convex bodies with nonempty interior. Further, K n (R) is the set of convex bodies contained in a ball of radius R > 0, and likewise, K n (r, R) is the set of convex bodies that contain a ball of radius r > 0 and are contained in a concentric ball of radius R > r. The set of convex bodies K n is equipped with the Hausdorff metric δ. The Hausdorff distance between two convex bodies can be expressed as the supremum norm of the difference of the support functions of the convex bodies, i.e.
n . In the present work, we call the equivalence class of translations of a convex body K the shape of K. Hence, two convex bodies are of the same shape exactly if they are translates. As a measure of distance in shape, we use the translative Hausdorff distance,
for K, L ∈ K n . The translative Hausdorff distance is a metric on the set of shapes of convex bodies, see [6, p. 165] .
For a convex body K ∈ K n n , the surface area measure
for a Borel set ω ⊆ S n−1 , where H n−1 is the (n − 1)-dimensional Hausdorff measure, and τ (K, ω) is the set of boundary points of K with an outer normal belonging to ω. For a convex body K ∈ K n \ K n n there is a unit vector u ∈ S n−1
and an x ∈ R n , such that K is contained in the hyperplane u ⊥ + x. The surface area measure of K is defined as
where S(K) is the surface area of K and δ v is the Dirac measure at v ∈ S n−1 .
n are the Minkowski tensors of K derived from the surface area measure of K. Hence for s ∈ N 0 , the surface tensor of K of rank s is given as
where u s : (R n ) s → R is the s-fold symmetric tensor product of u ∈ S n−1 when u is identified with the rank 1 tensor v → u, v . Due to multilinearity, the surface tensor of rank s can be identified with the array {Φ s n−1 (K)(e i1 , . . . , e is )} n i1,...,is=1 of components of Φ s n−1 (K), where (e 1 , . . . , e n ) is the standard basis of R n . Notice that the the components of Φ s n−1 (K) are scaled versions of the moments of S n−1 (K, ·), where the moments of order s ∈ N 0 of a Borel measure µ on S n−1 are given by
for i 1 , . . . , i n ∈ {0, . . . , s} with by taking the trace consecutively and multiplying with the constant
We let
be the number of different components of Φ To a convex body K ∈ K n , we further associate the harmonic intrinsic volumes that are the moments of S n−1 (K, ·) with respect to an orthonormal sequence of spherical harmonics (for details on spherical harmonics, see [8] ). More precisely, for k ∈ N 0 , let H n k be the vector space of spherical harmonics of degree k on S n−1 . The dimension of H n k is denoted N (n, k), and s k=0 N (n, k) = m s . We let H nk1 , . . . , H nkN (n,k) be an orthonormal basis of H n k . Then, the harmonic intrinsic volumes of K of degree k are given by
for j = 1, . . . , N (n, k). For a convex body K ∈ K n , we let ψ s n−1 (K) be the m s -dimensional vector of harmonic intrinsic volumes of K up to degree s. The vector ψ s n−1 (K) only depends on K through the surface area measure S n−1 (K, ·) of K, and we can write ψ s n−1 (S n−1 (K, ·)) = ψ s n−1 (K). Likewise, for an arbitrary Borel measure µ on S n−1 , we write ψ s n−1 (µ) for the vector of harmonic intrinsic volumes of µ up to order s, that is the vector of moments of µ up to order s with respect to the given orthonormal basis of spherical harmonics. The harmonic intrinsic volumes and the surface tensors of a convex body K are closely related as there is an invertible linear mapping f :
Uniqueness results
The shape of a convex body is uniquely determined by a finite number of surface tensors only if the convex body is a polytope, see [9, Cor. 4.2] . Further, in [9, Thm. 4.3] it is shown that a polytope in R n with nonempty interior and m ≥ n + 1 facets is uniquely determined up to translation in K n by its surface tensors up to rank 2m. In Theorem 3.2, we replace 2m with m − n + 2, and in addition, we show that the rank m − n + 2 cannot be reduced.
We let M denote the cone of finite Borel measures on S n−1 . Further, we let P m be the set of convex polytopes in R n with at most m ≥ n + 1 facets. The proof of Lemma 3.1 is an improved version of the proof of [9, Thm. 4.3] .
Lemma 3.1. Let m ∈ N and µ ∈ M have finite support {u 1 , . . . , u m } ⊆ S n−1 .
(i) The measure µ is uniquely determined in M by its moments up to order m.
(ii) If the affine hull aff{u 1 , . . . , u m } of supp µ is R n , then µ is uniquely determined in M by its moments up to order m − n + 2.
Proof. We first prove (ii). Since aff{u 1 , . . . , u m } = R n , we have m ≥ n + 1 and the support of µ can be pared down to n + 1 vectors, say u 1 , . . . , u n+1 , such that aff{u 1 , . . . , u n+1 } = R n . For each j = 1, . . . , n + 1, the affine hull
is a hyperplane in R n , so there is a v j ∈ S n−1 and β j ∈ R such that
Now define the polynomial
for u ∈ S n−1 . The degree of p is m − n + 2, and p(u j ) = 0 for j = 1, . . . , m. Let w ∈ S n−1 \ {u 1 , . . . , u m } and assume that p(w) = 0. Then w ∈ A j for j = 1, . . . , n + 1, so in particular w = n j=1 γ j u j where n j=1 γ j = 1. We may assume that γ 1 = 0. Since w ∈ A 1 , this implies that u 1 is an affine combination of u 2 , . . . , u n+1 , so
This is a contradiction, and we conclude that p(w) > 0. Now let ν ∈ M and assume that µ and ν have identical moments up to order m − n + 2. Since the polynomial p is of degree m − n + 2, we obtain that
where we have used that µ is of the form
for some α 1 , . . . , α m > 0. Equation (2) yields that p(u) = 0 for ν-almost all u ∈ S n−1 as the polynomial p is non-negative. Then, the continuity of p implies that
with β j ≥ 0 for j = 1, . . . , m.
For i = 1, . . . , n + 1, define the polynomial
and we obtain a contradiction as before. Hence p i (u i ) > 0. Due to (3) and the assumption on coinciding moments, we obtain that
Since p i (u i ) > 0, Equation (4) implies that α i = β i for i = 1, . . . , n + 1.
By arguments as before, we obtain that α i = β i for i = n + 1, . . . , m. Hence ν = µ, which yields (ii).
The statement (i) can be proved in a similar manner using the polynomials
and
Theorem 3.2. Let m ≥ n + 1. A polytope P ∈ P m with nonempty interior is uniquely determined up to translation in K n by its surface tensors up to rank m − n + 2. If n = 2, then the result holds for any P ∈ P m .
The rank m − n + 2 is optimal as there is a polytope P m ∈ P m and a convex body K m / ∈ P m having identical surface tensors up to rank m − n + 1.
Proof. Let P ∈ P m have facet normals u 1 , . . . , u m ∈ S n−1 and nonempty interior. Then, supp S n−1 (P, ·) = {u 1 , . . . , u m } and aff{u 1 , . . . , u m } = R n , so S n−1 (P, ·) is uniquely determined in {S n−1 (K, ·) | K ∈ K n } ⊆ M by its moments up to order m − n + 2 due to Lemma 3.1 (ii). Since the surface tensors of P are rescaled versions of the moments of S n−1 (P, ·), the first part of the statement follows as a convex body in R n with nonempty interior is uniquely determined up to translation by its surface area measure. Now assume that P ⊆ R 2 is a polytope in P m with empty interior. Then P is contained in an affine hyperplane and S n−1 (P, ·) = S(P )(δ u + δ −u ) for some u ∈ S n−1 . By Lemma 3.1 (i), the surface area measure of P is uniquely determined by its moments up to second order. The second part of the statement then follows since any convex body in R 2 is uniquely determined up to translation by its surface area measure.
To show that the rank m − n + 2 cannot be reduced, we first consider the case n = 2. For m ≥ 3, let P m be a regular polytope in R 2 with outer normals u j = (cos(j 
, and let
By Minkowski's existence theorem, the measures µ m and ν m are surface area measures of convex bodies P m ∈ P m and K m ∈ K n , respectively. Direct calculations show that if P m−1 and K m−1 have identical surface tensors in R n−1 up to rank (m−1)−(n−1)+1 = m−n+1, then P m and K m have identical surface tensors in R n up to the same rank. Thus, we obtain that the rank m − n + 2 is optimal in the sense that it cannot be reduced.
Due to the one-to-one correspondence between surface tensors up to rank s and harmonic intrinsic volumes up to degree s of a convex body, the uniqueness result in Theorem 3.2 also holds if surface tensors are replaced by harmonic intrinsic volumes.
Stability results
The shape of a convex body K ∈ K n n is uniquely determined by the set of surface tensors {Φ s n−1 (K) | s ∈ N 0 } of K, but as described in the previous section, only the shape of polytopes are determined by a finite number of surface tensors. However, for an arbitrary convex body, a finite number of its surface tensors still contain information about its shape. This statement is quantified in this section, where we derive an upper bound of the translative Hausdorff distance between two convex bodies with a finite number of coinciding surface tensors.
The cone of finite Borel measures M on S n−1 is equipped with the Dudley metric
for µ, ν ∈ M, where
for any function f : S n−1 → R. It can be shown that the Dudley metric induces the weak topology on M (the case of probability measures is treated in [5, Sec. 11.3] and is easily generalized to finite measures on S n−1 ) The set of real-valued functions on S n−1 with f BL < ∞ is denoted BL(S n−1 ). Further, we let the vector space L 2 (S n−1 ) of square integrable functions on S n−1 with respect to the spherical Lebesgue measure σ be equipped with the usual inner product ·, · 2 and norm · 2 . As in [1, Chap. 2.8.1], for k ∈ N, we define the operator Π nk on the space
for f ∈ L 2 (S n−1 ) where the constant
As (1 + u, v ) k is a polynomial in u, v of order k, it follows from the addition theorem for spherical harmonics (see, e.g., [8, Thm. 3.3.3] ) that the function
can be expressed as a linear combination of spherical harmonics of degree k or less, see also [1, pp. 61-62]. More precisely, there are real constants (a nkj ) such that
where P nj f is the projection of f onto the space H n j of spherical harmonics of degree j. The constants in the linear combination (7) are given by
, for any continuous function f : S n−1 → R, the sequence (Π nk f ) k∈N converges uniformly to f when k → ∞. When f ∈ BL(S n−1 ), Lemma 4.1 provides an upper bound for the convergence rate in terms of f L and f ∞ .
Lemma 4.1. Let 0 < ε < 1 and k ∈ N. For f ∈ BL(S n−1 ), we have
Proof. We proceed as in the proof of [1, Thm. 2.30]. Let f ∈ BL(S n−1 ). Using (5) and (6), we obtain that
for u ∈ S n−1 and 0 < δ < 2, where
we obtain that
To derive the upper bound on I 2 , we have used that u,
From the mean value theorem, we obtain that
Combining (9) and (10) yields the assertion.
for k → ∞. Hence, the upper bound in (8) converges to zero for k → ∞. The choice of δ in the proof of Lemma 4.1 is optimal in the sense that if we use
with a constant c > 0, then the derived upper bound in (8) does not converge to zero. This follows as
For functions f ∈ BL(S n−1 ) satisfying f BL ≤ 1, Lemma 4.1 yields an uniform upper bound, only depending on k and the dimension n, of Π nk f − f ∞ . In the following theorem, this is used to derive an upper bound of the Dudley distance between the surface area measures of two convex bodies where the harmonic intrinsic volumes up to a certain degree s o ∈ N are close in R ms o .
where c > 0 is a constant depending on n, R and ε.
Due to the addition theorem for spherical harmonics, the condition (11) is independent of the bases of H n k , k ∈ N that are used to derive the harmonic intrinsic volumes.
Proof of Theorem 4.3. Let f ∈ BL(S n−1 ) with f BL ≤ 1 and define the signed Borel measure ν = S n−1 (K, ·) − S n−1 (L, ·). Then, by (7),
where |a nsoj | ≤ 1. Since f 2 ≤ √ ω n f ∞ ≤ √ ω n , we obtain from CauchySchwarz' inequality and a discrete version of Jensen's inequality that
Hence,
where we used Lemma 4.1 and that max{S n−1 (K,
2 , see Remark 4.2. This implies the existence of a constant c only depending on n, R and ε satisfying (12) .
Proof. The assumption that K and L have coinciding surface tensors up to rank s o implies that ψ Theorem 4.5. Let K, L ∈ K n (r, R) for some 0 < r < R and let 0 < ε < 1.
o for a constant c > 0 depending on n, r, R and ε.
Reconstruction of shape from surface tensors
In this section, we derive an algorithm that approximates the shape of an unknown convex body K ∈ K n n from a finite number of surface tensors {Φ
The reconstruction algorithm is a generalization to higher dimension of Algorithm Surface Tensor in [9] that reconstructs convex bodies in R 2 from surface tensors. The shape of a convex body K in R n is uniquely determined by the surface tensors of K, when K has nonempty interior, see [9, Sec. 4, p. 10]. For n = 2, the surface tensors of K determine the shape of K even when K is lower dimensional. Therefore, the algorithm in [9] can be used to approximate the shape of arbitrary convex bodies in R 2 , whereas the algorithm described in this section only allows for convex bodies in R n with nonempty interior. A non-trivial difference between the algorithm in the twodimensional setting and the generalized algorithm is that in higher dimension, it is crucial that the first and second order moments of a Borel measure µ on S n−1 determine if µ is the surface area measure of a convex body. Therefore, this is shown in Lemma 5.2 that is based on the following remark.
Remark 5.1. Let µ be a Borel measure on the unit sphere S n−1 . Then,
for all z ∈ S n−1 if and only if the support of µ is full-dimensional (meaning that the support of µ is not contained in any great subsphere of S n−1 ). As the integral in (13) is determined by the second order moments
of µ, these moments determine if the support of µ is full-dimensional. More precisely, the support of µ is full-dimensional if and only if the matrix of second order moments M (µ) = {m ij (µ)} n i,j=1 is positive definite as
Lemma 5.2. Let µ be a Borel measure on S n−1 with µ(S n−1 ) > 0.
(i) The measure µ is the surface area measure of a convex body K ∈ K n n , if and only if the first order moments of µ vanish and the matrix M (µ) of second order moments of µ is positive definite.
(ii) The measure µ is the surface area measure of a convex body K ∈ K n \ K n n if and only if the first order moments of µ vanish and the matrix M (µ) of second order moments of µ has one positive eigenvalue and n − 1 zero eigenvalues.
In the case, where (ii) is satisfied, the measure µ is the surface area measure of every convex body K with surface area 1 2 µ(S n−1 ) contained in a hyperplane with normal vector u, where u ∈ S n−1 is a unit eigenvector of M (µ) corresponding to the positive eigenvalue (u is unique up to sign).
Proof. Remark 5.1 implies that the interior of a convex body K is nonempty if and only if the matrix of second order moments of S n−1 (K, ·) is positive definite, so the statement (i) follows from Minkowski's existence theorem, [12,
If µ is the surface area measure of K ∈ K n \ K n n , then µ is of the form
for some u ∈ S n−1 . Then, the first order moments of µ vanish, and the matrix M (µ) of second order moments of µ is µ(S n−1 )u 2 . Hence, M (µ) has one positive eigenvalue µ(S n−1 ) with eigenvector u and n − 1 zero eigenvalues. If the matrix M (µ) is positive semidefinite with one positive eigenvalue α > 0 and n−1 zero eigenvalues, then M (µ) = αu 2 , where u ∈ S n−1 is a unit eigenvector (unique up to sign) corresponding to the positive eigenvalue. Assume further that the first order moments of µ vanish, and define the measure ν = α 2 (δ u +δ −u ). Then µ and ν have identical moments up to order 2, and Lemma 3.1 (i) yields that µ = ν. Therefore, µ is the surface area measure of any convex body K with surface area α contained in a hyperplane with normal vector u.
Reconstruction algorithm based on surface tensors
Let K 0 ∈ K n n be fixed. We consider K 0 as unknown and assume that the surface tensors Φ 0 n−1 (K 0 ), . . . , Φ so n−1 (K 0 ) of K 0 are known up to rank s o for some natural number s o ≥ 2. The aim is to construct a convex body with surface tensors identical to the known surface tensors of K 0 . We proceed as in [9, Sec. 5.1].
Let
and consider the minimization problem
where g soj : S n−1 → R is the polynomial that satisfies that
for j = 1, . . . , m so . Notice, that the objective function in (15) is known, as the surface tensors Φ so−1 n−1 (K 0 ) and Φ so n−1 (K 0 ) are assumed to be known. By [9, Thm. 4.1], there exists a polytope P (not necessarily unique) with at most m so facets and surface tensors identical to the surface tensors of K 0 up to rank s o . Now, let v 1 , . . . , v ms o ∈ S n−1 be the outer normals of the facets of such a polytope P and a 1 , . . . , a ms o ≥ 0 be the corresponding (n − 1)-dimensional volumes of the facets. If P has k < m so facets, then a k+1 = · · · = a ms o = 0. Then S n−1 (P, ·) = ms o j=1 a j δ vj , and
As P and K 0 has identical surface tensors up to rank s o , this implies that
Therefore, (a, v) = (a 1 , . . . , a ms o , v 1 , . . . , v ms o ) ∈ M so is a solution to the minimization problem (15) . Now, let (α, u) ∈ M so be an arbitrary solution to (15) and define the Borel measure ϕ = ms o i=1 α i δ ui on S n−1 . As the minimum value of the objective function is 0 due to (16), the moments of ϕ and S n−1 (K 0 , ·) of order s o − 1 and s o are identical. This implies that the moments of ϕ and S n−1 (K 0 , ·) of order 1 and 2 are identical as s o ≥ 2, see [9, Remark 3.1]. Then Lemma 5.2 (i) yields the existence of a polytope Q ∈ P ms o with nonempty interior such that S n−1 (Q, ·) = ϕ. The surface tensors of Q are identical to the surface tensors of K 0 up to rank s o .
In the two-dimensional setup in [9, Sec. 5.1], every vector in M so corresponds to the surface area measure of a polytope. In the n-dimensional setting, this is not the case, as Minkowski's existence theorem requires that the linear hull of the vectors α 1 u 1 , . . . , α ms o u ms o is R n , when n > 2. However, as the above considerations show, Lemma 5.2 ensures that every solution vector to the minimization problem (15) , in fact, corresponds to the surface area measure of a polytope, which is sufficient to obtain a polytope with the required surface tensors.
The minimization problem (15) can be solved numerically, and a polytope corresponding to the solution (α, u) ∈ M so can be constructed using Algorithm MinkData described in [10] , (see also [6, Sec. A.4] ). This polytope has surface tensors identical to the surface tensors of K 0 up to rank s o .
Algorithm Surface Tensor (n-dim)
Input: A natural number s o ≥ 2 and surface tensors Φ so−1 n−1 (K 0 ) and Φ so n−1 (K 0 ) of an unknown convex body K 0 ∈ K n n .
Task: Construct a polytopeK so in R n with at most m so facets such thatK so and K 0 have identical surface tensors up to rank s o .
Action: Find a vector (α, u) ∈ M so that minimizes
The vector (α, u) describes a polytopeK so in R n with at most m so facets. ReconstructK so from (α, u) using Algorithm MinkData. 
Consistency of the reconstruction algorithm
The output of the algorithm described in the previous section is a polytope with surface tensors identical to the surface tensors of K 0 up to a given rank s o . In this section, we show that for large s o the shape of the output polytope is a good approximation of the shape of K 0 .
For each s o ≥ 2, letK so be an output of the algorithm based on surface tensors up to rank s o . Then exist r so , R so > 0 such thatK so , K 0 ∈ K n (r so , R so ) and by Theorem 4.5, we obtain
Notice that c depends on s o through r so and R so , so even though the factor s −1/(4n)+ε o converges to 0 when s o increases, we do not immediately obtain the wanted consistency. To prevent the dependence of c on s o , we show that there exist radii r, R > 0 such that K 0 ,K so ∈ K n (r, R) for each s o ≥ 2. Lemma 5.2 yields that the surface tensor Φ 2 n−1 (K) of a convex body K ∈ K n determines if K has nonempty interior. In Lemma 5.4, we show that Φ 2 n−1 (K) even determines the radius of a sphere contained in K and the radius of a sphere containing K, when K has nonempty interior.
For a convex body K ∈ K n n , the coefficient matrix
of Φ and r = 2πλ min (K) (n + 1)(4R) n−2 .
(17)
Proof. Let x be a point on the boundary ∂K of K. Then x > 0, so v = x x ∈ S n−1 is well-defined. By monotonicity and positive multilinearity of mixed volumes (see, e.g., [6, (A.16 ),(A.18)]) and the isoperimetric inequality (see, e.g., [6, (B.14)]), we obtain that
where V is the mixed volume, V n is the n-dimensional volume and [a, b] is the convex hull of {a, b} ⊆ R n . Further, we have that
where we have used [6, (A.11) and (A.12)] and that S n−1 (K, ·) has centroid at the origin. Hence,
Equations (18) and (19) yield that x ≤ R, so K ⊆ RB n . As the centre of mass of K is at the origin, then [12, p. 320, note 6] and the references given there yield that
for u ∈ S n−1 , where w(K, ·) is the width function of K. Since
where
, it is sufficient to show that r(n + 1)B n ⊆ K s in order to obtain that rB n ⊆ K. Due to origin-symmetry of K s , we can proceed as in the proof of [6, Lemma 4.4.6] . Let c = sup{a > 0 | aB n ⊆ K s } > 0. Then cB n ⊆ K s and ∂K s ∩ ∂cB n = ∅. As K s and cB n are origin-symmetric there are contact points z, −z ∈ ∂K s ∩ ∂cB n and common parallel supporting hyperplanes of K s and cB n in z and −z. By the first part of this proof, we have K s ⊆ 2RB n , so K s is contained in a n-dimensional box with one edge of length 2c parallel to z and n − 1 edges of length 4R orthogonal to z. More precisely,
where u 2 , . . . , u n ∈ S n−1 and z form an orthogonal basis of R n . This implies that
⊥ . Using [6, (A.37)] and that Equation (19) holds for any v ∈ S n−1 , we obtain
which yields that r(n + 1)B n ⊆ K s .
Theorem 5.5. Let K 0 ∈ K n n , s o ≥ 2 be a natural number and 0 < ε < 1. If the surface tensors up to rank s o of a convex body K so coincide with the surface tensors of K 0 , then
where c > 0 is a constant depending only on n, ε and
Proof. When defined as in (17) with K replaced by K 0 , the radii r and R are determined by Φ 2 n−1 (K 0 ), and since Φ 2 n−1 (K 0 ) = Φ 2 n−1 (K so ), Lemma 5.2 and Lemma 5.4 yield that K so + x so , K 0 + x 0 ∈ K n (r, R) for suitable x so , x 0 ∈ R n . Then, using translation invariance of δ t , we obtain the bound (21) from Theorem 4.5. Now, the constant c does not depend on s o , so the stated convergence result is obtained from (21).
The consistency of Algorithm Surface Tensor (n-dim) follows from Theorem 5.5.
Examples: Reconstruction of convex bodies in R 3
In this section, we give two examples where Algorithm Surface Tensor is used to reconstruct the shape of a convex body in R 3 . Following Remark 5.3, the scaled surface tensors s!ω s+1 Φ s 2 have been used in order to make the reconstructions more robust to numerical errors. In the first example, the ellipsoid in Figure 1 is reconstructed. The reconstructions of the ellipsoid are based on surface tensors up to rank s o = 2, 4, 6, see Figure 3 . In the second example, the pyramid displayed in Figure 2 is reconstructed. The reconstructions of the pyramid are executed with s o = 2, 3, 4, see Figure 4 .
The minimization problem (15) is solved by means of the fmincon procedure provided by MatLab, and a polytope corresponding to the solution to (15) is reconstructed using Algorithm MinkData. This algorithm has been implemented by Gardner and Milanfar for n ≤ 3, see [6, Sec. A4], and for n = 3 the algorithm has recently become available on the website www.geometrictomography.com run by Richard Gardner. The surface tensor of rank 2 of a convex body contains information of the main directions and the degree of anisotropy of the convex body. The effect of this is, in particular, visible in the plots in Figure 3 that show that the three reconstructions of the ellipsoid are elongated in the direction of the third axis. As expected, the reconstructions of the ellipsoid and the reconstructions of the pyramid become more accurate when s o increases. The pyramid has 5 facets, so according to Theorem 3.2, the surface tensors up to rank 4 uniquely determine the shape of the pyramid. The last plot in Figure 4 shows that the reconstruction based on surface tensors up to rank 4 is indeed very precise. Deviation from the pyramid can be ascribed to numerical errors.
Reconstruction of shape from harmonic intrinsic volumes
Due to the correspondence between surface tensors and harmonic intrinsic volumes, a convex body K ∈ K n n is uniquely determined by the set of harmonic intrinsic volumes {ψ (n−1)sj (K) | s ∈ N 0 , j = 1, . . . , N (n, s)} of K. In this section, we derive an algorithm that approximates the shape of an unknown convex body K 0 ∈ K n n from measurements subject to noise of a finite number of harmonic intrinsic volumes of K 0 . The reconstruction algorithm we derive is a generalization to an n-dimensional setting of Algorithm Harmonic Intrinsic Volume LSQ described in [9] .
Reconstruction algorithm based on measurements of harmonic intrinsic volumes
Let K 0 ∈ K n n be an unknown convex body where measurements of the harmonic intrinsic volumes of K 0 are available up to degree s o ≥ 2. Due to noise, the measurements are of the form ψ so n−1 (K 0 ) + so , where so is an m so -dimensional vector of random variables with zero mean and finite variance. As the harmonic intrinsic volumes of degree 1 of K 0 are known to vanish, these should not be measured, so we let the corresponding noise variables be 0.
In Section 5, the exact surface tensors of K 0 was known. In that situation, we constructed a convex body with the same surface tensors as K 0 . In this section, only noisy measurements of the harmonic intrinsic volumes are available, and it is typically no longer possible to construct a convex body with the exact same harmonic intrinsic volumes as K 0 . Instead, the aim is to construct a convex bodŷ K H so ∈ K n such that the harmonic intrinsic volumes ofK H so fit the measurements ψ so n−1 (K 0 ) + so of the harmonic intrinsic volumes of K 0 in a least squares sense. Hence,K H so should minimize the mapping D so :
In the 2-dimensional setup, [9, Lemma 6.1] yields the existence of a convex body that minimizes D so . In the n-dimensional setting, however, the existence of such a convex body can not be ensured. This existence problem is overcome by extending the domain of D so such that the mapping attains its infimum. This extension prevents the existence problem and thus establishes a natural framework for reconstruction in the n-dimensional setting.
First notice that D so (K) only depends on K ∈ K n through S n−1 (K, ·), so a versionĎ so of D so can be defined on the set
In the weak topology, the closure of
and the domain ofĎ so is extended to M 0 by defininǧ
sinceĎ so is continuous on M 0 . The infimum ofĎ so is attained on M 0 , and in addition, it can be shown thatĎ so is minimized by a measure in M ms o , where
for k ∈ N. This is the content of the following Lemmas 6.1 and 6.2. Due to the close connection between D so andĎ so , we write D so for both versions of the mapping. 
Lemma 6.2. There exists a measure µ so ∈ M ms o such that
If µ 1 , µ 2 ∈ M 0 minimize D so , then µ 1 and µ 2 have identical moments up to order s o .
Let {ψ 
where M so is defined in (14) . A solution (α, u) ∈ M so to the minimization problem (24) corresponds to the measure µ α,u = Case 4: Otherwise, the solution (a, v) does not correspond to a surface area measure of a convex body. The algorithm has no output.
Consistency of the reconstruction algorithm
Let (Ω, F, P) be a complete probability space where the vectors of noise variables ( so ) so≥2 are defined. We assume that the noise variables are independent with zero mean and that the variance of soj is bounded by σ 2 so > 0 for s o ≥ 2 and j = 1, . . . , m so . In the following, for s o ≥ 2, we write
to emphasize the dependence of D so on so , and we let r K0 = r 2 and R K0 = 2R, where r and R are defined as in (17) with K replaced by K 0 . Lemma 6.3. There exists a constant c K0 > 0 such that any measure µ ∈ M 0 that minimizes D so (·, so ) is the surface area measure of a convex body
The second order moments of µ depend linearly on ψ 
if so is sufficiently small. Here λ min (A) denotes the smallest eigenvalue of a symmetric matrix A. Due to Lemma 5.2 (i), we have λ min (M (S n−1 (K 0 , ·))) > 0 as K 0 has nonempty interior, so M (µ) is positive definite if so is sufficiently small. Then µ is a surface area measure of a convex body K µ ∈ K n n by Lemma 5.2. Due to translation invariance of K → S n−1 (K, ·), we can choose K µ with centre of mass at the origin. Then by Lemma 5.4, (25) and the fact that
we even have that r K0 B n ⊆ K µ ⊆ R K0 B n if so < c K0 , where c K0 > 0 is chosen sufficiently small.
We let K so ( so ) be the random set of convex bodies that minimize D so (·, so ), i.e.
By Equation (22), the set K so ( so ) is nonempty if and only if Algorithm Harmonic Intrinsic Volume LSQ has an output. Let g :
n and x ∈ R ms o , then
and for α ∈ R, we have
where the supremum over the empty set is defined to be ∞. Using the notation of permissible sets, see [11, App. C] and arguments as in [9, p. 27], we obtain that sup
for α ∈ R, which implies that sup K∈Ks o ( so ) δ t (K 0 , K) is measurable. ) to obtain the last inequality. Now choose c K0 according to Lemma 6.3 and let ω ∈ Ω satisfy that m so so (ω) 2 → 0 for s o → ∞. Then, there exists an S ∈ N such that √ m so so (ω) < c K0 for s o > S. In particular, so (ω) < c K0 for s o > S, so by Lemma 6.2 and Lemma 6.3 there is an output polytope of Algorithm Harmonic Intrinsic Volume LSQ. Then, for s o > S, the set K so ( so (ω)) is nonempty, and K + x K ∈ K n (r K0 , R K0 ) for K ∈ K so ( so (ω)) and a suitable x K ∈ R n . Since ψ so n−1 (K 0 ) − ψ so n−1 (K) ≤ ψ so n−1 (K 0 ) + so (ω) − ψ so n−1 (K) + so (ω) ≤ D so (K 0 , so (ω)) + so (ω) = 2 so (ω) for K ∈ K so ( so (ω)), the translation invariance of K → S n−1 (K, ·) and Theorem 4.3 yield that Markov's inequality and the assumption that σ ) imply that m so so 2 → 0 in probability for s o → ∞. Then, Theorem 6.5 follows in the same way as Theorem 6.4.
Theorems 6.4 and 6.5 yield that the reconstruction algorithm gives good approximations to the shape of K 0 for large s o under certain assumptions on the variance of the noise variables. To test how noise affects the reconstructions for small s o , the ellipsoid in Figure 5 is reconstructed from harmonic intrinsic volumes up to degree 6. For k ∈ N 0 , the dimension of H 3 k is 2k +1, and to derive the harmonic intrinsic volumes, we use the orthonormal basis of H The harmonic intrinsic volumes are subject to an increasing level of noise. The first plot in Figure 6 is a reconstruction based on exact harmonic intrinsic volumes, whereas the reconstructions in the second and third plot are based on harmonic intrinsic volumes disrupted by noise. The variance of the noise variables is σ 2 2 = 1 in the second plot and σ 2 3 = 4 in the third plot. Then the standard deviations σ 2 and σ 3 of the noise variables are approximately 5% and 10% of ψ 201 (K 0 ), respectively. For the three levels of noise, the minimization problem (24) is solved using the fmincon procedure provided by MatLab and Algorithm MinkData is applied to reconstruct a polytope corresponding to the solution.
The three plots in Figure 6 show how the reconstructions deviate increasingly from the ellipsoid as the variance of the noise variables increases. The reconstruction based on exact harmonic intrinsic volumes captures essential features Figure 6 : Reconstructions of the ellipsoid in Figure 5 based on noisy measurements of harmonic intrinsic volumes up to degree s o = 6. In the three plots, the variances of the noise variables are 0, 1 and 4.
of the ellipsoid. The reconstruction is approximately invariant under rotations around the third axis and has the same main directions and semi axes lengths as the ellipsoid. Despite a noise level corresponding to 5% of ψ 201 (K 0 ), the reconstruction in the second plot captures to some extent the same features and provides a fairly good approximation of the ellipsoid. The reconstruction in the third plot is comparable to the ellipsoid. However, the effect of noise is clearly visible.
