The standard way to compute a p-adic zero α of a univariate polynomial f is to use Newton's method. In classical (real and complex) numerical analysis, however, one often prefers other algorithms, because they avoid derivatives or use fewer iterations. Our goal is to initiate the systematic study of these other algorithms in the p-adic context. We determine explicit convergence regions for the secant method and Halley's method. We also investigate the computational cost of refining a root to precision m, under the simplifying assumption that both p and the degree of f are large. We show that both of these methods can be implemented so that their cost matches that of Newton's method. Finally, we show that none of these three methods is optimal, by exhibiting two methods with lower asymptotic cost.
Introduction
Consider a polynomial f (X) with integral coefficients. If a is a number for which f (a) vanishes mod p, it is often possible to lift a to a p-adic zero of f . The standard method for doing this is the p-adic analog of Newton iteration, sometimes called Hensel's lemma. In ordinary numerical computation, one often replaces Newton iteration by other methods, chosen to avoid computation of derivatives, converge with very few iterations, or have other desirable properties. This paper examines these alternative methods in the p-adic context.
Recall that the Newton iteration is
where we have written y i = f (x i ). We consider modifications that rewrite the cofactor of y i−1 , either by discrete approximations, or by something designed to accelerate convergence. The best known discretization is the secant iteration, defined by
The best known accelerated method is probably Halley's iteration, which uses two derivatives of f . In ordinary numerical analysis, it is standard to assume fixed precision, which leads one to count function evaluations. For example, to reach a given accuracy, the method (2) uses fewer function evaluations than (1) [1, p. 101 ]. The same is true in p-adic numerical analysis, but this result is much less interesting because the underlying arithmetic operations will usually require more than one machine instruction. (Even for p = 2, inversion mod p k requires a special subroutine.) Hence, we will use a cost model that counts single-digit arithmetic operations.
For this reason, the convergence rate (number of iterations needed to obtain a given precision) is much less important than in a classical situation where the arithmetic has fixed precision. Rather, if fewer iterations are needed, then the intermediate quantities need to be computed more accurately. If this is done naively, the resulting increase in computation time can outweigh any saving due to faster convergence. One of our main contributions is a careful determination of the minimum accuracy required for these intermediate results.
Another contribution is a systematic approach to the cost analyses of iterative root approximation algorithms. More precisely, for all the methods we consider, the lengths of intermediate results eventually obey simple linear recurrence relations. Therefore, the total asymptotic cost of an algorithm can be ascertained by arranging the lengths in a two-dimensional array and then summing a few geometric series. One who has thereby understood the particular methods we discuss is then in a good position to quickly analyze any other method. (To be sure, the systematic approach became apparent only upon consideration of many examples.)
In p-adic analysis, distance is based on divisibility, and this leads us to use commutative algebra, rather than calculus, as the main technical tool. Thereby, we obtain explicit regions of convergence that are easy to describe, in sharp contrast to the usual ''sufficiently close'' root neighborhoods treated in classical numerical analysis.
For the secant method, we discuss an efficient implementation in detail. One novel feature in this implementation is the idea of introducing controlled perturbations to the approximate roots, so as to ''lock in'' the distances between successive iterates. These enforced distances then become loop invariants that are used to prove convergence. Clearly, this idea extends to many other methods, but space limitations prevent us from saying more.
Our main conclusions can be summarized as follows. Borrowing a term from algebraic geometry, we can say that the secant method (2) is a deformation of Newton's method (1) , in that derivatives are replaced by differences. Our analysis reveals that this modification doesn't change the cost very much. Indeed, when all parameters (p, degree of f , delivered precision m) are large, the cost of a properly implemented secant method matches the cost of Newton's method. Second, we find that, asymptotically, Newton's method is not optimal. In fact, its running time is greater than that of a deformation of Halley's method involving first derivatives, and by that of a method that uses inverse cubic interpolation. To aid in these comparisons, the last section of this paper provides a table of asymptotic cost coefficients.
Notation and background
We will assume the reader is familiar with p-adic numbers, but take some space below to fix the (mostly standard) notation. As background, the first few chapters of Koblitz [2] should be sufficient.
As customary, we let Z and Q denote the integers and rational numbers. If p is a prime and x ∈ Z, we let ν(x) = number of times p divides x, and extend this by multiplicativity to Q. This leads to the absolute value |x| p = p −ν(x) .
The set of p-adic numbers Q p is the completion of Q with respect to this absolute value. We let Z p denote the p-adic integers, that is, the closure of Z within Q p .
Computationally, we can think of elements of Z p in two ways. First, a p-adic integer is an infinite sequence of base p digits, growing to the left: · · · a n a n−1 · · · a 2 a 1 a 0 .
(By including finitely many digits to the right of the decimal point, we can also represent elements of Q p .) Addition, subtraction, and multiplication of p-adic numbers is then done in the usual way, and division by an iterative procedure which computes a 0 , a 1 , a 2 , . . . in order. We can also think of Z p as the inverse limit of the rings Z/p n , so that elements of Z p are approximated by residue classes mod p n . (This corresponds to throwing away all digits from a n+1 on.) From this point of view, we do operations mod p n , which give us approximations to p-adic numbers.
Thus, computational methods for p-adic numbers are analogous to numerical methods for the reals, in that one is always dealing with approximations. Classically, there are two sources of error in such approximations. First, we can replace an infinite process like integration by a finite one such as summation. The bulk of traditional numerical analysis deals with estimates of the ''truncation error'' incurred by such replacements. Second, there are errors caused by finite-precision arithmetic. These are usually not analyzed rigorously, but this can be done if the results warrant it [3] . In p-adic arithmetic, however, carries propagate in the direction of least significance, making the analysis of roundoff error an easy job. For this reason, p-adic computation has an elegance and exactness that is missing from ordinary numerical analysis. This has led some authors to suggest it for difficult numerical problems [4] .
Our motivation is rather different. It is a natural idea to ask which methods of numerical analysis extend to p-adic numbers.
To aid in the analysis, we consider a streamlined cost model, which is a variant of Traub's ''information cost'' [5] . To motivate this, note that any reasonable algorithm that solves f = 0 modulo p m , that is, to m p-adic digits of precision, will likely have to evaluate f at least once to this precision. On the other hand, one expects that the idea, standard for Newton's method, of doubling the precision of each iteration, will carry over to other methods (perhaps replacing doubling by a multiplication by some other factor). Thus, all the methods we consider have bit complexity O(n(m log p) µ ), where n is the degree of f , and µ, between 1 and 2, depends on the cost of the underlying arithmetic. (For standard arithmetic µ = 2 and for FFT-based arithmetic µ = 1 + o(1).)
To compare methods, then, we must take constant factors into account. For simplicity, we will assume that n and p are large. Then, the bulk of the work is in evaluating f and its derivatives, and we will commit very little error if we ignore the rest. Since Horner's rule evaluates a degree n polynomial with n multiplications, and n is fixed throughout the algorithm, we will assign such evaluations mod p m a cost of m µ . (Because we wish to compare different algorithms using the same f , we drop the multiplier n.)
Traub [5] provides a useful categorization of iterative root approximation methods. For our purposes, the most useful distinction relates to the information transmitted from one iteration to the next. If a given iteration uses only the most recently computed approximate root, the algorithm is called memoryless. These algorithms are nothing more than functional iterations (discrete time dynamical systems), the classic example being Newton's method. If the iteration uses, additionally, previously computed approximate roots, we say that it has memory. The classic example of an iteration having memory is the secant method. Such algorithms are essentially nonlinear shift registers, albeit of a type rather different than those studied by cryptographers.
We now turn to some ideas from algebra. The divided difference operator takes a function of one argument and creates a function of two arguments:
This can be iterated. For example,
It will be useful to have explicit formulas for these. If f (X) = X d , then
Extending by linearity, we can get formulas for any f . Thus, for any commutative ring
and similarly for f [X, Y , Z ]. We note that these are symmetric polynomials.
In what follows, the arguments of all divided differences will be iterates previous to x i , so we will use the abbreviation
A similar definition is made for ∆ r,s,t .
The iterative methods we will study have the general form
and it will be useful to think about them algebraically, in the following way. First, replacing f (X) by f (X + α) if necessary, we see that we may as well have α = 0. Then, f (X) = n d=1 a d X d , the condition for a simple root being a 1 = 0. By clearing denominators if necessary, we can assume that N and D are, for fixed f , polynomials in the previous iterates x i−1 , . . . , x i−k . Invariably, D ∈ Z * p when the root is well isolated (in the sense that f ≡ 0 there) and the previous iterates are distinct elements of the disk |x − α| p < 1. (It is possible that x i = x i−1 , which happens iff x i−1 = α. Our convention for this case will be that x j = x i for all j > i. ) We now replace the previous iterates by indeterminates, and consider the numerator ϕ f = x i−1 D − y i−1 N as a polynomial in these indeterminates. We work in the ring L, defined as follows. Start with the polynomial ring Z p [x i−1 , . . . , x i−k ], which has the prime ideal P = (x i−1 , . . . , x i−k ). Invert the elements of the multiplicative set S = 1 + P, to obtain the localized ring L. (The idea behind the localization is to hide elements such as 1 + x i−1 + x i−2 , which lie in Z * p when approximate roots are substituted for the indeterminates.)
We call the ideal of L generated by all the numerator polynomials ϕ f with f (0) = 0 the image ideal for the method. The image ideal I sits inside P, and the smaller it is, the better. For purposes of analysis, it is preferable that I be not only principal, but generated by an image. We will call any such image, or a unit multiple of it, a strong generator for I. Knowledge of a strong generator allows us to ascertain easily how quickly the iterates will converge, and we will compute these whenever possible. Most, but not all, of the methods we will consider have image ideals with strong generators. We emphasize that the set of images is not, in general, an ideal. However, the image ideal is a good substitute for this set, and is easier to think about.
In all root finding, there is the problem of finding initial approximations that are sufficiently close. We will not discuss this problem, except to note that when f has a simple root mod p, it can be efficiently obtained via well-known procedures, such as the algorithms of Berlekamp [6] or Cantor and Zassenhaus [7] . Also, in this paper we consider only roots that are integral. Others can always be reduced to this case, by the usual device of multiplying f by a power of its leading coefficient.
Review of Newton's method
In this section, we review the known results on Newton's method, and introduce some of the ideas we will use in studying other methods. To avoid repetition, we introduce some terminology.
Since f (α) is integral, it is equivalent to say that |f (α)| p = 1. Either condition implies that f (α) = 0; so a well isolated zero is always simple. The converse is not true. (Consider, for example, X 2 − 1 and p = 2.) Theorem 3.1. Let α be a well isolated zero of f ∈ Z p [X]. If |x 0 −α| p < 1 and further x i are defined by (1), then x i → α. Furthermore, the precision doubles at each step, in the sense that ν(
Proof. The iteration (1) is equivalent to
Without loss of generality, α = 0. Then, the numerator polynomial ϕ f (= y i−1 x i−1 −y i−1 ) vanishes at 0, as does its derivative. So x 2 i−1 divides ϕ f . Also, if we apply Taylor's theorem to f , we see that
(This is where we need the root to be well isolated.) These two observations imply that
For this method, the image ideal is exactly (x 2 i−1 ), as can be seen by considering f (x) = x 2 . Even better, the set of images is identical to the image ideal.
If α is simple but not well isolated, Newton's method can still be used, provided we start close enough to it. For results of this type, see [8, p. 300 ], or [9, p. 23]. For reasons of efficiency, one computes and stores approximate values of the iterates x i , as indicated in the algorithm below.
The cost of the algorithm can be reckoned as follows. Suppose we want α to precision m = 2 i . (This means we are to deliver m correct p-adic digits.) Then, since y i−1 ≡ 0 mod m/2, we only need y i−1 to precision m/2. Considering all previous iterations, we have an array with the following ''precision requirements:''
Note that we can stop as soon as we know x i , so the effort for y i and y i is not included in the table. The cost assigned to this is at most
This cost estimate is accurate even when m is not a power of 2, if we modify the algorithm. The idea is to recursively obtain precision m/2 and then do one more iteration. Theorem 3.2. Let N be given by (7) . The cost of Newton, modified as above, is asymptotic to N(µ)m µ .
Proof. Define m k by the recurrence relation m 0 = m, m k = m k−1 /2 . Using induction, we see that the m k decrease until m t = 1, for t = O(log m). Furthermore,
Applying the mean value theorem to (8) , we get
We now turn to other algorithms, using the above discussion as a template. It will be observed that the ''method'' for analysis consists of four steps: (i) find the image ideal; (ii) find the multiplier for precision growth; (iii) write down the array of precision requirements; (iv) sum one or more geometric series to find the asymptotic cost.
The secant method
As the title above indicates, this section is devoted to a p-adic analysis of the secant method, which is arguably the simplest iteration having memory. Although its iterates are simple to describe, we will find that it has excellent asymptotic performance. Therefore, we commend its detailed study to the reader.
Exact arithmetic
In this subsection we study the ''dynamics'' of (2) as an iteration on Z p . We first observe that its inputs can come in any order, as the right hand side of (2) is symmetric under the exchange of i − 1 for i − 2. (Clear fractions, or use the geometric interpretation of the secant method.)
Proof. As before, we may take α = 0. Take i = 2 in (2) and rewrite it as
Temporarily thinking of x 0 and x 1 as indeterminates, by our observations on divided differences, the numerator and denominator of the right hand side belong to Z p [x 0 , x 1 ]. By hypothesis, x 1 |y 1 ; so x 1 divides the numerator polynomial ∆ 1,2 x 1 − y 1 . By symmetry, x 0 divides it as well. So there is some
By hypothesis, if we substitute the actual values of x 0 , x 1 into b/∆ 1,2 , we get some β ∈ Z p . Furthermore, if y 1 = 0, then x 2 = x 1 , implying that (a)-(c) now hold for (x 1 , x 2 ).
With more work, we can show that the image ideal is exactly (x 1 x 0 ). In contrast to Newton's method, the set of images is not an ideal, although it is a Z p -module. Our goal is now to prove a convergence result analogous to Theorem 3.1. Define numbers F i by the initial conditions F 0 = F 1 = 1 and recurrence relation
Except for indexing, these are the standard Fibonacci numbers. For the next theorem, the x i are defined by (2), with the convention that the sequence stays constant if any two iterates collide.
Proof. By Taylor's theorem, there is a polynomial h such that
(Observe that f ∈ Z p [X] and use the hypotheses.) So the initial pair is good. The rest follows from Lemma 4.1 and induction on i.
The proof of this theorem has the consequence that we do not need to know the derivative of f to
Regarding the behavior of (2) outside the disk, we make the following remarks. Suppose that
Then,
This shows that either (x 1 , x 2 ) is a good pair or y 1 = 0. On the other hand, we should not expect the iteration to behave well when neither starting point is close to a root. In this case, it can even escape Z p . An example to show this is f (X) = X 2 − 1, with p = 5. If we start with x 0 = 2 and x 1 = 3, then x 2 = 7/5, which is no longer integral.
Our analysis can be extended to cover cases where the zeroes of f coalesce mod p. In particular, with the argument used to prove Lemma 4.1, we can show the following. 
Proof. Left to the reader.
As before the condition (c) is equivalent to
Before going on to discuss finite-precision implementations, we make two remarks of a theoretical nature. First, the textbook Hensel lemma [10, p. 279, Cor. 1] concludes the existence of a p-adic root α, from information about the derivative of f mod p. Our ideas lead to a derivative-free version of this result, with hypotheses that can be verified using only function evaluation. Second, everything we have done will work if we replace Z p by the completion of a discrete valuation ring, and p by a generator of its maximal ideal. Such rings are well known to be principal ideal domains [11, p. 94 ].
Efficient implementations
We now discuss how to implement (2) efficiently using integer arithmetic. This will require us to reduce x i and y i modulo appropriate powers of p. One is tempted to compute them mod p F i , but this doesn't always work. An example to show this is f (X) = X 3 − 1, p = 7, x 0 = 2, x 1 = 9, which has x i = 30, for all i ≥ 2.
Difficulties also occur when the iterates converge too quickly. Specifically, if x i−1 is very close to x i−2 , we will need very accurate values of y i−1 and y i−2 . The problem is that y i−2 has been computed at an earlier stage, before we know x i−1 . We could handle this by computing each y i as accurately as might ever be necessary, but this is too conservative. Indeed, when p is large, we expect the ''typical'' case
to be the most frequent one. (A simple heuristic model supports this: if the base p digits of α were i.i.d. uniform random numbers, the expected number of violations of (10) would be O(1).)
Our approach, then, will be to make (10) into an invariant of the algorithm. If it does not hold for the next pair, we change x i−1 but preserve its remainder mod p F i−1 , thereby making it hold. Note that we do not recompute x i at this point, as it is already known to be correct mod p F i . The following algorithm results.
Secant-Controlled
Proof. Consider the following assertions:
We will show by induction on i that they are true each time the loop is entered. The base case is i = 2, which holds by our choice of a, b, c. As for the induction step, (b) implies that the pair (
If this does not hold with equality, we modify x i−1 by adding or subtracting p F i−1 . Since
we have (a) and (b) for i + 1 as required. Assertion (c) is then a consequence of Taylor's theorem.
The loop invariants of the algorithm also elucidate the levels of precision we use. Indeed, we can compute ∆ as
Here both numerator and denominator are integers, and the latter is a unit by (c). We compute each y i mod p 2F i , so that the denominator has enough precision for us to determine x i (as a function of the
In the above argument, the essential feature of the Fibonacci numbers is their recurrence relation.
We can use any other sequence G i standing in the same relation, as long as we have 1
Cost analysis
We now consider the cost of Secant-Controlled. As before, it is best to suppose first that the desired precision m is a Fibonacci number F i . Because
we need y i−1 and y i−2 to precision 2F i−2 . However, we also need y i−1 to precision F i , which is no less.
Considering previous iterations similarly, we get the following array of precision requirements:
Here, the last row indicates the maximum precision needed by any iteration. If
is the golden ratio, we have F i /F i−1 ∼ φ. Therefore, when m is a Fibonacci number, Secant-Controlled has cost at most
As we did for Newton's method, we now extend our algorithm to handle other values of m. To this end, define a reversed Fibonacci sequence by the recurrence relation In practice, we can start with the last positive values of the sequence and build up. In this case, it would suffice to start with approximations mod p 4 and p 16 (these exponents being twice 2 and 8), and then use Secant-Controlled to find α mod p 10 , p 22 , p 34 , and so on.
In the remainder of this subsection, we study a rigorous version of this modification. Precisely, let
As will be proved below, the R k decrease like Fibonacci numbers at least until k = K , at which point
When m is not a Fibonacci number, we modify Secant-Controlled as follows. Let
(We use min and max because the R k 's do not decrease monotonically to 0; see the example above.) We start with approximations to precision 2G 0 and 2G 1 , which satisfy the loop invariant by disagreeing in the G 0 -th base p digit. Iterations then proceed as usual, but with F i replaced by G i . The initial approximations can be computed by any suitable method. For example, we could use the unmodified procedure and stop as soon as F i is 2G 1 or greater. For our example m = 1000, we have log 1000 2 log φ = 7.177458 . . . , so K = 7. To start, we could compute α to precision 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, using Secant-Controlled. Then, we could begin the modified algorithm with approximations to precision 68 and 112 (twice 34 and 56), and continue to obtain precision 90, 146, 236, 382, 618, 1000.
It is now necessary to study R k in detail. From the explicit solution to (12) , there is an ∈ (0, 1] such that, for all k ≥ 0,
where α = φ −1 = 0.618 . . . , β =φ −1 = −φ = −1.618 . . . . (Because φ is irrational, is positive.) Let δ k denote the second term in the right side of (14) . We now make three observations, leaving proofs to the reader.
We have
2. We have R k ≤ m, whenever √ m, for K given by (13) .
We now give an inequality for use in a subsequent cost analysis. The proof employs the mean value theorem, to reduce moment estimation to summation of a geometric series. (13) . Then for 1 ≤ µ ≤ 2,
Lemma 4.5. Define K by
Proof. We assume that m is large enough to make (15) and (16) hold for all k ≤ K . For any such k, by the mean value theorem, R µ k = (mα k ) µ + δ k µξ µ−1 , for some ξ between mα k and mα k + δ k . Therefore,
(This is immediate if δ k < 0. Otherwise, note that ξ ≤ mα k + δ k = R k ≤ m.) If we sum this bound for 2 ≤ k ≤ K and factor out largest terms, we see that
The result follows upon summing the two geometric series and multiplying both sides by 2 µ .
Theorem 4.6. For our model, the cost of the secant algorithm is ∼S(µ)m µ , where S(µ) is defined by (11) .
Proof. For the secant method, we can argue as follows. To get the last x i , we only need
We must also find y i−2 mod p 2G i−2 , y i−3 mod p 2G i−3 , and so on. This has cost K k=2 (2R k ) µ , which we bound using Lemma 4.5. Since R K = O( √ m), the cost to obtain the two initial approximations is negligible.
We note that the coefficient ratio S(µ)/N(µ) decreases from about 1.16 at µ = 2 to 1 at µ = 1.
Therefore, in the limit (both p and deg f large), the cost of the secant algorithm matches the cost of Newton's method.
It is also interesting to consider ''overshoot'' versions of these methods. Suppose, for example, that a user was unable or unwilling to modify code and had to use Secant-Controlled as originally given.
Then he could obtain m base p digits by computing y 0 , y 1 , . . . , y k , where k = max{i : F i < m}.
As before, this will cost
If he used Newton to get α to precision m, he would compute y i and y i for i up to
where T i = 2 i−1 . Reasoning similarly, the cost of this is
Since the two algorithms ''prefer'' different values of m, Fibonacci numbers and powers of two, respectively, a complete cost comparison would be rather involved. We can show, however, that there are infinitely many m for which Secant-Controlled costs less than Newton. (We emphasize that this result refers to the overshoot strategies specified by (18) and (20).) From examining data, it does not appear that either algorithm is uniformly better, even if finitely many cases are disregarded. Apparently, the density of the m for which the secant algorithm is cheaper fluctuates.
Other methods
Classical (real and complex) numerical analysis contains a wealth of root approximation methods, and entire books have been written on this topic [12, 5] . (For an accessible survey article, see [13] .)
In this section, we extend our p-adic study of Newton's method and the secant method to include most of the commonly studied iterations. To be sure, we are motivated primarily by the goal of improving Newton's method, but our examples also serve to illustrate various interesting algebraic and algorithmic phenomena.
False position
The regula falsi iteration
is nothing more than a secant method with one iterate ''pinned.'' Consequently, Lemma 4.1 gives us the following convergence result. Suppose that x 0 , x 1 are distinct p-adic integers, with ν i = ν(x i − α), for i = 0, 1. Then ν(x i −α) ≥ ν 0 +(i−1)ν 1 . That is, the number of correct p-adic digits grows linearly, at a rate controlled by the accuracy of the second starting point. The ''Illinois'' variant of regula falsi [14, p. 232 ] relies on sign considerations, which have no obvious p-adic analog.
Steffensen
Steffensen's method [14, p. 230] , given by
has quadratic convergence but uses only function evaluations. If we rewrite this as
we see the expression in braces is the reciprocal of a numerical derivative. To attain precision m at the i-th step, we will need to compute both y i−1 andỹ i−1 to precision m. Therefore, its asymptotic cost is
This exceeds (7), the cost for Newton's method, if 1 ≤ µ ≤ 2.
Halley's method
One can improve the Newton iteration by incorporating a second derivative:
This method is due to Halley, and has received frequent attention in modern literature. (See [15] and references therein.) It can be derived as follows. Find the Möbius transformation ψ(x) = ax+b cx+d that matches f and its first two derivatives at x i−1 . This can be done via linear algebra, if we start by differentiating y · (cx + d) = ax + b. Then, the next iterate is the solution to ψ(x i ) = 0.
If we factor y i−1 2 out of the denominator and then use the Maclaurin series for (1−Z) −1 , we obtain the Euler-Schroeder iteration
Despite appearances, both methods will work for p = 2, as it is a consequence of Taylor's theorem that f /2 ∈ Z p [X]. Since their analyses are very similar, we will for simplicity discuss only Halley's method (24). Take α = 0 as before. As a function of the previous iterate x, the numerator is the
.
Evidently ϕ f (0) = 0, and upon differentiating twice, we conclude that ϕ f and ϕ f vanish at 0 as well. Therefore, the numerator polynomial is divisible by x 3 . In fact, the image ideal is precisely (x 3 ), as follows by taking f (x) = x 2 .
Applying this result, we get a precise analog of Theorem 3.1.
. So x i → α, with the precision tripling at each step.
Proof. It follows from the hypotheses that the denominator in (24) is in Z * p . By our computation of the image ideal,
, and the result follows by induction on i.
As with Newton's method, the algorithm can be implemented so that it goes from precision m/3 to precision m. Therefore, we can simplify the analysis and assume that m is a power of 3, since the extra work for handling other values of m will be asymptotically insignificant. For exact powers of 3, consideration of the iteration reveals the precision requirements to be
. . .
Summing the costs for y, y , and y separately, we find the asymptotic cost to be H(µ)m µ , where
When µ = 1, this matches the cost of Newton's method and the secant method.
Halley, sans second derivative
Just as we deformed Newton's method to obtain the secant method, we can deform Halley's method, replacing derivatives by differences. If we wish to retain only one previous function value, the iteration becomes
Here, the coefficient of y i−1 in the denominator is a confluent divided difference approximation for y i−1 /2. We have made a ''greedy'' deformation, in the sense that we use the most recent information possible.
Therefore, the denominator of (27) is defined whenever
To analyze the convergence of (27), we write the right hand side as a fraction, whose numerator equals
As before we can assume that α = 0. We now sketch a proof that the image ideal is I = x 2 1 (x 1 , x 2 ). To show that it is contained in I, suppose that f (x) = d≥1 a d x d . Since the first term is a derivative value multiplied by the numerator from Newton's method, we have, mod I,
On the other hand, the fraction in the second term is, as we can see by identifying two variables in (6),
Only the term a 2 survives when this is reduced mod I. Therefore, the second term is a 1 a 2 x 2 i−1 modulo I, which cancels the first term. On the other hand, the images of x 2 and x 3 are x 3 1 and x 2
respectively, and these generate I, as do x 3 1 and x 2 1 x 2 . In this case, the image ideal is not even principal; so there is no strong generator.
To state a convergence result, we define numbers P i by P 0 = P 1 = 1, and P i = 2P i−1 + P i−2 for larger i. This linear recurrence relation has the characteristic equation 
We will use strong induction to show that the ν i are a non-decreasing sequence, and the claimed accuracy holds. By hypothesis, this is true for i ≤ 1. If i ≥ 2 we have, from our computation of the image ideal,
Since all ν i are positive, ν i ≥ ν i−1 and ν i ≥ P i (by induction). We can assume y i−1 = 0, for if not, the sequence becomes constant (by our convention), and ν i = ν i+1 = · · · = +∞. Then, x i = x i−1 .
Conducting the cost analysis as before, the array of precision requirements for this method is
we can sum two geometric series, as we did before, to obtain a cost for precision
(Values of m that are not exact values of P i can be handled by reversing the recurrence relation, as we did for the secant method.)
When µ = 1, the coefficient for this method is strictly less than 3. Therefore, it has an asymptotic cost strictly better than Newton's method, while similarly using only function and first derivative values.
Algebraically, this method is interesting because it has an image ideal that is not principal. In classical numerical analysis, one uses constant-coefficient recurrences to estimate delivered precision, an idea dating back at least to 1960 [12] . We can do this (and have done it) whenever the image ideal is strongly generated by a monomial. For the method above, however, the growth in precision is more complicated, being governed by the ''minilinear'' recurrence relation in (28).
Derivative-free Halley deformations
Applying the ''greedy'' process of the previous section, but now replacing all derivatives by divided differences, leads to the iteration
Surprisingly, this iteration is not very good, even though it uses the most recent information possible. If I is the image ideal, we can show that
This means that the iteration converges more or less like the secant method. Intuitively, the y i−1 in the denominator is so close to 0 that the iteration cannot detect its contribution.
Other discretizations lead to better algorithms. One such is the iteration
We analyze this similarly to the others. We can assume that α = 0, and consider the numerator polynomial
We now show the image ideal is (
. Evidently x i−1 divides the numerator polynomial. Modulo x i−2 , the numerator polynomial is congruent to (x i−1 ∆ 1,2 − y i−1 )∆ 2,3 , and we recognize the first factor as the numerator polynomial of a secant iteration. Therefore, it is divisible by x i−2 . To prove divisibility by x i−3 , we can use similar ideas. Modulo x i−3 , we have
Using the distributive law and then these facts to simplify
we get a multiple of x i−3 . Therefore, the numerator polynomial is divisible by x i−3 . In fact,
For the next theorem, we define numbers T i by the recurrence relation
(These are sometimes called Tribonacci numbers.) The characteristic equation for this recurrence is Z 3 = Z 2 + Z + 1, whose largest root is τ = 1.839 . . . . (The others have absolute value less than 1.)
Proof. This is very similar to the other proofs we have given, so we only note the new points. First, as long as the iterates are distinct, each successive pair will be good, by Taylor's theorem. This puts the denominator of (31) into Z *
and so the precision strictly increases for i ≥ 3. Therefore, if y i−1 = 0, x i is distinct from x i−1 (as before), but also from x i−2 .
Constructing an array of precision requirements and summing geometric series as before, we find an asymptotic cost of D(µ)m µ , with
Compared to the secant method (which is similarly derivative-free), this is larger, for 1 ≤ µ ≤ 2.
An inverse interpolation method
Traub [5, p. 233 ] discusses an iteration that uses the values of f and f at two points:
In this formula,
It can be derived as follows. Choose the cubic g that matches the inverse function to f and its first derivatives at the sample points y i−1 and y i−2 . Then, the expression for x i is g(0). From this, it follows that the right hand side of (33) is symmetric in x i−1 and x i−2 . For this method, the image ideal is principal, with strong generator x 2 i−1 x 2 i−2 . This can be proved as follows. First, all images are divisible by x 2 i−1 . (Use results on Newton's method to show that the first two terms combine to make a fraction with numerator divisible by x 2 i−1 ; the same is true of the others, by the presence of the y 2 i−1 factor.) By symmetry, all images are also divisible by x 2 i−2 . On the other hand, some computation shows that the image of f = x + x 4 is
where the suppressed terms have degree 6 or higher. So x 2 i−1 x 2 i−2 is a strong generator. (Note that for this example, it was essential that we used the localization, rather than the polynomial ring.) Theorem 5.4. Let α ∈ Z p be a well isolated zero of f ∈ Z p [X]. Choose distinct x 0 , x 1 with |x − α| < 1, and define further x i by (33).
The recurrence relation for the U i has characteristic equation Z 2 = 2Z + 2, with dominant root θ = 1 + √ 3 = 2.732 . . . .
Consideration of the array of precision requirements, whose details we omit, shows that the asymptotic cost is T (µ)m µ , with
At µ = 1, the cost coefficient for this method is also smaller than that of Newton's method.
A one-point family and its deformations
Kalantari et al. [16] discussed a sequence of iterative methods specified as follows. Let D 0 = 1, and define for ≥ 1
Note that each D i is a polynomial in y and its derivatives. The -th iteration is defined to be
Here, the superscript (*) indicates that we are to use y i−1 , y i−1 , and so on. The first two members of the family are Newton's method (1) and Halley's method (24), which arise by taking = 1 and = 2. Taking = 3, we obtain the fourth order method,
It can be shown that the -th iteration is ( + 1)-th order convergent.
An analysis of (36), similar to those we have done, shows that its asymptotic cost coefficient is
This is interesting, because it shows that (7) and (26) are special cases of a general formula. Excepting the case µ = 1 and = 1, 2, the cost coefficient K strictly increases with . In particular, then, the methods for ≥ 3 are inferior asymptotically to Newton's and Halley's methods.
As with the methods of Newton and Halley, one can deform these so as to use divided differences. Kalantari [17] has given a set of such deformations. We will not discuss them in detail, except to state that for each k with 0 ≤ k ≤ , the set has one method employing derivatives at x i , plus k − 1 previous function values. (The iteration (31) has m = k = 3.) We have not analyzed all the deformations, except to note that examples for small suggest that their asymptotic cost coefficients will be not less than (38).
Remarks on exact iterate growth
Iterative root approximation algorithms such as we have discussed can be run using exact rational arithmetic. This is hardly ever done, in part because the integers used to represent rational numbers quickly become unmanageably large. Nevertheless it is an interesting problem to account for this growth, and we give a heuristic explanation for it in this section.
We limit ourselves to one example of the secant method. Let p = 7 and f (X) = X 3 − 1, and note that 2 is a primitive cube root of unity mod 7. With starting values 2 and 9 (=2 + 7), the iteration (2) over Q produces 2, 9, 199 103 , 2027275 1083403 , . . . .
It is evident that the lengths of the numerators and denominators are growing quickly, but we want to ascertain how quickly. We will need the following result. Because the corresponding statement for gcd's (without the log) is well known to be false, this lemma may be of independent interest. = 0.822279 . . . .
So two random numbers have a factor in common that is, on average, a couple of bits long. Now we consider the secant iteration (1) . For f (X) = X 3 − 1, this becomes
Let us write x i = n i /d i , where the n i and d i are integers. Then we have
Because x i converges to the real zero of f , the integers n i and d i will have about the same length. Writing L i for this length, we expect to have
to within an error that is O(1) (here is where we need Lemma 6.1). The characteristic polynomial for this recurrence relation has largest zero 1 + √ 3 = 2.732051 . . . . So our model predicts that each numerator and denominator of x i will be about 2.7 times as long as the previous one. To check this, we observe that the base 10 lengths for the cubic example (39) are 1, 1, 3, 7, 17, 46, 126, 342, 935, 2552, . . . and 2552/935 = 2.729 . . . .
Concluding remarks
We have studied various iterative algorithms, related to Newton's method, for approximating an isolated p-adic zero α of a polynomial with p-adic coefficients.
The table below provides asymptotic cost coefficients for the six methods we analyzed in detail. The first three columns are for Newton's method, the secant method, and Halley's method. The last three refer to the two deformations of Halley's method that we have studied, and the inverse interpolation method from Traub's book. With asymptotically efficient arithmetic (at µ = 1), the secant method matches Newton's method, and it is the best of the derivative-free iterations we have studied. However, Newton's method is asymptotically inferior to a variation of Halley's method, and to the inverse interpolation method, both of which use first derivatives.
For each of these six methods, we found an explicit condition that guarantees convergence to α.
Roughly speaking, the initial iterates are to be distinct, and at p-adic distance strictly less than 1 from α, and no other zero can be this close.
Let us now turn from theory to practical computation. When would one want to use a derivativefree algorithm such as the secant method? One situation is the following. Suppose that f is given to us as a ''black box'' so that we cannot evaluate its derivative. More plausibly, f might be given in a form that is inconvenient to differentiate, such as a complicated nesting of polynomials. Numerical differentiation could be combined with Newton's method, but the secant method has the advantage that this process, and the necessary error analysis, is built in. The algorithm Secant-Controlled also has a nontrivial loop invariant, which may make it easier to debug.
On the other hand, our cost analyses implicitly assumed that the input polynomial is dense. For this reason, derivative-free algorithms are probably not suitable for finding e-th roots mod p m . (Use of such moduli has been proposed as a way to speed up RSA-type cryptosystems [18] , although it can weaken their security [19] .) In this case, we have
so the Newton iteration for this is
Having computed x e−1 i−1 , one more multiplication suffices to get x e i−1 . The problem here is that f and f are too close in form, so evaluating one gives nearly all the information needed to evaluate the other.
