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As a contribution to phase2 of the Air Quality Model Evaluation International Initiative (AQMEII), eight
different simulations for the year 2010 were performed with WRF-Chem for the European domain. The
four simulations using RADM2 gas-phase chemistry and the MADE/SORGAM aerosol module are
analyzed in this paper. The simulations included different degrees of aerosolemeteorology feedback,
ranging from no aerosol effects at all to the inclusion of the aerosol direct radiative effect as well as
aerosol cloud interactions and the aerosol indirect effect. In addition, a modiﬁcation of the RADM2 gas
phase chemistry solver was tested. The yearly simulations allow characterizing the average impact of the
consideration of feedback effects on meteorology and pollutant concentrations and an analysis of the
seasonality. Pronounced feedback effects were found for the summer 2010 Russian wildﬁre episode,
where the direct aerosol effect lowered the seasonal mean solar radiation by 20 W m3 and seasonal
mean temperature by 0.25. This might be considered as a lower limit as it must be taken into account
that aerosol concentrations were generally underestimated by up to 50%. The high aerosol concentra-
tions from the wildﬁres resulted in a 10%e30% decreased precipitation over Russia when aerosol cloud
interactions were taken into account. The most pronounced and persistent feedback due to the indirectironmental Science, Freder-
Ltd. This is an open access article under the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
R. Forkel et al. / Atmospheric Environment 115 (2015) 630e645 631aerosol effect was found for regions with very low aerosol concentrations like the Atlantic and Northern
Europe. The low aerosol concentrations in this area result in very low cloud droplet numbers between 5
and 100 droplets cm1 and a 50e70% lower cloud liquid water path. This leads to an increase in the
downward solar radiation by almost 50%. Over Northern Scandinavia, this results in almost one degree
higher mean temperatures during summer. In winter, the decreased liquid water path resulted in
increased long-wave cooling and a decrease of the mean temperature by almost the same amount.
Precipitation over the Atlantic Ocean was found to be enhanced by up to 30% when aerosol cloud in-
teractions were taken into account. The inclusion of aerosol cloud interactions can reduce the bias or
improve correlations of simulated precipitation for some episodes and regions. However, the domain and
time averaged performance statistics do not indicate a general improvement when aerosol feedbacks are
taken into account. Except for conditions with either very low or very high aerosol concentrations, the
impact of aerosol feedbacks on pollutant distributions was found to be smaller than the effect of the
choice of the chemistry module or wet deposition implementation.
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-SA
license (http://creativecommons.org/licenses/by-nc-sa/3.0/).1. Introduction
Aerosols are known to have an impact on weather and climate
via their direct effect on radiation (Charlson et al., 1992) and via
their impact on cloud formation (Twomey, 1974). These feedback
processes between atmospheric aerosol particles and meteorolog-
ical processes were known for quite some time and have been
implemented into several regional models (e.g. Grell et al., 2011;
Solomos et al., 2011; Yang et al., 2011; Bangert et al., 2011; Kushta
et al., 2014). In order to account for these effects, the models are
necessarily integrated or online coupled meteorology-echemistry
models, i.e. both chemical and meteorological components are
included in one single system. An overview of the integrated
models developed and applied in the US and in Europe was given
by Zhang (2008) and Baklanov et al. (2014). Dedicated applications
of these models were frequently related to the investigation of
feedback effects between aerosol and meteorology for dust epi-
sodes (Bangert et al., 2012; Grell et al., 2011; Kushta et al., 2014) and
for regional pollution hotspots (e.g. Grell et al., 2011) during short
episodes.
Until recently, simulations of regional air quality applications
were mostly performed with ofﬂine models (Zhang, 2008), where
the output of a meteorology simulation, which must be performed
prior to the air quality simulation, is used as input for a chemistry-
transport model. Consequently, these simulations cannot include
feedback effects of simulated aerosol concentrations on meteo-
rology. Therefore, aerosolemeteorology feedbacks can only be
considered in integrated or online coupledmeteorologyechemistry
models.
A number of regional online coupled meteorologyeair quality
models have been developed during the last decades (e.g.
Jacobson, 1997; Grell et al., 2000, 2005; Korsholm et al., 2008;
Vogel et al., 2009; Mathur et al., 2010). The reasons for these
developments included the desire for a more consistent
description of processes such as turbulence in the meteorology
and the chemistry part and for a more frequent update of the
meteorological variables within the chemistry part of the model
(Grell et al., 2004) as well as the desire to account for aerosol
cloud interactions and aerosol radiation feedback. Generally,
online-coupled meteorologyeair quality models are more
consistent as no interpolation in time or space is required and
physical parameterizations as well as atmospheric transport are
the same in the meteorology and the chemistry part (Grell and
Baklanov, 2011).
With the increasing computational power, the use of online
coupled meteorologyeair quality models instead of separate
modeling systems for meteorology and air quality became
increasingly popular for regional air quality simulations. In order toevaluate the performance of this type of model for air quality ap-
plications the second phase of the Air Quality Model Evaluation
International Initiative (AQMEII http://aqmeii.jrc.ec.europa.eu/,
Alapaty et al., 2012) concentrated on online-coupled meteor-
ologyechemistry models, whereas the majority of models applied
during the ﬁrst phase of AQMEII (Solazzo et al., 2012a, 2012b; Rao
et al., 2011) were ofﬂine.
For AQMEII phase2, twelve groups contributed simulations for
the entire year 2010 for Europe. Among others, seven of the
participating groups performed eight different simulations with
WRF-Chem (Grell et al., 2005, 2011) for the European domain.
Besides of its numerous physics and chemistry options, WRF-Chem
also offers different choices for the degree of aerosolemeteorology
interactions (http://ruc.noaa.gov/wrf/WG11/Users_guide.pdf).
Prognostic aerosols enable the direct aerosol effect on radiation to
be accounted for and a more explicit description of cloudeaerosol
interactions, thus also accounting for the aerosol indirect radiative
effect.
In order to study the impact of simulated feedback effects, the
seven participating groups who applied WRF-Chem over Europe
agreed upon a common setup and grid, and identical initial and
boundary conditions, anthropogenic and ﬁre emissions. The sim-
ulations differ by the chosen gas phase chemistry, aerosol module,
or cloud microphysics options, and by the degree of aerosol feed-
back that is considered. The focus of this paper will be on four
simulations using the RADM2 gas phase chemistry option
(Stockwell et al., 1990) and the MADE/SORGAM aerosol module
(Ackermann et al., 1998; Schell et al., 2001) of WRF-Chem. Identical
physics options were chosen for these simulations. This paper adds
to previous studies of feedback effect for Europe (Bangert et al.,
2011; Forkel et al., 2012) in so far as it covers an entire year. This
allows investigating the seasonality of simulated feedback effects
and the impact of extreme pollution events such as the Russian
forest ﬁres in summer 2010.
The aim of the current paper is to investigate how aerosol
meteorology interactions inﬂuence the results of WRF-Chem sim-
ulations for the Europeandomain during an entire year andwhether
the inclusion of feedback effects will improve the model perfor-
mance at this scale. Extensive model evaluation studies for the
meteorological variables, ozone, and particulate are presented by
Brunner et al. (2015), Im et al. (2015a, 2015b). Therefore, the scope of
this paper is mostly restricted to the discussion of the impact of
aerosol meteorology feedback effects and discussion of the impact
of the modiﬁcation of the RADM2 solver.
Further simulations using WRF-Chems's CBMZ-Mosaic option, a
VBS secondary aerosol module, and a different cloud microphysics
module are discussed in companion papers (San Jose et al., 2015;
Makar et al., 2015a, 2015b; Baro et al., 2015).
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The simulations for Europe discussed here were performed us-
ing WRF-Chem version 3.4.1 with identical physics options, grid
spacing, and input.
The choice of the physics and chemistry options can have a
strong impact on the quality of the results. Given the lengths of the
simulation period and the deadlines for the AQMEII model inter-
comparison in particular, the choice of chemistry options was
strongly constrained by the computational costs. However, the
chosen options are widely used in the community.
The following physics options were applied for the simulations:
Rapid Radiative Transfer Method for Global (RRTMG) long-wave
and short-wave radiation scheme (Iacono et al., 2008), Yonsei
University (YSU) PBL scheme (Hong et al., 2006), NOAH land-
surface model (Chen and Dudhia, 2001) and the Grell 3D
ensemble cumulus parameterization (Grell and Devenyi, 2002)
with radiative feedback.
For all simulations, the same grid spacing of 23 km was applied
with 270 by 225 grid cells (Lambert Conformal Conic projection
with center at 50N and 12E). The modeling domain covers Europe,
the North Atlantic and a portion of Northern Africa, as well as large
areas affected by the Russian forest ﬁres. In the vertical direction,
the atmosphere up 50 hPa is resolved into 33 layers with a higher
resolution close to the surface.
According to the common simulation strategy for AQMEII
phase2, the entire year 2010 was simulated as a sequence of two-
day time slices. In this way, the development of semi-direct ef-
fects, i.e. changes in the cloud distribution due to changes in the
radiation budget, could be constrained without making use of
nudging for the meteorological variables. The chemical initial state
at the beginning of each time slice is adopted from the ﬁnal state of
the previous time slice, while meteorology is reinitialized every
two days. The last ﬁve days of the year 2009 were used as spin-up
for the chemistry.
Initial- and boundary-conditions for the meteorological vari-
ables were obtained from 3-hourly data with 0.25 resolution
(analysis at 00 and 12 UTC and respective forecasts at 03/06/09/15/
18/21 UTC) from the ECMWF operational archive. Three-hourly
chemistry boundary conditions for the main trace gases and par-
ticulate matter concentrations were available from the ECMWF IFS-
MOZART model run from the MACC-II project (Monitoring Atmo-
spheric Composition and Climate, Inness et al., 2013) with a grid
width of 1.125.
Anthropogenic emissions for the EU domain were provided by
the TNO (Netherlands Organization for Applied Scientiﬁc Research)
from a recent update of the TNOMACC emissions inventory (http://
www.gmes-atmosphere.eu/; Kuenen et al., 2014; Pouliot et al.,
2012, 2015).
Biomass burning emission data were calculated from global
ﬁre emission data with spatial resolution of 0.1  0.1 supplied
from the project “Integrated monitoring and modelling system
for wild-land ﬁres” (IS4FIRES, Soﬁev et al., 2009). Day and night
vertical injection proﬁles were also provided. WRF-Chem emis-
sion species were calculated by speciation following Andreae and
Merlet (2001) and Wiedinmyer et al. (2011). Following common
practice for simulations with large grid widths, no heat release
due to the ﬁres was taken into account. According to the di-
rectives for the AQMEII phase2 simulations no volcanic emissions
were considered in spite of the Eyjafjallaj€okull eruption in spring
2010.
Biogenic emissions are based on MEGAN (Model of Emissions of
Gases and Aerosols from Nature, Guenther et al., 2006). MEGAN is
online coupled with WRF-Chem and makes use of simulated tem-
perature and solar radiation. Dust emissions were modeledaccording to Shaw et al. (2008), with an adjustment to avoid
extremely high desert dust ﬂuxes.
The chemistry options and the differences in the setup of the
WRF-Chem simulations for AQMEII phase2 for the European
domain are summarized in Table 1. The focus of the paper is on the
four simulations using the RADM2 gas phase chemistry (Stockwell
et al., 1990) and the MADE/SORGAM aerosol module (Ackermann
et al., 1998; Schell et al., 2001) with different degrees of aerosol
meteorology interactions. The remaining four WRF-Chem simula-
tions with a different cloud module or different chemistry and
aerosol options are also included in the table as their results will
also be consulted for comparison. Photolysis frequencies are from
Fast-J (Wild et al., 2000) for all simulations. With the exception of
the ES1 simulation using the cloud microphysics of Lin et al. (1983),
identical physics options were chosen.
The simulation SI2, which does not include any explicit aero-
solemeteorology interactions at all, is considered the baseline case.
Case SI1 includes only the aerosol direct effect on radiation ac-
cording to Fast et al. (2006) and Chapman et al. (2009). For the cases
SI2 and SI1, cloud droplet formation does not depend on the
simulated aerosol particle numbers and WRF's standard conﬁgu-
rationwith a ﬁxed value of 250 cloud droplets per cm3 is applied in
the cloudmicrophysicsmodule. The cases AT1 and DE4 additionally
include aerosol cloud interactions for grid scale clouds using a two-
moment cloud microphysics scheme (Yang et al., 2011). Therefore
also the aerosol indirect radiative effect is included. Aerosol acti-
vation in grid scale clouds is based on the parameterization of
Abdul-Razzak and Ghan (2002). The inclusion of the aerosol cloud
interactions for grid scale clouds (Chapman et al., 2009; Yang et al.,
2011) also affects grid scale precipitation and allows for a more
explicit description of the wet deposition.
DE4 and AT1 differ by the complexity of the applied liquid phase
chemistry of grid scale clouds, using the Walcek and Taylor (1986)
and Fahey and Pandis (2001) liquid phase chemistry module,
respectively. TheWalcek and Taylor model includes the description
of aqueous phase sulfate production in the bulk phase. The
computationally inexpensive bulk approach underestimates
aqueous sulfate formation for many conditions since it cannot ac-
count for the dependence of the droplet's pH value on droplet size.
In order to improve upon this weakness of the bulk approach, the
Fahey and Pandis (2001) model combines the bulk approach with a
two-section size-resolved approach. In the convective parameter-
ization, the Walcek and Taylor (1986) bulk aqueous phase chem-
istry is included for all simulations discussed here.
DE4 also includes a modiﬁcation of the RADM2 gas phase
chemistry solver. The other three simulations with RADM2 gas
phase chemistry were all performed with the QSSA chemistry
solver for RADM2 as it is supplied with WRF-Chem. Compared to
observations and simulations with other chemistry mechanisms
and solvers, the WRF-Chem version of the RADM2 QSSA solver
underestimates ozone titration in areas with high NO emissions
(Supplement, Fig. S1). Therefore, an attempt was made to improve
the description of the ozone titration within this solver. Details of
this modiﬁcation are given in the Appendix. As will be shown later
in this paper, the AQMEII phase2 study revealed that the modiﬁ-
cation results in an over-estimation of the ozone concentrations.
The current analysis is based on the model outputs that have
been submitted to the ENSEMBLE system (Bianconi et al., 2004;
Galmarini et al., 2012) by the different groups participating in
AQMEII phase2.
3. Results and discussion
Essentially, the performance of the WRF-Chem simulations for
Europe was comparable to most of the other participating models
Table 1
Conﬁguration of all AQMEII phase2 simulations for Europe with WRF-Chem. The ﬁrst four columns summarize the setup of the simulations discussed in this paper.
SI2 (Baseline) SI1 DE4 AT1 ES1 IT2 IT1 ES3
Version 3.4.1 3.4.1 3.4.1 3.4.1 3.4.1 3.4 with 3.5 VBS 3.4.1 3.4.1
Microphysics Morrisona Morrisona Morrison Morrison Linb Morrison Morrison Morrison
Gas phase chem. RADM2c RADM2 RADM2 modiﬁed RADM2 RADM2 RACMd CBMZe CBMZ
Inorg. aerosol MADEf MADEf MADE MADE MADE MADE MOSAICg MOSAIC
Org. aerosol SORGAMh SORGAMh SORGAM SORGAM SORGAM VBSi e e
Grid scale wet deposition Simple Simple Easter, 2004j Easter, 2004 Easter, 2004 Easter, 2004 Simple Easter, 2004
Grid scale aq. chemistry e e WTk FPl FP WT e FP
Aerosol direct radiative effect No Yes Yes Yes Yes Yes No Yes
Aerosolecloud interactions and indirect effect No No Yes Yes Yes Yes No Yes
a Morrison et al., 2009.
b Lin et al., 1983.
c Stockwell et al., 1990.
d Stockwell et al., 1997.
e Zaveri & Peters 1999.
f Ackermann et al., 1998.
g Zaveri et al., 2008.
h Schell et al., 2001.
i Ahmadov et al., 2012.
j Easter et al., 2004.
k Walcek & Taylor 1986.
l Fahey & Pandis 2001.
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preference for the more simple physics and chemistry options in
WRF-Chem. Except for the wind speed, meteorological results
were similar to or better than those of the other participating
models.
Although wind speed was over-predicted by the majority of the
models (Brunner et al., 2015), the over-prediction by 25e35% for
the WRF-Chem simulations is on the high side. WRF is generally
known to over-predict in particular at low to moderate wind
speeds, not only for the simple but also for the more complex
boundary layer schemes. This over-prediction can be partly
attributed to unresolved topography such as hills and valleys and
other smaller scale terrain features by the default surface drag
parameterization (Jimenez and Dudhia, 2012, Mass and Ovens,
2011). It may also be speculated that the choice of surface param-
eters, the choice of the land surface model, the vertical model
resolution, and the way how the 10 m wind speed is interpolated
from the values at grid points may have an effect.
Annual domain-mean ozone concentrations were reproduced
by the simulations using the RADM2mechanismwith a normalized
mean bias between5% for AT1 and1.6% for DE4 and correlations
around 0.85 for all simulations. For DE4, almost 10 ppbv higher
ozone concentrations were found in the Southern part of the
modeling domain compared to those of the simulations with the
unmodiﬁed RADM2 solver.
Fig. 1 shows the simulated seasonal mean distribution of PM10
during 2010 for the baseline case SI2. PM10 concentrations were
generally underestimated in all simulations with a normalized
mean bias of 22%/49% for SI2 and SI1 and 43%/61% for AT1
and DE4 for rural/urban stations, respectively (Im et al., 2015a,b).
For PM2.5, the performance was better with normalized mean
biases of 9%/27% and 31%/45%, respectively. Similar under-
predictions were not only found for WRF-Chem but also for the
majority of models participating in AQMEII phase2. Besides a
possible underestimation of anthropogenic emissions, this under-
prediction may partly be attributed to the comparatively coarse
resolution, which does not resolve urban pollution hotspots.
Furthermore, the overestimation of the wind speed can result in a
too fast removal of pollutants from urban areas.
Due to the importance of the Russian wild ﬁre emissions, a
strong focus of the following discussion is on the summer season.
This is also reﬂected in the choice of ﬁgures. Figures for seasonsother than summer are only included in the paper if the feedback
effects vary strongly with season. However, complete sets of ﬁgures
for all seasons are provided in the Supplementary material.
3.1. Impact of aerosol feedback on meteorological variables
3.1.1. Radiation
The simulated summer 2010 average of the global radiation for
the baseline case without any aerosol meteorology feedbacks (case
SI2) is shown in the upper part of Fig. 2. Due to the typical persis-
tent cloud layer over the North Atlantic the lowest solar radiation is
found in this region.
The middle and lower parts of Fig. 2 show the mean differences
for summer 2010 between the cases with aerosol meteorology
feedback and the baseline case. Consideration of the direct aerosol
effect (case SI1) results in a reduction of the solar radiation
throughout the model domain for all seasons. During the summer,
the average global radiation is 10e20 W m3 or 5% lower in the
Southern part of the modeling domain when the direct aerosol
effect is considered. This can be attributed to high dust concen-
trations in this area. Over the North Atlantic the incoming solar
radiation is only 2% lower for case SI1 than for the baseline case.
Over Russia, the high aerosol concentrations due to the forest ﬁres
between July 25th and August 19th reduced the summer average of
the global radiation by up to 25 W m3. On single days, the solar
radiation in the ﬁre region was attenuated by 100 W m2 (see also
Kong et al., 2015).
Urban aerosol emissions contributed to an additional local
reduction by only 1e2 W m2 or 2e3% in the summer. Therefore,
the effect of urban anthropogenic PM emissions for major cities or
the Po valley in northern Italy cannot be recognized in Fig. 2. Due to
the underestimation of anthropogenic aerosol concentrations for
urban areas in the model simulations (Im et al., 25015a,b), this ef-
fect is only comparatively weak and probably also underestimated.
The current results for the impact of the direct aerosol effect
seem to differ from the results of Forkel et al. (2012), who per-
formed a continuous simulation over two months. This continuous
simulation allowed the development of semi-direct effects, i.e. the
absorption of solar radiation could induce subsequent changes in
PBL height, cloud cover, and precipitation. In the current study, the
restart of the meteorology every two days constrains the devel-
opment of semi-direct effects and the propagation of feedback
Fig. 1. Seasonal mean PM10 in mg m3 for the baseline case SI2 for spring (MAM), summer (JJA), fall (SON), and winter (DJF).
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and August, where the strong attenuation of solar radiation due to
high and temporally variable aerosol concentrations induced a
faster development of semi-direct effects. However, the occurrence
of semi-direct effects during this episode is only visible as irregular
pattern in the daily ﬁelds of solar radiation and is not visible in the
seasonal mean of the solar radiation.
When comparing results where the aerosol indirect effect is
considered with the baseline case, the most striking feature is the
strong increase in solar radiation over the Atlantic and Northern
Europe. Since similar results were found for AT1 and DE4, only DE4
is displayed in Fig. 2. Simulated aerosol particle numbers over the
Atlantic are only in the range of only 1000e3000 particles per kg of
air. When aerosol cloud interactions are considered, this results in
simulated cloud droplet numbers between 5 and 100 cm3. If
simulated aerosol concentrations are not taken into account for
cloud droplet formation, a standard value of 250 cloud droplets per
cm3 is assumed for the entire modeling domain in the standard
conﬁguration of WRF. This assumption, which is more typical for
continental conditions, results in a liquid water path and a cloud
optical depth over the North Atlantic for the cases SI1 and SI2,
which is almost twice as high as for the cases AT1 and DE4. The
lower liquid water paths for cases AT1 and DE4 lead to a 40% in-
crease in the summer average global radiation over the North
Atlantic. In spring, a relative increase of 25% was found, in autumn
ca. 20%, and in winter the solar radiation was only 10% higher for
AT1 and DE4 than for the baseline case.
A small reduction in the cloud liquid water path in summer was
found for the cases AT1 and DE4 even for central Europe. As a result,
the decrease in solar radiation due to the direct aerosol effect can be
partly compensated when the indirect effect is included. Anexception is the region of the Russian forest ﬁres, where very high
aerosol concentrations occurred and cloud droplet numbers were
higher than for cases SI1 and SI2 during the ﬁre episode.
The differences between the simulated liquid water paths and
global radiation for the cases AT1 and DE4 and the baseline case are
similar to the patterns found for other cases including aerosol cloud
interactions (cases ES1, IT2, and ES3). This indicates that the
reduction of the cloud liquid water path and the resulting increase
of the global radiation are independent of the applied aerosol
module and cloud microphysics module (Baro et al., 2015; San Jose
et al., 2015). Previous tests indicated that this effect will still persist
for aerosol concentrations over the North Atlantic that are twice as
high as those simulated here. As shown by Forkel et al. (2012), the
reduction in cloud optical depth can result in better agreement
between observed and simulated solar radiation for cloudy condi-
tions in regions with low aerosol concentrations like Northern
Europe.
Considering the seasonal variability of the incoming solar radi-
ation and the presence or absence of extreme PM concentrations
(e.g. from the Russian wildﬁre emissions) the effect was similar for
the other seasons (ﬁgures for all seasons are shown in the
Supplement).
However, it has to be emphasized, that the differences in cloud
optical depths and global radiation between simulations with and
without aerosol cloud interactions will depend to some extent on
the assumed baseline droplet concentrations if no explicit aerosol
cloud interactions are included. In the standard conﬁguration of
WRF and WRF-Chem 3.4.1, continental conditions were implicitly
assumed for the entire modeling domain if cloud droplet formation
is not explicitly calculated from predicted aerosol particle numbers.
More realistic aerosol ﬁelds for the baseline case instead of
Fig. 2. Seasonal mean solar radiation for summer 2010 in W m2. Top: Baseline;
center: difference between case SI1 with direct aerosol effect and baseline; bottom:
difference between case DE4 with direct plus indirect aerosol effect and baseline.
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improve the model's performance for unpolluted conditions and
reduce the differences between simulations where aerosol cloud
interactions depend on simulated aerosol concentrations and the
baseline. This option, which is available since the WRF version 3.6,
was not yet available for the current study. On the other hand, ef-
fects may probably be even more pronounced if aerosol cloud in-
teractions were also included in the sub-grid convective cloud
parameterizations.
3.1.2. Temperature and PBL height
The simulated seasonal mean temperature was found to
decrease due to the direct aerosol effect by 0.1e0.3 (Fig. 3), withthe patterns mostly reﬂecting the patterns of decreased solar ra-
diation. The temperature decrease was more pronounced in sum-
mer than inwinter. Although the dust concentration over Northern
Africa was highest in the spring, the effect on temperature was
slightly stronger in the summer due to the higher solar radiation
(Supplement, Fig. S3). The aerosol emitted by the Russian forest
ﬁres resulted in a decrease of the mean summer temperature by
0.4. Looking at single days, a maximum reduction by almost one
degree was found (not shown). Note that no heat release due to the
ﬁres was considered in the simulations.
The additional inclusion of aerosol cloud interactions and the
indirect aerosol effect result in an additional temperature decrease
for the major part of the modeling domain. In spite of the higher
solar radiation over the North Atlantic, lower near surface tem-
peratures were found there. This can be attributed to the combined
effect of the prescribed sea surface temperature and enhanced
precipitation. The temperature decrease was most pronounced
during the summer.
Over Northern Europe, the simulated strong increase in solar
radiation for the cases including aerosol cloud interactions and the
indirect aerosol effect results in highermean summer temperatures
by up to 1. However, a decrease of the cloud liquid water path not
only results in increased solar radiation but can also lead to
enhanced cooling due to long-wave radiation. Since solar radiation
is very low in Northern Europe duringwinter, the cooling due to the
increased outgoing long-wave radiation becomes dominant.
Therefore, winter temperatures in Scandinavia were up to one
degree lower for cases DE4 and AT1 than for those cases where no
aerosol cloud interactions were taken into account (Fig. 3, lower
right). For spring and autumn, temperatures that were between 0.2
and 0.4 lower were found over Scandinavia (See electronic
supplement, Fig. S3).
The large scale patterns of the summertime temperature dif-
ferences shown in Fig. 3 are strongly reﬂected in the patterns of
changes in PBL height (Fig. 4). The small mean additional direct
aerosol effect for anthropogenic pollution hotspots of only 1
to 2 Wm2 led to mean PBL heights that were 5e8 m lower than
in the surrounding regions during the spring and summer. How-
ever, except for the Po valley in Northern Italy, this effect is not
visible in the seasonal mean differences due to the small extension
of these local minima. When the indirect aerosol effect is also
considered, this small effect of urban areas is additionally masked
by changes in the cloud optical depth. Furthermore, lower PBL
heights are found over the Channel and the Mediterranean in spite
of the slightly increased or unchanged near surface temperatures.3.1.3. Precipitation
Aerosol cloud interactions and the subsequent impact on pre-
cipitation can be considered to be on the highest rank of the most
important meteorology and chemistry interactions (Baklanov et al.,
2014). For the current case studies, the inclusion of aerosol cloud
interactions had a strong effect on simulated cloud droplet number
concentrations and resulted in a pronounced increase of the pre-
cipitation over the North Atlantic for all seasons. Since the evalu-
ation data set used by Brunner et al. (2015) is restricted to land
surfaces, an additional comparison of the simulated precipitation
against the GPCP (Global Precipitation Climatology Project, http://
www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html) data set
was performed. The GPCP data set with a horizontal resolution of
2.5 also covers the ocean, which is not the case for the better
25 km resolution E-OBS data set (http://www.ecad.eu, Haylock et
al., 2008). GPCP is a merged data set from satellite and gauge
data supplied by NOAA ESRL. For the comparison, the model results
were interpolated on the grids of the observational data.
Fig. 3. Seasonal mean temperature difference between case SI1 and SI2 (top) and between DE4 and SI2 (left) for summer (top) and winter (right).
Fig. 4. Seasonal mean PBL height difference between case SI1 and baseline (top) and between DE4 and baseline (bottom) for spring (left) and summer (right).
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Fig. 5. Mean monthly precipitation in mm for summer 2010. Model results are
interpolated to the 2.5 2.5 grid of the GPCD observational data. Top to bottom:
GPCD observational data; difference between SI2 (baseline, no aerosol feedback) and
GCPD; difference between SI1 (direct aerosol effect) and baseline; difference between
DE4 (direct aerosol effect plus aerosolecloud interactions) and baseline.
R. Forkel et al. / Atmospheric Environment 115 (2015) 630e645 637The overall spatial patterns of the summertime precipitation
for the baseline case compare well to the GPCP observations,
although the amount of seasonal accumulated precipitation was
lower than observed in the Western part of the modeling
domain and higher in the Eastern part (Fig. 5). It still remains to
be investigated whether this can be attributed to a higher
relevance of the ice phase during these seasons. For the other
seasons, precipitation was higher than observed over the
Atlantic (Fig. S6). For the entire domain, the domain average
bias of precipitation for case SI2 is 6% in spring and
between 2% and þ2% for the other seasons. The spatial cor-
relation was around 0.8 in spring and fall, almost 0.9 in summer,
and 0.77 in winter. Similar results as for the comparison with
the GPCP data were found over land surfaces for the E-OBS data
set (not shown). Also, the monthly variability in precipitation is
well captured (Brunner et al., 2015).
Compared to the base case SI2, the inclusion of the direct aerosol
effect (case SI1) only results in small changes of seasonal precipi-
tation. An exception is the Eastern part of the model domain during
the summer, where the monthly precipitation is decreased locally
by 10 mm. Elsewhere and during the other seasons, the deviations
were between 3 mm and þ3 mm without showing any pro-
nounced pattern. Changes in bias and correlation for the entire
model domain were only marginal.
The additional inclusion of aerosol cloud interactions and the
indirect aerosol effect for grid scale clouds resulted in a further
reduction of precipitation in the summer over Russia by further
5 mm (Fig. 5 shows the difference between case DE4 and SI2; very
similar patterns were found for the case AT1), which corresponds to
a decrease by 20% as compared to the baseline. The increase in
precipitation over the North Atlantic and Northern Europe, i.e. for
regions with very low aerosol and CCN concentrations, is more
pronounced. For case DE4, CCN column number concentrations of
only 2$107 to 1$108 cm2 were found over the North Atlantic as
compared to 5$108 to 1$109 cm2 over the European continent. For
AT1 and DE4, precipitation over the North Atlantic is 10e30%
higher than for SI2. Increased precipitation for pristine conditions
was also reported by Solomos et al. (2011). For summer in partic-
ular, inspection of the large scale patterns shows a slightly better
agreement with observations over land when aerosol effects were
included.
Over the North Atlantic, accounting for aerosol cloud in-
teractions results in a slight improvement of the bias (change
from 10% to 1%) and the correlation (change from 0.7 to 0.75)
between the simulations and the GPCP analysis during the summer.
For the other seasons, the inclusion of aerosol cloud interactions
resulted in a change of the bias for the worse by the same amount
and an almost unchanged correlation.
The deviations from the baseline due to the inclusion of
aerosol effects are generally smaller than differences due to the
application of a different cloud microphysics scheme (case ES1).
These differences are discussed in a companion paper (Baro
et al., 2015).
It must also be taken into account that aerosol cloud interactions
are only considered for the grid scale precipitation. For convective
precipitation, these interactions were not yet included in the WRF-
Chem version 3.4.1. Over water surfaces, and in particular during
the summer also over land, the convective precipitation contributes
approximately 50% to the total precipitation.
3.2. Impact of aerosol feedback on pollutant concentration
3.2.1. NO2 and ozone
The direct aerosol effect results in a small positive deviation of
the NO2 concentration for most of the model domain (Fig. 6).
Fig. 6. Seasonal mean NO2 concentration in ppbv for summer (left) and winter (right). From top to bottom: Baseline concentrations; difference between SI and baseline; difference
between AT1 and baseline; difference between DE4 (same as AT1 but with different aqueous phase chemistry and modiﬁed gas phase solver) and baseline. The maximum value for
DE4-SI2 is 1.04 ppbv, the minimum value is 22 ppbv.
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pollution hotspots like Paris, Moscow, the Po valley, or the forest
ﬁre region in Portugal is only small, NO2 concentrations are
increased by 1e5 % for these areas. In spite of a 50e80 m lower
average PBL height over the region of the Russian forest ﬁres for
case SI1, NO2 concentrations did not increase throughout this area.
The changing patterns of the ﬁre and short term changes of
the PBL height can result in regional increases and decreases of
the summertime average NO2 by ±0.5 ppb. Peak deviations of
50 ppb between case SI1 and the baseline simulation were found
during the ﬁre episode due to temporal and local shifts of the ﬁre
plume.
For case AT1, the small increase in NO2 concentrationwhich was
found for SI1 is partly reversed over Germany and France due to the
modiﬁed cloud water path, solar radiation, and subsequently
altered PBL height. Otherwise, the differences to the baseline case
are quite similar to those found for case SI1. For spring and autumn,
the situation was similar to that in summer.
In the winter, the extended area with increased NO2 for AT1
does not appear to be related to differences in the mean PBL height
between AT1 and the baseline. However, closer inspection of the
diurnal course of the PBL heights shows that during winter the
aerosol indirect effect results in lower PBL heights for AT1 than for
the baseline in particular at night and in the morning. These con-
ditions are more favorable for the nighttime accumulation of pri-
mary pollutants. The comparatively small increase in solar
radiation during the daytime has almost no effect on the PBL height
and NO2 concentrations during this time. Accordingly, the increase
in the mean NO2 concentration in winter is mainly due to higher
concentrations during the night (winter mean 0.6 ppb) and in the
morning hours.
Ozone concentrations were found to be marginally lower for
case SI11 than for the baseline over major parts of Europe during
the summer. This can be partly attributed to lower photochemical
activity and the reduction in solar radiation by the direct aerosol
effect and to lower temperatures which lead to 2e3 % lower
isoprene concentrations. The higher NOx due to lower PBL heights
also adds to this effect. However, except for Russia, this reduction
is less than 0.2 ppb (Fig. 7). The most pronounced decrease was
found for the region North-East of the Russian forest ﬁre area.
There, the summertime mean ozone was 1 ppb lower for SI1 than
for the baseline case. Over the major parts of Northern Africa, the
0.4 ppb decrease in mean ozone can be almost completely related
to lower photolysis and reaction rates due to the lack of isoprene
and NOx.
For investigation of the impact of the indirect aerosol effect on
simulated near surface ozone, only case AT1 can be compared
directly to SI1 and SI2. Over the North Atlantic, the summertime
mean ozone was almost 2 ppb lower for AT1 than for the baseline
case. In this area, the indirect aerosol effect resulted in strongly
enhanced global radiation (Fig. 1) and photolysis frequencies (not
shown). For low pollution levels, enhanced photochemical ac-
tivity is known to result in ozone depletion (Murazaki and Hess,
2006).
For regions with high aerosol concentrations and low cloudi-
ness, like Northern Africa and also Russia during the forest ﬁre
episode the patterns of ozone decrease reﬂect the patterns of the
decrease in shortwave radiation due to the direct aerosol effect.
There, the ozone decrease for case AT1 in the summer is similar to
the ozone decrease for case SI1. For regions with lower aerosol
concentrations, like Central Europe and parts of Scandinavia, the
decrease in global radiation was less pronounced and the tem-
perature was higher during summer for the cases AT1 and DE4
than for SI1 (Fig. 3 and Fig. S3). This changed the deviation of the
isoprene concentration, which was negative for case SI1 to positivefor AT1 and DE4, which could be a reason for the increase in ozone
for AT1.
In the winter, ozone concentrations that were up to 2 ppb lower
were found over Central and Eastern Europe when the indirect
aerosol effect was included. This may be related to the increased
NO2 over Central Europe (Fig. 6, ‘AT1-SI2’).
The pronounced differences between case DE4 and the baseline
simulation are mostly not due to aerosol meteorology interactions,
but due to modiﬁcation of the gas phase chemistry solver. This
modiﬁcation has been introduced since the QSSA RADM2 solver
supplied with WRF-Chem under-estimates ozone titration in the
presence of high NO emissions. For example, simulations with
CBM-Z (Supplement, Fig. S1) are able to reproduce this feature.
Inspection of the NO2 and ozone differences between DE4 and SI2
shown in Figs. 6 and 7 indicates that the modiﬁed solver yields a
more pronounced ozone titration and lower NO2 for the regions
with high NO sources. However, elsewhere and in particular in the
free troposphere (not shown) too high NO2 concentrations devel-
oped during the year-long simulation. Nevertheless, Fig. 6 shows
that, similar to AT1, the accumulation of NO2 in the area from
Northern Germany to the Baltic States in the winter as well as the
associated depression of the ozone concentration also occurs in this
case.
In spite of the changes in NO2 and ozone patterns that may be
related to speciﬁc aerosol feedbacks on atmospheric conditions, it
must be concluded that on the average, the impact of the aerosol
direct and indirect effect on ozone concentrations is below 5%,
except for extreme events like the Russian 2010 wildﬁres.3.2.2. PM10 and PM2.5
Aerosol concentrations were generally underestimated by up
to 50%. This was the case not only for WRF-Chem but also for the
majority of the models participating in the AQMEII phase2 model
intercomparison. As reported by Balzarini et al. (2015) this can
probably be attributed to the strong underestimation of organic
compounds. MADE/SORGAM is known to under-predict second-
ary organic aerosol compounds (Ahmadov et al., 2012). Also,
aerosol in the coarse mode is known to be under-predicted. On
the other hand, near surface concentrations of aerosol
sulfate, nitrate, and ammonium were overestimated for the case
SI2.
Over Europe consideration of the direct aerosol effect results in
an increase of PM10 and PM2.5 by less than 5% (Figs. 8 and 9). Similar
to the NO2 concentrations, the deviations of the simulated PM
concentrations between SI1 and the baseline case show a patchy
pattern over the Russian wildﬁre area due to local disturbances of
the wind speed and the PBL height reductions resulting from the
strongly decreased solar radiation in this area. As also indicated by
Fig. 8, inclusion of the direct aerosol effect essentially had no effect
on the emissions and concentrations of sea salt over the North
Atlantic and the Mediterranean. Changes in the sea salt concen-
trations were below 1 mg m3, which is also in line with the less
than 1% deviations in wind speed (not shown) found there. Over
North Africa, PM10, which almost completely consists of mineral
dust emissions in this area, is reduced by up to 2e5 mgm3. This can
be attributed to 1e3% lower wind speeds there.
Inclusion of aerosol cloud interactions results in a further
reduction of the already too low simulated PM10 and PM2.5 by up to
50% compared to the baseline case. This decrease is related to
removal by grid scale precipitation. Over the North Atlantic, the
consideration of aerosol cloud interactions results in 20e50% lower
PM10 concentrations were found for cases AT1 and DE4, not only for
the summer but throughout the year. Generally, patterns of dif-
ferences to the baseline case were similar for AT1 and DE4. An
Fig. 7. Seasonal mean ozone concentration in ppbv for summer (left) and winter (right). From top to bottom: Baseline concentrations; difference between SI1 (direct aerosol effect)
and baseline; difference between AT1 and baseline; difference between DE4 (same as AT1 but with different aqueous phase chemistry and modiﬁed gas phase solver) and baseline.
Figures for DE4-SI2 are at different scale.
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positive deviations were found for DE4 during summer.
Lower aerosol concentrations than for the baseline case were
found for almost the entire modeling domain when the aerosol
cloud interactions were included. In this way, the inclusion of
aerosol cloud interactions worsens the already existing under-
prediction of PM10 and PM2.5 concentrations. On the other hand,
too high aerosol sulfate, nitrate, and ammonium concentrations are
simulated for cases SI1 and SI2. However, the enhanced removal of
particulate matter for AT1 and DE4 results in too low aerosol sulfate
(Im et al., 2015b). Further investigation is necessary to determine
whether the removal of aerosol compounds is really overestimated
in WRF-Chem when aerosol cloud interactions are explicitly
considered or whether the higher negative bias is just aFig. 8. Seasonal mean PM10 in mg m3 for summer (left) and winter (right). From top to
difference between DE4 (same as AT1 but with different aqueous phase chemistry and moconsequence of the strongly underestimated organic and coarse
aerosol concentrations.
4. Summary and conclusions
As a contribution to the AQMEII phase2 model intercomparison
exercise eight different simulations for 2010 were performed with
WRF-Chem for the European domain. In order to study the impact
of the direct and indirect aerosol effect on predicted meteorological
variables and on pollutant distributions, the simulations included
different degrees of feedback, ranging from no aerosol effects at all
to inclusion of the aerosol direct radiative effect together with
aerosol cloud interactions and the aerosol indirect effect. The yearly
simulations allow characterization of the average impact of thebottom: Difference between SI1 and baseline; difference between AT1 and baseline;
diﬁed gas phase solver) and baseline. See Fig. 1 for the baseline concentrations.
Fig. 9. Seasonal mean PM2.5 concentration in mg m3 for summer (left) and winter (right). From top to bottom: Baseline concentrations; difference between SI1 and baseline;
difference between AT1 and baseline; difference between DE4 (same as AT1 but with different aqueous phase chemistry) and baseline.
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and the analysis of seasonal behavior. The focus of the current
analysis was on four simulations with RADM2 gas phase chemistry
and the MADE/SORGAM aerosol module.
An intention of the current study was to investigate the impact
of the aerosol direct and indirect effect on meteorology and
pollutant concentrations without disturbance due to semi-direct
effects, i.e. changes of the cloud distribution due to changes in
the radiation budget. The common simulation strategy for AQMEII
phase2, where the entire year 2010 was simulated as a sequence of
two-day time slices, was found to successfully suppress the
development of semi-direct effects under most conditions. An
exception is the region of the Russian forest ﬁres in July and August,
where the strong attenuation of solar radiation due to high and
temporally variable aerosol concentrations induced a faster devel-
opment of semi-direct effects on single days.
Strong feedback effects were found for episodes and regions
with extreme aerosol concentrations, like the 2010 Russian wild-
ﬁres. Here, the direct aerosol effect lowered the seasonal mean
solar radiation by 20 W m3 and seasonal mean temperature by
0.25. This might be considered a lower limit as it must be taken
into account that aerosol concentrations were generally under-
estimated by up to 50%.
The most pronounced feedback effects due to the indirect effect
were found for regions with very low aerosol concentrations like
the Atlantic and Northern Europe. There, the predicted low aerosol
concentrations result in very low cloud droplet numbers and a
reduced cloud liquid water path. The consequence is an increase of
the downward solar radiation by almost 50%, leading to almost one
degree higher mean temperatures in the summer over Northern
Scandinavia. In the winter, the decreased liquid water path leads to
enhanced long-wave cooling with a decrease of the simulated
mean temperature over Scandinavia. In summary, the direct aero-
sol effect leads to lower temperatures and PBL heights for all sea-
sons whereas the impact of the aerosol indirect effect on
temperature over Northern Europe depends strongly on the season.
Up to 30% higher simulated precipitation over the Atlantic
Ocean was simulated when cloud droplet formation accounts for
predicted aerosol concentrations. Previous tests indicated that this
effect will still persist for aerosol concentrations that are twice as
high as those simulated here. The decrease of cloud water path and
the increased global radiation over the Atlantic and Northern
Europe when the indirect aerosol effect is included was found to be
the most robust feature of the WRF-Chem simulations and was
persistent for all seasons. Due to the high aerosol concentrations
from the emissions of the 2010 wildﬁres, 10%e30% lower precipi-
tation was simulated for Russia during the summer when aerosol
cloud interactions were taken into account. The inclusion of aerosol
cloud interactions was found to reduce the bias or improve corre-
lations of simulated precipitation for some episodes and regions,
for example for the North Atlantic and Russia during summer.
However, the domain- and time-averaged performance statistics do
not indicate a general improvement when aerosol feedbacks are
taken into account.
With some exceptions, the impact of aerosol feedbacks on
simulated pollutant distributions was smaller than the effect of the
choice of the chemistrymechanism and the aerosol module. For the
gas phase chemistry, thiswas also conﬁrmed byKnote et al. (2015a).
Like for the majority of the models participating in the AQMEII
phase2 model intercomparison, a strong underestimation of the
aerosol concentrations was also found for the WRF-Chem simula-
tions. The inclusion of aerosol cloud interactions evenworsened the
under-prediction of PM10 and PM2 as it resulted in 50% lower aerosol
concentrations than for the baseline case. Further investigation is
required todeterminewhether the removal of aerosol compounds isreally overestimatedbyWRF-Chemwhen aerosol cloud interactions
are explicitly considered orwhether thehigher negative bias is just a
consequence of the strongly underestimated organic and coarse
aerosol concentrations for the baseline case.
No general statement on the performance of WRF-Chemwill be
given here, as simulation results depend strongly on the conﬁgu-
ration and the chosen physics and chemistry options. One excep-
tion is WRF-Chem's RADM2 QSSA solver and the modiﬁcation of
this solver that was tested here. Although the modiﬁcation of the
solver sometimes resulted in a smaller ozone bias for DE4 than for
the simulations with the unchanged RADM2 solver (Im et al.,
2015a), an outcome of the AQMEII phase2 model intercomparison
was that this modiﬁcation cannot be recommended, as it over-
estimates NO2 and ozone for low NOx conditions. Due to the high
bias of simulated ozone concentration for regions with strong NO
sources that is found when WRF-Chem's original RADM2 solver is
applied, this solver cannot be recommended either. WRF-Chem
users who want to continue using the RADM2 mechanism are
recommended to change to one of WRF-Chem's KPP options for
RADM2.
The results related to aerosol feedbacks on meteorology and
pollutant distributions depend generally on the model conﬁgura-
tion, i.e. on the baseline aerosol and the cloud droplet numbers that
are assumed in themodel if no predicted aerosol concentrations are
used for the calculation of cloud droplet formation. In the WRF-
Chem version 3.4.1 used here, continental conditions are implic-
itly assumed for the entire modeling domain when cloud droplet
numbers are not explicitly calculated from predicted aerosol par-
ticle numbers. The current simulations indicate that this assump-
tion as a strong effect on cloud water content and subsequent
global radiation ﬁelds as it results for clean conditions in much
higher cloud water contents and less precipitation as compared to
simulations where simulated aerosol concentrations are consid-
ered for aerosol cloud interactions. The use of climatological aerosol
ﬁelds instead of horizontally homogeneous particle numbers can
certainly improve simulated cloud water concentrations and global
radiation ﬁelds for clean conditions if no simulated aerosol con-
centrations are available. Differences between simulations with
aerosol cloud interactions depending on simulated aerosol con-
centrations and the baseline would certainly be less pronounced if
climatological aerosol ﬁelds are applied for the baseline case. On
the other hand, effects may become more pronounced if aerosol
cloud interactions are also included in the sub-grid convective
cloud parameterizations.
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gratefully acknowledged.Appendix. Modiﬁcation of the RADM2 solver in WRF-Chem
Within the QSSA chemistry solver for RADM2 that is imple-
mented in WRF-Chem the concentration of NO, cNO, is calculated
diagnostically from the concentration of NOx, cNOx , and the con-
centration of NO2, cNO2 :
cNO ¼ cNOx

ProdNO

LossNO þ cNO2

(A1)
The concentrations cNOx and cNO2 have been calculated from the
prognostic differential equations before. The NO2 concentration is
then re-calculated by the following relationship:
cNO2 ¼ cNO2*cNOx

ProdNO

LossNO þ cNO2

(A2)
ProdNO and LossNO are the production and loss reactions for NO as
given by Stockwell et al. (1990).
This treatment was found to result in an under-representation of
nocturnal ozone titration for areas with high NO emissions.
Therefore, the above treatment was replaced for the DE4
simulation simply by:
cNO ¼ cNOx  cNO2 (A3)
Although (A3) seemed to perform well when short episodes are
simulated and for polluted areas, it turned out during the AQMEII
phase2 application that this simple approach tends to overestimate
the NO2 concentration for pristine regions and in the free tropo-
sphere, which resulted in an overestimation of ozone. This became
particularly evident as the AQMEII domain includes large areas
with very low NO2, such as parts of the Atlantic and the Sahara
desert.
Due to the deﬁciencies of both approaches, we recommend
choosing options with the KPP solver instead of the QSSA solver for
WRF-Chem simulations with the RADM2 mechanism.Appendix A. Supplementary data
Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.atmosenv.2014.10.056.References
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