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Abstract
This paper deals with an index integral transformation using Bessel functions as kernels. It was introduced and studied by
Titchmarsh in 1946 as an example of a continuous spectrum Bessel-function expansions in Sturm{Liouville boundary value
problems. Later in the second edition of his book (Titchmarsh, Eigenfunction Expansions Associated with Second-order
Dierential Equations, Part I, 2nd Edition, Clarendon Press, Oxford, 1946) in 1962 he corrected his expansion by adding
an additional term, which contains a combination of an integral and series. In this paper the Titchmarsh formula is
simplied and contains just integrals with Bessel and Lommel functions as kernels, which generate a pair of Titchmarsh
integral transformations. By using the composition properties of the Titchmarsh transform and its relationship with the
Kontorovich{Lebedev transform, Lp-properties of the Titchmarsh transform are investigated and inversion theorems are
proved. The question of the correctness of Titchmarsh’s formulas is completely closed by this discussion. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction and preliminary results
In 1946 Titchmarsh ([5, p. 83]; see also [1, p. 75]) introduced the following integral representation
of an arbitrary function f dened on the positive half-axis R+, which may be written by a simple
change of variables and functions in the form
f(x) =
2
x
Z 1
0

sinh() Re Ji(x) d
Z 1
0
Re Ji(y)f(y) dy; x> 0; (1.1)
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where J(z) is the Bessel function of the rst kind [1] and we denote as usual Re Ji(x) by the
equality
Re Ji(x) =
Ji(x) + J−i(x)
2
: (1.2)
This representation was an example of a continuous spectrum expansion by Bessel functions in
the theory of a Sturm{Liouville dierential operator of second order. Later in [6] he observed that
expansion (1.1) is incorrect (one can check it, for example, by taking f  1 and making elementary
calculations, which we omit here) and it should contain one more term with an integral and series
(cf. [6, p. 95, formula (4.14.1)])
f(x) =
4
x
1X
n=1
nJ2n(x)
Z 1
0
J2n(y)f(y) dy
+
2
x
Z 1
0

sinh () Re Ji(x) d
Z 1
0
Re Ji(y)f(y) dy: (1.3)
We will prove in this paper that expansion (1.3) is equivalent to the following one:
f(x) =
2
x
Z 1
0
S1; i(x) d
Z 1
0
Re Ji(y)f(y) dy; x> 0; (1.4)
where S1; i(x) is the Lommel function [1]. Note that similar expansions were obtained just formally
in [3,8]. Our main goal also is to study the Titchmarsh transform generated by the expansion (1.4)
in Lp-spaces and prove the corresponding inversion theorems.
Let us give some useful integral representations of kernel (1.2) which we will use below (see
[1])

2 cosh(=2) Re Ji(x) =
Z 1
0
sin(x cosh t)cos(t) dt; (1.5)
Z 1
0
Re Ji(x)e−px dx =
cos( log(p+
p
p2 + 1))p
p2 + 1
; p>0;  2 R+: (1.6)
One can see that the integration over  in formula (1.4) is over the index of Bessel functions.
Therefore, this transform is dierent from the transformations of the convolution type and belongs to
the class of the so-called transformations by index studied, for example, in [9,10]. From the Mellin
transform formula for the Bessel function, the reection formula for the Euler gamma-function [1]
and elementary trigonometric formulas, one can directly obtain the Mellin transform formula for
kernel (1.2). Namely, we haveZ 1
0
Re Ji(x)xs−1 dx = 2s−1 cosh

2

 ((s+ i)=2) ((s− i)=2)
 (s=2) (1− s=2) : (1.7)
In this paper we will establish a relationship between the Titchmarsh transform and the
Kontorovich{Lebedev transform pair [9,10]. Furthermore, note that the Lommel function in (1.4)
can be expressed by the following identity:
S1; i(x) = s1; i(x) +

sinh()Re Ji(x); (1.8)
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where s1; i(x) is another Lommel function, which satises the inhomogeneous Bessel dierential
equation [1]. Hence, we observe that comparing with the Titchmarsh expression (1.1) the inverse
kernel (1.4) has an additional term as the Lommel function s1; i(x).
The following integral and series representations of the Lommel functions S1; i(x) and s1; i(x) are
also worth mentioning (see [1, pp. 84{85, 10, 2, formula (5.7.4.16)])
S1; i(x) = x
Z 1
0
e−xsinh t cosh t cos(t) dt; (1.9)
 

− i
2

 

+ i
2

S1−; i(x) = (2x)2−
Z 1
0
y−1
x2 + y2
Ki(y) dy; (1.10)
s1; i(x) = 8
1X
n=1
n2
4n2 + 2
J2n(x); (1.11)
2
x
Z 1
0
S1; i(x)cos(t) d= e−x sinh t cosh t: (1.12)
Here Ki(y) is the Macdonald function [1].
2. On the equivalence of expansions (1.3) and (1.4)
In this section we will prove that expansions (1.3) and (1.4) coincide and give an example of
sucient conditions on arbitrary functions f when this equivalence is true.
For instance, the following result holds.
Lemma 1. Let f be the Laplace transform of some function h 2 L1(R+) \ L1(R+; x−1=2) (see (3:4)
below). Then representations (1:3) and (1:4) are equivalent.
Proof. According to the conditions of the lemma we consider functions f, which are representable
through the following Laplace integral:
f(x) =
Z 1
0
e−xvh(v) dv; (2.1)
where h(x) 2 L1(R+) \ L1(R+; x−1=2). First, observe that under these conditions the integral of the
Titchmarsh transformation
g() =
Z 1
0
Re Ji(y)f(y) dy (2.2)
exists and may be represented by means of the following expression:
g() =
Z 1
0
cos( log(v+
p
v2 + 1))
h(v)p
v2 + 1
dv; (2.3)
where h is dened by (2.1). Indeed, formally it follows by substitution of (2.1) into (2.2), changing
the order of integration and applying formula (1.6). Motivation of this can be given by the Fubini
theorem via the elementary inequality for Bessel functionsp
xjJ(x)j<C; x>0; Re >− 12 ; (2.4)
356 S.B. Yakubovich / Journal of Computational and Applied Mathematics 118 (2000) 353{361
which leads to the estimate of the iterated integral, namelyZ 1
0
jRe Ji(y)j dy
Z 1
0
e−yvjh(v)j dv
6C
Z 1
0
dyp
y
Z 1
0
e−yvjh(v)j dv
=C
p

Z 1
0
v−1=2jh(v)j dv<1;
where C > 0 is a constant, which depends only on . Now comparing expressions (1.3) and (1.4)
and using identity (1.8) shows that to prove the lemma it is sucient to prove the following equality
(by taking into account the obtained representation (2.3))
2
1X
n=1
nJ2n(x)
Z 1
0
J2n(y)f(y) dy
=
1

Z 1
0
s1; i(x) d
Z 1
0
cos( log(v+
p
v2 + 1))
h(v)p
v2 + 1
dv: (2.5)
Consider series (1.11) and conclude that for each x> 0 it is absolutely convergent, as it is not
dicult to obtain from the majorant
1X
n=1
n2
4n2 + 2
jJ2n(x)j6 14 + 2 e
x2=4
1X
n=1
n2
(2n)!
(x2=4)n <1: (2.6)
This immediately follows from the denition of the Bessel function J2n(x), which gives the inequality
jJ2n(x)j6ex2=4 (x
2=4)n
(2n)!
: (2.7)
Hence, substitute series (1.11) into the right-hand side of (2.5) and change the order of integration
and summation by the Fubini theorem according to estimate (2.6) and the condition h 2 L1(R+).
One may conrm this change by the absolute convergence of the iterated integrals and series, namelyZ 1
0
js1; i(x)j d
Z 1
0
jcos( log(v+
p
v2 + 1))j jh(v)jp
v2 + 1
dv
6ex
2=4
1X
n=1
n2
(2n)!
(x2=4)n
Z 1
0
d
4 + 2
Z 1
0
jh(v)jp
v2 + 1
dv<1:
As a result, after calculation an elementary integral over , we obtain
1

Z 1
0
s1; i(x) d
Z 1
0
cos( log(v+
p
v2 + 1))
h(v)p
v2 + 1
dv
=2
1X
n=1
nJ2n(x)
Z 1
0
(v+
p
v2 + 1)−2n
h(v)p
v2 + 1
dv: (2.8)
Further, recall the integral (2.12.8.3) from [2]Z 1
0
e−vyJ2n(y) dy =
(v+
p
v2 + 1)−2np
v2 + 1
;
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substitute it in (2.8), change the order of integration and invoking (2.1), then we arrive at the
left-hand side of the desired equality (2.5). Lemma 1 is therefore proved.
3. Proof of the expansion theorem
Let us consider the Titchmarsh transformation of the type
g^() =
1
2 cosh(=2)
Z 1
0
Re Ji(y)f(y) dy: (3.1)
We will now use elements of the theory of the Mellin transform from [7] to establish a relationship
between the Titchmarsh transform (3.1) and the Kontorovich{Lebedev transform. For this, we use
formula (1.7) and observe that according to Stirling’s formula [1] of the asymptotic behavior of the
gamma-function (when jsj ! 1; Re s =  for each  2 R+) we obtain that the right-hand side of
equality (1.7) is O(jsj−1). Therefore, when 0<< 1 − p−1 = q−1; 1<p< 2, the gamma-ratio
in (1.7) belongs to Lp(− i1; + i1). If we assume also that f 2 L1−;p(R+) (see formula (4.3)
below) then via Theorem 87 in [7] we arrive at the following representation of the Titchmarsh
transform:
g^() =
1
4i
Z +i1
−i1
2s−1
 ((s+ i)=2) ((s− i)=2)
 (s=2) (1− s=2) f
(1− s) ds; (3.2)
where f(s) is the Mellin transform of f in L;p
f(s) =
Z 1
0
f(y)ys−1 dy: (3.3)
Denoting by
 1(x) =
1
22i
Z 1−+i1
1−−i1
cos
s
2

f(s)x−s ds; (3.4)
we assume that the integral converges in L1−;p-sense. This means, by Theorem 86 from [7], that
sin(s=2)f(1−s) 2 Lq(−i1; +i1). By the Holder inequality, this condition gives that f(1−s) 2
Lq(− i1; + i1) \ L1(− i1; + i1) and consequently, via [7], we see that f 2 L1−;p(R+).
Via the integral representation of the Macdonald function (cf. formula (2.124) in [10]), Theorem 87
from [7] we obtain from (3.2) and (3.4) the following representation of the Titchmarsh transformation
by means of the Kontorovich{Lebedev transform:
g^() =
Z 1
0
Ki(y) 1(y) dy: (3.5)
Thus, we prove the following:
Lemma 2. Let 1<p< 2; 0<< 1=q; p−1 +q−1 =1 and sin(s=2)f(1− s) 2 Lq(− i1; + i1).
Then representation (3:5) holds.
For each > 0 and x> 0 let us consider the following operator, which uses the Titchmarsh
transformation
f(x) =
(2x)−1
2
Z 1
0
 sinh((− ))
cosh(=2)
 

+ i
2

2
S1−; i(x)g() d: (3.6)
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If we formally put  = 0 we immediately obtain the inversion formula in the expansion (1.4). We
will prove that it indeed gives f(x) when ! 0 in (4.6). Finally, we prove:
Theorem 1. Under the conditions of Lemma 2; we have for all x> 0 and
g() =
Z 1
0
Re Ji(y)f(y) dy (3.7)
that
f(x) = lim!0
(2x)−1
2
Z 1
0
 sinh((− ))
cosh(=2)
 

+ i
2

2
S1−; i(x)g() d: (3.8)
Proof. Let f be a function that satises the conditions of Lemma 2, then we show that one can
represent f by the formula
f(x) = 2
Z 1
0
 1(xu)
1 + u2
du; (3.9)
where the function  1 is dened by formula (3.4). Indeed, from (3.4) it follows that  1 2 L1−;p(R+);
1<p< 2; 0<<q−1: Therefore, we apply in (3.9) the Parseval formula for the Mellin transform
[6] and substitute the value of the known beta-integralZ 1
0
xs−1
1 + x2
dx =

2 sin(s=2) : (3.10)
As a result we obtain
2
Z 1
0
 1(xu)
1 + u2
du=
1
2i
Z +i1
−i1

sin(s=2)
sin(s=2)
 f
(1− s)xs−1 ds
=
1
2i
Z 1−+i1
1−−i1
f(s)x−s ds= f(x): (3.11)
The last equality follows because of the above discussion that f(1− s) 2 Lq \ L1(− i1; + i1)
and the inversion formula of the Mellin transform.
Consider integral (3.6) for any > 0 and substitute the value of g() by (3.7) and use the integral
representation of the Lommel function given by formula (1.10). Then taking into account the value
of the Kontorovich{Lebedev transform (3.5) we arrive at the following iterated integral:
f(x) =
4x
2
Z 1
0
 sinh((− ))
Z 1
0
u−1
x2 + u2
Ki(u) du
Z 1
0
Ki(y) 1(y) dy d: (3.12)
Now, use the results from [10] concerning the Kontorovich{Lebedev transformation in L;p. Mak-
ing use of the uniform estimate of the Macdonald function (see [10, p. 15]) and the Holder inequality
in the integral over y (since  1 2 L1−;p) one can show that for all ; x> 0 it is possible to change
the order of integration in (3.12). Then calculating the integral over  by the formula in [10, p. 43]Z 1
0
 sinh((− ))Ki(u)Ki(y) d= uy sin 2
K1(
p
u2 + y2 − 2uy cos )p
u2 + y2 − 2uy cos  ; (3.13)
where K1(z) is the Macdonald function of the index 1, we deduce
f(x) =
2x
 sin 
Z 1
0
Z 1
0
uy
x2 + u2
K1(
p
u2 + y2 − 2uy cos )p
u2 + y2 − 2uy cos   1(y) dy du: (3.14)
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Hence, after changing the variable u= xt and denoting
 1; (xt) =
(xt) sin 

Z 1
0
K1(
p
(xt)2 + y2 − 2xty cos )p
(xt)2 + y2 − 2xty cos  y 1(y) dy (3.15)
we use representation (3.9) and obtain that
f(x)− f(x) = 2
Z 1
0
 1(xt)−  1; (xt)
1 + t2
dt: (3.16)
Thus, we estimate (3.16) as
jf(x)− f(x)j6 2
Z 1
0
j 1(xt)−  1; (xt)j
1 + t2
dt62
 Z 1
0
tq−1
(1 + t2)q
dt
!1=q

Z 1
0
t(1−)p−1j 1(xt)−  1; (xt)jp dt
1=p
= C;qx−1k 1 −  1; k1−;p; (3.17)
where C;q is a positive constant depending on  and q. However the norm of the dierence k 1 −
 1; k1−;p tends to zero, when  ! 0, i.e.,  1;  !  1 by L1−;p-norm via Theorem 2:2 in [10].
Therefore, we veried the limit relation (3.8) and complete the proof of the theorem.
Remark 1. Note that expansion formula (4.14.2) in [6, p. 95] (up to the corresponding changes of
variables and functions)
f(x) =
1
x
1X
n=0
(4n+ 2)J2n+1(x)
Z 1
0
J2n+1(y)f(y) dy
+
2
x
Z 1
0

sinh()Im Ji(x) d
Z 1
0
Im Ji(y)f(y) dy; (3.18)
where
Im Ji(x) =
Ji(x)− J−i(x)
2i
; (3.19)
can be reduced in the same manner to the following expression:
f(x) =− 2x
Z 1
0
S0; i(x) d
Z 1
0
Im Ji(y)f(y) dy; x> 0: (3.20)
This formula as well as a general transformation of Titchmarsh type, which contains a Lommel
function of an arbitrary index has been investigated by the author in [11]. A similar approach is
used in [4] to invert the integral transformation, which depends on the parameter of Whittaker’s
function [8] and to prove for this transform the Plancherel theorem.
4. Transformation with the Lommel kernel function
In this section we formulate results concerning integral transformation over the index of the
Lommel function as the kernel, which is based on the following expansion:
g() =
2

Z 1
0
Re Ji(x)
dx
x
Z 1
0
S1; iy(x)g(y) dy; > 0: (4.1)
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Formally, it diers from the results of the previous section just by replacement of the kernel functions.
One can prove the validity of expansion (4.1) under some conditions on the function g. As usual
we denote the cosine-Fourier transform by the following integral:
[Fcg](x) =
s
2

Z 1
0
g(y) cos(xy) dy; (4.2)
and by Lp(R+;!); p>1 we denote the weighted Lp-space normed by
kfkp;! =
Z 1
0
!(x)jf(x)jp dx
1=p
: (4.3)
For !  1, we mean the usual space Lp(R+). When !(x) = xp−1;  2 R, we denote this space by
L;p(R+). The following results hold valid (cf. [11]).
Theorem 2. Let g 2 L1(R+) and the cosine-Fourier transform [Fcg] 2 L1(R+; cosh x=
p
sinh x). Then
for all  2 R+ expansion (4:1) is true.
Remark 2. We note that the class of functions g is not empty. For example, some self-reciprocal
Fourier transformation functions [7] such as g() = e−
2=2; g() = cosh−1(
p
2) satisfy these condi-
tions.
Let us consider the class of functions g(z) of a complex variable z which are representable in the
cosine-Fourier integral of type
g(z) =
s
2

Z A
1=A
’(t) cos(tz) dt; (4.4)
where A> 1 is a constant and ’ 2 L2(1=A; A). As we can see g(z) is an even function. According
to the Paley{Wiener theorem g belongs to the class of entire functions of exponential type 6A, i.e.
if for any > 0 there is a constant B= B such that for any z
jg(z)j6Be(A+)jzj: (4.5)
Theorem 3. Functions representable in form (4:4) can be expanded by means of integral (4:1) for
z =  2 R+.
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