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1. Poznanski, R.R. (1988) Membrane voltage changes
in passive dendritic trees: a tapering 
equivalent cylinder model. IMA Journal of 
Mathematics Applied in Medicine and Biology. 
5, 113-145.
2. Poznanski, R.R. (1990) Analysis of a postsynaptic
scheme based on a tapering equivalent cable 
model. IMA Journal of Mathematics Applied 
in Medicine and Biology. 7, 175-197.
3. Poznanski, R.R. (1991) A generalized tapering
equivalent cable model for dendritic neurons. 
Bulletin of Mathematical Biology. 53, 457-467
In addition, the following paper has recently been 
accepted for publication:
4. Poznanski, R.R. (1992) Modelling the electrotonic 
structure of starburst amacrine cells in the 
rabbit retina: a functional interpretation
of dendritic morphology. Bulletin of
Mathematical Biology.
The content of this thesis has been contructed from the 
above mentioned material, with the policy that the thesis 
was written first, and thereby avoiding reference to 
the above papers in the text of this thesis.
Roman R. Poznanski 
Canberra (Australia)
April 1991
VA B S T R A C T
A new mathematical model has been developed which 
collapses a dendritic neuron of complex geometry into 
a single electrotonically tapering equivalent cable. The 
modified cable equation governing the transient 
distribution of subthreshold membrane potential in a 
branching tree was transformed, becoming amenable to 
analytic solution. This transformation resulted in a 
Riccati differential equation whose six solutions 
(expressed in terms of elementary functions) express 
the amount and degree of taper found in the equivalent 
cable model.
The Laplace transform method was used to obtain 
analytic expressions for the Green’s function corresponding
to an instantaneous pulse of current injected at a single
point along a tapering equivalent cable with sealed
ends . The time course of the voltage in response to
an arbitrary input was computed using the Green’s function 
in a convolution integral. Infinitesimally brief (Dirac 
6-function) pulses and step pulses were considered. It 
has been demonstrated that inputs located on a tapering 
equivalent cable are more effective at the 
soma than identically placed inputs on a equivalent
vi
cylinder. Asymptotic solutions were also derived to enable
the voltage response behaviour over both relatively short
and long time periods to be analysed. Semilogarithmic
plots of these solutions provided a basis for estimating
the membrane time constant x from experimental transients.m
A formula was derived which showed that tapering tends 
to increase the estimate of the electrotonic length 
parameter L. Transient voltage decrement from a clamped 
soma revealed that tapering tends to reduce the error 
associated with inadequate clamping of the dendritic 
membrane.
An analytic solution of the modified cable equation 
with reversal potentials was used to explore nonlinear 
synaptic effects in passive dendritic trees of arbitrary 
geometry. To illustrate the theory, a sinusoidal equivalent 
cable representing the dendritic arbor of a cat retinal 
6-ganglion cell was used to show that shunting inhibition 
can be effective when located off the direct-path between 
the excitation and the soma. In particular it was shown 
that a peripherally placed excitatory input juxtaposed 
with a shunting inhibitory input could produce a 
voltage-peak minimum at the soma in order to suppress 
the initiation of an action potential at the axon hillock. 
Such a postsynaptic scheme was shown to be applicable to 
directionally selective signal generation in the retina.
v i i
Finally, a detailed morphometric analysis of a
Lucifer yellow-filled Cb amacrine cell undertaken to
provide raw data for the construction of a tapering cable
model with both electrical and geometrical nonuniformities
was employed to determine whether distal input-output
regions of dendrites were electrically isolated from the
soma and each other. Calculations of steady-state
electrotonic current spread showed that dendrites of
starburst amacrine cells process information
electrotonically with a bias towards the somatofugal
direction and for a particular choice of membrane
resistance R values the voltage attenuation in the m
somatopetal direction revealed that the action of these 
dendrites could be confined locally. A functional 
interpretation of these results favours a presynaptic 
version of the cotransmission model which attempts to 
explain how the neural network of starburst amacrine cells 
could account for directionally selective responses
observed in the rabbit retina.
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N O M E N C L A T U R E
The following symbols are used throughout the whole 
thesis, unless stated otherwise.
V = V -E m r Electrotonic potential, as deviation of
membrane potential from resting value (mV).
V . reV = E . - J J E Synaptic reversal potential, as deviation
of the synaptic equilibrium potential from 
resting value (mV).
Gr Resting membrane conductance per unit area 
(fi_1cm"2).
R.l Resistivity of the intracellular material 
( ftcm ).
R =G ~1 m r Resistance across a unit area of membrane 
(ft cm2).
Cm Capacitance per unit area of membrane 
( F cm 22 ) .
Ia Total axial current (A).
i x
Im Total membrane current per unit area 
(A cm  ^) .
t Time (ms).
T =C /G Resting membrane time constant (ms),m m r v '
T=t/x Dimensionless time variable,m
G. Input conductance (fi ).
d . J Diameter of the j  ^ branch element, assumed 
to be constant (cm).
G . J Synaptic conductance per unit area
,0-l(u cm ) .
Axj Distance increment for each different branch 
element encountered along the path to the 
soma (cm) .
= 1 Ax .
j
X Physical distance to the soma (cm).
XR . mj R e s i s t a n c e  a c r o s s  a unit a r e a  of 
m e m b r a n e  of the j ^ b r a n c h  e l e m e n t  
(ß c m ^ ).
V {<Rmj V /4Ri}i C h a r a c t e r i s t i c  l e n g t h  p a r a m e t e r  for 
e a c h  d i f f e r e n t  b r a n c h  e l e m e n t  
e n c o u n t e r e d  a l o n g  the path to the 
soma, a s s u m e d  to c h a n g e  at e a c h  b r a n c h  
p o i n t  ( c m ) .
Z = £ (A xj / Aj ) - / ( d c / X J.) 
j
E l e c t r o t o n i c  d i s t a n c e  f r o m  the
s o m a ( Z = 0 )  is the sum of the Ax.,
e a c h  d i v i d e d  by the A. for that b r a n c h
J
e l e m e n t  ( d i m e n s i o n l e s s ) .
n N u m b e r  of b r a n c h  e l e m e n t s  at an 
e l e c t r o t o n i c  d i s t a n c e  Z f r o m  the 
s o m a  ( d i m e n s i o n l e s s ) .
n 0 N u m b e r  of p r i m a r y  t r u n k s  
( d i m e n s i o n l e s s ) .
D = ( I d . 3 / 2 )2/3t a p e r  ^ j
j=l
D i a m e t e r  of a t a p e r i n g  e q u i v a l e n t  
c a b l e  (cm).
xi
no
D=([d. 3/ 2^273
j=l
Diameter of a uniform equivalent 
cable, with D=d^ if there is 
only a single primary trunk (cm).
F = D3/2 - 3/2taper Geometric ratio factor 
(dimensionless).
F = D3^2 D 3//2taper
x{ I R . 1/2 / I R . 1/2 L mj L mj
j=l j = l
Electrogeometric ratio factor 
(dimensionless).
\ a p e r  = ^ ^ m ^ t a p e r )/^Ri} 2 Characteristic length parameter
of a tapering equivalent cable 
( cm ) .
A = tt D A.taper taper Unit area of membrane
( 2.(cm ) .
A= [ ( RmD )/4R_^ ] * Characteristic length parameter
of a uniform equivalent cable 
( cm ) .
k Constant imposing taper on the 
uniform equivalent cable (k<0).
xii
r = 4 R  . / ( 7Ta , t a p e r  1
2
D ^ ) I n t r a c e l l u l a r  r e s i s t a n c e  p e rt a p e r
u n i t  l e n g t h  o f  a t a p e r i n g  
e q u i v a l e n t  c a b l e  (ficm ^ ).
r = 4 R . / ( tt D 2 ) a l I n t r a c e l l u l a r  r e s i s t a n c e  p e r  
u n i t  l e n g t h  o f  a u n i f o r m  
e q u i v a l e n t  c a b l e  (ficm ^ ).
Q o C h a r g e  ( C ) .
I A p p l i e d  C u r r e n t  ( A ) .
I o M a g n i t u d e  o f  a p p l i e d  c u r r e n t  
a t  t h e  s o m a  ( A ).
L E l e c t r o t o n i c  l e n g t h  o f  a t a p e r i n g  
e q u i v a l e n t  c a b l e  ( d i m e n s i o n l e s s ) .
Z . 
J
L o c a t i o n  o f  s y n a p t i c  i n p u t  
( d i m e n s i o n l e s s ) .
6(Z-Z. ) D i r a c  d e l t a - f u n c t i o n  c o n c e n t r a t e d  
a t  t h e  p o i n t  Z = Z^ . ( d i m e n s i o n l e s s )
xiii
^(Zp’Zj;T)=Kpj(T) G r e e n ' s  f u n c t i o n  d e f i n e d  a s  t h e
v o l t a g e  t r a n s i e n t  at Z = Z  a n d
P
t i m e  T in  a t a p e r i n g  e q u i v a l e n t  
c a b l e  a s  a r e s u l t  of a v e r y  b r i e f  
( D i r a c  d e l t a - f u n c t i o n )  c u r r e n t  
p u l s e  d e l i v e r e d  at Z = Z^ . ($7).
U n E i g e n v a l u e s  of t h e  G r e e n ' s  
f u n c t i o n  .
E i g e n f u n c t i o n s  c o r r e s p o n d i n g  
to t h e  e i g e n v a l u e s .
g •J »m a x M a x i m u m  a m p l i t u d e  ( p e a k )  of 
s y n a p t i c  c o n d u c t a n c e  (fi ^).
T 1T . = a  .J ,m a x  j T i m e  to p e a k  of t h e  s y n a p t i c  
c o n d u c t a n c e  c h a n g e  
( d i m e n s i o n l e s s ) .
8 j ( T ) = g j , m a x a j T e x p ( 1 '-otjT) T i m e  c o u r s e  of t h e  s y n a p t i c  
c o n d u c t a n c e  change(f2  ^) .
V p (T) E l e c t r o t o n i c  p o t e n t i a l  at t h e  
p o i n t  Z = Z^  ( m V ).
x i v
L I S T  OF F I G U R E  L E G E N D S
1.1 A schematic illustration of two single dendrites 
showing a wide range of profuseness and paucity in their 
branching pattern. The dashed line divides each dendrite 
at points of equal electrotonic distance mapping onto 
a sinusoidal equivalent "dendrite" cable.
1.2 Longitudinal sections of equivalent cables derived 
from Table 1.1 whose inhomogeniety is governed by the 
decline of the factor F(Z) with electrotonic distance 
Z. The diameters of the equivalent cables obey equation 
(1.20) and are simply two-thirds root of the combined 
DTP. Parameter values: ot=l . 5 and u)=-1.047, except for the 
sinusoidal cable where the chosen values were ot = 0.15 and 
I co I =1 . 1 63 .
2.1 Time course of voltage in response to a very brief 
(Dirac delta function) current pulse delivered at various 
distances along an open-circuit finite equivalent cable, 
whose diameter decreases exponentially at a rate determined 
by the constant k:(a) k = 0.0; (b) k = — 1.1; (c) k = — 1.8 ; (d)
k = -4.0. The peak response for input injected at the soma 
(dashed curve) is infinite. The electrotonic length L 
of the equivalent cable is 1.0.
2.2 Logarithmic plot of the decay of voltage in response
to a very brief (Dirac delta-function) current pulse, 
delivered at various distances from the soma, of an open- 
circuited finite equivalent cable, whose diameter decreases 
exponentially at a rate determined by the constant k:(a) 
k=0.0; (b) k=-l.l;(c) k=-1.8;(d) k=-4.0. The responses
have been normalized in terms of their peaks and the 
abscissa begins at the peak time in each case. The 
continuous lines correspond to an electrotonic length 
L of the equivalent cable equal to 1.0, while the curves 
shown by the interrupted lines correspond to L=°°.
2.3 Time course of the voltage at the soma in response 
to a current step applied at the point Y = 0 at time T = 0 . 
The continuous curves correspond to L=1.0, while the dashed
curves correspond to L=°°. All responses have been
normalized in terms of their steady-state voltage. The
value of k associated with each curve is shown . The
response in an infinitely short equivalent cable i s
labelled as "Uniformly polarized".
x v i
2.4 Transient voltage decrement in a nontapering equivalent
cable(---) and a tapering equivalent cable(--- ). The
tapering is governed by (a) exp(-l.lZ), (b) exp(-1.8Z),
and (c) exp(-4.0Z). Values were computed from equation
(2.27) with L = 1.0; T = 0.1, 0.2, 0.5, and and n values
from 1 to 50. Roots of the transcendental equation (2.29) 
were evaluated numerically using a Newton-Raphson iteration 
s c h e m e .
2.5 A plot of ß versus L for a current step recorded and
applied at the soma of an exponentially tapering equivalent 
c a b l e .
3.1 The F factor based on the branching pattern of a cat
retinal delta-ganglion cell versus the electrotonic 
distance. The sinusoidal equivalent cable refers to the 
profile of this curve. A delta-cell, taken from Boycott
and Wassle (1974), is shown in the top corner.
3.2 Time course of the excitatory and inhibitory
conductance change represented by equation g. oi.T exp(l-
1 , IT13 X 1
a.T) and g 0 a 0T exp(l-a0T), respectively, with a =1.51 Z ,max Z Z i
and a 0=1.25. The ordinate is expressed in terms of g,Z 1,ma x
which is assumed to vary in the analysis, while the 
abscissa represents the time scale in units of the
dimensionless time variable T.
x v i i
3.3 The input conductance G^n along the sinusoidal
equivalent cable is obtained from equation (3.10) and
expressed as the dimensionless variable r AG.a m
3.4 Electrical equivalent circuit for a small patch of
synaptic membrane of a directionally selective ganglion 
cell receiving two distinct, closely adjacent synapses 
(a dyad). The excitatory battery has its positive pole 
facing the interior of the postsynaptic membrane because 
the equilibrium potential for excitation is positive inside 
(i.e. Ee=10 mV); the inhibitory and resting membrane
batteries have their negative pole facing the interior 
of the postsynaptic membrane because their equilibrium 
potentials are negative inside (i.e. E^-E --70mV). The 
conductance for excitation and inhibition have arrows 
indicating that they can be changed, but the resting 
membrane conductance remains fixed.
3.5 The impulse response function K(Z,Y;T)/r A as a resulta
of a very brief (Dirac delta-function) current pulse 
delivered at various locations along the sinusoidal 
equivalent cable was computed from equation (3.12) with 
n values from 1 to 50. The eigenvalues were numerically 
evaluated using a Newton-Raphson iteration
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scheme. The value of Y associated with each curve is shown. 
In (a) the impulse response function is measured at the 
same position as the input. The ordinate in (b) is 1/200 
of the value shown in (a). The peak response at Z = Y = L 
is approximately 5335. The ordinate is in dimensionless 
units, while the abscissa is the time in units of the 
dimensionless time variable T.
3.6 Effect of the peak synaptic conductance strength on
the peak somatic depolarization caused by the excitatory
input being activated at (a) the soma, (b) the centre,
and (c) the distal tip of the sinusoidal equivalent cable.
Parameter values: r A=50 Mf2; V, rev = 90 mV.a 1
3.7 Deviation of the somatic potential from an initial
voltage of 17 mV caused by the activation of a shunting
inhibitory conductance change at three distinct locations
along the sinusoidal equivalent cable. The excitatory
and inhibitory conductance changes are activated
simultaneously (as expected for stimuli moving in the
null direction) at (a) the soma, (b) the centre, and (c)
the distal tip. The dashed line corresponds to the
threshold level for action potential (spike) initiation.The
abscissa represents the time in units of the dimensionless
time variable T. Parameter values: (a) g. =10nS,°1,max
x i x
(b) 
8 2 ,
8
max
1 , max 
= 2 0 n S .
1 5nS , (c)g1 =18n S ; r A=50Mft; V,rev=90 mV;1,max a 1
4.1 Dendrograms of five dendrites from the Cb starburst 
amacrine cell plotted in terms of anatomical path distance 
from the cell body (abscissa). Each horizontal line 
represents a dendritic branch. The thickness of each 
horizontal line represents the average diameter of the 
branch (calibration bar on lower left represents 1.2 ym).
4.2 A curve showing the assumed sigmoidal R increasem
(left ordinate) and the cumulative membrane area (right 
ordinate, scaled as % of total area) both plotted as 
functions of dendritic path distance (abscissa). Histogram 
of membrane areas in successive 10 ym bins is shown at 
bottom (Calibration bar on lower right represents 90 y m 2 ).
4.3 The parameter (F) of the starburst amacrine cell 
plotted as a function of the electrotonic distance (Z) 
as calculated from the detailed geometry of the dendritic 
tree and assuming a nonuniform 'sigmoidal' Rm distribution 
with a specific axial resistivity R_^  of 300 f2cm. The dashed 
curve represents an approximation of the parameter by 
an exponential function [exp(-1.8 Z)].
4.4 Somatopetal and somatofugal attenuation of steady 
state voltage along a tapering (exponentially) equivalent 
cable model plotted as a function of electrotonic distance 
(Z) with Z=0 and Z=0.8 representing the soma and dendritic 
terminal, respectively. Arrowheads denote direction of 
current flow.
4.5 Tip-to-tip signal decrement along the starburst
amacrines dendritic arbor shown as a percentage of voltage
plotted against the maximum value of the spatially
nonuniform R distribution for two different values of m
R. shown labelled.l
4.6 Somatofugal(--- ) and somatopetal(----) attenuation
of steady-state voltage along the starburst amacrines
dendritic arbor represented as an exponential equivalent
dendrite having a specific axial resistivity (R^) of 300
ficm plotted against the maximum value of the spatially
nonuniform R distribution, m
4.7(a) The model predicts that a single amacrine cell 
provides excitatory input to directionally selective 
subunits from 4 different groups of ganglion cells whose 
preferred directions are anisotropic with respect to each 
other. The mechanism of direction-selectivity is contained
x x i
within a single subunit that is reduplicated 9 or more
times t 0 cover the total area of a particular receptive
field in agreement with the physiological observations
of Barlow and Levick (1965). The receptive field of each
directionally selective unit is shown to possess
preferred direction that i s restricted to one of
nonoverlapping directions in accordance with Oyster
observations (Oyster and Barlow,1967; Oyste r ,1968). Each 
individual direction-selective ganglion cell is shown 
to have the same axis of preferential response (indicated 
by arrow) throughout its receptive field in accordance 
with the experimental results (Barlow and Hill,1963; Barlow 
et al . , 1964).
4.7(b) The model proposes that any chosen local region 
(subunit) in the receptive field of a single directionally 
selective unit receives input from the distal dendrites 
of starburst amacrines. The dendrites of starburst 
amacrines with somata shown as unfilled circles provide 
cholinergic input to the chosen subunit, while the 
dendrites which mediate the release of GABA are spatially 
arranged so as to produce a "silent" inhibitory surround 
(shown by the dashed line) that is similar in appearance 
to the cardioid shape observed experimentally by Wyatt 
and Daw (1975). In accordance with the 2 spot experiments,
xx i i
the lateral extent of this inhibitory area is just under 
half the size of the receptive field diameter of the
directionally selective ganglion cell and i t can also
p r o j e c t some distance into the surround of the receptive
field , depending on the position of the local region
(subunit) in the receptive field (Wyatt and Daw,1975). 
Furthermore, given that the directionally selective unit 
has a receptive field slightly greater than the dendritic 
field of a starburst amacrine cell at each eccentricity, 
the silent-inhibitory surround should extend for only 
half the width of a starburst amacrine cell (Vaney et 
al.,1989; Vaney,1990). The size of the silent inhibitory 
surround would be dependent on the eccentric placement 
of the starburst amacrine cell with respect to the visual 
streak in rabbit or area centralis in cat. For example, 
in the visual streak the dendritic field diameters are 
in the range of 250 jjm > while in the peripheral retina 
they range up to 800 ym, demonstrating a large variation 
with retinal eccentricity (Tauchi and M a s l a n d ,1984) . The 
preferred direction of the directionally selective unit 
encompassed by the network of starburst amacrine cells 
is shown by the arrow.
xx iii
4.8 The anatomical structure of the model consists of 
a directionally selective ganglion cell with a receptive 
field subtending 4^° and sequence-discriminating subunits 
made up from the distal dendrites of starburst amacrine 
cells activated by cone bipolar cells. The inhibitory 
mechanism for implementing the sequence-discrimination 
corresponding to a single subunit is shown to be excitated 
by bipolar inputs 1 7 ’ apart, while successive subunits 
are separated by bipolar inputs 12' apart. This is in 
agreement with the single-slit experiment, whereby the 
complete mechanism of directional selectivity was found 
to be contained within a small subunit 1/9 to 1/18 of 
the entire receptive field (Barlow and Lev i c k ,1965) . The 
existence of an "inhibition-free" zone adjacent to the 
edge of the receptive field that is first crossed when 
motion is in the preferred direction extends approximately 
i° from the edge. A serial synapse is shown enlarged with 
(+) denoting an excitatory synapse and (-) an inhibitory 
synapse. The serial synapses are arranged such that an 
amacrine-amacrine synapse uses GABA to inhibit the 
amacrine-ganglion cell synapse. With the serial synapses 
organized as in the diagram, a spot moving from left to 
right(null direction) will result in no firing in the 
ganglion cell (cf. D owling,1970) . (A) denotes starburst
amacrine cells; (B) denotes cone bipolar cells; (G) denotes 
a directionally selective ganglion cell.
A tapering equivalent cable model 1
C H A P T E R  1 M E M B R A N E  V O L T A G E  C H A N G E S  IN
P A S S I V E  D E N D R I T I C  T R E E S :  A
T A P E R I N G  E Q U I V A L E N T  C A B L E  M O D E L
§ 1 . 1  I n t r o d u c t i o n
A particular class of dendritic tree can be
represented by a single equivalent cylinder, if several 
symmetry requirements hold [for a comprehensive summary 
see Rail ( 1977, 1989) and the lucid monograph by Jack
et al. (1975)]. The equivalent cylinder concept was 
formulated by Rail ( 1962a,b) over two decades ago and 
it provided neurophysiologists with tremendous insight 
into the role dendrites play in neuronal functioning (see 
e.g. Redman, 1976). It is based on four symmetry
requirements, which restrict its application in neuronal 
modelling. In particular, the assumption that synaptic
input must be equal at all points that are at the same 
electrotonic distance from the soma is a significant 
restriction, since local interactions between inputs on 
different branches cannot be investigated. In view of
the above limitation more recent models of the equivalent 
cylinder type have been constructed by Redman (1973) and 
Rinzel and Rail (1974); these relax some or all of the 
symmetry requirements, but remain contingent on the 
validity of the 3/2 power law.
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The 3/2 power law is based on the following two
conditions, which must hold if a dendritic tree is to 
be transformed into an electrotonically equivalent
cylinder :
(1) At every branch point, the parent branch
diameter (assumed constant) raised to the 3/2 power 
must equal the sum of the daughter branch 
diameters (not necessarily equal, but assumed to
be constant) each raised to the 3/2 power.
(2) The sum of the 3/2 power of all branch diameters 
at any given electrotonic distance from the soma 
must remain constant to the point of termination.
Implicit in these two conditions is a further symmetry 
requirement that all terminal branches must end at the
same electrotonic distance from the soma.
As most neurons are not of the equivalent cylinder 
class, but instead show a decline in the dendritic trunk 
parameter, caused by a deviation from the 3/2 power law 
at branch points, completely new models not dependent 
on any of the symmetry requirements have been developed 
(see e.g. Turner,1984; Koch and Poggio, 1985; Segev et 
al., 1985; Holmes, 1986; Carnevale and Lebeda,1987).
However, all these models have the disadvantage that
analytic solutions are not directly available.
Alternatively, in order to adequately approximate 
the loss of the dendritic trunk parameter, the branching
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assumption can be modified by introducing the notion of 
taper into the model. This modification to the 3/2 power 
law enables a variety of different dendritic trees with 
a relative paucity of branching (caused by the early 
termination of individual branch segments) to be treated, 
and the symmetry requirement that terminal branches must 
end at the same electrotonic distance from the soma is 
therefore no longer required.
A dendritic tree can have many forms and still be 
equivalent to the same equivalent cable. An example of 
a dendritic tree that maps onto a sinusoidal equivalent 
cable is shown in Fig. 1.1. However, there is a large 
difference between dendritic trees with dendrites 
terminating at different electrotonic distances and 
dendritic trees with a particular flare and taper but 
having all dendrites end at the same electrotonic distance, 
even though both trees are equivalent to the same 
equivalent structure. The assumption that all dendritic 
processes end at the same electrotonic distance can be 
relaxed for somatic current injection and recording. This 
is because the tapered dendritic profile of the equivalent 
cable would have the same electrical properties as the 
dendritic tree v/hen viewed from the soma. However, if 
the effects of inhibition and excitation on distal 
dendrites are to be compared, then this assumption cannot
be waived.
Dendrite
SOMA
Electrotonic
Distance
Sinusoidal Equivalent Dendrite
Dendrite
(X  F[Z]
SOMA
Electrotonic
Distance
Sinusoidal Equivalent Dendrite
Figure 1.1
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The advantage i n using this model is that only a
single cable equation needs to be solved and i t is
therefore easy to implement. For example, the Green Ts
function can be obtained by analytical rather than 
computational methods, and as a result there is no risk 
of error caused by numerical inversion of the transfer 
function (see e.g. Koch and Poggio, 1985). Another 
important advantage is its ability to analytically 
investigate the effects of parameter changes incorporated 
in the model, and also the luxury of having closed form 
solutions available. Hence, the analytical tractability 
of the model provides the impetus for further work in 
understanding the functional role dendrites play in various 
information processing tasks, such as directional
selectivity in the mammalian retina. This is the major 
aim of this thesis.
Although, Rail recognised that his theory could 
be extended to exponentially tapered equivalent cables, 
he did not develop the theory to cover such cases with 
explicit solutions, and furthermore the theory for the 
more general class of tapering equivalent cables remains 
unpublished (but see Schierwagen, 1989).
In order to understand the role changing geometry 
plays in controlling neuronal activity theoretical works 
dealing with tapers have been published by several authors 
using nonequivalent cable models where the number of
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dendritic branches parameter is equal to unity (see 
Goldstein and Rail, 1974; Strain and Brockman, 1975; Keller 
and Lai, 1976; Brockman, 1981; Ellias and Stevens, 1983; 
Rose and Dagum, 1988).
The classical work of Goldstein and Rail (1974) dealt 
with the effects of changes in the shape and velocity 
of impulses as they propagated along noncylindrical axons 
which tapered exponentially with distance. However, the 
first major work to appear in the literature which involved 
nonaxonic nerve processes with geometrical inhomogeneities 
in the form of tapering was by Strain and Brockman (1975). 
They calculated the steady-state voltage decay in a passive 
nerve cylinder for three different geometries by 
numerically integrating the differential equation. For 
a linear taper, the decay of the voltage was found be 
slower than that of a uniform cylinder. Unfortunately, 
analytical solutions for the time-variant case were not 
obtained, but numerical methods have been utilized that 
enable the transient response in geometrically 
inhomogeneous nerve cylinders to be determined (see e.g. 
Keller and Lai, 1976; Brockman, 1981; Ellias and Stevens, 
1983; Rose and Dagum,1988).
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§1.2 Derivation of the governing equation
The formulation given here of the equation associated 
with a tapering equivalent cable in the presence of 
synaptic input proceeds along different lines from that 
previously presented by Jack et al.(1975). All the 
quantities are expressed in terms of the generalized 
electrotonic distance Z, under the assumption that all 
branch elements have constant but not identical diameters. 
In addition, the factor F which imposes a nonuniformity 
on the equivalent cable is incorporated into the equation, 
together with effects of synaptic action modelled by a 
change in postsynaptic membrane conductance.
In a nonuniform structure, the membrane current per 
unit area is given by
-1 3 la
Im = [ttADF(Z) ] { }
3Z
(1 .1)
where the total axial current is expressed as
la = [ra,taper \aper ] { } (1.2)
3Z
Differentiating both sides of equation (1.2) with respect 
to Z and substituting the result into equation (1.1),
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yields the following result
Im =
-1
F dF av 3 V
dZ 3Z 3Z2
(1.3)
The total membrane current per unit area of the 
synaptic membrane can be written as the sum of the ionic 
and capacitive currents, that is,
av rev revIm = Cm —  + GrV + Ge(V-Ve ) + Gi(V-Vi ) (1.4)
31
where it is assumed that synaptic activity associated 
with excitation or inhibition on a dendritic tree occurs 
on all of the branch elements that are at the same 
electrotonic distance from the soma. It is important to 
stress that the membrane resistance across a unit area 
of synaptic membrane is no longer passive because it is 
also dependent on the synaptic conductance changes, that 
is
Rm
* + G + G. ) e l (1.5)
but, if each synaptic conductance change is assumed to 
occupy an infinitesimal region represented symbolically 
by a Dirac delta-function, then the passive membrane
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properties will not change (Poggio and Torre, 1978). By 
passive it is assumed that for a unit area of membrane 
the capacitance and the resistance in parallel are 
independent of both time and voltage.
Equating equations (1.3) and (1.4), and multiplying 
both sides by , a modified cable equation describing 
membrane voltage changes in the presence of synaptic 
input is obtained:
av = a_^_v + xdF av 
3T az2 dz az
2
v , l  r „ A 6(Z - Z .)g.(T)V + L a,taper taper j j
j = l
x [V.rev - V] (1.6)
where the summation subscript j=l,2 denotes excitation 
and inhibition, respectively, and time has been scaled, 
or cast in dimensionless form, in terms of the membrane 
time constant. Note that the synaptic conductance changes
per unit area G and G.e l have been converted into g^ = AGe
and 82=AG., respectively , where A is the unit areal o f
membrane. In the absence of synaptic input the last term
on the right hand side of equation (1.6) vanishes and
the equation becomes:
a2v
az2
- lav
3T
V + F dF av 
dz az
(1.7)
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It is emphasized that equation (1.7) also arises in circuit 
theory as an equation representing an inhomogeneous 
(nonuniform) RC network or transmission line. As a result, 
similar solutions have previously been derived by Kelly 
and Ghausi (1965).
§1.3 Condition for reduction to a tapering equivalent 
cable
The reduction of a dendritic tree to a single tapering 
equivalent cable is analogous to the approach used by 
Rail (1962a) in constructing an equivalent cylinder 
representation of the dendritic tree, with the exception 
that the so-called 3/2 power law at branch points need 
not hold.
The following parabolic partial differential equation 
describes passive membrane potential distribution in a 
dendritic tree with noncylindrical branches (Rail, 1962a, 
equations 20 and 23; Jack et al., 1975, equation 7.42):
9 2 V 
9Z 2
3V
3Z
[(— )
-1
d x
d_ 
d x
3/2
ln{ r n [i+ (— >2]4} ]
d x
(1.8)3V_
9T
V +
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where the radius (r) of all branch segments and the number 
of dendritic branches (n) are both functions of actual 
distance (x) from the soma, and
Z
X
/ d?/A 
0
taper (1.9)
defines the electrotonic distance for situations where
there is a continuously changing characteristic length
parameter (A ) :13 p g r
taper (r/ro ) [1 + ( — )2 
d x
- i (1.1 0)
where A =[R r /2R.12 is the characteristic length parameter o m o  l
for a cylinder with radius rQ (taken as the initial radius 
at x=0). The generalized electrotonic distance and 
characteristic length Z and A respectively, areL cL p 0 IT
concepts first introduced by Rail ( 1962a,b) and illustrated 
in some detail for an exponentially tapering core conductor 
by Goldstein and Rall(1974).
Rail (1962a, p.1079) has shown mathematically that 
there exists a particular class of branching pattern, 
involving tapering of branches which would allow a 
dendritic tree to be electrotonically equivalent to a
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single one-dimensional cylinder. The following condition 
between r and n must hold for such a branching pattern 
(see also Jack et al., 1975, equation 7.43):
3/2 2 i
nr [1 + ( —— ) ] = constant (1.11)
d x
However, since our aim is to determine combinations of 
tapering and branching which will allow the dendritic 
tree to be electrotonically equivalent to a tapering cable 
[represented by equation (1.7)], the following condition 
between r and n must hold (cf. Rail, 1962a, equation 21; 
and also Jack et al., 1975, equation 7.59 for the special 
case of exponential taper):
3/2 ckr 2 i 3/2
n r  [ l + (  ) ] = n r  F(Z;k) (1.12)
a „ o o
where n is the number of branches at x=0 and F is a factor o
which imposes taper on the equivalent cable. As a result, 
the coefficient of 3V/3Z in equation (1.8) simplifies 
to F 1(dF/dZ) and the equation describing passive membrane 
electrotonus in a branching dendritic tree (with 
noncylindrical branches) reduces to the modified cable 
equation derived in the previous section [provided that 
the dendritic branching satisfies equation (1.12)].
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It has been shown that the class of dendritic trees
which are represented as equivalent cylinders , satisfy
the property that the rate of change of dendritic surface
ar ea , with respect to x, remains proportional to the rate
of change of electrotonic distance, with respect to x
(Rail, 1962a, equation 25 ; Jack et al. ,1975 , equation
7.45):
d A dZ
oc (1.13)
d x d x
However, for the larger class of dendritic trees 
represented by tapering equivalent cables, the following 
property must hold:
dA dZ
- F(Z ;k )[ ] (1.14)
d x d x
or alternatively
d A
« F(Z ;k ) (1.15)
dZ
which has been quoted in Rail (1969, p.1505) for the
special case of exponential taper.
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If for convenience, the analysis can be restricted 
to the case where each dendritic branch is represented 
by a cylinder of constant diameter [dr/dx=0] and each 
individual branch at any given value of x or Z is 
characterized by a different diameter, then after replacing 
radius with diameter, together with the above assumptions, 
the condition on r and n governed by equation (1.12) 
becomes (cf. Rail, 1962b. p.149 for the special case of
exponential taper):
[ Xdj3/2 ] F(Z;k) 
j = l
n ( x )
: I d
j=l
3/2 (1.16)
which defines the combined DTP, where d^. represents the
diameter of the branch at distance x from the soma,
with Z=0 when x=0. Alternatively, if x represents the
actual distance measured along successive branch points
and branching occurs at distances 0=xo< #,,<Xp with n^
branches between x. and x.(1, where x.^x^x..,, then anl l+l l l+l
equivalent representation of equation (1.16) in more 
standard notation is (Goldstein and Rail, 1974, equation 
32) :
F(Z ;k ) = I d± .3/2 [ I doj3/2 ] 1 i=0,l,...,p (1.17)
j=l j = l
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Equation (1.17) simply states that the combined DTP at 
any given electrotonic distance from the soma is 
proportional to the factor F. It should be emphasized 
that the assumption [dr/dx=0] imposes a physical limitation 
in interpreting equation (1.17), because F is assumed 
to decrease continuously with Z rather than in discrete 
steps at each branch point (cf. Jack et al., 1975, Fig.
7.11). However, the theory can be extended to branches
which taper at a steady rate and satisfy the condition
[d r/d x ]2« i , but only if all the branches are assumed
to be equal in diameter (see Jack et al., 1975, p.156).
If F is unity then the combined DTP is constant, 
permitting a dendritic tree to be transformed into an 
equivalent cylinder that has a diameter equal to
n
D = [ ldoJ3/2 ]2/3 (1.18) 
j=l
or D=dQ^ if there is only a single dendrite emanating 
from the soma. Also, the characteristic length parameter 
is given by
A [R D/4R. ]m l (1.19)
However, if F is not equal to unity then the diameter
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of the equivalent cable D changes continuously withl 0. p 0 r
electrotonic distance from the soma
Dtaper=D[F(Z;k)l2/3=[^dij3/2]2/3 i=0’1.... P (1-20)
j-1
and the characteristic length parameter, reduces from 
equation (1.10) to become
X taper [ R Dm taper /4iq J * (1.2 1)
If F is greater than unity the branching pattern will
exhibit a wide range of profuseness, and if F is less
than unity there will be a relative paucity of branching
in comparison with the branching pattern of a dendritic
tree which can be reduced to an equivalent cylinder. Note
that at Z=0, equation (1.20) reduces to D =D, and18 p g r
so, throughout this thesis uniform and tapering equivalent 
cables have the same initial diameters. It should also 
be emphasized that the tapering of the combined dendritic 
trunk parameter is known from experimental data, and not 
the actual radius variation of the equivalent cable. 
Therefore, the inhomogeneity incorporated into the 
equivalent cable is not in form of radius variation with 
distance, but the combined dendritic trunk parameter.
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§1.4 Condition for reduction to a tapering equivalent 
cable with electrical and geometrical nonuniformities
The aim of this section will be to generalize the
condition for reduction to a geometrically tapering
equivalent cable, to include electric nonuniformities
such as a spatially nonuniform R distribution, whichm
has recently attracted a lot of attention from several 
workers (see Rail, 1982; Redman et al . , 1987; Fleshman
et al.,1988). It should be mentioned that numerical methods 
employed in compartmental models of neurons with different 
Rm values in each branch segment is an alternative approach 
that will not be discussed here [see Rail (1990) for a 
critical analysis of this technique with regard to the 
problem of nonuniqueness].
The derivation will be carried out in the steady- 
state domain, but extension to the time-dependent domain 
can be carried out along the same lines as sketched by 
Leibovic (1972) for a symmetrical tree.
The steady-state voltage distribution in a dendritic 
tree with cylindrical branches is known to be governed 
by the following ordinary differential equation (cf. Jack 
et al., 1975, equation 7.40):
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[r (x )R m (x )/2Ri ] ll + II (II) :I_
dx d Z 2 dZ dx dx
In [ r2 ( x )n( x )— ]} = 
d x
V
(1.22)
where the radius (r) of all branch segments, the number
of dendritic branches (n) and R are all functions ofm
actual distance (x) from the soma (assumed to be the point 
x=0). The variable Z is defined by equation (1.9), except 
that the characteristic length parameter ^taper ^as the 
following f o r m :
taper [ R (x ) r (x ) / 2R ] m l (1.23)
where R^ is the axial resistivity assumed to be constant.
Likewise, the general equation for steady-state 
voltage distribution in a single one-dimensional uniform 
cable has the following form (Jack et al., 1975, p.148):
(1.24)
The aim will now be to relate equation (1.24) with 
equation (1.22) by some kind of power law. Integrating 
equation (1.9) with respect to x and substituting the 
result into equation (1.22) yields the following
expression :
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d 2V d V  / 2 d 2---  +   [Rm(x )r (x )/2R i ]   ln[r (x)n(x)/Rm (x )] = V
d Z 2 dZ dx
(1.25)
which will reduce to equation (1.24) only if the
coefficient of dV/dZ is set equal to z e r o . Neither r(x)
or R (x) can be zero for any realizable structure andm
therefore, the only condition becomes
n (x) r3/2(x) R ~hx) = n (0) r3/2(0) R "*(0) (1.26)m m
where r(0) is the radius, R^CO) is the specific membrane 
resistivity and n(0) is the number of branches all defined 
at the point x=0.
If for convenience each branch segment at any given
value of x is characterized by a different diameter and
R (x) [as branch segments may extend over a range of x
values a mean value of R (x) is taken for each branchm
segment to ensure that within a segment Rm (x) is fixed],
and branching occurs at distances 0=x <***<x with n.0 o p 1
branches between x. and x.., where x.Sx^x. , , then afterl l+l l l+l
replacing radius with diameter, together with the above 
assumptions equation (1.26) becomes
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11 i
Z(d
j=l
ij / Rm i j = I (d 3 ,/Ru oj m
j=l
oj i = 0 , 1 , . . . , p (1.27)
which is identical to equation (7.23) in Jack et al.(1975) 
when R. is constant.l
If equation (1.27) holds at every given electrotonic 
distance from the soma and all terminal branches end at 
the same electrotonic distance from the soma (with all 
terminations having the same boundary condition) then 
the tree can be transformed mathematically into R a i l ’s 
equivalent cylinder and the steady-state voltage 
distribution determined from equation (1.24) with Z
replaced by X .
However, if for a particular neuron under
investigation equation (1.27) does not hold then a
parameter F can be introduced which would approximate 
the profile followed by equation (1.27) at a given 
electrotonic distance from the soma:
n . n n n .1 o o 1
F(Z) = ( I d ..3/2 /  I d o . 3 / 2 ) ( l R / oj  /  l R mV  ( K 2 8 )
j =1 j =1 j =1 J =1
It should be noted that the parameter F produce a 
nonuniformity in the equivalent cable that is both
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geometrical and electrical. With the substitution of 
parameter F into equation (1.25) the resultant expression 
can be shown to reduce to the following modified cable 
equation:
— - - V + F —  —  = 0 (0<Z<L) (1.29)
dZ2 dZ dZ
representing voltage distribution in a one-dimensional 
tapering structure of electrotonic length (L)-defined 
as the sum of all branch lengths encountered each divided 
by a characteristic length parameter for that particular 
branch element. Defining L for a tree with dendrites ending 
at unequal electrotonic distances is beyond the scope 
of this thesis [but see Glenn(1988) for an interpretation 
of the electrotonic length associated with a nonuniform 
equivalent cable model].
§1.5 Some exactly solvable nonuniformities
It is the aim of this section to provide various 
forms of taper for neurons which show a fall in the DTP. 
Only recently, Schierwagen (1989) [see also Francu and
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Schierwagen, 1989] has formulated a general branching 
condition that incorporates some of these tapers.
The governing equation (1.7) can be simplified by 
introducing a new dependent variable (any relevant boundary 
and initial conditions must also be transformed):
V(Z,T) = V* ( Z , T ) d)(Z) (1.30)
where
d>(z) exp[-i /o ( F )d£] * 0 (1.31)
and the new dependent variable V * is the solution of the 
simpler partial differential equation:
9 V* 
9T
9 2 V* 
9Z 2
- ß*(Z)V* (1.32)
where
B*(z) = i - <t> l(z) jF ill M  + iiij
dZ dZ d Z 2
(1.33)
Equation (1.32) can be solved analytically by classical
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methods, if the coefficient $‘X'(Z) is reduced to a constant. 
For this to occur, the following equation must hold:
llil + F —  ^  + to2 (f> = 0 (1.34)
d Z 2 dZ dZ
where oj is an arbitrary parameter. Substituting equation 
(1.31) into equation (1.34) the following Ricatti equation 
is obtained:
d£ 2
2 +  E, - 4 co2 = 0
dZ
(1.35)
which can be solved exactly by simple integration:
2  ^ ^ --  + Z = a
£ 2 -4oo2
(1.36)
where E, ( Z ) = ( 1 / F ) ( d F/dZ ) and a is a constant of integration.
It can be shown from first principles that there 
exist six solutions of equation (1.36), as co2 is varied 
from a positive to a negative constant.
Consider u)2=0 and £ 2*0 in which case equation (1.36) 
becomes
2 + Z a (1.37)
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which can easily be integrated to yield £=2/(Z-a). But, 
since £ = (1/F)(dF/dZ), it becomes
-1 -1 
/ F dF = / 2[Z 1 - a] dZ' (1.38)
which can be integrated with the help of an identity 
in Spiegel (1968, p.60, no . 14.59) to yield F=c(l-a ^Z)^,
where c is an arbitrary constant of integration assumed 
to equal unity in order for F=1 at Z=0.
Now consider u)2 = £ 2/4 and oo2>0 in which case equation 
(1.36) becomes
2 ^ = 0
dZ
(1.39)
which can be easily integrated to yield £(Z)=a = ±2oo.
But, since £=(1/F)(dF/dZ), it becomes
r “1
* F dF = ±200 / dZ ' + c (1.40)
which can be easily integrated to yield F = c exp[±2u)Z] 
and if at Z = 0, F = 1 then choose c = l to yield the final 
result .
Now consider oj2<C 2/4 and u)2>0 in which case equation
(1.36 ) becomes
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2 / + Z = a (1.41)
E, 2 -4u)2
which can be integrated with the help of an identity in 
Spiegel (1968, p.165, no.14.144) to yield
E, ( Z ) =2u)co t h [ co( Z-a ) ] . But, since £ = ( 1/F ) ( dF/dZ ) , it becomes
/ F ^dF = 2ü) / coth[w(Z'- a)] d Z f + c (1.42)
which can be integrated with the help of an identity in
Spiegel ( 1968, p.90, no.14.615) and a transformation
also in Spiegel ( 1968 , p . 59 , no . 14.49) to yield F = c
s inh2 [ oo( Z-a) ] where c is an arbitrary constant of
integration assumed to equal l/sinh2(joa, yielding the 
final result.
Now consider co2>£2/4 and u)2>0 in which case equation 
(1.36) becomes
-2 / [4oo2-£2 ]  ^ dE, + Z = a (1.43)
which can be integrated with the help of an identity in
Spiegel ( 1 968 , p . 66 , no.14.163) to yield E, ( Z ) =2u)tanh [ iu( Z-a ) ] . 
But, since £=(1/F)(dF/dZ),it becomes
/ F ■''dF = 2u) / tanh[aj(Z' - a)] dZ* + c (1.44)
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which can be integrated with the help of an identity from
Spiegel( 1968, p . 90 , n o .14.607)and a transformation also
in Spiegel ( 1 968 , p . 59 , n o . 14.49) to yield F = c cosh^ [ co( Z-a) ] ,
where c is an arbitrary constant of integration assumed
2to equal 1/cosh wa yielding the final result.
Now consider go2<0 and a*0 in which case equation 
(1 . 36 ) becomes
2 / U 2- 4002 } 1 d£ + Z = a (1.45)
By putting w 2 =-urx'2 or u)=iufx' equation (1.45) becomes
2 / U 2 + 4 or* 2} 1 d£ + Z = a (1.46)
which can be integrated with the help of an identity in
Spiegel(1968,p.64,no.l4.125) to yield E, ( Z ) = 20)* tan [ urx'( a-Z) ] . 
But, since £(Z )= (l/F)(dF/dZ) and tan(- x )=- tan(x ), it 
becomes
/ F_1dF = -2or* / tan[co*(Z'-a) ] d Z f + c (1.47)
which can be integrated with the help of an identity in
Spiegel(1968, p.80, no. 14.429) and a transformation also
in Spiegel ( 1968 , p . 59 , no . 14.49) to yield F=c cos^ [ | a) | (Z-oi) ] , 
where c is an arbitrary constant of integration assumed
to equal l/cos2u)a thereby yielding the final result. It
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Figure 1.2
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As a consequence of 3 being reduced to a constant, 
the following transformation can be applied to further 
simplify the problem:
V*(Z,T) = exp[(l-3*)T] U(Z,T) (1.48)
where U (Z ,T ) satisfies the standard heat equation:
9U = 3 2U 
3T 3Z2 (1.49)
whose solution is well documented (see e.g. Jack et 
al.,1975; Rail,1977; Tuckwell, 1988). It is interesting 
to note that depending on the particular type of taper 
[i.e. upon the value of <f(Z) and 8* in equation (1.30) 
and equation (1.48), respectively, also shown in Table 
1.1], various amounts of amplification of the standard 
cable solutions are possible. This provides a clue to 
the role tapering plays in neural integration. For example, 
a synapse located at a given site along a tapering 
equivalent cable will be more effective than a 
corresponding synapse on a cylinder. Therefore, taper 
will tend to increase the input efficiency as measured 
at the soma of distally placed inputs, with greater 
increase in efficiency for greater rate of taper. This 
supposition will be quantitatively analyzed in the next
chapter of this thesis.
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C H A P T E R  2 A N A L Y T I C A L  S O L U T I O N S  F OR  AN
E X P O N E N T I A L L Y  T A P E R  I N G E Q U  I V A L E N T  
C A B L E  M O D E L
§2.1 Green’s function for a tapering equivalent cable 
with sealed ends
The voltage in response to input generated at an
arbitrary point (z= Y) along an initially quiescent,
tapering equivalent cable with sealed ends can be
determined from the solution of the following initial
boundary value problem:
V + kV - V + A. r Iö(Z-Y)=VT (0<Z<L,T>0) (2.1a)zz z taper a,taper T
Vz (0,T) = Vz (L,T) = 0 (2 .lb)
V(Z,0) = 0 (0<Z^L) (2 . lc)
where Z and T are dimensionless position and time
variables, respectively, and the subscripts denote partial
differentiation with respect to these variables; V=V(Z,T)
1
is the electrotonic potential; A,. =[(R /4R.)D. ]2v taper m i taper
is the generalized characteristic length parameter;
2r = 4R./ttD is the core resistance per unita , taper i taper
length of the tapering equivalent cable; Rm is the 
resistivity of the membrane; R_^  is the resistivity of
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the intracellular material; Dtaper = D exp(2/3 kZ) is the
diameter of the tapering equivalent cable; D is the
diameter of a nontapering equivalent cable; I is the
applied current; L is the (dimensionless) electrotonic 
length parameter; k is a constant which determines the 
amount of exponential taper (k < 0); and 6(Z-Y) is the 
Dirac-delta function concentrated at the point Z=Y.
The solution of equation (3.1) can be written in 
terms of the Green’s function K(Z,T;Y):
It is clear from equation (2.2) that the voltage response 
V(Z,T) to an arbitrary input I(T) can be obtained from 
knowledge of the Green's function. The Green’s function
T
V(Z,T) = / I(?)K(Z,T-C;Y)d? 
0
(2 .2)
K = K'5f‘ exp[-^Zk -(l+rk^)T], is the solution of the following
initial boundary value problem;
(0<Z<L, 0<Y<L, T>0) (2.3a)
K *(0,T;Y) - Jk K*(0,T;Y) = 0 
Kz*(L,T;Y) - ik K*(L,T;Y) = 0
(2.3b)
(2.3c)
(Y)exp[ikY] 6(Z-Y) (2.3d)
where ra(taper(Y)- ra exp(-4/3 kY), with ra = 4R./7iD2 being
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the resistance per unit length of a nontapering equivalent
l
cable, and per(^ )=Aexp(1/3 kY), with A=(RmD/4R^)2 being
the characteristic length parameter of a nontapering 
equivalent cable.
Define K^ "x" (Z , s ; Y ) to be the Laplace transform of
K**(Z,T;Y), and therefore the subsidiary equation
corresponding to equation (2.3) is
- K * "  + s K =  r A exp(-ikY) 6(Z-Y)Li Li 3
to be solved with
Kl*'(0,s ;Y) - ik Kl*(0,s ;Y)=0
Kl*'(L,s ;Y) - ik Kl*(L,s ;Y)=0
where the prime denotes differentiation with respect to 
Z, and s is the transform variable. The solution in the 
Laplace transform space is found by using the technique 
of Friedman(1956 ) :
Kl *(Z,s ;Y) = ra Aexp(-ikY)
x{ H(Y-Z)[ 4s cosh[/s(L-Y)]cosh(/sZ)
-k2 sinh(/sZ)sinh[/s(L-Y)]+ 2/s k sinh[/s(Z + Y-L)] 
/[4/s (s~ik2) sinh(/sL)] ]
+ H(Z-Y)[ 4scosh[/s (L-Z)]cosh(/sY)
-k2 sinh(/sY)sinh[/s(L-Z)]+ 2/s k sinh[/s(Z + Y-L)]
/[4/s(s~ik2)sinh(/sL)] ] } (2.4)
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where H(.) is the Heaviside step function. The inversion 
of K ^ * will be accomplished by the use of the binomial
expansion and Laplace transform tables. To proceed,
equation (2.4) needs to be rearranged by using the
definition o f hyperbolic sine and cosine, and by
multiplying the numerator and denominator by exp(-/s L). 
Consequently, if the denominator is expanded as a power 
series (valid for s>0), the following expression is 
obtained
K " (Z ,s ;Y )= r Aexp(-ikY)Li cl
00
x {H(Y-Z)[ (2/s)~1 I exp[-(2nL+Y-Z)/s]
n=o
+(2/s) 1 I exp[-(2nL+2L-Y+Z)/s]
n = o
+ |- k 2 -4k/s + 4s j £ exp[-(2nL+Z+Y)/ s ]
2/s(4s~k2) n=o
CO
+ ,k2+4k— j l exp[-(2nL+2L-Y-Z)/s] ]
2/s(4s~k2) n=o
00
+ H(Z-Y) t (2/s)~ 1 exp[-(2nL-Y+Z)/s]
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+ (2/s) 1 £ exp[-(2nL+2L-Z+Y)/ s ]
n = o
+
k 2 +4k/s + 4s
[
2/s(4s-k2)
00
I exp[-(2nL+2L-Z-Y)/s] 
n = o
00
+ t k -2~ 4 k - s + 4 s  j l exp[-(2nL + Z + Y)/s] ] }
2/s(4s~k2) n=o
(2.5)
By rewriting the denominator of equation (2.5) as a partial 
fraction expansion, the Laplace transform of the Green's 
function can be inverted using standard tables (Roberts 
and Kaufman, 1966, p. 247 , No.26; p.248, Nos.16, 28):
K ( Z ,T ;Y) = ^ r  A exp[-*k( Z+Y) - ( 1 + i k 2 ) T ]8
x { H(Y-Z) I f 
n = o
exp[-(2nL~Z+Y)2/4T]
/( ttT)
+ exp[-(2nL+2L-Y+Z)2/4T] 
/( ttT )
+ exp[-(2nL+2L-Y-Z)2/4T] 
/( ttT)
+ exp[-(2nL+Y+Z)2/4T]
/( ttT)
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+ k exp[-^k(2nL+2L-Y-Z)+ik2T]
x erfc { (2nL+2L-Y-Z)/2/T - ik/T }
-k exp[ ik(2nL+Z+Y) + ik2T]
x erfc { (2nL+Z +Y)/2/T + ik/T } ]
00
+ H(Z-Y) I [ exp[-(2nL+Z-Y)2/4T]
n = o /(ttT)
+ exp[-(2nL+2L-Z+Y)2/4T]
/(ttT)
+ exp[-(2nL+2L-Z-Y)2/4T]
/( ttT )
+ exp[-(2nL+Z+Y)2/4T]
/(ttT)
+ k exp[-ik(2nL+2L-Y-Z) + ik2T] 
x erfc { (2nL + 2L-Y-Z)/2/T - ik/T }
-k exp [ik (2nL+Z+Y) + ik2T]
x erfc{(2nL+Z+Y)/2/T +ik/T } ] } (2.6)
where erfc(.) denotes the error function complement. In 
the next two sections, equation (2.6) will be used to
Analytical solutions 34
determine the time course of the voltage in response to 
an infinitesimally brief current pulse.
§2.2 Time course to a 6-current pulse
The time course of the voltage response to a brief 
current pulse (delta function), applied at T=0, can be 
obtained from equation (2.2):
T
V(Z,T) = / (Qo /Tm )6(c)K(Z,T-?;Y)d? = (Q q / xm )K (Z ,T ;Y ) (2.7) 
0
where Q q is the charge applied instantaneously at the
point Z = Y, t is the membrane time constant, and K is m
the G r e e n ’s function defined by equation (2.6). If the 
recording is placed at the soma (taken to be the point 
Z=0), then the time course of the voltage response becomes
V (T;Y) = (Q r A/2t ) exp[-jkY-(l+ik2 )T]
o  O  cl III
00
„ v r 2 expf-(2nL+Y)2/4Tl
n = o /( ttT)
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2 exp[-(2nL+2L-Y)2/4Tl
+
/(ttT)
+ k exp[-|k(2nL+2L-Y)+ik2T ] 
x erfc { (2nL+2L-Y)/2/T - ik/T }
- k exp[|k(2nL+Y)+ik2T ]
x erfc { (2nL+Y)/2/T + ik/T } (2.8)
For values of the electrotonic length parameter 
corresponding to infinity, all terms in equation (2.8) 
vanish except the term corresponding to n=0 and therefore 
the voltage response in an infinitely long tapering 
equivalent cable simplifies to
V (T;Y,L+°°) = (Q r A/2x ) exp[~ikY - (l + ik2)T] s o a m
x { 2 exp (-Y/4T) //(ttT)
-k exp(2kY + ik2 T) erfc[ Y/2/T + ^k/T ] }
(2.9)
and if Y = 0, then equation (2.9) becomes identical to the 
equation obtained by Jack (1979, equation 18). In a 
nontapering equivalent cable, it can be shown that the 
voltage response governed by equation (2.8) reduces to
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the following expression:
V (T;Y,L,k-0) = (Q r X/t ) exp (-T) / ( (ttT)o O a. Ul
oo
X l exp[-(nL-iY)2/T] (2.10)
n  =  - o °
which is identical to equation (4.7a) derived by Jack 
et al.(1975), provided that one notes that their X 
corresponds to Y, and that their recording site is located 
at the centre of the cable, so that half the charge spreads 
in each direction, and consequently equation (2.10) should 
be divided by two.
The time course of the voltage in response to a brief 
current pulse applied at various points, at T=0, is plotted 
in Figs. 2.1 and 2.2 . The voltage responses were evaluated 
on a VAX 11/780 computer using double precision arithmetic. 
The error function complement was computed using the 
rational approximations given in Abramowitz and Stegun 
(1965, p.299), but modified with the help of the following
relations :
erfc(x) = l-erf(x), 
erf(-x) = -erf(x),
erfc(-x)= 2-erfc(x).
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The results were computed from equation (2.8) with 
n = 0 ,1,2 , . . . , 11 , and the constant term Q r A/2t was taken 
arbitrarily to equal 1/2. Furthermore, the error made 
in truncating the series in equation (2.8) after the first 
N terms can be shown to be bounded by the following 
expression, provided that NL>>/T:
|TEn I<exp[-ikY-(l+ik2)T]erfc(NL//T),(T>0, Y>0).
For example, with L = 1 , Y = 0.2 and k = -4.0, and neglecting
all terms with n^l2(=N) in equation (2.8), an error not
-37greater than 2.4 X 10 is made.
I shall now discuss the effect that taper and the 
location of input with respect to the soma both have on 
the peak amplitude and the time to reach this peak 
amplitude. As is expected, proximally located inputs 
produce larger somatic membrane potential peaks, which 
progressively decrease as the distance between the input 
location and the soma increases (see Fig. 2.1). For 
example, the peak somatic potential in a nontapering 
equivalent cable, with input located extremely close to 
the soma, is about seven times greater than for input 
located in the distal region of the equivalent cable. 
This difference in the peak amplitude of the somatic 
potential with respect to the distance of the input from 
the soma is greatly reduced in tapering equivalent cables
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(see Table 2.1). For example, the peak amplitude of the 
somatic potential for an input located extremely close 
to the soma is about 4.5, 3.75, and 2.25 times greater
than for an input located in the distal region, for taper 
corresponding to k = -1.1, -1.8, and -4.0 , respectively.
Table 2.1
Input
location
Y
Peak amplitude of V (T) 
(mV)
k =0 (lSt row), k = - 1.1
k = - 1.8 (3rd row), k = - 4 .0
Time to peak 
(units of T) 
(2 row),
( 4 r o w ) .
0.1 4.815 0.005
5.268 0.005
5.572 0.005
6.661 0.006
0.25 1.877 0.030
2.341 0.033
2.685 0.036
4.035 0.047
0.5 0.872 0.111
1.331 0.139
1.705 0.153
3.240 0.162
0.75 0.688 0.277
1.139 0.276
1.505 0.270
2.997 0.237
Y = 0.0 Y = 0.0
Y = 0.1Y=0.2
Y = 0.1Y=0.25 Y=0.a
Y = 0.75
Y = 0.75
T T
‘ Y = 0.0
Y = 0.0
Y = 0.1
Y=0.25
Y = 0.1
Y=0.25 Y = 0.75
Y=0.5
Y = 0.75
T T
Figure 2.1
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The above result implies that taper tends to increase 
the efficiency of distally located inputs. In addition, 
the time to reach the peak amplitude increases and the 
rise and fall of the somatic potential becomes considerably
slower as the distance between the input and soma
increases. However, tapering does not affect the time
to reach peak values. Also, as Y increases, the response 
becomes relatively independent of the time course of the 
current injection (delta-function), whereas close to the 
site of current injection, the response is strongly 
dependent on the shape of the current pulse.
The responses rapidly converge towards a common time 
course and amplitude, so that the equivalent cable becomes 
nearly uniformly polarized. The time to converge is 
approximately identical for tapering and nontapering 
equivalent cables. In particular, the greater the rate 
of taper, the slower is the rate of decay. This can be 
attributed to the increase in current density caused by 
the decrease in membrane surface area. As already 
mentioned, it is evident that inputs located on a tapering 
equivalent cable are more effective than identically placed 
inputs on a nontapering equivalent cable. For example, 
the peak amplitude of the somatic membrane potential is 
4.03 mV for an input located at an electrotonic distance 
of 0.25 from the soma of a tapered equivalent cable, 
while it is only 4.81 mV for an input as close as 0.1
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from the soma of a nontapering equivalent cable. 
Furthermore, as the rate of tapering increases, so does 
the peak amplitude of the somatic membrane potential. 
Therefore, for a tapering equivalent cable, the input 
efficiency, as measured at the soma, is greater than that 
in a nontapering equivalent cable. This conclusion has 
also been drawn by Keller and Lai (1976), Ellias and 
Stevens (1983) and Rose and Dagum(1988).
To summarize, by analyzing the time course of the 
voltage (at the soma) in response to a very brief current 
pulse applied at various points along the dendritic cable, 
at time T = 0 , the following conclusions were borne out 
from the results:
(1) The difference in the peak amplitude of the somatic 
potential with respect to the distance of the input from 
the soma was reduced for tapering equivalent cables, which 
implies that taper tends to increase the efficiency of 
distally located inputs.
(2) The responses from inputs located at various points 
along the equivalent cable (tapering and nontapering) 
rapidly converge towards a common time course and 
amplitude, leaving the equivalent cable uniformly 
polarized. Although the time to converge was approximately 
identical for both tapering and nontapering equivalent 
cables, the amplitude was greater in tapering equivalent 
cables, implying that the greater the rate of taper, the
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slower is the rate of decay.
(3) Inputs located on a tapering equivalent cable were 
more effective than identically placed inputs on a 
nontapering equivalent cable, because the peak amplitude 
of the somatic membrane potential increased with the rate 
of tapering. In general, the input efficiency, as measured 
at the soma, was greater for a tapering equivalent cable 
than for a nontapering equivalent cable.
§2.3 Asymptotic solutions at relatively short and long 
time periods
The voltage at the soma in response to a delta 
function input applied at a point Z=Y was found to satisfy 
equation (2.8). The asymptotic behaviour of the response 
at small values of T can easily be shown to vanish in 
the limit as T approaches zero, as expected from "physical" 
intuition. However, for an input located at the soma, 
the asymptotic behaviour of the voltage at very early 
times is shown to be identical to the response obtained 
in a semi-infinite cable, namely equation (2.9), as is 
expected from "physical" intuition. This can be easily 
shown by considering equation (2.8) with Y=0:
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Vs (T;Y=0) = (Q0ra ^)/2Tra exp[-(l+Jk2 )T]
CO
x J { 2 exp (-n 2 L 2/ T )//( ttT )
n = o
+ 2 exp [ -(nL + L ) 2/T ]//( ttT)
+ k e x p [- k (n L + L )+ i k 2T] 
x erfc [(nL + L)//T - ^k/T]
-k exp(knL+ik2T) erfc[nL//T + ^k/T] } (2.11)
At small values of T, all the terms of the series are 
infinitesimal except for the first. Consequently, an 
asymptotic solution, convenient for small values of time, 
may be written from equation (2.11) as
V (T;Y=0) % (Q r A/t ) e x p [-(1+| k 2 )T ]o o a m
T+0
X{1//( ttT) - ^k exerfc(ik/T)
= Vg ( T ; Y = 0 , L->°°) (2.12)
Hence, at small values of T, the voltage resonse in a
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tapering equivalent cable of finite length behaves as 
an infinitely long tapering equivalent cable.
The asymptotic behaviour of the voltage response 
in an infinitely long tapering equivalent cable at 
relatively small values of time (e.g. T<0.1) can be shown,
using the power series expansion of erfc (Jack t al.,1975, 
equation 13.78), to have the following form:
V (T;Y = 0,L-*») ^ (Q r A/x ) exp [-( 1 + ik2 )T ]//(ttT) (2.13)s o ci m
T-K)
If k=0 then directly from equation (2.12), the behaviour 
of the voltage response in an infinitely long nontapering 
equivalent cable is given by
V (T ; Y = 0 , LTB , k = 0 ) = (Q r A/x ) exp (-T)//( ttT) (2.14)s o 3. m
which holds for all values of T. A plot of the logarithm
1
of the function T 2 ( T ; Y = 0 , L+00, k = 0 ) is known as an LRTV
(log of root T times V) plot, which may provide a way 
of measuring the membrane time constant for infinitely 
long equivalent cables. For finite cables, the LRTV plot 
may even allow the determination of the membrane time 
constant (provided L is not too small) and will determine 
the nature of the remote end terminal impedance (see Jack 
and Redman, 1971a, Fig.12).
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However, expansion (2.13) holds only at small times, 
while at relatively large times, the response can be 
shown by using the asymptotic expansion of erfc (Jack 
et al., 1975, equation 13.85), to have the following form:
V (T;Y,L+°°) 't (-Q r A/t ) k exp(-T) (k<0) (2.15)s o a m
for all T<<-Tk. Therefore, the slope of the LRTV plot 
of (T ; Y , L+°°) at relatively large values of time will
i
approach the slope of log[T2 exp(-T)] and will deviate 
from a straight line. Consequently, for finite tapering 
equivalent cables, the LRTV plot approach to determine 
the nature of the remote end terminal impedance will fail 
to give any information. By using the asymptotic expansion 
of erfc (Jack et al., 1975, equation 13.85) in equation 
(2.8), the response in a finite tapering equivalent cable 
at relatively large values of time can be shown to take 
the following form:
00
V (T;Y) 't ~(Q r A/T ) k exp(-T) 7 exp(nLk) (k<0) (2.16)s o a  m u
T-*-°° n = o
which is identical to equation (2.15) if L+00. In Appendix 
I, an alternative procedure for obtaining the response
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at large values of time is given. If k = 0, then equation 
(2.10) can be expressed in terms of the theta function,
l
provided that Y/2T2<<1. By applying the Poisson formula 
for transformation of the theta function, the response 
at relatively large values of time can be shown to take 
the following form (Jack and Redman, 1971a, equation A30; 
Jack et al.,1975, equation 4.9):
Vs(T;Y,k = 0) -v (Q 
T->-°°
1
provided that Y/2T2<<1.
r A/t L) exp(-T) o a m (2.17)
The asymptotic expansions (2.15) to (2.17)
demonstrate, that for large values of T, the voltage
response decays with an exponential time course which
is governed by the membrane time constant. This is shown 
in Fig. 2.2, where the time course becomes exponential 
after about T = 0.6, 0.42, 0.4 and 0.2 corresponding to
k=0, -1.1, -1.8 and -4.0, respectively, for Y=0.1 and
L=l. Moreover, the transient decay becomes exponential 
more quickly if the distance between the current input 
and the recording point increases.
A few observations become evident from Fig. 2.2. 
First, the slope of voltage decay at relatively large 
values of T is the same for both infinitely long and finite 
tapering equivalent cables. This does not apply to
lo
g 
V 
lo
g 
V
.Y = 0.75 -Y = 0.75
.Y = 0.5
Y = 0.1
Y = 0.1
Y = 0.25
Time from peak Time from peak
,Y = 0.25,Y = 0.25
Y = 0.1
Y = 0.1
Time from peak Time from peak
Figure 2.2
Analytical solutions 46
nontapering equivalent cables, since the decay of voltage 
in an infinitely long nontapering equivalent cable, at 
large values of T, has the form exp(-T)/T2, while in a 
finite nontapering equivalent cable, it is exp(-T). 
Consequently, the slope of decay corresponding to k=0 
and L=°° is more steep and does not approach the slope 
of the membrane time constant, since it was shown [see 
equation (2.14)] that a LRTV plot was needed. Secondly, 
the decay of voltage at the soma for proximally located 
input becomes exponential at an earlier time in a finite 
as compared with an infinite tapering equivalent cable, 
because the time at which axial current is negligible 
is greater for longer cables. However, if the rate of 
taper increases, then this difference no longer exists. 
This is evident in Fig. 2.2(d), where the time course 
of decay corresponding to L = 1 and L=°° is roughly the same.
This may simply reflect the fact that a very rapid taper
may decrease the cross-■section of the equivalent cable
at a certain distance from the soma to an extent which
may greatly impede the flow of axial current, thereby
producing an open-circuit boundary condition.
To summarize, by analyzing the time course of the 
voltage (at the soma) at relatively short and long time 
periods in response to a very brief current pulse applied 
at various points along the tapering equivalent cable 
at time T = 0, the following conclusions were borne out
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from the results:
(1) The decay of voltage at the soma for proximally located 
inputs become exponential at an earlier time in a finite 
equivalent cable than in an infinitely long equivalent 
cable. However, if the rate of taper increased, then this 
difference no longer existed, and the time course of decay 
corresponding to L = 1 and L=°° was roughly the same.
(2) The slope of the voltage decay at relatively large 
values of time in an infinitely long tapering equivalent 
cable was the same as in a finite tapering equivalent 
cable. This did not apply to nontapering equivalent cables, 
where the voltage decay at relatively large values of 
time in an infinitely long nontapering equivalent cable 
had the form exp(-T)//T, while in a finite equivalent 
cable it was exp(-T).
§2.4 Time course to a long-lasting current pulse
The time course of the voltage response to a current 
step of magnitude Iq applied at a point Z = Y along a 
tapering equivalent cable, at T=0, is obtained from the 
evaluation of the following convolution integral:
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T
V (Z ,T ) = I / K (Z , T-£;Y )d£ (T>0) (2.18)
0
where K(Z,T;Y) is the Green’s function defined by equation (2.6). 
The Laplace transform of the above integral, with 
V*(Z,T)=exp[ikZ+(l+ik2 )T] V(Z,T) is given by
V*(Z,s) = il r A exp[ik(Z-Y)]
Li O ci
CO
x { H(Y-Z) I [ exP(~a 1^s )+exP(~a2-v/s) 
n = o ( /s~b ) ( /s + b ) ( /s + ik )
exp(-a1/s)-exp(-an/s)
+ ik 1 2
/s(/s-b)(/s+b)(/s+ik)
exp(-a//s)+exp(-a0/s)
+ -- -----4-------- -----3
(/s~b)(/s+b)(/s~ik)
exp(-a^/s)-exp(-a,/s)
+ ik — 3------- 4—  ]
/s(/s-b)(/s+b)(/s-ik)
CO
exp(-a.^/s)+exp(-a0/s)
+ H(Z-Y) I [
n=o (/s-b)(/s+b)(/s+ik)
+ exp(-a^^/s)-exp(-ao/s)
/s(/s-b)(/s+b)(/s+ik) 
exp( a^~xV s  )+exp (-a o/s )
(/s-b)(/s+b)(/s~ik)
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exp(-a0/s)-exp(-a,*Vs)
+ ik J 4 ] } (2.19)
/s(/s-b)(/s + b)(/s~ik)
where
VL*(Zfs)*Äap[V*(ZfT ) ] f 
a ^ = 2nL+Y-Z, 
a*=2nL-Y+Z, 
a2=2nL+Y+Z, 
a3=2L(n+l)-Y-Z, 
a^=2L(n+l)-Y+Z, 
a4*=2L(n+l)+Y-Z, 
b = / (1 + ik 2).
By rewriting the denominator of equation (2.19) as a partial 
fraction expansion, so that each factor can be inverted 
separately, I obtain a result which is amenable to direct Laplace 
transform inversion:
VL*(Z,s) = Jlora A exp[ik(Z-Y)]
X { H(Y-Z) I <|> (s; <|>. , 7 ) • Y
11 X  -f 9 • • • 9 /
n = o
+ H (Z Y) [ ill (s;<> ) . y *  } (2.20)n l I 9 • • • /
n = o
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where
U>n ( s ; <J>i _ i y)= [/s/(/s-b) - /s/(/s + b)] (J>1
+ [ 1 / ( /s-b )-1 / (/s + b ) ] 4>2 
+ [l//s(/s-b) - l//s(/s + b)] <j> 2  
+1 //s (/s + 2"k ) <J>^ + l/ZsC/s-^k) 4>j-
+ l/(/s-ik) *6 +1/(/s+ik) <t>7-
and
Ty=[exp(-a^/s) ,exp(-a2/s) .expC-a^/s) ,exp(-a^/s) ]
-x- *  t
y * = [exp(-a i/s),exp(-a2/s ),exp(-a3/s ),exp(-a ^/s)] ,
* 1=(l/2b)[l,l.l,l]T . <ti2 = (k/2b)[0,-l,l,0]T ,
<t>3 — (k2/8b) [— 1 ,1,1 1 ]T , <t>4 = (k/2 ) [-1,1,0,0]T ,
<D5 = (k/2)[0,0,-l,l]T , d)6 = [0,0,-l,-l]T ,
*7=[- i ,-i ,o ,o ]t
are all 4 X 1  vectors in R 4 .
The Laplace transform of the voltage response given by 
equation (2.20) can now be inverted using standard tables from 
Roberts and Kaufman(1966, p .247.No .26;p .248, Nos.27,28):
V (Z ,T ) = ilQ Ar^ exp(-ikY)
OO
x { H(Y-Z) £ [ -exp(a^b)/b erfc(a^/2/T + b/T) 
n = o
- exp(a^b)/b erfc(a^/2/T + b/T)
- (b + k+k2/4b) exp(a2b) erfc(a2/2/T + b/T)
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- (b-k+k2/4b) exp(a^b) erfc(a^/2/T + b/T)
+ exp(-a^b)/b erfc(a^/2/T - b/T)
+ (b-k+k2/4b) exp(-a3b) erfc(a2/2/T - b/T)
+ (b+k+k2/4b) expC-a^b) erfc(a3/2/T - b/T)
+ exp(-a^b)/b erfc(a^/2/T - b/T)
+ 2k exp(§ka2~T) erfc(a2/2/T + ^k/T)
- 2k expC-^ka^-T) erfc(a3/2/T - ^k/T) ]
00
+ H(Z-Y) I [ -exp(a ^ b )/b erfc(a*/2/T + b/T)
n = o
- exp(a4--b)/b erf c (-a4*/2/T + b/T)
- (b+k+k2/4b) exp(a2b) erfc(a2/2/T + b/T)
- (b-k+k2/4b) expCa^b) erfc(a3/2/T + b/T)
+ exp(-ai*b)/b erfcCa^/2/T - b/T)
+ (b~k+k2/4b) exp(-a2b) erfc(a2/2/T - b/T)
+ (b+k+k2/4b) expC-a^b) erfc(a3/2/T - b/T)
+ exp(-a4*b)/b erfc(a4*/2/T - b/T)
+ 2k exp(^ka2~T) erfc(a^12/T + ^k/T)
- 2k exp(-ika3-T) erfc(a3/2/T - ik/T) ] } (2.21)
The time course of the voltage response at the soma for the 
special case of a nontapering equivalent cable [see equation 
(2.21)] reduces to
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V (T;Y,k=0) = il r Ä { £ {e x p [-(2 n L+Y)]e r f c [(2nL+Y)/2/T - / T ]S O a.
n = o
- exp(2nL+Y)erfc[(2nL+Y)/2/T + / T ] }
00
+ I {exp[-(2nL-Y)]erfc[(2nL-Y)/2/T - / T ] 
n = 1
- exp(2nL-Y)erfc[(2nL-Y)/2/T + / T ] } } (2.22)
Apart from notational differences (Y for X and I for I), the 
equations obtained by Hogg et al.(1969, equation A3), using 
the method of images, and by Jack et al.(1975, equation 4.12), 
using the Laplace transform method, are identical to equation 
(2.22). However, it is also necessary to divide equation (2.22) 
by 2 because their solutions were derived on the assumption 
that the recording electrode was located in the centre of the 
cable.
The voltage response at the soma for an input applied at 
the point Y=0 in an exponentially tapering finite equivalent 
cable [see equation (2.21)], reduces to the following expression:
V (T ;Y = 0 ) = I r A { b - |k b erfc(b/T) s o a
+ k exp(-T) - ^k exp(-T) erfc(-§k/T)
00
+ £ [b exp(-2nLb) erfc(nL//T - b/T) 
n = 1
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- b exp(2nLb) erfc(nL//T + b/T)
+ ik exp(nLk -T) erfc(nL//T + ik/T)
- ik exp(-nLk-T) erfc(nL//T - ik/T) ] } (2.23)
The steady-state response is obtained by setting T equal to
infinity in equation (2.23):
Vs(T=°°;Y = 0) = IQraA [b coth(Lb)~ik] (2.24)
For the special case of a semi-infinite equivalent cable, all 
the terms of the series in equation (2.21) vanish, and as a 
result, the voltage response in an infinitely long tapering 
equivalent cable is
V (T ; Y = 0 , L-*-°°) = I r A [b-ik-b erfc(b/T)+k exp(-T)S 0 3
- ik exp(-T) erfc(-ik/T) ] (2.25)
The steady-state response is obtained by setting T equal to
infinity in equation (2.25) or L equal to infinity in equation
(2.24):
V (T=°°; Y = 0 , L+00) = I r A(b-£k) (2.26)
Figure 2.3 shows the time course of the voltage at the 
soma in response to a long-lasting current step of magnitude 
Iq , injected at the point Y = 0 and at time T=0, in a tapering
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equivalent cable. The responses corresponding to a finite cable 
of electrotonic length equal to 1 have been calculated from 
equation (2.23) and normalized in terms of the final steady-state 
voltage given by equation (2.24). Likewise, responses 
corresponding to an infinitely long cable have been calculated 
from equation (2.25) and normalized in terms of the final 
steady-state voltage given by equation (2.26). The response 
in an extremely short cable has an exponential time course, 
which is also shown for comparison.
It is evident from Fig. 2.3 that the finite cable responses 
follow the corresponding infinite cable responses for an initial 
period of time, and than converge towards the exponential 
response of the uniformly polarized cable. However, the 
difference between the responses in the finite and infinite 
tapering equivalent cables is a great deal less than that 
between the responses in finite and infinite nontapering 
equivalent cables. This point has been discussed in some detail 
in the previous section. In particular, the percentage difference 
in the steady-state voltage between a finite (L=l) and an 
infinite cable (L=°°) response is approximately 23.8%, 13.3%, 
8%, and 1.2% corresponding to k=0, -1.1, -1.8, and -4.0, 
respectively.
Furthermore, taper appears to increase the efficiency of 
proximally located inputs, since the final steady-state value 
of the voltage at the soma is about li, 2, and 3 times greater 
than the value in a nontapering equivalent cable for tapers
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corresponding to k = -l. 1 , -1.8, and -4.0, respectively. This
is expected from "physical" intuition, since taper reduces the 
membrane surface area, thereby also reducing the "drain" of 
current into the dendrites. However, in Fig. 2.3 the transient 
response appears to rise faster in a nontapering than in a 
tapering equivalent cable. Likewise, the transient response 
appears to rise faster when dendritic current drain is added 
to the soma. The explanation is simply that all the transient 
responses have been normalized in terms of their final 
steady-state values, which are of course unequal.
To summarize, by analyzing the time course of the voltage 
(at the soma) in response to a current step applied to the 
soma at time T = 0 , the following conclusions were borne out from 
the results :
(1) The difference in the time course between a finite and an
infinite tapering equivalent cable was much smaller than between 
a finite and an infinite nontapering equivalent cable. For 
example, the percentage difference in the steady-state voltage 
between a finite (L=l) and an infinitely long equivalent cable 
was 23.8, 13.3, 8.0, and 1.2% for tapers corresponding to
k=0,-1.1,-1.8, and -4.0, respectively.
(2) Taper increased the efficiency of inputs located at the 
soma, since the final steady-state value of the voltage (at 
the soma) was approximately 1 \ , 2, and 3 times greater than 
in a nontapering equivalent cable for tapers corresponding to 
k=-l.l, -1.8, and -4.0, respectively.
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§2.5 Transient voltage decrement from a clamped soma and 
steady-state somatopetal voltage decrement
When a clamp is placed across the somatic membrane, 
the dendritic membrane is not perfectly clamped, except 
for very short dendritic trees. Perfect or ideal voltage 
clamping implies that the voltage across the membrane 
has a constant and known value. Rail and Segev (1985) 
have presented theoretical results that clearly show the 
extent to which voltage clamping at the soma fails in 
the dendrites. They represented the dendritic tree as 
an equivalent cable of finite length with a sealed-end 
boundary condition at the distal terminal. However,
Johnston and Brown (1983), in interpreting voltage-clamp 
measurements, suggested that a tapering equivalent cable 
would reduce the error associated with inadequate clamping 
of the dendritic membrane. To illustrate this, a transient 
solution due to a prolonged step voltage change applied 
at the soma of a tapering equivalent cable is presented 
in order to provide a quantitative analysis on the effect 
tapering has on the voltage-clamp response.
The mathematical solution for a resting initial 
condition [i.e. V(Z,0)=0] and for the two boundary
conditions [i.e. V(0,T)=Vq for the clamped end, and
Vz(L,T)=0 for the sealed end], can be expressed by
Analytical solutions 57
V ( Z , T ) / V o e x p ( - i k Z ) {
b c o s h  [ b ( L-Z ) ] - j -k s i n h [ b ( L ~ Z ) ]  
b c o s h ( b L )  -  i k  s i n h ( b L )
+ I Cn s i n ( u n Z ) e x p [ - ( b 2+ u n 2 ) T]  } ( 2 . 2 7 )
n = 1
w i t h
Cn = 4 l*n / t  ( b 2 + ^ n 2 ) ( 2 u n L - s i n ( 2 u n L) ]
x { b l k n c o s ( p n L ) - i k  s i n ( p n L H  _ Un } ( 2 > 2 8 )
b c o s h ( b L )  -  i k  s i n h ( b L )
a n d  [ u n •  n = l , 2 , . . . ]  a r e  r o o t s  o f  t h e  f o l l o w i n g
t r a n s c e n d e n t a l  e q u a t i o n  , w h i c h  a r e  a l l  r e a l  a n d  p o s i t i v e :
c o t ( u  L)  = k / 2 y  n n
( 2 n - l ) / 2 L
i f  k * 0 ,  y ^ O  
i f  k = 0
( 2 . 2 9 )
I t  c a n  be  s h o wn  t h a t ,  f o r  t h e  s p e c i a l  c a s e  k = 0 ,  t h e  a b o v e  
r e s u l t  ( a l l o w i n g  f o r  t h e  n o t a t i o n a l  d i f f e r e n c e s  y^ f o r  
a n ) i s  i d e n t i c a l  t o  t h a t  o b t a i n e d  by R a i l  ( 1 9 6 9 ,  p . 1 4 9 9 ;
1 9 7 7 ,  e q u a t i o n  4 . 3 9 )  a n d  R a i l  a n d  S e g e v  ( 1 9 8 5 ,  e q u a t i o n  
5 ) .
The  s o l u t i o n  c o n s i s t s  o f  a s t e a d y - s t a t e  c o m p o n e n t  
a n d  a t r a n s i e n t  c o m p o n e n t .  The t r a n s i e n t  c o m p o n e n t  i s  
a n  i n f i n i t e  s e r i e s ,  w h i c h  i n  p r a c t i c e  m u s t  be  t r u n c a t e d
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to some finite number of terms. Denote the remainder of 
the infinite series after N terms by
Rn (Z,T) = exp(-ikZ) I Cn sin(unZ)
n = N+1
x exp[-(b 2 + un 2)T] (0<Z<L, T>0) (2.30)
It is not difficult to show that for large n,
- (2n-l)Tr/2L - k/(2n-l)TT (2.31)
and
Cn s -4/ ( 2n-l ) 7T (2.32)
where - means " is approximately equal to". An upper bound 
on the remainder is obtained by taking the absolute value 
of R^(Z,T) and utilizing the triangle inequality, together 
with equations (2.31) and (2.32) to yield:
I R (Z ,T) I < 8 exp(-ikZ)L2/[Tr3T(2N-l)2 ]
x exp{-[b2-k/L+(2N-l)2Tr2/4L2 ]T} (2.33)
The transient voltage response due to a prolonged 
step voltage change applied a the soma is computed from
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equation (2.27) for three different cases of taper and 
is shown in Fig. 2.4, together with the transient voltage 
decrement in a nontapering equivalent cable. It is seen 
that tapering reduces the error associated with inadequate 
voltage clamping of the dendritic membrane. Perfect or 
ideal voltage clamping of the dendritic membrane would 
imply V/V =1 for all transients in Fig. 2.4. The taper 
governed by the parameter k improves the voltage clamping 
of the dendritic membrane by at most 12.8, 22.2, and 33.3% 
for k=-l.l, -1.8, and -4.0, respectively, at T=0.5.
However, these results clearly indicate that the dendrites 
are not perfectly voltage clamped, and so it appears 
that taper does not totally eliminate the error associated 
with inadequate voltage clamping.
In conclusion, the above results show that tapering 
reduces the error associated with inadequate voltage 
clamping of the dendritic membrane. According to Strain 
and Brockman (1975), this can be attributed partly to 
the increase in current density caused by the decrease 
in membrane surface area. However, the results clearly 
show that the dendrites are not perfectly voltage clamped. 
Nevertheless, if the rate of tapering determined by the 
constant k and the electrotonic length are both assumed 
to be small, then it can be shown that the steady-state 
departure from voltage clamping is negligible and can 
be expressed approximately as
T = 0.5
T = 0.5
T = 0.2
T = 0.2
T = 0.1
T = 0.1
T = öo
T = 0.5
T = 0.2
T = 0.2
T = 0.1
T = 0.1
T = 0.5
T = 0.2
T = 0.5
T = 0.1
T = 0.2
T = 0.1
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V ( L , °°) / Vq - 1.0 - iL2,
which is identical to the departure observed in a 
nontapering equivalent cable (see Rail and Segev, 1985). 
For example, if L=0.2 then the steady-state departure 
from perfect voltage clamping would not exceed 2% . This 
does not apply, however, if the rate of tapering is rapid.
To summarize, by analyzing the transient voltage 
decrement from a clamped soma, the following conclusions 
were borne out from the results:
(1) It was shown that tapering reduces the error associated 
with inadequate voltage clamping of the dendritic membrane, 
especially if the rate of taper was rapid.
(2) If the rate of tapering and the electrotonic length 
were both assumed to be small, then the steady-state 
deviation from the voltage clamping was negligible and 
identical to the departure observed in a nontapering 
equivalent cable.
The determination of the steady-state voltage 
decrement in the somatopetal direction along a tapering 
equivalent cable will be needed later in this thesis (see 
chapter 4), so I will present the solution of the problem 
to be solved here, but leave the discussion until chapter 
4.
The boundary conditions Vz(0)=0 and V(L)=Vo , together 
with equation (1.29) define the complete boundary value
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problem to be solved. It can be shown that the voltage 
decay from the distal-end to the soma of an exponentially 
tapering equivalent cable is given by the following result:
V/Vq = exp[^k(L-Z)]{ (/(1+ik2) cosh[/(l+ik2) Z]
+ ^k sinh[/(l+ik2) Z])/ [/(l+ik2) cosh[/(1+ik2) L]
+ -jk sinh [/( 1 + ik2 ) L] ] } (2.34)
where Vq is the voltage at point of application. A 
numerical example with L=1.5 and k=-4.0 in equation (2.34) 
reveals that the voltage is attenuated at most by 97% 
from the initial voltage at the point of application.
§2.6 Estimation of the membrane time constant ( m) and
electrotonic length parameter (L)
Asymptotic solutions derived in section 2.3 enable
the membrane time constant xm to be estimated from
experimental transients. However , another method based
on the time taken for the voltage to reach a fixed
percentage of its final steady-state value can also be
used. This percentage, denoted by 3, is given by
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ß=V (T«l;Y=0,L,k)/V (T-»;Y=0,L,k)o S
which has been derived in section 2.4, but is plotted 
here against the electrotonic length (see Fig.2.5). The 
curves represent different values of the parameter k. 
The curve associated with k=0 represents zero taper, and 
has also been illustrated by Hogg et al. ( 1969, Figure 
9) .
The results indicate that the time taken to reach 
a fixed percentage of the steady-state level of the 
electrotonic potential in a nontapering equivalent cable 
will give an overestimate of the membrane time constant 
if the dendritic tree is to be represented by a tapering 
equivalent cable. For example, if the electrotonic length 
of the cable is 1.5 then the error made in determining 
the membrane time constant from a nontapering equivalent 
cable (using the time to reach 78% of the final 
steady-state value) is of the order of 8, 11, and 16%
corresponding to k=-l.1, -1.8, and -4.0, respectively.
As L becomes very small, the value of 3 approaches 
0.63, which corresponds to the response associated with 
the hypothetical case of a "soma without dendrites". It 
can also be observed from Fig. 2.5 that, as L approaches 
infinity, 8=0.84 for a nontapering equivalent cable, and 
8=0.74, 0.70, and 0.65 for a tapering equivalent cable
with k = — 1.1, -1.8, and -4.0, respectively.
0.9
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To summarize, the method of estimating the membrane
time constant t from the time taken for the voltage to
reach a fixed percentage of its final steady-state value
in a nontapering equivalent cable would overestimate
the value of t if the dendritic tree is insteadm
represented by a tapering equivalent cable. Although
asymptotic solutions derived in section 2.3 could provide
a way of measuring the membrane time constant from
experimental transients, other methods of solution (e.g.
separation of variables or the residue theorem from complex
variable theory) fail to yield any information on how
to obtain x .m
It is quantitatively unknown how dendritic tapering 
would effect the estimate of L. Brown et al.(1981) and 
Ulfhake and Kellerth (1984) have remarked that dendritic 
trees which are more appropriately approximated as 
tapering equivalent cables could possibly have their 
value of L underestimated if taper is not taken into
consideration. A formula for the determination of the 
parameter L, when taper is taken into account is therefore 
needed. From the definition of the electrotonic distance 
[see equation (1.9)], and equations (1.19),(1.20) , and
(1.21), it becomes apparent that estimates of the
electrotonic length parameter for nontapering equivalent 
cables are expected to be underestimates of the
electrotonic length parameter for tapering equivalent
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cables. By substituting equation (1.19), (1.20) and (1.21)
into equation (1.9), to obtain
d x
= A exp(1/3 kZ) (2.35)
dZ
and integration yields ( Goldstein and Rail, 1974, equation
2 1):
X E x/A = 3/k [exp(l/3 kZ) -1] (2.36)
In particular, if £ is the actual length of the tapering
or nontapering equivalent cable, then from equation (2.36)
with x=£, a formula which expresses the electrotonic length
L of a nontapering equivalent cable in terms of the
electrotonic length L of a tapering equivalent cablel 3 p G r
can be obtained :
L = (3/k) In(1/3 kL + 1) if k<0, L<-3/k (2.37)13 p g r
where L=£/A and L = /(1/A )ds are the dimensionlesstaper taper
electrotonic length parameters corresponding to a
nontapering and tapering equivalent cable, respectively.
Throughout this thesis, the distinction between L and
L is not explicitly made, since it is assumed that,1 3 p G r
for k*0, L corresponds to Ltaper
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Equation (2.37) is very useful, since it allows the 
determination of the electrotonic length parameter when 
taper is taken into account from estimates of the 
electrotonic length parameter when taper is omitted. When 
taper is omitted, the electrotonic length parameter can 
be determined by using the technique of "peeling" of 
exponentials to obtain the ratio Tm/Ti> anc  ^ consequently
L, from the following expression (Rail, 1969, equation
8) :
Alternatively, the electrotonic length parameter can be 
estimated by analysing the time course of the current 
that needs to be applied in order to obtain a voltage 
step (i.e. voltage clamp) at the soma. The current flowing 
from the clamp at the soma into the dendritic tree is 
proportional to -V (0,T). Therefore, by differentiating 
equation (2.27) with respect to Z and normalizing with 
respect to V , the time course of the current 1^ flowing 
into the dendritic tree in response to a voltage step 
at the soma is obtained:
L = tr / (t /t , - l ) 2 m I (2.38)
- Vz(0,T)/Vo = IM + Bj exp [ - ( b 2 +Un 2 ) t / T1* ]
+ B2 exp[-(b2+un2)t/t 2* ]
+ B3 exp[-(b2+Un2)t/T3*] + ... (2.39)
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where
00I b 2 sinh(bL) - jkb cosh(bL) 
b cosh(bL) --jk sinh(bL)
(2.40)
corresponds to the current needed to sustain the eventual 
steady-state; the coefficients are constants
independent of t, and are expressed by
B = -4u 2/{(b2 + u 2)[2u L - sin(2u L)]} n n n n n
r bTu cos(u L) -  ik sin(u L)] u •, /1Xx { — ^ n ---- ^ n — ----- ------- ^ n — —  - n ) (2.41)
b cosh(bL) -^k sinh(bL)
The time t in seconds is from step onset , and
T*1 T* 29 ^  9 • • • T*, n , . . represent infinitely many time
constants , whose relation to the passive membrane time
constant Tm is expressed by
T * = T /( b2+u 2 ) n = l,2,... (2.42)n m n
where the roots [un • n=l,2,...] satisfy equation (2.29)
with k*0. These time constants are different from the 
"equalizing" time constants used in equation (2.38) for 
a cable with sealed ends (see Rail, 1969).
The decay of membrane current following a voltage 
step at the soma may be described by a charging function
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1=1^-!^. When the terminal portion of a semilog plot of
the charging function versus time t is fitted with a
straight line, the negative reciprocal of the slope of
this line gives T"x"^  (the largest time constant).
Higher-order time constants ( x* 2  > T "*3 » • • • ) can be determined
using the technique of "peeling" of exponentials. Passive
decay with time constant x =R C cannot take place whenm m m
there is a voltage clamp placed across the somatic
membrane, and therefore x is obtained from current-clampm
analysis. With knowledge of the ratio Tm /T  ^’ t i^e Parameter 
L can be estimated from equation (2.42). The first root 
of equation (2.29) can be found from equation (2.42):
U x = “ b 2 )2 ( T m /T i > b 2) (2.43)
and the electrotonic length parameter can be estimated 
from the following equation:
L = [it - arc tan ( — 2 u ^ /k ) j/u^ (u^O) (2.44)
where arctan(.) is the inverse tangent. It should be noted
* 2that the constraint x /x , >b must hold, since bym I
hypothesis, y ^ is assumed to be real and positive. Also,
the parameter b2 can be obtained once the parameter k
is known (e.g. if k = 0 , -1.1, -1.8, and -4.0 then b ^ = l .0,
1.3025, 1.81, and 5.0, respectively). A few illustrative
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values of 
two types
the ratio T /T . are given in m l
of exponential tapers.
Table 2.2
Table 2.2 for
L
k t / t . : 10.9m 1 5.4 3.5 2.6 2.1
0 0.50 0.75 1.0 1.25 1.5
-1 . 1 0.57 0.91 1.31 1.79 2.39
-1.8 0.62 1.06 1.70 3.16 4.92
The general conclusion which can be made is that
taper tends to shorten the electrotonic length o f the
nontapering equivalent cable, a view also held by Jack
and Redman (1971b). In other words, taper is expected
to increase the estimate of the electrotonic length
. *parameter. For example, if the ratio Tm/T ^= 10.9, then
the nontapering equivalent cable is shortened by 11.5,
19.35, and 46.24% with respect to a tapering equivalent
cable governed by k=-l.1, -1.8, and -4.0, respectively.
On the other hand, if the ratio t /t .=5.4, then them i
nontapering equivalent cable is shortened by 17.58, 29.26, 
and 83.73% with respect to a tapering equivalent cable
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governed by k=-l.1, 1.8, and -4.0, respectively. These
results are in agreement with the statement made by Rail 
( 1977, pp.48-49) that if the rate of taper is small (e.g. 
k>-1.0) then the estimate of L from a nontapering 
equivalent cable provides a good approximation to the 
estimate obtained if taper is taken into consideration. 
However, if the rate of taper is large (e.g. k<-2.0) then
these results indicate that a nontapering equivalent cable 
will not provide a good estimate of L corresponding to 
a tapering equivalent cable.
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C H A P T E R  3 A N A L Y S I S  OF  A P O S T S Y N A P T I C  S C H E M E
B A S E D  ON  A S I N U S O I D A L L Y  T A P E R I N G  
E Q U I V A L E N T  C A B L E  M O D E L
§3.1 Introduction
r 0 vThe interaction between a excitatory (i.e. >0)
r 0 vand inhibitory (i.e. -0) synapse juxtaposed on a
dendrite is referred to as a postsynaptic scheme (see 
e.g. Jack et al.,1975, pp.197-213).
The scheme assumes that the excitatory synaptic input
can cause the postsynaptic cell to fire impulses at the
axon hillock, provided the somatic potential exceeds
the threshold value. Furthermore, the scheme assumes that
the inhibitory input can effectively veto the adjacent
excitatory input without producing a hyperpolarization.
In other words, the effect of the inhibitory action is
simply a change (lowering) of the membrane resistance
(R ) value . m
Although, the problem of such a specific synaptic 
interaction between inputs treated as transient conductance 
changes on finite equivalent cylinders has mostly been 
approached numerically ( see e.g. Rail, 1964 ; Koch et
al ,1982 ; Tuckwell,1986), I will analytically investigate
the problem of nonlinear interaction between excitation
100|xmp 2.0
Z
Figure 3.1
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and postsynaptic shunting inhibition on a finite but 
tapered equivalent cable. As an example of a tapering 
equivalent cable, I shall use a sinusoidal profile that 
is equivalent to the branching pattern described by Koch 
et al.(1982) for the cat retinal 6-ganglion cell:
F( Z ) =cos 2 [ I go I ( Z-g ) ] sec 2 I (j ü  I ö *0 Ze[0, tt/2|go| +g ) (3.1)
with o=0.5 and |co|=2.0. It is illustrated as a function 
of electrotonic distance from the soma in Fig. 3.1.
§3.2 Synaptic conductance change and input conductance
The time course of the conductance change for both 
excitation and inhibition is illustrated in Fig. 3.2 based 
on the standard a-function (see Jack et al., 1975; Turner, 
1984) :
8j (T) = 8j ,max aj Texp(l-“jT) (3 -2>
with a.=1.5 and 1.25, respectively. The values of ou are 
chosen to mimic the time course employed by Torre and 
Poggio (1978, 1981). The duration of the conductance change
7 8
Figure 3.2
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for excitation and inhibition is approximately of the 
order of 5.0 and 7.0 in units of the dimensionless time 
variable T, respectively (see Koch et al., 1983).
A wide selection of g .j , max values will be used in
the analysis (see section 3.4 and 3. 5) in order to
determine whether the size of the excitatory and especially 
inhibitory conductance change is critical for the synaptic 
vetoing mechanism (see Koch et al., 1983); while the 
calculation of the input conductance will provide
a lower bound on the possible size of the inhibitory 
conductance change at different sites along the sinusoidal 
equivalent cable, which can effectively veto an excitatory 
i nput.
The input conductance G^n at a selected point Z=Z^. 
on a sinusoidal equivalent cable is defined by the ratio 
between the steady input current of amplitude Iq and the 
steady-state voltage:
G.n (Zj ) = Io /V(Z = Zj ,T+°°) (3.3)
The total input current at a point Z = Z ^ on a sinusoidal 
equivalent cable divides into two axial (core) currents. 
The total axial current flowing to the right at Z = Z ^ can
be expressed by
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a (Z=Zj
I + ) ra , taper Ataper r1 dV ' dZ z=z + (3.4) 
j
and the axial current flowing to the left by
I
a(Z=Zj ) Fa, taper ^taper]
- 1
z
j
(3.5)
Conservation of current 
the total input current 
axial currents, that is
at the point Z = Z . requires that 
be equal to the sum of these two
Io ra.taper<V Xtaper<V ^
dV ' dV
X { dZ z = z dZ. (3.6)
Therefore, to obtain the input conductance, it is first 
necessary to find the rate of change of the steady-state 
voltage decrement, which is governed by equation (1.29) 
with <J) ( Z ) =cos [ I ü) I G ] sec [ I U) I ( Z- g ) ] and ß"x~ = l-co2 (see Table 
1.1). The solution of equation (1.29) is divided into 
regions to the left and to the right of the point Z=Z . . 
This means that four boundary conditions are needed to 
fully satisfy the problem. The assumption of sealed ends 
at Z=0 and Z=L are two such conditions, while the remaining 
two are the continuity of voltage and the assumption of
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a given voltage value at Z = Z^. . For the region O^Z^Z^.,
the solution of equation (1.29) can be shown to take the 
form
*/7 W * r * ( 0 ) / 8 *  cosh(/ß* Z) - dd>(0) sinh(/ß* Z)i 
V(Z) = ^  ; j [ dZ j
<t>(Z ) [ <t>(0)/ß* cosh(/ ß *  Z ) - d^ 0) sinh(/ß* Z )j
(3.7)
while for the region Z^.^Z^L, it takes the following form
V(Z)
<(>(Z)V* [ r cosh(/ß* Z)-r s i n h ( / ß Z)]
j 1 ____________2________
(J)(Z ) [r cosh(/ß* Z ) - r sinh(/ß* Z ) (3.8)
j 1 J 2 j
wh e r e
ri=(J)(L)/ß*cosh/ß*L + (J) ’ ( L ) sinh/ß*L
and
r2 = 4)(L)/ß*sinh/ß*L + <t>1 ( L ) cosh/ß*L
with primes denoting differentiation with respect to Z. 
Equations (3.7) and (3.8) are each differentiated with 
respect to Z and substituted into equation (3.6), which
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in turn is substituted into equation (3.3), to yield the 
input conductance at the point Z = Z ^ , that is,
Gi n < V  = /fJ*/[ra.taper(V  Ataper(Zj )]
d)(0) /e* sinh(/g* Zj)- d^ 0) cosh(/g* Zj )
^ ............................. . ..  .
<J) ( 0 ) / 3* c o s h ( / 3 ':c* Z )- sinh ( / 3* Z. )
T sinh(/3* Z ) - T c o s h ( / 3 Z )
1 j 2 j
r cosh(/3* Z ) - T sinh(/3* Z ) } (3.9)
1 J 2 j
If 3*<0 , then the following expression for the input 
conductance at the point Z = Zj holds:
Gin(Z.) = -/(-3-)/[ra>taper(Z.)Xtaper(Zj )]
d>(0)/(-3*) sin[/(-3*) Z.] + d cf> (0) cos[/(-3*) Z ]
J dZ J
x { d)(0)/(-ß*)cos[/(-ß*) Z 1 - dd)(0) sin[/(-ß*) Z ]
J dZ j
T * sin[/(~3'x’) Z . ] + T * cos[/(“3*) z ]
- __________________J________2__________________ _ _  } (3.10)
iy* cos[/(“3*) Z. ] - r2* sin[/(-ß*) Zj ]
where
r*1=<j)(L)/(-B*)cos[/(-B*) L] + <t>'(L)sin[/(-g*) L],
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r*2 = -d>(L)/(-ß*)sin[/(-ß*) L] + (J) ’ ( L ) cos [/(-ß* ) L],
and
r . (Z .)A (Z.)a,taper j taper j r A(f 2 ( Z . ) . a j
A numerical calculation to find the input conductance 
at every point on a sinusoidal equivalent cable is 
performed by evaluating equation (3.10) with the result 
presented in Fig. 3.3. It can be shown that for the region 
where inhibition is likely to implement a strong veto-like 
operation the following constraint must hold: r AG^n
It is clear from Fig.3.3 that the terminal tips represent 
the most suitable location. The constraint is based on 
condition two discussed in the next section (see also
Torre and Poggio , 1978) with the parameters r A = 50a m
and g 02 , max = 20nS. The choice of r A a yields a value for
the input resistance at the soma and at the distal tip
which is very close to the values given by Koch e t
al . (1982) for the 6-ganglion cell . Precise information
concerning the peak amplitude of the inhibitory conductance 
change in retinal neurons is questionable, but a value 
of 20nS corresponds roughly to the mid-range predicated 
by Turner (1990) with the same alpha value for hippocampal
pyramidal cells.
ra^G in 2.0
Soma 0.5 L
Location of Input Z ■
Figure 3.3
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§3.3 A quadratic approximation of the Volterra expansion
It has been conjectured by Poggio and Torre (1978)
that the qualitative properties between synaptic pairs
of inputs are contained in the linear and quadratic terms
of the Volterra series expansion given in Appendix II.
Therefore, by neglecting terms higher than the quadratic
i*g v r 0 vand using the three conditions >0, -0, and g2>g^,
the electrotonic potential at the soma (i.e. Z^=0) can 
be shown to take the following form (see Poggio and Torre, 
1978, equation 7.2):
Vs(T)
T
a f Ksl(T‘Tl)8l(Tl)VireV dTl 
0
T T1
- / / Ks2(T-T1)K21(T1-T2)g2(T1)g1(T2)VireVdT2dT1
0 0
(3.11)
The quadratic term in equation (3.11) corresponds to the 
nonlinear interaction component between the two inputs
and it must contribute if there is to be any nonlinear
interaction. Therefore, t 0 ensure that the quadratic term
is of sufficient magnitude to contribute significantly, 
Torre and Poggio (1978, 1981) proposed that synapses
located on a patch of isopotential neuronal membrane (see
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Fig. 3.4) must satisfy the following conditions:
(1) Approximately simultaneous activation and long 
duration of conductance changes.
(2) Small input conductance at the synaptic site 
relative to the synaptic conductance at that 
site.
(3) Adjacent spatial locations.
The conductance change is required to be of long 
duration because the reduction in the driving voltage 
(i.e. V. —V), which is responsible for the nonlinear
interaction between synaptic inputs, takes time to occur 
[see Jack et al.(1975) on the degree of nonlinearity 
expected for various durations of the conductance change]. 
The conductance changes are synchronously activated as 
this will ensure maximum nonlinearity for an adjacent 
pair of synaptic inputs. It is worth mentioning that 
asynchronous activation of the synaptic conductance changes 
will maximize the degree of nonlinear interaction between 
spatially dispersed inputs, especially when the inhibitory 
conductance change is of brief duration (see Segev and 
Parnas, 1983). This is because the combination of 
propagation time and attenuation with distance will lead 
to smaller reduction in the driving voltage, if the 
conductances are simultaneously activated.
I I
Figure 3.4
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The requirement of small input conductance (or large 
input resistance) relative to the synaptic conductance 
would cause a large local response, which in turn would 
produce a relatively large reduction in the driving 
voltage .
In a spatially distributed (i.e. when cable properties 
are included) neuronal model of a cell, the requirement 
of spatially adjacent synaptic inputs may not be essential 
for strong nonlinear interaction, as shown by Koch et 
al.(1982) using a numerical method. However, this 
requirement cannot be relaxed if an analytic approach 
based on a second-order approximation of the Volterra 
series is used. This is because the propagator will
be very small if 1 and 2 are distant locations and the 
cross or quadratic term in equation (3.11) will not 
contribute. A sketch of the Green’s function based on 
equation (3.12) corresponding to an instantaneous pulse 
of current delivered at various sites on the sinusoidal 
equivalent cable with sealed ends ( i.e Neumann boundary 
conditions) is shown in Fig. 3.5 to illustrate this 
point. Therefore, the close proximity of excitatory and 
inhibitory inputs in both space and time is of paramount 
importance if they are to interact in a nonlinear fashion 
in accordance with the second-order Volterra approximation. 
In fact, if equation (3.13) is to remain valid then the 
two inputs must not be spatially separated by an
K 
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electrotonic distance greater than about 0.1 (Torre and 
Poggio, 1978, 1981). .
An explicit input-output relation for the voltage 
at the soma of a sinusoidal equivalent cable model with 
Neumann boundary conditions at Z=0 and Z=L can be obtained 
directly by substituting the Greens function  ^=K ( Z^ , Z^. ; T )
defined by
K (Z , Z . , T ) = r Ä<t>( Z )<t>(Z.) 7 4) (Z )i|i (Z . ) exp [-(ß*+u 2)T] p j a p j u n p n j n
n = 1
(3.12)
together with the synaptic (junctional) conductance changes 
represented by the standard a-function [see equation (3.2)] 
into the quadratic approximation of the Volterra series 
expansion given by equation (3.11) to yield:
vs (T) g1 max ra A V rev exp(l.O) (f)(0) (f)(Z^ )
x I ^n(°)^n(Z1){ Yn 1(T-yn 1)exp(-a1T) 
n = 1
+ Yn 2 exp[-(Yn+a1)T] }
-g, g0 (r A) 2 V-, reVa-. a0 1,max 2, max a 1 1 2 exp(2.0)cf)(0)(f)(Z1)(f)2(Z2)
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OO
x il iPn(0)il;n(Z1)iJjn2(Z2){ Yn“ 1(yn-a2)"1 [T2-2T(yn-a2)_1 
n = 1
+ 2(yn~a2)~2] exp[-(a1+a2)T]
~ 2Yn~"1(yn~a2)""3exp[_(yn+0ti)T]
~ Yn_2(Yn-a2)~2exP[“(Yn+a1)T]
“ Yn~2 (Yn_ot2 ^ ~1 tT~ ^ n _a2)~"1 ]exP [ -(a1+a2)T ]
- a2“ 1(T+a2“ 1)Yn_2exp[~(yn+a1+a2)T]
+ a2_2yn~"2exp ^ ~^Yn + al *
00 OO
+ l £ \) (0) if» (Z9)ip (Z n ) ip (Z 0 ) {y -1(y -a9)~1[T21 l 2 m 1 m 2 'm 'n 2
n=l m=1 
n *m
” 2T(yn-a2)~1+ 2 (Yn~a2 )""2 ] exp[-(a1+a2)T]
~ 2Ym_1(Yn~a2)~3exPf"(Yn+ai)T]
' Ym"2(Yn-a2)"2exp[-(yn+a1)T]
- ^m"2^Yn-a2)_1[T-(yn-a2)_1]exp[-(a1+a2)T]
- y ~2(u 2~u 2+a?)-1[T+(u 2-U 2+a9)_1]exp[-(y +a1' m m n 2 m n 2 'm 1
+ a2)T] + ym""2 (um2~yn2 + a2 )~*2exp t “( yn + al ^  ^  (3 *13)
with the eigenvalues )j (n = l,2,...) being the positive
roots of the transcendental equation
t an pi^ L = un( vi+v2)/(hn2-vi V2) (3.14)
a s s o c i a t e d  w i t h  t h e  c o r r e s p o n d i n g  e i g e n f u n c t i o n s
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=
l
[ 2 ( U n 2 + V1 2 ) ] 2 [ u n c o s u n Z + V2 s i n u n z ]
{ ( U n 2+ v 2 2 ) [ L ( y n 2+ Vi 2 ) + Vi ] + V 2 ( y n 2 +V 12)}^
w h e r e
V ^ = | u ) | t a n [  | 031 ( L - g )  ] ,
V2 = | c o | t a n [  | oa | a ]  ,
y = l - o o 2 + u 2 - a ,  . n n 1
T h e  f i r s t s i x e i g e n v a l u e s  a n d  e i g e n f u n c t i o n s a r e  s h o w n
i n  T a b l e  3 . 1 .
T a b e l  3 . 1
n n
1 2 0 . 6 2 1
2 4 . 1 6 0 . 9 5 7
3 6 . 4 6 1 . 0 9
4 8 . 8 2 1 . 1 6
5 1 1 . 2 1 . 1 9
6 1 3 . 6 1 . 2 1
F o r t h e u n i f o r m  c o n v e r g e n c e  o f  t h e  V o l t e r r a  s e r i e s
e x p a n s i o n i  t c a n  be  s h o w n  f r o m  t h e  t h e o r y o f  l i n e a r
i n t e g r a l
Q
e q u a t i o n s  t h a t  T K m u s t  b e  b o u n d e d on  t £ ( 0 , T)
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for 0< 0 <1. To show this, an estimate of the remainder 
(or tail) of the Green’s function after the first N terms 
is needed. For large n, the eigenvalues reduce to
Un = (n-l)7T/L + (V1+V2)/[ir(n-l)]
and the eigenfunctions reduce to
<|)n(Z) = /(2/L) cosunZ + /(2/L) [2L( V1 + V2) + iL2 |u| Vj ] 
x cosy^Z/[(n-1)2t 2]
By utilizing the triangle inequality, together with the 
above asymptotic estimates of the eigenvalues and
eigenfunctions, an upper bound on the remainder of the 
Green's function after the first N terms is approximately 
given by
Rn  ^ 1 //( ttT ) exp{-[l-oo2 + (2/L)(V1 + V2) ]T} e r f c [ ( N-l ) tt/T/L )
Consequently, if is the Nth partial sum of the Green's
function, and since erfc(N)+0 as N->°°, then from the 
remainder of the Green's function it becomes clear that 
A R ^ + 0  as N+00. Hence, for any positive number £, there 
exists an integer M such that, whenever N>M,
A  I K-Sn I = A  I RN I S £ for all t £[0,T], which implies that 
/xK is bounded for t e [0,T], as required.
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§3.4 Interaction between excitation and shunting inhibition
The interaction between excitation and shunting
inhibition on a sinusoidal equivalent cable was analysed
by evaluating equation (3.13) on a VAX 3100 workstation
under VMS, with the results presented in Table 3.2. The
maximum amplitude of the excitatory conductance change
g. was 2 nS. This value was chosen by Turner ( 1984)1 , max
for the change in conductance underlying an EPSP
(Excitatory Post-Synaptic Potential) in the case of
hippocampal pyramidal cells. The peak amplitude of the
inhibitory conductance change g0 was 20 nS. A value2 , max
of 50 MS7 was used for r^A and the reversal potential for 
excitation was fixed at 90mV. Inhibition and excitation 
were synchronously activated with the time to peak for 
inhibition being delayed (i.e. a smaller alpha) with 
respect to the excitation (see Fig. 3.2).
An observation which emerges from these computational 
results is that the greatest reduction in the peak 
amplitude of the somatic potential occurs for the synaptic 
pair located near the terminal region of the sinusoidal 
equivalent cable. For example, the peak amplitude of the 
voltage at the soma was reduced by 85% for excitation 
and inhibition both located near the distal end, but only 
35% and 22% when located at the soma and mid-region, 
respectively. The large input resistance (or small input
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conductance) at the extreme periphery of the sinusoidal 
equivalent cable (see Fig. 3.3) provides an intuitive 
explanation as to why synapses in the distal region are 
so effective.
Table 3.2
z On - path Same - site Off - path
0.1 31.66 28.87 24.68
0.2 26.95 25.42 22.68
0.3 24.15 23.28 21.34
0.4 22.67 22.24 20.79
0.5 21.92 21.82 20.70
0.6 21.92 22.11 21.24
0.7 22.75 22.78 22.09
0.8 23.40 24.39 23.85
0.9 25.68 27.41 27.02
1.0 29.86 33.04 32.85
1 . 1 38.05 45.12 45.29
1.2 58.70 84.96 87.18
If the location of the inhibition Z^ is perturbed
by an electrotonic distance of 0.05 in front of and behind 
the position of the excitation Z^, then another observation
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which can be made is that shunting inhibition located 
on both the somatic and nonsomatic sides of the excitatory 
input is effective in reducing the voltage at the soma. 
In particular, shunting inhibition is more dominant on 
the direct-path for proximally positioned inputs and off 
the direct-path for distally located inputs. This can 
be explained intuitively by considering the proportion 
of the synaptic current that is expected to reach the 
soma from the distally positioned excitatory input. If 
the inhibitory conductance change occurs on the direct-path
between the soma and the excitatory input , then a large
portion o f the current, spreading directly towards the
soma, will be shunted. But, if the excitatory input is
located distally, then a large proportion of the 
peripherally spreading current will be "reflected back" 
at the distal tip, instead of leaking across the membrane, 
contributing to the voltage at the soma. Therefore, if 
the inhibitory conductance change occurs off the direct 
path, it will shunt this current, thereby reducing the 
peak voltage at the soma.
What would happen if larger or smaller values of
g„ were to be chosen in the analysis? The largest 2 , max
possible value associated with raA=50 is 20 nS ( see 
next section), but to see whether the evoked 
depolarization is reduced to a substantial degree, 
the same computations reveal that the percentages are
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reduced by a factor linked to the decrease in the value 
of g 0 (e.g. if g n is lOnS then all the entries
in Table 3.2 are halved). A conclusion can therefore be 
put forward that the size of the inhibitory conductance 
change should not be smaller than approximately 14 nS 
for it to 'effectively' veto an adjacent excitatory input.
There are some points which need to be addressed 
concerning the robustness of the conclusions generated
here with respect to the assumptions inherent in the
present m o d e l .
First, it was assumed that synaptic input applied 
to the equivalent cable was received by all the dendritic 
branches which were at the same electrotonic distance 
from the soma. Therefore, it is natural to think about
how the conclusions might change if only some of the 
dendritic branches (or even dendrites) are activated by 
synaptic inputs. Infact, Jack et al.(1975, pp.201-213) 
have shown that they remain unchanged because if the 
excitatory input is restricted to only a single equivalent 
cable of a multi-equivalent cable model then it is 
optimally vetoed by a shunting inhibitory input located 
at the same site (see also Carlen and Durand, 1981; 
Graubard and Calvin, 1983). The optimum location shifts 
from the soma for excitation on all dendrites (see Rail, 
1964; T u c k w e l l ,1986) to the site of the excitatory input 
for excitation only on some dendrites.
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Second, the quadratic approximation places a 
limitation on the range of parameter values for which 
the results remain valid. If the occurrence of a negative 
somatic potential, due to the dominance of the second-order 
term in equation (3.13), is to be avoided, then the 
following constraint must hold: r Ag . ^1.0. For example,3. J ) IT13 X
if r A=50MG! then g. ^20nS. It will be shown in the a j ,max
next section that for the somatic potential to reach 17mV,
a value for g1 in the range 10-18nS is needed,
depending on the input location (see Fig. 3.6). The large
value of the excitatory conductance change implies that
g9 cannot be taken to equal 10g, (see Fig. 3.2)z , max i,max
and it may be that this pure second-order approximation 
is a relatively poor one. Infact, Torre and Poggio (1978) 
claim that for more quantitative results terms of order 
higher than the second would be needed.
To summarize, the analysis revealed that shunting 
inhibition is potent in reducing the somatic potential 
even if displaced by a small distance behind the excitation 
(especially for distally placed synapses), as well as 
between it and the soma. Therefore, the stringent 
morphological requirement on the positioning of synapses 
put forward in some known postsynaptic schemes (see 
Miller, 1979 ; Koch et al . , 1982 ; Vaney,1986; Grzywacz 
and Amthor,1989) may represent unnecessary complexity.
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§3.5 Application of the postsynaptic scheme to directional 
selectivity in the retina
A subclass of retinal ganglion cells are directionally 
selective, responding with impulse activity to a moving 
spot of light in one direction (preferred) but not in 
the other (null).
The mechanism of directional selectivity at the 
ganglion cell level of the rabbit retina has been 
investigated experimentally by Barlow and Levick (1965). 
They demonstrated that the null direction is governed 
by an inhibitory veto process, which operates over small 
subunits distributed throughout the receptive field. The 
same mechanism is very likely to operate in the cat retina 
according to Cleland and Levick (1974), who recorded from 
directionally selective retinal ganglion cells in the 
cat and from axonal conduction latency measurements placed 
them in the morphologically heterogeneous class of y-cells 
(of which the 6-cell is a subset) categorized by Boycott 
and Wassle (1974).
The postsynaptic scheme for directional selectivity 
proposed by Torre and Poggio (1978) postulates that strong 
nonlinear interaction between inputs is essential if the 
scheme is to approximate the logical AND-NOT (or veto) 
gate of Barlow and Levick and therefore become a faithful 
model. The interaction expressed by equation (3.11) is
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roughly § i ~§;l§ 2 ’ which is identical to the logic AND-NOT 
gate (i.e. g l AND (NOT g 2 ) = g 1 X (1 -g 2 ) = (g1“g 1g 2 )«
It has also been shown by Poggio and Reichardt ( 1973) 
that knowledge up to the quadratic term of the Volterra 
expansion is sufficient to explain directional selectivity. 
Nonlinearities central to the operation of this scheme 
are due to local circuits within the dendritic tree. The 
local circuit formed by an adjacent excitatory (e.g. ACh) 
and inhibitory (e.g. GABA) synapses must be extensively 
replicated throughout the dendritic tree in order to create 
the many independent subunits observed by Barlow and 
Levick. For a review containing a discussion on the 
possible neural interactions underlying direction
selectivity in the retina, see Oyster (1989), or Poggio 
and Koch (1987) for a more elementary approach.
The scheme assumes that a shunting inhibitory
mechanism underlies directional selectivity in the retina, 
for which there is evidence revealed by intracellular 
recordings (Marchiafava, 1979; Watanabe and Murakami,
1984; Amthor et al.,1989). It also assumes that synapses 
of the dyad type impinge directly on distal dendrites 
of directionally selective ganglion cells. The validity 
of this scheme, as the basic neuronal hardware that may 
be responsible for directionally selective behaviour 
observed in rabbit retinal ganglion cells by Barlow 
and Levick (1965) will require the utilization of
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micropharmacological techniques to construct spatial maps 
of individual directionally selective ganglion cells 
and infer on the spatial arrangement of the excitatory 
and inhibitory synapses (i.e. the identification of ACh 
and GABA receptors). This work is currently in progress 
in the laboratories of Professor Levick and Dr Morgan 
at the Australian National University.
The electrical representation of the dendritic tree 
of a 6-ganglion cell, which is a presumably directionally 
selective cell (see e.g. Famiglietti , 1987) , will be used 
to implement the postsynaptic scheme, with the aim of 
determining at which specific location on the sinusoidal 
equivalent cable a directionally selective response can 
be initiated. This will be achieved by showing that in 
the preferred direction (i.e. the increase of g 2  does
not offset the depolarization produced by the increase 
of g^, because g^ and g 2  are separated by an appropriate 
delay) the net depolarization at the soma created by all 
the excitatory synaptic inputs (all assumed to be at 
identical electrotonic distances from the soma) exceeds 
the threshold for initiation of a spike. However, in the 
opposite (null) direction (i.e. the increase of g 2  does 
offset the depolarization produced by the increase of 
g^, because g^ and g 2  occur simultaneously) the
depolarization is reduced by the adjacent inhibitory 
synaptic inputs (all assumed to be located at identical
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electrotonic distances from the soma), causing the voltage 
at the soma not to exceed the threshold for initiation 
of a spike.
The maximum amplitude of the excitatory conductance 
change g-. is chosen to enable a somatic potential
-L j in 3. X
of sufficient magnitude to be reached (e.g. 17 mV of 
depolarization), in order to influence significantly the 
generation of an action potential (spike) at the axon 
hillock. The value of g, that would produce a 17mV
of depolarization at the soma can be obtained from Fig. 
3.6 for three specified input locations.
The deviation of the somatic potential from an initial
voltage of 17mV, caused by the presence of the inhibitory
conductance change is shown in Fig. 3.7. The threshold
for initiation of an action potential is assumed to be
lOmV. These results show that only at the distal region
of the sinusoidal equivalent cable is the threshold not
exceeded. Consequently, the hypothesis proposed by Torre
and Poggio (1978) that synapses of the dyad type impinging
on distal dendrites of retinal ganglion cells can produce
directionally selective behaviour has been shown to be
valid for a specific choice of g,1 , max
The following points need to be kept in mind before 
the applicability of this postsynaptic scheme as a basis 
for directionally selective signal generation in the retina
is accepted:
2 3 0 1 2 3 0 1 2 3
T T T
Figure 3.7
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(1) Although, it has been shown that distal dendrites 
can provide conditions favourable for setting up AND-NOT 
logic gates (i.e. one input vetoing another) essential 
for a directionally selective response to be initiated, 
Grzywacz and co-workers (see Grzywacz and Koch, 1987; 
Grzywacz and Poggio, 1990) argue that the approximation 
of the Volterra series by only the second-order term may 
not be enough to generate a directionally selective 
response after exposure to a high-contrast periodic 
pattern.
(2) Although, Famiglietti (1987) has assumed that 
directionally selective cells in the cat have a delta-like 
morphology, the cat retinal delta-ganglion cell may not 
be directionally selective. Directionally selective 
ganglion cells in the cat retina have "complex" receptive 
fields (Cleland and Levick, 1974) and are not "concentric" 
in the sense of Kuffler (1953). But, Nelson and Kolb (1988) 
have shown that the delta-cell has a "concentric" rather 
than a "complex" receptive field. However, this depends 
on whether a large enough population of units have been 
sampled to enable possible exceptions.
(3) Although, Koch et al. (1982) have postulated 
a postsynaptic interaction between inputs on the delta-type 
ganglion cell may underly directional selectivity the 
nonlinear interactions may take place presynaptically 
rather than at the level of the ganglion cell membrane
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The biophysical mechanism for implementing directional 
selectivity could be the interaction between an excitatory 
and inhibitory input followed by synaptic rectification 
at the level of the cholinergic amacrine and ganglion 
cell synapse. The rectifying property of the synapse would 
be functionally equivalent to the logical AND-NOT gate 
proposed by Barlow and Levick (1965). A model based on 
such a presynaptic scheme will be presented in the next 
c h a p t e r .
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C H A P T E R  4 M O D E L L I N G  T H E  E L E C T R O T O N I C
S T R U C T U R E  OF A S T A R B U R S T  
A M A C R I N E  C E L L  IN T H E  R A B B I T  
R E T I N A
§4.1 Introduction
Cholinergic starburst amacrine cells seem to be 
involved in the generation of directional selectivity 
in many vertebrate retinas (for review see Masland and 
Tauchi, 1986). In Golgi-impregnated and dye-injected 
material the starburst amacrines in the rabbit retina 
show an unusual dendritic architecture that includes thin 
intermediate dendritic segments (Famiglietti,1983a; Miller 
and Bloomfield,1983) , and varicosities confined to the 
more distal branches which serve as input-output sites 
via dendrodendritic synapses.
On the basis of cable modelling, Miller and Bloomfield 
(1983) suggested that the distal dendrites of starburst 
amacrines might be electrically isolated from the soma 
due to the presence of the intermediate zone of thin 
dendrites. The computations undertaken by Miller and 
Bloomfield( 1983) using a passive steady-state cable model 
(Rail,1959) revealed that input to a varicosity in the 
periphery would decay over a relatively short electrotonic
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distance and con t r i b u t e ( < 1 0% ) to the voltage at the soma. 
In particular, if the diameter of the primary branch 
conformed to the 3/2 power-law of Rail then it was shown 
that in the somatopetal direction the voltage attenuated 
to about 10.6% of its initial value, while in the 
somatofugal direction to approximately 88.6% of its initial 
value. These results imply that starburst amacrine cells 
consist of subunits functioning as electrically independent 
local input-output circuits and that the operational unit 
in the starburst network is not the whole cell but rather 
a segment of its dendritic arbor. This hypothesis is 
important because these anatomical segments have the right 
size and shape to account for the direction-selective 
subunits in the receptive fields of ganglion cells reported 
by Barlow and Levick (1965) [see 0yster(1989) and
Vaney(1990) for a review].
However, the analysis of Miller and Bloomfield is
open to criticism as it was limited to the steady-state,
and more importantly was dependent upon the assumption
2of a constant and uniform value of 4000 flem for the 
specific membrane resistivity (R ) of the dendritic 
surface. The omission of capacitance can be justified 
by the slow time-course of most of the inputs to the 
starburst amacrines. For example, it is known that cone 
bipolar responses are "sustained" and anatomical evidence 
provided by Famig1ie11i( 1983b ) shows that cone bipolar
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i n p u t s  a r e  d i s t r i b u t e d  t h r o u g h o u t  t h e  d e n d r i t e s  o f
s t a r b u r s t  a m a c r i n e s .  On t h e  o t h e r  h a n d ,  t o  t h e  b e s t  o f
my k n o w l e d g e  t h e r e  a r e  no e s t i m a t e s  o f  t h e  e l e c t r i c a l
p a r a m e t e r s  o f  s t a r b u r s t  a m a c r i n e  c e l l s  a n d  t h e r e f o r e ,
i t  i s  c l e a r l y  p r e m a t u r e  t o  s u g g e s t  a n y  k i n d  o f  e l e c t r o t o n i c
m o d e l  b a s e d  on p a r a m e t e r s  c ommo n l y  a s s o c i a t e d  w i t h  o t h e r
ma mma l i a n  n e u r o n s .  N e v e r t h e l e s s ,  some r e f e r e n c e s  t o
e l e c t r i c a l  p a r a m e t e r s  o f  a m a c r i n e  c e l l s  i n  g e n e r a l  h a v e
b e e n  made by N e l s o n  ( 1 9 7 3 )  a n d  mor e  r e c e n t l y  by Co l e ma n
a n d  M i l l e r  ( 1 9 8 9 )  f r o m  c o l d - b l o o d e d  l o w e r  v e r t e b r a t e s .
N e l s o n  ( 1 9 7 3 )  s u g g e s t e d  an  a v e r a g e  R o f  t h e  s oma  t o  l a y
m
2
i n  t h e  r a n g e  1 0 0 0 - 3 0 0 0  flcm w i t h  an  a x i a l  r e s i s t i v i t y
( R ^ )  o f  300  f2cm ( a s s u m i n g  n e g l i g i b l e  e x t r a c e l l u l a r
r e s i s i t i v i t y ) , w h i l e  Co l e ma n  a n d  M i l l e r  ( 1 9 8 9 )  h a v e
2
s u g g e s t e d  a n  a v e r a g e  Rm o f  68 000  ficm . A l t h o u g h ,  t h e r e
may be  a s e r i o u s  h a z a r d  i n  i n f e r r i n g  t h e  p r o p e r t i e s  o f  
m a mma l i a n  n e u r o n s  f r o m  t h o s e  o f  l o w e r  v e r t e b r a t e s ,  t h e s e  
v a l u e s  i n d i c a t e  t h a t  t h e  e l e c t r i c a l  p a r a m e t e r s  c h o s e n  
by M i l l e r  a n d  B l o o m f i e l d  ( 1 9 8 3 )  may h a v e  b e e n  t o o  l o w 
by a f a c t o r  o f  10 o r  m o r e .
F u r t h e r m o r e ,  i n  e l e c t r o p h y s i o l o g i c a l  s t u d i e s  o f
m a m m a l i a n  CNS n e u r o n s ,  t h e  u n i f o r m  R^ a s s u m p t i o n  i n  m o s t
2
s i t u a t i o n s  o v e r e s t i m a t e s  t h e  a c c e p t e d  v a l u e  o f  0^ = 1 j j F / c m“ 
f o r  b i o l o g i c a l  m e m b r a n e s  ( C o l e ,  1 9 6 8 ) .  One way t o  r e s o l v e  
t h i s  p r o b l e m  h a s  b e e n  t o  a s s u m e  a m o n o t o n i c a l l y  i n c r e a s i n g  
Rm d i s t r i b u t i o n  ( R a i l , 1 9 8 2 ;  F l e s h m a n  e t  a l . , 1 9 8 8 ) .  A l t h o u g h
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there may be a way to experimentally test whether R ism
spatially nonuniform [e.g. to investigate the behaviour 
of the neuron after a voltage perturbation see Fleshman 
et al.(1988) or to use voltage sensitive dyes see Tsien 
(1990)], at present this assumption remains purely
theoretical .
This assumption deserves more attention as it is 
highly probable that starburst amacrine cells undergo
constant synaptic bombardment throughout their dendritic 
arbor, especially in the periphery increasing the membrane 
conductance in a nonuniform manner. Although, 
electrophysiological experiments on starburst amacrine 
cells have not yet been undertaken, in general synaptic 
inputs alter ionic conductance which can lower the measured 
from its resting value during recording. To compensate 
for the lower measured R^ due to such synaptic activity 
(which in many cells may be concentrated on peripheral
dendrites), the value of R^ may increase with distance
from the soma in a monotonic fashion . Therefore, one aim
of this chapter will be to test the robustness of the
Miller and Bloomfield (1983) results by varying the Rm
assumption.
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§4.2 Experimental methods
A single Cb amacrine cell from the visual streak 
of the rabbit retina was kindly provided by Dr.D.I.Vaney 
(VTHRC, University of Queensland). The cell was injected 
with the fluorescent dye Lucifer-yellow and than after 
fixation the dye was converted to an opaque reaction 
product by photo-oxidation in the presence of DAB. This 
procedure allows direct visualization of the Lucifer-yellow 
filled cell under light [see Maranto (1982) and Vaney 
(1984) for details on the Lucifer-DAB staining procedures].
In order to perform a morphometric analysis of the 
labeled cell a series of micrographs were taken under 
an overall total magnification of X1000 using a Zeiss 
photomicroscope II.
The diameter and length of each dendritic branch 
segment was measured using a X400 oil-immersion objective 
lens and a micrometer-driven filar eyepiece. The diameters 
of beaded dendritic segments were estimated by measuring 
the diameters of the beaded and constricted regions and 
calculating a weighted average. In most cases, an average 
diameter was calculated from measurements made at every 
5]jm. A resolution of 0.3 uro was assumed and no attempt
was made to adjust measurements by a scaling factor as
a result o f fixation and dehydration. The results are
tabulated in table 4. 1 with the five dendrites of the
: 4
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Figure 4.1 con't.
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L u c i f e r - f i 1 l e d  s t a r b u r s t  a m a c r i n e  c e l l  d r a w n  a s  b i n a r y  
d e n d r o g r a m s  i n  t e r m s  o f  a n a t o m i c a l  p a t h  d i s t a n c e  ( s e e
F i g . 4 . 1 ) .
T a b l e  4 . 1
D e n d r i t e  n u m b e r  B r a n c h  o r d e r  L e n g t h  ( y m)  D i a m e t e r  ( j jm)
1 11 0 . 7 4
2 31 0 . 4 4
2 19 0 . 8 3
3 106 0 . 6 9
3 22 0 . 3 7
3 44 0 . 4 2
3 100 0 . 7 4
4 43 0 . 6 8
4 60 1 . 1 7
4 62 0 . 3 3
4 89 0 . 8 9
4 62 0 . 8 3
4 60 0 . 9 0
4 21 0 . 5 6
4 69 1 . 1 0
5 19 0 . 4 9
5 23 1 . 1 1
5 46 1 . 1 1
5 7 0 . 9 7
5 46 0 . 7 5
5 61 0 . 7 4
5 14 1 . 1 1
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T a b l e  4 . 1  c o n t ’ d
D e n d r i t e  n u m b e r  B r a n c h  o r d e r  L e n g t h  ( u m)  D i a m e t e r  ( um)
5 27 1 . 1 7
6 38 0 . 9 0
6 27 0 . 6 3
6 36 1 . 2 2
6 33 0 . 8 4
6 34 1 . 2 8
6 18 1 . 0 2
6 10 1 . 3 9
6 18 0 . 9 3
1 43 0 . 6 6
2 77 0 . 7 3
2 37 0 . 7 4
3 99 0 . 7 2
3 37 0 . 9 7
3 63 0 . 8 3
3 41 1 . 0 3
4 6 0 . 7 4
4 43 0 . 7 3
4 48 0 . 9 7
4 19 1 . 4 6
4 42 0 . 7 5
4 74 0 . 9 1
5 33 1 . 1 1
5 24 1 . 0 4
5 22 1 . 4 6
5 26 1 . 2 2
1 22 0 . 3 73
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T a b l e  4 . 1  c o n t ' d
D e n d r i t e  n u m b e r  B r a n c h  o r d e r  L e n g t h  ( u m)  D i a m e t e r  ( u m)
2 22 0 . 2 8
2 64 0 . 5 1
3 31 0 . 4 2
3 50 0 . 5 2
3 23 0 . 6 1
3 97 0 . 7 9
4 93 0 . 4 9
4 36 0 . 4 2
4 41 0 . 4 2
4 62 0 . 8 3
4 27 1 . 0 2
4 30 0 . 8 8
5 26 0 . 6 9
5 78 0 . 8 3
5 51 0 . 4 2
5 50 0 . 3 5
5 39 0 . 8 0
5 50 0 . 8 3
5 44 0 . 8 3
5 17 0 . 6 5
5 37 0 . 8 3
5 11 0 . 5 6
6 53 0 . 7 2
6 48 0 . 6 5
6 15 0 . 9 7
6 6 0 . 8 3
6 9 0 . 5 6
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T a b l e  4 . 1  c o n t  ' d
D e n d r i t e  n u m b e r  B r a n c h  o r d e r  L e n g t h  ( y m)  D i a m e t e r  ( y m)
6 14 0 . 8 3
1 6 0 . 9 7
2 31 0 . 6 1
2 126 0 . 5 9
3 59 0 . 7 8
3 57 0 . 7 5
3 22 0 . 6 9
3 15 0 . 8 3
4 23 0 . 6 7
4 56 0 . 7 9
4 39 0 . 5 6
4 35 0 . 4 2
4 32 0 . 5 0
4 12 0 . 8 3
5 12 0 . 8 3
5 37 1 . 1 7
5 26 0 . 6 5
5 14 0 . 8 4
5 44 0 . 7 9
5 35 0 . 8 4
5 57 0 . 6 9
5 33 0 . 6 1
5 35 1 . 0
5 21 0 . 4 6
6 11 0 . 5 6
6 26 1 . 8 3
6 16 0 . 6 5
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Table 4.1 cont ' d
Dendrite number Branch order Length (uni) Diameter (um)
6 32 1.04
6 12 0.83
6 16 0.83
1 79 0.42
2 14 0.83
2 66 0.49
3 14 1.16
3 6 0.83
4 27 0.56
4 21 1.11
The dendritic branches were divided into individual 
segments each represented by a smooth cylinder of uniform
diameter. The diameter and length of each segment was
than used in calculating the membrane surface area of
the dendritic segment. The membrane surface area of all
five dendrites yielded the total membrane surface area
calculated in successive 10um distance bins (Fig.4.2). 
The cumulative membrane surface area scaled as percent 
of total membrane surface area was also determined with 
the curve shown in Fig.4.2. This curve was used as an 
initial guide to the assumed nonuniformity
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in R^- a procedure used by Fleshman et al.( 1988) for cat 
motoneurons .
The actual R values attached to this curve were m
2chosen from a postulated soma resistivity of 1000 fiem 
(Nelson, 1973), increasing to a final value of Rm , max
For each segment an average (or mean) R value wasm
selected from a section of the curve corresponding to 
the physical distance from the soma of the particular 
branch element. This enabled the electrotonic length of 
an individual branch to be determined from the well-known 
equation
£//(R d / 4 R .) (4.1)m i
where a different diameter (d), length(£) and specific
membrane resistivity (Rm ) for each segment, but a common
value for the axial specific resistivity (R^) of 300 fiem
was assumed (N e l s o n ,1973) . The total electrotonic length
along a dendritic path from the soma to the point of
measurement was than obtained as the sum of all the
electrotonic lengths of the individual branch segments.
It should be mentioned that in some cases, R values werem
adjusted slightly (<5%) in order for dendrites to terminate 
at identical electrotonic distances from the soma-a 
condition required for the reduction of the dendritic 
tree into an equivalent cable. A larger class of dendritic
Soma 0.5 L
Figure 4.3
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tree patterns with branch segments terminating at unequal 
electrotonic distances from the soma could also be treated 
by the cable model, but only if it was also assumed that 
end effects from dendrites terminating at different 
electrotonic distances from the soma were negligible, 
as would be the case when viewed from the soma.
The diameters and R values of dendritic segmentsm
at a large number of discrete electrotonic distances 0.05 
apart were used to determine the profile of the equivalent 
dendritic cable governed by the factor F (see equation 
1.28). The factor in Fig. 4.3 was approximated by an 
exponential function exp(-1.8Z) corresponding to the dashed 
line in Fig.4.3.
§4.3 Results and discussion
A standard procedure for choosing appropriate Rm 
values are those that satisfactorily predict the 
intrasomatic input resistance obtained experimentally. 
Unfortunately, no intracellular recordings have been made 
from rabbit amacrine cells to allow for the input 
resistance to be found. Therefore, the absence of 
information about the specific electrical membrane
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properties of rabbit starburst amacrine cells has resulted 
in the use of parameter values taken from amacrine cells 
from cold-blooded lower vertebrates (i.e. R.=300 flcm,l
R =1000 ficm^  obtained by Nelson,1973, and R =68m , soma m ,max
?OOOficm obtained by Coleman and Miller,1989).
With these electrical parameters, the electrotonic
length of 0.8 would imply that the starburst amacrines
are electrotonically compact. Indeed, this has been
verified from computations of the somatopetal (see equation
2.34) and somatofugal (see the steady-state component
of equation 2.27) voltage decrement as shown in Fig.4.4.
In terms of voltage attenuation seen at the soma the result
illustrates that synaptic potentials generated at the
most distal dendritic sites would attenuate by only 37%,
and by only 18% in the opposite direction. Therefore,
even the most distal excitatory synaptic input activated
on a certain dendrite is likely to have considerable
influence on the activity of another dendrite.
A question that needs to be asked for the results
to have any form of conviction is whether mammalian retinal
neurons have electrical parameters that are as high as
those in the amphibian retina. If the answer is no, then
computations with lower R and R. values need to be carriedm i
out. This can be accomplished by multiplying by a factor
(different for each R chosen) the electrotonic lengthm , max
measurement for each branch segment and also by changing
0.8  -
SOMA
z
Figure 4.4
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the value, whilst keeping the same £ and d values in
equation (4.1). The profile of the factor F (see Fig.
4.3) would remain the same except that the electrotonic
length of the equivalent cable would be increased. For
example, if R =4000 ficm^  and R.=300 ficm then them , max i
electrotonic length would increase from 0.8 to 3.46. The
results are presented in Fig.4.5 by showing the tip~to~tip
signal decrement measured as a percentage of voltage
against a selection of R values, with two particularm , max
R^ values chosen to represent the entire spectrum of
possible R_^ values. For example, if the spatial Rm
distribution rises to 75 000 flcm^  (i.e. R =75 000m , max
2ßcm ) then electrical transmission within the arbors of 
the starburst amacrine cell is quite good, with the voltage 
attenuation never exceeding about one-half. It is also 
important to note that with similar electrical parameter 
values the results show the same voltage decrement as 
predicted by Miller and Bloomfield (1983).
In terms of biological insight the purely theoretical 
results generated here may shed some light on the type 
of synaptic scheme involved in retinal directional 
selectivity. If the electrical parameters for rabbit 
retinal neurons are found to be as high as those found 
in the amphibian retina then it would appear unlikely 
that dendritic isolation does exist putting doubt over 
the presynaptic scheme (see Masland and Tauchi,1986),
>  60
m,max
Figure 4.5
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and thereby favouring a postsynaptic scheme (see Torre 
and Poggio,1978) On the other hand, if the electrical 
parameters were found to be less than those assumed in 
this analysis then the probability of dendritic isolation 
occurring would be much greater. For example, if it was 
assumed that 90% was the maximum percentage of the signal 
decrement (or 10% residual transmission) that would allow 
the dendritic arbors of starburst amacrine cells to 
function autonomously then the results clearly show that
Rm , ma x would need to be under 5000 and 20 000 ficm for
R . =70l and 300 ßcm, respectively. For this choice o f
membrane resistance values it is shown in F i g .4.6 that
the terminal arborizations arising from each primary 
dendrite function in an autonomous manner and more 
importantly, dendrites of starburst amacrine cells process 
information with a bias towards the somatofugal direction. 
This asymmetric bi-directional current flow in starburst 
amacrine cells will play a vital role in the model of 
retinal direction-selectivity discussed in the next 
section .
It should be stressed that the classical concept 
of a neuron (see e.g. Eccles,1957) as a neural integrator 
of all incoming synaptic inputs (distributed on many 
dendrites) may apply to the starburst amacrine cells, 
but the concept of the axon as the sole output channel 
of the neuron cannot apply to the starburst amacrines,
26 47 75
m,max
Figure 4.6
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since they are axonless. Therefore various branch segments 
are more likely to be activated independently via 
dendrodendritic synapses as a result of a possible
non-homogeneous input activated during directional visual 
stimulation. This caveat in the theory of the equivalent 
cable model is difficult to dismiss when modelling a 
non-classical neuron (but see Rail and Rinzel, 1973; 
Redman, 1973; Rinzel and Rail, 1974). Another assumption 
inherent in the cable model is the nonuniform Rm
distribution This assumption is a consequence of the
possible nonuniform distribution of specific ion channels
present in cat motoneurons and is not an intrinsic property
of the neuronal membrane. As it appears unlikely that
synaptic inputs are distributed uniformly over the
dendritic membrane of starburst amacrines (Famiglietti,
unpublished manuscript), such a nonuniform synaptic input
distribution could influence the way the specific membrane
resistance is reduced during synaptic bombardment, but
whether the starburst amacrines have a R distributionm
that follows a " sigmoidal" shape remains to be seen.
Indeed, it may be that the difference between the
input-output structure of starburst amacrine cells and
other classical neurons warrants the use of other forms
of R distributions (e.g. the complement of the "sigmoidal" m
curve), but again this is left open for further
investigation.
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§4.4 Directional selectivity in the retina; a presynaptic 
cotransmission model
The classical electrophysiological experiments undertaken 
by Barlow and colleagues (Barlow and Hill,1963; Barlow 
et al., 1964; Barlow and Levick, 1965; Oyster and
Barlow,1967) exposed the underlying mechanisms by which 
certain ganglion cells in the rabbit retina respond 
preferentially to the direction of visual motion, but 
in the 26 years since the publication of Barlow and
Levick’s classic description of the mechanism of
direction-selectivity the cellular basis of its operation 
still remains to be completely understood.
However, detailed anatomical studies of the inner
plexiform layer in several vertebrate retinas (Dowling, 
1968; Dowling and Werblin, 1969) led Dowling to propose 
a scheme of how directionally selective responses could 
be mediated in the inner plexiform layer by amacrine cells 
(Dowling,1970) . This scheme incorporates the main
anatomical features found in retinas of those vertebrate 
species having directionally selective ganglion cells. 
The biophysical mechanism for implementing directional 
selectivity involves the interaction between an excitatory 
and inhibitory input followed by synaptic rectification 
at the level of the amacr ine-ganglion cell synapse. The
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rectifying property of the synapse being functionally 
equivalent to an AND-NOT logical gate proposed by Barlow 
and Levick (1965). Nevertheless, such a scheme allows 
just one kind of amacrine cell do too much. For example, 
opposite sides of the amacrines dendritic tree connect 
to the same ganglion cell which is unnecessary complexity. 
Therefore, regardless of its success in pinpointing the 
retinal location of direction-selective interactions and 
the nature of these neural interactions, the Dowling model 
having several caveats in its topological layout needs 
to be modified before it can fully explain the operational 
mechanisms governing direction-selectivity and in 
particular, the spatial organization of 
direction-selectivity.
My main aim will be to modify the Dowling model 
so as to incorporate the pharmacological data (Masland 
and Ames, 1976; Wyatt and Da w,1976; Caldwell et al.,1978; 
Ariel and Daw, 1982) which has identified the transmitters 
ACh (acetylcholine) and GABA (y-aminobutyric acid) in 
the generation of ON-OFF directionally selective responses 
and hence identified the type of amacrine cells involved 
in the operation of direction-selectivity, together with 
the recently proposed functional role of these amacrine 
cells outlined by Masland (Masland et al.,1984; Tauchi 
and Masland, 1984; Masland and Tauchi,1986) and Vaney
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(Vaney and Young,1988; Vaney et al.,1989; Vaney,1990) 
into a physiologically robust scheme that can explain 
how these identified amacrine cells interact in order 
to account for the directionally selective responses 
observed in most retinas of vertebrate species.
The major proposition of the model is based on the
idea that ACh is released onto a specific directionally
selective ganglion cell only from segments of starburst 
-x-amacrines whose distal tips are located on the side of 
the amacrine field which is first stimulated by movement 
in the null direction (Vaney et al.,1989; Vaney,1990). 
This premise is rather speculative but Professor Levick 
and Dr Vaney are currently searching for its eventual 
verification in a jointly funded project. Assuming that 
the major proposition of the model holds then the following 
corollaries are essential for the presynaptic 
cotransmission model to be fully operational;
(1) Segments of starburst amacrines located in other 
quadrants would provide ACh input to directionally 
selective ganglion cells with different preferred 
directions (Vaney,1985; Vaney et al.,1989; Vaney,1990);
■X-Only the outer varicose region of each dendrite represents 
the output zone to an overlaying directionally selective 
unit (Famig1i e 1 1 i ,1983b ; 1985).
ELectrotonic structure of star burst amcrine cells 114
(2) Ganglion cells which respond to different 
preferred directions receive synaptic input from different 
segments of the starburst amacrines. This prevents the
-X--X-co-release of GABA and ACh from occurring , since 
overlapping receptive fields of any two directionally 
selective units rarely have identical preferred directions 
(Levick, personal communication);
(3) Asymmetric ACh input to directionally selective 
ganglion cells is symmetrically inhibited by all segments 
of starburst amacrine cells(Vaney et al.,1989; Vaney,1990).
The main appeal of the presynaptic cotransmission 
model shown in Fig.4.7 is the relationship between 
directionally selective ganglion cells and overlying 
starburst amacrines. This is because such an arrangement 
can explain the topographic physiological features of 
directional selectivity (Barlow and Levick,1965; Wyatt 
and Daw,1975). In particular, the model as shown in 
Fig.4.7(b) can account for the distribution of 
silent-inhibition around a local region (subunit) in 
the receptive field of a single directionally selective
The release sites for GABA and ACh are co-distributed 
within the varicose annular zone covering the distal 
dendrites of each starburst amacrine cell.
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unit. It is known that starburst amacrines receive a sparse 
distribution of cone bipolar inputs over their entire 
dendritic tree (Famiglietti,1983b;1985) and this broad 
distribution of inputs seems to be compatible with the 
physiological observations of Wyatt and Daw (1975), because 
the area of distribution of these cone bipolar inputs 
initiating the release of GABA in the "output" zone of 
each starburst amacrine cell resembles a cardioid [see 
Fig. 4.7(b)].
Likewise, the topology of the model as illustrated
in Fig.4.8 is able to account for the multiplicity of
directionally selective subunits and also the existence
of an "inhibition-free" zone adjacent to the edge of the 
receptive field that is first crossed when motion is in 
the preferred direction (Barlow and Levick, 1965) . Note 
that although only a single layer is shown in Fig. 4.8, 
a bistratified dendritic field in both the ON and OFF 
layer is required and also the synaptic mechanism 
associated with a single subunit should be repeated many 
times, but here it is highly magnified in order to show 
off the synaptic arrangements.
The physiological definition of a subunit is the 
smallest distance a stimulus must be moved in order to 
elicit a directionally selective response, which is
approximately 17' or 30 pm in linear distance on the retina
Figure 4.8
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(Barlow and L e v i c k ,1965 ) . In the model the morphological 
definition of the subunit is the aggregate of dendritic 
terminals of overlapping starburst amacrine cells which 
constitute about one or two lattice units roughly 20-30 
jjm wide in agreement with the anatomical measurements 
(Bran d o n ,1987) , and are assumed to follow the looping 
morphology of the ON-OFF direction-selective unit (Amthor 
et al.,1984).
The model assumes the existence of starburst-starburst 
connections together with the release of ACh and GABA 
from these cells upon visual stimulation. The
colocalization assumption allows for just one type of 
amacrine cell to mediate both the excitation and
inhibition. There exists morphological evidence that 
starburst processes interact synaptically with each other 
(Millar and M o r g a n ,1987) . Furthermore, it has been recently 
discovered that the starburst amacrine cells store (Vaney 
and Young,1988) and synthesize (Brecha et al.,1988) GABA. 
There is strong evidence for the role of ACh as a 
transmitter used by starburst amacrine cells because 
cholinergic enzymes (e.g. choline acetyl transferase) are 
present in these cells and also because ACh is known to 
be released during light stimulation (Masland and
Ames,1976). However, the identification of GAD (glutamate 
decarboxylase) does not imply with certainty that GABA
Electrotonic structure of star burst amacrine cells 117
is used as a transmitter, because it has been shown that 
GABA is released from starburst amacrine cells through 
a carrier system that is insensitive to light 
stimulation ( O ’Malley and Mas l a n d ,1989) . It may be that 
both ACh and GABA release is modulated by light but ACh 
release being highly amplified.
The model also assumes that a GABA releasing amacrine 
cell is presynaptic to an ACh releasing amacrine cell, 
which appears to be very likely, since Massey and 
colleagues (Massey and Neal,1979; Neal and Mass ey,1980; 
Massey and R e d b u r n ,1982) have shown that GABA appears 
to modulate the release of ACh suggesting the presence 
of GABAergic input onto the cholinergic amacrine cells. 
Regardless of the presumed existence of GABAergic synapses 
impinging directly upon directionally selective ganglion 
cells (Famiglietti , 1985), the model assumes that GABA 
receptors are found only on cholinergic amacrine cells, 
while ACh receptors are restricted to the 
direction-selective ganglion cells. This assumption 
requires further analysis and is currently underway in 
the laboratory of Dr Morgan (see e.g. Morgan and Li, 1990).
The cotransmission model will not work unless the 
primary dendrites of starburst amacrine cells are 
electrically isolated from each other. Otherwise, 
inhibition induced by movement in the null direction for
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a particular quadrant of the starburst amacrine cell could 
prevent the release of ACh from another quadrant, whose 
motion was in the preferred direction, thereby producing 
an alternating pattern of excitation and inhibition in 
the null direction. In other words, a local stimulus could 
spread across the retinal surface, compromising the local 
sensitivity of the ganglion cells receiving input 
from the starburst amacrine cells. Furthermore, the GABA 
releasing amacrines require effective electrical 
communication throughout their dendritic tree, especially 
in the somatofugal direction in order to explain the 
existence of the cardioid inhibitory spread which of course 
is dependent on the sparse distribution of cone bipolar 
inputs onto the starburst amacrine cells. Therefore, if 
the starburst amacrine cells are cholinergic as well as 
GABAergic then the flow of current along dendrites in 
the somatofugal direction must be reasonable, while poor 
in the somatopetal direction (cf. Oyster,1989 , Fig.9.7).
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A P P E N D I X  I
F o r  c o m p l e t e n e s s ,  t h e  f o l l o w i n g  t h e o r e m ( s e e  s t a n d a r d  
t e x t b o o k s  on L a p l a c e  t r a n s f o r m  t h e o r y ,  e . g .  C a r s l a w  a nd  
J a e g e r , 1 9 6 3 ,  p . 2 7 9 )  w i l l  e n a b l e  t h e  r e s p o n s e  a t  r e l a t i v e l y
l a r g e  v a l u e s  o f  t i m e  t o  be  d e t e r m i n e d  w i t h o u t  a c t u a l  
k n o w l e d g e  o f  t h e  t i m e  c o u r s e  o f  t h e  r e s p o n s e ,  a p a r t  f r o m 
i t s  L a p l a c e  t r a n s f o r m .  T h e r e f o r e ,  t h i s  t h e o r e m  i s  o f  
p a r t i c u l a r  i m p o r t a n c e  when t h e  t i m e  c o u r s e  i s  t o o  
c o m p l i c a t e d  f o r  a s y m p t o t i c  a n a l y s i s  o r  e v e n  when i t  c a n n o t  
be  f o u n d  a n a l y t i c a l l y .
Theoran I f  V^(s;Y) can be expressed near sq (singularity with largest rea l part) 
in  a convergent pouer series with arbitrary (including noninteger) exponents
00
V (s;Y) = y C (s-s )n (-N <n <ru<...«»)s L n o n  o o 1 (Al)
n=o
then the following asymptotic expansion for V^OjY) is  valid for large T:
OO
Vs(TjY) -  expCsT) C /IX -r^) 1 (A2)
T-*» n=o
vdiere T(.) is  the gamma function.
Appendix 130
The proof of this theorem is lengthy and is therefore
omitted, but it can be found in Carslaw and
Jaeger( 1 963 , p . 280). Non-negative integer exponents in
the expression of Vg (s;Y) do not contribute to the
asymptotic expansion of V (T;Y) because 1 /T (— n )=0 ifs n
takes one of the values 0,1,2,... Furthermore, if there 
are several singular points of Vs (s;Y) with the same 
greatest real part, then equation (Al) for each point 
is to be transformed separately by the above theorem and 
superimposed to obtain the asymptotic expansion of Vs (T;Y) 
for T+00.
To illustrate the application of the above theorem, 
I shall take the example of the response in a finite 
exponentially tapering equivalent cable. By taking the 
Laplace transform of equation (2.7), and recalling that 
( 0 , s ; Y ) ( 0 , s + 1 +ik ^ ; Y ) , where is given in equation
(2.4), the following result is obtained:
V (s ;Y ) = Q r A/2x exp(-^kY) s o a m
2/(s+l+ik2 )cosh[/(s+l+jk2 )(L-Y)]
x {
(s+1)sinh[/(s+l+ik2 )L]
+ k s i n h [/(s+l+jk2 )(Y - L ) ] j (A3)
(s-rl) sinh [ /( s + 1 + ik 2 ) L ]
2where Vs (s;Y) has singular points at s = -(l + ik ) and s = -l , 
the latter having the largest real part. Therefore,
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consider the point s =-l and seto
Vs (s;Y) = J(s)/(s+l) (A4)
where J(s) is analytic near the point s =-l and can be 
expanded in a Taylor series
J (s ) = J(-1) + [J'(-l)/l! ](s + l) + [J"(-l)/2! ](s + l)2 + . .(A5)
By dividing equation (A5) by s+1 to obtain V^CsjY), all 
terms in equation (A5) except the first will have 
non-negative integer exponents. Therefore, only the first 
term in equation (A5) is of importance in the asymptotic 
expansion of V (T;Y). Hence, by the theorem, with rjq = — 1 , 
s = - l , ando
Co = [V a A/2Tm ] exP(-^kY)
} ( A6 )
the following expression is obtained
Vs (T) exp(-T) [Qo ra A/2Tm ] exp(-ikY)
T-*30
kcosh[jk(L~Y)]-ksinh[^k(L~Y )]
r (i)sin h ( 2 k L )
Appendix 132
= 2k exp(-T) [Qora A/Tm ] exp(-^kY)
x exp[-^k(L~Y)+jkL] 
exp(kL)-l
= Q 0ra A/Tm lk exp(-T)£ exp(nkL) (k<0) (A 7)
n = o
which is identical to equation (2.16), obtained by using 
an asymptotic expansion for erfc in equation (2.8).
The time course of the voltage response at the soma, 
to an alpha function input applied at the point Z=Y, can 
be determined from the evaluation of the following
convolution integral:
T
V (T;Y,a) = [a2Q /x ]/ ?exp(-ac) K (0 , T-? ; Y ) d? (a>l) (A8)ö o m o
The evaluation of the above integral by the Laplace 
transform method, results in an expression whose arguments 
are complex numbers. Alternatively, the integral may be 
calculated numerically using a Gaussian quadrature formula. 
The evaluation of equation (A8) will not be pursued here, 
but rather the utilization of the theorem to determine
the asymptotic behaviour of the voltage in response to
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an alpha function input in a finite exponentially tapering 
equivalent cable. The Laplace transform of equation (A8) 
i s
V (s;Y,a) = a 2/[s+a]2 [Q r A/2 t ] exp(-ikY) s o a m
, 2/(s+l+jk2 )c o s h [/(s+l+jk2 )(L - Y )]
x 1
(s + 1) s i n h [/(s + 1+ i k 2 )L ] 
k s i n h [/(s+l+jk2 )(L - Y ) ] j 
(s+1) s i n h [/(s + 1+i k 2 )L ]
2
where Vs (s;Y,a) has singularities at s=-a, s=-(l+ik ), 
and s = l, with the latter having the largest real part, 
and therefore, by proceeding along the same lines as for 
equations (A3) to (A7), the following asymptotic expansion 
valid for large values of time is the result:
OO
V (T;Y,a) ^ - a 2k [Q r X / x ]{exp(- T )/(a - 1)2} I exp(nkL) s o 3. m
T->°° n = o
(k <0, a > 1) (A10)
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A P P E N D I X  I I
An e x t e n s i o n  t o  t h e  m o d e l  p r e s e n t e d  i n  t h i s  t h e s i s  
w o u l d  be  t o  r e p r e s e n t  s y n a p t i c  i n p u t  by a c o n d u c t a n c e  
c h a n g e  r a t h e r  t h a n  by c u r r e n t  i n j e c t i o n ,  i n  o r d e r  t o  
a n a l y t i c a l l y  i n v e s t i g a t e  t h e  p h e n o m e n a  o f  n o n l i n e a r  
i n t e r a c t i o n  b e t w e e n  s y n a p t i c  i n p u t s  on d e n d r i t e s .
The  t r a n s i e n t  v o l t a g e  r e s p o n s e  a t  t h e  p o i n t  Z = Z^ ,
t o  e x c i t a t o r y  a n d  i n h i b i t o r y  s y n a p t i c  i n p u t ( t r e a t e d  a s
a t r a n s i e n t  c o n d u c t a n c e  c h a n g e )  g e n e r a t e d  a t  a r b i t r a r y  
l o c a t i o n s  Z = Z ^  ( j = l , 2 ) ,  r e s p e c t i v e l y ,  a l o n g  an  i n i t i a l l y  
q u i e s c e n t  ( i . e .  V(Z , 0 ) = 0 )  n o n u n i f o r m  e q u i v a l e n t  c a b l e  
i s  g o v e r n e d  by t h e  s o l u t i o n  o f  e q u a t i o n  ( 1 . 6 ) ,  w h i c h  c a n
be  e x p r e s s e d  i n  t e r m s  o f  t h e  G r e e n ’ s  f u n c t i o n  K ^  ^  , v i a
t h e  f o l l o w i n g  c o n v o l u t i o n  i n t e g r a l :
T 2
V (T)  = f ( T)  -  /  [  n ( T . n )  VjCn)  dn ( A i l )
o j = l
w h e r e
n j ( T , n)  = k ( T - n ) g j ( n )  ( Ai 2 )
a n d
T 2
f p ( T) = /  IKp j ( T - n ) g j ( n )  v . r e v  dn ( M 3 )
o j = l
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The system of Volterra integral equations (All) can be 
solved directly by the method of successive substitutions 
(Pogorzelski,1966,pp.182-183):
T 2
vp(T) = fp(T) - / I Rpj(T,n)fj(n) dn (AU)
0 j=l
where the resolvent kernels 
uniformly convergent series
R . are the sums of the PJ
RpJ(T,n) = NpJ(T,n) + I (-1)" Npj(n)(T,n) (A15)
n = l
and the n-fold 
inductively by the
iterated kernels 
relation
N . ^  n ^ are defined PJ
2 T
N pJ.(n)(T,n)= I/ Npl(T,y)Nly(n_1 )(y,n)dy N lj(0)HNlj ( A 16 )
1 = 1 p
To verify that equation (A14) does indeed constitute 
the required solution of equation (All) it can bee shown 
by substituting the expression defined by equation (A14)
for V . ( r| ) , viz
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n 2
Vj(n) = fj(ri) ~  I l Rjj(n,y) fj(y) dy (Ai7)
o j=l
resulting in the right-hand side of equation (All) taking 
the following form:
T 2 n 2
fp(T)-/ I Npj. (T,n) [f j (n)-/ [ Rj j (n *y)f j (y)dy ]dn (Ai8)
0 j =l 0 j =l
i . e .
T 2
f p ( t ) - / INp j ( T , n )  f J ( n )  dn
0 j=l
T n 2 2
+ / { / I [ Npj. (Tfn)RJ.J. (n ,y )f j (y )dy } d n (A19) 
0 0 j =1 j=l
Now, by utilizing the Dirichlet transformation 
(Pogorzelski,1966,p.8), equation (A19) becomes
T 2
f p(t ) - / I  N p j ( T , n )  f j ( n )  dn 
0 j = l
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T
+ / { 
0
T 2 2
/ I I N p j (T,n)Rj:j(n,y)dn }fj (y)dy (A20)
o j=i j=i
and upon transposing the variables rj and y in equation 
(A20):
T 2
f p (T) - / I N p j (T,n) fj(n) dn 
o j=l
T T 2 2
+ / { / I I Npj(T,y)Rjj(y,n)dy }£j (n)dn (A21) 
o n j = i j = i
T 2 T 2
fp(T)-/ X [N pj(T,n)-/ l N p j ( T >y)Rj j ( y , n)dy]fj (n)dn (A22) 
o j=i n j=i
But, with the series defined by equation (A15) and the 
recurrence relation defined by equation (A16), it becomes 
clear that:
T 2
N p j (T,n) - I  I Npj(T,y)Rjj(y,ri)dy 
n j = i
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T 2
= N p j ( T , n ) - /  I N p j ( T , n ) [ N j j ( y , n ) + I  ( " l ) n N j j ( n ) ( y , n ) ] d y
n j = 1 n = 1
oo
= N pj ( T , n )  - N p j ( 1 ) (T,n) + I ( - D n+1 N p j n + 1 (T,n)
n = 1
oo
= N p j ( T ,n) + I ( - 1 ) "  N p j ( n ) (T,D)
n = 1
= R p j (T,n) (A23)
and therefore, the value defined by equation (A22) being 
the right-hand side of equation (A14), upon the 
substitution of equation (A22) for V ^ ( n ) into equation 
(All) becomes equal to equation (A14), viz
T 2
f p (t ) - / IRp j (T,n) f j C n )  dn (A24)
o j = l
Consequently, the function defined by equation (A14) is 
indeed the solution of the system of Volterra integral 
equations (All).
