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Abstract Burgers–Huxley equations and their reduced form are of vital importance in
modeling the interaction between reaction mechanisms, convection effects and diffusion
transports. In this paper, we applied the reduced form of differential transform method
(reduced-DTM), present in previous works (Abazari and Borhanifar, Comput Math Appl
59:2711–2722, 2010 ; Borhanifar and Abazari, J Appl Math Comput 35:37–51, 2011; Borhan-
ifar and Abazari, Opt Commun 283:2026–2031, 2010; Abazari and Ganji, Int J Comput Math
88(8):1749–1762, 2011; Abazari and Abazari, Commun Nonlinear Sci Numer Simul 17:619–
629, 2012), to solving Burgers–Huxley equations and their three reduced equations, namely,
the Burgers equation, the Huxley equation and the Burgers–Fisher equation. The results
obtained employing RDTM are compared with previous semi-analytical methods, such as
HPM (He, Appl Math Comput 135:73–79, 2003), HAM (Liao, Beyond perturbation: intro-
duction to the homotopy analysis method. Chapman & Hall/CRC Press, Boca Raton, 2003 ),
DTM (Zhou, Differential transformation and its application for electrical circuits. Huazhong
University Press, Wuhan, 1986) and exact solution. As an important result, it is depicted that
the RDTM results are more accurate in comparison with those obtained by classic HPM,
HAM and DTM. The numerical results reveal that the RDTM is very effective, convenient
and quite accurate to time dependance kind of nonlinear equations. It is predicted that the
RDTM can be found widely applicable in engineering.
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1 Introduction
Most phenomena in real world are described through nonlinear equations and these type of
equations have attracted lots of attention among scientists. Large class of nonlinear equations
do not have a precise analytic solution, so numerical methods have largely been used to handle
these equations. There are also some analytic techniques for nonlinear equations. Some of
the classic analytic methods are the Lyapunov’s artificial small parameter method (Lyapunov
1992), perturbation techniques (Cole 1968; Shabani Shahrbabaki and Abazari 2009) and
δ-expansion method (Karmishin et al. 1990). In the last two decades, some new analytic
methods have been proposed to handle functional equations, among them are Adomian
decomposition method (ADM) (Adomian 1994), variational iteration method (VIM) (He
1999), perturbation method (Cole 1968; Shabani Shahrbabaki and Abazari 2009), homotopy
perturbation method (HPM) (He 2003) and homotopy analysis method (HAM) (Liao 2003).
One of these nonlinear equation, where introduced by Burger’s and Huxley is Burgers–
Huxley equations. The Burgers–Huxley equations arise from the mathematical modeling of
many scientific phenomena, such as interaction between reaction mechanisms, convection
effects and diffusion transports (see Satsuma 1987). The generalized form of Burgers–Huxley
equation is
∂u
∂t
+ αuδ ∂u
∂x
− ∂
2u
∂x2
= β u (1 − uδ)(η uδ − λ), (1.1)
where α, β, λ and η are parameters, δ is a positive integer. The exact solution to Eq. (1.1)
subject to the initial condition
u(x, 0) =
[
λ
2
+ λ
2
tanh(σ λ x)
]1/δ
, (1.2)
was derived by Wang et al. (1990) using nonlinear transformations and is given by
u(x, t) =
[
λ
2
+ λ
2
tanh
{
σλ
(
x −
{
λα
1 + δ −
(1 + δ − λ)(ρ − α)
2(1 + δ)
}
t
)}]1/δ
, (1.3)
where σ = δ(ρ−α)4(1+δ) and ρ =
√
α2 + 4β(1 + δ).
When δ = 1, and β = 0 the Eq. (1.1) reduced to the Burgers equation which model of
turbulence is a very important fluid dynamic model and the study of this model and the theory
of shock waves has been considered by many authors (Hashim et al. 2006; Molabahrami and
Khani 2009; Hashemi et al. 2007), both to obtain a conceptual understanding of a class of
physical flows and for testing various numerical methods
∂u
∂t
+ αu ∂u
∂x
− ∂
2u
∂x2
= 0. (1.4)
The distinctive feature of Eq. (1.4) is that it is the simplest mathematical formulation of the
competition between nonlinear advection and viscous diffusion.
The values α = 0, η = 1, and δ = 1 reduce the Eq. (1.1) to the Huxley equation (Hashemi
et al. 2007; Babolian and Saeidian 2009) which describes nerve pulse propagation in nerve
fibres and wall motion in liquid crystals
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∂u
∂t
− ∂
2u
∂x2
= β u (1 − u)(u − λ). (1.5)
The values η = 0, δ = 1 and λ = −1 reduce the Eq. (1.1) to the Burgers–Fisher equation
(Babolian and Saeidian 2009) which has a wide range of applications in plasma physics, fluid
physics, capillary–gravity waves, nonlinear optics and chemical physics
∂u
∂t
+ αu ∂u
∂x
− ∂
2u
∂x2
= β u (1 − uδ). (1.6)
To solve Eq. (1.1) and Eqs. (1.4)–(1.6) numerically/analyticaly, many researchers have used
various methods. Hashim et al. (2006) investigated the generalized Huxley equation and
Burgers–Huxley equation, using ADM, Molabahrami et al. (2009) investigated the Burger-
sHuxley equation using the homotopy analysis method, Hashemi et al. (2007) studied the
generalized Huxley equation by He’s HPM, Babolian et al. (2009) applied the He’s homotopy
perturbation method to approximate the solutions of Burgers, Fisher, Huxley equations and
two combined forms of these equations, Rashidi et al. (2009) applied the HAM to Burger’s
equation and finally the author applied the classic differential transform method (DTM) on
Burger’s and its coupled form (Abazari and Borhanifar 2010).
On the other hand, in recent years, the DTM has been developed for solving ordinary
and partial differential equations. The DTM was first introduced by Zhou (1986) in a study
about electrical circuits. The differential transform method obtains an analytical solution in
the form of a polynomial. It is different from the traditional high order Taylors series method,
which requires symbolic competition of the necessary derivatives of the data functions. The
Taylor series method is computationally taken long time for large orders. With this method,
it is possible to obtain highly accurate results or exact solutions for differential equations.
With this technique, the given partial differential equation and related initial conditions are
transformed into a recurrence equation that finally leads to the solution of a system of algebraic
equations as coefficients of a power series solution. This method is useful for obtaining exact
and approximate solutions of linear and nonlinear ordinary and partial differential equations.
There is no need for linearization or perturbations, large computational work and round-off
errors are avoided. It has been used to solve effectively, easily and accurately a large class of
linear and nonlinear problems with approximations.
DTM has been successfully applied to solve system of differential equations (Kurnaz
and Oturanç 2005), differential difference equations (Arikoglu and Ozkol 2006), partial
differential equations (Abazari and Borhanifar 2010; Borhanifar and Abazari 2011, 2010;
Jang et al. 2001), partial differential equations with proportional delay (Abazari and Ganji
2011; Abazari and Abazari 2012), fractional differential equations (Arikoglu and Ozkol
2007), Volterra integral and integro-differential equations (Tari et al. 2009), damped system
with high nonlinearity (Bor-Lih and Cheng-Ying 2009) and finally, in Abazari (2009) the
author extended DTM to solve the first and second kind of the Riccati matrix differential
equations.
Although, one of the advantage of the two-dimensional DTM over other methods, such as
the Adomian’s decomposition method (ADM), variational iteration method (VIM),HPM and
homotopy analysis method (HAM) are that the two-dimensional DTM are exact, the two-
dimensional DTM’s recursive equation generate exactly all the multivariate Taylor series
coefficients of exact solutions. Recently, we have developed a reduced form of the DTM for
the nonlinear partial differential equation with proportional delay (Abazari and Ganji 2011)
and generalized Hirota–Satsuma coupled KdV equation (Abazari and Abazari 2012). Our
first interest in the present work is introducing a reduced form of two-dimensional DTM as
“reduced-DTM”, where generate the multivariate Taylor series (Poisson series) coefficients
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of exact solutions u with respect to the variable weights U0, and the next interest is to employ
the reduced-DTM to obtain the solution of Eqs. (1.4), (1.5), (1.6) and (1.1), when δ = 1,
respectively.
2 Basic definitions
With reference to the articles Rashidi et al. (2009), Zhou (1986), Kurnaz and Oturanç (2005),
Arikoglu and Ozkol (2006), Abazari and Borhanifar (2010), Borhanifar and Abazari (2010,
2011), Abazari and Ganji (2011), Abazari and Abazari (2012) and Arikoglu and Ozkol (2007),
the basic definitions of differential transformation are introduced as follows:
2.1 One-dimensional differential transform
The transformation of the kth derivative of a function in one variable is as follows:
Definition 2.1 If u(t) ∈ R can be expressed as a Taylor series about fixed point t0, then u(t)
can be represented as
u(t) =
∞∑
k=0
u(k)(t0)
k! (t − t0)
k . (2.1)
If un(t) = ∑nk=0 u(k)(t0)k! (t − t0)k, is the n-partial sums of a Taylor series Eq. (2.1), then
u(t) =
n∑
k=0
u(k)(t0)
k! (t − t0)
k + Rn(t). (2.2)
where un(t) is called the n-partial sums of a Taylor polynomial for u(t) about t0 and Rn(t)
is remainder term. If U (k) is defined as
U (k) = 1
k!
[
dku(t)
dtk
]
t=t0
, (2.3)
where k = 0, 1, . . . ,∞ then Eq. (2.1) reduce to
u(t) =
∞∑
k=0
U (k)(t − t0)k . (2.4)
and the n-partial sums of a Taylor series Eq. (2.2) reduce to
un(t) =
n∑
k=0
U (k)(t − t0)k + Rn(t). (2.5)
The U (k) defined in Eq. (2.5), is called the differential transform of function u(t).
For simplicity assume that t0 = 0, then the Eq. (2.5) reduce to
un(t) =
n∑
k=0
U (k)tk + Rn(t). (2.6)
From the above definitions, it can be found that the concept of the one-dimensional differential
transform is derived from the Taylor series expansion. With relationships (2.3)–(2.6), the
fundamental mathematical operations performed by one-dimensional differential transform
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Table 1 The fundamental
operations of one-dimensional
DTM
Original function Transformed function
w(t) = u(t) ± v(t) W (k) = U (k) ± V (k)
w(t) = dm u(t)dtm W (k) = (k+m)!k! U (k + m)
w(t) = u(t)v(t) W (k) = ∑kl=0 U (l)V (k − l)
w(x) = xm W (k) = δ(k − m) =
{
1 k = m,
0 otherwise
w(t) = exp (λt) W (k) = λkk!
w(t) = sin(αt + β) W (k) = αkk! sin
(
kπ
2 + β
)
w(t) = cos(αt + β) W (k) = αkk! cos
(
kπ
2 + β
)
can readily be obtained and listed in Table 1 (see Abazari and Borhanifar 2010; Borhanifar
and Abazari 2010, 2011; Abazari and Ganji 2011, and their references).
2.2 Reduced two-dimensional DTM
Consider a function of two variables w(x, t), and suppose that it can be represented as a
product of two single-variable function, i.e., w(x, t) = f (x)g(t). Based on the properties of
one-dimensional differential transform, the function w(x, t) can be represented as
w(x, t) =
∞∑
i=0
F(i)xi
∞∑
j=0
G( j)t j =
∞∑
i=0
∞∑
j=0
W (i, j)xi t j , (2.7)
where W (i, j) = F(i)G( j) is called the spectrum of w(x, t).
Remark 2.1 The poisson function series generates a multivariate Taylor series expansion
of the input expression w, with respect to the variables X , to order n, using the variable
weights W .
Remark 2.2 The relationship introduce in (2.7) is the poisson series form of the input expres-
sion w(x, t), with respect to the variables x and t , to order N , using the variable weights
Wk(x).
Similar on previous section, the basic definitions of two-dimensional reduced differential
transformation are introduced as follows:
Definition 2.2 If w(x, t) is analytical function in the domain of interest, then the spectrum
function
Wk(x) = 1k!
[
∂k
∂tk
w(x, t)
]
t=t0
(2.8)
is the reduced transformed function of w(x, t).
Similarly on previous sections, the lowercase w(x, t) respect the original function while
the uppercase Wk(x) stand for the reduced transformed function. The differential inverse
transform of Wk(x) is defined as:
w(x, t) =
∞∑
k=0
Wk(x)(t − t0)k . (2.9)
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Table 2 The fundamental
operations of two-dimensional
reduced DTM
Original function Reduced transformed function
w(x, t) = u(x, t) ± v(x, t) Wk (x) = Uk (x) ± Vk (x)
w(x, t) = ∂
∂x
u(x, t) Wk (x) = ∂∂x Uk (x)
w(x, t) = ∂
∂t u(x, t) Wk (x) = (k + 1)Uk+1(x)
w(x, t) = ∂r+s
∂xr ∂ts u(x, t) Wk (x) = (k+s)!k! ∂
r
∂xr
Uk+s (x)
w(x, t) = u(x, t)v(x, t) Wk (x) =
∑k
r=0 Ur (x)Vk−r (x)
w(x, t) = xmtn Wk (x) = xmδ(k − n) =
{
xm k = n
0 otherwise
Combining Eq. (2.2) and Eq. (2.3), it can be obtained that
w(x, t) =
∞∑
k=0
1
k!
[
∂k
∂tk
w(x, t)
]
t=t0
(t − t0)k . (2.10)
In real applications, the function w(x, t) is represented by a finite series of Eq. (2.10), around
t0 = 0, can be written as
WK (x, t) =
K∑
k=0
Wk(x)tk + RK (x, t), (2.11)
and Eq. (2.11) implies that RK (x, t) = ∑∞k=K+1 Wk(x)tk , is negligibly small. Usually, the
accuracy of the series solution increases when the number of terms, K in the series solution is
increased. It can be found that the concept of the reduced two-dimensional differential trans-
form is derived from the two-dimensional DTM. With Eqs. (2.2) and (2.3), the fundamental
mathematical operations performed by reduced two-dimensional differential transform can
readily be obtained and listed in Table 2.
3 Description of the reduced DTM
Consider the following nonlinear equation :
ut = f (x, t, u, ux , uxx , . . .), (3.1)
subject to initial condition
u(x, 0) = u0(x), (3.2)
According to the Eq. (3.1) and using the reduced differential transform operators listed in
the Table 2, for k = 0, 1, 2, . . . , K we get
(k + 1)Uk+1(x) = F
(
x, Uk(x),
d
dx
Uk(x),
d2
dx2
Uk(x), . . .
)
, (3.3)
and from initial condition (3.2), the initial value of above recursive Eq. (3.3), is
U0(x) = u0(x), (3.4)
where Uk(x) and F(:) are the reduced differential transform of u(x, t) and F(:), respectively,
in kth step of iteration process. Substituting the first k quantities of Uk(x) in Eq. (2.9), the
approximation solution of Eq. (3.1) in the series form is
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UK (x, t) =
K∑
k=0
Uk(x)tk . (3.5)
Therefore the corresponding algorithm can be introduced to the case below:
3.1 Algorithm
Step 1: Choose K ∈ N as the degree of approximate solution.
Step 2: Determine the first term U0(x) from (3.4).
Step 3: Set U˜ (x, t) = U0(x).
Step 4: For k = 0, 1, 2, . . . , K do
Uk+1(x) = 1k+1 F(x, Uk, ddx Uk, d
2
dx2 Uk, . . .).
U˜ (x, t) = U˜ (x, t) + Uk(x)tk .
End do
Step 5: UK (x, t) = U˜ (x, t).
4 Applications
In this section, first we apply the reduced-DTM to approximate the some special cases of
generalized Burgers–Huxley equations, namely, the Burgers equation, the Huxley equation,
the Burgers–Fisher equation, and finally investigate the Burgers–Huxley equations.
Example 1 (Burger’s equation, Rashidi et al. 2009; Abazari and Borhanifar 2010) Consider
the Burger’s equations (1.4), when α = 1,
∂u
∂t
+ u ∂u
∂x
− ∂
2u
∂x2
= 0, (4.1)
subject to initial condition:
u(x, 0) = λ
(
1 − tanh
(
λ
2
x
))
, (4.2)
where the parametersλ, is a arbitrary constant. From the two-dimensional reduced differential
transform operators listed in Table 2, the reduced differential transform version of Burger’s
equations (4.1) for finite values of k = 0, 1, 2, . . . , K , is
(k + 1)Uk+1(x) +
k∑
r=0
Ur (x)
d
dx
Uk−r (x) − d
2
dx2
Uk(x) = 0, (4.3)
Also, the reduced differential transform of initial condition (4.2), became
U0(x) = λ
(
1 − tanh
(
λ
2
x
))
. (4.4)
Therefore, the reduced-DTM convert Burger’s equation (4.1) with initial condition (4.2) to
a recursive Eq. (4.3) with initial value (4.4).
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(x,
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U 4
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t)
Fig. 1 Plot of the errors u(x, t) − U4(x, t) of Example 1, for λ = 0.7, at some points −5 ≤ x ≤ 5 and
0 ≤ t ≤ 1.
By utilize the initial value (4.4) in recursive Eq. (4.3) for k = 0, 1, 2, 3, the first four term
of reduced-DTM are
U1(x) = 12
λ3
cosh2
(
λ
2 x
) , (4.5)
U2(x) = 14
λ5 sinh
(
λ
2 x
)
cosh3
(
λ
2 x
) , (4.6)
U3(x) = 124
λ7
(
2 cosh2
(
λ
2 x
) − 3)
cosh4
(
λ
2 x
) , (4.7)
U4(x) = 148
λ9 sinh
(
λ
2 x
) (
cosh2
(
λ
2 x
) − 3)
cosh5
(
λ
2 x
) , (4.8)
In the same manner, the rest of components were obtained using the by recursive
method (4.3).
Substituted the quantities (4.5)–(4.8) in the closed form solution (2.11), the approximation
solution of Example 1 in Poisson series form obtain as follow:
U4(x, t) = λ
(
1 − tanh
(
λ
2
x
))
+ 1
2
λ3
cosh2
(
λ
2 x
) t + 1
4
λ5 sinh
(
λ
2 x
)
cosh3
(
λ
2 x
) t2
+ 1
24
λ7
(
2 cosh2
(
λ
2 x
) − 3)
cosh4
(
λ
2 x
) t3 + 1
48
λ9 sinh
(
λ
2 x
) (
cosh2
(
λ
2 x
) − 3)
cosh5
(
λ
2 x
) t4,
which is the same as the first five term of Poisson’s expansion of the exact solutions u(x, t) =
λ(1− tanh( λ2 (x −λ t))), which is exactly the HAM solution (Rashidi et al. 2009) and classic
DTM solution (Abazari and Borhanifar 2010). Figure 1 present the errors of the four-term
approximated solution, u(x, t) − U4(x, t) for the parameter values λ = 0.7 in the intervals
−5 ≤ x ≤ 5 and 0 ≤ t ≤ 1. These results also shown numerically in the Table 3.
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Fig. 2 Plot of the errors u(x, t) − U4(x, t) of Example 2, for λ = 0.7, at some points −5 ≤ x ≤ 5 and
0 ≤ t ≤ 1.
Example 2 (Huxley equation, Hashemi et al. 2007) Consider the Huxley equation (1.5),
when β = 2,
∂u
∂t
− ∂
2u
∂x2
= 2u (1 − u)(u − λ), (4.9)
subject to initial condition
u(x, 0) = λ
2
+ λ
2
tanh
(
λ
2
x
)
, (4.10)
Similar on Example 1, and from the two-dimensional reduced differential transform operators
listed in Table 2, the recursive equation of Huxley equation (4.9) for finite values of k =
0, 1, 2, . . . , K , is
(k + 1)Uk+1(x) − d
2
dx2
Uk(x) − 2
k∑
r=0
(
r∑
s=0
Us(x)Ur−s(x)
)
Uk−r (x)
+2(1 + λ)
k∑
r=0
Ur (x)Uk−r (x) − 2λUk(x) = 0, (4.11)
subject to initial value
U0(x) = λ2 +
λ
2
tanh
(
λ
2
x
)
. (4.12)
By utilize the initial value (4.12) in recursive Eq. (4.11), and substituted the obtained quan-
tities Uk(x) for finite value of k = 0, 1, 2, 3, in the closed form solution (2.11), the approxi-
mation solution of Example 2 in Poisson series form obtain as follow:
123
Numerical study of Burgers–Huxley equations 11
Ta
bl
e
4
Th
e
er
ro
r
o
ft
he
K
-
te
rm
ap
pr
ox
im
at
e
so
lu
tio
ns
,K
=
4,
6,
8,
10
,
o
bt
ai
ne
d
by
re
du
ce
d-
D
TM
in
co
m
pa
ris
on
w
ith
th
e
ex
ac
ts
o
lu
tio
n
o
fE
x
am
pl
e
2,
w
he
n
λ
=
0.
7
an
d
at
so
m
e
po
in
ts
in
x
∈(
−5
,
5)
an
d
t
∈(
0,
1)
.
x
t
u
(x
,
t)
−
U
4(
x
,
t)
u
(x
,
t)
−
U
6(
x
,
t)
u
(x
,
t)
−
U
8(
x
,
t)
u
(x
,
t)
−
U
10
(x
,
t)
−5
0.
3
−6
.5
21
84
06
25
×
10
−8
+
5.
63
46
93
82
3×
10
−1
0
+
1.
16
34
06
17
7×
10
−1
2
−5
.5
71
93
18
05
×
10
−1
5
0.
7
−4
.7
67
33
24
28
×
10
−6
+
1.
95
75
11
63
7×
10
−7
+
2.
40
75
44
02
9×
10
−9
−5
.6
56
19
04
47
×
10
−1
1
1
−2
.9
13
44
21
01
×
10
−5
+
2.
23
97
86
17
8×
10
−6
+
5.
96
49
01
46
5×
10
−8
−2
.6
68
32
81
76
×
10
−9
−3
0.
3
+
6.
28
97
38
88
2×
10
−7
+
2.
15
62
67
52
6×
10
−1
0
−1
.8
01
40
13
89
×
10
−1
1
+
6.
59
95
81
99
2×
10
−1
4
0.
7
+
3.
96
19
28
86
7×
10
−5
+
1.
66
93
88
13
6×
10
−7
−3
.5
65
41
21
32
×
10
−8
+
6.
39
81
32
85
7×
10
−1
0
1
+
2.
19
37
74
35
6×
10
−4
+
2.
64
78
12
56
8×
10
−6
−8
.5
59
79
07
64
×
10
−7
+
2.
90
46
95
39
9×
10
−8
−1
0.
3
−3
.2
68
23
55
14
×
10
−7
−3
.5
08
62
96
92
×
10
−9
+
6.
25
03
33
58
4×
10
−1
1
−6
.3
24
94
05
71
×
10
−1
3
0.
7
−9
.1
77
43
71
27
×
10
−6
−1
.7
45
43
80
66
×
10
−6
+
1.
37
63
68
85
0×
10
−7
−7
.0
83
32
96
73
×
10
−9
1
−1
.8
47
52
50
45
×
10
−6
−2
.4
25
16
67
75
×
10
−5
+
3.
51
63
30
86
6×
10
−6
−3
.5
39
72
50
46
×
10
−7
0
0.
3
−2
.1
94
86
12
38
×
10
−6
+
1.
65
52
67
65
1×
10
−8
−1
.2
49
77
97
24
×
10
−1
0
+
9.
43
68
95
70
9×
10
−1
3
0.
7
−1
.4
69
19
36
04
×
10
−4
+
6.
03
22
18
38
8×
10
−6
−2
.4
79
67
06
55
×
10
−7
+
1.
01
94
50
87
1×
10
−8
1
−8
.3
96
91
00
99
×
10
−4
+
7.
03
55
86
83
4×
10
−5
−5
.9
02
26
81
97
×
10
−6
+
4.
95
21
62
76
6×
10
−7
1
0.
3
−6
.4
84
82
06
25
×
10
−7
−1
.3
75
43
63
76
×
10
−9
+
5.
13
58
13
99
6×
10
−1
1
−5
.9
76
88
56
53
×
10
−1
3
0.
7
−5
.9
60
07
13
92
×
10
−5
+
8.
61
13
99
42
1×
10
−8
+
8.
50
72
97
03
9×
10
−8
−6
.1
64
97
40
31
×
10
−9
1
−4
.1
51
49
30
60
×
10
−4
+
6.
60
52
67
90
6×
10
−6
+
1.
69
01
61
33
2×
10
−6
−2
.8
67
98
44
47
×
10
−7
3
0.
3
+
7.
16
03
55
99
1×
10
−7
−2
.4
14
71
62
05
×
10
−1
0
−1
.8
56
51
49
42
×
10
−1
1
+
8.
06
02
19
15
9×
10
−1
4
0.
7
+
5.
33
39
95
82
3×
10
−5
−2
.3
65
34
83
42
×
10
−7
−3
.7
98
40
26
92
×
10
−8
+
1.
01
63
03
70
8×
10
−9
1
+
3.
32
40
30
64
7×
10
−4
−4
.3
79
79
47
10
×
10
−6
−9
.2
50
85
23
50
×
10
−7
+
5.
57
50
81
61
9×
10
−8
5
0.
3
−5
.6
18
16
35
45
×
10
−8
+
6.
36
71
34
59
7×
10
−1
0
+
1.
11
32
20
62
7×
10
−1
2
−6
.4
39
29
35
43
×
10
−1
5
0.
7
−3
.2
56
62
09
33
×
10
−6
+
2.
59
89
20
76
0×
10
−7
+
2.
14
86
91
11
4×
10
−9
−7
.9
17
12
25
13
×
10
−1
1
1
−1
.5
73
16
49
37
×
10
−5
+
3.
34
69
10
74
2×
10
−6
+
4.
96
53
22
75
3×
10
−8
−4
.3
00
77
72
90
×
10
−9
123
12 R. Abazari, M. Abazari
−5
0
5
0
0.5
1
−4
−2
0
2
4
6
8
10
x 10−5
x
t
u
(x,
t)−
U 4
(x,
t)
Fig. 3 Plot of the errors u(x, t) − U4(x, t) of Example 3, at some points −5 ≤ x ≤ 5 and 0 ≤ t ≤ 1.
U4(x, t) = λ2 +
λ
2
tanh
(
λ
2
x
)
+ 1
4
λ2(λ − 2)
cosh2
(
λ
2 x
) t − 1
8
λ3(λ − 2)2 sinh ( λ2 x)
cosh3
(
λ
2 x
) t2
+ 1
48
λ4(λ − 2)3 (2 cosh2 ( λ2 x) − 3)
cosh4
(
λ
2 x
) t3
− 1
96
λ5(λ − 2)4 sinh ( λ2 x) (cosh2 ( λ2 x) − 3)
cosh5
(
λ
2 x
) t4,
which is the same as the first five terms of the Poisson expansion of the exact solution
u(x, t) = λ2 + λ2 tanh( λ2 x − λ(2−λ)2 t), and is exactly same as the HPM solution Hashemi
et al. (2007). Figure 2 present the errors of the four-term approximated solutions and the
exact solution, u(x, t)−U4(x, t), for the parameter values λ = 0.7. These results also shown
numerically in the Table 4.
Example 3 (Burgers–Fisher equation, Babolian and Saeidian 2009) Consider the Burgers–
Fisher equation (1.6) when α = −1, β = 1, and δ = 1,
{
∂u
∂t − u ∂u∂x − ∂
2u
∂x2
= u (1 − u),
(x, 0) = 12 + 12 tanh( x4 ),
(4.13)
Similar on previous Examples, the reduced differential transform version of (4.13) in in
recursive form for k = 0, 1, 2, . . . , K , will be
⎧⎪⎪⎨
⎪⎪⎩
(k + 1)Uk+1(x) − ∑kr=0 Ur (x) ddx Uk−r (x) − d2dx2 Uk(x)
+∑kr=0 Ur (x)Uk−r (x) − Uk(x) = 0,
U0(x) = 12 + 12 tanh( x4 ).
(4.14)
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Fig. 4 Plot of the errors u(x, t) − U4(x, t) of Example 4, at some points −5 ≤ x ≤ 5 and 0 ≤ t ≤ 1.
and the approximation solution in a series form of Burgers–Fisher equation 4.13 is:
U4(x, t) = 12 +
1
2
tanh
( x
4
)
+ 5
16 cosh2
( 1
4 x
) t − 25
128
sinh
( 1
4 x
)
cosh3
( 1
4 x
) t2
+ 125
3072
2 cosh2
( 1
4 x
) − 3
cosh4
( 1
4 x
) t3 − 625
24576
sinh
( 1
4 x
) (
cosh2
( 1
4 x
) − 3)
cosh5
( 1
4 x
) t4,
which is the same as the first five terms of the Poisson expansion of the exact solution
u(x, t) = 12 + 12 tanh( x4 + 58 t), and is exactly same as the HAM solution (Babolian and
Saeidian 2009). The errors between four-term approximated solution and the exact solution,
u(x, t)−U4(x, t), is show in Fig. 3, and these results also shown numerically in the Table 5.
Example 4 (Burgers–Huxley equation, Molabahrami and Khani 2009) Consider the
Burger’s-Huxley equation (1.6) when α = −1, β = η = λ = 1, and δ = 1,
{
∂u
∂t − u ∂u∂x − ∂
2u
∂x2
= u (1 − u)(u − 1),
(x, 0) = 12 − 12 tanh
(
x
4
)
,
(4.15)
then, the reduced differential transform version of (4.15) in in recursive form for k =
0, 1, 2, . . . , K , will be
⎧⎪⎪⎨
⎪⎪⎩
(k + 1)Uk+1(x) − ∑kr=0 Ur (x) ddx Uk−r (x) − d2dx2 Uk(x)
+∑kr=0 (∑rs=0 Us(x)Ur−s(x))Uk−r (x) − 2 ∑kr=0 Ur (x)Uk−r (x) + Uk(x) = 0,
U0(x) = 12 − 12 tanh( x4 ).
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and finally the approximation solution in a series form of Burgers–Huxley equation 4.15 is:
U4(x, t) = 12 −
1
2
tanh
( x
4
)
− 3
16 cosh2
( 1
4 x
) t + 9
128
sinh
( 1
4 x
)
cosh3
( 1
4 x
) t2
− 9
1024
2 cosh2
( 1
4 x
) − 3
cosh4
( 1
4 x
) t3 + 27
8192
sinh
( 1
4 x
) (
cosh2
( 1
4 x
) − 3)
cosh5
( 1
4 x
) t4,
which is the same as the first five terms of the Poisson expansion of the exact solution
u(x, t) = 12 − 12 tanh( x4 + 38 t), which is exactly same as the HAM solution (Babolian and
Saeidian 2009). Figure 4 and Table 6 show the four-term numerical results of this example.
5 Conclusions
In this paper, the reduced form of DTM, so called reduced-DTM (RDTM), was applied to
the Burgers–Huxley equation and their three reduced forms, namely, the Burgers equation,
the Huxley equation and the Burgers–Fisher equation. We shown that the RDTM convert
the covering PDE to a recursive equation, where the initial value of this recursive equation
concluded from the initial condition of covering PDE. It is worth pointing out that the RDTM
have convergence for the solutions, actually, the accuracy of the series solution increases when
the number of terms in the series solution is increased. The approximate solutions to these
equations was computed without any need for perturbation techniques. The results of the
test examples show that the RDTM results are equal to the Poisson series form of exact
solutions. The present method reduces the computational difficulties of the other methods
and all the calculations can be made simple manipulations. On the other hand the results are
quite reliable. Therefore, this method can be applied to many complicated linear (Jang et al.
2001) and nonlinear PDEs (Borhanifar and Abazari 2011; Abazari and Abazari 2012) and
system of PDEs (Kurnaz and Oturanç 2005; Abazari and Borhanifar 2010).
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