We have extended the database of measured charge state distributions available in the literature through measurementS at the SuperHlLAC using carbon stripper foils in the energy range 1.2 -8.5 MeVlu. Modifying a semi-empirical model to include the effect of electronic shells, we are able to correctly predict the mean charge state to within 112 a charge state for 6G192 and energies from 30 keVlu to 16 MeVlu. We have determined parameters for the widths of the distributions for each electronic shell. For distributions lying across a shell boundary, we join two Gaussians of different widths to get an asymmetric distribution.
Introduction
The Bevalac facility at LBL consists of the Bevatron, a weakly focusing synchrotron, injected by either the SuperHILAC linac (SH) or a "local" injector &I). The SH accelerates ions from protons to uranium at energies up to 8.5 MeV/nucleon. The LI injects ions up to argon at 5.1 MeV/nucleon. The SH beams are stripped to higher charge states with carbon foils after the second acceleration tank, at 1.2 MeV/nucleon. They also can be stripped before entering the transfer line to the Bevatron. The LI beams are stripped twice b e f m injection.
It is important for efficient accelerator operations to have accurate predictions of the distribution of charge states after the various stages of stripping. A program has been used for several years which used the formulation of B e d to predict the centroid and width of the distributions, with constants fit to measurements of two ions at 8.5 MeV/u. It was found that the predictions of this code were often 1-2 charge states off the centroid and also did not predict the width very accurately. Thus we have undertaken a program of measuring charge state distributions at 1.2 MeV/nucleon as well as at some higher energies. Combining this new data with measurements available in literature, we have reexamined various empirical models for the mean charge and the width of the distributions and modified one of them to include corrections for shell effects.
Techniaue
The measurements were made at the SH at two locations The fiist location, between tanks 2 and 3 of the Linac, consisted of two analysis magnets plus a Faraday cup, with slits in front of each magnet to ensure the beam was centered. The beam was optimized for the strongest charge state with the slits in,then the slits removed and the magnets scaled to measure the current for the other charge states. The measurements in this area were limited to Z I 6 7 because of saturation of the magnets. The absolute charge state was determined by calibrating the magnet current with very light ions (C, Ne) for which the charge states were known. The measurements at the higher energies were done in a similar manner using two magnets in one of the beamlines at the end of the accelerator. These measurements were limited for heavier ions because of the resolving power of the magnets. The energy was measured to 4 % using the phase probe system of the SH.2 30-40 pg/cm2 foils were used for the 1.2 MeV/u measurements, and 300-400 pg/cm2 for the higher energies.
The measured charge states distributions F(q) for each ion were normalized so that the m ( q ) = 1.0.
The mean of the distribution was calculated by 
Results
The centroids and widths of the charge states measured in the present work are presented in Table 1 It can be seen qualitatively that the decrease in <q>/Z with Z is not smooth and the discontinuities seem qualitatively to be related to the presence of shells. The effect is more pronounced in the widths which show a decrease in the vicinity of a shell, especially for Ni-like ions.
Centroids of the Distributions
In Figure 3a) , <q>/Z for all energies and ions, those of Table  1 as well as over a hundred other points from various references, can be plotted on a universal curve in terms of the reduced velocity as defined by Nikolaev and Dmitriev (ND)6:
where vo = 3.6e8 cdsec. formula of Shima et al.7:
Included on the plot is the semi-empirical <q>SH/Z = 1.-exp(-1.25~ + 0.32X2 -0.11~3) While overall, the Shima formula gives a reasonable fit to the data over a wide range of reduced velocities, the variation in <q>E for different ions with similar reduced velocities is as large as 5%, which for something as heavy as gold or uranium, could be several charge states, a significant error. These variations are another manifestation of the shell effects seen in the earlier figures.
When one looks in more detail at the data, it appears that there are certain regions of Z and X where the variations are the largest, namely in the region of the shells. For example, the Shima formula works very well for Z 5 13. Just above that, we enter a region 14 5 Z 5 18 for which data exists for every Z. The deviation from the Shima prediction gets progressively larger as one moves from Si to Ar. (An exploded view of this region is shown in Figure 3b ) for Si and Ar which details this progression.) With this consideration, we have adopted a prescription to calculate <q>/Z which includes a shell correction in certain regions of Z and X. The Shima formula for <q> (4) is corrected by 8q = f(Z)dE/1.2, where E is the energy in MeV/u and f(Z) is: f(Z) = -0.000722+0.038Z-0.5056+(2-6)~~~Osin(60.Z~~~)/50. (5) The function f(Z) represents a small parabolic correction term to the Shima model plus a sinusoidal function of increasing period and amplitude with increasing Z. The constants have been chosen to fit the data at 1.2 MeVIu. The E dependence is a crude correction based on the assumption that the magnitude of the shell corrections increases with increasing energy. The regions of Z and E for which this formula applies is given in Table 2a . The dashed lines in Fig.   3b ) are the results of this correction for Si and Ar.
With this modification, the Shima formula works quite well to fit the data over the full range of ions and energies of Fig. 3 . With the exception of uranium at very high energies (16 MeVIu), the maximum deviation between prediction and experiment is -l%, compared to the 5% obtained using the original Shima formula.
Widths
The width of the charge state dismbution is of practical importance because it is often the case that for one reason or another it is desired to tune the accelerator to a charge state that is not at the centroid of the distribution. Following an analysis of Cu data by Shima et a1.8, we have analyzed all the widths for which the measured charge states fall into one major shell and for each shell fit these to the expression d = CZa , giving the values of C and a for each shell tabulated in Table 2b .
The prescription then for calculating a charge state dismbution for a given ion and energy is as follows. 1) Calculate <q> using the Shima formula modified for shell corrections. 2) Calculate the location of the major shells for the ion. 3) Calculate F(q) assuming Gaussian distributions with the width determined by the shell. For example, for an ion that spans the WM shell transition att , qlqt with a similar expression applying for q>qt with dL for the width, and dL and dM given by the formula of Table 2b . Figure 4 shows the results of using this prescription for four sample distributions: Fe at 1.2 MeVlu and 3.37 MeV/u (4a) and Xe at 8.43 MeVh and La at 1.2 MeV/u. The predicted distributions are quite accurate for all but the low energy La case, which is on the M/N shell boundary. It is likely that in these outer shells, one must take into account sub-shell boundaries as well as major shell boundaries. This is evidenced by the change in ionization potentials at the sub-shell boundaries5. We are now investigating whether enough data is available to determine width parameters for each subshell. 
