Abstract-As deep neural networks grow larger, they suffer from a huge number of weights, and thus reducing the overhead of handling those weights becomes one of key challenges nowadays. This paper presents a new approach to binarizing neural networks, where the weights are pruned and forced to take degenerate binary values. Experimental results show that the proposed approach achieves significant reductions in computation and power consumption at the cost of a slight accuracy loss.
INTRODUCTION
Deep neural network research has made tremendous progress in the last several years. However, the use of deep neural network is sometimes restrictive due to large size and intensive computations. To address these issues, many different techniques have been suggested including vector quantization [1] , weight pruning [2] , and hashing trick [3] .
Binarized neural network is proposed by Hwang et al. [4] and Courbariaux et al. [5] . Including a more recent incarnation [6] , they all propose using only +1 and -1 for the degenerate values of weights of a deep neural networks, which may be considered to be an oversimplification. To alleviate the problem, we let different neurons have different degenerate weight values instead of +1 and -1. For this, we first prune near-zero weights and enforce the remaining weights to have two degenerate values, and . The value of can be different for i th neuron in a layer.
The pruning of near-zero weights reduces the number of multiplications. To further reduce the number of multiplications, we replace to 1. To compensate for this replacement, the accumulation result of the products is multiplied by . By doing so, all the multiplications of inputs and weights are replaced with simple sign changes and only one multiplication is left for each neuron.
In this paper, we present the detailed processes of binarizing weights in a feedforward neural network to significantly reduce the number of multiplications. We also show that high accuracy is maintained with much less computation and power consumption.
II. METHODOLOGY

A. Weight Compression
Before the weight compression, the neural network is trained in a normally way. It is a process of learning to see if a connection is important or not. The trained weights for each neuron typically form a Gaussian distribution and L2 regularization also leads weights closer to 0. Thus, most weights are gathered around 0 as shown in Fig. 1(a) . So pruning near 0 weights reduces the number of weights effectively. The pruning threshold is determined by multiplying proper scaling factor to the standard deviation of weights.
Then the remaining weights after pruning form a bimodal distribution as shown in Fig. 1(b) . In general, the pruned network shows accuracy as good as that of the original network. In this network, the remaining weights are converged to specific values, which are estimated by calculating mean values separately for the set of positive weights and that of negative weights.
After finding the mean values, all weights in each set are degenerated to their mean value as shown in Fig. 1(c) . However, this simple binarization causes additional error. Thus, retraining is required to recover proper accuracy. This process of pruning and binarizing forms a cycle of compression. This cycle is iterated to get a minimal sized network and to find optimal mean values. 
B. Multiplication in Activation Stage
Even after pruning near-zero weights and binarizing the remaining weights, lots of multiplications are still required to obtain the products of inputs and binarized weights. Fig. 2(a) shows the conventional case where the input vector is multiplied with the weight matrix. Each element of the resulting vector goes through an activation function. The total number of multiplications is the same as the number of elements in the weight matrix. The huge number of multiplications reduce operating speed and also consume lots of power.
These massive multiplications can be effectively reduced in our binarized network since all the weights for a neuron have the same absolute value as shown in Fig.1(d) . All weight values of or are changed to 1 or -1, respectively, and then the multiplication of is placed after accumulation. In this way, we can reduce the number of multiplications.
III. EXPERIMENTAL RESULTS
A. Implementation details
We demonstrate the effectiveness of the proposed approach using a MLP-DNN and a CNN, both of which are designed for the MNIST benchmark dataset, running in Caffe on Nvidia TitanX GPUs.
The pruning threshold for each neuron is chosen as a quality parameter multiplied by standard deviation of the weights for the neuron. The quality parameter is empirically set to 0.8 in this work, but it can be adjusted to some other number. In the experiments, is calculated by taking average of the absolute of the two degenerate values (positive and negative). Since their absolute values are already very similar, there is no significant accuracy loss when replacing them with the average.
B. CNN Model Result
The CNN model contains two convolution layers and one fully-connected layer with 1024 neurons. We apply our technique to the weights in the fully-connected layer. As shown in Table I , the baseline model of floating point implementation shows very high accuracy, but also has a large number of weights and thus a large number of multiplications. After binarization about 50% of the weights are removed and the number of multiplications is reduced down to the number of neurons, while the accuracy increases slightly. It also achieves about 93.6% power reduction in the hidden layer.
C. MLP-DNN Model Result
For the MLP-DNN model, we compare the result with both of ternary FFDNN [4] and Binary connect [5] consisting of three fully-connected layers (see Table II ). Note that they have different topologies⎯ [4] has 500-500-2000 topology (TP1) and [5] has 1024-1024-1024 topology (TP2). Thus we implement our DNN on both topologies to obtain the comparison in Table  II . Our work shows 0.41% of accuracy drop compare to [5] , but achieves about 80% weights compression. And it also shows better result when comparing with [4] , even though the baseline accuracy is different. 
IV. CONCLUSIONS
We introduced a new binarized feedforward neural network, which has single-value weights and thus much less number of multiplications. As neural networks grow deeper and bigger, making the network smaller retaining high accuracy becomes more important. The sensitivity of the proposed approach to the size of neural networks can be a future research direction.
