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Abstract
Biological neural networks have evolved to maintain performance despite signif-
icant circuit damage. To survive damage, biological network architectures have
both intrinsic resilience to component loss and also activate recovery programs
that adjust network weights through plasticity to stabilize performance. Despite
the importance of resilience in technology applications, the resilience of artificial
neural networks is poorly understood, and autonomous recovery algorithms have
yet to be developed. In this paper, we establish a mathematical framework to
analyze the resilience of artificial neural networks through the lens of differential
geometry. Our geometric language provides natural algorithms that identify local
vulnerabilities in trained networks as well as recovery algorithms that dynamically
adjust networks to compensate for damage. We reveal striking vulnerabilities
in commonly used image analysis networks, like MLP’s and CNN’s trained on
MNIST and CIFAR10 respectively. We also uncover high-performance recovery
paths that enable the same networks to dynamically re-adjust their parameters to
compensate for damage. Broadly, our work provides procedures that endow artifi-
cial systems with resilience and rapid-recovery routines to enhance their integration
with IoT devices as well as enable their deployment for critical applications.
1 Introduction
Brains are remarkable machines whose computational capabilities have inspired many breakthroughs
in machine learning [1, 2, 3, 4]. However, the resilience of the brain, its ability to maintain computa-
tional capabilities in harsh conditions and following circuit damage, remains poorly developed in
current artificial intelligence paradigms [5] . Biological neural networks are known to implement
redundancy and other architectural features that allow circuits to maintain performance following loss
of neurons or lesion to sub-circuits [6, 7, 8, 9, 10]. In addition to architectural resilience, biological
neural networks across species execute recovery programs that allow circuits to repair themselves
through the activation of network plasticity following damage [11, 12, 13]. For example, recovery
algorithms reestablish olfactory and visual behaviors in mammals following sensory specific cortical
circuit lesions [14, 15]. Through resilience and recovery mechanisms, biological neural networks can
function over the life of an animal, in difficult environments and maintain performance following
seemingly catastrophic injuries like the loss of the entire visual cortex or hippocampus [16, 17, 18,
19].
Like brains, artificial neural networks also face difficult operating conditions that can induce compo-
nent damage at different scales. Hardware failures in modern compute clusters due to accumulation
of errors in Dynamic random access memory (DRAM) devices that occur at surprising rates, could
be a disaster [20] for networks being used for critical applications, such as (i) decision-making in
the healthcare industry, (ii) self-driving cars and (iii) for robots deployed in extreme environments.
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Further the rising implementation of neural networks on physical hardware (like neuromorphic, edge
devices) [21, 22] where networks can be disconnected from the internet and are under control of
an end user necessitates the need for damage-resilient and dynamically recovering artificial neural
networks. Yet, the resilience and recovery properties of biological neural networks are currently
absent in the design of artificial neural networks.
The resilience of living neural networks motivates theoretical and practical efforts to understand the
resilience of artificial neural networks and to design new algorithms that reverse engineer resilience
and recovery into artificial systems [23]. Recent studies [24, 25] have demonstrated that MLP and
CNN architectures can be surprisingly robust to large scale node deletion. However, little is known
about what induces network robustness, how do networks ultimately fail, or how to define recovery
procedures that can maintain network performance during damage. We propose a mathematical
framework grounded in differential geometry to study the resilience and the recovery of artificial
neural nets. Globally, we formalize damage/response behavior as dynamic movement on a curved
pseudo-Riemannian manifold. Our geometric language provides new procedures for identifying
network vulnerabilities by predicting local perturbations that adversely impact the functional per-
formance of the network, and for uncovering high performance recovery paths that the network
can traverse to maintain performance while it is being damaged. Our algorithms allow networks to
maintain high performance during rounds of damage and repair through computationally efficient
update algorithms that do not require conventional retraining. Broadly, our work provides procedures
that will endow artificial systems with resilience and autonomous recovery policies to emulate the
properties of biological neural networks and to enhance their deployment in critical technology
applications.
2 Analyzing network resilience with differential geometry
We develop a geometric framework for understanding how artificial neural networks respond to
damage using differential geometry to analyze changes in functional performance given changes in
network weights. Two recent papers have highlighted intrinsic robustness properties of layered neural
networks [24, 25]. We provide a geometric approach for understanding robustness as arising from
underlying geometric properties of the weight manifold that are quantified by the metric tensor. The
geometric approach allows us to identify vulnerabilities in common neural network architectures as
well as define new strategies for repairing damaged networks.
We represent a feed-forward neural network as a smooth, C∞function f(x,w), that maps an input
vector, x ∈ Rk, to an output vector, f(x,w) = y ∈ Rm. The function, f(x,w), is parameterized
by a vector of weights, w ∈ Rn, that are typically set in training to solve a specific task. We refer
to W = Rn as the weight space (W ) of the network, and we refer to F = Rm as the functional
manifold [26]. In addition to f , we will sometimes be interested in considering a loss function,
L : Rm × R→ R, that provides a scalar measure of network performance for a given task (Figure 1).
We ask how the performance of a trained neural network, wt, will change when subjected to
weight perturbation, shifting wtrained → wdamaged. We use differential geometry to develop
a mathematical theory, rooted in a functional notion of distance, to analyze how arbitrary weight
perturbations wt → wd impact functional performance of a network. Specifically, we construct a
local distance metric, g, that can be applied at any point in W to measure the functional impact of an
arbitrary network perturbation.
To construct a metric, mathematically, we fix the input, x, into a network and ask how the output of the
network, f(w,x), moves on the functional manifold, F , given an infinitesimal weight perturbation,
du, in W (wd = wt + du). For an infinitesimal perturbation du,
f(x,wt + du) = f(x,wt) + Jwt du
where Jwt is the Jacobian of f(x,w) for a fixed x, Ji,j =
∂fi
∂wj , evaluated at wt. We measure the
change in functional performance given du as the mean squared error
d(wt,wd) = |f(xi,wt)− f(xi,wd)|2 = duT (JwtT Jwt)du
= duT gwt du
2
where gwt = Jwt
TJwt is the metric tensor evaluated at the point wt ∈W . The metric tensor g as
an n × n symmetric matrix that defines an inner product and local distance metric, 〈du,du〉w =
duT gw du, on the tangent space of the manifold, Tw(W ) at each w ∈W .
Explicitly,
gij =
m∑
k=1
∂fk(x,w)
∂wi
∂fk(x,w)
∂wj
, (1)
where the partial derivatives ∂fk(x,w)
∂wi
measure change in functional output of a network given a
change in weight. In the appendix we derive the formulation of the weight perturbation metric in
cases where we want to consider a set, X, of training data.
The metric, g, provides a local measure of functional distance on the pseudo-Riemmanian manifold
(W,g). At each point in weight space, the metric defines the length, 〈du,du〉w, of a local perturbation
by its impact on the functional output of the network (Figure 1b). Globally, the metric changes as we
move from point to point in W reflecting the curvature of the ambient space that reflect changes in
the vulnerability of a network to weight perturbation (Figure 1c). Specifically, as a network moves
along a path, γ(t) ∈W from a given trained network γ(0) = wt to a damaged network γ(1) = wd,
we can analyze the integrated impact of damage on network performance along γ(t) by using the
metric to calculate the length of the path γ(t) as:
L(γ) =
∫ 1
0
〈dγ(t)
dt
,
dγ(t)
dt
〉γ(t) dt (2)
where 〈dγ(t)dt , dγ(t)dt 〉γ(t) = dγ(t)dt
T
gγ(t)
dγ(t)
dt is the infinitesimal functional change accrued while
traversing path γ(t) ∈ W . In this way, the introduction of a metric provides a mathematical
framework for analyzing the local and global resilience of neural networks through calculation of
path length on a manifold.
In what follows, we study the resilience of neural networks by analyzing the structure of the metric
tensor along paths in weight space. Additionally, we show that the metric tensor can be used to
develop recovery procedures by finding ‘geodesic paths’, minimum distance paths, in the pseudo-
Riemannian manifold that allow networks to respond to damage while suffering minimal performance
degradation.
3 The geometry of local damage and network vulnerability
First, we ask how local weight perturbations impact the functional performance of a neural network
by analyzing the spectral properties of the metric tensor at a given position in weight space. We seek
to understand how trained networks are impacted by small, local weight changes . We show that
the eigenspectrum of g at a point wt predicts the average resilience of a network and also identifies
catastrophic local network vulnerabilities to specific low magnitude weight change. In the next
section, we analyze network robustness to more severe weight damage.
To understand local damage, we consider a trained network, wt, and we imagine subjecting the
network to an infinitesimal weight perturbations in a direction du = ci dwi, so that w′ = wt + du.
We use dwi to indicate an infinitesimal displacement vector in the direction wi. Formally, we view
du as a vector in the tangent space of W at wt, Twt(W ) (figure 1b). The metric tensor, evaluated at
the point wt provides a local measure of functional performance change induced by the perturbation
along du through equation 4.
As a positive semi-definite, symmetric matrix, g (evaluated at wt) has an orthonormal eigenbasis
{vi} with eigenvalues λi, λi ≥ 0. The eigenvalues λi locally determine how much a perturbation
along each eigen-vector viwill alter functional performance. Expanding an arbitrary perturbation,
du in the basis {vi}, as du =
∑
i ci vi, the functional performance change of the network is
d(wt,wt + du) = du
T gwt du (3)
=
∑
i
c2iλi (4)
where ci = 〈du,vi〉 quantifies the contribution of vector vi to du. The performance change,
d(wt,wt + du), incurred by a network, following perturbation du is, thus, determined by the
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Figure 1: Geometric framework for analyzing neural network resilience (A) Three networks
(N1, N2, N3) in weights space W and their relative distance in functional space and loss space.
Damage is analyzed by asking how movement in weight space changes functional performance and
loss through introduction of a pullback metric g (B) We consider local damage to a network as an
infinitesimal perturbation that can be analyzed in the tangent space of a trained network. (C) Global
damage is modeled as long range movement of network weights along a path, γ(t), in weight space.
magnitude of each λi and the projection of du onto vi. The eigenvalues λ convert weight changes
into change in functional performance and so have units of performance changeweight change . A network will be resilient
to weight perturbations directed along eigenvectors, vi, with small eigenvalues (eg λi < 10−3).
Alternately, networks are vulnerable to perturbations along directions with larger eigenvalues (eg
λi > 10
−3). Our definition of resilient directions,λi < 10−3, is an operational direction that selects
directions where a unit of weight change will produce a performance change of less than 10−3.
Mathematically, we can understand the resilience of networks to randomly distributed weight perturba-
tions by considering an ensemble of perturbations, P (du), where P (dui) = N (0, σd ) (d = dim(W )
and E[||du||2] = σ) . The mean functional change in network performance given an ensemble of
perturbations is
E
dui∼N (0, σd )
[d(w,w + du)] =
σ
d
∑
i
λi (5)
< σ ρ λ1, (6)
where ρ indicates the fraction of vulnerable directions, and λ1 is the largest eigenvalue of g. Thus,
the spectrum of g controls the robustness of a network to uniformly distributed weight perturbations.
Empirically, we find that trained networks are, perhaps as expected, robust to ’random’ local perturba-
tion (figure 2), consistent with a large fraction of resilient eigendirections. We find that local network
robustness holds for a series of trained network architectures including (i) Multi-layer perceptrons
(MLP-1, MLP-2) trained on MNIST and (ii) Convolutional neural networks (VGG-11) trained on
CIFAR-10. MLP-1 is a single hidden layer network, with variable number of hidden nodes, while
MLP-2 is the LeNet architecture borrowed from [27] (2 hidden layers, with 300 and 100 hidden
nodes respectively). VGG-11 for CIFAR-10 is adapted from [28]1.
Consistent with their eigenspectra (VGG-11: ρ = 10−4, MLP-1, MLP-2: ρ < 10−3), both MLP and
CNN architectures exhibited minimal performance degradation for unit-ball perturbations (σ = 1).
When perturbed along 1000 directions of unit-norm, the trained MLP-2, initial trained accuracy of
98%, maintained accuracy of 97.2-97.6% (figure-2c). Perturbation of VGG-11 networks trained on
1The network architecture, initialization techniques and learning algorithms used are elaborated in the
appendix
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Figure 2: Metric tensor (g) explains local resilience and predicts catastrophic vulnerabilities.
(i) Spectra of the metric tensor for MLP-1, MLP-2 and VGG-11 (ii, iii) Test performance of networks
perturbed within a unit-ball in W (ii) perturbed VGG-11 trained on CIFAR-10, (iii) perturbed
MLP-2 trained on MNIST (iv, v) Designing adversarial perturbations to destroy trained networks’
performance. (iv) adversarial perturbation within unit-ball in W lowers accuracy to 13% in VGG-11,
(v) adversarial perturbation within unit-ball in W lowers accuracy to 70% in MLP-2
CIFAR-10 (initial trained accuracy of 91%) yielded networks with test accuracy between 88-91%
(figure-2b).
While networks were resilient to random perturbations, our framework exposes hidden catastrophic
vulnerabilities in both networks. By designing perturbations to lie along the ‘vulnerable’ eigenvectors
of g (vi with large λi), we can induce a sharp performance decline across architectures (figure-
2d,e). For the VGG-11 network trained on CIFAR-10, an adversarial weight perturbation decreases
accuracy from 91% to 13% (figure-2d). Similarly, adversarial perturbation reduces the performance
of MLP-2 network trained on MNIST from 98% to 70% (figure-2e). For the CIFAR-10 network,
a relatively small perturbation causes the network to make critical classification errors making the
erroneous inference of most CIFAR-10 images to being in the class of ‘automobiles’. In this way, the
local geometry of the weight manifold allows us to discover subtle weight perturbations that cause
catastrophic changes in network performance for small change in network weights.
4 Acceleration identifies global break-down points in a network
In this section, we study the damage/response properties of networks to global damage (deletion of
nodes). Unlike infinitesimal moves in the weights landscape enabled by local damage, global damage
entails larger displacements (figure-1C). From earlier studies [24, 25], we know that MLP and CNN’s
are surprisingly robust to large scale node deletion. In figure-3A and 3B, we also show that MLP and
CNN’s are robust to large-scale node deletion empirically as well as observe that networks exhibit
sharp break-down points, points in W beyond which network performance decreases dramatically.
Using the concept of covariant derivative along multiple paths (connecting the trained network and
damaged network) in the weight space, we can predict these break-down points as they emerge in
weight space, only during rapid changes in the curvature of the space.
We represent global damage as a path in weight space, γ(t) ∈W (t ∈ [0, 1]) that connects a trained
network, γ(0) = wt, to its damaged counterpart γ(1) = wd (figure-3c). As a network moves
from wt to wd, the metric tensor itself changes. Along a path, γ(t) ∈ W the velocity vector,
v(t) = dγdt , quantifies the change in functional performance per unit time. Mathematically, we define
the break-down speed (s) of a network along a path in weight space as the norm of the network’s
5
Figure 3: Break-down acceleration characterizes network break-down points following damage
Performance of an (a) MLP-1 network (1 hidden-layer, variable hidden nodes) and (b) VGG-1 during
simulated damage to distinct layers. Both networks experience sharp performance break down when
network damage exceeds (a) ∼90% of hidden-nodes for MLP-1 and (b) ∼60% of nodes in any layer
for VGG-11. (c,d,e) Resilient paths in manifold (W, g). (c) A cartoon of the loss landscape showing
damage resistant vs damage tolerant break-down path (d) Multiple damage paths (colored lines)
shown from trained MLP-2 (N1) to its damaged counter-part (N2) . Two paths that do not reach N2,
as they are stuck in local minimas while path-finding. The z-axes is the test-accuracy of the networks,
while x,y axes are the isomap embedding of networks in a two dimensional space. (e,f) The covariant
derivative of the accuracy along multiple damage paths for (e) MLP-2 and (f) VGG-11 are shown.
A steep increase in the covariant derivative (acceleration) along damage paths corresponds to the
networks’ sharp break-down to global damage.
velocity vector computed using the metric tensor s(t) = 〈dγdt , dγdt 〉γ(t). Non-linear break-down points
emerge along paths in W when break-down speed under-goes rapid acceleration.
For a ’Euclidean’ path in W , taking wd = 0, γ(t) = wt(1− t) and dγ(t)dt = −wt, we can calculate
the break-down speed and acceleration as
〈dγ
dt
,
dγ
dt
〉γ(t) =
∑
ij
gijwti wtj (7)
ds
dt
=
∑
i,j
∑
k
dgij
dwk
wti wtj (8)
where gij is evaluated along γ(t). The change in the metric tensor
dgij
dwk
along a path γ(t), thus,
determines whether performance decays at a constant dsdt = 0,
dgij
dk = 0 or accelerating
ds
dt > 0,
dgij
dk > 0 rate. The notion of break-down acceleration provides a measure for identifying global
break-down of a network due to damage through changes in the metric tensor. For curved paths break-
down acceleration can be analyzed using an objected known as the covariant dervative, ∇γ(t)v(t)
(Appendix).
To understand the functional break-down of real neural networks, we study the damage response of
two neural network architectures (MLP-1 and VGG-11) while estimating the break-down acceleration
(depicted in figure-3d and 3e) of the network along each damage path. We find that both architectures
tolerate a surprising degree of node deletion. MLP-1, a multi-layer perceptron with a single hidden
layer (and 400 variable hidden units) trained on MNIST and track the performance as networks are
damaged (Figure 3a), tolerates damage to 80% of the network nodes reducing functional performance
of the network by merely ∼10% only. Similarly, VGG-11 trained on CIFAR-10 tolerates 60% node
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damage in any layer without performance degradation. However, both networks exhibit sharp and
drastic break-down in functional performance beyond these node damage thresholds (Figure 3b).
Mathematically, we can identify break-down points as points where the acceleration of the network,
as measured by the covariant derivative along the damage path, rapidly increases. In figure-3e and
figure-3f, we plot the break-down acceleration using the covariant derivative along multiple damage
paths from the trained network to its damaged counterpart for MLP-2 and VGG-11 respectively.
Steep increase in the covariant derivative identify points of loss acceleration corresponding to the
functional breakdown of both the networks analyzed.
5 Geodesic paths enable network recovery
While artificial neural networks experience functional break-down when subjected to weight damage,
living neural networks respond to damage through recovery ‘protocols’ that modify internal connec-
tions to compensate for damage by altering the weights of undamaged nodes. Inspired by recovery
mechanisms in neuroscience. We apply the concept of break-down acceleration to develop recovery
procedures for artificial neural networks that compensate for damage through continuous adjustment
of the undamaged weights to minimize.
Conceptually, we identify curved paths through W that move between the trained and damaged
networks while modulating weights to minimize break-down acceleration. We consider a trained
network, w, subjected to weight damage that zeros a subset of weights, wi = 0, for i ∈ ndamaged.
Our strategy responds to damage by adjusting undamaged weights, wi for i /∈ ndamaged to maximize
network performance. Minimum acceleration paths are also known as geodesic paths and can be
computed directly using our metric g. Geodesic paths are also the minimum distance paths (with
distance defined in equation-2) between two points on W .
To find geodesic recovery paths on W , we can solve the geodesic equation
d2wη
dt2
+ Γηµν
dwµ
dt
dwν
dt
= 0 (9)
(10)
where, wj defines the j’th basis vector of the weights space W , Γηµν specifies the Christoffel sym-
bols (Γηµν =
∑
r
1
2g
−1
ηr (
∂grµ
∂xν +
∂grν
∂xµ − ∂gµν∂xr )) on the manifold. The Christoffel symbols capture
infinitesimal changes in the metric tensor (g) along a set of directions in the manifold. They are
computed by setting the covariant derivative of the metric tensor along a path specified by γ(t) to
zero. We, specifically, compute geodesic paths, γ(t), so that γ(0) = wt and γ(1) ∈Wd where Wd is
the damage hyper-plane. The damage hyper-plane is the set, Wd = {wi = 0, ∀i ∈ ndamage} ⊂W ,
of all networks that are consistent with a given configuration of weight damage. Thus, we find
paths through weight space that achieve a given configuration of damage while maximizing network
performance.
Evaluation of the Christoffel symbols is computation and memory intensive as the number of
Christoffel symbols scales as a third order polynomial of the number of parameters in the neural
network (O(d3)). Therefore, we evaluate an approximation to the geodesic using a first order
expansion of the loss function. To discover the curved path γ(t), we estimate the tangent vector
(θ(w)) at every point (w = γ(t)) along the path, starting from wt and terminating at the damage
hyperplane (Wd).
argminθ(w) 〈θ(w), θ(w)〉w − β θ(w)T vw (11)
The tangent vector θ(w) is obtained by simultaneously optimizing two objective functions: (1)
minimizing the increase in functional distance along the path measured by the metric tensor (gw)
[min: (〈θ(w), θ(w)〉w) = (θ(w)Tgwθ(w)) ] and (2) maximizing the dot-product between the tangent
vector and vw, vector pointing in the direction of the hyperplane [max: (θ(w)T vw)] to enable
movement towards the damage hyperplane.
Our optimization procedure trades off motion towards the damage hyper-plane and the maximization
of the functional performance of the intermediate networks along the path (optimization procedure
elaborated in the appendix). The trade-off is enabled by hyper-parameter (β). This strategy enables
us to discover multiple paths from the trained network wt to Wd, damage hyper-plane, (depicted
by path-1 to path-5 in figure-4a) where networks maintain high functional performance along the
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Figure 4: Geodesics: recovery paths on manifold: (A) A depiction of the loss landscape showing
multiple recovery paths from trained network (N1) to high-performance networks on the damage
hyper-plane (N2, N3, N4, N5). . Recovery paths from the (B) trained MLP-2 (N1) and (C) trained
VGG-11 (N1) to high-performance networks on the damage hyper-plane (N2, N3, N4) are shown in
blue, while the (naive) linear path from the trained network (N1) to the damage hyperplane is shown
in red. The networks along the recovery paths have an accuracy greater than (B) 94% for MLP-2 and
(C) 88% for VGG-11. The covariant derivative (acceleration) for the recovery paths (blue) and the
naive path (red) for (D) MLP-2 and (E) VGG-11 are shown. The naive path suffers a break-down
acceleration while the recovery paths have constant speed. (F) VGG-11 networks endowed with
dynamic compensation maintain functional performance while enduring continuous damage of 5
filters per-unit time
damage. Of the many paths obtained, we select the path with the shortest total length (with respect to
the metric g) as the best approximation to the geodesic in the manifold.
The geodesic strategy enables two technological advancements, (1) discovering high-performance
paths between a trained network and its damaged counter-part lying on a damage hyperplane and (2)
dynamic recovery protocols that continuously update weights to compensate continuous damage as it
occurs.
(1) High-performance paths from the trained network (wt) to the damage hyperplane (Wd) do not
suffer from large break-down acceleration as the naive paths detailed in section-4 did. The lack
of sharp break-down also allows us to rapidly discover high performance networks on the damage
hyperplane. The existence of such high-performance paths highlights the functional-connectedness
of the manifold. In figure-4b, we depict recovery paths from a trained MLP-2 (N1) to multiple
networks on a damage hyperplane (defined by the deletion of 250/300 nodes in layer-1 and 50/100
nodes in layer-2). Our geodesic strategy finds high-performance paths that comprise of networks
that always perform above 94% accuracy2 as well as discovers a terminal network on the damage
hyperplane that performs at 95%. As our strategy is network agnostic, we apply this procedure
on larger networks, like VGG-11. our geodesics strategy rapidly reveals networks on the damage
hyperplane (defined by deletion of 30 convolutional filters from convolutional layer-1 and 2 and 1000
nodes from fully-connected layer-1 and 2) that perform at an accuracy of 90.5%, as well as finds
paths to the hyperplane comprising of networks that perform above 89% accuracy.
(2) Dynamic recovery protocol: When networks are constantly being damaged, their functional
performance decreases continuously. In technology applications, it is useful to define strategies that
allow networks to maintain performance through continuous weight adjustment. In figure-4F, we
demonstrate that networks that constantly compensate for vulnerabilities by following geodesic paths
2We always refer to the test accuracy
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maintain a high performance and can endure a lot more damage than those that aren’t equipped with
a self-recovery protocol.
6 Discussion
In this paper, we have established a mathematical framework to analyze resilience of neural networks
through the lens of differential geometry. We introduce a functional distance metric on a Riemmanian
weight manifold and apply he metric tensor, the covariant derivative, and geodesic to predict the
response of networks to local and global damage. Mathematically our work forms new connections
between machine learning and differential geometry. Practically, we develop new procedures for (i)
identifying vulnerabilities in neural networks and (ii) compensating for network damage in real-time
through computationally efficient weight updates, enabling rapid recovery of neural networks. As
neural networks are increasingly deployed on edge devices with increased susceptibility to damage
we believe these methods could be useful in a variety of practical applications.
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