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Abstract
Full vehicle autonomy excludes a takeover by passengers in case a safety-critical application fails.
Therefore, the system responsible for operating the autonomous vehicle has to detect and handle
failures autonomously. Moreover, this system has to ensure the safety of the passengers, as well
as the safety of other road users at any given time. Especially in the initial phase of autonomous
vehicles, building up consumer confidence is essential. Therefore, in this regard, handling all failures
by simply performing an emergency stop is not desirable. In this paper, we introduce an approach
enabling a dynamic and safe reconfiguration of the autonomous driving system to handle occurring
hardware and software failures. Since the requirements concerning safe reconfiguration actions are
significantly affected by the current context the car is experiencing, the developed reconfiguration
approach is sensitive to context changes. Our approach defines three interconnected layers, which
are distinguished by their level of awareness. The top layer, referred to as the context layer, is
responsible for observing the context. These context observations, in turn, imply a set of requirements,
which constitute the input for the reconfiguration layer. The latter layer is required to determine
reconfiguration actions, which are then executed by the architecture layer.
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1 Introduction
Nowadays, vehicles are equipped with various advanced driver assistance systems that support
the driver while operating the vehicle. Actions that modern vehicles are capable of doing are,
for instance, keeping the distance to a preceding vehicle, autonomous parking, or switching
lanes on highways. Although these functions are highly reliable and well tested, the driver is
still constrained to monitor their behavior and take over control, if required [3].
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As far as fully autonomous vehicles are concerned, such takeover actions by passengers
are excluded [13]. Therefore, to guarantee the safety of the passengers and other road users
in case an occurring failure causes a safety-critical driving application to misbehave, the
system responsible for operating the car has to be designed in a fail-operational manner, i.e.,
the system has to handle hardware and software failures autonomously.
In this paper, we present an approach capable of quickly recovering a safe system state
after an occurrence of a hardware or software failure so that the driving mission can be
continued. Since various parameters of a system configuration depend on the context the
vehicle is currently experiencing, our reconfiguration approach is based on system optimization
actions which adjust the system according to the context at hand. Among the different
dimensions which are taken into account, our context-aware reconfiguration approach allows
to dynamically adjust the safety requirements to the present situation, enabling an increased
safety of the system. In case an occurrence of a failure causes the system safety level to drop
below a certain threshold, our approach performs an emergency stop.
The context-based reconfiguration feature of our method is based on a layered architecture,
defining three interconnected layers, which are distinguished by their level of awareness: The
top layer, referred to as the context layer, extracts context information from the given input.
The output of the context layer is then in turn used as the input for the layer responsible
for determining the configuration, called the reconfiguration layer. Finally, the application
placement, i.e., the assignment of application instances with computing nodes, is then taken
care of by the architecture layer, which also implements means to monitor the system state.
The paper is organized as follows: Section 2 introduces our general approach for a
reliable context-based system architecture for use in autonomous vehicles. Section 3 discusses
the methods used for extracting and representing the context. Section 4 illustrates the
characteristics and challenges of a context-based reconfiguration. Section 5 gives an overview
of the challenges involved in applying new configuration and monitoring system changes.
The paper concludes in Section 6 with a discussion on related approaches and future work.
2 The General Approach
Figure 1 shows the general framework of our approach for a reliable context-based system
architecture, which defines three interconnected logical layers, whereby each layer comprises
a set of interrelated tasks, providing distinct levels of awareness, viz. context awareness,
safety awareness, and self awareness.
The top layer, dealing with the first type of awareness, is accordingly referred to as
the context layer. This layer determines the current context the vehicle is in and extracts
requirements affecting the actions of lower layers. Mission goals, like the target destination
or the level of entertainment requested by the driver, or environment information, like
the current weather situation or road and traffic conditions, are examples for parameters
influencing action decisions.
The requirements determined by the context layer are used as input for the reconfiguration
layer. This layer evaluates the received requirements and plans further actions considering
the current context. These actions include, for example,
selecting a set of applications,
determining their redundancy and hardware segregation requirements,
computing valid reconfiguration actions, as well as
optimizing the entire system architecture.
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Figure 1 The three logical layers used in our approach and their relationships. The layers provide
distinct levels of awareness.
The reconfiguration measures determined by the reconfiguration layer are then executed
by the architecture layer. This layer is responsible for distributing application instances
among the available computing nodes as instructed by the layer situated above, whereby a
minimum level of safety has to be preserved. Furthermore, this layer also implements monitor
mechanisms that control the health of the hardware and software components the car is
equipped with. In case a system change is observed, the reconfiguration layer is informed
such that a new configuration is determined.
3 Context Extraction
Adjusting the system configuration according to the current context first requires the
extraction of context observations from environmental parameters. These observations then
imply a set of requirements, which are used as input for the subsequent reconfiguration
actions.
Figure 2 illustrates two use cases that show that distinct sets of context observations
imply distinct sets of requirements.
In the first use case, depicted in Figure 2a, the passenger of an autonomous taxi booked a
premium ride. Furthermore, we assume that the vehicle is currently driving in snowy weather
on a highway. From these context observations, a set of required software applications can be
implied. This set may, for example, include applications for detecting pedestrians, planning
trajectories taking the rough weather conditions into account, as well as entertainment
applications that are included in the ride due to a booked premium package. Moreover, from
the context observations, we can imply the safety-criticality of the respective applications
and thus the required level of redundancy, as well as other performance parameters.
The use case illustrated in Figure 2b, on the other hand, assumes a low-budget ride in
an urban environment under good weather conditions. Consequently, the set of required
applications include, for example, a pedestrian detection module. The demanded level of
redundancy of this application is high, as this application is considered safety-critical in the
current context since many pedestrians are present in urban environments. Note that in
the first use case, the required level of redundancy of the same application is lower since
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(a) A premium ride on a highway in wintry con-
ditions. These context observations imply, for
example, that the set of required applications
include a passenger detection, a trajectory plan-
ner which takes the rough weather conditions
into account, and an entertainment application.
(b) A low-budget ride in an urban environment
under good weather conditions. These context
observations imply, for example, that the set
of required applications include a passenger de-
tection, a trajectory planner which takes the
good weather conditions into account, and an
application for computing tasks received from
cloud services.
Figure 2 Two use cases showing the correlation between context observations and requirements.
The two distinct scenarios imply a distinct set of requirements.
on highways, encountering pedestrians is unlikely. For the pedestrian detection module, a
medium level of redundancy can be, for example, satisfied in case one redundant module
is executed. On the other hand, the level of redundancy can be considered high if two
redundant instances of this module are executed.
The discussed use cases illustrate the two main challenges of the context layer: Extracting
context observations and implying requirements.
The former task, extracting context observations, necessitates perceiving environment
parameters. These parameters are, for example, determined by sensors the car is equipped
with, communicating with backend services, and interacting with the passengers.
The second task, implying requirements from context observations, requires methods for
specifying implication rules. Therefore, the system architecture designers, as well as the
application developers, have to define requirements for different contexts. A conceivable
approach for representing such rules is employing answer-set programming [2], a declarat-
ive problem-solving approach based on logic programming for which sophisticated solver
technology exists [7, 4].
4 Context-Based Reconfiguration
The task of determining a context-based reconfiguration, i.e., a mapping between application
instances and computing nodes that respects the prevailing context, is not trivial since
the placement decisions depend on various parameters. We refer to this problem as the
application placement problem.
This problem is not only limited to our problem setting, but the placement of applications
on computing nodes is indeed a well-studied topic in other fields too. In particular, research
on cloud and edge computing has addressed this problem, like, e.g., approaches for optimizing
properties like energy consumption [8], network traffic load [9], and resource utilization [5]
have been discussed in the literature.
Generally speaking, the input of the application placement problem is a set of applic-
ation instances and a set of resources, like, e.g., computing nodes, operating systems, or
communication links. Furthermore, we define for each application instance and each resource,
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a set of parameters including, for example, performance parameters such as the minimum
required memory and CPU demand, as well as safety parameters like the minimum required
level of redundancy and hardware segregation. These parameters have to be specified by the
system architecture designers and the application developers. The output of the application
placement problem is an assignment that maps each instance to exactly one node.
In order to restrict the number of valid assignments, constraints based on the specified
parameters can be defined. Depending on the specified constraints, either none, one, or
multiple valid assignments exist. In case that there are different solutions, an optimization
function can be defined that specifies which assignments are the most desired.
This optimization function also depends on the current context. Therefore, an approach
allowing a context-based update of the optimization goal leads to configurations that are
well adjusted to the current situation.
For solving the application placement problem, various optimization approaches are
applicable. The options range from integer linear programming and evolutionary game
theory [12] to reinforcement learning approaches [1].
5 Architecture Interaction
The architecture layer of our approach comprises the tasks responsible for interacting with
the architecture, i.e., the application instances and computing nodes.
One main task of this layer is to apply the reconfiguration actions determined by the
reconfiguration layer. The challenge thereby is to ensure a fast, safe, and organized con-
figuration roll-out. Furthermore, it has always to be guaranteed that the reconfiguration
actions do not decrease the level of safety. Therefore, safety-validation operations have to be
executed prior to the configuration roll-out.
Besides applying reconfiguration actions, also monitoring the state of the computing
nodes and the executed application instances is an important task.
Self-awareness requires monitoring the status of the system to maintain an operational
state. Monitoring the system, in turn, depends in general on the observation of several
level-specific data. Concerning safety, different levels may define different requirements for a
minimum operational capability.
Since full vehicle autonomy excludes human takeover actions, classical failure tolerance is
not sufficient as errors may have various causes and interference effects. Failure handling
requires knowledge of cross-layer dependencies. Thus, system monitoring and self-awareness
are cross-layer problems [14].
In case a failure is detected, the reconfiguration layer is notified to reconfigure the system
to obtain a safe system sate. If safety-critical applications are affected by the failure, the
reconfiguration layer has to ensure that lost functionality is recovered within a short time.
An approach addressing this challenge, called Fdiro, standing for “fault detection, isolation,
recovery, and optimization”, has been introduced in a recent paper [6], adopted from a similar
method from the aerospace domain [16].
6 Conclusion
In this paper, we introduced a three-layered approach towards implementing a reliable and
context-based system architecture in autonomous vehicles. By employing this approach, we
anticipate an increase in safety, enabled by a fast and context-oriented reconfiguration in
case a hardware or software failure is detected.
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To the best of our knowledge, the introduced safety and context-aware configuration
approach for autonomous vehicles is novel. However, in the past, efforts in the automotive
research field focused on developing concepts for context-aware advanced driver assistance
systems [15, 11]. Context-awareness of applications is also pursued in other research fields [10].
Since the advance of autonomous vehicles is imminent, further work concerning each
layer of our approach for context-based system architecture is necessary. In our future
research activities, we plan to implement a simulator to show the feasibility of our proposed
architecture.
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