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Abstract 
Gas diffusion in nanoporous carbon includes distinct diffusion modes: surface diffusion on 
the pore walls and non-surface diffusion away from pore walls. We have performed molecular 
dynamics (MD) simulations of Ar diffusion in disordered nanoporous carbon. The main 
objective of this work is to separate the surface diffusion and non-surface diffusion 
contributions so as to comprehend their respective dependency on the porous structure and 
testing conditions. The nanoporous carbon sample is obtained using the quenched molecular 
dynamics (QMD) method. Gas flows are generated by applying a constant external force on 
each Ar atom, mimicking a constant chemical potential gradient. The contributions from 
surface diffusion and non-surface diffusion are separated according to the distance of the gas 
atoms away from the pore wall. We show that the surface diffusivity is affected by the 
interactions between gas atoms and the pore walls, the temperature, and the loading. 
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1. Introduction 
 Nanoporous carbon materials can be made into devices for gas separation  [1–3], 
reaction [4] and storage [5], in which gas diffusion plays important roles. The gas diffusion 
inside nanoporous network can be classified loosely into surface diffusion and non-surface 
diffusion (Knudsen diffusion and bulk diffusion). Although surface diffusion is arguably the 
most important diffusion mode for adsorbing species in nanoporous materials, it is the least 
understood  [6–10].  
 One of the main challenges to understand how gas molecules diffuse on the pore walls is 
the lack of structural understanding of porous structures in general. Existing simulation 
studies on diffusion in nanoporous carbon have been limited to simple models, such as the slit 
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pore model  [2,11]. Recently, several nanoporous carbon models have been put forward 
among which Hybrid Reverse Monte Carlo [12] (HRMC) and Quenched Molecular 
Dynamics [13,14]  (QMD) methods seem most promising. HRMC and QMD models are able 
to describe the disorderness of nanoporous carbon while still preserving reasonable ring 
distributions and neighbour distributions. More importantly, the structure factor S(q) of the 
above nanoporous carbon models matches that measured in experiments [12,13].  
 There have been a number of diffusion studies using HRMC model recently by Gubbins et 
al. [15–17]. In their studies, self-diffusivities from mean square displacements (MSD) vs. 
time were calculated by means of equilibrium MD (EMD) simulations  [15–17]. However, the 
calculation of self-diffusivity from MSD measurements faces the following challenges: (1) the 
diffusive regime is difficult to reach at low temperature (i.e., the MSD is not strictly linear 
with time [15,17]), which prevents the extraction of the self-diffusivity; (2) it is unclear how 
to obtain the precise diffusion contributions from the surface diffusion and non-surface 
diffusion modes; (3) recent studies show sub-diffusive behaviour due to confinement effects 
(MSD~t1/2 [15,18]), which further complicates the calculation of the self-diffusivity. 
 Our aim here is to separate the contributions from surface diffusion and non-surface 
diffusion so as to better understand the relation between surface diffusion and porous 
structure. Here we use a “gravitation method” which has been used to generate gas 
flow [11,19]. The essence of this method is to apply a constant external force on each Ar 
atom, mimicking a constant chemical potential gradient, to generate Ar flow. We differentiate 
surface and non-surface contributions to diffusion through carefully analysed atomic 
trajectories. Ar atoms that are within a 5 Å range of porous carbon are considered adsorbed on 
the surface. Their diffusion is seen as surface diffusion.  In this way, one can correlate surface 
diffusion on the pore wall surface directly. We find that the surface diffusivity is more 
sensitive to C-Ar interactions than the non-surface diffusivity. Surface diffusivity has an 
Arrhenius-like dependence on temperature. In addition, surface diffusivity first increases, and 
then decreases with increasing Ar loading.  These findings agree well with other research 
works. 
2. Simulation Methodology 
The porous carbon sample is obtained through Quenched Molecular Dynamics 
(QMD)  [13,14]. The system is initially filled with mono-atomic C gas at very high 
temperature. Then it is gradually quenched to room temperature to form a porous structure. 
Detailed descriptions can be found in Ref. [13,14]. 
In this work, we use molecular dynamics simulations to simulate Ar motion through 
porous carbon and then compute diffusivities. The simulation box is cubic with a length of 
37.78 Å in each direction. It consists of a total of 2048 C atoms, which assemble into a porous 
network through QMD. Next, different numbers of Ar atoms are inserted in order to study the 
diffusion at different loadings. After Ar insertion, each sample is thermally relaxed to reach 
equilibrium. Then a constant external force is applied on each Ar atom so as to generate Ar 
flow along the direction of the external force, as is illustrated in Fig. 1. The force fields used 
to describe C-Ar and Ar-Ar interactions are both 12-6 Lennard-Jones (LJ) potentials with 
following parameters: σC-Ar = 3.38 Å, εC-Ar/kB = 58.0 K, σAr-Ar = 3.405 Å and εAr-Ar/kB
The method we have used here to generate flows within porous medium resembles the 
“gravitation method” introduced in Ref. [19]. According to Darken’s model [21], the constant 
external force on each Ar atom is equivalent to a constant chemical potential gradient pointing 
in the opposite direction for Ar. The diffusivity can be computed as:  
 = 120.0 
K [20]. NVT ensembles are implemented throughout the simulation. Each integration time 
step is 0.07 fs. Each simulation runs for 7 ns to get good statistics.  
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Fig. 1: Illustration of Ar adsorbed in porous carbon and 
method of generating flows. Red spheres represent Ar 
atoms. The porous C network is colored in black. A 
constant external force is applied on each Ar atom, 
mimicking a constant chemical gradient, so as to generate 
flow along the direction of the force. 
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where J is gas flux, c is gas number density and R is the universal gas constant. The 
diffusivity D computed this way is the corrected diffusivity along the x direction. This method 
has also been used recently in other simulation works on diffusion [11].  
In order to speed up the simulation, we fix all C atoms when generating Ar flows to 
compute the corrected diffusivity. In this way, C-C interactions do not have to be calculated. 
Fig. 2(a) shows a typical plot of Ar flux vs. chemical potential gradient. The plot shows a very 
good linear relation and thus enables us to extract the corrected diffusivity from the slope of 
the fitting line. We also simulated a few samples with unconstrained C atoms (using RSS 
potential for C-C interactions [13], which is the same force field used in QMD simulations to 
generate the nanoporous carbon model). As can be seen in Fig. 2(a), diffusivities calculated 
from unconstrained samples agree reasonably with constraint samples. Therefore, the 
following results are reported using a frozen porous carbon network. 
To further verify our method, we compare corrected diffusivity and self-diffusivity at 
different Ar loadings. Both quantities should be equal at the dilute limit, i.e., zero loading [22]. 
To compute the self-diffusivity, we perform equilibrium MD simulations to obtain the MSD 
as a function of time. We have calculated the corrected diffusivity and self-diffusivity for 
different loadings at 290 K. To obtain good statistics for the zero-loading cases, we use 
samples with 100 Ar atoms but without Ar-Ar interactions. This is equivalent to average over 
100 samples each with the entire porous carbon structure and one isolated Ar atom. Fig. 2(b) 
clearly shows that the corrected diffusivity agrees with the self-diffusivity at zero loading for 
our samples. The surface and non-surface flux are well-defined as long as we know which 
atoms are “surface” atoms, the atoms adsorbed on pore walls, and which are “non-surface” 
atoms, the atoms that are not adsorbed.  
We use distance criteria to determine whether an Ar atom is adsorbed at a particular instant. 
To verify this, we plot a typical plot for shortest C-Ar distance distribution in Fig. 3. The 
shortest C-Ar distance is defined as the distance from an Ar atom to its nearest C atom. The 
peak ranging from 3 Å to 5 Å represents the first adsorption layer of Ar on porous carbon. 
Therefore, we label Ar atoms that are within 5 Å separation to any C atom as adsorbed atoms 
(“surface” atoms). All the other Ar atoms (“non-surface” atoms) are considered to be not 
directly interacting with C. 
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Fig. 2: (a) Typical plots of Ar 
flux vs. chemical potential 
gradient (flexible C and 
unconstrained C). A clear linear 
relation is observed (b) 
Comparison between self-
diffusivity and transport 
diffusivity at 290 K.  Both 
diffusivities converge to the 
same value at zero loading. 
 
 
 
  
 
 
 
 
 
Fig 3: Normalized shortest C-Ar 
distribution. The distance from 
each Ar atom to its nearest C 
atom is calculated, then plotted 
as a histogram and subsequently 
normalized by the total number 
of Ar atoms in the system. 
(a) 
(b) 
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3. Results and Discussions 
3.1 Dependency on gas-substrate affinity 
Fig.4 shows (a) surface, non-surface and total diffusivity vs. doping (b) percentage of Ar 
atoms being adsorbed or not adsorbed. We randomly select fractions of C atoms (5% or 10%) 
and artificially either reduce in half or double their interactions with Ar atoms. After that, 
similar diffusion tests have been performed on these samples. This is to mimic the doping 
situation where C atoms are replaced by other atoms that have stronger/weaker interactions 
with Ar atoms. We use this method to investigate how surface diffusivity changes with C-Ar 
interaction. It is found that the percentage of adsorbed Ar only increases slightly when C-Ar 
interactions become stronger. On the other hand, surface diffusivity decreases with stronger 
C-Ar interactions while non-surface diffusivity almost keeps constant from 10% weakening to 
10% strengthening. This can be understood as follows. The larger the C-Ar interaction, the 
more difficult for a surface Ar atom to diffuse to another surface spot. However, for non-
surface atoms, since they are away from the pore wall, they are much less affected by the 
change of C-Ar interactions. Therefore, we have demonstrated a procedure of adjusting 
surface diffusivity alone without disturbing the non-surface diffusivity. The noises in Fig. 4(a) 
are caused by the fact that the “doping” atoms are chosen randomly in each sample. It is 
possible that C atoms at different location of the porous network can have a different impact 
on gas diffusion. It should be noted that the above observed trend in diffusivity has non-
negligible noise, which we plan to reduce through carrying out multiple independent 
simulations. 
3.2 Dependency on temperature 
 It is generally understood that surface diffusion is accomplished by thermally activated, 
adsorbate molecules jumping to adjacent adsorption sites (HIO model)  [23]. Thus the 
temperature dependence of surface diffusivity obeys Arrhenius-like relations [21]: 
)exp(0 Tk
EDD
B
a
ss −=                                                                                                                 (2) 
where Ea is the activation energy of surface diffusion and kB is the Boltzmann constant. 
Fig.5 plots the surface diffusivity, non-surface diffusivity and total diffusivity for Ar 
diffusion in nanoporous carbon at 290 K at zero loadings. The surface diffusivity can be fitted 
with eq.(2). We obtain Ea/kB = 264 K, as compared to εC-Ar/kB = 58.0 K, which we used for C-
Ar van der Waals interactions. This value is reasonable, implying multiple C-Ar van der 
Waals pairs are broken and then reformed during the Ar hopping process. 
3.3 Dependency on loading 
 Both surface diffusivity and non-surface diffusivity strongly depend on the loading of gas 
molecules in the nanoporous carbon sample. Both surface diffusivity and non-surface 
diffusivity first increase and then decrease with increasing loading, although they reach 
maximum values at different loadings. As a result, the total diffusivity also increases and then 
decreases, as is observed in other works [16–18].  The reason can be qualitatively understood 
following the aforementioned references: Ar atoms first adsorbs on high-affinity adsorption 
sites of nanoporous carbon. This causes the potential energy landscape that Ar atoms sample 
on nanoporous carbon walls to be smoother upon initial loading. Therefore, there appears an 
initial increase in diffusivity at low loading. At higher loading, surface diffusivity drops, 
probably due to strong Ar-Ar interactions.  
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Fig. 4: (a) Surface, non-surface and 
total diffusivities vs. doping. 
Dashed lines are guides to the eye. 
Surface diffusivity decreases with 
stronger C-Ar interactions while 
non-surface diffusivity is almost 
unchanged. (b) Percentages of 
surface and non-surface Ar. The 
number of surface atoms only 
increases slightly with stronger C-
Ar interactions. 
 
 
 
  
 
 
 
 
 
Fig. 5: Surface, non-surface 
and total diffusivities vs. 
temperature for a sample at 
low loading. The surface 
diffusivity shows exponential 
dependence on 1/T. 
 
(a) 
(b) 
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Fig. 6: Surface, non-surface and 
total diffusivities vs. loading at 
290 K.  
 
 
 
4. Conclusions 
In this work, we have measured surface and non-surface diffusivities for Ar in nanoporous 
carbon. Using the “doping” method introduced here, we show that the surface diffusivity is 
more sensitive to pore wall–gas interactions than non-surface diffusivity. So it is possible to 
modulate surface diffusion by adjusting pore wall–gas interactions. In addition, surface 
diffusion is investigated upon different testing conditions, i.e., the temperature and Ar loading. 
We observe Arrhenius-like relations for surface diffusivity as a function of temperature. On 
the other hand, surface diffusivity shows non-trivial loading-dependency: surface diffusivity 
increases and then decreases with increasing Ar loading in the system. 
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