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Uvod
Cilj ovog rada je upoznati cˇitatelja s definicijom, raznim karakterizacijama i svojstvima sta-
bilnih slucˇajnih varijabli. Njihove distribucije su posebna klasa distribucija koja ukljucˇuje
asimetricˇne distribucije i distribucije s tesˇkim repovima. Jedna od moguc´ih definicija
stabilnosti razdiobe je da pozitivne linearne kombinacije tako distribuiranih nezavisnih
slucˇajnih varijabli opet imaju istu razdiobu, samo reparametriziranu. Drugi nacˇin defi-
niranja je kao limes po distribuciji normaliziranih suma nezavisnih jednako distribuiranih
slucˇajnih varijabli. Nadalje, stabilne slucˇajne varijable cˇesto se definiraju pomoc´u svoje
karakteristicˇne funkcije. Ove slucˇajne varijable cˇesto se koriste u raznim konkretnim pri-
mjenama — za definiciju stabilnih procesa u financijskoj matematici, kod koreliranih sis-
tema u fizici cˇvrstog stanja, kod anomalnih difuzija u statisticˇkoj fizici, stanicˇnoj biologiji
ili kaoticˇnim dinamicˇkim sistemima, itd. Na ovom mjestu valja napomenuti kako smo,
zbog opsega teksta, ali i opsezˇnosti i kompleksnosti samih dokaza, neke karakterizacije
morali ostaviti bez dokaza, ali smo u takvim slucˇajevima naveli reference na odgovarajuc´u
literaturu.
Rad zapocˇinjemo Poglavljem 1, koje sadrzˇi preliminarne rezultate, odnosno daje kra-
tak pregled pojmova i rezultata iz teorije vjerojatnosti koji c´e nam pomoc´i u razumijevanju
samog rada i rezultate na koje c´emo se referencirati u kasnijim poglavljima. Ukratko c´emo
proc´i kroz osnovne pojmove kao sˇto su vjerojatnost, slucˇajna varijabla i funkcija distribu-
cije kako bismo mogli dati definiciju i svojstva matematicˇkog ocˇekivanja, momenata, neza-
visnosti, karakteristicˇnih funkcija, beskonacˇno djeljivih distribucija, kao i iskazati Levyjev
centralni granicˇni teorem. Ti koncepti i rezultati c´e nam biti od koristi u definiranju i raz-
nim karakterizacijama stabilnih slucˇajnih varijabli te u dokazivanju njihovih zanimljivih
svojstava. Rezultati u ovom poglavlju vec´inom su preuzeti iz knjige N. Sarape [11] te,
buduc´i da se kroz studij Matematicˇka statistika doticˇemo tih rezultata, dokazi navedenih
tvrdnji nisu navedeni u ovom radu.
U Poglavlju 2 dajemo uvod u teoriju stabilnih distribucija. Zapocˇinjemo uvodenjem
pojmova konvolucije funkcija distribucije i konvolucije funkcija gustoc´e, koji su takoder
preuzeti iz knjige N. Sarape [11]. Na primjeru zbrajanja dvije uniformne te dvije normalne
slucˇajne varijable, prema ideji i definiciji iz knjige V. V. Uchaikina i V. M. Zolotareva
[12], pokazat c´emo sˇto znacˇi da distribucije dvije slucˇajne varijable imaju isti oblik, uvest
1
SADRZˇAJ 2
c´emo osnovnu definiciju stabilne slucˇajne varijable temeljenu na stabilnosti kao svojstvu
te c´emo pokazati osnovna svojstva vezana uz normalnu slucˇajnu varijablu, kao primjer
stabilne slucˇajne varijable s konacˇnom varijancom. Nakon toga uvodimo josˇ jednu ka-
rakterizaciju stabilne slucˇajne varijable, takoder temeljenu na stabilnosti kao svojstvu, te
uvodimo pojam indeksa stabilnosti. Pokazat c´emo, prema knjizi V. Zolotareva [13], da je
za provjeru stabilnosti dovoljno provjeravati uvjet iz osnovne definicije stabilne slucˇajne
varijable samo za n = 2 i n = 3. Takoder, pokazat c´emo da su i Cauchyjeva i Levyjeva
slucˇajna varijabla stabilne slucˇajne varijable te da je svaka stabilna slucˇajna varijabla nepre-
kidna. Na kraju ovog poglavlja uvodimo karakterizaciju stabilne distribucije koja proizlazi
iz generaliziranog centralnog granicˇnog teorema i koja nam govori da su stabilne distribu-
cije jedine distribucije koje se mogu dobiti kao limesi normaliziranih suma niza nezavisnih
i jednako distribuiranih slucˇajnih varijabli. Uvodimo i pojam domene atrakcije funkcije
distribucije te zakljucˇujemo da distribucija ima domenu atrakcije ako i samo ako je ona
stabilna distribucija.
Nadalje, u Poglavlju 3 najprije uvodimo karakterizaciju stabilne slucˇajne varijable te-
meljene na karakteristicˇnoj funkciji. Ta parametrizacija je najcˇesˇc´e korisˇtena u raznoj lite-
raturi za dokaze razlicˇitih svojstava stabilnih slucˇajnih varijabli. Vidjet c´emo da su cˇlanovi
familije stabilnih distribucija definirani pomoc´u cˇetiri parametra, a to su indeks stabilnosti,
parametar asimetrije, parametar pomaka i parametar skale. Ovdje c´emo, uz ideje i tvrdnje
iz knjige G. Samorodnitskyja i M. S. Taqqua [10], pokazati josˇ nekoliko osnovnih svojstava
stabilnih distribucija koja c´e nam pomoc´i u interpretaciji navedenih parametara i njihovom
utjecaju na stabilnu distribuciju. Nakon toga c´emo promatrati asimptotsko ponasˇanje vjero-
jatnosti repova, pri cˇemu koristimo tvrdnje iz knjige W. Fellera [2]. Na kraju ovog poglavlja
posebno c´emo promotriti karakteristicˇne funkcije simetricˇnih stabilnih slucˇajnih varijabli
te c´emo pomoc´u Laplaceove transformacije, definirane kao u knjizi S. Kurepe [3], pokazati
da je svaka simetricˇna stabilna slucˇajna varijabla uvjetno normalna slucˇajna varijabla.
Rad zavrsˇavamo Poglavljem 4 u kojem c´emo ukratko pokazati simulaciju stabilnih
slucˇajnih varijabli te procjenu njihovih parametara. Vidjet c´emo na koji nacˇin, prema knjizi
V. V. Uchaikina i V. M. Zolotareva [12], metodom inverzne funkcije mozˇemo simulirati Ca-
uchyjevu, normalnu i Levyjevu slucˇajnu varijablu. Takoder, dat c´emo Zolotarevljevu inte-
gralnu reprezentaciju stabilne slucˇajne varijable, koju smo preuzeli iz knjige V. Zolotareva
[13] i koja nas uvodi u generiranje simetricˇnih stabilnih slucˇajnih varijabli. Nakon toga
c´emo dati josˇ jednu karakerizaciju pomoc´u karakteristicˇne funkcije, koja se uglavnom ko-
risti u primjenama zbog svojeg boljeg numericˇkog ponasˇanja. Na kraju poglavlja i samog
rada, objasnit c´emo prikladnost stabilnih modela te c´emo na primjeru pokazati upotrebu
Nolanovog programa STABLE opisanog u [6], [7], [8], [9], koji je rjesˇavanjem mnogih
dotadasˇnjih numericˇkih potesˇkoc´a olaksˇao korisˇtenje stabilnih distribucija u prakticˇnim
primjenama.
Poglavlje 1
Preliminarni rezultati
U ovom poglavlju navodimo pojmove i rezultate na koje c´emo se referirati u ostatku rada te
pojmove i rezultate koji c´e nam pomoc´i u razumijevanju teme rada. Rezultati su preuzeti iz
knjige N. Sarape [11], osim ako nije drugacˇije navedeno, te se u istoj knjizi nalaze i dokazi
iskazanih tvrdnji.
1.1 Osnovni rezultati iz teorije vjerojatnosti
Vjerojatnosni prostor
Neka je Ω prostor elementarnih dogadaja. Dakle, Ω je proizvoljan neprazan skup. Sa P(Ω)
oznacˇimo partitivni skup od Ω. U daljnjem tekstu skupovna inkluzija A ⊂ B ukljucˇuje i
slucˇaj A = B.
Definicija 1.1.1. Familija F podskupova od Ω, (tj. F ⊂ P(Ω)) je σ-algebra skupova (na
Ω) ako vrijedi ∅ ∈ F , A ∈ F ⇒ Ac ∈ F te Ai ∈ F , i ∈ N⇒ ⋃∞i=1 Ai ∈ F .
Definicija 1.1.2. Neka je F σ-algebra na skupu Ω. Ureden par (Ω,F ) zove se izmjeriv
prostor.
Definicija 1.1.3. Neka je (Ω,F ) izmjeriv prostor. Funkcija P : F → R je vjerojatnost (na
F , na Ω) ako vrijedi P (A) > 0 za A ∈ F , P (Ω) = 1 te Ai ∈ F , i ∈ N, Ai ∩ A j = ∅, i , j⇒
P
( ⋃∞
i=1 Ai
)
=
∑∞
i=1 P (Ai).
Definicija 1.1.4. Uredena trojka (Ω,F , P), gdje je F σ-algebra i P vjerojatnost na F ,
zove se vjerojatnosni prostor.
Vjerojatnosni prostor je osnovni objekt u teoriji vjerojatnosti.
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Slucˇajne varijable
Neka je S proizvoljan neprazan skup i A familija podskupova od S , tj. A ⊂ P (S ). Sa
σ (A) oznacˇimo najmanju σ-algebru podskupova od S koja sadrzˇi A. Nju zovemo σ-
algebra generirana sa A. Neka su S 1 i S 2 proizvoljni skupovi i h : S 1 → S 2. Za
A2 ⊂ P (S 2) stavimo h−1 (A2) =
{
h−1(A) : A ∈ A2
}
. Dakle, h−1 (A2) ⊂ P(S 1).
Propozicija 1.1.5. Neka su S 1 i S 2 proizvoljni skupovi i h : S 1 → S 2.
1. Ako jeA2 σ-algebra na S 2, tada je h−1(A2) σ-algebra na S 1.
2. Ako je A1 σ-algebra na S 1, tada je familija A2 = { E ⊂ S 2 : h−1 (E) ∈ A1 }
σ-algebra na S 2.
Neka je R skup realnih brojeva. S B oznacˇimo σ-algebru generiranu familijom svih
otvorenih skupova na R. B zovemo σ-algebra Borelovih skupova na R, a elemente σ-
algebre B zovemo Borelovi skupovi.
Neka je (Ω,F , P) vjerojatnosni prostor i X realna funkcija na Ω. Ako je ishod pokusa
reprezentiran tocˇkom iz ω ∈ Ω, tada je tom ishodu pridruzˇen realan broj X(ω). Vrlo cˇesto
je vazˇno znati vjerojatnosti da je a < X(ω) < b, a, b ∈ R, a < b, tj. da X padne u intervale
(a,b), za bilo koje a < b. Prema tome, mi zˇelimo izracˇunati
P
{
ω ∈ Ω : X(ω) ∈ B
}
= P
{
X ∈ B
}
= P
(
X−1(B )
)
,
gdje je B = (a,b), a, b ∈ R, a < b. Da bi to bilo moguc´e, mora biti X−1(B ) ∈ F za svaki
interval B = (a,b). Buduc´i da je svaki otvoren skup na R prebrojiva unija otvorenih inter-
vala, lako je dokazati da vrijedi B = σ {(a,b) : a, b ∈ R, a < b}. Odavde i iz propozicije
1.1.5 (2) slijedi da, ako je X−1((a,b)) ∈ F za sve a, b ∈ R, a < b, da je tada X−1(B ) ∈ F za
svako B ∈ B. S tim u vezi imamo sljedec´u definiciju.
Definicija 1.1.6. Neka je (Ω,F , P) vjerojatnosni prostor. Funkcija X : Ω→ R je slucˇajna
varijabla (na Ω) ako je X−1(B ) ∈ F za proizvoljno B ∈ B, tj. X−1(B ) ⊂ F .
Definicija 1.1.7. Neka je X slucˇajna varijabla na (Ω,F , P). X je jednostavna slucˇajna
varijabla ako je njezino podrucˇje vrijednosti konacˇan skup.
X je jednostavna slucˇajna varijabla ako i samo ako vrijedi X =
∑n
k=1 xk1Ak , gdje su
x1, x2, . . . , xn realni brojevi, a A1, A2, . . . , An medusobno disjunktni dogadaji koji u uniji
daju Ω.
Teorem 1.1.8. Neka je X nenegativna slucˇajna varijabla na Ω. Tada postoji rastuc´i niz
(Xn, n ∈ N) nenegativnih slucˇajnih varijabli takav da je X = limn→∞ Xn (na Ω).
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Funkcije distribucije
Neka je (Ω,F , P) vjerojatnosni prostor i X slucˇajna varijabla na Ω.
Za B ∈ B stavimo
PX (B ) = P ( X−1(B )) = P {ω ∈ Ω : X(ω) ∈ B } = P { X ∈ B }. (1.1)
Relacijom (1.1) definirana je funkcija PX : B → [0,1] koja je vjerojatnost, odnosno vje-
rojatnosna mjera na B. PX zovemo vjerojatnosna mjera inducirana sa X, a vjerojatnosni
prostor (R,B, PX) zovemo vjerojatnosni prostor induciran sa X.
Definicija 1.1.9. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije od X jest funk-
cija FX : R→ [0,1] definirana sa
FX(x) = PX ((−∞,x]) = P ( X−1(−∞,x]) = P {ω ∈ Ω; X(ω) ≤ x } = P { X ≤ x }, x ∈ R.
(1.2)
Teorem 1.1.10. Funkcija distribucije slucˇajne varijable X je rastuc´a te neprekidna zdesna
na R i zadovoljava
F (−∞) = lim
x→−∞ F(x) = 0, F (+∞) = limx→+∞ F(x) = 1. (1.3)
Definicija 1.1.11. Funkciju F : R → [0,1] koja ima svojstva iz teorema 1.1.10 zovemo
vjerojatnosna funkcija distribucije na R ili, krac´e, funkcija distribucije.
Svaka vjerojatnosna funkcija distribucije naR odreduje jedinstvenu vjerojatnosnu mjeru
na B.
Teorem 1.1.12. Neka je F : R → [0,1] vjerojatnosna funkcija distribucije. Tada postoji
vjerojatnosna mjera P = PF na B, koja je jednoznacˇno odredena sa F pomoc´u relacije
PF ((−∞,x]) = F(x), x ∈ R. (1.4)
Definicija 1.1.13. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P) i
neka je FX njezina funkcija distribucije. Kazˇemo da je X apsolutno neprekidna ili, krac´e,
neprekidna slucˇajna varijabla ako postoji nenegativna realna Borelova funkcija f na R,
tj. f : R→ R+ takva da je
FX(x) =
∫ x
−∞
f (t) dλ(t), x ∈ R. (1.5)
Za funkciju distribucije FX neprekidne slucˇajne varijable X, dakle za funkciju oblika
(1.5) kazˇemo da je apsolutno neprekidna funkcija distribucije.
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Ako je X neprekidna slucˇajna varijabla, tada se funkcija f iz (1.5) zove funkcija
gustoc´e vjerojatnosti od X, tj. njezine funkcije distribucije FX.
Ako je X neprekidna s gustoc´om f i ako je PX vjerojatnosna mjera inducirana sa X,
tada vrijedi
PX (B ) = P { X ∈ B } =
∫
B
f (x) dλ(x), B ∈ B. (1.6)
Propozicija 1.1.14. Neka je f : R → R Borelova funkcija. Da bi f bila funkcija gustoc´e
vjerojatnosti neke neprekidne slucˇajne varijable X, nuzˇno je i dovoljno da vrijedi
1. f (x) > 0, x ∈ R,
2.
∫ ∞
−∞ f (x) dλ(x) = 1.
Neka je X neprekidna slucˇajna varijabla s funkcijom distribucije FX i gustoc´om f , tj.
FX(x) =
∫ x
−∞ f (y) dλ(y), y ∈ R. Tada je, prema knjizi R.B. Asha [1], FX diferencijabilna u
gotovo svakoj tocˇki i vrijedi
F′X (x) = f (x) λ-g.s. na R, (1.7)
tj. F′X = f na R osim na skupu Lebesgueove mjere nula.
Dvije slucˇajne varijable X i Y su jednako distribuirane ako je PX = PY , odnosno,
FX = FY . Pisˇemo X
d
= Y .
Matematicˇko ocˇekivanje. Varijanca i momenti
Definicija matematicˇkog ocˇekivanja provodi se u tri koraka. Prvo se definira matematicˇko
ocˇekivanje jednostavne slucˇajne varijable, zatim nenegativne slucˇajne varijable i na kraju
opc´e slucˇajne varijable.
Neka je (Ω,F , P) vjerojatnosni prostor. SK oznacˇimo skup svih jednostavnih slucˇajnih
varijabli definiranih na Ω, a s ∞+ skup svih nenegativnih funkcija iz K . Neka je X ∈ K ,
X =
∑n
k=1 xkKAk , gdje su A1, . . . , An ∈ F medusobno disjunktni.
Definicija 1.1.15. Matematicˇko ocˇekivanje od X koje oznacˇavamo s EX definira se s
EX =
n∑
k=1
xkP (Ak). (1.8)
Propozicija 1.1.16. Neka su X,Y ∈ K i X 6 Y. Tada je EX 6 EY.
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Neka je X nenegativna slucˇajna varijabla definirana na Ω. Prema teoremu (1.1.8)
postoji rastuc´i niz (Xn, n ∈ N) nenegativnih jednostavnih slucˇajnih varijabli takav da je
X = limn→∞ Xn. Iz prethodne propozicije slijedi da je niz (EXn, n ∈ N) rastuc´i niz u R,
dakle postoji limn→∞ EXn (koji mozˇe biti jednak i +∞).
Definicija 1.1.17. Matematicˇko ocˇekivanje od X koje oznacˇavamo s EX definira se s
EX = lim
n→∞EXn. (1.9)
Neka je sada X proizvoljna slucˇajna varijabla na Ω. Vrijedi X = X+ + X−, X+, X− su
slucˇajne varijable i X+, X− > 0.
Definicija 1.1.18. Kazˇemo da matematicˇko ocˇekivanje od X, koje oznacˇavamo sa EX,
postoji ako je barem jedna od velicˇina EX+ ili EX− konacˇna.
Granicˇni teoremi za matematicˇko ocˇekivanje
Definicija 1.1.19. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli na Ω konvergira gotovo
sigurno prema funkciji X : Ω → R (ili R) ako je limn→∞ Xn(ω) = X(ω) za gotovo svaki
ω ∈ Ω, tj. ako je P
{
ω ∈ Ω; limn→∞ Xn(ω) = X(ω)
}
= 1.
Skup svih slucˇajnih varijabli definiranih na vjerojatnosnom prostoru (Ω,F , P) koje
imaju konacˇno ocˇekivanje oznacˇavamo sa L(P).
Teorem 1.1.20. Neka je (Xn, n ∈ N) niz slucˇajnih varijabli takav da je (g.s) limn→∞ Xn = X
i neka je |Xn| 6 Y (g.s.), za sve n, pri cˇemu je Y ∈ L(P). Tada je
lim
n→∞EXn = EX. (1.10)
Racˇunanje matematicˇkog ocˇekivanja
Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P), neka je PX vjerojat-
nosna mjera inducirana sa X i neka je FX funkcija distribucije od X.
Teorem 1.1.21. Ako je g : R→ R Borelova funkcija, tada za proizvoljno B ∈ B vrijedi∫
X−1(B)
g(X) dP =
∫
B
g dPX (1.11)
u smislu da, ako jedan od integrala postoji, postoji i drugi i vrijednosti su im jednake.
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Ako u (1.11) stavimo B = R, dobivamo
E [g(X)] =
∫
Ω
g(X) dP =
∫
R
= g dPX =
∫
R
g(x) dFX(x).
Ako u prethodni izraz stavimo g(x) = x, x ∈ R, dobivamo
EX =
∫
R
x dPX =
∫ ∞
−∞
x dFX(x).
Neka je sada X neprekidna slucˇajna varijabla s gustoc´om fX. Tada vrijedi
E [g(X)] =
∫ ∞
−∞
g(x) fX(x) dλ(x) (1.12)
gdje je g proizvoljna Borelova funkcija, a λ Lebesgueova mjera.
Varijanca i momenti
Definicija 1.1.22. E(Xr) zovemo r-ti moment od X, a E(|X|r) zovemo r-ti apsolutni moment
od X.
Definicija 1.1.23. Neka EX postoji. Tada E [(X − EX)r] zovemo r-ti centralni moment od
X.
Definicija 1.1.24. Varijanca od X, u oznaci VarX, je drugi centralni moment od X.
Propozicija 1.1.25. Neka je 0 < r < ∞ i E(|X|r) < ∞. Tada je
lim
x→∞ x
r P{ |X| > x } = 0. (1.13)
Propozicija 1.1.26. Neka je X neprekidna i nenegativna slucˇajna varijabla. Neka je
E(Xr) < ∞, r > 0. Neka je F funkcija distribucije od X. Tada vrijedi∫ ∞
0
rxr−1(1 − F(x)) dx = E(Xr). (1.14)
Nezavisnost slucˇajnih varijabli
Definicija 1.1.27. Neka su X1, . . . , Xn slucˇajne varijable na vjerojatnosnom prostoru
(Ω,F , P). Kazˇemo da su X1, . . . , Xn nezavisne ako za proizvoljne Bi ∈ B (i = 1, . . . , n)
vrijedi
P { X1 ∈ B1, . . . , Xn ∈ Bn } = P
( n⋂
i=1
{Xi ∈ Bi }
)
=
n∏
i=1
P {Xi ∈ Bi }. (1.15)
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Sljedec´i teorem daje u opc´em slucˇaju karakterizaciju nezavisnosti pomoc´u funkcija
distribucije.
Teorem 1.1.28. Neka su X1, . . . , Xn slucˇajne varijable na (Ω,F , P) i
neka je X = (X1, . . . , Xn). Neka je dalje Fi funkcija distribucije od Xi za i = 1, . . . , n i
F funkcija distribucije od X. Tada su X1, . . . , Xn nezavisne ako i samo ako je
F (x1, . . . , xn) = F1(x1) F2(x2) . . . Fn(xn) (1.16)
za proizvoljno (x1, . . . , xn) ∈ Rn.
Nezavisnost se mozˇe okarakterizirati i pomoc´u gustoc´a, sˇto se vidi iz sljedec´eg teorema.
Teorem 1.1.29. Ako slucˇajni vektor X = (X1, . . . , Xn) ima gustoc´u f , tada svaka slucˇajna
varijabla Xi ima gustoc´u fi za i = 1, . . . , n. Osim toga, u tom su slucˇaju X1, . . . , Xn neza-
visne ako i samo ako je
f (x1, . . . , xn) = f1(x1) . . . fn(xn) (1.17)
za sve (x1, . . . , xn) ∈ Rn osim eventualno Borelovog podskupa od Rn Lebesgueove mjere
nula.
Korolar 1.1.30. Ako su X1, . . . , Xn nezavisne i Xi ima gustoc´u fi za i = 1, . . . , n, tada
X = (X1, . . . , Xn) ima gustoc´u danu sa
f (x1, . . . , xn) = f1(x1) . . . fn(xn), (x1, . . . , xn) ∈ Rn. (1.18)
Teorem 1.1.31. Neka je (Fn, n ∈ N) proizvoljan niz funkcija distribucije. Tada postoji
vjerojatnosni prostor (Ω,F , P) i niz (Xn, n ∈ N) nezavisnih slucˇajnih varijabli na Ω takav
da je FXn = Fn, n ∈ N.
Teorem 1.1.32. Neka su X1, . . . , Xn nezavisne slucˇajne varijable. Ako su sve Xi nenegativne
ili ako je EXi konacˇno za sve i = 1, . . . , n, tada postoji E
(∏n
i=1 Xi
)
i vrijedi
E
( n∏
i=1
Xi
)
=
n∏
i=1
EXi. (1.19)
Teorem 1.1.33. Ako su X1, . . . , Xn nezavisne slucˇajne varijable cˇije varijance postoje, tada
postoji i varijanca od
∑n
i=1 Xi i vrijedi
Var
( n∑
i=1
Xi
)
=
n∑
i=1
VarXi. (1.20)
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Karakteristicˇne funkcije
Definicija 1.1.34. Neka je F ogranicˇena (poopc´ena) funkcija distribucije na R, normirana
u smislu da ima limes 0 u −∞. Karakteristicˇna funkcija od F jest funkcija ϕ definirana sa
ϕ (t) =
∫ ∞
−∞
eitx dF(x) =
∫ ∞
−∞
cos tx dF(x) + i
∫ ∞
−∞
sin tx dF(x), t ∈ R. (1.21)
Za svako t ∈ R funkcija x 7→ eitx je neprekidna i buduc´i da je |eitx| = 1, ϕ je dobro
definirana, tj. imamo ϕ : R→ C.
Definicija 1.1.35. Neka je X slucˇajna varijabla s funkcijom distribucije FX. Karakte-
risticˇna funkcija ϕX od X je karakteristicˇna funkcija od FX.
Ako je X neprekidna slucˇajna varijabla s gustoc´om fX, prema (1.12) slijedi
ϕX(t) =
∫ ∞
−∞
eitx fX(x) dx, t ∈ R. (1.22)
Propozicija 1.1.36. Karakteristicˇna funkcija ϕ je uniformno neprekidna na R i za sve t ∈ R
vrijedi |ϕ(t) | 6 ϕ(0) = F(∞).
Teorem 1.1.37. 1. Ako je X slucˇajna varijabla i a, b ∈ R, tada vrijedi
ϕaX+b(t) = eibtϕX(at), t ∈ R.
2. Ako su X1, . . . , Xn nezavisne slucˇajne varijable, tada vrijedi
ϕ∑n
k=1 Xk(t) =
n∏
k=1
ϕXk(t), t ∈ R.
Iz navedenih rezultata slijedi ϕ−X(t) = ϕX(−t) = ϕX(t), za sve t, dakle ϕX je karakte-
risticˇna funkcija od −X.
Izmedu funkcija distribucije i karakteristicˇnih funkcija postoji bijektivna koresponden-
cija, sˇto nam pokazuje sljedec´i teorem.
Teorem 1.1.38. Teorem jedinstvenosti. Neka su F1 i F2 funkcije distribucije na R i neka
one imaju istu karakteristicˇnu funkciju, tj. ako za sve t ∈ R vrijedi∫ ∞
−∞
eitx dF1(x) =
∫ ∞
−∞
eitx dF2(x), (1.23)
tada mora biti F1 = F2.
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Sljedec´i teorem pokazuje kako se funkcija distribucije, odnosno u specijalnom slucˇaju
funkcija gustoc´e, mogu eksplicitno prikazati pomoc´u svoje karakteristicˇne funkcije.
Teorem 1.1.39. Teorem inverzije.
1. Ako je ϕ karakteristicˇna funkcija od F i ako su a, b proizvoljne tocˇke neprekidnosti
od F takve da je a < b, tada vrijedi
F(b) − F(a) = lim
T→∞
1
2pi
∫ T
T
e−iat − e−ibt
it
ϕ(t) dt. (1.24)
2. Ako je
∫ ∞
−∞ |ϕ(t) | dt < ∞, tada funkcija distribucije F ima gustoc´u f , tj. F(x) =∫ x
−∞ f (y) dy za sve x i vrijedi
f (x) =
1
2pi
∫ ∞
−∞
e−itx ϕ(t) dt, x ∈ R. (1.25)
Osim toga, f je neprekidna i ogranicˇena funkcija.
Iz formule inverzije (1.24) slijedi tvrdnja teorema jedinstvenosti. Zato c´emo se najcˇesˇc´e
pozivati na teorem inverzije u situacijama kad nam zapravo treba tocˇna tvrdnja teorema
jedinstvenosti.
X je simetricˇna slucˇajna varijabla ako i samo ako je ϕX realna funkcija.
Centralni granicˇni problem
Najprije se prisjetimo definicije konvergencije po distribuciji.
Definicija 1.1.40. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po distribuciji
prema slucˇajnoj varijabli X ako je limn→∞ FXn(x) = FX(x), x ∈ C (FX). To oznacˇavamo sa
Xn
d→ X, (n→ ∞).
U prethodnoj definiciji FX je funkcija distribucije od X, a C (FX) je skup svih tocˇaka
neprekidnosti od FX.
Teorem 1.1.41. Levyjev centralni granicˇni teorem. Neka je (Xn, n ∈ N) niz nezavisnih
jednako distribuiranih slucˇajnih varijabli s ocˇekivanjem µ i varijancom σ2, 0 < σ2 < ∞ i
neka je S n =
∑n
k=1 Xk, n ∈ N. Tada vrijedi
S n − ES n
σ
√
n
d→ N (0, 1), n→ ∞. (1.26)
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Beskonacˇno djeljive distribucije
Definicija 1.1.42. Karakteristicˇna funkcija ϕ je beskonacˇno djeljiva ako za svako n ∈ N
postoji karakteristicˇna funkcija ϕn takva da je ϕ = ϕnn.
Definicija 1.1.43. Funkcija distribucije F je beskonacˇno djeljiva ako je njezina karakte-
risticˇna funkcija beskonacˇno djeljiva.
Nakon sˇto u iduc´em odjeljku definiramo konvoluciju funkcija distribucije, primijetit
c´emo da je svojstvo beskonacˇne djeljivosti ekvivalentno tome da za svako n ∈ N postoji
funkcija distribucije Fn takva da je F = Fn∗Fn∗· · ·∗Fn (n puta). Funkcija Fn je jednoznacˇno
odredena s F.
Definicija 1.1.44. Slucˇajna varijabla X je beskonacˇno djeljiva ako je njezina karakte-
risticˇna funkcija ϕX (odnosno funkcija distribucije FX) beskonacˇno djeljiva.
To je ekvivalentno tome da za svako n ∈ N postoje nezavisne, jednako distribuirane
slucˇajne varijable X1, X2, . . . , Xn takve da je X
d
= X1 + X2 + · · · + Xn.
Propozicija 1.1.45. Beskonacˇno djeljiva karakteristicˇna funkcija nigdje ne isˇcˇezava.
Dokaz. Neka je ϕ beskonacˇno djeljiva i neka je za svako n ∈ N ϕ = ϕnn, pri cˇemu je ϕn
karakteristicˇna funkcija.
Stavimo g(t) = lim
n→∞ |ϕn(t) |
2 = lim
n→∞ |ϕ(t) |
2
n , t ∈ R.
Funkcija g poprima samo dvije vrijednosti, 0 ili 1, i vrijedi g(t) = 0 ako je ϕ(t) = 0 i
g(t) = 1 ako je ϕ(t) , 0.
ϕ je neprekidna funkcija i ϕ(0) = 1 pa je ϕ(t) , 0 u nekoj okolini nule. Odavde slijedi
g(t) = 1 u toj okolini nule, dakle g je neprekidna u nuli. Buduc´i da je g limes niza (|ϕn|2)
karakteristicˇnih funkcija, iz teorema neprekidnosti zakljucˇujemo da je g karakteristicˇna
funkcija. No, tada je g neprekidna svuda.
Dakle, g(t) ≡ 1, tj. ϕ(t) , 0 za sve t ∈ R. 
Poglavlje 2
Uvod u teoriju stabilnih distribucija
2.1 Konvolucije distribucija
Uvedimo najprije definiciju konvolucije distribucija. Prema knjizi N. Sarape [11] imamo
sljedec´u definiciju:
Definicija 2.1.1. Neka su F1 i F2 ogranicˇene funkcije distribucije na R. Funkcija F : R→
R definirana sa
F(x) =
∫ ∞
−∞
F1(x − y) dF2(y), x ∈ R (2.1)
zove se konvolucija od F1 i F2 i oznacˇava se sa F = F1 ∗ F2.
Buduc´i da je F1 nenegativna i rastuc´a funkcija, slijedi da je funkcija F nenegativna i
rastuc´a na R. Konstanta F1(∞) dominira F1(x − y) i integrabilna je
( ∫ ∞
−∞ F1(∞) dF2(y) =
F1(∞) F2(∞) < ∞
)
pa iz teorema o dominiranoj konvergenciji slijedi da je F neprekidna
zdesna na R. Osim toga, F(−∞) = 0 i F(∞) = F1(∞)F2(∞). Prema tome, F je ogranicˇena
funkcija distribucije na R.
Teorem 2.1.2. Za ogranicˇene funkcije distribucije F1 i F2 vrijedi F = F1 ∗ F2 ako i samo
ako je ϕ = ϕ1ϕ2, gdje su ϕ, ϕ1, ϕ2 karakteristicˇne funkcije od F, F1 i F2 redom.
Dokaz. Ako je F1(∞) = 0 ili F2(∞) = 0, tvrdnja je trivijalna. Pretpostavimo zato da je
F1(∞) , 0 i F2(∞) , 0.
Zbog F(∞) = F1(∞)F2(∞), bez smanjenja opc´enitosti mozˇemo pretpostaviti da su F1
i F2, a prema tome i F, vjerojatnosne funkcije distribucije (definicija 1.1.11); ako nisu,
promatramo funkcije
F1
F1(∞) ,
F2
F2(∞) ,
F
F(∞) .
13
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Pretpostavimo zato da su F1, F2 i F vjerojatnosne funkcije distribucije i neka je F =
F1 ∗ F2. Prema teoremu 1.1.31, postoje nezavisne slucˇajne varijable X1 i X2 takve da je
FXi = Fi, za i = 1, 2.
Neka je X = X1 + X2. Zbog nezavisnosti od X1 i X2 za z ∈ R vrijedi
Fx(z) = P { X1 + X2 6 z } =
"
x+y6z
dF1(x) dF2(y)
=
∫ ∞
−∞
∫ ∞
−∞
1{x+y6z} dF1(x) dF2(y) =
∫ ∞
−∞
F1(z − y) dF2(y).
Odavde zakljucˇujemo FX = F1 ∗ F2 = F, tj. sumi nezavisnih slucˇajnih varijabli odgovara
konvolucija njihovih funkcija distribucije. Iz teorema 1.1.37 slijedi ϕ = ϕX = ϕ1ϕ2.
Obratno, neka je ϕ = ϕ1ϕ2. Iz prvog dijela teorema slijedi da F1 ∗ F2 takoder ima
karakteristicˇnu funkciju ϕ1ϕ2. Iz teorema jedinstvenosti 1.1.38 zakljucˇujemo F = F1 ∗
F2. 
Buduc´i da je mnozˇenje karakteristicˇnih funkcija komutativno i asocijativno, iz teorema
2.1.2 slijedi
F1 ∗ F2 = F2 ∗ F1, (F1 ∗ F2) ∗ F3 = F1 ∗ (F2 ∗ F3), (2.2)
tj. operacija konvolucije je komutativna i asocijativna.
Korolar 2.1.3. Neka su X i Y neprekidne nezavisne slucˇajne varijable i neka je Z = X + Y.
Tada je Z neprekidna slucˇajna varijabla i vrijedi
fZ(z) =
∫ ∞
−∞
fX(z − y) fY(y) dy =
∫ ∞
−∞
fY(z − x) fX(x) dx, z ∈ R. (2.3)
Funkciju fZ iz (2.3) zovemo konvolucija od fX i fY i oznacˇavamo sa fZ = fX ∗ fY .
Ilustrirajmo konvoluciju funkcija distribucija i konvoluciju funkcija gustoc´e na jednos-
tavnom primjeru. Neka su X1 i X2 nezavisne slucˇajne varijable uniformno distribuirane na
[0,1].
Funkcije distribucije zadanih varijabli definirane su na sljedec´i nacˇin:
FX1(x) = FX2(x) =

0, x ≤ 0,
x, 0 < x ≤ 1,
1, x > 1;
(2.4)
Funkcije gustoc´e zadanih varijabli definirane su na sljedec´i nacˇin:
fX1(x) = fX2(x) =
 0, x < 0 ili x > 1x, 0 ≤ x ≤ 1. (2.5)
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(Vrijednost funkcije fX u tocˇkama x = 0 i x = 1 je 0 prema konvenciji.)
Promotrimo sada zbroj varijabli X1 i X2, slucˇajnu varijablu distribuiranu na [0,2]. Prvo
je potrebno uvesti pojam Irwin-Hallove distribucije. Prema [4] imamo sljedec´u definiciju.
Definicija 2.1.4. Neka su X1 i X2 nezavisne slucˇajne varijable uniformno distribuirane na
[0,1]. Tada varijabla X = X1 + X2 ima Irwin-Hallovu distribuciju reda 2.
Propozicija 2.1.5. Vjerojatnosna funkcija gustoc´e slucˇajne varijable X1 + X2 definirane u
(2.1.4) dana je sa
fX1+X2(x) =

x, 0 ≤ x ≤ 1,
2 − x, 1 ≤ x ≤ 2
0, x < 0 ili x > 2
(2.6)
Dokaz. Primijetimo da X1 + X2 poprima vrijednosti u [0,2] te
fX1+X2(x) =
∫
R
f (u) f (x − u) du, x ∈ [0,2].
Dobivamo ∫ x
0
1 du = x, x ∈ [0,1],∫ 1
x−1
1 du = 2 − x, x ∈ [1,2].

Graf funkcije gustoc´e od X1 + X2 je prikazan na slici (2.1). Primijetimo da je lik ispod
grafa funkcije gustoc´e slucˇajnih varijabli X1 i X2 kvadrat, dok je lik ispod grafa funkcije
gustoc´e njihovog zbroja, odnosno varijable X1 + X2 trokut.
Nadalje, prisjetimo se osnovnih rezultata iz teorije vjerojatnosti:
E (X1 + X2) = EX1 + EX2 (2.7)
Var (X1 + X2) = VarX1 + VarX2, (2.8)
Drugim rijecˇima, matematicˇko ocˇekivanje zbroja slucˇajnih varijabli jednako je zbroju ma-
tematicˇkog ocˇekivanja slucˇajnih varijabli koje zbrajamo. Varijanca sume nezavisnih slu-
cˇajnih varijabli jednaka je sumi varijanci slucˇajnih varijabli koje zbrajamo, pod uvjetom da
ocˇekivanje i varijanca s desne strane postoje.
Ako su slucˇajne varijable distribuirane u ogranicˇenoj domeni, ocˇito je fX(x) jednaka
nuli izvan te domene i ne javlja se problem egzistencije momenata. Problem se javlja
jedino u slucˇaju kada je slucˇajna varijable distribuirana u domeni koja je neogranicˇena
POGLAVLJE 2. UVOD U TEORIJU STABILNIH DISTRIBUCIJA 16
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
x
f
X
(x
)
 
 
fX1(x) = fX2(x)
fX1+X2(x)
Slika 2.1: Funkcije gustoc´e slucˇajnih varijabli X1, X2 i X1 + X2
te funkcija gustoc´e ne pada tako brzo na velikim udaljenostima od ishodisˇta. U takvim
slucˇajevima se otkrivaju nacˇini na koje se repovi takvih distribucija mogu skratiti. No, u
ovom radu c´emo se usmjeriti na distribucije kod kojih su integrali u izrazima za ocˇekivanje
i varijancu divergentni te c´emo pokazati kako su upravo takve distribucije izrazito korisne
u raznim primjenama.
2.2 Normalna distribucija. Svojstva stabilnosti
Neka su µ, σ ∈ R, σ > 0. Neprekidna slucˇajna varijabla X ima normalnu distribuciju s
parametrima µ i σ2 ako joj je gustoc´a f dana sa
f (x) = 1
σ
√
2pi
e−
(x−µ)2
2σ2 , x ∈ R. (2.9)
To oznacˇavamo X ∼ N (µ, σ2).
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Nadalje, X ima jedinicˇnu normalnu distribuciju ako je X ∼ N(0, 1), tj.
f (x) = 1√
2pi
e−
x2
2 , x ∈ R. (2.10)
Uzmimo sada X1 i X2 nezavisne normalne slucˇajne varijable, X1 ∼ N (µ1, σ21), X2 ∼
N (µ2, σ22) i promotrimo njihov zbroj, odnosno slucˇajnu varijablu X1 + X2. Dokazat c´emo
X1 + X2 ∼ N (µ1 + µ2, σ21 + σ22), preko karakteristicˇnih funkcija.
Zaista, uzmimo najprije Z ∼ N (0, 1). Prema knjizi N. Sarape [11], karakteristicˇna
funkcija slucˇajne varijable Z je ϕZ(t) = e−
t2
2 . Neka je sada X′ ∼ N (µ, σ2). Tada je X
′ − µ
σ
=
Y ∼ N (0, 1), a odavde je X′ = σY + µ. Prema teoremu 1.1.37 (a) slijedi
ϕX′(t) = eiµtϕY(σt) = eiµt−
σ2t2
2 , t ∈ R. (2.11)
Sada za X1 + X2 vrijedi
ϕX1+X2(t) = ϕX1(t)ϕX2(t) = e
iµ1t−σ
2
1t
2
2 eiµ2t−
σ22t
2
2 = eit(µ1+µ2)−
t2
2 (σ
2
1+σ
2
2), t ∈ R
pa iz teorema jedinstvenosti zakljucˇujemo X1 + X2 ∼ N (µ1 +µ2, σ21 +σ22). Drugim rijecˇima,
konvolucija normalno distribuiranih slucˇajnih varijabli je takoder normalna slucˇajna vari-
jabla, odnosno
fX1 ∗ fX2 = f , (2.12)
gdje je f funkcija gustoc´e normalne slucˇajne varijable N (µ1 + µ2, σ21 + σ
2
2) definirana kao
u (2.9).
Analogno se pokazˇe da tvrdnja vrijedi za n ∈ N. Neka su X1, . . . , Xn nezavisne slucˇajne
varijable, neka je Xk ∼ N (µk, σ2k), k = 1, . . . , n i neka je X =
n∑
k=1
Xk. Tada je
ϕX(t) =
n∏
k=1
ϕXk(t) =
n∏
k=1
eiµkt−
σ2k t
2
2 = eit
∑n
k=1 µk− t
2
2
∑n
k=1 σ
2
k , t ∈ R
pa iz teorema jedinstvenosti zakljucˇujemo X ∼ N
( n∑
k=1
µk,
n∑
k=1
σ2k
)
.
Graf funkcija gustoc´e od X1, X2, X1 + X2 je prikazan na slici (2.2).
Mozˇemo primijetiti da se, kao i u slucˇaju uniformnih, funkcija gustoc´e zbroja ne po-
klapa s funkcijama gustoc´e slucˇajnih varijabli koje zbrajamo. Tezˇisˇte distribucije zbroja
slucˇajnih varijabli je pomaknuto po x−osi te je graf funkcije ”rasprsˇeniji”. No, za razliku
od zbroja dvije uniformno distribuirane varijable gdje se zbrajanjem promijenio oblik grafa
funkcije iz trokutastog u kvadratni, primijetimo da u ovom slucˇaju oblik grafa ostaje isti.
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Slika 2.2: Funkcije gustoc´e slucˇajnih varijabli X1, X2 i X1 + X2
Najprije c´emo objasniti sˇto podrazumijevamo pod pojmom oblik distribucije, odnosno,
sˇto znacˇi da se oblik distribucije promijenio ili nije promijenio.
Prema knjizi V. V. Uchaikina i V. M. Zolotareva [12], kazˇemo da su dvije slucˇajne
varijable X i Y slicˇne, i pisˇemo X s= Y , ako postoje konstante a i b > 0 takve da vrijedi
Y d= a+bX. Takoder, distribucije dviju slucˇajnih varijabli X i Y su istog oblika ako iz jedne
slucˇajne varijable linearnom transformacijom mozˇemo dobiti drugu, odnosno Y d= a + bX,
za neke a, b ∈ R. Zaista, za funkcije distribucije tada vrijedi:
FY(x) = Fa+bX(x) = P { a + bX 6 x } = P
{
X 6
x − a
b
}
= FX
(
x − a
b
)
. (2.13)
Pogledajmo vezu i izmedu funkcija gustoc´e. Derivirajuc´i (2.13) po x dobivamo
fY(x) = fa+bX(x) = fX
(
x − a
b
)
1
b
. (2.14)
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Prema tome, gustoc´u normalno distribuirane slucˇajne varijable Y ∼ N (µ, σ2) defi-
niranu u (2.9) mozˇemo prikazati pomoc´u gustoc´e jedinicˇne normalne slucˇajne varijable
X ∼ N (0, 1) iz (2.10):
fY(x) = fX
(
x − µ
σ
)
1
σ
. (2.15)
Vratimo se sada nasˇim normalno distribuiranim varijablama X1 i X2 i njihovoj konvo-
luciji X1 + X2. Prema (2.15) imamo
fY1
(
x − µ1
σ1
)
1
σ1
∗ fY2
(
x − µ2
σ2
)
1
σ2
= fY
(
x − (µ1 + µ2)√
σ21 + σ
2
2
)
1√
σ21 + σ
2
2
, (2.16)
pri cˇemu su Y1, Y2, Y jedinicˇne slucˇajne varijable.
Drugim rijecˇima, ako sa YG oznacˇimo normalnu slucˇajnu varijablu s funkcijom gustoc´e
(2.10), imamo
σ1YG1 + σ2Y
G
2
d
=
√
σ21 + σ
2
2Y
G, (2.17)
pri cˇemu su YG1 i Y
G
2 nezavisne slucˇajne varijable jednako distribuirane kao i Y
G.
Ako pretpostavimo σ1 = σ2 = 1 te primijenimo relaciju (2.17) na zbroj n nezavisnih
slucˇajnih varijabli, dobivamo
n∑
i=1
YGi
d
=
√
nYG, (2.18)
odnosno
n∑
i=1
YGi
s
= YG (2.19)
za a = 0 i b =
√
n.
Svojstvo (2.12) mozˇemo interpretirati na sljedec´i nacˇin: zbroj nezavisnih normalno di-
stribuiranih slucˇajnih varijabli je slucˇajna varijabla slicˇna slucˇajnim varijablama koje zbra-
jamo.
Ovo svojstvo normalnih slucˇajnih varijabli nas uvodi u definiciju stabilnih distribucija.
2.3 Definicija stabilne distribucije
Definicija 2.3.1. Slucˇajna varijabla X je stabilna slucˇajna varijabla ako vrijedi
n∑
i=1
Xi
s
= X (2.20)
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za svaki n ∈ N, pri cˇemu su X1, X2, . . . , Xn nezavisne slucˇajne varijable jednako distribu-
irane kao X.
Drugim rijecˇima, slucˇajna varijabla X je stabilna slucˇajna varijabla ako postoje kon-
stante an, bn ∈ R, bn > 0 takve da je
n∑
i=1
Xi
d
= an + bnX, (2.21)
pri cˇemu su X1, X2, . . . , Xn nezavisne slucˇajne varijable jednako distribuirane kao X.
Definicija 2.3.2. Stabilnu slucˇajnu varijablu X nazivamo strogo stabilna slucˇajna varija-
bla ako vrijedi
n∑
i=1
Xi
d
= bnX, (2.22)
pri cˇemu su X1, X2, . . . , Xn nezavisne slucˇajne varijable jednako distribuirane kao X.
Uvedene dvije definicije temelje se na stabilnosti kao svojstvu.
Shodno definiciji strogo stabilne slucˇajne varijable, normalna slucˇajna varijabla YG iz
poglavlja 2.2 je strogo stabilna s parametrima bGn =
√
n.
Propozicija 2.3.3. Ako matematicˇko ocˇekivanje stabilne slucˇajne varijable X postoji i je-
dnako je nuli, tada je X strogo stabilna slucˇajna varijabla.
Dokaz. Ako primijenimo operator matematicˇkog ocˇekivanja na obje strane u (2.21) dobi-
vamo
E
[ n∑
i=1
Xi
]
d
= E [an + bnX].
Buduc´i da su X1, X2, . . . , Xn jednako distribuirane kao X imamo
nEX d= an + bnEX.
Kako je EX = 0, slijedi an = 0. 
Propozicija 2.3.4. Neka je X stabilna slucˇajna varijabla s ocˇekivanjem µ i konacˇnom
varijancom. Tada su parametri iz definicije (2.21) jednaki bn =
√
n te an = (n − √n)µ.
Dokaz. Oznacˇimo sa σ2 (konacˇnu) varijancu od X.
Neka su X1, X2, . . . , Xn nezavisne slucˇajne varijable jednako distribuirane kao X. Prema
definiciji stabilne slucˇajne varijable (2.21), vrijedi
n∑
i=1
Xi
d
= an + bnX.
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Uzmimo varijancu obiju strana:
nσ2 = b2nσ
2 ⇒ bn =
√
n.
Nadalje, uzmimo ocˇekivanje s obje strane iz iste jednakosti:
nµ = an + bnµ
bn=
√
n⇒ an = (n −
√
n)µ.

Jedina stabilna slucˇajna varijabla s konacˇnom varijancom je upravo normalna slucˇajna
varijabla te vidimo da izracˇunati parametri u prethodnoj diskusiji odgovaraju rezultatima
prethodne propozicije.
Uvodimo josˇ jednu karakterizaciju stabilne slucˇajne varijable, takoder temeljenu na
stabilnosti kao svojstvu.
Teorem 2.3.5. Slucˇajna varijabla X je stabilna slucˇajna varijabla ako i samo ako za pro-
izvoljne b′, b′′ ∈ R postoje a, b ∈ R tako da je
b′X1 + b′′X2
d
= a + bX, (2.23)
pri cˇemu su X1 i X2 nezavisne i X1
d
= X2
d
= X.
Takoder, ako vrijedi a = 0, slucˇajna varijabla X je strogo stabilna slucˇajna varijabla.
Dokaz. Ako pretpostavimo da je X stabilna slucˇajna varijabla, prema (2.21), uvjet teorema
ocˇito vrijedi.
Obratni smjer pokazat c´emo indukcijom. Za n = 2, uvjet stabilnosti iz (2.21) vrijedi
za b′ = b′′ = 1. Pretpostavimo da (2.21) vrijedi za neki n ∈ N te pretpostavimo da
su X1, X2, . . . , Xn, Xn+1 nezavisne slucˇajne varijable jednako distribuirane kao X. Prema
pretpostavci indukcije Yn := X1 + · · · + Xn ima jednaku distribuciju kao an + bnX za neki
an ∈ R i bn > 0. Zbog nezavisnosti, Yn+1 := X1 + · · · + Xn+1 ima jednaku distribuciju kao
an + bnXn + Xn+1. Ponovo, prema pretpostavci teorema, vrijedi bnXn + Xn+1
d
= c + bn+1X, za
neki c ∈ R i bn+1 > 0. Prema tome, Yn+1 d= (an + c) + bn+1X. Dakle, pokazali smo da tvrdnja
vrijedi. 
Primijetimo da je slucˇajna varijabla X koncentrirana u jednoj tocˇki uvijek stabilna. Taj
degenerirani slucˇaj nam nije od prevelikog interesa i, osim ako nije drugacˇije navedeno,
uvijek pretpostavljamo da je X nedegenerirana slucˇajna varijabla.
Propozicija 2.3.6. Za svaku stabilnu slucˇajnu varijablu X postoji α ∈ (0,2] takav da kons-
tante b′, b′′ i b u teoremu 2.3.5 zadovoljavaju
(b′)α + (b′′)α = bα. (2.24)
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Dokaz ove tvrdnje mozˇe se pronac´i u knjizi W. Fellera [2].
Parametar α c´emo detaljnije proucˇiti u nastavku rada.
Definicija 2.3.7. Funkcija distribucije i funkcija gustoc´e (strogo) stabilne slucˇajne varija-
ble nazivaju se (strogo) stabilna funkcija distribucije i (strogo) stabilna funkcija gustoc´e
te se oznacˇavaju sa G(x) i g(x), respektivno.
Shodno oznakama u prethodnoj definiciji, relaciju (2.23) mozˇemo zapisati na sljedec´i
nacˇin:
G
( x
b′
)
∗G
( x
b′′
)
= G
( x − a
b
)
, (2.25)
i
1
b′
g
( x
b′
)
∗ 1
b′′
g
( x
b′′
)
=
1
b
g
( x − a
b
)
, (2.26)
odnosno
1
b′b′′
g
( x
b′
)
∗ g
( x
b′′
)
=
1
b
g
( x − a
b
)
. (2.27)
Definicija strogo stabilne slucˇajne varijable 2.3.2 je tada ekvivalentna sa
g(x) ∗ g(x) = 1
b2
g
( x
b2
)
(2.28)
g(x) ∗ g(x) ∗ g(x) = 1
b3
g
( x
b3
)
(2.29)
...
g(x) ∗ g(x) ∗ · · · ∗ g(x)︸                      ︷︷                      ︸
n
=
1
bn
g
( x
bn
)
...
Sljedec´a tvrdnja i ideja dokaza preuzete su iz knjige V. M. Zolotareva [13].
Teorem 2.3.8. Slucˇajna varijabla X je stabilna slucˇajna varijabla ako je jednakost (2.21)
zadovoljena za n = 2 i n = 3.
Dokaz. Pokazat c´emo da ako vrijedi
X1 + X2
d
= b2X1 + a2
X1 + X2 + X3
d
= b3X1 + a3,
(2.30)
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pri cˇemu su ai, bi ∈ R, bi > 0 (i = 2, 3), tada X j ( j = 1, 2, 3) imaju stabilnu distribuciju.
Neka je ϕ karakteristicˇna funkcija slucˇajne varijable X1.
Cilj nam je pokazati da tada ϕ za svaki n ∈ N, n > 2 zadovoljava jednakost
ϕn(t) = ϕ (bnt) eiant, t ∈ R, (2.31)
sˇto je, prema teoremu 1.1.37, ekvivalentno s (2.21).
Ako je jednakost zadovoljena za n = 2, to ocˇito povlacˇi da je jednakost zadovoljena za
vrijednosti n = 2m s konstantama bn i an oblika bn = bm2 i an = a2 (1 + b2 + · · · + bm−12 ).
Zaista, ako zapisˇemo (2.21) kao niz suma, tada on glasi
X1 + X2
d
= b2X1 + a2
X1 + X2 + X3
d
= b3X1 + a3
X1 + X2 + X3 + X4
d
= b4X1 + a4
...
(2.32)
Uzmimo sada u obzir samo sume koje sadrzˇe 2m pribrojnika, m = 1, 2, . . .
X1 + X2
d
= b2X1 + a2
X1 + X2 + X3 + X4
d
= b4X1 + a4
X1 + X2 + X3 + X4 + X5 + X6 + X7 + X8
d
= b8X1 + a8
...
X1 + X2 + · · · + X2m−1 + X2m d= b2m X1 + a2m
...
(2.33)
Ako iskoristimo prvu jednakost po distribuciji, drugu mozˇemo zapisati na sljedec´i nacˇin:
S 4 = X1 + X2 + X3 + X4
= (X1 + X2) + (X3 + X4)
d
= b2(X1 + X2) + a2
d
= b2(b2X1 + a2) + a2
d
= b22X1 + a2(1 + b2).
(2.34)
Ovdje smo uzeli u obzir X1 + X2
d
= X3 + X4.
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Analogno, primjenjujuc´i isti argument na trec´u jednakost imamo
S 8 = (X1 + X2 + X3 + X4) + (X5 + X6 + X7 + X8)
d
= b32X1 + a2(1 + b2 + b
2
2).
(2.35)
Za sumu s 2m pribrojnika, na isti nacˇin zakljucˇujemo
S 2m
d
= b2m X1 + a2m
d
= bm2 X1 + a2(1 + b2 + b
2
2 + · · · + bm−12 ). (2.36)
Prema tome i prema definiciji 1.1.43, distribucija slucˇajne varijable X1 je beskonacˇno
djeljiva pa prema propoziciji 1.1.45 slijedi ϕ(t) , 0, za svaki t ∈ R.
Definirajmo funkciju χ(t) = lnϕ(t), t ∈ R. Tada uvjete (2.31) mozˇemo zapisati na
sljedec´i nacˇin:
2χ(t) = χ(b2t) + ia2t
3χ(t) = χ(b3t) + ia3t.
(2.37)
Prema tome, za sve j, k = 0,±1,±2, . . ., imamo
2 j3kχ(t) = χ(b j2b
k
3t) + ia jk, (2.38)
pri cˇemu su a jk ∈ R za sve j, k = 0,±1,±2, . . ..
Skup brojeva { 2 j3k : j, k = 0,±1,±2, . . . } je gust u skupu R+. To slijedi iz cˇinjenice
da je skup brojeva oblika j + ωk, j, k = 0,±1,±2, . . ., gdje je ω iracionalan broj, gust u R.
Prema tome, za svaki n ∈ N postoji niz brojeva rm = 2 jm3km takav da rm → n kad
m → ∞. Neka je bn(m) = b jm2 bkm3 . Pokazˇimo tada da je taj niz brojeva ogranicˇen. Iz
funkcijske jednadzˇbe za χ(t) imamo
rmRe χ(t) = Re χ(bn(m)t), (2.39)
za svaki m ∈ Z i t ∈ R.
Kada bi niz brojeva bn(m) bio neogranicˇen, tada bi imao podniz brojeva bn(m′) takav da
|bn(m′)| → ∞ kad m′ → ∞. Supstituirajmo t′ = tbn(m′) u (2.39). Tada, uzimajuc´i u obzir
rm′ → n kad m′ → ∞, imamo
Re χ(t′) = rm′Re χ
(
t′
bn(m′)
)
→ 0. (2.40)
Stoga, |ϕ(t)| ≡ 1 te time dobivamo kontradikciju s uvjetom da je X1 nedegenerirana
slucˇajna varijabla.
Dakle, niz bn(m) je ogranicˇen pa ima podniz bn(m′) koji konvergira prema nekom broju
bn kad m′ → ∞.
POGLAVLJE 2. UVOD U TEORIJU STABILNIH DISTRIBUCIJA 25
Prema tome,
a jm′km′ = it
−1[ χ(bn(m′)t) − rm′ χ(t)]
→ it−1[ χ(bnt) − n χ(t)] = an
(2.41)
kad m′ → ∞.
Sada, za svaki n ∈ N i t ∈ R imamo n χ(t) = χ(bnt) + itan, sˇto nas dovodi do uvjeta iz
definicije (2.21). 
Posebno, normalna slucˇajna varijabla YG iz poglavlja 2.2 s funkcijom gustoc´e (2.10)
zadovoljava (2.28) i (2.29) uz paramatre b2 =
√
2 i b3 =
√
3.
Slucˇajna varijabla s normalnom distribucijom nije jedini primjer slucˇajne varijable koja
ima svojstvo stabilnosti te c´emo u nastavku rada ilustrirati josˇ primjera stabilnih slucˇajnih
varijabli.
2.4 Cauchyjeva distribucija
Neka su a, b ∈ R i a > 0. Neprekidna slucˇajna varijabla X ima Cauchyjevu distribuciju s
parametrima a i b ako joj je gustoc´a f dana sa
f (x) =
a
pi [a2 + (x − b)2] , x ∈ R. (2.42)
X ima jedinicˇnu Cauchyjevu distribuciju ako je a = 1 i b = 0, tj. ako joj je funkcija
gustoc´e dana sa
f (x) =
1
pi (1 + x2)
, x ∈ R. (2.43)
Ako je jedinicˇna Cauchyjeva distribucija stabilna, ona je i strogo stabilna obzirom na si-
metricˇnost oko 0.
Dokazˇimo strogu stabilnost. Neka su X1 i X2 nezavisne jedinicˇne Cauchyjeve slucˇajne
varijable s gustoc´om definiranom kao u (2.43). Prema knjizi N. Sarape [11], karakteristicˇne
funkcije varijabli X1i X2 definirane su sa
ϕX1(t) = ϕX2(t) = e
−|t|, t ∈ R. (2.44)
Takoder, ako Y ima Cauchyjevu razdiobu s parametrima a, b ∈ R i a > 0 i gustoc´om
definiranom kao u (2.42), tada je njezina karakteristicˇna funkcija definirana na sljedec´i
nacˇin
ϕY(t) = eibt−a|t|, t ∈ R. (2.45)
Sada za X1 + X2 vrijedi
ϕX1+X2(t) = ϕX1(t)ϕX2(t) = e
−|t|e−|t| = e−2|t|, t ∈ R
POGLAVLJE 2. UVOD U TEORIJU STABILNIH DISTRIBUCIJA 26
pa iz teorema jedinstvenosti, prema prethodno navedenom, zakljucˇujemo da X1 + X2 ima
Cauchyjevu razdiobu s parametrima a = 2 i b = 0. Vrijedi
f (x) ∗ f (x) = fX1+X2(x) =
2
pi (4 + x2)
=
1
2
1
pi (1 + (x/2)2)
=
1
2
f
( x
2
)
. (2.46)
Analogno dobivamo
f (x) ∗ f (x) ∗ f (x) = 1
3
f
( x
3
)
. (2.47)
Dakle, pokazali smo da je jedinicˇna Cauchyjeva razdioba strogo stabilna slucˇajna varijabla
uz bCn = n.
Ako sa YC oznacˇimo jedinicˇnu Cauchyjevu varijablu, prema definiciji 2.3.2 sada vi-
dimo
YC1 + . . . + Y
C
n
d
= nYC ⇒ Y
C
1 + . . . + Y
C
n
n
d
= YC (2.48)
pri cˇemu su YC1 , . . . ,Y
C
n nezavisne slucˇajne varijable jednako distribuirane kao i Y
C. Drugim
rijecˇima, aritmeticˇka sredina Cauchyjevih slucˇajnih varijabli jednako je distribuirana kao
svaka od slucˇajnih varijabli koje zbrajamo.
2.5 Levyjeva distribucija
Prema [5] uvodimo Levyjevu distribuciju. Slucˇajna varijabla X ima standardnu Levyjevu
distribuciju ako joj je vjerojatnosna funkcija gustoc´e dana sa
f (x) =
1√
2pi
1
x
3
2
e−
1
2x , x ∈ (0,∞). (2.49)
Slucˇajna varijabla X ima Levyjevu distribuciju s parametrima a i b ako je X = a+bU,
pri cˇemu je U standardna Levyjeva slucˇajna varijabla. Funkcija gustoc´e slucˇajne varijable
X dana je sa
f (x) =
√
b
2pi
1
(x − a)3/2 e
− b2(x−a) , x ∈ (a,∞). (2.50)
Karakteristicˇna funkcija Levyjeve slucˇajne varijable X dana je sa
ϕX(x) = eita−b
1/2 |t|1/2[1+isgn(t)], t ∈ R, (2.51)
pri cˇemu je sgn funkcija predznaka, tj. sgn(t) = 1 za t > 0, sgn(t) = −1 za t < 0 i
sgn(0) = 0.
Karakteristicˇna funkcija standardne Levyjeve slucˇajne varijable X dana je sa
ϕX(x) = e−|t|
1/2[1+isgn(t)], t ∈ R. (2.52)
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Pokazˇimo da je standardna Levyjeva distribucija stabilna. Neka su X1 i X2 nezavisne
jedinicˇne Levyjeve slucˇajne varijable s definiranom kao u (2.49). Izracˇunajmo karakte-
risticˇnu funkciju slucˇajne varijable X1 + X2:
ϕX1+X2(t) = ϕX1(t)ϕX2(t) = e
−|t|1/2[1+isgn(t)]e−|t|
1/2[1+isgn(t)] = e−2|t|
1/2[1+isgn(t)], t ∈ R.
Prema (2.51) i teoremu jedinstvenosti, zakljucˇujemo da je X1 + X2 slucˇajna varijabla s
Levyjevom distribucijom i parametrima a = 0 i b = 4. Nadalje, prema (2.50) imamo
f (x)∗ f (x) = fX1+X2(x) =
√
2
pi
1
x3/2
e−
2
x =
1
8
√
2
pi
1
1
8 x
3/2
e−
1
2(x/4) =
1
4
1√
2pi
1( x
4
)3/2 e− 12(x/4) = 14 f
(
x
4
)
.
(2.53)
Analogno dobivamo
f (x) ∗ f (x) ∗ f (x) = 1
9
f
( x
9
)
. (2.54)
Dakle, pokazali smo da je jedinicˇna Levyjeva razdioba strogo stabilna slucˇajna varijabla,
uz bLn = n
2. Ako sa YL oznacˇimo jedinicˇnu Levyjevu varijablu, prema definiciji 2.3.2 sada
vidimo
YL1 + . . . + Y
L
n
d
= n2YL ⇒ Y
L
1 + . . . + Y
L
n
n
d
= nYC (2.55)
pri cˇemu su YL1 , . . . ,Y
L
n nezavisne slucˇajne varijable jednako distribuirane kao i Y
L. Ovaj
rezultat nam govori da aritmeticˇka sredina varijabli YLi , za i = 1, . . . , n, ima ”rasprsˇeniju”
distribuciju nego svaka od slucˇajnih varijabli koje zbrajamo.
U nekoliko prethodnih poglavlja pokazali smo primjer (strogo) stabilne slucˇajne va-
rijable koja je simetricˇna oko 0 i ima konacˇnu varijancu, zatim primjer (strogo) stabilne
slucˇajne varijable koja je simetricˇna oko 0, ali nema konacˇnu varijancu te, na kraju, pri-
mjer (strogo) stabilne slucˇajne varijable koja nije simetricˇna i nema konacˇnu varijancu.
U nastavku rada c´emo vidjeti da su normalna distribucija, Cauchyjeva distribucija i
Levyjeva distribucija jedine stabilne distribucije cˇije funkcije gustoc´e znamo u eksplicit-
nom obliku. Ostale stabilne slucˇajne varijable karakteriziramo pomoc´u karakteristicˇnih
funkcija zato sˇto njihove funkcije gustoc´e nisu poznate u analiticˇkom obliku.
2.6 Svojstva stabilnih distribucija
Propozicija 2.6.1. Neka je X stabilna slucˇajna varijabla s parametrima an ∈ R i bn ∈
(0,∞). Tada je −X takoder stabilna slucˇajna varijabla s parametrima −an i bn.
Dokaz. Ako su X1, . . . , Xn, n ∈ N, nezavisne slucˇajne varijable jednako distribuirane kao
i X, tada su −X1, . . . ,−Xn, n ∈ N, nezavisne slucˇajne varijable jednako distribuirane kao
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i −X. Prema definiciji stabilnosti, −
n∑
i=1
Xi ima jednaku distribuciju kao −(an + bnX) =
−an + bn(−X). 
Slucˇajna varijabla sa stabilnom distribucijom ima simetricˇnu stabilnu distribuciju
ukoliko je njena distribucija simetricˇna, tj. ako vrijedi da X i −X imaju istu distribuciju.
Ako slucˇajna varijabla ima simetricˇnu stabilnu distribuciju, tada je njena distribucija i
strogo stabilna.
Zaista, zbog jednake distribuiranosti od X i −X prvo imamo an +bnX d= an +bn(−X), sˇto
je prema prethodnoj propoziciji dalje jednako distribuirano kao −an + bnX, iz cˇega slijedi
an = 0, odnosno slijedi stroga stabilnost.
Obrat ne mora nuzˇno vrijediti.
Vrlo vazˇno svojstvo stabilnih distribucija je zatvorenost na konvolucije, uz uvjet da
slucˇajne varijable koje zbrajamo imaju iste parametre bn:
Teorem 2.6.2. Neka su X i Y nezavisne slucˇajne varijable takve da je X stabilna slucˇajna
varijabla s parametrima an i bn, Y stabilna slucˇajna varijabla s parametrima cn i bn. Tada
je Z = X + Y stabilna slucˇajna varijabla s parametrima an + cn i bn.
Dokaz. Neka je n ∈ N i neka su Z1, . . . ,Zn nezavisne slucˇajne varijable jednako distribu-
irane kao Z. Tada
n∑
i=1
Zi ima jednaku distribuciju kao
n∑
i=1
Xi +
n∑
i=1
Yi, pri cˇemu su X1 . . . , Xn
nezavisne slucˇajne varijable jednako distribuirane kao X, Y1 . . . ,Yn nezavisne slucˇajne va-
rijable jednako distribuirane kao Y . X i Y su po pretpostavci nezavisne stabilne slucˇajne
varijable pa vrijedi
n∑
i=1
Zi
d
= (an + cn) + bn(X + Y), odnosno
n∑
i=1
Zi
d
= (an + cn) + bnZ. 
Prema prethodnom teoremu i teoremu 2.3.5 imamo sljedec´i korolar.
Korolar 2.6.3. Neka su X i Y nezavisne slucˇajne varijable s jednakom stabilnom distribu-
cijom s parametrima an i cn. Tada je X−Y strogo stabilna slucˇajna varijabla s parametrom
bn.
Ovaj rezultat c´e nam biti od velike koristi kada c´emo dokazivati svojstva vezana samo
uz parametre bn.
Primijetimo takoder da je distribucija slucˇajne varijable X − Y simetricˇna oko 0.
Shodno (2.21), problem zbrajanja stabilnih slucˇajnih varijabli, odnosno problem pro-
nalaska distribucije njihovog zbroja S n, mozˇemo svesti na pronalazak parametara an i bn.
POGLAVLJE 2. UVOD U TEORIJU STABILNIH DISTRIBUCIJA 29
Za strogo stabilne slucˇajne varijable vrijedi an = 0 pa (2.21) mozˇemo zapisati kao
S n =
n∑
i=1
Xi
d
= bnX. (2.56)
Ovaj problem se lako rijesˇi u slucˇaju normalne distribucije X koja ima konacˇnu varijancu.
Uzmemo li varijancu obiju strana u (2.56), dobivamo
nVarX = b2nVarX.
Uz VarX , 0, automatski dobivamo
bn ≡ bGn = n
1
2 .
Promotrimo sada opc´i slucˇaj zbrajanja strogo stabilnih slucˇajnih varijabli.
Teorem 2.6.4. Neka je X stabilna slucˇajna varijabla. Tada je parametar bn oblika n
1
α za
n ∈ N i α ∈ (0,2]. Parametar α zovemo indeks stabilnosti ili karakteristicˇni eksponent
stabilne distribucije.
Dokaz. Prema prethodnom korolaru mozˇemo zakljucˇiti da je distribucija od X simetricˇna
i strogo stabilna, odnosno
n∑
i=1
Xi
d
= bnX.
Neka su X1 . . . , Xn nezavisne slucˇajne varijable jednako distribuirane kao X.
Neka je Yn =
n∑
i=1
Xi, za n ∈ N. Uzmimo m, n ∈ N i promotrimo Ymn. Zbog stabilnosti
od X slijedi da je Ymn jednako distribuirana kao bmnX, tj. Ymn
d
= bmnX. S druge strane,
Ymn mozˇemo shvatiti kao sumu od m ”blokova” gdje svaki blok predstavlja sumu od n
nezavisnih slucˇajnih varijabli jednako distribuiranih kao i X. Shodno prethodnoj diskusiji,
svaki blok ima istu distribuciju kao bnX. Buduc´i da su blokovi nezavisni, slijedi da Ymn ima
istu distribuciju kao bnX1 +bnX2 + . . .+bnXm = bn(X1 + . . .+Xm), tj. Ymn
d
= bn(X1 + . . .+Xm).
Ako ponovno primijenimo svojstvo stabilnosti, dobivamo Ymn
d
= bnbmX. Sada slijedi bmn =
bmbn, za sve m, n ∈ N te iz toga proizlazi bnk = bkn, za sve n, k ∈ N.
Primijenimo isti trik, ovaj puta na zbroj. Uzmimo m, n ∈ N i promotrimo Ym+n. Zbog
stabilnosti slucˇajne varijable X, direktno slijedi da Ym+n ima jednaku distribuciju kao bm+nX,
tj. Ym+n
d
= bm+nX. S druge strane, Ym+n mozˇemo shvatiti kao zbroj dva ”bloka” - prvi
je suma m nezavisnih slucˇajnih varijabli jednako distribuiranih kao X te je prema tome
taj blok jednako distribuiran kao bmX, drugi blok je suma n nezavisnih slucˇajnih varijabli
jednako distribuiranih kao X te je ovaj blok jednako distribuiran kao bnX. Buduc´i da su
blokovi nezavisni, slijedi bm+nX
d
= bmX1 + bnX2, odnosno X
d
=
bm
bm+n
X1 +
bn
bm+n
X2.
POGLAVLJE 2. UVOD U TEORIJU STABILNIH DISTRIBUCIJA 30
Stavimo U :=
bm
bm+n
X1 +
bn
bm+n
X2. Primijetimo da za svaki x > 0 vrijedi{
X1 > 0, X2 >
bm+n
bn
x
}
⊂ {U > x },
pa vrijedi
P {U > x } > P
{
X1 > 0, X2 >
bm+n
bn
x
}
nez.
= P { X1 > 0 } P
{
X2 >
bm+n
bn
x
}
.
Zbog simetricˇnosti slucˇajne varijable X vrijedi P { X1 > 0 } = 12, a buduc´i da su X2 i U
jednako distribuirane kao X, imamo
P { X > x } > 1
2
P
{
X >
bm+n
bn
x
}
.
Slijedi da su omjeri
bn
bn+m
ogranicˇeni za m, n ∈ N. Zaista, kada to ne bi bio slucˇaj, mogli bi
nac´i niz indeksa takav da
bn+m
bn
→ 0. Iz toga bi slijedilo P { X > x } > 1
2
, za sve x > 0, sˇto
je kontradikcija. Dakle, omjeri
bk
bn
su ogranicˇeni za k, n ∈ N, k < n.
Fiksirajmo sada r ∈ N. Tada postoji jedinstveni α ∈ (0,∞) takav da vrijedi br = r 1α .
Prema prvom koraku ovog dokaza, imamo bn = n
1
α za svaki n = r j, j ∈ N. Slicˇno, ako je
s ∈ N, tada postoji β ∈ (0,∞) takav da je bs = s 1β i bm = m 1β za m = sk, k ∈ N. Za nastavak
dokaza potrebno je pokazati α = β, sˇto povlacˇi bn = n
1
α za svaki n ∈ N. Primijetimo, ako
je m = sk za k ∈ N, tada postoji n = r j za j ∈ N tako da vrijedi n 6 m 6 rn. Prema tome
bm = m
1
β 6 (rn)
1
β = r
1
β n
1
β = r
1
β b
α
β
n ⇒ bmbn 6 r
1
β b
α
β−1
n .
Buduc´i da je niz koeficijenata bn, n ∈ N neogranicˇen, no omjeri bnbm su ogranicˇeni za m, n ∈
N, n < m, posljednja nejednakost povlacˇi β 6 α. Ako zamijenimo uloge od m i n u
prethodnoj raspravi, dobivamo α 6 β. Prema tome, dokazali smo α = β.
Preostalo je pokazati α 6 2. Pokazat c´emo to tako sˇto c´emo najprije pokazati da za
α > 2 slucˇajna varijabla X mora imati konacˇnu varijancu, no propozicija 2.3.4 tada vodi do
kontradikcije α = 2. Buduc´i da je X2 nenegativna, imamo
E
(
X2
)
=
∫ ∞
0
P
(
X2 > x
)
dx =
∫ ∞
0
P
(
|X| > √x
)
dx =
∞∑
k=1
∫ 2k
2k−1
P
(
|X| > √x
)
dx.
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Ideja je nac´i granice integrala na desnoj strani tako da red konvergira. Primijetimo da za
t > 0 i n ∈ N vrijedi
P ( |Yn| > tbn ) = P ( bn |X| > tbn ) = P ( |X| > t ).
Prema tome mozˇemo odabrati t takav da P ( |Yn| > tbn ) 6 14. S druge strane, koristec´i
nejednakost za simetricˇne distribucije, imamo
1
2
(
1 − e−nP ( |X|> tbn )
)
≤ P ( |Yn| > tbn ), sˇto
povlacˇi da je izraz nP ( |X| > tbn ) ogranicˇen po n, u protivnom bi posljednje dvije nejedna-
kosti dale
1
2
6
1
4
. Supstituirajmo x = tbn = tn
1
α . Slijedi P ( |X| > x ) 6 Mx−α, za neki
M > 0. Prema tome, ∫ 2k
2k−1
P
(
|X| > √x
)
dx 6 M2k(1−
α
2 ).
Ako je α > 2, red na desnoj strani konvergira i imamo E(X2) < ∞. 
Za slucˇajnu varijablu X koja ima stabilnu distribuciju s indeksom stabilnosti α kazˇemo
da ima α-stabilnu distribuciju.
Teorem 2.6.5. Svaka stabilna distribucija je neprekidna.
Dokaz. Neka je X stabilna slucˇajna varijabla. Kao u dokazu prethodnog teorema, pretpos-
tavimo da X ima simetricˇnu stabilnu distribuciju s parametrima bn, za n ∈ N. Takoder, kao
poseban slucˇaj iz prethodnog dokaza, za n ∈ N vrijedi
X d=
1
bn+1
X1 +
bn
bn+1
X2,
gdje su X1 i X2 nezavisne slucˇajne varijable jednako distribuirane kao X.
Pretpostavimo P { X = x } = p za neki x , 0 i p > 0. Tada vrijedi
P
{
X =
1 + bn
bn+1
x
}
= P
{
1
bn+1
X1 +
bn
bn+1
X2 =
1 + bn
bn+1
x
}
> P { X1 = x } P { X2 = x } = p2 > 0.
Ako je indeks stabilnosti α , 1, tocˇke
1 + bn
bn+1
x =
1 + n
1
α
(1 + n)
1
α
x, n ∈ N se ne podudaraju sˇto
nas dovodi do beskonacˇno mnogo tocˇaka prekida pri cˇemu svaka ima vjerojatnost barem
p2 i time dolazimo do kontradikcije.
Nadalje, pretpostavimo da je jedina tocˇka prekida x = 0 te P { X = 0 } = p, 0 < p < 1.
Zbog stroge stabilnosti od X vrijedi X1 + X2
d
= b2X, pri cˇemu su X1 i X2 nezavisne i jednako
distribuirane kao X. Imamo P { X1 + X2 = 0 } = P { X1 = 0 } P { X2 = 0 } = p2. S druge
strane, P { b2X = 0 } = P { X = 0 } = p, sˇto nas opet dovodi do kontradikcije. 
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2.7 Stabilni zakoni kao granicˇne distribucije
Problem zbrajanja stabilnih slucˇajnih varijabli sam po sebi nije od velikog interesa. Ono sˇto
nas zanima je slucˇaj kada suma dovoljno velikog broja nezavisnih slucˇajnih varijabli, koje
ne pripadaju familiji stabilnih distribucija, u nekom smislu postaje stabilna distribucija. To
svojstvo zaista prosˇiruje podrucˇje primjene stabilnih zakona.
Stabilne distribucije s indeksom stabilnosti α < 2 igraju istu ulogu u zbrajanju slucˇajnih
varijabli koje nemaju konacˇnu varijancu kao sˇto normalna distribucija ima u slucˇaju konacˇ-
ne varijance.
Dakle, stabilne distribucije pojavljuju se kao distribucijski limesi niza centriranih i nor-
miranih parcijalnih suma niza nezavisnih i jednako distribuiranih slucˇajnih varijabli koje
nuzˇno ne moraju imati varijancu.
Konvergenciju u Levyjevom centralnom granicˇnom teoremu 1.1.41 mozˇemo zapisati i
na sljedec´i nacˇin:
S n − ES n
σ
√
n
=
(X1 + · · · + Xn) − nµ
σ
√
n
=
nXn − nµ
σ
√
n
=
√
n(Xn − µ)
σ
d→ N (0, 1), n→ ∞.
(2.57)
Dalje taj izraz mozˇemo zapisati na sljedec´i nacˇin:
an(X1 + · · · + Xn) − bn d→ Z ∼ N (0, 1) n→ ∞, (2.58)
gdje je an =
1
σ
√
n
i bn =
√
nµ
σ
.
Sljedec´i teorem je generalizacija Levyjevog centralnog granicˇnog teorema. On nam
kazˇe da ako izostavimo pretpostavku o konacˇnom ocˇekivanju i konacˇnoj varijanci, tada
dobijemo da niz nezavisnih jednako distribuiranih slucˇajnih varijabli konvergira prema
slucˇajnoj varijabli koja ima α-stabilnu distribuciju. Teorem i ideja dokaza preuzeti su iz
knjige N. Sarape [11].
Teorem 2.7.1. Generalizirani centralni granicˇni teorem. Slucˇajna varijabla X je stabilna
slucˇajna varijabla ako i samo ako postoje niz (Xn, n ∈ N) nezavisnih i jednako distribuira-
nih slucˇajnih varijabli i konstante an ∈ R, bn > 0 (n ∈ N) takve da vrijedi:
1
bn
(X1 + · · · + Xn − an) d→ X, n→ ∞. (2.59)
Dokaz. Neka je X stabilna slucˇajna varijabla te neka je X1, . . . , Xn niz nezavisnih slucˇajnih
varijabli jednako distribuiranih kao i X, tj. vrijedi FXk = FX za k = 1, 2, . . . , n. Buduc´i
da je X stabilna slucˇajna varijabla, za svaki n postoji an ∈ R i bn > 0 takvi da vrijedi
X1 + · · ·+Xn d= an +bnX, odnosno 1bn (X1 + · · ·+Xn−an)
d
= X. Oznacˇimo zbog jednostavnosti
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S n := X1 + · · · + Xn, n ∈ N. Tada prethodno mozˇemo zapisati kao 1bn (S n − an)
d
= X, sˇto
povlacˇi
1
bn
(S n − an) d→ X, n→ ∞.
Obratno, pretpostavimo da je X1, . . . , Xn niz nezavisnih slucˇajnih varijabli. Neka je
Yn :=
1
bn
(S n − an). Tada vrijedi Yn d→ X, n → ∞. Pretpostavimo da X nije degenerirana
slucˇajna varijabla. Fiksiramo n ∈ N i stavimo
S (1)n = X1 + · · · + Xn,
S (2)n = Xn+1 + · · · + X2n,
...
S (r)n = X(r−1)n+1 + · · · + Xrn.
S (1)n , S
(2)
n , . . . , S
(r)
n su nezavisne slucˇajne varijable.
Neka je dalje Z(k)n =
S (k)n − an
bn
, k = 1, 2, . . . , r. Z(1)n ,Z
(2)
n , . . . ,Z
(r)
n su takoder nezavisne
slucˇajne varijable i ocˇito vrijedi Z(k)n
d
= Z(1)n , k = 1, 2, . . . , r i Z
(k)
n
d→ X za sve k = 1, 2, . . . , r.
Neka je dalje W (k)n = Z
(1)
n + Z
(2)
n + · · · + Z(k)n , k = 1, 2, . . . , r.
Vrijedi W (k)n
d→ Z(1)n +Z(2)n +· · ·+Z(k)n , k = 1, 2, . . . , r, n→ ∞. Iz teorema o neprekidnosti
slijedi da W (r)n
d→ Z1 + · · · + Zr, pri cˇemu su Z1, . . . ,Zn nezavisne i Zk d= X, za sve k =
1, 2, . . . , r. Nadalje, prema konstrukciji imamo
W (r)n =
X1 + · · · + Xrn − ran
bn
=
brn
bn
(
X1 + · · · + Xrn − rarn
brn
)
+
rarn − ran
bn
= β(r)n Yrn + α
(r)
n ,
gdje je β(r)n =
brn
bn
> 0. Prema tome, slijedi
1
β(r)n
(
W (r)n − α(r)n
)
= Yrn
d
= X, za n → ∞.
Dakle, α(r)n → αr ∈ R kada n → ∞ i β(r)n → βr > 0 kada n → ∞ te vrijedi da je
X d=
1
βr
(Z1 + · · · + Zr − αr), sˇto po definiciji povlacˇi da je X stabilna slucˇajna varijabla. 
Sljedec´a karakterizacija nam govori kako su stabilne distribucije jedine distribucije
koje se mogu dobiti kao limesi normaliziranih suma niza nezavisnih i jednako distribuira-
nih slucˇajnih varijabli. Ona proizlazi iz prethodno dokazanog generaliziranog centralnog
granicˇnog teorema.
Korolar 2.7.2. Slucˇajna varijabla X je stabilna slucˇajna varijabla ako postoji niz neza-
visnih jednako distribuiranih slucˇajnih varijabli X1, X2, . . . , Xn te za n ∈ N postoje an ∈ R
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i bn > 0 tako da vrijedi
1
bn
(X1 + X2 + · · · + Xn − an) d→ X, n→ ∞. (2.60)
Uvedimo josˇ jedan pojam.
Definicija 2.7.3. Kazˇemo da zajednicˇka funkcija distribucije FX nezavisnih slucˇajnih vari-
jabli Xk, k = 1, 2, . . . , n, pripada domeni atrakcije funkcije distribucije F ako za sve n ∈ N
postoje an, bn > 0 takvi da distribucija slucˇajne varijable
1
bn
( n∑
k=1
Xi−an
)
konvergira prema
F.
Definicija 2.7.4. Kazˇemo da zajednicˇka funkcija distribucije FX nezvisnih slucˇajnih vari-
jabli Xk, k = 1, 2, . . . , n, pripada normalnoj domeni atrakcije funkcije distribucije F ako
u prethodnoj definiciji vrijedi bn = n
1
α za sve n ∈ N.
Shodno prethodnoj definiciji i prethodnoj diskusiji, mozˇemo rec´i da distribucija F ima
domenu atrakcije ako i samo ako je F stabilna distribucija.
Poglavlje 3
Karakteristicˇne funkcije stabilnih
slucˇajnih varijabli
3.1 Karakteristicˇne funkcije stabilnih slucˇajnih varijabli
Funkcija distribucije i funkcija gustoc´e u potpunosti karakteriziraju slucˇajnu varijablu, ali
nisu pogodne kao karakteristicˇna funkcija u problemima zbrajanja nezavisnih slucˇajnih
varijabli. Karakteristicˇna funkcija slucˇajne varijable, koju smo definirali u poglavlju s
preliminarnim rezultatima, takoder sadrzˇi potpune informacije o slucˇajnoj varijabli koju
promatramo.
Najvazˇnija svojstva karakteristicˇnih funkcija dana su u preliminarnim rezultatima, no
valja istaknuti kako je glavna prednost korisˇtenja karakteristicˇnih funkcija u primjeni upravo
u tome sˇto je karakteristicˇna funkcija zbroja nezavisnih slucˇajnih varijabli jednaka umnosˇku
karakteristicˇnih funkcija varijabli koje zbrajamo:
ϕX1+X2(t) = ϕX1(t)ϕX2(t), (3.1)
sˇto je prakticˇnije za primjenu nego funkcija gustoc´e zbroja nezavisnih slucˇajnih koja je
dana integralom (2.3):
fX1+X2(t) =
∫ ∞
−∞
fX1(t − t′) fX2(t′) dt′. (3.2)
Generalizacija prethodno spomenutog svojstva (3.1)
ϕX1+X2+···+Xn(t) = ϕX1(t)ϕX2(t) · · ·ϕXn(t), (3.3)
pri cˇemu su X1, X2, . . . , Xn nezavisne slucˇajne varijable, je od posebne vazˇnosti u proble-
mima zbrajanja velikog broja nezavisnih slucˇajnih varijabli. Upravo iz tog razloga karakte-
risticˇne funkcije, uz teorem neprekidnosti naveden u preliminarnim rezultatima, cˇine vrlo
vazˇnu ulogu u teoriji stabilnih distribucija.
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Nevedimo josˇ jednu karakterizaciju stabilne slucˇajne varijable. Ona se temelji na ka-
rakteristicˇnim funkcijama.
Teorem 3.1.1. Kazˇemo da je slucˇajna varijabla X stabilna slucˇajna varijabla ako postoje
parametri α ∈ (0, 2], β ∈ [−1,1], µ ∈ R i σ > 0 takvi da joj karakteristicˇna funkcija ϕX ima
sljedec´i oblik
ϕX(t) = E
(
eitX
)
= eitµ−σ
α |t|α[1+iβsgn(t)uα(t)], t ∈ R, (3.4)
gdje je
uα(t) =
tan
(
piα
2
)
, α , 1
2
pi
ln(|t|), α = 1 (3.5)
te sgn standardna funkcija predznaka.
Zbog opsezˇnosti i kompleksnosti samih dokaza, izostavljamo dokaz ove karakterizacije
i druge karakterizacije temeljene na karakteristicˇnoj funkciji koju c´emo navesti u iduc´em
poglavlju, no njihova ideja se mozˇe pronac´i u knjizi V. V. Uchaikina i V. M. Zolotareva
[12].
Vidimo da su cˇlanovi familije stabilnih distribucija definirani pomoc´u cˇetiri parame-
tra. Kao sˇto smo spomenuli ranije, parametar α je indeks stabilnosti. Parametar β je
parametar asimetrije. α i β mozˇemo smatrati parametrima oblika. S druge strane, µ je
parametar pomaka, a σ je parametar skale.
Primijetimo da u slucˇaju α = 1, imaginarni dio u (3.4) sadrzˇi faktor ln(|t|). Pojava ovog
logaritma je uzrok javljanja mnogih potesˇkoc´a povezanih upravo sa slucˇajem α = 1. U
nastavku rada, cˇesto c´e u mnogim svojstvima taj slucˇaj biti odvojen.
U slucˇaju µ = 0 i σ = 1, dobivamo jedinicˇnu stabilnu distribuciju koja ima karakte-
risticˇnu funkciju ϕX oblika:
ϕX(t) = E
(
eitX
)
= e|t|
α[1+iβsgn(t)uα(t)], t ∈ R, (3.6)
gdje je uα(t) definirana kao gore, sgn funkcija predznaka te α ∈ (0, 2], β ∈ [−1,1].
Na ovom mjestu c´emo radi jednostavnijeg navodenja svojstava stabilnih distribucija,
uvesti sljedec´u notaciju: stabilne distribucije c´emo oznacˇavati sa S α (σ, β, µ) i pisat c´emo
X ∼ S α (σ, β, µ).
Kao sˇto smo vec´ rekli, stabilne slucˇajne varijable karakteriziramo pomoc´u karakte-
risticˇne funkcije zato sˇto njihove funkcije gustoc´e nisu poznate u analiticˇkom obliku osim u
nekoliko iznimnih slucˇajeva koje smo ranije spomenuli - normalna, Cauchyjeva i Levyjeva
distribucija.
Na slici (3.1) mozˇemo vidjeti grafove funkcije gustoc´a jedinicˇne normalne, Cauchyjeve
i Levyjeve slucˇajne varijable, te odgovarajuc´e parametre u terminima karakteristicˇne funk-
cije.
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Slika 3.1: Funkcije gustoc´a jedinicˇne normalne, Cauchyjeve i Levyjeve slucˇajne varijable
3.2 Karakterizacija stabilnosti preko karakteristicˇnih
funkcija
U ovom potpoglavlju c´emo dati josˇ nekoliko osnovnih svojstava stabilnih distribucija koja
c´e nam pomoc´i u interpretaciji parametara α, β, µ i σ.
Svojstva i ideje dokaza u ovom potpoglavlju uglavnom su preuzeti iz knjige G. Samo-
rodnitskyja i M. S. Taqqua [10].
Karakteristicˇna funkcija nam daje josˇ jedan dokaz tvrdnje da su stabilne distribucije
zatvorene na konvoluciju, u smislu zbrajanja nezavisnih stabilnih slucˇajnih varijabli, ako
je indeks stabilnosti α fiksan.
Teorem 3.2.1. Neka su X1 i X2 nezavisne slucˇajne varijable, X1 ∼ S α (σ1, β1, µ1), X2 ∼
S α (σ2, β2, µ2). Tada je X1 + X2 ∼ S α (σ, β, µ), pri cˇemu su
σ = (σα1 + σ
α
2 )
1
α , β =
β1σ
α
1 + β2σ
α
2
σα1 + σ
α
2
, µ = µ1 + µ2.
Dokaz. Pokazat c´emo tvrdnju najprije za α , 1. Neka su ϕX1 , ϕX2 i ϕX1+X2 karakteristicˇne
funkcije od redom X1, X2 i X1 + X2.
Buduc´i da su X1 i X2 nezavisne, po teoremu 1.1.37 vrijedi ϕX1+X2 = ϕX1ϕX2 .
POGLAVLJE 3. KARAKTERISTICˇNE FUNKCIJE STABILNIH SLUCˇAJNIH
VARIJABLI 38
Prema tome,
lnϕX1+X2(t) = ln
(
ϕX1(t)ϕX2(t)
)
= lnϕX1(t) + lnϕX2(t)
= itµ1 − σα1 |t|α
[
1 + iβ1sgn(t) tan
(
piα
2
)]
+ itµ2 − σα2 |t|α
[
1 + iβ2sgn(t) tan
(
piα
2
)]
= itµ1 − σα1 |t|α − iβ1σα1 |t|α sgn(t) tan
(
piα
2
)
+ itµ2 − σα2 |t|α − iβ2σα2 |t|α sgn(t) tan
(
piα
2
)
= it(µ1 + µ2) − (σα1 + σα2 ) |t|α − i(β1σα1 + β2σα2 ) |t|α sgn(t) tan
(
piα
2
)
= it(µ1 + µ2) − (σα1 + σα2 ) |t|α
[
1 + i
β1σ
α
1 + β2σ
α
2
σα1 + σ
α
2
sgn(t) tan
(
piα
2
)]
.
Dokazˇimo sada za α = 1.
lnϕX1+X2(t) = ln
(
ϕX1(t)ϕX2(t)
)
= lnϕX1(t) + lnϕX2(t)
= itµ1 − σ1 |t|
[
1 + iβ1sgn(t)
2
pi
ln(|t|)
]
+ itµ2 − σ2 |t|
[
1 + iβ2sgn(t)
2
pi
ln(|t|)
]
= it(µ1 + µ2) − (σ1 + σ2) |t| − σ1 |t| iβ1sgn(t)2
pi
ln(|t|) − σ2 |t| iβ2sgn(t)2
pi
ln(|t|)
= it(µ1 + µ2) − (σ1 + σ2) |t| − i(β1σ1 + β2σ2) |t| sgn(t)2
pi
ln(|t|)
= it(µ1 + µ2) − (σ1 + σ2) |t|
[
1 + i
β1σ1 + β2σ2
σ1 + σ2
sgn(t)
2
pi
ln(|t|)
]
.

U sljedec´em teoremu pokazat c´emo da su stabilne distribucije zatvorene na zbrajanje i
mnozˇenje konstantom.
Teorem 3.2.2. Neka je X ∼ S α (σ, β, µ) i neka je a ∈ R. Tada vrijedi X+a ∼ S α (σ, β, µ+a).
Ako je a , 0, tada vrijedi
aX ∼
S α (|a|σ, sgn(a)β, aµ), α , 1S 1 (|a|σ, sgn(a)β, aµ − 2pia(ln |a|)σβ), α = 1.
Dokaz. Prvu tvrdnju c´emo dokazati za slucˇaj α , 1. Za slucˇaj α = 1 dokaz ide analogno.
Neka je ϕX karakteristicˇna funkcija od X. Dakle, ϕX(t) = eitµ−σ
α |t|α[1+iβsgn(t) tan( piα2 )].
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Prema prvoj tvrdnji teorema 1.1.37 navedenog u preliminarnim rezultatima, imamo
ln ϕX+a(t) = ln
(
eitaϕx(t)
)
= ita + itµ − σα |t|α
[
1 + iβsgn(t) tan
(
piα
2
)]
= it(µ + a) − σα |t|α
[
1 + iβsgn(t) tan
(
piα
2
)]
.
Nadalje, neka je a , 0. Pokazat c´emo drugu tvrdnju najprije za slucˇaj α , 1. Prema
istoj tvrdnji teorema 1.1.37 kao gore imamo
ln ϕaX(t) = ln ϕX(at)
= i(at)µ − σα |at|α
[
1 + iβsgn(at) tan
(
piα
2
)]
= it(aµ) − σα |a|α |t|α
[
1 + iβsgn(a)sgn(t) tan
(
piα
2
)]
.
Za α = 1 imamo
ln ϕaX(t) = ln ϕX(at)
= i(at)µ − σ |at|
[
1 + iβsgn(at)
2
pi
ln(|at|)
]
= i(at)µ − σ |a| |t|
[
1 + iβsgn(a)sgn(t)
2
pi
(ln(|a| + ln(|t|)
]
= i(at)µ − σ |a| |t|
[
1 + iβsgn(a)sgn(t)
2
pi
ln(|t|) + iβsgn(a)sgn(t)2
pi
ln(|a|)
]
= it(aµ) − σ |a| |t|
[
1 + iβsgn(a)sgn(t)
2
pi
ln(|t|)
]
− σ |a| |t| iβsgn(at)2
pi
ln(|a|)
= it(aµ) − σ |a| |t|
[
1 + iβsgn(a)sgn(t)
2
pi
ln(|t|)
]
− σatiβ2
pi
ln(|a|)
= it(aµ − σaβ2
pi
ln(|a|)) − σ |a| |t|
[
1 + iβsgn(a)sgn(t)
2
pi
ln(|t|)
]
.

Prva tvrdnja prethodnog teorema objasˇnjava zasˇto parametar µ nazivamo parametrom
pomaka. Druga tvrdnja objasˇnjava zasˇto parametarσ nazivamo parametrom skale. Takoder,
iz druge tvrdnje mozˇemo zakljucˇiti i da za α = 1 mnozˇenje konstantom utjecˇe nelinearno
na parametar pomaka.
Korolar 3.2.3. Za svaki 0 < α 6 2 vrijedi
X ∼ S α (σ, β, 0)⇔ −X ∼ S α (σ,−β, 0) (3.7)
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Dokaz. Tvrdnja slijedi direktnom primjenom prethodnog teorema. 
Kazˇemo da je distribucija S α (σ, β, 0)
• asimetricˇna udesno ako je β > 0,
• asimetricˇna ulijevo ako je β < 0,
• potpuno asimetricˇna udesno ako je β = 1,
• potpuno asimetricˇna ulijevo ako je β = −1.
Parametar α utjecˇe na repove distribucije. Kada je α mali, odnosno kada je blizu nuli,
parametar asimetrije β je znacˇajan. Kako se povec´ava vrijednost od α, smanjuje se efekt
od β. Utjecaj parametra α na parametar β mozˇemo vidjeti na slici (3.4).
Teorem 3.2.4. Neka je X ∼ S α (σ, β, µ). X ima simetricˇnu distribuciju ako i samo ako je
β = 0 i µ = 0.
Dokaz. Neka je ϕX karakteristicˇna funkcija od X. Kao sˇto je navedeno u preliminarnim
rezultatima, X je simetricˇna slucˇajna varijabla ako i samo ako je karakteristicˇna funkcija
ϕX realna.
Imamo
ϕX(t) = eitµ−σ
α |t|α[1+iβsgn(t)uα(t)].
Vidimo da je ϕX realna ako i samo ako vrijedi β = 0 i µ = 0. 
Korolar 3.2.5. X ima simetricˇnu distribuciju oko µ ako i samo ako je β = 0.
Dokaz. Tvrdnja slijedi primjenom teorema 3.2.2 i teorema 3.2.4. 
Prethodna dva svojstva objasˇnjavaju zasˇto parametar β nazivamo parametar asimetrije.
Sljedec´a dva teorema nam daju uvjete kada je stabilna slucˇajna varijabla i strogo sta-
bilna. Prvi vrijedi u slucˇaju α , 1, a drugi u slucˇaju α = 1.
Teorem 3.2.6. Neka je X ∼ S α (σ, β, µ) i neka je α , 1. Tada je X strogo stabilna slucˇajna
varijabla ako i samo ako je µ = 0.
Dokaz. Neka su X1 i X2 nezavisne slucˇajne varijable jednako distribuirane kao X. Neka su
b1, b2 ∈ R, b1, b2 > 0 proizvoljne konstante.
Prema karakterizaciji stabilnosti iz teorema 2.3.5 i propoziciji 2.3.6, imamo
b1X1 + b2X2
d
= a + bX,
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za b = (bα1 + b
α
2 )
1
α i a ∈ R.
Prema teoremu 3.2.2 imamo
b1X1 + b2X2 ∼ S α (σ(bα1 + bα2 ) 1α , β, µ(b1 + b2)),
a + bX ∼ S α (σ(bα1 + bα2 )
1
α , β, µ(bα1 + b
α
2 )
1
α ).
Prema tome, b1X1 + b2X2
d
= a + bX s uvjetom a = 0 vrijedi ako i samo ako je µ = 0. 
Korolar 3.2.7. Neka je X ∼ S α (σ, β, µ) i neka je α , 1. Tada je X − µ strogo stabilna.
Dokaz. Tvrdnja slijedi direktnom primjenom prethodnog teorema i teorema 3.2.2. 
Iz prethodnog teorema mozˇemo zakljucˇiti da, u slucˇaju α , 1, svaka α-stabilna slucˇajna
varijabla mozˇe postati strogo stabilna djelovanjem pomaka.
Teorem 3.2.8. Neka je X ∼ S 1 (σ, β, µ). Tada je X strogo stabilna ako i samo ako je β = 0.
Dokaz. Neka su X1 i X2 nezavisne slucˇajne varijable jednako distribuirane kao X. Neka su
b1, b2 ∈ R, b1, b2 > 0 proizvoljne konstante.
Prema karakterizaciji iz teorema 2.3.5 i propoziciji 2.3.6, imamo
b1X1 + b2X2
d
= a + bX,
za b = b1 + b2 i a ∈ R.
Prema teoremu 3.2.2 imamo
b1X1 + b2X2 ∼ S 1 (σ(b1 + b2), β, µ(b1 + b2) − 2
pi
σβ(b1 ln b1 + b2 ln b2)
)
,
a + bX ∼ S 1 (σ(b1 + b2), β, µ(b1 + b2) − 2
pi
σβ(b1 + b2) ln(b1 + b2)
)
.
Prema tome, b1X1 + b2X2
d
= a + bX s uvjetom a = 0 vrijedi ako i samo ako je za svaki
b1 > 0 i b2 > 0,
β(b1 ln b1 + b2 ln b2) = β(b1 + b2) ln(b1 + b2),
a to vrijedi ako i samo ako je β = 0. 
Prethodni teorem nam pokazuje da se, u slucˇaju α = 1, α-stabilna slucˇajna varijabla ne
mozˇe pomakom dovesti do stabilne slucˇajne varijable.
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Korolar 3.2.9. Ako su X1, . . . , Xn nezavisne jednako distibuirane stabilne slucˇajne varija-
ble, Xi ∼ S α (σ, β, µ) za i = 1, . . . , n, onda je
X1 + · · · + Xn d=
 n
1
α X1 + µ(n − n 1α ), α , 1,
nX1 + 2piσβn ln n, α = 1.
(3.8)
Dokaz. Pokazat c´emo da tvrdnja vrijedi u slucˇaju α , 1. Dokaz za α = 1 ide analogno.
Uzastopnom primjenom teorema 3.2.2 dobivamo
X1 + X2 ∼ S α (2 1ασ, β, 2µ),
(X1 + X2) + X3 ∼ S α (3 1ασ, β, 3µ),
...
X1 + · · · + Xn ∼ S α (n 1ασ, β, nµ).
S druge strane, primjenom istog teorema dobivamo
n
1
α X1 ∼ S α (n 1ασ, β, n 1αµ),
n
1
α X1 + µ(n − n 1α ) ∼ S α (n 1ασ, β, nµ).

Primijetimo da, nakon svih do sada pokazanih svojstava, parametar pomaka µ je naj-
manje znacˇajan te se zbog jednostavnosti cˇesto pretpostavlja da je µ = 0.
Na slikama (3.2) i (3.3) vidimo utjecaj svakog od parametara α, β, µ i σ na funkciju
gustoc´e stabilne slucˇajne varijable, pri cˇemu ostale parametre drzˇimo fiksiranima. Funkcije
gustoc´e, buduc´i da smo spomenuli da one uglavnom nisu poznate u analiticˇkom obliku,
izracˇunate su gotovom pdf funkcijom u programu MATLAB R2017b, koja koristi direktnu
integracijsku metodu pomoc´u karakteristicˇne funkcije.
3.3 Vjerojatnosti repova stabilnih distribucija. Momenti
stabilnih distribucija
Na repove stabilnih slucˇajnih varijabli utjecˇe parametar asimetrije β, sˇto c´emo vidjeti u
nizˇe navedenom svojstvu koje nam govori o asimptotskom ponasˇanju vjerojatnosti repova
P { X < −λ } i P { X > λ }, za λ→ ∞.
Navodimo sljedec´i teorem iz knjige W. Fellera [2].
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(a) Funkcije gustoc´e stabilnih distribucija s razlicˇitim α vrijednostima (uz β = 0, µ = 0 i σ = 1)
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(b) Funkcije gustoc´e stabilnih distribucija s razlicˇitim β vrijednostima (uz α = 0.5, µ = 0 i σ = 1)
Slika 3.2: Usporedba funkcija gustoc´e stabilnih distribucija
Teorem 3.3.1. Neka je S n ∼ B(n, p), n ∈ N, p ∈ (0,1). Neka je S ∗n reducirani broj uspjeha,
S ∗n =
S n−np√
npq . Ako λ→ ∞ tako da λ
n√
n → 0, tada je
P { S ∗n > λ } ≈
1
λ
√
2pi
e−
λ2
2 , (3.9)
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(a) Funkcije gustoc´e stabilnih distribucija s razlicˇitim σ vrijednostima (uz α = 0.5, β = 0.5 i µ = 0)
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(b) Funkcije gustoc´e stabilnih distribucija s razlicˇitim µ vrijednostima (uz α = 0.5, β = 0.5 i σ = 1)
Slika 3.3: Usporedba funkcija gustoc´e stabilnih distribucija
pri cˇemu nam f (λ) ≈ g(λ) znacˇi asimptotsku jednakost, tj. lim
λ→∞ f (λ)/g(λ) = 1.
Prema tome, u slucˇaju α = 2, tj. u slucˇaju normalne slucˇajne varijable imamo
P { X > λ } ≈ 1
λ
√
2pi
e−
λ2
2 . (3.10)
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Zbog simetrije imamo isto asimptotsko ponasˇanje i za P { X < −λ }.
U slucˇaju α < 2, vjerojatnosti repova se ponasˇaju na sljedec´i nacˇin.
Teorem 3.3.2. Neka je X ∼ S α (σ, β, µ) i neka je 0 < α < 2. Tada vrijedi
lim
λ→∞ λ
αP { X > λ } = Cα1 + β2 σ
α,
lim
λ→∞ λ
αP { X < −λ } = Cα1 − β2 σ
α,
(3.11)
pri cˇemu je
Cα =
( ∫ ∞
0
x−α sin x dx
)−1
=
 1−αΓ(2−α) cos(piα/2) , α , 1,2
pi
, α = 1.
(3.12)
Dokaz se mozˇe pronac´i u knjizi W. Fellera [2].
Korolar 3.3.3. Neka je X ∼ S α (σ, β, µ), 0 < α < 2. Tada je
E|X|p < ∞, 0 < p < α, (3.13)
E|X|p = ∞, p > α. (3.14)
Dokaz. Iz propozicije 1.1.26 navedene u preliminarnim rezultatima specijalno slijedi EX =∫ ∞
0
(1 − F(x)) dx =
∫ ∞
0
P { X > x } dx. Iz toga slijedi, buduc´i da je za svaku slucˇajnu
varijablu X varijabla |X|r nenegativna, E(|X|r) =
∫ ∞
0
P { |X|r > x } dx.
Iz toga i iz tvrdnje prethodnog teorema, slijedi tvrdnja. 
Propozicija 3.3.4. Neka je X ∼ S α (σ, β, 0). Neka je 0 < α < 2 i β = 0 u slucˇaju α = 1.
Neka je X0 ∼ S α (1, β, 0). Tada vrijedi(
E
(|X|p)) 1p = (E(|X0|p)) 1pσ. (3.15)
Dokaz. Prema teoremu 3.2.2 imamo
σX0 ∼ S α (σ, β, 0),
odnosno, σX0
d
= X.
Prema tome, (
E
(|X|p)) 1p = (E(|σX0|p)) 1p = (E(|X0|p)) 1pσ.

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Konstantu
(
E
(|X0|p)) 1p iz prethodnog teorema c´emo oznacˇavati s cα, β(p).
Propozicija 3.3.5. Neka je X ∼ S α (σ, β, µ). Tada vrijedi
lim
r↑α
(α − r)E|X|r = αCασα, (3.16)
gdje je Cα definirana kao u (3.12).
Dokaz. Iz korolara 3.3.3 i njegovog dokaza imamo za svaki r < α
EXr+ =
∫ ∞
0
P { X+ > x 1r } dx. (3.17)
Prema teoremu 3.3.2, za svaki ε > 0 postoji M = M(ε) ∈ (1, +∞) takav da za svaki t > M
vrijedi
tα P { X > t } ∈
(
Cα
1 + β
2
σα − ε , Cα 1 + β2 σ
α + ε
)
. (3.18)
Ako fiksiramo ε > 0, imamo
lim sup
r↑α
(α − r) EXr+ = lim sup
r↑α
(α − r)
∫ ∞
0
P { X+ > x 1r } dx
= lim sup
r↑α
(α − r)
( ∫ Mα
0
P { X+ > x 1r } dx +
∫ ∞
Mα
P { X+ > x 1r } dx
)
=
[
t = x
1
r , dt =
1
r
x
1
r −1dx
]
= lim sup
r↑α
(α − r)
( ∫ M αr
0
P { X+ > t } rtr−1dt +
∫ ∞
M
α
r
P { X+ > t } rtr−1dt
)
= lim sup
r↑α
(α − r) r
∫ ∞
M
α
r
tα P { X+ > t }︸          ︷︷          ︸
→Cα 1+β2 σα (t→∞)
tr−α−1dt
= Cα
1 + β
2
σα lim sup
r↑α
(α − r) r
∫ ∞
M
α
r
tr−α−1dt
= Cα
1 + β
2
σα lim sup
r↑α
(α − r) r t
r−α
r − α
∣∣∣∣∣∣∞
M
α
r
r<α
= Cα
1 + β
2
σα α.
(3.19)
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Slicˇnu tvrdnju dobivamo za lim inf
r↑α
. Prema tome,
α
(
Cα
1 + β
2
σα − ε
)
6 lim inf
r↑α
(α − r) EXr+ 6 lim sup
r↑α
(α − r) EXr+ 6 α
(
Cα
1 + β
2
σα + ε
)
.
(3.20)
Zbog proizvoljnosti od ε imamo
lim
r↑α
(α − r) EXr+ = Cα
1 + β
2
σα. (3.21)
Analogno dobivamo
lim
r↑α
(α − r) EXr− = Cα
1 − β
2
σα. (3.22)
Sada tvrdnja slijedi iz cˇinjenice |X|r = Xr+ + Xr−. 
Korolar 3.3.6. Ako je 1 < α 6 2, tada je parametar pomaka µ jednak ocˇekivanju.
Dokaz. Neka je X ∼ S α (σ, β, µ), 1 < α 6 2.
Prema korolaru 3.3.3 , X ima konacˇno ocˇekivanje za 1 < α < 2. Buduc´i da je za α = 2
X normalna slucˇajna varijabla, ocˇekivanje je konacˇno i u tom slucˇaju.
Prema korolaru 3.2.7, X − µ je strogo stabilna slucˇajna varijabla. Neka su X1 i X2
nezavisne slucˇajne varijable jednako distribuirane kao X. Prema karakterizaciji stabilne
slucˇajne varijable 2.3.5 i prema propoziciji 2.3.6 imamo, za bilo koje b1, b2 > 0,
b1(X1 − µ) + b2(X2 − µ) d= (bα1 + bα2 )
1
α (X − µ). (3.23)
Djelovanjem operatora matematicˇkog ocˇekivanja na obje strane prethodne jednakosti
dobivamo
b1(EX − µ) + b2(EX − µ) d= (bα1 + bα2 )
1
α (EX − µ) (3.24)
i prema tome slijedi EX = µ. 
3.4 Karakteristicˇne funkcije simetricˇnih stabilnih
slucˇajnih varijabli
Shodno teoremu 3.2.4, X je simetricˇna α-stabilna slucˇajna varijabla ako i samo ako je
X ∼ S α (σ, 0, 0). Simetricˇne α-stabilne distribucije oznacˇavat c´emo s SαS .
Prema teoremu 3.1.1, primjec´ujemo da karakteristicˇna funkcija simetricˇne stabilne
slucˇajne varijable poprima znatno jednostavniji oblik:
ϕX(t) = e−σ
α |t|α , t ∈ R. (3.25)
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Definicija 3.4.1. Kazˇemo da je simetricˇna α-stabilna slucˇajna varijabla X standardna
simetricˇna α-stabilna slucˇajna varijabla ako je σ = 1.
Primijetimo da standardna simetricˇna α-stabilna slucˇajna varijabla s indeksom α = 2,
prema (2.11) ima distribuciju N (0, 2).
Simetricˇne α-stabilne slucˇajne varijable imaju znacˇajnu ulogu u teoriji stabilnih distri-
bucija. Sljedec´e svojstvo nam pokazuje da uvijek mozˇemo transformirati Sα′S slucˇajnu
varijablu u SαS slucˇajnu varijablu, za 0 < α < α′.
No, kako bismo mogli iskazati sljedec´e svojstvo, potreban nam je izraz za Laplaceovu
transformaciju stabilne slucˇajne varijable. Prvo c´emo, prema knjizi S. Kurepe [3], definirati
Laplaceovu transformaciju.
Definicija 3.4.2. Neka je dana funkcija f : [0,∞) → R. Ako za funkciju f konvergira
integral
L ( f )(s) = F(s) =
∫ ∞
0
e−st f (t) dt, s ∈ R, (3.26)
onda se funkcija L ( f ) = F zove Laplaceov transformat funkcije f , a preslikavanje L se
zove Laplaceova transformacija.
U prethodnoj definiciji, pod konvergencijom integrala
∫ ∞
0
e−st f (t) dt podrazumijevamo
da funkcija f treba biti integrabilna na intervalu [0, c], za svaki c > 0, te da limes
lim
c→∞
∫ c
0
e−st f (t) dt mora biti konacˇan.
Josˇ nam preostaje dati izraz za Laplaceovu transformaciju stabilne slucˇajne varijable
potpuno asimetricˇne udesno. Ona je, prema knjizi G. Samorodnitskyja i M. S. Taqqua
[10], dana sljedec´im teoremom. Dokaz teorema se nalazi u istoj knjizi, no mi ga zbog
njegove opsezˇnosti na ovom mjestu nec´emo navoditi.
Teorem 3.4.3. Neka je X ∼ S α (σ, 1, 0) stabilna slucˇajna varijabla potpuno asimetricˇna
udesno, 0 < α ≤ 2, σ > 0. Laplaceova transformacija slucˇajne varijable X, definirana
kao Ee−γX, γ > 0, dana je izrazom
Ee−γX =
 e−
σα
cos piα2
γα
, α , 1,
eσ
2
piγ ln γ, α = 1.
(3.27)
Sada smo spremni navesti josˇ jedno svojstvo simetricˇnih stabilnih slucˇajnih varijabli.
Propozicija 3.4.4. Neka je X ∼ S α′ (σ, 0, 0) simetricˇna α′-stabilna slucˇajna varijabla,
0 < α′ 6 2. Neka je 0 < α < α′ i neka je Y α
α′ -stabilna slucˇajna varijabla potpuno asi-
metricˇna udesno s Laplaceovom transformacijom Ee−γY = e−γ
α
α′ , γ > 0. Drugim rijecˇima,
Y ∼ S α
α′
((
cos piα2α′
) α
α′ , 1, 0
)
. Pretpostavimo takoder da u X i Y nezavisne slucˇajne varijable.
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Tada vrijedi
Z = Y
1
α′ X ∼ S α (σ, 0, 0). (3.28)
Dokaz. Za t ∈ R, imamo, prema definiciji karakteristicˇne funkcije simetricˇne stabilne
slucˇajne varijable (3.25)
ϕZ(t) = EeitZ = EeitY
1
α′ X
= [X i Y nezavisne]
= E [Eei(tY
1
α′ )X |Y]
= E [e−σ
α′ |tY 1α′ |α′ ]
= E [e−σ
α′ |t|α′Y]
= [Laplaceova transformacija]
= e(−σ
α′ |t|α′ ) αα′
= e−σ
α |t|α .
(3.29)

Posebno, to povlacˇi sljedec´e: ako je X normalna slucˇajna varijabla s ocˇekivanjem jed-
nakim nuli i ako je Y pozitivna α2 -stabilna slucˇajna varijabla nezavisna od X, tada vrijedi
Z = Y
1
2 X ∼ SαS .
Taj zakljucˇak nam pokazuje da je svaka simetricˇna stabilna slucˇajna varijabla SαS
uvjetno normalna slucˇajna varijabla. To znacˇi, ako je X ∼ N (0, σ2), tada se sime-
tricˇna stabilna slucˇajna varijabla Z = Y
1
2 X mozˇe neformalno pisati kao N (0, σ2Y). Drugim
rijecˇima, Z je normalna slucˇajna varijabla sa slucˇajnom varijancom σ2Y .
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Slika 3.4: Utjecaj parametra α na parametar β
Poglavlje 4
Simulacija stabilnih slucˇajnih varijabli.
Procjena parametara
Prvi problem na koji c´emo se osvrnuti u ovom poglavlju je simulacija stabilnih slucˇajnih
varijabli. Drugi problem je procjena parametara α, β, µ i σ stabilne slucˇajne varijable Y iz
danog niza varijabli Y1,Y2,Y3, . . .
Postoji mnogo razlicˇitih algoritama i mnogo diskusija o simulaciji stabilnih slucˇajnih
varijabli. Mnogi algoritmi koriste metodu inverzne funkcije koju c´emo proucˇiti u sljedec´em
potpoglavlju.
4.1 Metoda inverzne funkcije
Teorem 4.1.1. Neka je U slucˇajna varijabla uniformno distribuirana na (0,1) i neka je
F(x) monotono rastuc´a derivabilna funkcija na (a,b) s limesima F(x) → 0, x → a, i
F(x) → 1, x → b (slucˇajevi a = −∞ i/ili b = +∞ su takoder ukljucˇeni). Tada inverzna
fukncija F−1(u), u ∈ (0,1), postoji i slucˇajna varijabla
X = F−1(U) (4.1)
je distribuirana na intervalu (a,b) s funkcijom gustoc´e
fX(x) = F′(x). (4.2)
Dokaz. Buduc´i da je funkcija F(x) strogo rastuc´a i FU(x) = x, tada imamo
FX(x) = P { X < x } = P { F−1(U) < x } = P {U < F(x) } = FU(F(x)) = F(x),
te iz toga slijedi (4.2). 
51
POGLAVLJE 4. SIMULACIJA STABILNIH SLUCˇAJNIH VARIJABLI. PROCJENA
PARAMETARA 52
Kako bismo ilustrirali neke primjene prethodnog teorema, napravit c´emo nekoliko pri-
mjera.
Primjer 4.1.2. Eksponencijalna slucˇajna varijabla E s ocˇekivanjem 1.
E ima funkciju distribucije FE (x) = 1 − e−x. Prema prethodnom teoremu slijedi E =
− ln U.
Primjer 4.1.3. Jedinicˇna Cauchyjeva slucˇajna varijabla C.
C ima funkciju distribucije FC (x) =
1
pi
arctan(x) +
1
2
. Prema prethodnom teoremu
imamo C = tan
[
pi
(
U − 12
)]
. Odnosno C = tan V, gdje je V = pi
(
U − 12
)
uniformna na(
− pi
2
,
pi
2
)
.
Primjer 4.1.4. Normalna slucˇajna varijabla, G ∼ N (0, 2).
Funkcija distribucije slucˇajne varijable G dana je sa FG (x) =
∫ x
−∞
1
2
√
pi
e−
y2
4 dy.
Taj integral ne znamo direktno izracˇunati. No, znamo izracˇunati funkciju distribucije
sume kvadrata dvije nazavisne slucˇajne varijable G1 i G2 jednako distribuirane kao i G.
Oznacˇimo R2 = G21 + G
2
2. Tada je
P {R2 < x } = P {G21 + G22 < x }
=
∫
y1+y2<x
1
4pi
e−
y21+y
2
2
4 dy1dy2
= [ polarne koordinate, y1 = r cos φ, y2 = r sin φ)
=
1
4pi
∫ 2pi
0
∫ √x
0
e−
r2
4 r drdφ
=
1
2
∫ √x
0
e−
r2
4 r dr
= [ supstitucija; u = r2]
=
1
4
∫ x
0
e−
u
4 .
Odnosno, R2 = 4E, gdje je E kao u primjeru 4.1.2.
Iz toga slijedi R = 2
√
E te G1 = 2
√
E cos V i G2 = 2
√
E sin V.
Analognim zakljucˇkom dobivamo R =
√
2E te G1 =
√
2E cos V i G2 =
√
2E sin V, pri
cˇemu su G1 i G2 jedinicˇne normalne slucˇajne varijable.
Primjer 4.1.5. Jedinicˇna Levyjeva slucˇajna varijabla L1, Levyjeva slucˇajna varijabla L
s parametrima a i b, L = a + bL1.
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Buduc´i da je L1 = G−2, pri cˇemu je G jedinicˇna normalna slucˇajna varijabla, imamo
L1 =
1
2E cos2 V
, te L = a +
b
2E cos2 V
.
Racˇunanje vjerojatnosti P { 0 6 X 6 x } i P { X > x } uglavnom se temelji na Zolo-
tarevljevoj integralnoj reprezentaciji α-stabilne slucˇajne varijable. Ona za simetricˇne
α-stabilne varijable, SαS , α , 1, prema knjizi V. Zolotareva [13] poprima sljedec´i oblik.
Teorem 4.1.6. Za 0 α 6 2, α , 1, 0 < γ <
pi
2
definiramo
Uα(γ) =
(sinαγ
cos γ
) α
α−1 cos((1 − α) γ)
cos γ
. (4.3)
Neka je X ∼ S α (1, 0, 0). Tada za x > 0 vrijedi
1
pi
∫ pi
2
0
e−x
α
α−1 Uα(γ) dγ =
P { 0 6 X 6 x }, 0 < α < 1P { X > x }, 1 < α 6 2. (4.4)
Generiranje stabilnih slucˇajnih varijabli cˇesto se temelji na sljedec´oj propoziciji.
Propozicija 4.1.7. Neka je U uniformna na (−pi2 ,pi2 ) i neka je E eksponencijalna slucˇajna
varijabla s ocˇekivanjem 1.
Tada vrijedi
X =
sinαU
(cos U)
1
α
(
cos((1 − α) U)
E
) 1−α
α
∼ S α (1, 0, 0). (4.5)
Dokaz. Kada U poprima vrijednosti u (0,pi2 ), desna strana u (4.5) se mozˇe zapisati kao(
α(U)
E
) 1−α
α
, (4.6)
gdje je
α(U) =
(
sinαU
cos U
) α
1−α
. (4.7)
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Promotrimo prvo slucˇaj 0 < α < 1. Imamo
P { 0 6 X 6 x } = P { 0 6 X 6 x, U > 0 }
= P
{
0 6
(
α(U)
E
) 1−α
α
6 x, U > 0
}
= P
{
E > x−
α
α−1α(U), U > 0
}
= 1 − 1 + Ee−x
α
α−1 α(U)1{U>0}
=
∫ pi
2
0
e−x
α
α−1 α(U) 1
pi
2 +
pi
2
dU
=
1
pi
∫ pi
2
0
e−x
α
α−1 α(U) dU,
(4.8)
te prema teoremu 4.1.6 zakljucˇujemo X ∼ S α (1, 0, 0).
U slucˇaju 1 < α 6 2 analognim postupkom racˇunamo P { X > x } = P { X > x, U > 0 }
i opet prema teoremu 4.1.6 zakljucˇujemo X ∼ S α (1, 0, 0).
U slucˇaju α = 1, (4.5) postaje X = tan U te prema primjeru 4.1.3 X ima jedinicˇnu
Cauchyjevu distribuciju. 
4.2 Druga parametrizacija stabilne slucˇajne varijable
pomoc´u karakteristicˇne funkcije. Dodatna svojstva
stabilnih slucˇajnih varijabli
U teoremu 3.1.1 dali smo karakterizaciju stabilne slucˇajne varijable pomoc´u karakteristicˇne
funkcije i nju c´emo oznacˇavati sa S (α, β, σ, µ1; 1). Ta parametrizacija je najcˇesˇc´e korisˇtena
u literaturi za dokaze razlicˇitih svojstava stabilnih slucˇajnih varijabli.
Postoji visˇe parametrizacija stabilnih slucˇajnih varijabli. Mi c´emo sada uvesti josˇ jednu.
Teorem 4.2.1. Slucˇajna varijabla X je stabilna slucˇajna varijabla ako postoje parametri
α ∈ (0, 2], β ∈ [−1,1], µ ∈ R i σ > 0 takvi da joj karakteristicˇna funkcija ϕX ima sljedec´i
oblik
ϕX(t) = E
(
eitX
)
(4.9)
=
e
itµ−σα |t|α
[
1+iβ sgn(t) tan
(
piα
2
)
(|σt|1−α−1)
]
, α , 1
eitµ−σ|t|[1+iβ sgn(t)
2
pi ln(σ|t|)], α = 1,
(4.10)
gdje je sgn standardna funkcija predznaka.
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Prethodnu parametrizaciju c´emo oznacˇavati sa S (α, β, σ, µ0; 0). Ova se parametrizacija
uglavnom koristi u primjenama zbog svojeg boljeg numericˇkog ponasˇanja i zbog cˇinjenice
da je neprekidna u sva 4 parametra.
Parametri α, β i σ imaju isto znacˇenje u obje parametrizacije, jedino je lokacijski para-
metar µ drugacˇiji.
Lokacijski parametri µ0 iz S (α, β, σ, µ0; 0) i µ1 iz S (α, β, σ, µ1; 1) povezani su pomoc´u
sljedec´ih relacija:
µ0 =
µ1 + βσ tan
(piα
2 ), α , 1
µ1 + β
2
pi
σ lnσ, α = 1,
(4.11)
µ1 =
µ0 − βσ tan
(piα
2 ), α , 1
µ0 − β 2piσ lnσ, α = 1.
(4.12)
Primijetimo da se u slucˇaju β = 0 parametrizacije S (α, β, σ, µ0; 0) i S (α, β, σ, µ1; 1)
podudaraju.
Kada su α , 1 i β , 0, parametrizacije se razlikuju za pomak βσ tan
(piα
2
)
koji tezˇi u
beskonacˇno kada α→ 1.
Sada, kada smo uveli i drugu parametrizaciju, iskazat c´emo josˇ jedno svojstvo stabilnih
slucˇajnih varijabli koje predstavlja generalizaciju definicije 2.3.1 i teorema 2.3.5, odnosno
svojstvo da je linearna kombinacija nezavisnih stabilnih slucˇajnih varijabli s istim indek-
som stabilnosti α takoder stabilna slucˇajna varijabla.
Teorem 4.2.2. Ako su X j ∼ S (α, β j, σ j, µ j; k) za j = 1, . . . , n, k = 0, 1 i X j medusobno
nezavisne slucˇajne varijable, tada
a1X1 + a2X2 + . . . + anXn ∼ S (α, β, σ, µ; k), (4.13)
pri cˇemu su
β =
n∑
j=1
β j sgn(a j)| a jσ j|α
n∑
j=1
| a jσ j|α
,
σα =
n∑
j=1
| a jσ j|α,
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µ =

n∑
j=1
µ j + βσ tan
(piα
2
)
, k = 0, α , 1
n∑
j=1
µ j + β
2
pi
σ lnσ, k = 0, α = 1
n∑
j=1
µ j, k = 1.
Ova generalizacija dopusˇta razlicˇite parametre asimetrije, lokacije i skale u slucˇajnim
varijablama X j, ali je nuzˇno da je parametar α jednak u svima. Zbrajanje dvije stabilne
slucˇajne varijable s razlicˇitim indeksima stabilnosti ne daje stabilnu slucˇajnu varijablu.
4.3 Prikladnost stabilnih modela
U nekoliko navrata je spomenuto da ne postoji opc´a formula u zatvorenoj formi za stabilne
funkcije gustoc´e g i stabilne funkcije distribucije G iz 2.3.7, ali postoje pouzdani programi
za rad sa stabilnim distribucijama.
Postoji mnogo razloga za korisˇtenje stabilnih distribucija. Jedan od njih je vec´ spo-
menuti generalizirani granicˇni centralni teorem 2.7.1 koji nam govori da je jedini moguc´i
netrivijalni limes normalizirane sume nezavisnih jednako distribuiranih slucˇajnih varijabli
stabilna slucˇajna varijabla. Josˇ jedan razlog je taj sˇto veliki skupovi podataka, kao sˇto smo
vec´ spomenuli, cˇesto imaju tesˇke repove i asimetriju. Takvi podaci se uglavnom ne mogu
dobro opisati modelima koji koriste normalnu distribuciju, no neki od njih se ipak mogu
dobro opisati stabilnim modelom.
Postoji mnogo diskusija i argumenata protiv korisˇtenja stabilnih modela. Najcˇesˇc´e je
to razlog da stabilne distribucije dopusˇtaju beskonacˇnu varijancu buduc´i da se u mnogim
primjenama raznih modela upravo varijanca uzima kao mjera ”rasprsˇenosti”. U slucˇaju
stabilnih modela, tu ulogu preuzima upravo parametar skale σ. Josˇ jedan razlog je taj da su
se primjene stabilnih distribucija pocˇele ozbiljnije razvijati tek u zadnjih 20-ak godina te
zapravo prije toga i nismo mogli usporedivati skupove podataka sa predlozˇenim stabilnim
modelom.
4.4 Program STABLE
Postoji javno dostupan besplatan program STABLE [8] koji racˇuna funkcije gustoc´e, ku-
mulativne funkcije distribucije, kvantile stabilnih distribucija, procjenu parametara meto-
dom maksimalne vjerodostojnosti, i radi razne analize podataka da bi ocijenio koliko dobro
su opisani podaci za koje trazˇimo stabilni model. Ovaj program je rjesˇavanjem mnogih do-
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tadasˇnjih numericˇkih potesˇkoc´a olaksˇao korisˇtenje stabilnih distribucija u prakticˇnim pri-
mjenama. Zbog kompleksnosti i opsezˇnosti samih formula, algoritama i programa, detalje
nec´emo navoditi u ovom radu, no mogu se pronac´i u [9], [7] i [6].
Racˇunanje funkcija gustoc´a i distribucija radi na isti nacˇin kao i funkcije pdf i cdf u
programu MATLAB2017b.
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(a) Funkcije distribucije stabilnih distribucija s razlicˇitim α vrijednostima (uz
µ = 0, β = 0 i σ = 1)
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(b) Funkcije distribucije stabilnih distribucija s razlicˇitim β vrijednostima (uz
α = 0, µ = 0 i σ = 1)
Slika 4.1: Usporedba funkcija distribucija stabilnih slucˇajnih varijabli
Grafove funkcija gustoc´a stabilnih slucˇajnih varijabli s raznim ulaznim parametrima
α, β, σ i µ, kao i funkcije gustoc´a jedinicˇne normalne, Cauchyjeve i Levyjeve distribucije,
vec´ smo prikazali na slikama (3.2), (3.3), (3.4) i (3.1) te taj dio nec´emo ponavljati u ovom
dijelu.
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Sada c´emo pogledati utjecaj parametara α, β, σ i µ na funkcije distribucije stabilnih
slucˇajnih varijabli.
Na slici (4.1a) vidimo utjecaj parametra α, na slici (4.1b) vidimo utjecaj parametra β
na funkciju distribucije stabilnih slucˇajnih varijabli.
Na slici (4.2a) vidimo utjecaj parametra µ, i na kraju na slici (4.2b) vidimo utjecaj
parametra σ na funkciju distribucije stabilnih slucˇajnih varijabli.
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(a) Funkcije distribucije stabilnih distribucija s razlicˇitim µ vrijednostima (uz
α = 0.5, β = 0.5 i σ = 1)
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(b) Funkcije distribucije stabilnih distribucija s razlicˇitim σ vrijednostima (uz
α = 0.5, β = 0.5 i µ = 0)
Slika 4.2: Usporedba funkcija distribucija stabilnih slucˇajnih varijabli
Takoder, na slici (4.3) usporedbu funkcija distribucija jedinicˇne normalne, Cauchyjeve
i Levyjeve slucˇajne varijable.
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Slika 4.3: Funkcije distribucija jedinicˇne normalne, Cauchyjeve i Levyjeve sl. varijable
Modeliranje financijskih podataka
Primjena stabilnih distribucija u financijskom modeliranju proizlazi iz cˇinjenice da one
generaliziraju normalnu distribuciju te dopusˇtaju tesˇke repove i asimetriju, sˇto cˇesto su-
srec´emo u financijskim podacima.
Program STABLE kao jednu od opcija nudi procjenu parametara α-stabilne distribucije
za ulazni skup podataka.
Za skup podataka smo uzeli srednji tecˇaj u zadnjih 1000 dana (do 25. listopada 2017.)
izmedu eura i hrvatske kune.
Podatke smo najprije logaritmirali, odnosno kao ulazni skup podataka uzeli smo
yt = ln
xt+1
xt
.
Metodom maksimalne vjerodostojnosti dobili smo procjenu 95%-tnih pouzdanih inter-
vala sva 4 parametra:
• pouzdani interval za α: (1.4514,1.6478),
• pouzdani interval za β: (−0.1544,0.2514),
• pouzdani interval za µ: (−0.0002093,0.000012969),
• pouzdani interval za σ: (0.00095349,0.0011).
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Odnosno, procjena parametara stabilne distribucije koja opisuje nasˇe podatke je:
α = 1.5496, β = 0.0485, µ = −0.000098164, σ = 0.0010199.
Na slici (4.4) mozˇemo vidjeti funkciju gustoc´e stabilne slucˇajne varijable s parametrima
koje smo prethodno naveli te histogram ulaznih podataka.
Slika 4.4: Funkcija gustoc´e stabilne slucˇajne varijable s parametrima procijenjenima pro-
gramom STABLE i histogram ulaznih podataka
Bibliografija
[1] Ash, R. B.: Real Analysis and Probability. Academic Press, New York, 1972.
[2] Feller, W.: An Introduction to Probability Theory and Its Applications. Wiley, 1967.
[3] Kurepa, S.: Matematicˇka analiza 2 - Funkcije jedne varijable. Tehnicˇka knjiga Za-
greb, 1971.
[4] Mathematical Sciences, UAH: The Irwin-Hall Distribution, 1997. http://www.
math.uah.edu/stat/special/IrwinHall.html, posjec´ena 2017-08-24.
[5] Mathematical Sciences, UAH: The Le´vy Distribution, 1997. http://www.math.
uah.edu/stat/special/Levy.html, posjec´ena 2017-08-12.
[6] Nolan, J. P.: Numerical computation of stable densities and distribution functions,
1997. http://fs2.american.edu/jpnolan/www/stable/density.pdf, po-
sjec´ena 2017-10-12.
[7] Nolan, J. P.: Maximum likelihood estimation and diagnostics for stable distributions,
2001. http://fs2.american.edu/jpnolan/www/stable/mle.pdf, posjec´ena
2017-10-12.
[8] Nolan, J. P.: Information on stable distributions, 2005. http://fs2.american.
edu/jpnolan/www/stable/stable.html, posjec´ena 2017-10-12.
[9] Nolan, J. P.: Users guide for STABLE 4.0, 2006. http://fs2.american.edu/
jpnolan/www/stable/stable.txt, posjec´ena 2017-10-12.
[10] Samorodnitsky, G. i M. S. Taqqu: Stable Non-Gaussian Random Processes: Stochas-
tic Models with Infinite Variance. Taylor & Francis, 1994.
[11] Sarapa, N.: Teorija vjerojatnosti. Sˇkolska Knjiga, 1987.
[12] Uchaikin, V. V. i V. M. Zolotarev: Chance and Stability: Stable Distributions and
Their Applications. VSP, 1999.
61
[13] Zolotarev, V.M.: One-dimensional Stable Distributions; Translations of Mathemati-
cal Monographs - Vol 65. American Mathematical Society, 1986.
Sazˇetak
Cilj ovog diplomskog rada bio je najprije definirati stabilnu slucˇajnu varijablu te iznijeti
osnovna svojstva stabilnosti na primjerima slucˇajnih varijabli koje su nam poznate — nor-
malne, Cauchyjeve i Levyjeve. Nakon toga smo uveli karakterizaciju stabilne slucˇajne
varijable koja proizlazi iz generaliziranog centralnog granicˇnog teorema i karakterizaciju
stabilne slucˇajne varijable pomoc´u karakteristicˇne funkcije te smo pomoc´u njih pokazali
razna zanimljiva svojstva ovih slucˇajnih varijabli. Konacˇno, pokazali smo i na koji nacˇin
mozˇemo simulirati stabilne slucˇajne varijable te smo ilustrirali korisˇtenje programa STA-
BLE za procjenu parametara stabilne slucˇajne varijable na danim podacima.
Summary
The aim of this diploma thesis is to define a stable random variable and to outline basic
stability properties on the known random variables — the normal one, the Cauchy one
and the Levy one. After that, we introduced the characterization of a stable random va-
riable, which follows from the generalized central limit theorem and the characterization
of a stable random variable in terms of its characteristic function, and consequently we
showed various interesting properties of these random variables. Finally, we have demons-
trated how we can simulate stable random variables and we have illustrated the use of the
STABLE program for estimating parameters of a stable random variable on the given data.
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