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GPUͱLLVMΛ༻͍ͨOSϨϕϧͰͷো֐ݕ஌ػߏ
ඌ࡚ ༤Ұ1 ࢁຊ ༟໌1 ޫདྷ ݈Ұ1
֓ཁɿ৘ใγεςϜʹো֐͕ൃੜ͢Δͱେ͖ͳଛࣦͱͳΔͨΊɼγεςϜো֐͸Ͱ͖Δ͚ͩૣ͘ݕ஌ͯ͠
෮چΛߦ͏ඞཁ͕͋ΔɽγεςϜো֐ͷݕ஌Λߦ͏ʹ͸ɼ؂ࢹର৅γεςϜͷ֎෦͔Β؂ࢹΛߦ͏ํ๏ͱ
಺෦͔Β؂ࢹΛߦ͏ํ๏͕ڍ͛ΒΕΔɽ͔͠͠ɼ֎෦͔Β؂ࢹΛߦ͏৔߹͸ωοτϫʔΫো֐ͳͲͰ؂ࢹ
ΛܧଓͰ͖ͳ͘ͳΔ͜ͱ͕͋Γɼ಺෦͔Βݕ஌Λߦ͏৔߹͸γεςϜো֐ͷӨڹΛड͚ͯো֐ݕ஌͕Ͱ
͖ͳ͘ͳΔՄೳੑ͕͋Δɽͦ͜ͰɼຊߘͰ͸γεςϜ಺෦Ͱ؂ࢹͰ͖ɼγεςϜো֐ͷӨڹΛड͚ʹ͍͘
GPUΛ༻͍ͯো֐ݕ஌Λߦ͏ GPUSentinelΛఏҊ͢ΔɽGPUSentinelͰ͸ɼGPU্ͷݕ஌ϓϩάϥϜ
͕ϝΠϯϝϞϦΛࢀর͢Δ͜ͱʹΑͬͯγεςϜͷঢ়ଶΛऔಘ͢ΔɽOSͷιʔείʔυΛ࠷େݶʹར༻
ͯ͠ݕ஌ϓϩάϥϜΛهड़Մೳʹ͢ΔͨΊʹɼLLVMΛ༻͍ͯϓϩάϥϜม׵Λߦ͏ɽLinuxɼGPUυϥ
ΠόɼCUDAΛ༻͍ͯ GPUSentinelΛ࣮૷͠ɼҙਤతʹൃੜͤͨ͞ো֐͕ݕ஌Ͱ͖Δ͜ͱΛ֬ೝͨ͠ɽ
1. ͸͡Ίʹ
ۙ೥ɼ৘ใγεςϜ͸ػೳͷଟ༷Խɼେن໛γεςϜΛ
։ൃ͢Δٕज़ͷൃୡ౳ʹΑΓෳࡶԽ͖͍ͯͯ͠Δɽͦͷ݁
ՌɼγεςϜো֐ͷൃੜ΋૿Ճ܏޲ʹ͋Δɽେ͖ͳγες
Ϝো֐͚ͩͰ΋͜͜ 8೥ؒͰഒ૿͍ͯ͠Δ [1]ɽγεςϜ
ো֐͕ൃੜ͢ΔͱαʔϏε͕ఀࢭͯ͠͠·͍ɼαʔϏεఏ
ڙऀ΍γεςϜ؅ཧऀɼαʔϏεͷ಺༰ʹΑͬͯ͸Ϣʔβ
ʹ΋ଛࣦΛൃੜͤͯ͞͠·͏ɽͦ͜ͰɼଛࣦΛݮΒͨ͢Ί
ʹγεςϜো֐ΛͰ͖Δ͚ͩૣ͘ɼਖ਼֬ʹݕ஌͢Δඞཁ͕
͋Δɽ
ैདྷͷো֐ݕ஌ख๏ͱͯ͠ɼ؂ࢹର৅γεςϜͷ֎෦͔
Β؂ࢹΛߦ͏ख๏ͱ಺෦Ͱ؂ࢹΛߦ͏ख๏͕͋Δɽγες
Ϝͷ֎෦͔Β؂ࢹ͢Δ৔߹ɼϗετ΍αʔϏεʹର͢Δࢮ
׆؂ࢹΛߦͬͯো֐Λݕ஌͢Δͷ͕ҰൠతͰ͋Δɽ؂ࢹ
ର৅͕Ծ૝ϚγϯʢVMʣͷ৔߹ʹ͸ɼVMͷ֎ଆͰԾ૝
ϋʔυ΢ΣΞͷঢ়ଶΛ؂ࢹ͢Δ͜ͱ΋Ͱ͖Δɽ͜ͷख๏ʹ
͸γεςϜো֐࣌Ͱ΋؂ࢹ͕ߦ͑Δͱ͍͏ར఺͕͋Δ͕ɼ
ৄࡉͳγεςϜ৘ใͷऔಘ͕Ͱ͖ͳ͍ͱ͍͏ܽ఺͕͋Δɽ
ҰํɼγεςϜͷ಺෦Ͱ؂ࢹ͢Δ৔߹ɼOS্Ͱݕ஌ϓϩ
άϥϜΛಈ࡞ͤͨ͞Γ OSʹݕ஌ϓϩάϥϜΛ૊ΈࠐΜͩ
Γ͢Δ͜ͱʹͳΔɽ͜ͷख๏͸ɼγεςϜ಺෦ͷৄࡉͳ৘
ใΛ༻͍ͯਫ਼౓ͷߴ͍ো֐ݕ஌Λߦ͏͜ͱ͕Ͱ͖Δ͕ɼ؂
ࢹର৅γεςϜ಺Ͱݕ஌ϓϩάϥϜΛಈ࡞͍ͤͯ͞ΔͨΊ
ো֐ͷӨڹΛड͚΍͍͢ͱ͍͏ܽ఺͕͋Δɽ
ͦ͜ͰɼຊߘͰ͸؂ࢹର৅ϗετͷ GPU্Ͱݕ஌ϓϩ
1 ۝भ޻ۀେֶ
Kyushu Institute of Technology
άϥϜΛಈ࡞ͤͯ͞ো֐ݕ஌Λߦ͏γεςϜGPUSentinel
ΛఏҊ͢ΔɽGPU͸؂ࢹର৅γεςϜΛಈ࡞͍ͤͯ͞Δ
CPU΍ϝΠϯϝϞϦ͔Βಠཱͯ͠ϓϩάϥϜΛ࣮ߦ͢Δ͜
ͱ͕Ͱ͖ΔͨΊো֐ͷӨڹΛड͚ʹ͍͘ɽ·ͨɼ؂ࢹର৅
ϗετ಺෦Ͱಈ࡞͢ΔͨΊɼো֐ݕ஌ʹ OSϨϕϧͷৄࡉ
ͳ৘ใΛར༻ՄೳͰ͋ΔɽGPUSentinelͰ͸ɼো֐ݕ஌ͷ
ͨΊʹGPU্ͷݕ஌ϓϩάϥϜ͕ϝΠϯϝϞϦΛࢀর͠ɼ
OSͷσʔλΛղੳ͢ΔɽOSͷιʔείʔυΛ࠷େݶʹར
༻ͯ͠ݕ஌ϓϩάϥϜΛهड़Մೳʹ͢ΔͨΊʹɼLLVMΛ
༻͍ͯϓϩάϥϜม׵Λߦ͏ɽγεςϜʹؔ͢Δ༷ʑͳ৘
ใ͕ো֐ݕ஌ʹ͸ඞཁͱͳΔ͕ɼGPUͷଟ਺ͷίΞΛ༻
͍Δ͜ͱͰো֐ݕ஌ͷฒྻԽ͕ՄೳͰ͋Δɽ
զʑ͸ GPUSentinelΛ CUDAΛ༻͍࣮ͯ૷ͨ͠ɽϝΠ
ϯϝϞϦΛGPU͔ΒࢀরͰ͖ΔΑ͏ʹ͢ΔͨΊʹɼCUDA
ͷϚοϓτϝϞϦػೳΛ༻͍ͨɽϝΠϯϝϞϦશମΛGPU
ϝϞϦʹϚοϓͰ͖ΔΑ͏ʹ͢ΔͨΊʹɼLinuxΧʔωϧͱ
NVIDIAͷ GPUυϥΠόʹमਖ਼ΛՃ͑ͨɽ·ͨɼݕ஌ϓ
ϩάϥϜ͕ OSσʔλʹΞΫηε͢ΔࡍʹͦͷԾ૝ΞυϨ
εΛ GPUΞυϨεʹಁաతʹม׵͢ΔͨΊʹɼLLVMΛ
༻͍Δ LLViewϑϨʔϜϫʔΫΛ։ൃͨ͠ɽGPUSentinel
Λ༻͍ͯ CPUͷߴෛՙঢ়ଶ΍ϝϞϦރׇɼσουϩοΫ
Λݕ஌͢ΔϓϩάϥϜΛ࡞੒͠ɼҙਤతʹൃੜͤͨ͞ো֐
Λݕ஌Ͱ͖Δ͜ͱΛ֬ೝͨ͠ɽ
ҎԼɼ2 ষͰैདྷͷো֐ݕ஌ख๏ͷ໰୊఺ʹ͍ͭͯड़΂
Δɽ3 ষͰ GPUSentinelΛఏҊ͠ɼ4 ষͰͦͷ࣮૷ʹ͍ͭ
ͯड़΂Δɽ5 ষͰGPUSentinelΛ༻͍ͯಈ࡞͢Δݕ஌ϓϩ
άϥϜͷੑೳʹ͍ͭͯௐ΂࣮ͨݧʹ͍ͭͯड़΂Δɽ6 ষͰ
ؔ࿈ݚڀʹ৮Εɼ7 ষͰຊߘΛ·ͱΊΔɽ
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ਤ 1: ैདྷͷ؂ࢹख๏
2. ো֐ݕ஌
ۙ೥ɼ৘ใγεςϜ͸Ϋϥ΢υίϯϐϡʔςΟϯάͳͲ
ͷଟ༷ͳٕज़ΛऔΓೖΕΔ͜ͱͰଟػೳԽΛ࣮ݱ͓ͯ͠
ΓɼγεςϜߏ଄͕ෳࡶԽ͍ͯ͠Δɽͦͷ݁ՌɼγεςϜ
ো֐ͷൃੜ݅਺΋೥ʑ૿Ճ͖͍ͯͯ͠Δ [1]ɽγεςϜো
֐͕ൃੜ͢ΔͱαʔϏεఏڙऀ΍γεςϜ؅ཧऀɼϢʔβ
ʹେ͖ͳଛࣦ͕ੜͯ͡͠·͏ɽΦϯϥΠϯόϯΩϯάΛఏ
ڙ͢ΔγεςϜΛྫʹڍ͛ΔͱɼγεςϜʹো֐͕ൃੜ͠
ͨ৔߹ɼαʔϏεఏڙऀ͸ো֐͔Β෮چ͢Δ·ͰརӹΛಘ
ΒΕͳ͘ͳΔɽ·ͨɼγεςϜ؅ཧऀ͸ো֐ͷݪҼΛಛఆ
ͯ͠γεςϜΛ෮چ͠ͳ͚Ε͹ͳΒͳ͍ɽγεςϜͷϢʔ
βʹ΋औҾ͕Ͱ͖ͳ͍͜ͱʹΑΔଛࣦ͕ൃੜ͢ΔՄೳੑ͕
͋Δɽ
͜ͷΑ͏ͳଛࣦΛܰݮ͢ΔͨΊʹ͸ɼো֐͔Βૉૣ͘෮
چ͠αʔϏεఏڙΛ࠶։͢Δ͜ͱ͕ॏཁͰ͋ΔɽͦͷͨΊ
ʹ͸ো֐ΛͰ͖Δ͚ͩૣ͘ݕ஌͢Δඞཁ͕͋ΔɽՄೳͰ͋
Ε͹ɼো֐ʹΑͬͯαʔϏε͕ఏڙͰ͖ͳ͘ͳΔલʹ༧ஹ
Λݕ஌͢Δͷ͕๬·͍͠ɽ·ͨɼো֐ΛͰ͖Δ͚ͩਖ਼֬ʹ
ݕ஌͢Δ͜ͱ΋ඞཁͰ͋Δɽো֐Λޡݕ஌ͯ͠͠·͏ͱγ
εςϜ؅ཧऀ͕ൃੜ͍ͯ͠ͳ͍ো֐ͷݪҼΛௐࠪ͠ͳ͚Ε
͹ͳΒͣɼαʔϏεΛఀࢭͤ͞ͳ͚Ε͹ͳΒͳ͘ͳΔ৔߹
΋͋ΔͨΊͰ͋Δɽͦͷ݁ՌɼαʔϏεఏڙऀ΍Ϣʔβͷ
ଛࣦʹͭͳ͕ͬͯ͠·͏ɽ
ैདྷͷγεςϜͷ؂ࢹํ๏ͱͯ͠ɼਤ 1ͷΑ͏ʹ؂ࢹର
৅γεςϜͷ֎෦͔Β؂ࢹ͢Δํ๏ͱ಺෦Ͱ؂ࢹ͢Δํ๏
͕͋Δɽ؂ࢹର৅γεςϜͷ֎෦͔ΒωοτϫʔΫܦ༝Ͱ
؂ࢹ͢Δྫͱͯ͠ɼ؂ࢹର৅ϗετͷࢮ׆؂ࢹΛߦ͏ํ๏
΍؂ࢹର৅γεςϜ͕ఏڙ͍ͯ͠ΔωοτϫʔΫαʔϏ
εʹఆظతʹ઀ଓ͢Δख๏͕͋͛ΒΕΔɽޙऀͷख๏Ͱ͸
αʔϏε୯ҐͰਖ਼ৗʹಈ࡞͍ͯ͠Δ͔Ͳ͏͔Λ֬ೝͰ͖
Δɽ͜ΕΒͷख๏ͷར఺͸ɼ؂ࢹର৅γεςϜͷ಺෦ʹґ
ଘ͢Δ͜ͱͳ͘ϒϥοΫϘοΫεͱͯ͠ো֐ݕ஌͕Ͱ͖Δ
͜ͱͰ͋Δɽ͔͠͠ɼ؂ࢹର৅γεςϜͷ಺෦ঢ়ଶ͸Θ͔
Βͳ͍ͨΊɼো֐ൃੜ࣌ʹৄࡉͳ৘ใΛऔಘ͢Δͷ͕೉͠
͍ɽͦͷͨΊɼԠ౴͕ͳ͍࣌ʹͲͷΑ͏ͳো֐͕ൃੜͯ͠
͍Δ͔͕Θ͔Βͳ͍ͱ͍͏఺͕ܽ఺Ͱ͋Δɽ
؂ࢹର৅γεςϜ͕ VM಺Ͱಈ࡞͍ͯ͠Δ৔߹͸ɼVM
ͷ֎ଆͰΑΓৄࡉͳ৘ใΛऔಘ͢Δ͜ͱ͕ՄೳͰ͋Δɽݕ
஌γεςϜ͸Ծ૝ԽγεςϜ͔Β VMͷԾ૝ϋʔυ΢ΣΞ
ͷঢ়ଶΛऔಘ͢Δ͜ͱ͕Ͱ͖ɼͦͷ৘ใΛো֐ݕ஌ʹར༻
͢Δ͜ͱ͕Ͱ͖Δɽྫ͑͹ɼVMͷ CPU࢖༻཰ɼσΟε
ΫΞΫηεྔɼωοτϫʔΫύέοτ਺ͳͲΛऔಘ͢Δ͜
GPU
CPU
??????
CPU
??????GPU
??
????????
ਤ 2: GPUSentinel ͷγεςϜߏ੒
ͱͰҟৗΛݕ஌͠΍͘͢ͳΔɽ͔͠͠ɼͦΕҎ্ͷৄࡉͳ
৘ใ͸ಘΒΕͣɼ͜ΕΒͷ৘ใΛར༻Ͱ͖Δͷ͸ VMΛ࢖
༻͍ͯ͠Δ৔߹ʹݶΒΕΔɽ
Ұํɼ؂ࢹର৅γεςϜͷ಺෦Ͱ؂ࢹ͢Δ৔߹ɼݕ஌ϓ
ϩάϥϜΛ OSʹ૊ΈࠐΜͰಈ࡞ͤͨ͞ΓɼOS্Ͱಈ࡞
ͤͯ͞ OS͔Β৘ใΛऔಘͨ͠Γ͢ΔɽͦͷͨΊɼݕ஌ϓ
ϩάϥϜ͕γεςϜ಺෦ͷৄࡉͳ৘ใΛར༻͢Δ͜ͱ͕Ͱ
͖ɼΑΓਫ਼౓ͷߴ͍ো֐ݕ஌Λߦ͏͜ͱ͕Ͱ͖Δɽ͔͠͠ɼ
؂ࢹର৅γεςϜͷ OSʹো֐͕ൃੜͨ͠৔߹ʹݕ஌γε
ςϜ͕ਖ਼ৗʹػೳ͠ͳ͘ͳͬͨΓɼػೳΛఀࢭͨ͠Γ͢Δ
Մೳੑ͕ߴ͍ɽྫ͑͹ɼγεςϜͷϝϞϦ͕଍Γͳ͘ͳͬ
ͨ৔߹ʹ͸ݕ஌ϓϩάϥϜ͕ڧ੍ऴྃͤ͞ΒΕΔ৔߹͕͋
Δɽ·ͨɼ؂ࢹର৅γεςϜͱಉ͡ϗετͰݕ஌ϓϩάϥ
ϜΛ࣮ߦ͢ΔͨΊɼγεςϜશମͷੑೳ௿ԼΛҾ͖ى͜͢
Մೳੑ΋͋Δɽ
3. GPUSentinel
ຊߘͰ͸؂ࢹର৅ϗετʹ౥ࡌ͞Εͨ GPU্Ͱݕ஌ϓ
ϩάϥϜΛಈ࡞ͤͯ͞γεςϜΛ؂ࢹ͠ɼো֐Λݕ஌͢Δ
γεςϜ GPUSentinelΛఏҊ͢ΔɽγεςϜͷ֓ཁਤΛ
ਤ 2ʹࣔ͢ɽGPUSentinelͰ͸ɼݕ஌ϓϩάϥϜ͸ো֐͕
ൃੜ͢ΔલͷγεςϜىಈ࣌ʹ։࢝͞ΕɼGPUΛ઎༗͠
ͯࣗ཯తʹಈ࡞͢Δɽ؂ࢹର৅γεςϜ͕ GPUΛ࢖͏৔
߹Ͱ΋ɼผ్ɼGPUΛ༻ҙ͢Δ͜ͱͰ GPUSentinel͕ར
༻ՄೳͰ͋ΔɽGPU͔ΒγεςϜΛ؂ࢹ͢ΔͨΊʹɼݕ
஌ϓϩάϥϜ͸γεςϜͷϝΠϯϝϞϦ্ͷ OSσʔλΛ
ղੳ͢Δɽ͜ΕʹΑΓɼOSϨϕϧͷৄࡉͳ৘ใΛར༻͠
ͯਫ਼౓ͷߴ͍ো֐ݕ஌Λߦ͏͜ͱ͕ՄೳͱͳΔɽݕ஌ϓϩ
άϥϜʹΑͬͯো֐ͱ൑அ͞Εͨ৔߹͸؅ཧऀʹো֐ൃੜ
Λ௨஌͢Δɽ
GPU͸؂ࢹର৅γεςϜ͕ಈ࡞͍ͯ͠Δ CPU΍ϝΠ
ϯϝϞϦ͔Βಠཱͯ͠ಈ࡞͢ΔͨΊɼγεςϜো֐͕ൃੜ
ͯ͠΋ GPU্ͷݕ஌ϓϩάϥϜ͸ಈ࡞͠ଓ͚ΔՄೳੑ͕
ߴ͍ɽGPUͰγεςϜͷ؂ࢹΛߦ͏͜ͱʹΑΓɼϝϞϦ
΍ PCI ExpressͷଳҬʹӨڹΛ༩͑ΔՄೳੑ͸͋Δ΋ͷ
ͷɼCPUੑೳʹ͸ӨڹΛ༩͑ͳ͍Α͏ʹ͢Δ͜ͱ͕Ͱ͖
Δɽ·ͨɼGPU͸ଟ਺ͷԋࢉίΞΛ༗͍ͯ͠ΔͨΊɼಉ
࣌ʹෳ਺ͷ؂ࢹॲཧΛߦ͏͜ͱ͕ՄೳͰ͋Δɽ͜ͷಛ௃ʹ
ΑΓɼ͞·͟·ͳো֐ͷ༧ஹΛฒྻͯ͠ௐ΂Δ͜ͱ͕Ͱ͖
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ΔɽͦΕͧΕͷ؂ࢹॲཧʹ͍ͭͯ΋ෳ਺ͷίΞΛ༻͍ͯฒ
ྻԽ͢Δ͜ͱͰߴ଎Խ͢Δ͜ͱ͕Ͱ͖Δɽ
GPU ্ͷݕ஌ϓϩάϥϜ͸ϝΠϯϝϞϦʹ֨ೲ͞Ε
͍ͯΔσʔλ͔Βݟ͚ͭΒΕΔো֐Λݕ஌ՄೳͰ͋Δɽ
GPUSentinel Ͱݕ஌Մೳͳো֐ͷྫͱͯ͠ɼγεςϜϦ
ιʔεͷރׇʹΑΔো֐͕ڍ͛ΒΕΔɽϝϞϦΛେྔʹ࢖
༻͢Δϓϩηε͕͋ͬͨΓɼϝϞϦϦʔΫΛىͨ͜͠Γ͠
͍ͯΔ৔߹ʹ͸ϝϞϦΛ֬อͰ͖ͳ͘ͳΔɽ·ͨɼγες
Ϝٌ͕ծঢ়ଶʹؕͬͨ͜ͱʹΑΔো֐΋ݕ஌ՄೳͰ͋Δɽ
εϐϯϩοΫʹΑͬͯ͢΂ͯͷ CPU͕σουϩοΫͨ͠
৔߹ʹ͸ OS͕ಈ࡞Λఀࢭ͢Δɽ͜ͷΑ͏ͳো֐Λݕ஌͢
ΔͨΊʹɼGPUSentinelͷݕ஌ϓϩάϥϜ͸ OS಺ͷۭ͖
ϝϞϦ༰ྔ΍࢖ΘΕͨ CPU࣌ؒΛௐ΂Δ͜ͱ͕Ͱ͖Δɽ
ͦͯ͠ɼ͜ΕΒͷ஋͕ᮢ஋ΛԼճͬͨΓ௒͑ͨΓͨ͠৔߹
ʹো֐ͱͯ͠ݕ஌͢Δ͜ͱ͕Ͱ͖Δɽͨͩ͠ɼGPU͸ϝ
ΠϯϝϞϦҎ֎ʹ͸ΞΫηεͰ͖ͳ͍ͨΊɼͦͷଞͷϋʔ
υ΢ΣΞো֐ͷݕ஌͸೉͍͠ɽ
GPUSentinelͰ͸ɼݕ஌ϓϩάϥϜͷ։ൃΛࢧԉ͢Δͨ
ΊʹɼLLVMΛ༻͍ͨϓϩάϥϜม׵Λߦ͏ɽGPU্ͷ
ݕ஌ϓϩάϥϜ͕ϝΠϯϝϞϦ্ͷ OSσʔλΛղੳ͢Δ
ࡍʹ͸ɼOSͷԾ૝ΞυϨε͔ΒGPUΞυϨεʹΞυϨε
ม׵Λߦ͏ඞཁ͕͋Δɽ͔͠͠ɼݕ஌ϓϩάϥϜʹΞυϨ
εม׵ͷॲཧΛهड़͢Δͷ͸൥ࡶͰ͋Δɽͦ͜ͰɼLLVM
Λ༻͍ͯݕ஌ϓϩάϥϜΛίϯύΠϧ͠ɼதؒදݱΛม
׵͢Δ͜ͱͰಁաతʹΞυϨεม׵Λߦ͏ɽ͜ΕʹΑΓɼ
OSͷιʔείʔυΛ࠷େݶʹར༻ͯ͠ɼݕ஌ϓϩάϥϜ
ΛΧʔωϧϞδϡʔϧͷΑ͏ʹهड़͢Δ͜ͱ͕Ͱ͖Δɽ
GPUSentinel͸ݕ஌ͨ͠ো֐Λ؅ཧऀʹ௨஌͢ΔػߏΛ
ఏڙ͢Δɽো֐ൃੜ࣌ʹ͸ OS͕ఀࢭ͍ͯ͠ΔՄೳੑ͕͋
ΔͨΊɼOSͷػೳΛ༻͍Δ௨஌ػߏ͸ར༻Ͱ͖Δอূ͕ͳ
͍ɽͦ͜ͰɼGPUSentinel͸ GPU͔ΒϝΠϯϝϞϦ্ͷ
VRAMྖҬʹ஋Λॻ͖ࠐΉ͜ͱͰը໘ʹจࣈ΍ը૾Λग़
ྗ͢ΔɽIPMIͷϦϞʔτίϯιʔϧػೳ΍ KVMεΠο
νΛར༻͢Δ͜ͱͰϦϞʔτϗετͰ௨஌Λड͚औΔ͜ͱ
͕Ͱ͖Δɽड৴ͨ͠ը໘ͷը૾ॲཧΛߦ͏͜ͱͰ௨஌಺༰
ͷಡΈऔΓΛࣗಈԽ͢Δ͜ͱ΋Ͱ͖Δɽͳ͓ɼGPUDirect
RDMAΛαϙʔτͨ͠GPUͱ RDMAରԠωοτϫʔΫ
͕ར༻ՄೳͰ͋Ε͹ɼGRASS[2]Λ༻͍ͯ௨஌Λ؅ཧऀʹ
ૹΔ͜ͱ͕Ͱ͖ΔɽGRASSͰ͸ GPUͱϦϞʔτϗετ
͕௚઀௨৴Λߦ͏ͨΊɼը໘ʹ͸දࣔͰ͖ͳ͍ৄࡉͳ৘ใ
Λ؅ཧऀʹ௨஌ՄೳͰ͋Δɽ
4. ࣮૷
զʑ͸ Linux 4.4ͱ NVIDIAυϥΠό 375.66ʹमਖ਼Λ
Ճ͑ɼCUDA 8.0ͱ LLVM 5.0Λ༻͍ͯ GPUSentinelΛ
࣮૷ͨ͠ɽ
??????
GPU
??????
OS????
??????
????????????????????
ਤ 3: ϚοϓτϝϞϦΛ༻͍ͨϝΠϯϝϞϦͷϚοϐϯά
4.1 ϝΠϯϝϞϦͷϚοϐϯά
GPUSentinelͰ͸ CUDA͕ఏڙ͢ΔϚοϓτϝϞϦػ
ೳΛ༻͍ͯ GPUଆ͔Βࣗ཯తʹϝΠϯϝϞϦʹΞΫηε
Ͱ͖ΔΑ͏ʹ͢ΔɽϚοϓτϝϞϦ͸ϓϩηεͷϝϞϦ
ϖʔδΛ GPUͷΞυϨεۭؒʹϚοϓͯ͠ɼGPU্ͷ
ϓϩάϥϜʢGPUΧʔωϧʣ͔ΒࢀরՄೳʹ͢ΔػೳͰ
͋ΔɽϚοϓͨ͠ྖҬʹ GPUΧʔωϧ͕ΞΫηε͢Δͱ
ಁաతʹ DMAసૹ͕ߦΘΕΔɽো֐͕ൃੜ͢ΔલʹϝΠ
ϯϝϞϦΛ GPUΞυϨεۭؒʹϚοϓ͓ͯ͘͜͠ͱʹΑ
Γɼো֐ʹΑΓγεςϜ͕ػೳ͠ͳ͘ͳͬͯ΋ GPUΧʔ
ωϧ͸ϝΠϯϝϞϦΛࢀর͢Δ͜ͱ͕Ͱ͖Δɽ
ϚοϓτϝϞϦػೳΛར༻͢ΔͨΊʹɼGPUSentinel͸
·ͣɼਤ 3 ͷΑ͏ʹϝΠϯϝϞϦΛϓϩηεͷΞυϨε
ۭؒʹϚοϓ͢Δɽ͜Ε͸ CUDAͰ͸ϓϩηεͷϝϞϦ
ϖʔδ͔͠ GPUΞυϨεۭؒʹϚοϓͰ͖ͳ͍ͨΊͰ͋
ΔɽϚοϓͨ͠ϝΠϯϝϞϦΛ GPUΞυϨεۭؒʹϚο
ϓ͢Δࡍʹ͸ɼϖʔδΞ΢τ͞Εͳ͍Α͏ʹCUDAʹΑͬ
ͯ͢΂ͯͷϝϞϦϖʔδ͕ϐϯཹΊ͞ΕΔɽͦͷͨΊɼ୯
७ʹϝΠϯϝϞϦશମΛϓϩηεʹϚοϓ͢Δͱγες
Ϝͷۭ͖ϝϞϦ͕ͳ͘ͳΔɽϓϩηεʹϚοϓͨ͠ϝϞϦ
ϖʔδ͕͢΂ͯϩοΫ͞Εͯ࢖༻தʹͳΔͨΊͰ͋Δɽ
ͦ͜ͰɼGPUSentinelͰ͸ LinuxΧʔωϧͷϝϞϦ؅ཧ
ʹमਖ਼ΛՃ͑ɼ/dev/pmemͱ͍͏ಛघͳσόΠεϑΝΠ
ϧΛఏڙ͢ΔΑ͏ʹͨ͠ɽ͜ͷσόΠεϑΝΠϧ͸mmap
γεςϜίʔϧͰϚοϓ͞ΕΔ࣌ʹɼϝϞϦϖʔδͷࢀর
Χ΢ϯλΛ૿΍͞ͳ͍Α͏ʹ͢Δ͜ͱͰɼϝϞϦ͕࢖༻த
ʹͳΒͳ͍Α͏ʹ͢ΔɽGPUSentinelͰ͸ɼϓϩηεࣗ਎
͕Ϛοϓ͞ΕͨϝϞϦΛ࢖༻͢ΔΘ͚Ͱ͸ͳ͍ͷͰɼϝϞ
ϦϖʔδͷࢀরΧ΢ϯλ͕ 0 Ͱ΋໰୊ʹ͸ͳΒͳ͍ɽ·
ͨɼ͜ͷΑ͏ʹͯ͠Ϛοϓ͞ΕͨϝϞϦϖʔδΛϐϯཹΊ
͢Δࡍʹ΋ϩοΫΛߦΘͳ͍Α͏ʹ͢Δɽ
͜ͷΑ͏ʹͯ͠Ϛοϓͨ͠ޙͰɼϐϯཹΊ͞ΕͨϝϞϦ
ϖʔδʹରͯ͠ϐϯཹΊΛਖ਼ৗʹղআ͠ɼΞϯϚοϓͰ͖
ΔΑ͏ʹ͢ΔͨΊʹɼLinuxΧʔωϧ͚ͩͰͳ͘ NVIDIA
υϥΠόʹ΋मਖ਼ΛՃ͑ͨɽ௨ৗɼϐϯཹΊΛղআ͢Δࡍ
ʹ͸ϝϞϦϖʔδ͕ΞϯϩοΫ͞ΕΔ͕ɼ/dev/pmemΛ
Ϛοϓͨ͠৔߹ʹ͸ΞϯϩοΫ͠ͳ͍Α͏ʹ͢Δɽ·ͨɼ
ΞϯϚοϓ͢Δࡍʹ͸ࢀরΧ΢ϯλ͕ݮΒ͞ΕΔͨΊɼಉ
༷ʹࢀরΧ΢ϯλΛมߋ͠ͳ͍Α͏ʹ͢ΔɽNVIDIAυϥ
Πόͷେ෦෼͸ιʔείʔυ͕ඇެ։Ͱ͋Δ͕ɼϝϞϦΛ
ϐϯཹΊ͢Δ෦෼͸ެ։͞Ε͍ͯΔͨΊɼͦͷ෦෼͚ͩΛ
मਖ਼ͨ͠ɽ
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ਤ 4: ΞυϨεม׵ͷྲྀΕ
CUDA ͷϚοϓτϝϞϦػೳͷ੍ݶΛճආ͢ΔͨΊ
ʹɼGPUSentinel͸ sysinfoγεςϜίʔϧͷِ૷Λߦ͏ɽ
CUDAͰ͸ϝΠϯϝϞϦશମͷαΠζΑΓগ͠খ͞ͳα
ΠζͷϝϞϦ͔͠ GPUΞυϨεۭؒʹϚοϓ͢Δ͜ͱ͕
Ͱ͖ͳ͍ɽ͜Ε͸͢΂ͯͷϝϞϦϖʔδΛϐϯཹΊͨ݁͠
ՌɼγεςϜ͕ಈ࡞͠ͳ͘ͳΔͷΛ๷͙ͨΊͩͱߟ͑ΒΕ
Δ͕ɼGPUSentinel͸࣮ࡍʹ͸ϝϞϦϖʔδͷϐϯཹΊΛ
ߦΘͳ͍ͨΊෆཁͳ੍ݶͰ͋Δɽͦ͜ͰɼCUDAϓϩάϥ
ϜΛىಈ͢Δ࣌ʹ͚ͩ LD PRELOADΛ༻͍ͯ sysinfoγ
εςϜίʔϧΛϑοΫ͠ɼϝΠϯϝϞϦͷαΠζͱͯ͠গ
͠େ͖͍஋Λฦ͢͜ͱͰϝΠϯϝϞϦશମΛϚοϓՄೳʹ
ͨ͠ɽ
4.2 ࣗಈΞυϨεม׵
GPU্Ͱಈ࡞͢Δݕ஌ϓϩάϥϜ͸ϝΠϯϝϞϦ͔Β
OSͷσʔλΛऔಘ͢ΔࡍʹΞυϨεΛม׵͢Δඞཁ͕͋
Δɽݕ஌ϓϩάϥϜ͸Ծ૝ΞυϨεΛ༻͍ͯ OSͷσʔλ
ʹΞΫηε͢Δ͕ɼԾ૝ΞυϨεͷ··Ͱ͸ GPUΞυϨ
εۭؒʹϚοϓ͞ΕͨϝΠϯϝϞϦʹ͸ΞΫηεͰ͖ͳ͍
ͨΊɼGPUΞυϨεʹม׵͔ͯ͠ΒΞΫηεΛߦ͏ɽͦ
ͷͨΊʹɼਤ 4ͷΑ͏ʹɼ·ͣϝΠϯϝϞϦ্ʹ͋Δ OS
ͷϖʔδςʔϒϧΛ༻͍ͯԾ૝ΞυϨεΛ෺ཧΞυϨεʹ
ม׵͠ɼͦΕΛ GPUΞυϨεʹม׵͢Δ͜ͱʹͳΔɽ͜
ͷΞυϨεม׵Λݕ஌ϓϩάϥϜ͕σʔλΛऔಘ͢Δͨͼ
ʹهड़͢Δͷ͸৑௕͔ͭ൥ࡶͰ͋Δɽ
ͦ͜Ͱɼ͜ͷΞυϨεม׵Λಁաతʹߦ͑ΔΑ͏ʹ͢Δ
ϑϨʔϜϫʔΫͰ͋Δ LLViewΛ։ൃͨ͠ɽLLView͸ݕ
஌ϓϩάϥϜΛ LLVMΛ༻͍ͯίϯύΠϧ͠ɼੜ੒͞Εͨ
தؒදݱΛม׵͢Δ͜ͱͰࣗಈΞυϨεม׵Λ࣮ݱ͢Δɽ
LLVM ͷதؒදݱͰ͸ɼϝϞϦ͔ΒσʔλΛಡΈࠐΉՕ
ॴͰ load໋ྩ͕࢖༻͞ΕΔɽ͜ͷ load໋ྩͷ௚લͰΞ
υϨεม׵Λߦ͏ؔ਺Λݺͼग़͠ɼม׵͞ΕͨΞυϨεΛ
༻͍ͯ load໋ྩΛ࣮ߦ͢ΔΑ͏ʹ໋ྩΛஔ͖׵͑ΔɽΞ
υϨεม׵Λߦ͏ؔ਺͸Ҿ਺ͷΞυϨε͕ OSΧʔωϧͷ
ΞυϨεͰ͸ͳ͍৔߹ʹ͸౉͞ΕͨΞυϨεΛͦͷ··ฦ
͢ɽ͜ΕʹΑΓɼϚοϓ͞ΕͨϝΠϯϝϞϦʹΞΫηε͢
Δ࣌Ҏ֎͸ GPUͷϩʔΧϧϝϞϦʹΞΫηε͢Δ͜ͱ͕
Ͱ͖Δɽ
#include <linux/sched.h>
void follow_proc_list()
{
struct task_struct *p;
p= &init_task;
do {
printf("pid: %d\n", p->pid);
printf("comm: %s\n", kstr(&p->comm));
p = list_entry(p->tasks.next,
struct task_struct, tasks);
} while (p != &init_task);
}
ਤ 5: ϓϩηεϦετΛͨͲΔݕ஌ϓϩάϥϜ
LLView͸தؒදݱͷม׵ʹ PassΛ༻͍ΔɽPass͸த
ؒදݱʹରͯ͠࠷దԽΛࢪͨ͢Ίͷ LLVMͷ࢓૊ΈͰ͋
ΔɽLLView͸தؒදݱதʹ load໋ྩΛݟ͚ͭΔͱɼϝϞ
Ϧ͔ΒͷಡΈࠐΈΛߦ͓͏ͱ͍ͯ͠Δม਺ͱͦͷܕΛऔಘ
͢Δɽͦͯ͠ɼͦΕΒͷ৘ใΛ༻͍ͯΞυϨεม׵Λߦ͏
g mapؔ਺Λݺͼग़໋͢ྩΛੜ੒͠ɼload໋ྩͷ௚લʹૠ
ೖ͢Δɽ·ͨɼݕ஌ϓϩάϥϜ͕ OSΧʔωϧ಺ͷάϩʔ
όϧม਺ʹΞΫηεͰ͖ΔΑ͏ʹ͢ΔͨΊʹɼLLView͸
தؒදݱʹ͓͚ΔΧʔωϧม਺ΛΧʔωϧ಺Ͱ༻͍ΒΕͯ
͍ΔԾ૝ΞυϨεʹஔ׵͢ΔɽLinuxͷ৔߹ɼΧʔωϧม
਺ͱԾ૝ΞυϨεͷରԠ͸ System.mapϑΝΠϧ͔Βऔಘ
Ͱ͖Δɽ
4.3 ݕ஌ϓϩάϥϜͷ։ൃ
GPUSentinelͰ͸ɼݕ஌ϓϩάϥϜ͸ LinuxΧʔωϧͷ
ϔομϑΝΠϧΛ༻͍ͯΧʔωϧϞδϡʔϧͷΑ͏ʹهड़
͢Δɽਤ 5 ͸ϓϩηεϦετΛͨͲͬͯ৘ใΛऔಘ͢Δ
ݕ஌ϓϩάϥϜͷྫͰ͋Δɽ͜ͷίʔυ͸Χʔωϧม਺ͷ
init taskΛ։࢝఺ͱͯ͠॥؀ϦετΛͨͲΓͳ͕Βɼϓ
ϩηε IDͱϓϩηε໊Λද͍ࣔͯ͠Δɽ͜͜Ͱɼϓϩη
ε໊͸ kstrؔ਺Λ༻͍ͯ໌ࣔతʹΞυϨεม׵Λߦͬͯ
͍Δɽ͜Ε͸ɼจࣈྻ͕จࣈྻܕͷϙΠϯλͰ͋ΔͨΊɼ
LLViewͰ͸ࣗಈΞυϨεม׵͕ߦΘΕͳ͍ͨΊͰ͋Δɽ
ݕ஌ϓϩάϥϜ͸ GPU্Ͱಈ࡞͢Δ CUDAͷσόΠ
είʔυͱͯ͠ CݴޠͰهड़͞ΕΔɽ௨ৗɼCUDAϓϩ
άϥϜ͸σόΠείʔυͱ CPU্Ͱಈ࡞͢Δϗετίʔ
υͷ྆ํΛC++Ͱهड़͢Δɽ͔͠͠ɼLinuxͷιʔείʔ
υ͸ CݴޠͰهड़͞Ε͍ͯΔͨΊɼͦΕΛར༻ͯ͠هड़͠
ͨσόΠείʔυΛ C++Ͱͦͷ··ίϯύΠϧ͢Δͷ͸
೉͍͠ɽྫ͑͹ɼC++ͷ༧໿ޠͱ Cݴޠͷม਺໊͕িಥ
ͨ͠ΓɼCݴޠͰ͸ෆཁͳܕΩϟετ͕ඞཁͱ͞ΕͨΓɼ
voidܕͷϙΠϯλԋࢉ͕ߦ͑ͳ͔ͬͨΓ͢Δɽ
LLViewͰ͸ɼσόΠείʔυΛ Cݴޠͱͯ͠ίϯύΠ
ϧͰ͖ΔΑ͏ʹ clangʹमਖ਼ΛՃ͑ͨɽclangͰ͸ϓϩά
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ਤ 6: LLView Λ༻͍ͨίϯύΠϧͷྲྀΕ
ϥϜͷछྨ͝ͱʹίϯύΠϧʹ༻͍Δن͕֨ఆٛ͞Ε͍ͯ
ΔͨΊɼCUDAϓϩάϥϜ͕ C90ͱGCC֦ுΛ༻͍ͯί
ϯύΠϧ͞ΕΔΑ͏ʹͨ͠ɽLLViewΛ༻͍ͯ CUDAϓϩ
άϥϜΛίϯύΠϧ͢ΔྲྀΕ͸ਤ 6ͷΑ͏ʹͳΔɽ·ͣɼ
σόΠείʔυΛमਖ਼ΛՃ͑ͨ clangͰίϯύΠϧ͠ɼத
ؒදݱ͕֨ೲ͞ΕͨϏοτίʔυΛੜ੒͢Δɽ͜ͷϏοτ
ίʔυʹରͯ͠ optͰ PassΛద༻ͯ͠ϓϩάϥϜม׵Λ
ߦ͏ɽଓ͍ͯɼllcΛ༻͍ͯม׵ޙͷϏοτίʔυ͔ΒΞη
ϯϒϦίʔυΛੜ੒͠ɼCUDAͷ ptxas͓Αͼ fatbinary
Λ༻͍ͯϑΝοτόΠφϦͱݺ͹ΕΔຒΊࠐΈՄೳͳόΠ
φϦΛੜ੒͢Δɽ࠷ޙʹɼϗετίʔυΛඪ४ͷ clang++
ͰίϯύΠϧͯ͠ΦϒδΣΫτϑΝΠϧΛੜ੒͠ɼͦΕ
ʹϑΝοτόΠφϦΛຒΊࠐΜͰ CUDAόΠφϦΛੜ੒
͢Δɽ
CUDA͕σόΠείʔυʹରͯ͠ఏڙ͍ͯ͠Δม਺΍
ؔ਺ʹ͍ͭͯɼLLView͸ Cݴޠͷϥούʔؔ਺Λఏڙ͢
Δɽ͜Ε͸ɼLLViewͰ͸σόΠείʔυΛ Cݴޠͱͯ͠
ίϯύΠϧ͢ΔͨΊɼC++Ͱ࣮૷͞Ε͍ͯΔ CUDAͷม
਺΍ؔ਺Λͦͷ··ར༻͢Δ͜ͱ͕Ͱ͖ͳ͍ͨΊͰ͋Δɽ
ྫ͑͹ɼGPUΧʔωϧͰҰҙͳεϨου IDΛಘΔʹ͸ɼ
ϒϩοΫ಺ͷεϨου਺Λฦ͢ blockDimม਺ͱϒϩοΫ
಺ͷεϨουΠϯσοΫεΛฦ͢ threadIdxม਺͕ඞཁ
Ͱ͋Δɽͦ͜Ͱɼ͜ΕΒΛجʹεϨου IDΛฦ͢ Cݴޠ
ͷ get thread idؔ਺Λ༻ҙͨ͠ɽ·ͨɼഉଞతʹϝϞϦ
ΞΫηεΛ͢Δࡍʹ༻͍ΒΕΔ threadfenceؔ਺ʹ͍ͭ
ͯ͸ gs threadfenceؔ਺Λ༻ҙͨ͠ɽ
4.4 ݕ஌ϓϩάϥϜͷྫ
GPUSentinel Λ༻͍ͯγεςϜϦιʔεͷރׇ͓Αͼ
σουϩοΫΛݕ஌͢Δݕ஌ϓϩάϥϜΛ࡞੒ͨ͠ɽো֐
Λݕ஌͢ΔͨΊͷᮢ஋͸͢΂࣮ͯߦ؀ڥ͝ͱʹνϡʔχϯ
ά͕ඞཁͳύϥϝʔλͰ͋Δɽ
4.4.1 CPUͷߴෛՙঢ়ଶͷݕ஌
͜ͷݕ஌ϓϩάϥϜ͸ҎԼͷܭࢉࣜΛ༻͍ͯ 1ඵ͝ͱʹ
֤ CPUͷ࢖༻཰Λܭଌ͢Δɽ
cpurate =
user + sys+ nice
jiffies
(1)
user͸લճͷଌఆҎ߱ʹϓϩηεͷϢʔβۭؒͰͷ࣮ߦʹ
༻͍ΒΕͨ CPU࣌ؒɼsys͸લճͷଌఆҎ߱ʹΧʔωϧ
ۭؒͰͷ࣮ߦʹ༻͍ΒΕͨ CPU࣌ؒɼnice͸લճͷଌఆ
Ҏ߱ʹ༏ઌ౓Λ্͛ͨϓϩηεͷ࣮ߦʹ༻͍ΒΕͨ CPU
࣌ؒɼjiffies͸લճͷଌఆ͔Βܦաͨ࣌ؒ͠Ͱ͋Δɽͦ
ΕͧΕͷ CPU࣌ؒ͸ CPU͝ͱʹ Linuxͷ kcpustat cpu
ϚΫϩΛར༻ͯ͠औಘ͠ɼjiffiesͷ஋͸ LinuxΧʔωϧ
಺ͷ jiffiesม਺͔Βऔಘ͢Δɽ
͢΂ͯͷ CPUͷ࢖༻཰͕ 90%Λ௒͑Δঢ়ଶ͕ 5ඵҎ্
ܧଓͨ͠৔߹ɼҟৗͱ൑அͯ͠ΑΓৄࡉͳϓϩηε͝ͱͷ
CPU࢖༻཰Λܭଌ͢Δɽͦͷܭࢉࣜʹ͸
process cpurate =
∑n
i=0 useri +
∑n
i=0 sysi
jiffies
(2)
Λ༻͍Δɽn͸૯ϓϩηε਺ɼuseri͸ϓϩηε i͕લճͷ
ଌఆҎ߱ʹϢʔβۭؒͰফඅͨ͠ CPU࣌ؒɼsysi ͸ϓϩ
ηε i͕લճͷଌఆҎ߱ʹΧʔωϧۭؒͰফඅͨ͠ CPU
࣌ؒͰ͋Δɽuseriɼsysi ͸ͦΕͧΕ task structߏ଄ମ
Λ༻͍ͯ LinuxΧʔωϧͷ task cputime adjustedؔ਺
ͱಉ͡ॲཧΛߦ͏͜ͱͰऔಘ͢Δɽଌఆͨ͠ϓϩηεͷ࢖
༻཰Λߴ͍ॱʹιʔτ͠ɼো֐ൃੜΛͦͷݪҼͱͱ΋ʹ؅
ཧऀʹ௨஌͢Δɽ
4.4.2 ϝϞϦͷރׇͷݕ஌
͜ͷݕ஌ϓϩάϥϜ͸ϝΠϯϝϞϦͷۭ͖༰ྔͱεϫοϓ
ྖҬͷۭ͖༰ྔΛऔಘ͠ɼͦ ΕͧΕͷ༰ྔશମʹର͢Δׂ߹
Λࢉग़͢ΔɽͦΕͧΕͷ஋͸LinuxΧʔωϧͷ si meminfo
ؔ਺ͱ si swapinfoؔ਺ͱಉ͡ॲཧΛߦ͏͜ͱͰऔಘ͢
ΔɽϝΠϯϝϞϦͱεϫοϓͷ྆ํͷۭ͖༰ྔ͕ 30%ະຬ
ʹͳΔͱҟৗͱ൑அ͠ɼϓϩηε͝ͱͷ OOMείΞΛࢉ
ग़͢ΔɽOOMείΞ͸ LinuxΧʔωϧͷ OOM KillerͰ
ར༻͞ΕΔ஋Ͱ͋ΓɼείΞ͕ߴ͍ϓϩηε͕ڧ੍ऴྃ͞
ͤΒΕΔɽOOMείΞΛܭࢉ͢ΔͨΊʹɼLinuxΧʔω
ϧͷ oom badnessؔ਺ͷॲཧΛҰ෦มߋͯ͠༻͍ɼϓϩη
ε͕࢖͍ͬͯΔϝΠϯϝϞϦɼϖʔδςʔϒϧɼεϫοϓ
ྖҬʹج͍ͮͯ OOMείΞΛܭࢉ͢Δɽݕ஌ϓϩάϥϜ
͸ OOMείΞ͕࠷΋ߴ͍ϓϩηεΛো֐ͷݪҼͱͯ͠؅
ཧऀʹ௨஌͢Δɽ
4.4.3 σουϩοΫͷݕ஌
4.4.1અͱಉ༷ʹɼ͜ͷݕ஌ϓϩάϥϜ͸ 1ඵ͝ͱʹ֤
CPUͷ userͱ sysͷ஋Λऔಘ͠ɼjiffiesͷ஋ʹର͢Δ
ͦΕͧΕͷׂ߹Λࢉग़͢Δɽಉ࣌ʹɼ͢΂ͯͷ CPUʹ͓
͚ΔίϯςΩετεΠονͷճ਺ͷ߹ܭΛ LinuxΧʔωϧ
ͷ nr context switchesؔ਺ͱಉ͡ॲཧΛߦͬͯऔಘ͢
Δɽ͜ͷݕ஌ϓϩάϥϜ͸σουϩοΫʹΑΔ 2छྨͷҟ
ৗΛݕ஌͢ΔɽҰͭ͸ɼҰ෦ͷ CPUͷσουϩοΫͰ͋
ΓɼσουϩοΫ͕ൃੜͨ͠CPUΛOS͕࢖͑ͳ͘ͳΔ͜
ͱʹΑΓɼγεςϜશମͷಈ࡞͕஗͘ͳΔɽ͜ͷҟৗ͸ 1
ͭҎ্ͷ CPUͰ sysͷׂ߹͕ 95%ΑΓେ͖͔ͭ͘ɼuser
ͷׂ߹͕ 4%ΑΓখ͍͞ঢ়ଶ͕ 5ඵҎ্ܧଓͨ͠৔߹ʹݕ
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ਤ 7: ϦΞϧλΠϜग़ྗػߏ
஌͞ΕΔɽ
΋͏Ұͭ͸ɼ͢΂ͯͷ CPUͷσουϩοΫͰ͋Γɼ͢
΂ͯͷ CPU͕࢖༻Ͱ͖ͳ͘ͳΔ͜ͱʹΑΓɼγεςϜ͕
Ԡ౴͠ͳ͘ͳΔɽ͜ͷҟৗ͸͢΂ͯͷ CPUͰ sysͷׂ߹
͕ 95%ΑΓେ͖͔ͭ͘ user ͷׂ߹͕ 4%ΑΓখ͍͔͞·
ͨ͸ɼίϯςΩετεΠον͕ 1ඵؒͰ·ͬͨ͘ൃੜ͠ͳ
͍৔߹ʹݕ஌͞ΕΔɽ͜ΕΒͷᮢ஋͸จݙ [4][5]Λࢀߟʹ
ͨ͠ɽ͜ΕΒͷ͍ͣΕ͔ͷҟৗ͕ݕ஌͞ΕΔͱɼো֐ൃੜ
Λ؅ཧऀʹ௨஌͢Δɽ
4.5 ো֐ͷ௨஌
GPUSentinel͸ GPU্ͷݕ஌ϓϩάϥϜ͕ݕ஌ͨ͠ো
֐Λ֎෦ʹ௨஌͢ΔͨΊͷϦΞϧλΠϜग़ྗػߏΛఏڙ͢
ΔɽGPUΧʔωϧʹ͸ printfؔ਺͕ఏڙ͞Ε͍ͯΔ͕ɼ
GPUΧʔωϧ͕ऴྃ͢Δ·Ͱ͸ग़ྗ͞Εͳ͍ͨΊɼো֐
Λଈ࠲ʹ௨஌͢Δͷʹ͸ར༻Ͱ͖ͳ͍ɽϦΞϧλΠϜग़ྗ
ػߏ͸ਤ 7ͷΑ͏ʹϦϯάόοϑΝΛ༻͍ͯ OS্ͷϗε
τϓϩηεʹσʔλΛૹ৴͢Δɽ·ͣɼϗετϓϩηεͰ
ϦϯάόοϑΝΛ֬อ͠ɼ͜ΕΛϚοϓτϝϞϦػೳΛ༻
͍ͯ GPUͷϝϞϦʹϚοϓ͢ΔɽϦϯάόοϑΝͷͲ͜
·Ͱσʔλ͕ॻ͖ࠐ·Ε͍ͯΔ͔Λ؅ཧ͢ΔͨΊͷϙΠϯ
λม਺΋ಉ༷ʹ֬อͯ͠ GPUʹϚοϓ͢ΔɽGPUΧʔ
ωϧ͕σʔλΛग़ྗ͢Δ࣌ʹ͸·ͣɼϦϯάόοϑΝʹग़
ྗ͢ΔσʔλΛॻ͖ࠐΈɼϙΠϯλΛॻ͖ࠐΜͩσʔλα
Πζ෼͚ͩਐΊΔɽϗετϓϩηε͸ϙΠϯλม਺Λఆظ
తʹ؂ࢹ͠ɼมԽΛݕ஌͢Δͱͦͷ෼͚ͩϦϯάόοϑΝ
͔ΒσʔλΛಡΈऔΔɽ͜ͷσʔλΛϦϞʔτϗετʹస
ૹ͢Δ͜ͱͰো֐ൃੜΛ௨஌͢Δ͜ͱ͕Ͱ͖Δɽ
ো֐͕ൃੜͯ͠΋ OS͕ಈ࡞͍ͯ͠Δؒ͸ϦΞϧλΠϜ
ग़ྗػߏͱωοτϫʔΫ௨৴Λ༻͍Δ͜ͱ͕Ͱ͖Δ͕ɼOS
͕ఀࢭͨ͠৔߹ʹ͸͜ͷ௨஌ํ๏Λ༻͍Δ͜ͱ͸Ͱ͖ͳ
͍ɽͦ͜ͰɼGPUSentinelͰ͸ɼGPUΧʔωϧ͕ϝΠϯ
ϝϞϦ্ͷ VRAMྖҬʹը૾σʔλΛॻ͖ࠐΉ͜ͱͰɼ
OSͷػೳΛར༻͢Δ͜ͱͳ͘ը໘ʹը૾΍จࣈΛग़ྗ͢
Δɽো֐Λ௨஌͢Δը૾͸ݕ஌ϓϩάϥϜͷىಈ࣌ʹϏο
τϚοϓܗࣜͷσʔλΛ GPUϝϞϦʹసૹ͓ͯ͘͠ɽҰ
ํɼจࣈ༻ͷը૾σʔλͱͯ͠͸ɼLinux Χʔωϧ಺ͷ
font vga 8x16ม਺ʹ֨ೲ͞Ε͍ͯΔϑΥϯτσʔλΛར
༻͢Δɽը໘ग़ྗ͸ IPMI΍ KVMεΠονͳͲͷϋʔυ
΢ΣΞΛ༻͍Δ͜ͱʹΑΓɼϦϞʔτϗετ͔ΒͰ΋֬ೝ
͢Δ͜ͱ͕Ͱ͖Δɽͨͩ͠ɼ͜ͷ௨஌ػߏΛ༻͍Δʹ͸ɼ
ਤ 8: ো֐ݕ஌Λ௨஌͢Δը໘
ϝΠϯϝϞϦ্ʹVRAMΛ഑ஔ͢Δ CPU಺ଁGPUͳͲ
͕ඞཁͰ͋Δɽ
5. ࣮ݧ
GPUSentinelΛ༻͍ͯɼGPU্ͷݕ஌ϓϩάϥϜ͕γε
ςϜʹൃੜͨ͠ো֐Λݕ஌Ͱ͖Δ͔Ͳ͏͔Λ֬ೝ͢Δ࣮ݧ
Λߦͬͨɽൺֱͱͯ͠ɼطଘͷ؂ࢹγεςϜͰ͋Δ Zabbix
Λ༻͍ͯಉ༷ͷ࣮ݧΛߦͬͨɽ·ͨɼGPUSentinel͕γε
ςϜʹ༩͑ΔΦʔόϔου͓ΑͼγεςϜ͔Βड͚ΔΦʔ
όϔουΛଌఆ͢Δ࣮ݧ΋ߦͬͨɽ࣮ݧʹ͸ɼIntel Core
i7-7700ʢ4ίΞɼ8εϨουʣͷCPUɼ8GBͷDDR4-2400
ϝϞϦɼGeForce GTX 960ͷGPUɼHD Graphics 630ͷ
CPU಺ଁGPUΛ౥ࡌͨ͠ϚγϯΛ༻͍ͨɽ͜ͷϚγϯͰ
͸ Linux 4.4.67ɼNVIDIAυϥΠό 375.66ɼCUDA 8.0.61
Λಈ࡞ͤͨ͞ɽ࣮ݧΛߦ͏ࡍʹ͸ɼϦΞϧλΠϜग़ྗػߏ
Λ༻͍ͯϩάΛϑΝΠϧʹग़ྗͤ͞ɼো֐ݕ஌࣌ʹ͸௨஌
ը૾ͱ LinuxΧʔωϧ͔Βऔಘͨ͠ jiﬃesม਺ͷ஋Λը໘
ʹදࣔ͢ΔΑ͏ʹͨ͠ɽ
5.1 CPUͷߴෛՙঢ়ଶͷݕ஌
GPUSentinel͕ CPUͷߴෛՙঢ়ଶΛݕ஌Ͱ͖Δ͜ͱΛ
͔֬ΊΔͨΊʹɼCPUʹෛՙΛ͔͚ΔॲཧΛฒྻʹ࣮ߦ͢
ΔϓϩάϥϜΛ࣮ߦͨ͠ɽ͜ͷϓϩάϥϜ͸·ͣ 4ͭͷϓ
ϩηεΛੜ੒ͯ͠ෛՙΛ͔͚ɼॲཧ͕ऴྃ͢ΔͷΛ଴ͭɽ
ͦͷޙɼjiﬃes஋Λ procϑΝΠϧγεςϜ͔Βऔಘɾදࣔ
͔ͯ͠Βɼ8ͭͷϓϩηεΛ༻͍ͯෛՙΛ͔͚ͨɽෛՙΛ
͔͚ͨ··͠͹Β͘ܦͭͱɼGPUSentinelʹΑͬͯը໘ʹ
ਤ 8ͷΑ͏ͳো֐௨஌ը૾ͱ jiﬃesม਺ͷ஋͕දࣔ͞Εͨɽ
ͦͷؒʹGPUSentinel͕ܭଌͨ͠ CPU࢖༻཰ͷਪҠΛ
ਤ 9ʹࣔ͢ɽ 1ඵͷ࣌఺ͰෛՙΛ͔͚ΔϓϩάϥϜͷ࣮ߦ
Λ։࢝͠ɼ17ඵͷ࣌఺Ͱ 2ճ໨ͷෛՙΛ͔͚࢝Ίͨɽϓ
ϩάϥϜ͕දࣔͨ͠ jiﬃes஋ͱߴෛՙݕ஌࣌ʹදࣔ͞Εͨ
jiﬃesม਺ͷ஋͔Βɼ2ճ໨ͷෛՙΛ͔͚࢝Ί͔ͯΒ 4.7ඵ
ͰߴෛՙΛݕ஌Ͱ͖ͨ͜ͱ͕Θ͔Δɽͨͩ͠ɼCPUͷߴ
ෛՙঢ়ଶ͕ݕ஌͞Εͯ΋ਖ਼ৗͳॲཧͰ͋ΔՄೳੑ΋͋Δͨ
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ਤ 10: ϝϞϦͱεϫοϓͷۭ͖༰ྔͷਪҠ
Ίɼো֐͔Ͳ͏͔͸؅ཧऀ͕૯߹తʹ൑அ͢Δඞཁ͕͋Δɽ
5.2 ϝϞϦރׇͷݕ஌
GPUSentinel͕ϝΠϯϝϞϦͷރׇΛݕ஌Ͱ͖Δ͜ͱΛ
͔֬ΊΔͨΊʹɼϝϞϦΛେྔʹ࢖༻͢ΔϓϩάϥϜΛ࣮
ߦͨ͠ɽ͜ͷϓϩάϥϜ͸ jiﬃes஋Λද͔ࣔͯ͠Β 1KBͣ
ͭϝϞϦΛ֬อͯ͠ॻ͖ࠐΈΛߦ͍ɼ߹ܭͰ 20GBͷϝϞ
ϦΛ֬อͨ͠ɽ͜ͷϓϩάϥϜΛىಈͯ͠͠͹Β͘ܦͭͱ
OSͷԠ౴ʹ஗Ԇ͕ݟΒΕΔΑ͏ʹͳΓɼ͞Βʹ͕࣌ؒܦ
ͭͱը໘ʹো֐௨஌ը૾ͱ jiﬃesม਺ͷ஋͕දࣔ͞Εͨɽ
GPUSentinel͕ܭଌۭ͖ͨ͠ϝϞϦ༰ྔͱۭ͖εϫοϓ
༰ྔͷਪҠΛਤ 10ʹࣔ͢ɽ3ඵͷ࣌఺ͰෛՙΛ͔͚Δϓϩ
άϥϜͷ࣮ߦΛ։࢝ͨ͠ɽ͜ͷ࣮ݧͰ͸ϦΞϧλΠϜग़ྗ
ػߏΛ༻͍ͯ 1ඵ͝ͱʹϝϞϦͱεϫοϓͷۭ͖༰ྔΛϩ
άͱͯ͠ग़ྗ͍͕ͯͨ͠ɼෛՙΛ͔͚࢝Ίͯ 1ඵޙʹϩά
ग़ྗ͕Ұ࣌ఀࢭͨ͠ɽ͜Ε͸ GPUSentinelͷϗετϓϩ
ηεͷಈ࡞͕ۃ୺ʹ஗͘ͳΓɼϩάग़ྗ͕Ͱ͖ͳ͘ͳͬͨ
ͨΊͱߟ͑ΒΕΔɽ͜ͷ࣌ʹো֐͕ൃੜͨ͠ͱߟ͑Δͱɼ
ͦͷ࣌ͷ jiﬃes஋ͱো֐ݕ஌࣌ʹදࣔ͞Εͨ jiﬃesม਺ͷ
஋͔ΒɼGPUSentinel͸ϝϞϦͷރׇΛ 57ඵͰݕ஌Ͱ͖
ͨ͜ͱ͕෼͔Δɽ
5.3 σουϩοΫͷݕ஌
εϐϯϩοΫΛ༻͍ͯ CPUΛσουϩοΫͤ͞ΔΧʔ
ωϧϞδϡʔϧΛ࡞੒͠ɼσουϩοΫͤ͞Δ CPUͷ਺
ΛมԽ࣮ͤͯ͞ݧΛߦͬͨɽ͜ͷΧʔωϧϞδϡʔϧ͸ 2
ͭͷεϨου͕ͦΕͧΕεϐϯϩοΫΛ֫ಘͨ͠ޙɼࢦఆ
ͨ͠਺ͷεϨου͕ͦΕΒͷεϐϯϩοΫͷղ์Λ଴ͭɽ
σουϩοΫʹؕΔ௚લʹ jiﬃesม਺ͷ஋Λग़ྗͤͨ͞ɽ
5.3.1 Ұ෦ͷ CPUΛσουϩοΫͤͨ͞৔߹
Ұ෦ͷ CPU͕σουϩοΫʹͨ͜͠ͱΛݕ஌Ͱ͖Δ͔
Ͳ͏͔Λ͔֬ΊΔͨΊʹɼ2ͭͷ CPUΛσουϩοΫ͞
ͤΔΧʔωϧϞδϡʔϧΛ࣮ߦͨ͠ɽͦͷޙ͠͹Β͘ܦͭ
ͱɼը໘ʹো֐௨஌ը૾ͱ jiﬃesม਺ͷ஋͕දࣔ͞Εͨɽ
σουϩοΫ௚લʹදࣔ͞Εͨ jiﬃes஋ͱো֐ݕ஌࣌ʹද
ࣔ͞Εͨ jiﬃesม਺ͷ஋͔ΒɼGPUSentinel͸σουϩο
ΫΛ 5.1ඵͰݕ஌Ͱ͖ͨ͜ͱ͕Θ͔Δɽ
5.3.2 OSΛϋϯάΞοϓͤͨ͞৔߹
OSΛϋϯάΞοϓͤ͞Δো֐Λݕ஌Ͱ͖Δ͜ͱΛ͔֬
ΊΔͨΊʹɼ͢΂ͯͷ CPUΛσουϩοΫͤ͞ΔΧʔω
ϧϞδϡʔϧΛ࣮ߦͨ͠ɽ࣮ߦ։࢝௚ޙʹɼද͍ࣔͤͯ͞
ͨεΫϦʔϯηʔόʔ͕ఀࢭ͠ɼ୺຤΋൓Ԡ͠ͳ͘ͳΓ
OS͕ϋϯάΞοϓঢ়ଶʹؕͬͨɽͦͷޙɼ໿ 1ඵͰো֐
௨஌ը૾͕දࣔ͞ΕͨɽϋϯάΞοϓঢ়ଶʹؕͬͨޙ͸ը
໘ʹදࣔ͞ΕΔίϯςΩετεΠον਺͕มԽ͍ͯ͠ͳ͍
͔ͬͨɽ
σουϩοΫ௚લʹදࣔ͞Εͨ jiﬃesม਺ͷ஋ͱো֐ݕ
஌࣌ʹදࣔ͞Εͨ jiﬃesม਺ͷ஋͔ΒɼGPUSentinel͸OS
͕ఀࢭ͢Δো֐Λ 1.7ඵͰݕ஌Ͱ͖ͨ͜ͱ͕Θ͔Δɽͦͷे
਺ඵޙʹWatchdogλΠϚʹΑΓιϑτϩοΫΞοϓɾϝο
ηʔδ͕ը໘ʹग़ྗ͞Εͨɽ͜ͷ͜ͱ͔ΒɼGPUSentinel
͸WatchdogλΠϚΑΓૣ͘ݕ஌Ͱ͖ͨ͜ͱ͕Θ͔Δɽ
5.4 ZabbixΛ༻͍ͨো֐ݕ஌ͱͷൺֱ
طଘγεςϜΛ༻͍ͯ 5.1અʙ5.3અͷো֐ݕ஌͕Մೳ
͔Ͳ͏͔Λௐ΂ΔͨΊʹɼZabbix 3.0.25[3]Λ༻͍ͯϦϞʔ
τϗετ͔Βͷ؂ࢹΛߦͬͨɽZabbixαʔόʹσϑΥϧ
τͰ༻ҙ͞Ε͍ͯΔ Template OS LinuxͷςϯϓϨʔτ
Λ༻͍ͯ؂ࢹର৅ϗετΛొ࿥͠ɼCPU࢖༻཰ɼۭ͖ϝϞ
Ϧྔɼۭ͖εϫοϓྖҬͷߋ৽ִؒΛ 1ඵʹมߋͨ͠ɽ
5.1અͷϓϩάϥϜΛ࣮ߦͨ͠ͱ͜ΖɼCPUෛՙͷάϥ
ϑ͔ΒϩʔυΞϕϨʔδ্͕ঢͨ͜͠ͱɼ͓ΑͼɼCPU
࢖༻཰ͷάϥϑ͔ΒෛՙΛ͔͚ͨ໿ 2෼ؒͰ࠷େͰ 60%
ͷ CPU࢖༻཰ʹͳͬͨ͜ͱ͕֬ೝͰ͖ͨɽ͜ͷΑ͏ʹɼ
CPU͕ߴෛՙͳঢ়ଶͰ΋ Zabbixαʔόʹਖ਼ৗʹ৘ใΛૹ
৴Ͱ͖͍ͯͨɽ͔͠͠ɼZabbixͰ͸ CPU࢖༻཰Λ࠷খͰ
΋ 1෼ؒͷฏۉͰࢉग़͢ΔͨΊɼߴෛՙঢ়ଶ͕ 2෼ؒఔ౓
ଓ͍ͯ΋ͦΕΛݕ஌͢Δ͜ͱ͸Ͱ͖ͳ͔ͬͨɽ
5.2અͷϓϩάϥϜΛ࣮ߦͨ͠ͱ͜Ζɼ࣮ߦ։͔࢝Β 14
ඵޙʹεϫοϓྖҬ͕গͳ͘ͳ͍ͬͯΔͱ͍͏ܯࠂ͕μο
γϡϘʔυʹදࣔ͞ΕͨɽZabbixαʔό͕औಘۭ͖ͨ͠
ϝϞϦ༰ྔͱۭ͖εϫοϓ༰ྔΛਤ 11ʹࣔ͢ɽ͜Ε͸ෛ
ՙΛ͔͚࢝ΊΔ 10ඵલ͔ΒͷσʔλͰ͋Γɼ95ඵͷ࣌఺
7? 2019 Information Processing Society of Japan
Vol.2019-OS-145 No.12
2019/3/1
৘ใॲཧֶձݚڀใࠂ
IPSJ SIG Technical Report
経過時間[秒]
空
き
容
量
[G
B]
0
2
4
6
8
0 50 100 150
メモリ - 実測値 メモリ - 欠測値 スワップ - 実測値 スワップ - 欠測値
ਤ 11: Zabbix ͔Β֬ೝ͞Εۭ͖ͨϝϞϦྔͷάϥϑ
Ͱ OOM KillerʹΑΓෛՙΛ͔͚ͨϓϩάϥϜ͕ऴྃͤ͞
ΒΕͨɽ12ඵͷ࣌఺͔Βͷ 19ඵؒͱ 90ඵͷ࣌఺͔Βͷ
14ඵؒɼͦͷଞ 1ඵؒͣͭ 5ՕॴͰ͸σʔλ͕ड৴Ͱ͖ͳ
͔ͬͨɽ͜Ε͸ɼϝϞϦͷѹഭʹΑΓϖʔδϯά͕ଟൃ͠
ͯγεςϜͷੑೳ͕௿Լͨͨ͠Ίͱߟ͑ΒΕΔɽ͜ͷ͜ͱ
͔ΒɼZabbixͰ͸ϝϞϦͷރׇΛਖ਼֬ʹݕ஌͢Δͷ͸೉͠
͍͜ͱ͕෼͔ͬͨɽ
2ͭͷ CPUΛσουϩοΫͤ͞ΔΧʔωϧϞδϡʔϧ
Λ࣮ߦͨ͠ͱ͜ΖɼCPU࢖༻཰ͷάϥϑʹ͓͍ͯγες
Ϝ࣌ؒͷׂ߹͕ 20%·Ͱ্ঢͯ҆͠ఆͨ͠ɽCPU͝ͱͷ
γεςϜ࣌ؒͱϢʔβ࣌ؒͷׂ߹Λૹ৴͢ΔΑ͏ʹઃఆ͢
Δ͜ͱͰɼ2ͭͷ CPUͷσουϩοΫΛݕ஌Ͱ͖Δͱߟ
͑ΒΕΔɽ
͢΂ͯͷ CPUΛσουϩοΫͤ͞ΔΧʔωϧϞδϡʔ
ϧΛ࣮ߦͨ͠ͱ͜Ζɼશάϥϑͷߋ৽͕ఀࢭͨ͠ɽ͜ͷঢ়
ଶͷ··ʹ͓ͯ͘͠ͱ࣮ߦ͔Β 5෼ޙʹ؂ࢹର৅ϗετʹ
ΞΫηεͰ͖ͳ͍ͱ͍͏Ξϥʔτ͕μογϡϘʔυʹදࣔ
͞Εͨɽ؂ࢹର৅ϗετͰԿΒ͔ͷো֐͕ൃੜ͍ͯ͠Δ͜
ͱ͸֬ೝͰ͖͕ͨɼ಺෦ͰͲͷΑ͏ͳো֐͕ൃੜ͍ͯ͠Δ
͔͸෼͔Βͳ͔ͬͨɽ͜ͷ͜ͱ͔ΒɼZabbixͰ͸OSͷϋ
ϯάΞοϓͷݪҼ͕σουϩοΫͰ͋Δ͜ͱΛಛఆͰ͖ͳ
͍͜ͱ͕෼͔ͬͨɽ
5.5 Φʔόϔουͷଌఆ
؂ࢹର৅γεςϜ্ͰϕϯνϚʔΫΛ࣮ߦ͠ɼGPUSen-
tinel͕γεςϜʹ༩͑ΔӨڹ͓ΑͼɼγεςϜ͕GPUSen-
tinelʹ༩͑ΔӨڹΛௐ΂ͨɽϝϞϦʹ͍ͭͯ͸ STREAM
ϕϯνϚʔΫΛ༻͍ɼCPUʹ͍ͭͯ͸ UnixBenchϕϯν
ϚʔΫͷ DhrystoneΛ༻͍ͨɽ͜ͷ࣮ݧͰ͸ɼ4.4અͷݕ
஌ϓϩάϥϜʹՃ͑ɼ1εϨου͋ͨΓ 4KBΛϝΠϯϝϞ
ϦͷಛఆͷΞυϨε͔Β GPUϝϞϦʹίϐʔ͢Δ GPU
ΧʔωϧΛ༻͍ͨɽ
5.5.1 STREAM
ݕ஌ϓϩάϥϜΛಈ࡞͍ͤͯ͞Δ࣌ʹϝΠϯϝϞϦʹͲ
ͷఔ౓ͷෛՙ͕͔͔͍ͬͯΔ͔Λௐ΂ΔͨΊʹɼݕ஌ϓϩ
άϥϜΛಈ࡞͍ͤͯ͞Δ࣌ͱ͍ͤͯ͞ͳ͍࣌Ͱ STREAM
操作
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ਤ 12: GPUSentinel ʹΑΔϝϞϦଳҬ΁ͷӨڹ
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ਤ 13: εϨου਺ΛมԽͤͨ࣌͞ͷϝϞϦଳҬ΁ͷӨڹ
Λ 10ճ࣮ͣͭߦͨ͠ɽ4छྨͷૢ࡞ΛߦͬͨࡍͷϝϞϦଳ
ҬΛਤ 12ʹࣔ͢ɽ͜ͷ݁ՌΑΓɼݕ஌ϓϩάϥϜͷΦʔό
ϔου͸΄΅ͳ͍͜ͱΛ֬ೝͰ͖ͨɽ༻͍ͨݕ஌ϓϩάϥ
Ϝ͸ 3εϨου͚ͩΛ࢖ͬͯো֐ݕ஌Λߦ͓ͬͯΓɼDMA
Ͱసૹ͞ΕΔϝΠϯϝϞϦͷσʔλ͕গͳ͔ͬͨͨΊΦʔ
όϔου͕খ͘͞ͳͬͨͱߟ͑ΒΕΔɽ
ͦ͜ͰɼϝϞϦίϐʔϓϩάϥϜͷεϨου਺Λ૿΍͠
ͳ͕Β STREAMΛ࣮ߦͯ͠ΦʔόϔουΛଌఆͨ͠ɽͦ
ͷ࣌ͷଳҬͷมԽΛਤ 13ʹࣔ͢ɽεϨου਺Λ૿΍͢ͱ
ϝϞϦଳҬ͕ݮগ͍͖ͯ͠ɼGPUSentinelͷΦʔόϔου
͕૿େ͍ͯ͘͜͠ͱ͕෼͔Δɽ1024εϨουͷ࣌ʹ Copy
ॲཧͰ 33%ɼScaleॲཧͰ 10%ɼAddॲཧͰ 17%ɼTriad
ॲཧͰ 5%ͷΦʔόϔου͕ݟΒΕͨɽ࣮ࡍͷݕ஌ϓϩά
ϥϜͰ͸ϝΠϯϝϞϦ͔ΒσʔλΛऔಘͯ͠͞Βʹղੳॲ
ཧΛߦ͏৔߹͕ଟ͍ͨΊɼϝΠϯϝϞϦ΁ͷΦʔόϔου
͸Ұൠతʹ͜ͷ݁ՌΑΓখ͍͞ͱߟ͑ΒΕΔɽ
ٯʹɼγεςϜ͕ϝΠϯϝϞϦͷଳҬΛѹഭ͍ͯ͠Δ࣌
ͷ GPUSentinel΁ͷӨڹΛௐ΂ΔͨΊʹɼϝϞϦίϐʔ
ϓϩάϥϜͷεϨου਺Λ૿΍͠ͳ͕Βͦͷ࣮ߦ࣌ؒΛଌ
ఆͨ͠ɽͦͷ݁ՌΛਤ 14ʹࣔ͢ɽ͜ͷ݁Ռ͔ΒɼεϨο
υ਺͕૿େ͢Δ΄Ͳ GPUSentinel͸ϝϞϦଳҬͷѹഭͷ
ӨڹΛड͚ΔΑ͏ʹͳΔ͜ͱ͕෼͔Δɽ1εϨουͷ࣌ʹ
͸΄΅Φʔόϔου͕ͳ͔͕ͬͨɼ1024εϨουʹͳΔͱ
20%ͷΦʔόϔουʹͳͬͨɽ
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ਤ 14: ϝϞϦଳҬͷѹഭʹΑΔ GPUSentinel ΁ͷӨڹ
5.5.2 UnixBench
·ͣɼGPUSentinelͷݕ஌ϓϩάϥϜΛಈ࡞͍ͤͯ͞Δ
࣌ͱ͍ͤͯ͞ͳ͍࣌Ͱ DhrystoneΛ 10ճ࣮ͣͭߦͨ͠ɽ
ͦͷ݁ՌʹΑΓɼݕ஌ϓϩάϥϜʹΑΔ CPU΁ͷΦʔό
ϔου͸ 0.5%Ͱ͋ͬͨɽ͜Ε͸ϗετϓϩηε͕ϦΞϧλ
ΠϜग़ྗػߏͷόοϑΝΛ 1ඵ͝ͱʹϙʔϦϯά͢ΔΦʔ
όϔουͱߟ͑ΒΕΔɽ࣍ʹɼGPUΧʔωϧͷεϨου
਺Λ 1024·Ͱ૿΍͠ͳ͕ΒϝϞϦίϐʔϓϩάϥϜΛಈ
࡞ͤͯ͞DhrystoneΛ࣮ߦͨ͠ɽͦͷ݁ՌΑΓεϨου਺
Λ 1024ʹͯ͠΋ CPUʹ΄΅Өڹ͕ͳ͍͜ͱΛ֬ೝͨ͠ɽ
6. ؔ࿈ݚڀ
࠷খݶͷੑೳࢦඪ͚ͩΛ༻͍ͯγεςϜো֐Λݕ஌ͯ͠
෮چΛߦ͏ SHFH[4]͕ఏҊ͞Ε͍ͯΔɽSHFH͸γες
Ϝো֐ͷݪҼΛແݶϧʔϓɼσουϩοΫɼϦιʔεރׇ
ͳͲͷ 6छྨʹ෼ྨ͠ɼো֐ݕ஌ʹඞཁͳ CPUɼϓϩη
εɼϝϞϦɼσΟεΫ I/Oʹؔ͢ΔੑೳࢦඪΛݟ͚͍ͭͯ
ΔɽSHFH͸ϦΞϧλΠϜɾϢʔβϓϩηεͱΧʔωϧϞ
δϡʔϧͱ࣮ͯ͠૷͞Εɼ௨ৗ࣌͸ϓϩηεΛ༻͍ͨܰྔ
ͳݕ஌ॲཧΛߦ͍ɼҟৗݕ஌࣌ʹΧʔωϧ಺Ͱৄࡉͳ৘ใ
ऩूΛߦ͏ɽͦͷͨΊɼOS͕ಈ࡞͠ͳ͘ͳΔো֐͕ൃੜ
͢Δͱݕ஌Λߦ͏͜ͱ͕Ͱ͖ͳ͘ͳΔɽ
OS಺Ͱো֐Λݕ஌͢ΔΧʔωϧϨϕϧো֐ݕ஌ػߏ [5]
͕ఏҊ͞Ε͍ͯΔɽো֐ݕ஌ΛΧʔωϧۭؒͰಈ࡞ͤ͞Δ
͜ͱʹΑΓɼΦʔόϔουΛܰݮͭͭ͠ଟ༷ͳো֐ݕ஌Λ
Մೳʹ͍ͯ͠Δɽ͜ͷػߏ͸ΧʔωϧλΠϚΛ࢖ͬͯఆظ
తʹো֐ݕ஌ॲཧΛߦ͍ɼΧʔωϧσʔλ͔Β CPU࢖༻
཰ɼϝϞϦ࢖༻཰ɼϓϩηε৘ใΛऔಘ͢Δɽ͔͠͠ɼOS
͕ਖ਼ৗʹಈ࡞͠ͳ͘ͳΔͱো֐ݕ஌͕ߦ͑ͳ͘ͳΔɽ
ΧʔωϧؒϝϞϦ؂ࢹʹΑΔো֐ݕ஌ػߏ [6]Ͱ͸ɼOr-
throsΛ༻͍ͯ 1୆ͷܭࢉػ্Ͱ 2ͭͷOSΛಈ࡞ͤ͞ɼ؂
ࢹର৅ͱͳΔ ActiveOSͷϝϞϦ্ʹଘࡏ͢ΔΧʔωϧύ
ϥϝʔλΛ΋͏Ұํͷ BackupOS͔Β؂ࢹ͢Δɽͦͷͨ
Ίʹɼ2ͭͷ OSؒʹڞ༗ϝϞϦΛ༻ҙ͠ɼActiveOS͕ॻ
͖ࠐΜͩ؂ࢹର৅ͷύϥϝʔλΛ BackupOS͕ಡΈऔΔɽ
ActiveOSʹো֐͕ൃੜͯ͠΋ BackupOSͰো֐Λݕ஌Ͱ
͖Δ͕ɼো֐ͷछྨʹΑͬͯ͸ BackupOS΋ػೳ͠ͳ͘ͳ
Δɽ·ͨɼ؂ࢹର৅ OSΛमਖ਼͢Δඞཁ΋͋Δɽ
͜Ε·Ͱʹɼ߈ܸͷӨڹΛड͚ͣʹγεςϜΛ҆શʹ؂
ࢹ͢ΔͨΊͷ༷ʑͳػߏ͕ݚڀ͞Ε͖ͯͨɽͦΕΒͷػߏ
Λ༻͍Δ͜ͱͰɼγεςϜো֐ͷӨڹΛड͚ʹ͍͘ো֐ݕ
஌γεςϜΛߏங͢Δ͜ͱ΋ՄೳͰ͋ΔɽCopilot[7]͸ઐ
༻ͷ PCIΧʔυΛ༻͍ͯDMAͰΧʔωϧϝϞϦͷ಺༰Λ
औಘ͠ɼϦϞʔτϗετͰ؂ࢹΛߦ͏ɽSPE Observer[8]
͸ Cell/B.E.ϓϩηοαΛ༻͍ͯɼOS͕ಈ࡞͢Δ PPE͔
Βִ཭͞Εͨ SPE্Ͱ؂ࢹγεςϜΛ࣮ߦ͠ɼDMAͰ
ΧʔωϧϝϞϦΛऔಘ͢Δɽ͔͠͠ɼ͍ͣΕ΋ઐ༻ϋʔυ
΢ΣΞ΍ීٴ͍ͯ͠ͳ͍ϓϩηοαΛ༻͍ΔͨΊɼҰൠత
ͳར༻͸೉͍͠ɽ
Intel ͷ൚༻ CPU Λ༻͍ͯɼγεςϜ͔Βִ཭͞Εͨ
؀ڥͰ؂ࢹγεςϜΛಈ࡞ͤ͞Δ͜ͱ΋Ͱ͖ΔɽHyper-
Guard[9]͸ CPUͷγεςϜϚωδϝϯτϞʔυʢSMMʣ
Λ༻͍ͯɼϝΠϯϝϞϦ͔Βִ཭͞Εͨ SMRAM্Ͱ؂ࢹ
γεςϜΛ࣮ߦ͢ΔɽHyperCheck[10]͸ SMMͰ NICͷ
υϥΠόΛಈ࡞ͤ͞ɼϝΠϯϝϞϦͷ಺༰ΛϦϞʔτϗε
τʹసૹͯ͠؂ࢹΛߦ͏ɽHyperSentry[11]͸ SMMΛ༻
͍Δ͜ͱͰϋΠύʔόΠβ಺Ͱ҆શʹ؂ࢹγεςϜΛ࣮ߦ
͢ΔɽҰํɼFlicker[12]͸ Intel TXTΛ༻͍ͯ҆શʹ؂ࢹ
γεςϜΛ࣮ߦ͢Δɽ͔͠͠ɼSMM͸௿଎Ͱ͋Γɼ؂ࢹ
த͸γεςϜΛఀࢭͤ͞Δඞཁ͕͋ΔɽTXTͰ΋؂ࢹγ
εςϜΛ࣮ߦ͢Δ CPUίΞҎ֎Λఀࢭͤ͞Δඞཁ͕͋Δɽ
VMΛ༻͍ͨγεςϜͷ৔߹ʹ͸ɼVMΠϯτϩεϖΫ
γϣϯ [13]Λ༻͍Δ͜ͱͰɼVMͷ֎ଆ͔ΒγεςϜͷৄ
ࡉͳ৘ใΛऔಘ͢Δ͜ͱ͕Ͱ͖Δɽ͜ΕʹΑΓɼো֐ʹڧ
͘ɼݕ஌ೳྗͷߴ͍ো֐ݕ஌γεςϜΛߏங͢Δ͜ͱ͕Ͱ
͖Δɽ͔͠͠ɼVMΛ༻͍ͳ͍৔߹ʹ͸ར༻͢Δ͜ͱ͕Ͱ
͖ͣɼϋΠύʔόΠβ΍ϗετ OSͷো֐ݕ஌ʹ͸ར༻Ͱ
͖ͳ͍ɽGPUSentinel͸ VMΠϯτϩεϖΫγϣϯͷٕ
ज़Λ GPUʹద༻ͨ͠΋ͷͰ͋Δɽ
7. ·ͱΊ
ຊߘͰ͸ɼ؂ࢹର৅ϗετͷ GPU্Ͱݕ஌ϓϩάϥϜ
Λಈ࡞ͤͯ͞ো֐ݕ஌Λߦ͏γεςϜGPUSentinelΛఏҊ
ͨ͠ɽGPUSentinelͰ͸ɼGPU͔ΒϝΠϯϝϞϦ্ͷOS
σʔλΛ؂ࢹ͢Δ͜ͱʹΑΓো֐Λݕ஌͢ΔɽLinuxΧʔ
ωϧ͓Αͼ GPUυϥΠόʹมߋΛՃ͑Δ͜ͱͰɼϚοϓ
τϝϞϦػೳΛ༻͍ͯϝΠϯϝϞϦશମΛϩοΫ͢Δ͜ͱ
ͳ͘ GPUʹϚοϓͰ͖ΔΑ͏ʹͨ͠ɽ·ͨɼݕ஌ϓϩά
ϥϜͷ࡞੒Λ༰қʹ͢ΔͨΊʹɼಁաతʹΞυϨεม׵Λ
ߦ͏͜ͱͰ OSͷιʔείʔυΛ࠷େݶʹར༻Մೳʹ͢Δ
ϑϨʔϜϫʔΫ LLViewΛ։ൃͨ͠ɽGPUSentinelΛ༻͍
ͯ OS͕ఀࢭ͢Δো֐ΛؚΉ 4छྨͷো֐Λݕ஌͢Δݕ஌
ϓϩάϥϜΛ࡞੒͠ɼͦΕͧΕͷো֐Λݕ஌Ͱ͖Δ͜ͱΛ
֬ೝͨ͠ɽ·ͨɼ࡞੒ͨ͠ݕ஌ϓϩάϥϜͷΦʔόϔου
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͸΄΅ͳ͍͜ͱΛ֬ೝͨ͠ɽ
ࠓޙͷ՝୊͸ɼ࣮૷͍ͯ͠Δݕ஌ϓϩάϥϜͰ͸γες
Ϝߏ੒ʹΑͬͯ͸ޡݕ஌͢ΔՄೳੑ͕͋ΔͨΊɼΑΓଟ
͘ͷ৘ใΛجʹ૯߹తʹো֐Λݕ஌Ͱ͖ΔΑ͏ʹ͢Δ͜
ͱͰ͋Δɽ·ͨɼݕ஌Ͱ͖Δো֐ͷछྨΛ૿΍͢͜ͱͰ
GPUSentinelͷ͞ΒͳΔ༗ޮੑΛࣔ͢͜ͱ΋ඞཁͰ͋Δɽ
কདྷతʹ͸ɼOSͷσʔλΛॻ͖׵͑Δ͜ͱͰো֐͔Βͷ
෮چΛߦ͑ΔΑ͏ʹ͢Δ͜ͱ΋ݕ౼͍ͯ͠Δɽ
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