Abstract-Recent work by Mullane, Vo, and Adams has re-examined the probabilistic foundations of feature-based Simultaneous Localization and Mapping (SLAM), casting the problem in terms of filtering with random finite sets. Algorithms were developed based on Probability Hypothesis Density (PHD) filtering techniques that provided superior performance to leading feature-based SLAM algorithms in challenging mea surement scenarios with high false alarm rates, high missed detection rates, and high levels of measurement noise. We investigate this approach further by considering a hierarchical point process, or single-cluster multi-object, model, where we consider the state to consist of a map of landmarks conditioned on a vehicle state. Using Finite Set Statistics, we are able to find tractable formulae to approximate the joint vehicle-landmark state based on a single Poisson multi-object assumption on the predicted density. We describe the single-cluster PHD filter and the practical implementation developed based on a particle-system representation of the vehicle state and a Gaussian mixture approximation of the map for each particle.
Instead of propagating the full multi-object posterior, only the first-order moment of the multi-target probability density is propagated in order to achieve tractability. The resulting algorithm is known as the Probability Hypothesis Density (PHD) filter [6] , due to Stein and Winter's theory of evidence accrual [7] . Practical implementations of this filter have been presented, which represent the PHD with particles [8] or a Gaussian mixture [9] . The Cardinalized PHD filter [10] is an extension of the PHD filter that propagates the cardinality distribution alongside the first-order moment. This allows the multi-target state to be generalized from a Poisson process to an independently and identically distributed (i.i.d.)
process. A Gaussian mixture implementation for the CPHD has also been proposed [11] . Recently, Mullane, Vo and Adams proposed a SLAM algorithm which combines a Rao-Blackwellized particle filter with the Gaussian mixture PHD filter for estimation of map landmarks [12] [13] [14] . In comparison to more established SLAM methods, it is most similar to the FastSLAM family of algorithms [15] , but performs much better when faced with increased levels of measurement clutter. In that work, the authors arrived at their implementation by making a number of approximations based on assumed map cardinality. The PHD based SLAM algorithm presented is based on a different approximation, one which deals with the underlying statistical process gov erning the existence of map features.
The remainder of the paper is organized as follows: Section I discusses relevant past work in the field. Sections II and III describe the proposed methodology and implementa tion respectively. Section IV details simulation experiments and discusses the results thereof. Finally, Section V offers conclusions and sets a direction for further study. Point processes model the random occurrence of events in a given interval of some arbitrary space [16] . Their applications span many disciplines, including epidemiology, ecology, finance, and telephone queuing.
II. SINGLE CLUSTER PROCESS
In our SLAM algorithm, we propose that the existence of map features be modeled as a point process conditioned on the vehicle pose, which is also a stochastic process. This conditionality relationship is known as a doubly-stochastic process, We refer to this process as a single cluster point process, where the vehicle state is the parent process, and the map state is the daughter process. Our algorithm propagates the parent process and the first-order moment of the daughter process, known as its Probability Hypothesis Density (PHD), or intensity.
Let Xk be the random vector that represents the vehicle state, and M k be the Random Finite Set (RFS) that repre sents the location of map features, which exist in the space X <:;;; IRn",.
Where F(X) is the set of all finite subsets of X. In addition, the vehicle receives measurements which are represented as an RFS Z k taken from the measurement space Z <:;;; IRnz. 
The difference between the above equations and those of the single object Bayes filter is that because M k is a random finite set rather than a random vector, the denominator of
becomes a set integral [6] , which involves an infinite sum over all possible joint distributions af different cardinalities.
These integrals make implementation of the multiobject Bayes filter intractable for a variable number of targets.
Instead, we propagate the first moment of the multi object probability distribution. In order to make the resulting al gorithm tractable, we make an assumption on the predicted daughter process, namely that it can be approximated with a
Poisson spatial point process. This assumption was made in the derivation of the single-cluster PHD filter [17] .
In the single-cluster Poisson process, the prior PHD of the joint vehicle landmark state can be factorized as follows,
where Sk-l (X) is the intensity of the parent process, and Dk-1 (m i X) is the intensity of the daughter process. The
7l"k lk-l (XIX') is the Markov transition density for the parent process, and 7Tk lk _l(mlm', X') is the conditional Markov transition density for the daughter process; 'Yklk-l(mIX) is the PHD for the daughter birth process. The single-cluster PHD update can be separated into a parent update and a daughter update.
Where gk( z lm, X) is the single-object measurement likeli hood, and LZk (X) is the multi-object measurement likeli hood, both conditional on the vehicle state. The multi-object likelihood is defined as (11) Note that the equations pertaining to the daughter (8) (10) 
The notation N ( m ; J.L , P ) is used to denote a Gaussian distribution with mean vector J.L and covariance matrix P, and c5(X -a ) denotes the Dirac delta distribution centered at a. Mixture models may be conveniently represented by the set of their parameters, so we may alternatively express the prior PHDs like so:
The prediction for the daughter process is the same as that for the standard Gaussian mixture PHD filter.
Dklk-1(mIXk_ 1 ) = Db,klk-1(mIXk_ 1 )+Ds,klk-1(mIX k_1 ) ( 
16)
The first term is a Gaussian mixture corresponding to births, or the appearance of new features in the map.
Jb,klk-l components that ongmate from the same Xi i � l can be assigned identical copies of the predicted map.
C. Measurement Update
Like the prediction, the measurement update for the daughter process mirrors that of the standard GM-PHD filter.
.
(27) (28)
j =l ( 
17)
The parameters for the birth Gaussians are derived from the measurement scan of the previous time step. The second term in the prediction represents the propagation of features that survive from the prior map:
The sampling property of the Dirac delta function means that substitution of (12) and (13) into (7) results in the following sum: PD m klk-1 -0 otherwise Consequently, for landmarks outside of the field of view, the updated feature will be identical to the predicted one because only the first term of (23) will be non-zero. This means that only the features within FOV k(Xi�L 1 ) need to be updated, and remaining feature estimates can be propagated forward untouched. In order to perform the measurement update for the parent process, we must first compute the multi-object measurement likelihood.
With this likelihood in hand, the weights of the Dirac mixture can be updated: It is important to remark that this implementation is not the only way to realize the single-cluster PHD SLAM algorithm.
For example, in [17] , a single-cluster PHD filter with a Gaussian parent was proposed. However, we have decided on this implementation because the Dirac mixture should be more able to capture non-linear motion models.
IV. SY NTHETIC RESULTS
The Single-Cluster PHD SLAM algorithm was validated with simulations on synthetic data. The simulated vehicle conforms to the Ackerman steering motion model used in [19] , and the sensor input consists of range and bearing measurements to point features in the environment. The standard deviation of the zero-mean Gaussian odometry noise was 2 mls for the velocity, and 5° for the steering angle. The measurement noise had a std. deviation of 1 m and 2° for the range and bearing components respectively. A probability of detection PD = 0.95 was used to cull the true feature measurements, and false alarm measurements were added to the sensor inputs, at an average of A = 5 per scan. For comparison, the Rao-Blackwellized PHD SLAM algo rithm in [14] was also implemented, using the single feature map assumption for the particle weight update. As the RB PHD SLAM has already been shown to out-perform more well established methods such as the Extended Kalman Filter and FastSLAM, these were not included in the simulations. To illustrate these differences, a small experiment was performed. Using the same set of sensor inputs, the mea surement updates for the two methods were executed on identical predicted states. Figure 4 shows the resulting parent distributions. It is apparent that the SC-PHD SLAM update generates a significantly more focused parent distribution than the RB-PHD-SLAM update. This suggests that the multi-object likelihood used in the single-cluster derivation is more discriminating, and is better able to concentrate the parent particles about the true vehicle position. We Smoothing was performed using a Gaussian kernel with a bandwidth h = 0.05
