The first aim of this paper is to show how the joint use of Digital Surface Models (DSMs) 
Introduction
In this paper we analyse a multiple sensor data set corresponding to three-dimensional data coming from interferometric synthetic aperture radar (INSAR) or light detection and ranging (lidar) measurements. Lidar and INSAR are now mature technologies, and there are examples of their usefulness for urban area characterization. Many papers have been devoted to the extraction of building features from lidar data, however only a few deal with INSAR Digital Elevation Models (DEMs). The reason is that INSAR characterization of built-up areas contains many problems: displacement of the building images due to the side-looking nature of the radar, deformed footprints due to layover/shadowing effect, and imprecise 3D shapes because of the same effects of phase unwrapping errors (Stilla et al., 2003) . These effects may be neglected in urban analysis by means of SAR satellite data, because the coarse ground spatial resolution does not allow evaluating the displacements, and no serious attempt can be achieved to restore the 3D appearance of individual buildings. It is however mandatory to work on these issues as soon as we consider airborne sensors with meter and submeter resolution in the radar amplitude and interferometric image.
The procedures proposed to analyse three-dimensional INSAR data inside urban areas may be somehow grouped into two categories. The first one deals with shape detection and improvement, which refers to algorithms suitable for the elimination of data errors by considering geometric constraints on the 3D shapes of the buildings. This may be used for a regularization of the shape, like in Burkhart et al. 
Improving Building Footprints in InSAR Data
by Comparison with a Lidar DSM Paolo Gamba, Fabio Dell'Acqua, Gianni Lisini, and Francesco Cisotta (1996) , where the "front porch" effect is discussed, or to extract a planar patch model of the object, that may be further ameliorated by considering relationships among the patches, such as in . The second group of papers is mainly based on data fusion approaches, either at pixel or feature level. One example is Bolter (2001) , where INSAR data on the same area, but taken from different viewpoints, are suitably combined to extract an enhanced shape. Similarly, in Gamba and Houshmand (2001) , aerial images are used to improve the recognition of buildings' footprints and drive the three-dimensional extraction procedure.
Having available lidar data of the same area can reliably help in correcting all these effects, but has no meaning by itself. Of course, in this situation there is no need for INSAR DEM, and building footprints and 3D shapes can be safely extracted from lidar data alone. Regarding lidar data as reference, we may use it to provide a quantitative evaluation of the horizontal and vertical accuracy of an INSAR DEM, such as in Mercer (1998) , Gill (1998), and Mercer (2001) . However, this means only comparing data, and in particular, no data fusion procedure is considered.
One further step into the analysis is the joint exploitation of DEMs extracted from INSAR and lidar data, which is the main topic of this work. The advantage of this method comes from the fact that lidar data is more expensive, and usually at the same cost, we may obtain INSAR data on a more extended area than the one obtainable with a laser scanning survey. Therefore, it is interesting to investigate if the use of lidar data on small areas of interest may help solve INSAR problems all over the wider area covered by INSAR. Some preliminary results, presented in and Gamba et al. (2003) , show that analysis of combined INSAR and lidar data on a single building can provide an improvement in footprint accuracy of all the buildings in the area at the same time. In this work, we want to apply this approach to an extended data set, improving also the method by introducing the idea of correcting building displacements due to the side-looking nature of the radar. Finally, a quantitative assessment of the advantages of the proposed procedure is provided, comparing the output INSAR DEM with the reference lidar data. It is also interesting to note that the proposed approach can be applied to reference data other than lidar, for instance, 2D GIS building layers with any accuracy, if of higher accuracy than INSAR data. Our stress on lidar data is due to its availability for many urban areas.
1. displacement of the building footprints due to the sidelooking nature of the radar, and 2. 2D and 3D distortion of the same footprints due to layover and/or shadowing effects.
The phenomena may be better explained by looking at the examples in Figure 1 . In particular, Figure 1a shows a 2D scenario, a building section illuminated by a side-looking radar. The figure shows the slant-range and ground range positions of the building walls and the corresponding radar footprint of the building, "displaced" towards the radar. The corresponding top view is shown in Figure 1b , where the displaced and deformed footprints are shown in grey, while the actual ones are in black. Finally, Figure 1c shows a real example, with the comparison between INSAR and lidar profiles in two vertical section of the same area. The abovementioned effects are clearly visible in the latter example.
From a theoretical point of view, given a footprint F orig , there is a non-linear transformation T that translates it into the displaced and deformed one, F SAR , obtainable from radar data. For a given system (with fixed frequency), this transformation is a function of the radar illumination angle , the building materials, the building orientation and height h, and the terrain slope. In Figure 1b we assume flat terrain, flat-top buildings with the same height, same material and illumination angle, so that F SAR ϭ T(, F orig ). In this case, geometrical reasoning, as well as the visual inspection of Figure 1b , suggests that T is a planar transformation. So, a footprint shift plus a stretching step is the most appropriate choice for T
Ϫ1
, the transformation to restore the original footprints. Unfortunately, INSAR data is noisy and affected by phase unwrapping errors. Moreover, SAR footprints are sampled by the finite spatial resolution of the sensor. So, even in this simplified scenario, and assuming to compare one deformed and one original footprint, we may infer only an estimate, T Ϫ1 of the actual T Ϫ1 transformation. Starting from this analysis, and thus being sure that it is impossible to find a complete solution to the problem, our proposal is to combine the INSAR DEM with lidar data. These data are less prone to the above-mentioned effects. Moreover, lidar points are acquired by direct measurements as fully three dimensional, whereas in INSAR, the bi-dimensional information of the SAR image is ambiguous in layover areas and cannot be correctly inverted to the original 3D information. Therefore, we propose a data processing chain composed of the following steps (see Figure 2 ):
1. Extraction of the digital terrain model (DTM) and the building footprints; 2. Shifting of the buildings to correct side-looking effects; 3. Reduction of the area mismatch due to layover/shadowing by means of a geometrical correction (details to follow) of INSAR footprints; and 4. Improvement of the INSAR 3D building shapes by masking the height values using the relocated and geometrically corrected footprints.
The first processing step refers to the extraction of the building footprints through a local thresholding of the digital surface model (DSM). The local threshold is chosen to a few meters, a level well representative of the height difference between the terrain and any artificially built structure. Of course, there are many methods for DTM extraction. Unfortunately, they have been tested in urban areas only on lidar data, and there has been no attempt in technical literature to extract the urban terrain from INSAR data. So, after trying a few known methods on the whole image (Sithole and Vosselman, 2003) , our choice was to use a very simple low-pass filtering. As a matter of fact, this is not a problem in many urban areas and also in our test areas, where the terrain is locally almost flat.
DTM and building footprint extraction can be applied in parallel to lidar and INSAR DEMs and is carried out unsupervised. Instead, Steps 2 and 3 of the above list need some kind of interaction between these DEMs, and the corresponding processing algorithms need some input parameters. We will define them by comparing lidar and INSAR data on a "reference area," a small subset of the area under consideration where we have both available.
In more detail, Step 2 is devoted to correct only the displaced positions of INSAR footprints due to layover/shadowing phenomena. It requires knowledge of the displacement for each building, for instance through a comparison of building locations in INSAR and lidar DEMs. Since we do not have both DEMs for the whole area, we exploit information for the reference area only. We expected to find a rule relating the displacement to the building height (Stilla et al., 2003) . Unfortunately, measurements errors and noise may mask this relationship, therefore, sometimes a single mean displacement value is a more stable and reliable choice. In any case, the definition of the relocation amount and the "shifting scenario" is dependent upon the lidar and INSAR comparison in the reference area.
After relocation, we need some kind of correction, which is Step 3 of the procedure, the core of our method. The plot of vertical section A in Figure 1c shows that, no matter how much displacement we apply to the shape of the first building on the left, no complete reconstruction of something similar to the lidar shape is possible. Instead, an improvement is obtained if we geometrically correct the shape by some stretching procedure. Moreover, that plot shows that
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we need both a horizontal and a vertical stretch to obtain this fit. Our idea is to use the building pairs to extract the extent of the horizontal one, therefore, this step consists of a geometrical correction of the INSAR DEM, determined by means of a simple geometrical transformation to make INSARderived footprints fitting the corresponding lidar-derived ones. Again, we expect to extrapolate from the reference area a transformation which will be useful for the whole test area.
To compute the transformation parameters, the simplest choice would be to consider one building pair. The computed transformation would lead to an effective reduction of the effects of layover phenomena on this pair. Moreover, if the distortions affecting the chosen pair are equal or similar to those affecting all the other ones, the same geometrical transformation may be applied to all the buildings. Unfortunately, this simple procedure requires that we are able to choose the "best" building pair. It is impossible to find a way to make a completely automatic choice. A first one may be the pair with less area mismatch, but this may be a random result of the correspondence search step. A more preferable choice is the pair with area difference more similar to the mean absolute area error per building. Still, if we want to be sufficiently precise and use a single building pair to compute the geometrical transformation, we need a final manual check to validate the choice. A different idea, described in the next section, is to perform the stretching step more than once, using different buildings as reference pairs, and combine the results or choose the best one.
Whichever is the way, we compute the stretching parameters, using the correspondence in the reference area only; we assume that it is a good correction to the distortion affecting the whole INSAR DEM. As a result, each building is corrected like the reference pair(s). However, the geometrical correction applied to the whole image does correct, but also displaces, the footprints. Therefore, a further step is required, so that the stretched footprints are "shifted" to their original positions.
Finally, the proposed procedure ends with Step 4, which involves a recombination of the output of the stretched and relocated footprints and the original INSAR DEM. These footprints are used to mask out height values in areas where, according to the applied correction, no part of the building should be. In these points the neighbouring terrain height values are used instead.
Before testing the algorithm experimentally, it is noted that first we do not expect that the proposed procedure were able to recover from all the problems affecting the INSAR DEM. It provides, however, a final DEM undoubtedly more useful than the original one, with qualitative improvements in the three-dimensional visualization of the data, as well as a significant quantitative reduction in the area error for INSAR-derived building footprints. For instance, we will show in the result section that the 3D shape of shadowed objects is only marginally enhanced, but many other artificial structures have considerably improved.
This comment is in regards to the kind of data fusion exploited in this method. It is interesting to observe that the scheme of pixel-based versus feature-based data fusion does not apply to our approach. As a matter of fact, we use a feature comparison, where the features are the building footprints, to improve the height values of the INSAR DEM. This may be considered as a mixed approach, and further data fusion steps are still possible at the pixel level on our results.
Experimental Results
The above-described procedure was applied to two different data sets, corresponding to urban environments with different characteristics. We have an industrial area and the central area for a town in the United States with governmental buildings. The results are very similar, showing the robustness of the method against structural variability of the test area.
The Data Sets A first data set was collected over downtown Denver, near the Colorado State Capitol. The area is depicted in a small subset of a USGS orthophoto in Figure 3a , boxed in white. For the Figure 3 . Aerial images covering the two data sets: (a) downtown Denver (USGS orthophoto, the boxed area is 800 m ϫ 500 m, and (b) a small part of Greater London, 400 m ϫ 400 m (aerial image courtesy of GetMapping ® ). study area, DEMs on 2.5 m grids were derived from the Intermap Star-3i TM system and from the Eaglescan, Inc. scanning lidar system. The Star-3i TM system is an X-band Interferometric SAR operated by Intermap Technologies. The radar is carried by a LearJet 36 and provides both the interferometric data (processed off-line to extract height information) and an orthorectified intensity image. The interferometric DEM has nearly double resolution than its posting, defined by the orthorectified image. The lidar data set refers to laser ranging measurements recorded by one of the first versions of the commercial laser altimeter incorporated into the package called the Digital Airborne Topographical Imaging System (DATIS) and operated by EagleScan, Inc. The system in its fine spatial resolution operation mode provided a mean sample density of three to five points per square meter. Lidar measurements covered a 840 m ϫ 390 m area. INSAR data refers to data collected by the Star-3i
TM system in 1998 at a flight altitude of 8,800 m, and with an azimuth direction of 270°with respect to geographic North. The INSAR DEM has been vertically shifted by a fixed value to match the lidar elevation values in bare open areas and corresponds to an 800 m ϫ 540 m area.
The second data set used in this work is composed by SAR data recorded again by the Star-3i TM sensor, but after a hardware enhancement that brought its ground spatial resolution down to approximately one meter. Therefore, in this data set, the INSAR DEM has 1.25 m spacing (2.5 m resolution). This INSAR DEM is compared with lidar height values spaced in a regular 2 m grid of the same area, collected by the Optech ALTM2033 system. Both data sets cover the same area for a part of Greater London.
Even if the ground spatial resolution is finer in this second data set, it is not fine enough to detect and characterize small residential houses. It is however sufficient for the characterization of the industrial buildings in the area, as well as their 3D shapes. Figure 3b shows an aerial image of a subset of the whole area, with industrial and commercial buildings.
Building Detection and Building Pair Extraction
Following the procedure explained in the previous section, four processing steps were applied. The first one is DTM extraction for both lidar and INSAR, exploiting a low-pass filter with a kernel size corresponding to nearly 350 to 400 meters, followed by a thresholding of the DEM-DTM height values. An example for the Denver test area is shown in Figure 4a for both the lidar (left) and INSAR (right) data.
As previously pointed out, buildings have a distinctly different appearance in INSAR data when compared to lidar data. Moreover, their position is different, even considering that the two DEMs cover a different area. To investigate the displacement effect, the algorithm performs a correspondence search, based on shape analysis. The minimum boundary rectangle of each footprint, its filling ratio, building area, and position are computed. Correspondence between INSAR and lidar footprints are evaluated by first considering if there are overlapping pairs of bounding rectangles in the two sets. Ambiguities are solved and non-overlapping pairs are extracted by using shape similarity, expressed by the mean of the squared difference between the above-mentioned geometrical parameters. The software allows, finally, a manual step if some correspondence factors are still missing. Results for the Denver urban test area are shown in Figure 4b .
Displacement Correction
Our method builds on the fact that all displacements of buildings are only happening in range direction as previously mentioned. We use the correspondences to infer the displacement amount. So, once correspondence factors are evaluated, we compute the displacements and extract a rule to solve this problem for all of the INSAR data. Unfortunately, we cannot use all the correspondences. We cannot rely on associations between buildings whose appearance is very different in the two data sets. Distortions in shape may mask displacements computed as centroid distances. To explain the point, we provide in Table 1 Figure 5 . The x-and y-offset versus height for the building pairs in Table 1 with less than 40 percent of area error.
output of the algorithm, showing all the buildings pairs that we were able to find. Building numbers refer to those in Figure 4b . We must note that not all the buildings are included in these pairs, since there are some in lidar data that do not appear in INSAR data. Moreover, some pairs are biased by very large under-or overestimates of the footprints. This leads to the overall error figures at the bottom of Table 1 , which is extremely disappointing. We achieved 53.8 percent as total absolute area error, and nearly 73.7 percent as mean absolute error per building.
However, we may still use these pairs to analyse the displacement effect as a function of the height of each building. The result is shown graphically in Figure 5 ; the plot suggests (see solid lines) a linear dependence of the vertical and horizontal displacements with respect to the building height, as we expected. This dependence is weak, however, while the variance of the displacement values with respect to this linear fit is high, which may suggest that a fixed, mean displacement value can be enough for a first, rough correction. Specifically, in our example, we have a mean shift toward the right of one pixel and toward the bottom of nearly 22 pixels.
Stretching
Step The third step of the proposed procedure requires that we apply a geometric correction. Using the building pairs labelled as 1(lidar)-3(INSAR) in Figure 4b as a reference, our test set is transformed into the output shown in Figure 4c , where the INSAR window on the right contains now the stretched and relocated footprints.
Correspondingly, Table 2 provides the same information as Table 1 , but after the stretching step. The mean area error per building reduced from 52 percent to nearly 22 percent, as well as the total error, computed as the ratio of INSAR and lidar areas, down to nearly 4 percent.
Applying the same procedure to the second (London) data set, the displacement analysis shows that we should apply a five pixel offset to the left and a ten pixel offset to the bottom. After that, the geometrical transformation is computed using the most reliable shape (according to what we described before): the results are shown in Figure 6 . After relocation, Table 3 provides building pairs as well as area mismatch values. A comparison with the pre-procedure values shows that the mean area error per building is reduced from more than 30 percent to nearly 27 percent and the total error, computed as the ratio of INSAR and lidar areas to 22 percent. Note that these values dramatically decrease if the last correspondence, clearly an outlier, is discarded.
Stretching with Multiple Pairs
As noted above, no single building pair can be representative of a full range of building types in an urban area. Therefore, it is interesting to know what happens when more building pairs are considered, and if it is possible to provide a way to choose, for a given building, which of the geometrical transformations is the best one. Referring now exemplarily to the Denver test site, additional pairs useful for the stretching step are buildings 12-6 and 5-11. After applying to the INSAR data the corresponding geometric transformations, and subsequently relocating the stretched buildings to their original places, the final comparison produced the results shown in Table 4 . We observe that, as expected, different pairs provide different corrections, and the best result may be chosen using two different criteria. On one hand, we may want to maximize the correction, i.e., to minimize the absolute area error. On the other hand we may prefer to have the largest number of recognizable buildings after the processing phase. The first choice in our example leads to the results in Table 2 , while the second one to those in the upper part of Table 4 . Since CPU time for the whole procedure is almost negligible, it could be useful to try all the possibilities and make a choice after comparing them and depending on the successive applications or algorithms. Moreover, we are currently working toward a semi-automatic combination of these results.
Improvements to 3D Building Shapes
The final step of the procedure consists of using the enhanced building footprints to mask the INSAR height data. Since we correct the footprints, we expect some changes to appear, especially around the borders which is exactly the desired result since layover and shadowing greatly affects these features. We should keep in mind, however, that our procedure does not change the vertical appearance of the buildings in the area that is recognized as corresponding to the "true" footprint. Instead, the proposed procedure helps in discarding parts of the 3D shape that belong to areas that have been recognized as outside this "true" footprint by comparison with lidar data. A further vertical stretch would help in improving even the 3D appearance, but it is a much more complex procedure and beyond the scope of this work. So, for example, Figure 7 visually compares the threedimensional representation of a building in the original INSAR London data set, as well as in the output of our algorithm. Since we do not have reference GIS data to assess the improvements, we should accept this rather qualitative characterization, but it may enough to appreciate the 3D shape enhancement. Figure 7 on the left shows, in grey levels, the difference between the original and the corrected 3D shapes. White and black pixels corresponds to greater changes and cluster around the borders of the buildings, because the effect of our procedure is to correct the building footprints. Their position reveal that layover areas (here in white) have been, at least partially, corrected.
Conclusions
This paper shows that it is possible to exploit a lidar DSM to improve to some extent the two-and three-dimensional representation of buildings extracted by phase unwrapping from INSAR measurements. We may say that the method could be a good preliminary step for building structure extraction, since it helps in recovering building displacement and distortion due to the side-looking nature of radar. It still requires further processing steps if the goal is the three-dimensional characterization of urban environments. Moreover, the proposed procedure shows a simple way to exploit lidar data in the area of interest, especially when the whole area is not covered. This, in turn, may be extremely useful for SAR sensor operators to improve their product without an excessive computational weight or very complex post-processing procedures.
Open problems of this procedure are the dependence of the geometric transformation on the height and the complexity of the shape of the chosen building pair(s). The building height is indeed a reason for some errors, since the amount of distortion due to layover is a direct function of this value. However, this is a major problem only when considering town centers in large urban areas, where the building height may vary a lot. In residential areas, the buildings have always almost the same height, and this problem is less important.
Finally, the complexity of the shape must also be considered. Since the combination of non-rectangular buildings Figure 7 . A visual comparison between the original (a) and processed (b) 3D shape of a building (London test area), and (c) the differences between their footprints. Grey levels are proportional to height differences: no difference is equal to light grey, white to positive and black to negative differences.
and random looking SAR angles may lead to very complex effects. In our opinion, this is one of the points where the superiority of lidar cannot be overcome, even with very complex algorithms and procedures.
