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a b s t r a c t
Novel ideas in harmonic analysis are used to analyze the trapezoidal rule integration for
two spheres. Sampling in spherical coordinates links three levels of harmonic analysis.
Eigenfunctions of a nonstandard manifold Laplacian descend by restriction, first to a
differential graph Laplacian, and then to difference operators. Trapezoidal rule integration
with appropriate sampling is exact on eigenspaces of the manifold Laplacian, a fact which
leads to trapezoidal rule error estimates on Sobolev-style spaces of functions. Singular
functions with accurate trapezoidal rule integrals are identified, and a simplified analysis
of smooth function numerical integration is provided.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Differential operators on graphs arise in various settings, including the modeling of carbon nanostructures [1], boundary
control of elastic multi-structures [2], and studies of the human circulatory system [3]. Eigenfunctions of the second
derivative operator can provide an extension of Fourier analysis tometric graphs [4]. This extension has additional structure,
including Fast Fourier transform algorithms, for graphs whose edge lengths are integer multiples of a common value [5].
The present work explores the harmonic analysis of star graphs and their ‘doubles’, which arise in the construction of
spherical coordinate grids for the two sphere S2. Here we see three levels of intimately connected harmonic analysis.
Orthogonal eigenfunctions for a Laplace operatorwith nonlocal boundary conditions on a two dimensional cylinder descend
by restriction to orthogonal eigenfunctions of the graph Laplacian, and these in turn descend by restriction to orthogonal
eigenfunctions of difference operators on spherical coordinate grids.
Discrete and continuous harmonic analysis for the circle are tightly linked to the trapezoidal rule for integration. A similar
linkage is present for our star graph harmonic analysis. We consider trapezoidal rule integration for S2, a subject of recent
interest [6,7]. With the aid of Sobolev type spaces, rapid convergence of the trapezoidal rule is established in Corollary 3.4
for rather singular functions on the sphere. An alternative approach is also provided to some of the results of [6,7].
The paper begins with a study of eigenfunctions for differential and difference operators. After a review of the graph
Laplace operator, a family of trigonometric functions on [0, 1] × [0, 1] is introduced. These are shown to be a complete
orthogonal basis for a two dimensional Laplace operator satisfying periodic boundary conditions in one variable, and
nonlocal conditions in the other variable. The nonlocal conditions are related to the construction of spherical coordinates
on S2. These functions are then sampled, first in one coordinate, then in both coordinates. The sampled eigenfunctions are
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Fig. 1. A star graph S and the graph G.
shown to give eigenfunctions for graph and difference operators. The discrete Fourier transform algorithms discussed in [5]
have a simple direct development in the present context; this fact offers the prospect of extending spectral methods [8–10]
to problems on networks, a topic for future work.
This function theory is then applied to problems of numerical integration on S2. By using Sobolev spaces associated to the
twodimensional Laplace operatorwith nonlocal boundary conditions it is possible to recognize certain function singularities
compatible with accurate trapezoidal rule computations. The integration of smooth functions on S2, previously treated
in [6,7], is reconsidered with our harmonic analysis tools.
2. Operators and eigenfunctions
2.1. Graph differential operators
Suppose S is a star graph with M edges of equal length, numbered 0, . . . ,M − 1. Pick coordinates which identify each
edge with the interval [0, 1/2], so that the interior vertex of S on each edge is identified with x = 0. A function F on S may
then be written as a vector
F = [f0(x), . . . , fM−1(x)], 0 ≤ x ≤ 1/2,
with the natural constraint f0(0) = · · · = fM−1(0).
Self-adjoint second derivative operators d2/dx2 acting on the Hilbert space ⊕M−1m=0 L2[0, 1/2] may be defined using
boundary conditions [11, S107-S128]. The boundary conditions at x = 1/2 are either the Dirichlet condition fm(1/2) = 0
for all edges m = 0, . . . ,M − 1, or the Neumann condition f ′m(1/2) = 0 for m = 0, . . . ,M − 1. Continuity and a standard
derivative condition are imposed at the interior vertex,
fm(0) = · · · = fM−1(0),
M−1−
m=0
f ′m(0) = 0. (2.1)
These are themost common interior vertex conditions [2,1]. Special features of the eigenvalues and eigenfunctions for these
boundary conditions in combination with equal edge lengths will be exploited.
It will be convenient to introduce another graph G, which arises in the definition of a spherical coordinate grid for the
two sphere S2 = {(X, Y , Z); X2 + Y 2 + Z2 = 1}, using the spherical coordinates
X = ρ sin(πx) cos(2πy), Y = ρ sin(πx) sin(2πy), Z = ρ cos(πx),
with 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1. Sampling y at M equally spaced points ym = m/M for m = 0, . . . ,M − 1, but leaving x
unsampled, leaves a topological graph GwithM edges joining the two polar vertices as illustrated in Fig. 1. A function F on
Gmay then be identified with a vector function
F = [f0(x), . . . , fM−1(x)], 0 ≤ x ≤ 1,
subject to the constraints
f0(0) = · · · = fM−1(0), f0(1) = · · · = fM−1(1). (2.2)
With G in mind, define the self-adjoint operator L acting on⊕M−1m=0 L2[0, 1] by d2/dx2, with a domain defined using the
boundary conditions (2.1) at both x = 0 and x = 1. The functions that are even, respectively odd, about x = 1/2 are invariant
subspaces for L. The restriction of L to the even, respectively odd, subspace may be identified with the operator defined
above using Neumann, respectively Dirichlet, conditions at x = 1/2. Our study is thus mainly aimed at the Fourier analysis
forL on G.
2.2. A partial differential operator
The construction of G from the partially discretized spherical coordinate grid on S2 suggests that the eigenfunctions for
L might be related to eigenfunctions for a partial differential operator. For (x, y) ∈ [0, 1] × [0, 1], define the families of
functions
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Φ(k, x, y) = cos(πkx), k = 0, 1, 2, . . . , (2.3)
Ψ (j, k, x, y) = sin(πkx) exp(2π ijy), k = 1, 2, 3 . . . , j = ±1,±2,±3, . . . .
Each of these functions f (x, y) has y- period 1,
f (x, y+ 1) = f (x, y), (2.4)
and satisfies the boundary conditions
f (0, y1) = f (0, y2), f (1, y1) = f (1, y2), 0 ≤ y1, y2,≤ 1, (2.5)
so they extend continuously to functions on S2. They also satisfy∫ 1
0
∂xf (0, y)dy =
∫ 1
0
∂xf (1, y)dy = 0. (2.6)
Let∆p denote the partial differential operator
∆p = ∂
2
∂x2
+ ∂
2
∂y2
, (2.7)
initially defined on the smooth (that is, infinitely differentiable) functions of (x, y) ∈ [0, 1]× [0, 1]which extend to smooth
1-periodic functions of y, and which satisfy the boundary conditions (2.5) and (2.6).
Theorem 2.1. The operator ∆p is symmetric and essentially self adjoint on L2([0, 1] × [0, 1]). The functions Φ(k, x, y) and
Ψ (j, k, x, y) form a complete orthogonal basis of eigenfunctions for ∆p.
Proof. The symmetry of∆p is verified by a simple computation. Let I2 = [0, 1]×[0, 1]. For f , g in the domain of∆p, iterated
integration and integration by parts gives∫
I2
(∆pf )g − f∆pg =
∫ 1
0
∫ 1
0
fxxg − f gxxdxdy =
∫ 1
0
fxg − f gx |10 dy
= g(1, y)
∫ 1
0
fx(1, y)dy− g(0, y)
∫ 1
0
fx(0, y)dy− f (1, y)
∫ 1
0
gx(1, y)dy+ f (0, y)
∫ 1
0
gx(0, y)dy
= 0.
We have already observed that the functionsΦ(k, x, y) and Ψ (j, k, x, y) lie in the domain of∆p. These functions satisfy
∆pΦ(k, x, y) = −k2π2Φ(k, x, y),
and
∆pΨ (j, k, x, y) = −(k2 + 4j2)π2Ψ (j, k, x, y).
The orthogonality of the eigenfunctions is easily checked, as are the norming calculations∫
I2
|Φ(k, x, y)|2 =
∫ 1
0
cos(kπx)2dx =

1/2, k = 1, 2, 3, . . . ,
1, k = 0,

(2.8)∫
I2
|Ψ (j, k, x, y)|2 =
∫ 1
0
sin(kπx)2dt = 1/2.
To establish the completeness of the eigenfunctions, consider the related set σ(j, k, x, y) obtained by augmenting the set of
functions Ψ (j, k, x, y)with the functions sin(kπx),
σ(j, k, x, y) = sin(kπx) exp(2π ijy), k = 1, 2, 3, . . . , j = 0,±1,±2, . . . .
These are separable eigenfunctions for
∆1 = ∂
2
∂x2
+ ∂
2
∂y2
,
where d2/dx2 has a domain defined by the Dirichlet conditions f (0) = 0 = f (1), and d2/dy2 has a domain defined by the
periodicity of (2.4).
The boundary conditions for both d2/dx2 and d2/dy2 determine self adjoint ordinary differential operators on L2[0, 1]
with complete sets of eigenfunctions
exp(2π ijy), j = 0,±1,±2, . . . ,
sin(kπx), k = 1, 2, 3, . . . ,
2080 R. Carlson / Journal of Computational and Applied Mathematics 235 (2011) 2077–2089
respectively. Thus [12, pp. 51–52] the set σ(j, k, x, y) gives a complete orthogonal basis for L2(I2). To finish the proof
of completeness for the functions Φ(k, x, y) and Ψ (j, k, x, y) in L2(I2), notice that the closed span of sin(kπx) for k =
1, 2, 3, . . . , is the same as the closed span of cos(kπx) for k = 0, 1, 2, . . ., this last set being a complete set of eigenfunctions
for the self adjoint operator d2/dx2 on L2[0, 1]with domain defined by the Neumann conditions f ′(0) = 0 = f ′(1).
Finally, since∆p is symmetric, and has a complete orthonormal set of eigenfunctions, it is essentially self adjoint. 
Henceforth,∆p will refer to the self adjoint closure of the symmetric operator defined above. The eigenfunctions for the
graph operatorLmay be obtained by sampling some of the functionsΦ(k, x, y) and Ψ (j, k, x, y).
Theorem 2.2. For a positive integer M and for m = 0, . . . ,M − 1, let ym = m/M. If
Φ(k, x, ym) = cos(πkx), Ψ (j, k, x, ym) = sin(πkx) exp

2π i
jm
M

,
then the M-vector functions
φ(k, x) = [Φ(k, x, y0), . . . ,Φ(k, x, yM−1)],
for k = 0, 1, 2, . . ., together with
ψ(j, k, x) = [Ψ (j, k, x, y0), . . . ,Ψ (j, k, x, yM−1)],
for j = ⌊−(M − 1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋, and k = 1, 2, . . ., form a complete orthogonal basis of eigenfunctions
for L on⊕M−1m=0 L2[0, 1].
Proof. The proof is similar to that of the previous theorem. The equations φ′′(k, x) = −k2π2φ(k, x) and ψ ′′(j, k, x) =
−k2π2ψ(j, k, x) are satisfied, as well as the continuity conditions of (2.1) at x = 0 and x = 1. The derivative portion of (2.1)
is satisfied for φ(k, x) since φ′(k, 0) = 0 = φ′(k, 1). For ψ(j, k, x) and any x ∈ [0, 1]we have
M−1−
m=0
ψ ′(j, k, x) = πk cos(πkx)
M−1−
m=0
exp

2π i
jm
M

= 0,
since the last sum is geometric,
M−1−
m=0
exp(2π ijm/M) = 1− exp(2π ij)
1− exp(2π ij/M) = 0,
for
j = ⌊−(M − 1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋.
The orthogonality is easily verified, as are the norming calculations∫ 1
0
|φ(k, x)|2 = M
∫ 1
0
cos(kπx)2dx = M/2, (2.9)∫ 1
0
|ψ(j, k, x)|2 = M
∫ 1
0
sin(kπx)2dt = M/2.
If the functions φ(k, x) are replaced by sin(πkx), the resulting set
σ(j, k, x, ym) = sin(kπx) exp

2π i
jm
M

, k = 1, 2, 3, . . . ,
for
j = ⌊−(M − 1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋.
is complete. The functions sin(kπx) form a basis of eigenfunctions for d2/dx2 with f (0) = 0 = f (1), as before. The
exponential factors are eigenvectors for, say, the averaging operator
Ay[f0, . . . , fM−1] = 12 [fM−1 + f1, f0 + f2, . . . , fM−2 + f0]
acting on functions on the set {ym}, allowing the use of the abstract result cited above, or they can be handled by direct
computation. Then one notes as before that the closed span of sin(kπx) for k = 1, 2, 3, . . . is the same as the closed span of
cos(kπx) for k = 0, 1, 2, . . .. 
Since exp(2π i(j + M)m/M) = exp(2π ijm/M), the j-index for ψ(j, k, x) admits alternative choices, such as j =
1, . . . ,M − 1.
R. Carlson / Journal of Computational and Applied Mathematics 235 (2011) 2077–2089 2081
2.3. Sampling in x
There is still another variation on the theme of sampling eigenfunctions to obtain orthogonal bases on a new space. Given
a sequence a0, . . . , aN , introduce the trapezoidal rule sum
N−′′
n=0
an = a0 + aN2 +
N−1−
n=1
an.
Given positive integersM andN , let xn = n/N for n = 0, . . . ,N , and letV denote the (N−1)M+2 dimensional subspace
of complexM-vector valued functions defined on {xn},
F(xn) = [f0(xn), . . . , fM−1(xn)], xn = n/N, n = 0, . . . ,N,
subject to the constraints (2.2). Equip Vwith the (trapezoidal rule) inner product
⟨F ,G⟩ = 1
MN
M−1−
m=0
N−′′
n=0
fm(xn)gm(xn) = 1MN
N−′′
n=0
F(xn) · G(xn),
whereW · Z is the usual dot product for vectorsW , Z ∈ CM ,
W · Z =
M−1−
m=0
wmzm.
The following elementary identities [13, p. 139] are helpful for inner product calculations in V.
Lemma 2.3. For integers j, k = 0, . . . ,N,
N−′′
n=0
cos

π
jn
N

cos

π
kn
N

=
0, j ≠ k,
N/2, j = k, k = 1, . . . ,N − 1,
N, j = k = 0, or j = k = N.

,
and for integers j, k = 1, . . . ,N − 1,
N−1−
n=1
sin

π
jn
N

sin

π
kn
N

=

0, j ≠ k,
N/2, j = k.

.
Theorem 2.4. Given positive integers M,N, let ym = m/M for m = 0, . . . ,M − 1, and xn = n/N for n = 0, . . . ,N. If
Φ(k, xn, ym) = cos(πkxn), Ψ (j, k, xn, ym) = sin(πkxn) exp

2π i
jm
M

,
then the M-vector functions defined on {xn},
φ(k, xn) = [Φ(k, xn, y0), . . . ,Φ(k, xn, yM−1)],
for k = 0, 1, 2, . . . ,N together with
ψ(j, k, xn) = [Ψ (j, k, xn, y0), . . . ,Ψ (j, k, xn, yM−1)],
for j = ⌊−(M − 1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋ and k = 1, 2, . . . ,N − 1, form a complete orthogonal basis for V.
Proof. One checks easily that the functions φ(k, xn) and ψ(j, k, xn) are in V. Since V is finite dimensional, it suffices to use
Lemma 2.3 to establish the inner product formulas
⟨φ(k1, xn), φ(k2, xn)⟩ =
0, k1 ≠ k2,
1, k1 = k2 = 0 or k1 = k2 = N,
1/2, k1 = k2 = 1, . . . ,N − 1

(2.10)
⟨φ(k1, xn), ψ(j, k2, xn)⟩ = 0,
⟨ψ(j1, k1, xn), ψ(j2, k2, xn)⟩ =

1/2, j1 = j2, k1 = k2,
0, otherwise

. 
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With F(xn) = [f0(xn), . . . , fM−1(xn)], define the adjacency operators Ax : V→ V and Ay : V→ V by
AxF(xn) =

F(xn−1)+ F(xn+1)
2
, n = 1, . . . ,N − 1,
1
M
M−1−
m=0
fm(x1)[1, . . . , 1], n = 0,
1
M
M−1−
m=0
fm(xN−1)[1, . . . , 1], n = N,

,
AyF(xn) = 12 [fM−1(xn)+ f1(xn), f0(xn)+ f2(xn), . . . , fM−2(xn)+ f0(xn)].
The next result is easily verified.
Proposition 2.5. The functions φ(k, xn) and ψ(j, k, xn) are eigenfunctions for Ax and Ay,
Axφ(k, xn) = cos(πk/N)φ(k, xn), Axψ(j, k, xn) = cos(πk/N)ψ(j, k, xn),
Ayφ(k, xn) = φ(k, xn), Ayψ(j, k, xn) = cos

2π
j
M

ψ(j, k, xn).
3. The trapezoidal rule in spherical coordinates
Integrals over the two sphere S2 ⊂ R3 may be transformed into integrals over the unit square I2 ⊂ R2 by using spherical
coordinates. For a real valued function F(X, Y , Z) defined on S2, if
g(x, y) = F(cos(2πy) sin(πx), sin(2πy) sin(πx), cos(πx)), (3.1)
then ∫
S2
F =
∫
I2
2π2 sin(πx)g(x, y)dxdy.
For notational convenience we will associate f (x, y) = 2π2 sin(πx)g(x, y)with the function F : S2 → R.
Numerical integration schemes such as the product trapezoidal rule
T (M,N, f ) = 1
MN
M−1−
m=0
−′′
n
f (xn, ym) ≃
∫
I2
f (x, y)dxdy (3.2)
may be defined using a gridwithM(N+1) points (xn, ym)where xn = n/N , n = 0, . . . ,N and ym = m/M ,m = 0, . . . ,M−1.
The grid points with xn = 0, respectively xn = 1, are identified on S2, so samples of functions f (x, y) coming from functions
F defined on S2 will satisfy the constraints (2.2).
The performance of this algorithm for integration on the sphere can vary dramatically. For f1(x, y) = sin(πx), the
standard one variable error estimates [14, p. 285] show that the computational error is of orderN−2, which is not impressive.
The performance is markedly better for f2(x, y) = sin(πx) cos(2πy), where the trapezoidal rule has 0 error when N ≥ 2
andM ≥ 3. This section uses harmonic analysis to analyze the performance of the product trapezoidal rule for integrations
coming from S2. Rapid convergence rates are established for classes of functions F : S2 → Rwith rather singular derivative
behavior at the poles.
In one variable, trapezoidal rule evaluation of integrals with endpoint singularities can be improved by an elementary
change of variables [14, pp. 305–307]. Recent work [6,7] has considered enhancements of the product trapezoidal rule for
integration over the sphere by similar changes of the x variable. Harmonic analysis methods are used to provide a novel
approach to these coordinate change problems.
3.1. Sobolev spaces for spherical coordinates
Let∆p be the self adjoint closure of the essentially self adjoint Laplacian described in Theorem 2.1. A function f ∈ L2(I2)
has a Fourier expansion
f (x, y) =
∞−
k=0
α(0, k)Φ(k, x, y)+
−
j,k
α(j, k)Ψ (j, k, x, y)
in the orthogonal basis {Φ(k, x, y),Ψ (j, k, x, y)}. For s ≥ 0 introduce the Sobolev styleHilbert spaceHs as the set of f ∈ L2(I2)
satisfying
‖f ‖2s =
−
j,k

1+ ([k2 + 4j2]π2)s

|αj,k|2 <∞,
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where j = 0,±1,±2, . . . and k = 0, 1, 2, . . .. Here α(j, k) = 0 for k = 0 if j ≠ 0. The space Hs is just the domain of ∆s/2p
with the usual inner product. Although Hs is defined in terms of a Fourier series, it is straightforward to give alternative
criteria in some cases.
Proposition 3.1. Suppose f (x, y) has 2r continuous derivatives on I2, with
∂ iyf (x, 0) = ∂ iyf (x, 1), i = 0, . . . , 2r − 1, 0 ≤ x ≤ 1.
Assume the Taylor expansion for f is
f (x, y) ≃
−
i≥0
ci(x0, y)(x− x0)i, x0 = 0, 1
about points (x0, y). Then f (x, y) ∈ H2r for r = 1, 2, 3, . . . if
ci(x0, y) = ci(x0), i = 0, 2, 4, . . . , 2(r − 1),
that is ci(x0, y) is independent of y, and∫ 1
0
ci+1(x0, y)dy = 0, i = 0, 2, 4, . . . , 2(r − 1).
Proof. Integration by parts first gives
(−4j2 − k2)rπ2r
∫
I2
f (x, y)Ψ (j, k, x, y)dydx =
∫
I2
f (x, y)∆rpΨ (j, k, x, y)dydx
=
∫
I2
fyy∆r−1p Ψ (j, k, x, y)dydx+
∫ 1
0

f (x, y)∆r−1p Ψx − fx(x, y)∆r−1p Ψ
 1
0
dy+
∫
I2
fxx∆r−1p Ψ (j, k, x, y)dydx.
The boundary conditions for f are also satisfied by Ψ , so the boundary terms vanish and
(−4π2j2 − π2k2)r
∫
I2
f (x, y)Ψ (j, k, x, y)dydx =
∫
I2
(fxx + fyy)(x, y)∆r−1p Ψ (j, k, x, y)dydx.
The boundary conditions assumed for f hold for fxx + fyy if r is replaced by r − 1. Repeated integration by parts gives the
desired result for Ψ (j, k, x, y), and a similar argument works forΦ(k, x, y). 
The inner product formulas (2.8) and (2.10), applied with one term equal toΦ(0, x, y) = 1, establish the following result
on exactness of the trapezoidal rule for the basis functions of (2.3).
Proposition 3.2. The trapezoidal rule (3.2) is exact on the span of Φ(k, x, y) for k = 0, . . . ,N and Ψ (j, k, x, y) for j =
⌊−(M − 1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋ and k = 1, . . . ,N − 1.
Suppose P(M,N, f ) is the orthogonal projection of f onto the span of the eigenfunctions with indices j = ⌊−(M −
1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋ and 0 ≤ k ≤ N . The rate of convergence of P(M,N, f ) to f as well as the rate of
convergence for the trapezoidal rule (3.2) depends on which Sobolev spaces contain f .
Theorem 3.3. Suppose f (x, y) is in Hs, and L = min(M,N). Then for s > 1
‖f − P(M,N, f )‖ = O(L1−s),
and for s > 2
sup
(x,y)∈I2
|f (x, y)− P(M,N, f )(x, y)| = O(L2−s). (3.3)
Proof. We will let C denote various constants. Since f ∈ Hs,
|αj,k|2 ≤ C([k2 + 4j2]π2)−s.
Let BL denote the set of indices (j, k)with k ≥ 0 such that max(j, k) ≤ L. We have
‖f − P(M,N, f )‖2 ≤
−
(j,k)∉BL
|αj,k|2 ≤ C
−
(j,k)∉BL
([k2 + 4j2]π2)−s
≤ C
∫
u2+v2≥L2
(u2 + v2)−s ≤ C
∫
r≥L
(r2)−srdr = C1
∫
r≥L
r1−2sdr ≤ CL2−2s.
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We also have−
(j,k)∉BL
|αj,k| ≤
−
(j,k)∉BL
C([k2 + 4j2]π2)−s/2
≤ C
∫ ∞
L
(r2)−s/2rdr = C
∫ ∞
L
r1−sdr.
Since the eigenfunctions Φ(k, x, y) and Ψ (j, k, x, y) are uniformly bounded and continuous on I2, the Fourier series con-
verges uniformly to a continuous function if s > 2. We also obtain the error estimate
sup
(x,y)∈I2
|f (x, y)− P(M,N, f )(x, y)| = O(L2−s). 
Corollary 3.4. Suppose f (x, y) is in Hs for s > 2, and L = min(M,N). Then∫
I2
f (x, y)dxdy− T (M,N, f ) = O(L2−s).
Proof. Approximate f by the orthogonal projection P(M,N, f ). By Proposition 3.2,∫
I2
P(M,N, f )(x, y)dxdy− T (M,N, P(M,N, f )) = 0,
so ∫
I2
f − T (M,N, f ) =
∫
I2
[f − P(M,N, f )](x, y)dxdy− [T (M,N, f )− T (M,N, P(M,N, f ))],
and (3.3) gives the result. 
Corollary 3.4 and Proposition 3.1 show that a function on S2 may be rather singular while still having its integral approx-
imated well by the trapezoidal rule. For instance, the function
F(cos(2πy) sin(πx), sin(2πy) sin(πx), cos(πx)) = cos(2πy), 0 < x < 1,
does not extend continuously to the sphere, but the corresponding function
f (x, y) = 2π2 sin(πx) cos(2πy)
is a linear combination of eigenfunctions for∆p, so is in Hs for every s > 0.
3.2. Integration of smooth functions
Next we consider the integration of smooth functions over the sphere using the trapezoidal rule. The recent work on
this subject in [6,7] provided motivation and ideas in what follows. This material begins by considering decompositions of
polynomials, and then smooth functions.
Anticipating some changes of variable, define the class E of continuous functions f : I2 → R satisfying
(i) f (0, y) = f (1, y) = 0, 0 ≤ y ≤ 1,
and forM sufficiently large, and
(ii)
∫ 1
0
f (x, y)dy = 0 =
M−1−
m=0
f (x,m/M), 0 ≤ x ≤ 1.
If f ∈ E , andM sufficiently large, then the trapezoidal rule is exact, even after a coordinate change x = τ(t), since∫
I2
f (x, y)dxdy =
∫ 1
0
f (τ (t), y)dyτ ′(t)dt = 0 = T (M,N, f (τ (t), y)τ ′(t)).
Lemma 3.5. Suppose P(X, Y , Z) is a polynomial and σ1 : R→ R is a smooth function. If
p(x, y) = 2π2 sin(πx)P(cos(2πy) sin(πx), sin(2πy) sin(πx), cos(πx)),
and
σ(x) = σ1(cos(πx)),
then σ(x)p(x, y)may be written as a sum
σ(x)p(x, y) = p0(x)+ p1(x, y),
where p0(x) is smooth on [0, 1], and p1 is smooth and in E .
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Proof. It suffices to prove the result for the cases P(X, Y , Z) = XαY βZγ with nonnegative integer exponents. Then
σ(x)p(x, y) = g(x)h(y),
where
g(x) = 2π2σ(x) sinα+β+1(πx) cosγ (πx), h(y) = cosα(2πy) sinβ(2πy).
The function h(y) is a trigonometric polynomial
h(y) =
α+β−
j=−(α+β)
cj exp(2π ijy),
which is split into constant and nonconstant terms,
h(y) = h0 + h1(y), h1(y) =
−
j≠0
cj exp(2π ijy).
Since ∫ 1
0
exp(2π ijy)dy = 0 =
M−1−
m=0
exp(2π ijm/M)
for j = ⌊−(M − 1)/2⌋, . . . ,−1, 1, . . . , ⌊(M − 1)/2⌋,∫ 1
0
h1(y)dy = 0 =
M−1−
m=0
h1(m/M)
forM sufficiently large. The desired functions are
p0(x) = g(x)h0, p1(x, y) = g(x)h1(y). 
Next, consider the decomposition of smooth functions written in spherical coordinates.
Theorem 3.6. Suppose F : R3 → R is smooth, and let r be a positive integer. Then the function
f (x, y) = 2π2 sin(πx)F(cos(2πy) sin(πx), sin(2πy) sin(πx), cos(πx))
may be written as a sum
f (x, y) = f1(x, y)+ f2(x)+ f3(x, y), (3.4)
all summands being smooth, with f3 ∈ E ,
f2(x) =
∫ 1
0
f (x, y)dy
and f1 satisfying
∂ ixf1(0, y) = 0 = ∂ ixf1(1, y), i = 0, . . . 2r, 0 ≤ y ≤ 1, (3.5)
and
∂ iyf1(x, 0) = ∂ iyf1(x, 1), i = 0, 1, 2, . . . , 0 ≤ x ≤ 1.
Thus f1 ∈ H2r by Proposition 3.1.
Proof. Let P(X, Y , Z) be the Taylor polynomial of order 2r for F at (0, 0, 1), and let σ1(Z) be a smooth function satisfying
σ1(Z) =

1, Z ≥ 1/2,
0, Z ≤ 0

.
Treat (0, 0,−1) in a similar fashion with Taylor polynomial Q , and a cutoff function
η1(Z) =

1, Z ≤ −1/2,
0, Z ≥ 0

.
Write F as a sum
F = σ1P + η1Q + F1.
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As in Lemma 3.5, change to spherical coordinates, obtaining
σ(x)p(x, y) = p0(x)+ p1(x, y), η(x)q(x, y) = q0(x)+ q1(x, y),
with p0, q0 smooth and p1, q1 smooth and in E . Take f3 = p1 + q1, and define t2(x) = p0 + q0.
The function F1(X, Y , Z) has all derivatives of orders up to 2r vanishing at (0, 0, 1) and (0, 0,−1). Let
g(x, y) = F1(cos(2πy) sin(πx), sin(2πy) sin(πx), cos(πx)).
Differentiating with respect to x,
∂g
∂x
= ∂F1
∂X
π cos(2πy) cos(πx)+ ∂F1
∂Y
π sin(2πy) cos(πx)− ∂F1
∂Z
π sin(πx).
Repeated differentiation shows that if the partial derivatives of F through 2r-th order are all zero at (0, 0, 1) and (0, 0,−1),
then the derivatives of g through the 2r-th with respect to x are also 0 at x = 0 and x = 1. The same is true for
t1(x, y) = 2π2 sin(πx)g(x, y).
So far,
f (x, y) = t1(x, y)+ t2(x)+ f3(x, y). (3.6)
Define
f2(x) =
∫ 1
0
f (x, y)dy, f1(x, y) = t1(x, y)+ t2(x)− f2(x),
so
f (x, y) = f1(x, y)+ f2(x)+ f3(x, y).
Integration of (3.6) gives∫ 1
0
f (x, y)dy =
∫ 1
0
t1(x, y)dy+ t2(x),
so t2(x) and f2(x) have matching derivatives through the 2r-th at x = 0 and x = 1. This implies that f1 satisfies (3.5). 
Theorem 3.6 can be used as an alternative approach to some ideas of [7]. Denote the one-dimensional trapezoidal rule
approximation of
 1
0 g by
T1(N, g) = 1N
−′′
n
g(xn), xn = n/N, n = 0, . . . ,N. (3.7)
One has the following variant of Theorem 2.2 of [7].
Corollary 3.7. Suppose α0, α1, β are positive constants, and
α0Nβ ≤ M ≤ α1Nβ .
Under the assumptions of Theorem 3.6
T (M,N, f ) = T1(N, f2)+ O(N−s)
for s arbitrarily large.
Proof. Picking s > 0, let γ = min(β, 1) and pick r so that γ (2− 2r) < −s. Since∫ 1
0
f3(x, y)dy = 0.
Theorem 3.6 gives f1 ∈ H2r with∫ 1
0
∫ 1
0
f1(x, y)dydx = 0.
By Corollary 3.4,
T (M,N, f1) = O(Nγ (2−2r)).
Thus forM sufficiently large,
T (M,N, f ) = T1(N, f2)+ O(Nγ (2−2r)). 
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Trapezoidal rule evaluation of integrals in one variable can often be improved by an elementary change of variables
[14, pp. 305–307]. Suppose τ : [0, 1] → [0, 1] is strictly increasing, with τ(0) = 0 and τ(1) = 1. The change of variables
x = τ(t) gives∫ 1
0
g(x)dx =
∫ 1
0
g(τ (t))τ ′(t)dt. (3.8)
High order vanishing of τ ′(t) at 0 and 1 can be used, for instance, to improve the trapezoidal rule convergence rate. The use
of this method in conjunction with spherical coordinate integration has been recently considered in [6,7,15].
In the context of Theorem 3.6, suppose such a change of variables is applied to (3.4). If
g(t, y) = f (τ (t), y)τ ′(t), gi(t, y) = fi(τ (t), y)τ ′(t), i = 1, 2, 3,
then ∫
I2
f (x, y)dxdy =
∫
I2
g(τ (t), y)dtdy
=
∫
I2
g1(τ (t), y)+ g2(τ (t))+ g3(τ (t), y)dtdy.
As mentioned when the class E was defined, g3 ∈ E . Moreover,
∂ iyg1(t, 0) = ∂ iyg1(t, 1), i = 0, 1, 2, . . . , 0 ≤ t ≤ 1.
Repeated application of the chain rule
∂tg1(t, y) = ∂ f1
∂τ
(τ ′)2 + f1τ ′′
shows that
∂ itg1(0, y) = 0 = ∂ itg1(1, y), i = 0, . . . , 2r, 0 ≤ y ≤ 1,
as long as τ has 2r + 1 continuous derivatives. Moreover,∫ 1
0
g1(t, y)dy =
∫ 1
0
f1(τ (t), y)dyτ ′(t) = 0,
so
g2(t) =
∫ 1
0
g(t, y)dy.
Thus Corollary 3.7 may be applied, yielding the final result.
Corollary 3.8. Suppose τ : [0, 1] → [0, 1] is smooth and strictly increasing, with τ(0) = 0 and τ(1) = 1. Then Corol-
lary 3.7 holds for g(t, y) in the variables t, y, that is
T (M,N, g) = T1(N, g2)+ O(N−s)
for s arbitrarily large.
4. Computed examples
This section presents computed results illustrating the earlier analysis. The four tables have the same format. For each
example, the first column contains the equal sampling numbers N and M for the x and y coordinates. The second column
contains the approximate integral, computed inMatlabwith the trapezoidal rule. Treating theN = 1000 case as a substitute
for the exact result, the third column has the magnitude of the difference, |In − I1000|. The fourth column displays the error
ratio, En/En−1.
Table 1 contains results for a particularly simple example, f (x, y) = sin(πx). The Euler-McLaurin formula [14, p. 285]
predicts an error ratio of approximately 4.
An application of Proposition 3.1 and Corollary 3.4 predicts that the trapezoidal rule converges faster than any power of
1/N for functions which extend to smooth periodic functions in y with period 1 and which vanish to all orders at x = 0, 1.
Table 2 illustrates this point with the function f (x, y) = exp(−1/ sin2(πx)) tan−1(cos(2π(x+ y))2). It appears that already
for N = 128 the accuracy of function evaluations is playing a significant role in integral approximation.
As noted after Corollary 3.4, a functionmay be singular on S2, but still have its integral efficiently computed by the trape-
zoidal rule. Table 3 illustrates this point for the function on S2 with spherical coordinate representation tan−1(cos(2πy)).
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Table 1
f (x, y) = sin(πx).
N IN EN Ratio
8 6.28417436515731e−01 8.20e−03 *
16 6.34573149225556e−01 2.05e−03 4.01e+00
32 6.36108363280851e−01 5.11e−04 4.01e+00
64 6.36491935501317e−01 1.27e−04 4.01e+00
128 6.36587814113601e−01 3.14e−05 4.05e+00
1000 6.36619248768150e−01 * *
Table 2
f (x, y) = exp(−1/ sin2(πx)) tan−1(cos(2π(x+ y))2).
N IN EN Ratio
8 6.74626411729083e−02 2.84e−04 *
16 6.71803112755106e−02 1.19e−06 2.39e+02
32 6.71791174787787e−02 5.51e−09 2.16e+02
64 6.71791229878889e−02 2.06e−13 2.67e+04
128 6.71791229876926e−02 9.80e−15 2.10e+01
1000 6.71791229876828e−02 * *
Table 3
f (x, y) = 2π2 sin(πx) tan−1(cos(2πy)).
N IN EN Ratio
8 −4.57966997657877e−16 4.43e−17 *
16 −6.03683769639929e−16 1.90e−16 2.33e−01
32 −3.62340366044656e−16 5.13e−17 3.70e+00
64 −3.63641408651638e−16 5.00e−17 1.03e+00
128 −3.32257143889972e−16 8.14e−17 6.14e−01
1000 −4.13636069840351e−16 * *
Table 4
f (x, y) = 2π2 sin5(πx) sin2(2πy) cos2(2πy).
N IN EN Ratio
8 8.37731727516765e−01 2.63e−05 *
16 8.37757671386207e−01 3.07e−07 7.12e+01
32 8.37758035328806e−01 5.63e−09 6.57e+01
64 8.37758040869889e−01 8.74e−11 6.44e+01
128 8.37758040955930e−01 1.35e−12 6.48e+01
1000 8.37758040957279e−01 * *
This function is bounded, but does not extend continuously to the sphere. The corresponding spherical coordinate integrand
is
f (x, y) = 2π2 sin(πx) tan−1(cos(2πy)),
which is easily seen to have integral 0.
The final example considers the integral of F(X, Y , Z) = X2+Y 2 over the two sphere. The spherical coordinate integrand
is
f (x, y) = 2π2 sin5(πx) sin2(2πy) cos2(2πy).
Corollary 3.7 predicts convergence at the rate for sin5(πx) in one dimension. The Euler-McLaurin formula [14, p. 285]
predicts an error ratio of approximately 64, which is close to the observed behavior Table 4.
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