Abstract -In this work, we derive a goal-oriented a posteriori error estimator for the error due to time-discretization of nonlinear parabolic partial differential equations by the fractional step theta method. This time-stepping scheme is assembled by three steps of the general theta method, that also unifies simple schemes like forward and backward Euler as well as the Crank-Nicolson method. Further, by combining three substeps of the theta time-stepping scheme, the fractional step theta time-stepping scheme is derived. It possesses highly desired stability and numerical dissipation properties and is second order accurate. The derived error estimator is based on a Petrov-Galerkin formulation that is up to a numerical quadrature error equivalent to the theta timestepping scheme. The error estimator is assembled as one weighted residual term given by the dual weighted residual method and one additional residual estimating the Galerkin error between time-stepping scheme and Petrov-Galerkin formulation.
Introduction
In this work, we derive goal-oriented a posteriori estimators for the error due to time discretization of parabolic partial differential equations involving a (nonlinear) spatial differential operator. Hereby, we focus on time discretizations based on the so-called theta time-stepping scheme including the implicitly shifted Crank-Nicolson scheme presented in [19, 20, 24] and the fractional step theta scheme proposed for instance in [9] which is assembled by combining three substeps of the single-step theta time-stepping scheme. Goal-oriented error estimation is derived following the idea of the dual weighted residual (DWR) method introduced by Becker and Rannacher [7, 8] .
Traditional techniques for error estimation of time-stepping schemes are based on estimation of the truncation error using higher order discrete solutions or reconstructions. The drawback of these techniques is the local character of the truncation error, the limitation to energy norms and usually the appearance of unknown constants. Recently, Karakatsani [23] presented a reconstruction based error estimator for linear parabolic problems discretized with the fractional step theta method. A rigorous approach applicable to different timestepping schemes was introduced by Eriksson, Estep, Hansbo, and Johnson [14] and Thomée [31] by deriving Galerkin formulations that are in some sense equivalent to the time-stepping scheme. Having Galerkin formulations at hand, error estimates can be established by standard residual techniques known from the finite element analysis, see [1, 4, 34] . Various applications to parabolic differential equations are found in the literature [3, 11, [15] [16] [17] 27] . Further, having a variational formulation of the scheme at hand opens the possibility to sensitivity analysis and the use of the dual weighted residual methods, see [18, 25, 30] .
The theta time-stepping scheme for an initial value problem u (t) + A(u(t)) = f (t) with u(0) = u 0 is a finite difference approximation which steps from u n at time t m to u m+1 at time t m+1 by the simple one-step scheme It can be shown that the resulting scheme is strongly A-stable for every θ ∈ ( 1 2 , 1] and that the scheme is second order accurate choosing α = 1 − 1 2 √ 2, see [9, 33] . While it is easy to see that -at least for autonomous linear parabolic equations -the forward Euler scheme corresponds to a dG(0) Galerkin formulation and the Crank-Nicolson scheme to a cG(1) Petrov-Galerkin formulation, the theta scheme does not immediately relate to a variational formulation. Becker [6] introduced a special set of trial and test functions such that the resulting Petrov-Galerkin scheme formally corresponds to the theta scheme considering linear and autonomous equations by considering theta-dependent bubbleenriched trial spaces. Being of incomplete polynomial degree, this function space lacks sufficient approximation properties. Further, due to the theta dependency of the trial spaces, the extension to nonlinear problems is difficult.
In this work, we will derive an alternative Galerkin scheme using standard piecewise linear functions for the sought solution and a theta-depending test space. This construction allows for an extension to nonlinear and non-autonomous problems by tracking the difference between the Galerkin scheme and the original theta scheme in terms of numerical quadrature error. Further, by combining substeps with different test functions, an equivalent to the fractional step theta scheme can be constructed.
The outline of the paper is as follows: In Section 2, we briefly formulate the functional analytic setting of the continuous problem under consideration. Then, in Section 3, we mainly derive a Galerkin-type semidiscretization in time which corresponds to the theta scheme. The existence of such a variational formulation will prove itself essential for sensitivity based error estimation. Section 4 introduces the adjoint formulation of the theta scheme followed by the derivation of the dual weighted residual error estimator. In Section 5 we combine and extend the derived results for application of the estimator to the fractional step theta scheme. Finally, in Section 6 we demonstrate numerical results.
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Continuous Problem
The application of goal-oriented error estimators requires very high smoothness of the solution and differentiability of the variational formulation. Here, we will first present an abstract setting of some nonlinear PDEs that allows for sufficient regularity results. In Remark 2.2, we will describe a special set of semilinear problems with monotone nonlinearity such that all requirements are met to guarantee the existence of a unique solution with sufficient regularity. For deriving the goal-oriented error estimator, we will always assume that sufficient smoothness and regularity will be given. Later on, in Section 6, we will apply this estimator to various numerical test cases. Here, we will also consider application problems that do not fall into this restricted abstract setting. We can however still show the effectivity of the estimator as a computational method for complex problems.
Let V and H be Hilbert spaces which build together with the dual space V * of V a Gel'fand triple V → H → V * . The duality pairing between the Hilbert space V and its dual V * is denoted by ·, · V * ×V and the inner product in H by (·, ·). For a time interval I = (0, T ) we introduce the Hilbert space X := W (0, T ) defined as
It is well known that the space X is continuously embedded in C(Ī, H), see, e.g., [13] . Furthermore, we use the inner product of L 2 (I, H) and the duality pairing between After these preliminaries, we state the weak formulation of a general nonlinear PDE: Find a solution u ∈ X such that
where the form a(·)(·) is assumed to be linear in the second argument and three times differentiable in the first, f ∈ U ⊂ L 2 (I, H) represents the right-hand side and u 0 ∈ W ⊂ H describes the initial condition for some problem-dependent Banach spaces U and W . Assumption 2.1. Equation (1) possesses a unique solution u ∈ X. Remark 2.2. There are several sets of assumptions on the nonlinearity in a(·)(·) allowing equation (1) to be well-posed. One particular set of examples, we have in mind, are semilinear equations, where the form a(·)(·) consists of a linear second order elliptic part and a nonlinear term depending on u only:
Here, we assume Ω ⊂ R d to be a convex polygonal domain and the nonlinearity d : R → R to be monotonically increasing in u. We further assume that d fulfills the following Lipschitz condition: For each M > 0 there is a constant L(M ) > 0 such that
Under these assumptions, it can be shown as in [10] that for each right-hand side f ∈ L r (I × Ω) for r > d 2
T the theta scheme is equal to the Crank-Nicolson scheme in the context of partial differential equations.
The drawback of such finite difference approaches to time discretization of parabolic partial differential equations is the mixture of two principles: a variational approach in space and a finite difference approach in time. Deriving error or stability estimates for the completely discretized set of equations is a difficult task, since traditionally analysis of finite difference approximations is based on high regularity assumptions. In terms of a posteriori error estimation, difference approximations pose severe problems, since no global formulation for the overall problem is at hand.
To overcome these problems, we derive in this section a time-discrete Petrov-Galerkin formulation which up to numerical quadrature coincides with the theta scheme. Key to the approach is the use of a specially adapted test space.
Semidiscretization in Time by Petrov-Galerkin Schemes
First, using the temporal grid (4) we consider a partitioning of the time intervalĪ 
where the form B : X × X → R and the right-hand side F : X → R are given by
Existence and uniqueness of solutions to (6) for a general class of nonlinear parabolic problems are shown in [2] . It is well known that the Crank-Nicolson scheme is closely connected to a Petrov-Galerkin approximation with piecewise linear trial and piecewise constant test function. Both schemes, the Crank-Nicolson and the related so-called continuous Galerkin approximation differ only by numerical quadrature. The Crank-Nicolson scheme is recovered by the choice of a trial space X k = X 
Here, recovering the Crank-Nicolson scheme implies that if the differential operator A is linear, the resulting Galerkin-scheme matches the finite difference Crank-Nicolson scheme up to integration of the right-hand side f . Becker [6] suggested to represent the general theta scheme by choosing a linear but bubble-enriched trial space
This approach formally yields the theta scheme for linear problems. However, the interpretation of the bubble-enriched trial-functions is difficult in the general case. Being no full polynomial space, X θ k does not have meaningful approximation properties. We prefer a different approach: We keep the trial space X k = X 1 k consisting of piecewise linear trial functions. To define the test space, we first introduce the function Φ m :
3.2.1. The Linear Case. Let us now assume that a(·)(·) is bilinear. Further, the righthand side f is assumed to be piecewise linear on every I m . Then by (10) and (11) we obtain directly that for all
Hence, in this case, the formulations (13) and (17) coincide. Consequently, the solution u θ k of (17) and the solution u k of (13) coincide in the discrete time points:
The Nonlinear Case.
For general nonlinear problems, the correspondence between the theta-scheme (17) and the Galerkin formulation (13) is realized by numerical quadrature. For this, we prove the following lemma.
we get with integration by parts
The first antiderivative Φ
m can be chosen as
m can then be fixed as
satisfying Φ 
The estimate for the remainder follows by considering (20) ,
Next, we apply this numerical quadrature rule to approximate the integrals in the form B(·)(·) and the right-hand side F (·) introduced in (7) . For doing so, we will make the following assumption on the form a(·)(·): Assumption 3.5. The form a(·)(·) is three times Gâteaux differentiable on V × V with respect to the first argument.
Remark 3.6. For the considered reference configuration (2), Assumption 3.5 can be assured by assuming the nonlinearity d to be three times differentiable and the third derivative d to fulfill a Lipschitz condition as (3).
where the remainder terms R a and R f can be estimated as
Proof. Due to (10) , it holds directly
For the term involving a(·)(·) we get by means of Lemma 3.4
This proves the first assertion by setting
Also using Lemma 3.4, we obtain for the right-hand side
which proves the second assertion by setting
Finally, from Lemma 3.4, we obtain the stated estimates for R a (u k , ϕ k ) and R f (ϕ k ).
Note that the classical theta scheme (5) and the Petrov-Galerkin scheme (13) coincide only for linear problems. For general nonlinear differential equations we need to consider these approximations as two different schemes, since the numerical error due to quadrature is of the same order as the approximation error. We have the following representation for the consistency error.
Proof. Using (17) and the assertions of Lemma 3.7, we directly get
This completes the proof.
Semidiscretization in Space by Finite Element Methods
To define the finite element discretization in space, we consider two-or three-dimensional shape-regular meshes, see, e.g., [12] . A mesh consists of quadrilateral or hexahedral cells K which constitute a non-overlapping cover of the computational domain Ω. The corresponding mesh is denoted by T h = {K}, where we define the discretization parameter h as a cellwise constant function by setting h| K = h K with the diameter h K of the cell K. We use the symbol h also for the maximal cell size, i.e., h = max h K .
On the mesh T h we construct a conforming finite element space V h ⊂ V in a standard way:
Here, Q 1 (K) consists of shape functions obtained via (bi-/tri-)linear transformations of (bi-/tri-)linear shape functions defined on the reference cell.
Remark 3.9. The definition of V h can be adapted for the case of triangular meshes in the obvious way.
To obtain the fully discretized versions of the time-discrete equations (13) and (17), we utilize the space-time finite element spaces
Then, the fully discretized Petrov-Galerkin approximation to the theta scheme reads as follows:
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The fully discrete finite difference theta scheme in variational formulation is given as follows:
A Posteriori Error Estimation and Adaptivity
In this section, we will establish an a posteriori estimator for the error between the continuous solution u of (1) and its discrete approximation u θ kh which is given as solution of (22) in terms of a differentiable functional J : X → R. The functional J is allowed to consist of two parts,
By inserting the semidiscrete solution u θ k of (17), we can separate the influences of the time and space discretizations. We get for the overall discretization error the decomposition
In the following section, we analyze J(u) − J(u 
Error due to Time Discretization
To derive an error representation we introduce the two Lagrangians L : X × X → R and
Then, for the solution u ∈ X of (1) and u θ k ∈ X 1 k of (17), the error can be written as
with arbitrary z ∈ X and z θ k ∈ Y θ k . To establish the error estimator, we will make a further assumption on the differential equation in the abstract setting: Assumption 4.1. The following dual equation admits for any solution u ∈ X of (1) a unique solution z ∈ X: 
, we have that the dual equation
on Ω exhibits a unique solution z ∈ X ∩ L ∞ (I × Ω). A proof for this assertion can be found, e.g., in [26] , where additionally higher regularity of z under these assumptions on the data is shown.
We call z ∈ X the dual solution. The defining equation (25) can equivalently be written as
where
with the primal and dual residuals
The remainder R k is given by
Proof. We cannot immediately apply Proposition 2.1 from Becker and Rannacher [8] to the error identity (24) , since with L = L θ , our approach is a nonconforming Galerkin method. Instead we insert ±L(ξ θ k ) to get
The second difference depicts the discrepancy between the Petrov-Galerkin scheme (13) and the finite difference scheme (17) . It holds For the first term on the right-hand side of (28), the general theory of the dual weighted residual method in Becker and Rannacher [8] yields
for χ = (ϕ, ψ) ∈ X × X and a remainder
In equation (29), we cannot proceed by utilizing Galerkin orthogonality, since ξ
is the stationary point of the approximated L θ but not of L. To cope with this, we simply insert an interpolation
The first part is the usual weighted residual estimator given by
The second part (IV) in (30) is a consistency error between the Galerkin formulation and the time-stepping scheme. With Theorems 3.8 and 4.4 we get
Setting R k = R (I) + R (II) finishes the proof.
Remark 4.6. For the considered semilinear reference configuration, the remainder terms can be shown to be of order O(k 3 ). Using Lemmas 3.7 and 4.3 as well as (16) and (15) this can be done as follows:
) we obtain using (16) and (15) The error estimator consists of three residual evaluations for estimating the Galerkin defect η Remark 4.7. We demonstrate the reconstruction of the interpolation weights u − i k u and z − π θ k z for the scalar ode problem u (t) = f (u(t)). We assume that u and f are sufficiently regular for the following analysis. The interpolations i k u ∈ X 1 k and π θ k z ∈ Y θ k have been inserted in (30) . To derive a good reconstruction, we alter this interpolation and instead
We can show that σ 1 is a higher order term, such that σ 2 = u 
The second term is an approximation to u (t m ) = f (u(t m ))u (t m ):
Using the definition of the theta scheme and Taylor expansion of f (·) at u k,m , it holds for the first term in (34)
and Taylor expansion of u(t m−1 ) and u(t m+1 ) at t m , it follows that
By combining this result with (35), it follows that |σ 1 (t m )| = O(k 3 ) and hence, σ 1 L ∞ (I P ) = O(k 3 ), such that σ 2 is a third order reconstruction to u − ϕ k . For the dual weight we modify the projection error in a similar way and choose
where by π ) =z k,m+1 in the midpoints, see Figure 1 . ζ 1 has average zero on I P . Hence, it holds max |ζ 1 | Ck max |ζ 1 |. By similar arguments as used for u − ϕ k , we can show for the derivative
. This is sufficient for the recovery of the adjoint weights, as the space Y 1 k has at most first order approximation property. Remark 4.8. As theta scheme and variational formulation differ by a quadrature error, Galerkin orthogonality could not be used in the proof of the error estimator, Theorem 4.5. Instead, the interpolation error ±I k ξ is simply inserted in (30) . A modification of the interpolants i k u and π θ k z according to Remark 4.7 brings along a modification in the remainder R (II) in (31) and Remark 4.2. Handling of this additional term is straightforward, as it consists of a second interpolation error I 2k e θ k in addition to I k e θ k , see (30) . While bearing a larger constant, the coarse mesh interpolation error I 2k e θ k shows the same asymptotic behavior as I k e θ k for k → 0.
Error due to Space Discretization
In this section, we treat the remaining error contribution
coming from the discretization of the semidiscrete theta scheme in space. Since the applied space discretization is conforming, i.e., we have that
, we can directly apply the technique from [8] to this error contribution, see also [30] . Doing so, we obtain 
For evaluating and localization of these terms, we refer to [25, 30] .
Application of the Error Estimator to the Fractional Step Theta Scheme
Throughout Sections 3 and 4, it is at no time required that only one value of θ is used for all time steps. On the contrary, test space and adjoint trial space Y θ k have already been defined to support local choices of this parameter, see (12) . To incorporate the fractional step theta scheme into our formulation we first choose a partitioning ofĪ = [0, T ] into macro time intervals I n = [τ n−1 , τ n ] for n = 0, 1, . . . , N with step size κ n = τ n − τ n−1 . Each of these time steps is split into three substeps using different step sizes and θ-values which are constructed for m = 0, 1 . . . , M = 3N as
for m = 3n, 1 −θ for m = 3n + 1, θ for m = 3n + 2.
Here,
, 1) can be chosen freely. With the choiceθ = (1−2α)/(1−α) = 2 − √ 2, it holds for every substep
This is desirable for linear problems such that the same system matrix can be used in every substep. For nonlinear problems, where a Newton scheme must be employed, the possible savings are negligible. Any valueθ > 1 2 is sufficient to give strong A-stability of the resulting scheme. Forθ close to 1 2 , the functions in Y θ k are closer to the piecewise constants and a better reconstruction by means of (32) 
For reconstructing u ∈ X and z ∈ X we cannot count on the intermediate solutions u k,m for m = 3n for some n since only U θ k,n shows the full second order convergence. Hence, the quadratic reconstruction u (2) k of u is based on the solutions U k,n−1 , U k,n , U k,n+1 on the macro steps, see Figure 2 . In the case of the dual solution, this reconstruction is even more cumbersome. For reconstruction, we use the following linear interpolation:
k,3n + wheret m denotes the intermediate time step
See Figure 2 for a sketch of this construction.
Numerical Results
For evaluation of the a posteriori error estimator we consider three different nonlinear partial differential equations with increasing complexity. First, we analyze a simple nonlinear reaction-diffusion-transport equation that fits into the abstract framework of Section 2 detailed in Remark 2.2. Further, we consider a reaction-transport equation with a nonlinearity given by the p-Laplacian. In the last example, Burgers' equation acts as a step towards the incompressible Navier-Stokes equations which is the main application for the fractional step theta method. The latter two problem configurations do not directly fit in the theory developed in Sections 2 to 4. Nevertheless, we show optimal behavior of the error estimation procedure even for these difficult test cases.
Configuration 1: Accuracy of the A Posteriori Estimator
Let Ω = (−1, 1) 2 and I = (0, 2π). We consider the reaction-diffusion-transport equation
with the transport field β ∈ R 2 given as β = (y, −x) T and the diffusion coefficient ε = 0.01. As initial condition we choose the smooth peak
As quantity of interest, we use the time-averaged functional
T which measures an average of the solution u with strong weight in the lower part of the domain. On a discretization with very fine temporal accuracy we identify the reference value J ≈ −2.3632006242.
In Table 1 we show the error history and the results of the a posteriori error estimator on a sequence of uniform time meshes for the theta time stepping scheme. We compare the two settings θ = which corresponds to the Crank-Nicolson scheme and a strongly shifted first order variant using θ = 0.55. In both cases, the error estimator is highly accurate with effectivities
converging to one. These results in particular show the excellent approximation of the estimator weights as discussed in Remark 4.7. For the linear scheme θ = 0.55, the Galerkin defect η 
Configuration 2: Application to a Nonlinear Problem
Next, we consider a diffusion transport equation with a nonlinearity according to the pLaplacian
Domain Ω, time interval I, initial data u 0 , functional J and transport field β ∈ R 2 are chosen as for configuration 1 in Section 6.1. The diffusion coefficient is set to ε = 0.001. On a uniform spatial mesh with 1 024 bilinear elements and mesh-size h = 0.0625 we identify reference values for the functional J p (u) for different nonlinearities using p = 1.5, p = 2 (linear) and p = 4. These values are indicated in Table 2 .
We remark that for p = 2, the problem is linear and fits into the framework presented in Section 2, but this framework does not cover the case p = 2. Nevertheless, the following results demonstrate the practicability of our method for problems with very strong nonlinearities. For details on the p-Laplacian and its finite element approximation see [5, 21, 28, 32] , for analysis of the parabolic p-Laplacian see [22] .
6.2.1. Theta Scheme. In this first test case, we evaluate the error estimator from Section 4 for two different values of θ: The Crank-Nicolson scheme with θ = 0.5, and a shifted variant of the Crank-Nicolson scheme using θ = 0.5 + 0.1k which results in a globally stable time-integration scheme of second order, see [19, 20, 24] . By calculation on very fine temporal meshes and extrapolation we obtain a reference value, given in Table 2 . As exponent in the p-Laplacian we choose p = 1.5.
In Table 3 we collect the numerical results: number of time steps M , error J 1.5 and estimated error η k . Further, we indicate the effectivity of the estimator (36) eff k which should tend to one, if the estimator is accurate. Finally, we show the composition of the estimator into primal residuals η 9.24 · 10
5.38 · 10 due to numerical integration η G k . As expected, both schemes converge with second order. The quality of both estimators is very good with eff k close to one on fine temporal meshes. All three contributions η 
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Step Theta Scheme. Next, we repeat this simulation using the fractional step theta scheme considering the exponents p = 1.5, p = 2 and p = 4. The reference values are given in Table 2 .
In Table 4 we collect the results of the error estimator on a sequence of time discretizations starting with N = 16 macro steps (that is a total of M = 3N = 48 steps of the theta scheme). We show runs of the simulation for the different choices of nonlinearities. At first glance we observe that the fractional step theta method shows quadratic convergence in the error functional and that the effectivity eff k of the estimator turns to one for p = 1.5 and p = 2, where for p = 4 we get a slight over-estimation of the error. This very good result stems from the fact that while having strong nonlinearities (for p ≈ 1 and p 1), problem and adjoint problem have smooth solutions, such that all remainders in the error estimator really are of higher order.
The last three columns of Table 4 give the composition of the error estimator into the three subparts: primal residual η P k , dual residual η D k and Galerkin defect η G k . Since for p = 2 we solve a linear problem, the Galerkin defect estimator η G k is always close to the round-off error. Further, we observe that primal and adjoint residual converge to the same estimator value with a better convergence for linear (or less nonlinear) problems. This is in accordance 1.00 · 10 to the literature [8] . The contribution of the Galerkin defect η G k is zero in the linear case p = 2 where the numerical quadrature rule (Lemma 3.4) is exact, but is significant for the overall error when considering nonlinear problems with p = 1.5 or p = 4.
The results presented so far demonstrate the exactness of the estimator approach, as given sufficient regularity, it holds eff k → 1 for k → 0, if the nonlinearity is moderate. Further, we see that the defect between time stepping schemes and corresponding Galerkin formulations is not minor (and not vanishing for k → 0) but that it can dominate the overall error.
Configuration 3: Time-Step Control
In this final test case we use an interval-wise localization η 
Here, α ≈ 1 is a constant controlling the fraction of intervals to be refined. As the reconstructions of primal and adjoint solutions are defined on patches of two adjacent intervals, every time mesh has to provide a patch structure such that two neighboring intervals always have the same size. This property has to be preserved during the adaptive refinement. As test case for time-step control, we consider Burgers' equation as a first step towards flow problems that pose the main application field for the fractional step theta method. Find v : Ω → R 2 such that
where Ω = (−1, 1) 2 , I = (0, 5), and ε = 10 control, the overall effort can be significantly reduced. The bottom row of Figure 3 shows snapshots of the adjoint solutions at different time steps. In Figure 4 we show a comparison of the approximation accuracy using uniform and adaptive meshes. Please note that the kink in the line for the adaptive refinement is due to a sign change of the discretization error, see Tables 5 and 6 .
Further, Figure 5 shows a typical time mesh generated by the error estimator. In Figure 6 we show the corresponding local error indicator values |η 
Conclusion
In this work, we introduced a goal-oriented error estimator for the theta and the fractional step theta time stepping scheme. Error estimation is based on the solution of a discrete adjoint problem and correspondence of the time stepping method to a specially designed Galerkin scheme. The estimator is very accurate (eff k = η k J(u)−J(u k ) → 1) for a range of different (nonlinear) application problems. The evaluation of the error estimator is very easy, as it consists of different residual terms only, η k = η P k + η D k + η G k , measuring primal and adjoint residuals as well as residuals due to the Galerkin defect between time stepping method and Galerkin scheme. Localizations of the estimator are successfully used for adaptive time mesh refinement. In a next step, it remains to apply this error estimator to the incompressible Navier-Stokes equations. Here, the incompressibility constraint must be discretized with special care. Corresponding Galerkin formulations for the Crank-Nicolson scheme are derived in [29] and can be extended to the theta and fractional step theta method as introduced here.
