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Abstract 
Substituting sample median for population median and substituting sample fourth spread for population quartile 
distance, we obtain the parameter estimation of uniform distribution.  Furthermore, we prove that the estimator we 
propose is asymptotic unbiased and consistent. 
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1  Introduction  
Resistance is an important property that statisticians often consider. Resistance refers to the character that 
data is  insensitive to local misbehavior. Resistance put emphasis on the main part of data and ignore the 
isolate data. Median and sample quartile of order p are resistant statistics, but sample mean is not. It is 
commonly accepted that some wrong or inaccurate  datas often appear in the data set we analysis. 
Therefore, overcoming the negative effects brought by these abnormal datas is an important issue in 
statistics and studied by many statistician(see Barnett[1],  Brown[2], Roster[3],   Besag[4] and 
Hampel[5]). Reference [6] studied the estimation  problem of parameter  about special uniform 
distribution of interval ],0[ and prove the consistency of estimation. In this paper, we consider to 
estimate the parameters a and b  in the uniform distribution of  interval ba, . 
2  The main results 
In order to obtain the main results, we first introduce some definitions. 
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where a and b are unknown parameters. In order to obtain the estimate of a and b , substitute sample 
median for population median and substitute sample quartile distance for population quartile distance, we 
have 
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Theorem 1: aˆ and bˆ are asymptotic unbiased . 
Proof. Note that  
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So we complete the proof of Theorem 1. 
3  Simulation results 
In this section, we conducted a  simulation study on the finite sample performance.  Table 1 presents the 
performance of estimation based on the estimation error when 5.3,3 ba and 14mn . Table 2 
presents the performance of estimation based on the estimation error when 5.3,3 ba and 24mn . 
Table 3 presents the performance of estimation based on the estimation error when 5.3,3 ba and 
34mn . Table 4 presents the performance of estimation based on the estimation error 
when 5.3,3 ba and mn 4 . 
     Tables 1-4 reveal the following results: ba ˆ and ˆ has generally small bias. Also, the estimating biases 
decrease as n increases.  
TABLE I.  Simulation results when 5.3,3 ba and 14mn  
 aaˆ  bbˆ  
n=41 0.0463 0.0683 
n=89 0.0062 0.0090 
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 aaˆ  bbˆ  
n=101 0.0051 0.0040 
n=161 0.0555 0.0070 
n=201 0.0303 0.0203 
n=281 0.0093 0.0109 
TABLE II.  Simulation results when 5.3,3 ba and 24mn  
 aaˆ  bbˆ  
n=42 0.0550 0.0438 
n=90 0.0115 0.0119 
n=102 0.0090 0.0616 
n=162 0.0239 0.0196 
n=202 0.0135 0.0046 
n=282 0.0193 0.0272 
TABLE III.  Simulation results when 5.3,3 ba and 34mn  
 
aaˆ  bbˆ  
n=43 0.0391 0.0129 
n=91 0.0033 0.0182 
n=103 0.0518 0.0079 
n=163 0.0347 0.0355 
n=203 0.0556 0.0439 
n=283 0.0124 0.0098 
TABLE IV.  Simulation results when 5.3,3 ba and mn 4  
 
aaˆ  bbˆ  
n=44 0.0411 0.0161 
n=92 0.0127 0.0512 
n=104 0.0571 0.0159 
n=164 0.0013 0.0430 
n=204 0.0126 0.0027 
n=284 0.0079 0.0101 
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