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Abstract 
Necessary and sufficient conditions are given for the edge-disjoint decomposition f a complete 
tripartite graph K,.~.t into exactly ~ 3-cycles and fl 4-cycles. (~) 1999 Elsevier Science B.V. All 
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1. Introduction 
A great deal of work has been done on edge-disjoint decompositions of  complete 
graphs, especially into cycles. An excellent survey of  such work appears in [3]. 
Less work has been done on the decomposition of complete bipartite graphs (neces- 
sarily into cycles of  even length!), although the paper [5] by Sotteau is an oft-quoted 
one here, giving necessary and sufficient conditions for the existence of a decompo- 
sition of  a complete bipartite graph Kr,~ into cycles of  length 2k. For cycles of odd 
length, the paper [4] begins an investigation into necessary and sufficient conditions 
for a decomposition of  Kr,.~.,t into 5-cycles. In [1], necessary conditions are found 
for the decomposition of any complete multipartite graph into cycles of  length 2k, 
and in particular, these conditions are shown to be sufficient for cycles of length ,4, 
6or8 .  
It is well-known that there is a 1-1 correspondence between edge-disjoint decom- 
positions of  a complete tripartite graph Kr, r.,. with all three parts of  the same size r 
into triangles (i.e. 3-cycles), and latin squares of  order r. The entry k in row i and 
column j of a latin square of  order r may correspond to the triangle with vertex i 
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in the first partite set, vertex j in the second partite set and vertex k in the third 
partite set. 
By allowing cycles of lengths 4 as well as 3, the three parts of the tripartite 
graph no longer have to be the same size for an exact edge-disjoint decomposition to 
exist. Here such a problem is addressed. In fact, we give precise conditions for the 
existence of an edge-disjoint decomposition of  Kr,~,t into ~ cycles of  length 3 and ]~ 
cycles of  length 4, for all possible ~ and /~ in terms of r, s and t. We prove the 
following: 
Main Theorem. The complete tripartite 9raph K,.s.t, with r <~s <~ t, has an edge-disjoint 
decomposition into ~ cycles o f  length 3 and fl cycles o f  length 4 i f  and only i f  
(i) r, s, t are all even or all odd; 
(ii) i f  r is even, or i f  r is odd and s -  r -=0(mod4) ,  then ~<~rs; 
(iii) i f  r is odd and s - r =2(mod4) ,  then e<~rs - 2; 
(iv) the value o f  ~ decreases JJ'om its maximum value in steps o f  size 4, down to 
0 i f  r is even, and to 1 i f  r is odd. 
Remark. Clearly, the value of/~ can be obtained from the other parameters. The total 
number of  edges is rs + rt ÷ st and so /3 = (rs + rt + st - 3e)/4. It is also interesting 
to note that it is not possible to have an edge-disjoint decomposition of  a complete 
tripartite graph into copies of  C3 and C4 in which the number of  3-cycles, c~, is 2 or 
3 (mod4). 
In the same way that latin squares give rise to decompositions of  complete tri- 
partite graphs K,.,,.,. into cycles of length 3, so here for some of the constructions we 
use certain latin squares of order s containing a number of  special 2 × 2 
subsquares. 
Subsequently, we shall denote vertices in the complete tripartite graph K~.s.t by 
ordered pairs, where the second component of a pair is a if the vertex is in the partite 
set of  size r, is b if the vertex is in the partite set of  size s, and is c if the vertex 
is in the partite set of  size t, where r~s<~t.  Moreover, when we use a latin square 
of  order s to decompose the complete tripartite graph K,.~,.~., it may be helpful to 
think of  the first r rows of the square as corresponding to the partite set of  size r, 
the s columns as corresponding to the partite set of  size s, and the entries of the 
latin square as corresponding to the third partite set (also of  size s in the relevant 
constructions). 
2. Necessary conditions 
In order to have an exact decomposition of K,.~.t into cycles, the degree of each 
vertex must be even. These degrees are s + t, t ÷ r and r + s. Hence r, s and t must 
all have the same parity. From now on we always take r ~s  ~< t. 
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In any decomposition of a tripartite graph into odd length cycles, all three partite 
sets must be met, and so an immediate upper bound on ~, the number of 3-cycles, is 
rs. But this upper bound cannot always be achieved. 
Lemma 1. The maximum number qf  3-cycles in a decomposition o/'K,'.L,'t, r<~s~L 
into copies o f  C3 and C4 is rs, except when r is odd and s - r = 2 (rood 4), in which 
case the maximum number o f  3-c)'cles is rs 2. 
Proof. Recall that r, s and t all have the same parity. So let s=r  + 2S and t r + 
2S + 2T where 0 ~<S, T. Then 
rs + rt + st : rs + r(s + 2T) + s(r ~ 2S+2T)  
: 3rs + 2(rT + sS + sT)  
= 3rs + 2(rT + rS + 2S 2 + rT + 2ST) 
- 3rs + 4(rT + S 2 + ST) + 2rS. 
So in order to have rs copies of  3-cycles and the rest of the edges occurring in 
4-cycles, we require 2rS =-0 (mod 4), that is, rS must be even. This is possible if r, s 
and t are all even. But if r is odd and S is also odd, we fail to achieve rs cycles of 
length 3. This is precisely when s - r~  2 (rood 4). In that case the maximum number 
of 3-cycles is r s -  2. [] 
Henceforth, we talk about 'admissible' numbers of 3- and 4-cycles, to mean that the 
necessary conditions are satisfied. 
3. When the partite sets have even size 
We start with a trivial but crucial lemma. 
Lemma 2. The complete tripartite graph K2.2,2 may be decomposed into either/bur 
copies o f  C3 or three copies o f  C4. 
Proof. Let the vertex set of K,~2,2 be 
{(I, a), (2, a)} U {(1, b), (2, b)} ~ {( 1, c), (2, c)}. 
A decomposition i to four 3-cycles is given by 
( (1 ,a) , (1 ,b) , ( l ,c ) ) ,  ((1,a),(2, b),(2,c)),  
((2, a),(1,b),(2, c)), ((2, a),(2, b),(1,c)).  
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Also a decomposition i to three 4-cycles is given by 
((1,a),(1,b),(2,a),(2,b)), ((1,a),(1,c),(2,a),(2,c)), 
((1,b),(1,c),(Z,b),(2,c)). [] 
Lemma 3. Let R, S, T be any positive integers, R <~S <~ T. Then the complete tripartite 
graph KR,s,r can be decomposed into x edge-disjoint 3-cycles with fl edges left over, 
for any x with 0 <~x <,%RS. 
Proof. Let the vertex set of KR, s,r be 
{(i,a) I l ~ i~R}U{( i ,b )  l l < i~S}U{( i , c )  I l <.i<~T}. 
Take any latin square of order S based on the set { 1, 2 . . . . .  S}. For x entries in the 
first R rows of this latin square, for O<~x<~RS, if cell (i, j) contains entry k, take the 
3-cycle ((i ,a),( j ,b),(k,c)). [] 
Corollary 4. The complete tripartite graph K2R,2S,2T has an edge-disjoint decomposi- 
tion into c¢ 3-cycles and t~ 4-cycles for all c¢=4RS - 4i, O~i<~RS, with 4fl + 3~= 
4(RS + RT + ST). 
Proof. Take a decomposition of KR, s,r as described in Lemma 3, with x=a/4.  If we 
'blow up' each vertex by 2, it is easy to see that replacing each of the fl edges with 
a 4-cycle, and replacing each of the 3-cycles with four 3-cycles (see the decompo- 
sition of/£2,2,2 in Lemma 2) yields a suitable decomposition with ~ 3-cycles and 
fl 4-cycles. [] 
This completes the decomposition when all three partite sets have even order. 
4. When the partite sets have odd size 
The following result simplifies our approach slightly, and means that we only need 
consider the case when the two larger of the three partite sets (now of odd order) have 
equal size. 
Lemma 5. I f  there exist decompositions of Kr ..... r<<,s, into all possible (admissible) 
numbers of cycles of lengths 3 and 4, then the graph Kr, s,/ with r<~s<~t 
can also be decomposed into all admissible numbers of cycles of lengths 3 and 4. 
Proof. Let r=2R + 1, s=2S + 1 and t=2T ÷ 1, where as usual r<~s<~t. Then the 
complete tripartite graph Kr, s,t may be thought of as the union of Kr ..... and complete 
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bipartite graphs Kr.t , and K~.t-.~. Since the number of cycles of length 3 possible in 
a decomposition of K~.~,t is no more than the number possible in a decomposition of 
K,. ....... the edges in these two bipartite graphs all must occur in 4-cycles. Let the vertex 
set be 
{(0,a), (1, a) . . . . .  (2R, a)} U {(0, b), (1, b) . . . . .  (2S, b)} 
U {(0, c) , (1,c)  . . . . .  (2S, e),(2S ÷ 1,c) . . . . .  (2T, c)}. 
Using Sotteau's result [5] on the complete bipartite graph K,.+,.t-,. with vertices 
{(i,a),(j,b)[O<~i<~2R, 0~<j~<2S} U {(k,c)]2S + 1 <~k~<2T}, 
we obtain (T -  S)(R + S + 1) 4-cycles, which exactly uses all the available remaining 
edges. The result now follows. [] 
The case r = 1 requires separate treatment, so we deal with that next. 
We need a preliminary lemma: 
Lemma 6. The complete bipartite graph K4m+l.4m+l lninlAs a perfect matching may 
be decomposed into 4-cycles. 
Proofi Let F denote a perfect matching in the complete bipartite graph K4m+l,4m+ I. 
The number of edges in K4m+l,4m+ 1 -- F is (4m + 1) 2 -- (4m + l )=4m(4m + 1), and 
so we expect m(4m + 1) cycles of length 4 altogether. 
First, a decomposition of K5,5 -F  into 4-cycles, on the vertex set 
{ 1,, 2,, 3,,,4,, 5,} U { 1~,, 2b, 3b, 4h, 5/)}, 
is given (cyclically) by (la,2b, 5a,4h) (mod 5, subscripts fixed). Here the 1-factor F is 
{i,, ih}, 1 ~<i~<5. 
Now, let the vertex set of K4,,,--i.4,,,~1 be {(i,a) lO<~i<<.4m}U{(i,b)[O<~i<~4m~, 
and let the matching F be {{(i,a),(i,b)}[O<~i<<.4m}. The graph K4m~l,4,,,+l- F
may be considered as m copies of K5~5 -F  on { (0 ,a ) , (4 l -  3 ,a ) , (4 l -  2,a),(41-- 
1.a),(4l, a)} U {(0, b),(4l  - 3, b),(4l - 2,b),(4l  - 1,b),(4l, b)} for 1 <~l<~m, together 
with m(m-  1) copies of K4,a, on 
{(4l - 3,a) , (4l  - 2 ,a) , (4 l  - 1,a),(4l, a)} 
u{(4k-3 ,b ) , (4k -2 ,b ) , (4k - l ,b ) , (4k ,  b)}, l<.l<.m, l<~k<~m, lCk. 
Each Ks.5 -F  yields five 4-cycles, so there are 5m 4-cycles from these. And each 
K4,4 yields four 4-cycles, so there are 4m(m-  1) 4-cycles from these. The total is 
5m + 4m(m - 1) = m(4m + 1) as required. 
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Lemma 7. The complete tripartite 9raph Kl ........ s odd, may be decomposed into 
cycles of length 3 and ~ cycles of length 4 where 3~ + 4t~ = 2s + s 2 and where c~ <~s 
t f s= 1 (mod 4), and c~<s-  2 / f s -3 (mod 4). 
Proof. Let the vertex set of K~..,..~ be 
{(O,a)}U{(i,b)lO<~i<~s- 1}t_){(i,c)lO<~i<~s- 1}.
The one 3-cycle always present will be Co = ((0, a), (0, b), (0, c)). 
In the case s _= 1 (mod 4), let s = 4m + 1. Then K1 ........ is the union of the 3-cycle Co 
together with m copies of Ki.5,5 minus this 3-cycle, and m(m-  1) copies of K4,4. So 
it suffices to deal with the case Ki,5,5. Besides the 3-cycle Co, we may take either the 
eight 4-cycles, 
((0, a), (1, b), (0, c), (2, b)), 
((0, a), (1, c), (0, b), (2, c)), 
((1,b),(1,e),(2, b),(2, c)), 
((3, b), (1, c), (4, b), (2, c)), 
((0, a), (3, b), (0, c), (4, b)), 
((0, a), (3, c), (0, b), (4, c)), 
((1,b),(3,c),(Z,b),(4, c)), 
((3, b), (3, e), (4, b), (4, c)), 
or else the 3-cycle Co, the four 3-cycles, 
{((O,a),(1,b),(1,c)), ((O,a),(Z,b),(2,c)), 
((O,a),(3,b),(3, c)), ((O,a),(4,b),(4,c))} 
and the five 4-cycles given in Lemma 6 above (but on the appropriate vertex set). 
In the case s = 3 (mod 4), let s = 4m + 3. The maximum number of 3-cycles is s -  2 
or 4m + 1. So we take a decomposition of KI,4m+l,4m+l as  described above, together 
with 4m ÷ 3 extra copies of 4-cycles: 
((0,a),(4m ÷ 1,b),(O,c),(4m + 2,b)), 
((0,a),(4m ÷ 1,c),(O,b),(4m + 2,c)), 
((4m ÷ 1,b),(4m ÷ 1,c),(4m ÷ 2, b),(4m + 2, c)), 
( (4m÷ 1,b),(2i - 1,c),(4m÷2,b),(2i ,  c)), l~i<,2m, 
( (2 i -  1,b),(4m ÷ 1,c),(2i, b) , (4m÷2,c) ) ,  l<~i~2m. 
This completes the case  Ki,4m+3,4m+3, and hence the case Kl ........ when s is odd. [] 
The next lemma deals with the case when there are fewer than the maximum number 
of 3-cycles. It is independent of (s - r)(rood4).  
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Lemma 8. Let r= 2R + 1 and s = 2S + 1. Then the complete tripartite #raph K, ..... 
may be decomposed into c~ 3-cycles and fl 4-cycles Jbr all ~ = 1 + 4i, 0 <<, i <~ RS, and 
3~ + 4[4 = 2rs + s 2. 
Proof. Note that tw =4RS + 2R + 2S + 1, and here ~<~4RS + 1, so this lemma deals 
with fewer than the maximum possible number of 3-cycles. 
Let the vertex set of K,.. ..... be 
{(i,a)]O<~i<~ZR} U {(i,b) lO~i<<,2S} U {(i.c)]O<~i<~2S}. 
The one 3-cycle always present will be ((0, a),(0, b) , (0,c)) .  Further, 3-cycles or 
4-cycles may be taken on the subgraphs K2.2.2 (see Lemma 2) with vertex sets 
{(2i 1,a),(2i, a)} U {(2j - l .b).(2j ,  b)} 
U {(2(i + j  - l ) - l ,c),(2(i  +j  - 1 ),c)}, 
for 1 <<,i<~R, 1 ~ j~S,  with first components modulo S. 
The remaining edges partition into 4-cycles as follows. First, R + 2S of them are 
((2i 1,a),(O,b),(2i, a),(O,c)), ((2J 1,b),(O,a),(2j b).(O,c)), 
( (2 j -  1,c),(O,a),(2j, c),(O,b)), 
where 1 <~i<~R and 1 4j<~S. The remaining S(S-  R) 4-cycles are 
((2; 1,b) , (2 ( j+k+R-1) - l , c ) , (2 j ,  b ) , (2 ( j+k+R-1) ,c ) ) ,  
where 1 ~</~<S and 1 <~k<<,S- R and the first components are taken modulo S. 
Next we consider the case K,..,.,. with s -  r=-0(mod4) ,  and r and s odd. The 
maximum number of 3-cycles is rs in this case. 
Theorem 9. The complete tripartite graph K,.,,, with s -  r ~ 0 (mod4) and r,s odd 
has an edge-disjoint decomposition into ~ cycles o[ lenqth 3 and fi cycles q[ lenqth 
4, Jot ~=rs -4 i ,  O<~i~(rs -  1)/4. 
Proof. We use a cyclic latin square C of order s, based on the set { 1,2 . . . . .  s}. Row I 
is taken to be 1 2 3 ... s -  1 s. Then row i, for l~<i~<s, is 
i i+  1 i+2 ... i -2  i -  1, 
where entries are of  course in the given set, so entries are taken modulo s. 
Let the vertex set of  K,...,..., be 
{(1,a), (2,a)  . . . . .  ( r ,a)} U {(1, b), (2. b) . . . . .  (s,b)} U {(1,c),(2,c) . . . . .  (s, c) }. 
To achieve the maximum number of 3-cycles, we use the first r rows of  C; each 
entry x in cell ( i , j )  gives rise to the 3-cycle (( i ,a) , ( j ,b) , (x,c)) .  The remaining 
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S- -  r rows of  C (note that s -  r is a multiple of  4) give rise to 4-cycles as 
follows. 
Take the rows four at a time. An extract from these last s - r rows will look like 
i+1 
i+2 
d 
d+l  
d+2 
d+3 i+3 
j+ l  
d+l  
d+2 
d+3 
d+4 
j+2 j+3 
d+2 d+3 
d+3 d+4 
d+4 d+5 
d+5 d+6 
Here the value of d could be obtained in terms of  i and j ,  but that is not necessary. 
And r + 1 <<.i<~s - 3, while 1 <~j<~s - 3. The four bold entries above give rise to the 
4-cycle 
( ( j ,b ) , (d  + 2,c ) , ( j  + 2,b), (d + 3,c)). 
Similarly, the four underlined entries also give rise to a 4-cycle, and so on. In this 
way we obtain a total of  s(s - r)/4 cycles of  length 4, as required. 
Now if fewer than rs cycles of  length 3 are required in a decomposition, ote that 
in the first r rows of  the latin square C, if  r > 1, a 2 x 2 block such as 
j j+ l  
i d d+l  
i+1  d+l  d+2 
maybe be decomposed either into four 3-cycles as described above (one for each of  
the four cells), or else into three 4-cycles, as follows: 
( ( i ,a) , ( j ,b) , ( i  + 1,a) , ( j  + 1,b)), (( i ,a) , (d + 1,c) , ( j ,b) , (d ,c) ) ,  
( ( i t  1 ,a) , (d  + 1 ,c ) , ( j  + 1,b) , (d+2,c ) ) .  
Lemma 7 dealt with the case r = 1. For r > 1, when fewer than s 3-cycles are required, 
we may use Lemma 8 above, for then values of  ~ with ~ ~< 1 + 4RS are obtained, and 
s=2S+1<,%l+4RS,  s inceR~>l.  [] 
Finally, the case with r, s odd, both at least 3, and s - r=2(mod4)  is dealt with. 
First we construct a useful latin square of  order s = 2S + 1. 
E.J. Billington/Discrete Mathematics 197/198 (1999) 123 135 131 
We shall say that a 2 × 2 subsquare with entries in the form 
x x+l  
x+l  x 
is a 'subsquare of  form (x)'. 
Lemma 10. For S>2,  there exists a latin square of order 2S+1 havin9 S(S -1)  2 × 2 
cell-disjoint subsquares of the form (x). 
Proof. Start with any idempotent latin square, L1, of  order S, based on the set 
{1,2 . . . . .  S}. Expand this latin square to L2, a latin square of  order 2S, by replac- 
ing each entry i in L1 with 
2 i -  1 2i 
2i 2 i -  1 
for 1 <~i<~S. 
Finally, from L2 we form a latin square L, based on the set {0, 1,2 .... 2S}, of 
order 2S + 1, by adjoining a new top row and new left-hand column, and appropriately 
altering the 2 × 2 squares on the diagonal of  L2, as follows. 
Without loss of  generality, since L I was idempotent, we may assume that L2 has 
2 x 2 subsquares on its diagonal 
We replace 
2 i -  1 2i 
2i 2 i -  1 
by 
2 i - -1  0 , 
0 2i 
place 0 in the top left-hand cell of  L, and (counting rows and columns from 0 to 2S), 
place 2i, 2 i -  1 (respectively) in row 0, columns 2 i -  1, 2i, and also in column 0, rows 
2i - 1, 2i. The remaining 2 × 2 subsquares are untouched. The result is a latin square 
L of  the required type. [] 
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Example. When S = 4, let 
1 4 2 3 
3 2 4 1 
LL= 
4 1 3 2 
2 3 1 4 
and 
1 2 7 8 3 4 5 6 
2 1 8 7 4 3 6 5 
5 6 3 4 7 8 1 2 
6 5 4 3 8 7 2 1 
Le = 
7 8 1 2 5 6 3 4 
8 7 2 1 6 5 4 3 
3 4 5 6 1 2 7 8 
4 3 6 5 2 1 8 7 
0112 1114 3116 5118 711 
2 1 0 7 8 3 4 5 6 
1 0 2 8 7 4 3 6 5 
4 5 6 3 0 7 8 1 2 
L= 3 6 5 0 4 8 7 2 1 . 
6 7 8 1 2 5 0 3 4 
5 8 7 2 1 0 6 4 3 
8 3 4 5 6 1 2 7 0 
7 4 3 6 5 2 1 0 8 
Since there is no idempotent latin square of  order 2, when S = 2 and s = 5, Lemma 10 
is of  no help. However, the case K3,5,5 is easily dealt with. Lemma 8 takes care 
of  cases with 1, 5 or 9 triangles, so only the case of 13 triangles and 4 cycles 
of  length 4 remains. For this decomposition of K3,5,5, let L be the following latin 
square: 
1 2 3 4 5  
l i  1 2 3 4 5 
2 2 1 4 5 3 
3 4 5 1 3 2 
5 3 2 1 4 
3 4 5 2 1 
We take the vertex set of  K3,5.5 to be 
{(x,a)}U{(y,b)}U{(z,c)}, 1 ~<x~<3, l<~y,z<~5. 
Here, the first three rows of  the above latin square L will correspond to the partite 
set with vertex set {(x,a) l 1~<x~<3}, while the columns will refer to the partite set 
with vertex set {(y,b)[  l~<y~<5}, and the entries will refer to the partite set with 
vertex set {(z,c)[ 1 ~z~<5}. Then from rows 1, 2 and 3, for the 13 non-underlined 
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entries, we take 13 cycles of  length 3: if cell ( i , j )  has entry x then we take the 3-cycle 
((i, a), (j0 b), (x, c)). 
The two underl ined entries, together with the last two rows of L, yield the four 
4-cycles, 
( (2,a) , (4,  b) , (1 ,c ) , (5 ,  b)), ((2, a ) , (3 ,c ) , ( l ,b ) , (5 ,  c)), 
((4, b ) , (5 .c ) , (3 ,b ) , (2 ,c ) ) ,  ((5, b) , (3 ,c) , (2 ,  b) , (4 ,c) ) .  
We are now ready to use our latin square of  order 2S + 1, from Lemma 10, in the 
case s - r -2 (mod4) ,  s>5.  So S-R  is odd, where s=2S+ 1, r=2R+ 1. 
Theorem 11. The complete tripartite 9raph K~ ,, with s - r= 2 (mod 4), r, s odd, s > 5, 
has an edge-disjoint decomposit ion into ~ o,  cles (?[ length 3 and [~ o'cles ~[" lenqth 4 
.for all ~ = 1 + 4i, 0 <~ i <~ (rs - 3)/4. 
Proof. Let s = 2S+ 1, r ~- 2R÷ 1. The cases 1 ~< ~ ~< 1 +4RS were dealt with in Lemma 8. 
So only cases with 1 + 4RS < ~ <~rs - 2 = 4RS + 2R + 2S - 1 remain. For these, we use 
our latin square L constructed in Lemma 10. This square L is of the following form: 
0 
o 0 
1 2 
1 
3 4 
4 3 
5 6 
(, 5 
2R-.-I 2R 
2/~ 2R - 1 
2R+2 
2R+ 1 
2S 
2S-  1 
I 2 3 4 5 6 
21 43  651  
! 
10  
02 
30 
04 
. . .  2R  1 2R . . .  2S -  I 2S  
2S 2S-  1 
! 
50 
06  
2R-10  
0 2R 
i 
i 
I 
2S-  1 0 
i 0 2S I 
First consider the case with c~ = rs - 2, the maximum possible number of 3-cycles. Let 
the rows and columns of L be indexed with 0, 1 . . . . .  2S. 
From the first r rows of L, apart from the two entries 2S, 2S -  1 in cells (0, 2S - 1 ) 
and (0,2S),  we use each entry k in cell ( i , j )  to construct a 3-cycle ( ( i ,a ) , ( .Lb) , (k ,c ) ) .  
For cases with ~<rs-  2, we may 'trade' certain sets of four 3-cycles for three 
4-cycles, as follows. The construction of  L in Lemma 4.6 tells us that there are R(S-  1 ) 
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2 x 2 subsquares (not on the diagonal of L) in the first r rows of L. Each of these, 
such as 
2/ -  1 2j 
2i - 1 x X 1 X X + 1 ( ** )  
2i ÷ 
corresponds either to four 3-cycles as just indicated, or else to three 4-cycles 
( (2 i -  1,a),(x,c),(2j- 1,b),(x ÷ 1,c)), 
((2i, a),(x,c),(2j, b),(x + 1,c)), 
((2i, a) , (2 j -  1,b) , (2 i -  1,a),(2j, b)). 
The remaining 4-cycles are as follows. From the 'unused' 3-cycles (from cells (0, 
2S -  1 ) and (0,2S) of L), namely, 
( (0 ,a ) , (2S-  1,b),(2S, c)) and ((O,a),(ZS, b),(2S- 1,c)), 
together with the edges 
{(O,b),(2S, c)}, {(0 ,b ) , (2S-  1,c)}, 
{(2S - 1, b), (0, c)}, {(2S, b), (0, c)}, 
(a total of  10 edges), we reserve the two edges { (2S-  1,b),(2S, c)} and {(2S, b), 
(2S - 1, c)} for later use, and with the remaining eight edges we form two 4-cycles 
( (0 ,a ) , (2S-  1,b),(O,c),(ZS, b)) and ( (0 ,a ) , (2S-  1,c),(O,b),(2S, c)). 
The remaining cycles of length 4 arise from the entries in the last (s - r) rows of L, 
together with the above two reserved edges: First, in columns 1,2; 3, 4; . . . .  2R - 1,2R, 
from each 2 × 2 subsquare such as (**), for R+I  <~i<~S, 1 <<.j<~R, we form the 4-cycle 
( (2 j -  1,b),(x,c),(2j, b),(x + 1,c)). 
From columns 2S-  1 and 2S we also do this, except the bottom right 2 x 2 subsquare 
with the two reserved edges gives rise to ( (2S-  1, b), (2S, c), (2S, b), (2S -  1, c)). 
In columns 2R + 1, 2R + 2 . . . . .  2S - 3, 2S - 2, there will be 2 × 2 subsquares of the 
form 
2k-  1 0 
0 2k 
for R <k <S. 
We pair up the columns, 2R ÷ 1 with 2R + 2, 2R + 3 with 2R + 4 . . . . .  2S - 3 with 
2S - 2; this is S - 1 - R pairs, and since S - R is odd, this is an even number of pairs 
of columns. Now using a 2 x 2 subsquare of the form (y) which must be in columns 
x and x + 1, together with the entries in column 0, rows x, x ÷ 1, y and y ÷ 1, and 
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also the entries in those same four rows, and in columns x, x + 1, y and y + 1, wc 
form the four 4-cycles, 
( (O,b) , (x,c) , (x,b) , (y + 1,c)),  ((O,b),(y,c) ,(x + 1,b) , (x  + 1,c)), 
( (y ,b) , (y ,c) , (x ,b) , (O,c)) ,  ( (y+ 1 ,b ) , (y  + 1,c) , (x  ~- l ,b ) , (0 ,  c)).  
The result is a decomposit ion of  K,..~., into rs - 2 = (2R + 1 )(2S + 1 ) - 2 = 4RS + 2R + 
2S - 1 cycles of  length 3 and the remaining edges into cycles of  length 4. 
The trade described, on R(S-  1) 2 × 2 subsquares in the first r rows of  L, yields all 
admissible values for :~ and fi, the numbers of  3-cycles and 4-cycles, from ~ : 4RS + 
2R+2S-1 ,  f i=S2-RS+(S-R+3) /2  to ~= 6R+2S-1 ,  f i=S2+2RS+(S-7R+3) '2 .  
The remaining values (with smaller c~) were dealt with in Lemma 8. iZ 
5. Conclusion 
We now have the fol lowing result. 
Main Theorem. The complete tripartite graph K,. ~.:, with r <<, s <~ t, has an edge-di,~joint 
decomposition i to ~ cycles o f  length 3 and fl cycles o f  length 4 !/ and only (/ 
( i) r, s, t are all even or all odd; 
(i i) i f  r is even, or (f r is odd and s -  r=0(mod 4), then ~<~rs; 
(i i i)  (f r is odd and s - r = 2 (rood 4), then ~ <~rs - 2; 
( iv) the vahw qf  ~ decreases .from its maximum value in steps o f  size 4, down to 0 
( / r  is even, and to 1 (/'r is odd. 
As remarked earlier, to show that the obvious necessary condit ions for a decompo- 
sition of K,.,.: into 5-cycles are sufficient, is still an open problem (see [4]). Hence the 
obvious extension of  this work to c~ 3-cycles, fl 4-cycles and ? 5-cycles must wait until 
the 5-cycle problem is complete. However,  in [2], necessary and sufficient conditions 
were given for the existence of  a decomposit ion of  K,  into ~ cycles of  length 3, fi 
cycles of  length 4 and 7 cycles of  length 6, for any admissible c~, fl amd 7, so perhaps 
this is the next decomposit ion problem to address for tripartite graphs. 
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