Méthodes de décomposition de domaine de type relaxation d'ondes pour des équations de l'océanographie by Martin, Véronique
Me´thodes de de´composition de domaine de type
relaxation d’ondes pour des e´quations de l’oce´anographie
Ve´ronique Martin
To cite this version:
Ve´ronique Martin. Me´thodes de de´composition de domaine de type relaxation d’ondes pour
des e´quations de l’oce´anographie. Mathe´matiques [math]. Universite´ Paris-Nord - Paris XIII,
2003. Franc¸ais. <tel-00583196>
HAL Id: tel-00583196
https://tel.archives-ouvertes.fr/tel-00583196
Submitted on 5 Apr 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
UNIVERSITÉ PARIS 13
N
◦
attribué par la bibliothèque
THESE
pour obtenir le grade de
DOCTEUR DE L'UNIVERSITÉ PARIS 13
Disipline : Mathématiques appliquées
présentée et soutenue publiquement
par
Véronique MARTIN
le 15 déembre 2003
Titre :
Méthodes de déomposition de domaine de type relaxation d'ondes
pour des équations de l'oéanographie
JURY
M. C. Basdevant Président du jury
M. E. Blayo , Co-Direteur de thèse
M. P. Joly , Rapporteur
Mme L. Halpern , Diretrie de thèse
Mme M. Shatzman , Rapporteur
.
Remeriements
Je remerie en premier lieu Laurene Halpern qui a dirigé ette thèse et grâe à qui
j'ai passé trois années agréables et enrihissantes. Elle a su enadrer ma thèse tout
en préservant mon identité : elle a tiré mon travail vers le haut tout en respetant
mes apaités et mes envies. Son expériene m'a permis de rester sur le droit hemin
et m'a ouvert des pistes intéressantes.
Mes remeriements vont ensuite à Éri Blayo qui a o-dirigé ette thèse et qui,
malgré la distane géographique, est resté très prohe de mes travaux. Sa gentillesse
et sa disponibilité m'ont été d'un grand soutien, ses reletures rapides et eaes
m'ont été très utiles. Cette ollaboration, teintée d'enrihissants voyages à Grenoble,
a permis à ma thèse de s'ouvrir à des appliations physiques.
Patrik Joly et Mihelle Shatzman ont aepté de rapporter sur ma thèse. Je
les remerie pour leurs remarques intéressantes qui ont ontribué à améliorer mon
travail. Un avis extérieur est toujours important et le leur en reentrant mes travaux
me sera très utile. Je remerie Claude Basdevant pour avoir aepté de faire partie
de mon jury.
Je ne peux pas faire le bilan de es trois années sans penser à Martin J. Gander
et à sa passion ommuniative des mathématiques appliquées. Je le remerie pour
les disussions enrihissantes au ours desquels il m'a fait partager ses ompétenes
en numérique.
Je remerie François Cuvelier pour son aide sur le luster, qui m'a été d'une
grande aide pour obtenir les résultats numériques de ette thèse. Je remerie Caro-
line Japhet et Stephane Labbe pour leur aide.
J'ai souvent vu des thèses dédiées à mes parents et 'est aujourd'hui que je
omprends réellement la puissane de es mots. Je remerie mes parents pour les
valeurs qu'ils ont su m'inulquer, ils m'ont appris la valeur du travail, l'importane
des hoses bien faites et la persévérane. Sans es valeurs ette thèse ne serait pas
e qu'elle est, et 'est pourquoi elle leur revient un peu. And last but not least, je
remerie Christophe pour son soutien, sa onane et son aide.
.
Résumé
L'objetif de e travail est de développer des algorithmes de déomposition de
domaine pour des équations de l'oéanographie. Les méthodes de déomposition de
domaine onsistent à déomposer un domaine de alul de grand taille en plusieurs
sous-domaines plus petits. Elles s'appliquaient jusqu'à présent à des problèmes sta-
tionnaires, nous généralisons ii e type de méthodes aux problèmes en temps ('Sh-
warz Waveform Relaxation Methods'). Le prinipal but de ette nouvelle approhe
est de simuler des problèmes multiphysiques pour lesquels il est intéressant d'avoir
une disrétisation temporelle diérente dans haque sous-domaine.
Nous généralisons aux équations d'évolution une méthode réente qui onsiste
à érire les onditions transparentes (Conditions aux Limites Absorbantes) puis
les approhe par des opérateurs diérentiels d'ordre 1 dans la diretion normale à
l'interfae et d'ordre 0 ou 1 dans la diretion tangentielle.
Nous développons ette méthode premièrement pour l'équation de onvetion
diusion qui traduit notamment l'advetion des traeurs (température, salinité, tra-
eurs passifs) dans l'oéan. Nous approhons les opérateurs exats par développe-
ment de Taylor, ou par optimisation du taux de onvergene. Nous démontrons que
les problèmes aux limites introduits sont bien posés. Puis nous montrons la onver-
gene des algorithmes orrespondants. Des résultats numériques sont implémentés
dans le as ave ou sans reouvrement et mettent en évidene la réelle eaité des
méthodes optimisées. Nous faisons ensuite un premier pas vers le ouplage d'équa-
tions en implémentant un algorithme de ouplage de l'équation de onvetion ave
l'équation de onvetion diusion.
Ensuite nous traitons les équations de Saint Venant, moyennes vertiales des
équations de Navier-Stokes en milieu tournant. Nous introduisons pour e système
un algorithme de déomposition de domaine ave des onditions d'interfae qui
s'obtiennent par des onsidérations physiques. Nous montrons que et algorithme
est bien posé puis nous en démontrons la onvergene. Des résultats numériques
onluants sont également exposés.
Mots-lés : méthode de déomposition de domaine, méthode de relaxation d'ondes,
onditions aux limites absorbantes, méthode optimisée, ouplage de modèles, pro-
blèmes multi-physiques, équation de onvetion-diusion, équations de Saint-Venant.
Abstrat
The purpose of this work is to apply domain deomposition methods to some
oeanographi equations. Classial domain deomposition methods treat stationary
problems. We generalize in this work this method to the time dependent problems
resulting in a Shwarz Waveform Relaxation method. This allows to simulate mul-
tiphysi problems with for example dierent time steps in eah subdomain.
The priniple of this method is to write rst the absorbing boundary onditions
on the interfaes, then to approximate them by dierential operators of order 1 in
the normal diretion to the interfae and of order 0 or 1 in the tangential diretion.
We analyse rst the onvetion diusion equation : we approximate the exat
operators by a Taylor development or by optimization of the onvergene rate. We
show that the suh introdue subdomain problems are well posed and that the
orresponding algorithm is onvergent. Numerial results are implemented with or
without overlap and illustrate the eieny of the method.
A rst step towards oupling of equation is made in studying the oupling bet-
ween the onvetion equation with the onvetion diusion equation. Similarly to
the domain deomposition method, we write transparent operators on the interfae
then we approximate them. Enouraging numerial results are obtained.
We study then Shallow Water equations. We propose a domain deomposition
algorithm with interfae onditions obtained by physial onsiderations. We show
that this algorithm is well-posed and is onvergent. Numerial results are obtained.
Keywords : domain deomposition methods, Shwarz Waveform relaxation me-
thods, absorbing boundary onditions, optimized transmission onditions, oupling
of equations, multiphyisi problems, onvetion diusion equation, Shallow Water
equations
.
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Introdution
7
Introdution
Introdution aux méthodes de déomposition de domaine et de ouplage
La première étape dans la résolution numérique d'une équation aux dérivées par-
tielles est le maillage du domaine de alul. Cei permet de disrétiser l'équation et
onduit à la résolution d'un système linéaire. Mais dans beauoup de as physiques
le domaine de alul est de grande taille, et si l'on souhaite le mailler assez ne-
ment, le système linéaire orrespondant ne peut être ni stoké ni résolu par un seul
ordinateur.
Ave l'émergene des alulateurs parallèles, les méthodes de déomposition de
domaine ont susité beauoup d'intérêt ar elles orent la possibilité de transfor-
mer un problème de grande taille en une série de problèmes gérables par un seul
ordinateur.
Ces méthodes onsistent à déomposer le domaine initial en plusieurs sous-
domaines sur haun desquels on utilise un proesseur pour résoudre l'équation.
Les diérents proesseurs éhangent des informations au niveau des interfaes om-
munes selon un proessus itératif, pour onverger vers la solution globale. On peut
dénir autant d'algorithmes qu'il y a d'informations diérentes à éhanger au niveau
de l'interfae ; le problème est alors de hoisir des onditions d'interfae eaes,
.-à-d. qui mènent à des problèmes bien posés et à une onvergene rapide.
Les méthodes de déomposition de domaine ont d'abord été appliquées aux pro-
blèmes stationnaires. Les prémisses de es méthodes datent d'avant même l'appa-
rition des ordinateurs. La première idée fut de H.A. Shwarz [42℄ qui mit au point
ette méthode pour établir des résultats d'existene et d'uniité d'une solution har-
monique sur des domaines omposés de plusieurs sous-domaines de formes simples.
Ave l'apparition des ordinateurs ette méthode a été analysée et utilisée à des ns
alulatoires (voir par exemple P.L. Lions 1988 [35℄). La méthode de Shwarz las-
sique s'applique au as où les domaines se reouvrent et onsiste à éhanger des
données de Dirihlet entre les sous-domaines. Plus tard d'autres onditions d'inter-
fae ont été implémentées rendant inutile le reouvrement pour onverger (voir P.L.
Lions 1990 [36℄ et B. Desprès [11℄). Dans e as les sous-domaines éhangent des
onditions de type Robin (.-à-d. une ombinaison linéaire de onditions de Neu-
mann et de Dirihlet) au niveau des interfaes. Dans des travaux plus réents es
onditions de Robin ont été généralisées et hoisies de manière judiieuse, notam-
ment en optimisant le taux de onvergene. Cette méthode a été appliquée à la
résolution de l'équation de Helmholtz ([18℄ M.J. Gander, F. Magoulès et F. Na-
taf), ou de l'équation de onvetion-diusion stationnaire (C. Japhet [27℄). D'autres
onditions ont été mises en ÷uvre pour l'équation de Helmholtz dans [9℄ (F. Collino,
S. Ghanemi et P. Joly) et pour l'équation de onvetion-diusion dans [8℄ (C. Car-
lenzoli et A. Quarteroni). Plus généralement on trouvera dans [41℄ (A. Quarteroni
et A. Valli) une revue et une étude des diérentes méthodes de déomposition de
domaine tant au niveau ontinu qu'au niveau disret.
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Les phénomènes étudiés par des méthodes de déomposition de domaine sont en-
suite devenus de plus en plus omplexes et le déoupage en sous-domaines est devenu
un moyen d'adapter le shéma numérique, la disrétisation voire le modèle à la zone
géographique. On a alors aaire à un problème de ouplage d'équations. C'est le as
par exemple en modélisation oéanique, où le aratère multi-éhelle de la dynamique
est très marqué. Ainsi l'oéanographie tière, en plein développement atuellement,
requiert le ouplage de modèles tiers ave des modèles à grande éhelle dont les
physiques sont diérentes. Là enore la diulté du problème réside dans l'ériture
des onditions d'interfae. Pour le ouplage de l'équation de onvetion-diusion et
de l'équation de onvetion, on pourra trouver deux approhes diérentes de ou-
plage dans [21℄ (F. Gastaldi, A. Quarteroni et G. Sahi Landriani) et [15℄ (M.J.
Gander, L. Halpern et C. Japhet).
Introdution aux méthodes de relaxation d'ondes
Les méthodes de déomposition de domaine ont d'abord été appliquées à des
problèmes stationnaires. Pour traiter des problèmes d'évolution, la méthode habi-
tuellement utilisée onsiste à disrétiser l'équation en temps (on obtient don une
suite de problèmes stationnaires à résoudre) et à haque pas de temps on résout le
problème stationnaire orrespondant par les méthodes dérites préédemment.
Le Tableau 1 dérit la méthode pour résoudre l'équation ∂u/∂t − A(u) = f
dans Ω−×]0, T [, u(·, 0) = w0 dans Ω−. On applique un shéma impliite en temps
de type Crank Niolson à ette équation et on obtient un+1 − dt2 A(un+1) = Gun où
Gun = un +
dt
2
A(un) + dtfn+1/2 et où un désigne l'approximation de u au temps n
et dt le pas de temps. A haque pas de temps n on résout le problème spatial par
une méthode de déomposition de domaine, et pour ela on introduit pour haque
sous-domaine Ω− et Ω+ les opérateurs d'interfae B−
lass
et B+
lass
. Nous donnons ii
l'exemple d'un déoupage en deux sous-domaines mais ette méthode se généralise
aisément à un nombre quelonque de sous-domaines.
Dans le as de l'algorithme de Shwarz lassique (voir [42℄ H.A. Shwarz), on a
B±
lass
= Id et dans le as de onditions de Robin B±
lass
= ∂/∂n − α± ave n le ve-
teur normal à l'interfae et α± des salaires à hoisir. Pour les onditions de Robin
généralisées (voir [27℄ C. Japhet) on a B±
lass
= ∂/∂n−α±± β∂/∂τ ± γ∂2/∂τ 2 où τ
représente le veteur tangent à l'interfae.
Mais dans l'optique de la simulation de phénomènes multiphysiques où l'on sou-
haiterait avoir des odes qui puissent tourner indépendamment l'un de l'autre dans
haque sous-domaine ave notamment des pas de temps diérents, ette méthode
n'est pas satisfaisante.
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u01 = w0|Ω−
v01 = w0|Ω+
Pour n=1,N
k=0
Tant que non onvergene
Proesseur 1 Proesseur 2 uk+1n −
dt
2
A(uk+1n ) = G
u
n−1 dans Ω
−
B−
lass
(uk+1n ) = B−
lass
(vkn) sur Γ
 vk+1n −
dt
2
A(vk+1n ) = G
v
n−1 dans Ω
+
B+
lass
(vk+1n ) = B+
lass
(ukn) sur Γ
k = k+1
Fin Tant que, n algorithme de Shwarz
u0n+1 = u
k
n
v0n+1 = v
k
n
Fin des pas de temps
Tab. 1  Méthode lassique pour résoudre un problème d'évolution par déomposi-
tion de domaine
Dans de réents travaux les méthodes de déomposition de domaine ont été
appliquées diretement au problème en temps. Ces méthodes ont pour origine les
itérations de Piard introduites à la n du dix-neuvième sièle pour étudier des équa-
tions diérentielles ordinaires du type du/dt = f(u) (voir E. Piard [40℄ et E. Lind®lf
[32℄). Cette méthode a été ensuite parallélisée par E. Lelarasmee, A.E. Ruehli et A.L.
Sangiovanni-Vinentelli [31℄ an de résoudre numériquement un système d'équa-
tions diérentielles ordinaires ave pour appliation la simulation du omportement
d'un iruit életronique. Cette méthode, appelée relaxation d'ondes, peut être vue
omme une méthode de déomposition de domaine, ette identiation a été faite
par M. Bjørhus [6℄ pour des problèmes hyperboliques du premier ordre et par M.J.
Gander et A. Stuart [19℄ pour des problèmes paraboliques. Cette méthode onsiste
à résoudre dans haque sous-domaine le problème sur tout l'intervalle de temps et
à éhanger des informations qui sont alors fontions de la variable d'interfae et du
temps. Le Tableau 2 dresse le shéma de ette méthode. Notons que nous pouvons
hoisir une disrétisation en temps diérente dans haque sous-domaine.
Dans un premier temps, dans [19℄ (M.J. Gander et A. Stuart) et [20℄ (M.J. Gan-
der et H. Zhao) ette méthode a été appliquée à l'équation de la haleur en utilisant
des onditions de transmission de type Dirihlet (algorithme de Shwarz lassique
11
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Pour k=0, jusqu'à onvergene
uk0 = w0|Ω−
vk0 = w0|Ω+
Proesseur 1 Proesseur 28>><
>>:
∂uk+1
∂t
− A(uk+1) = f |Ω− dans Ω
−×]0, T [
uk+1(·, ·, 0) = w0|Ω− dans Ω
−
B−
SWR
(uk+1) = B−
SWR
(vk) sur Γ×]0, T [
8>><
>>:
∂vk+1
∂t
− A(vk+1) = f |Ω+ dans Ω
+×]0, T [
vk+1(·, ·, 0) = w0|Ω+ dans Ω
+
B+
SWR
(vk+1) = B+
SWR
(uk) sur Γ×]0, T [
Fin de l'algorithme de Shwarz
Tab. 2  Méthode de Shwarz ave relaxation d'ondes
de type relaxation d'ondes) B±
SWR
= Id. Puis des onditions de transmission plus
appropriées ont été mises en plae (voir M.J. Gander, L. Halpern et F. Nataf [17℄ ou
pour l'équation des ondes en une dimension M.J. Gander et L. Halpern [16℄). Elles
ne néessitent plus de reouvrement entre les deux sous-domaines et sont alulées
de façon à e que la onvergene de l'algorithme soit rapide.
Objetifs de la thèse
Ce type de méthodes est potentiellement très intéressant pour nombre d'applia-
tions. Parmi elles-i, nous nous sommes plus partiulièrement intéressé à la modéli-
sation oéanique, où les problèmes multi-éhelles et les opportunités de ouplage mul-
tiphysique sont nombreux. C'est pourquoi nous travaillons dans un premier temps
sur l'équation de onvetion-diusion en deux dimensions :

∂u
∂t
+ a(x, y)
∂u
∂x
+ b(x, y)
∂u
∂y
− ν△u = f dans Ω×]0, T [,
u(·, ·, 0) = u0 dans Ω,
+ onditions aux limites sur ∂Ω,
qui traduit notamment l'advetion des traeurs (température, salinité, traeurs pas-
sifs) dans l'oéan. Dans un seond temps nous nous intéressons aux équations de
12
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Saint-Venant :
∂u
∂t
= fv − c
2
H
∂h
∂x
+ ν△u+ τ
x
ρ0H
dans Ω×]0, T [,
∂v
∂t
= −fu− c
2
H
∂h
∂y
+ ν△v + τ
y
ρ0H
dans Ω×]0, T [,
∂h
∂t
= −H(∂u
∂x
+
∂v
∂y
) dans Ω×]0, T [,
(u, v, h)(·, ·, 0) = (u0, v0, h0) dans Ω,
+ onditions aux limites sur ∂Ω,
qui est un modèle simple de la dynamique oéanique. Ii les inonnues (u, v) et h
désignent le veteur vitesse et la hauteur d'eau, f est la fore de Coriolis, H la
hauteur moyenne initiale, c2 la vitesse des ondes de gravité et (τx, τy) la tension du
vent.
Pour érire nos algorithmes de déomposition de domaine, nous suivons le rai-
sonnement qui a été appliqué dans [27℄ (C. Japhet) pour l'équation de onvetion
diusion stationnaire en deux dimensions, et dans [17℄ (M.J. Gander, L. Halpern et
F. Nataf) pour l'équation de onvetion diusion instationnaire en une dimension.
Cette tehnique onsiste à utiliser la théorie des onditions aux limites absorbantes,
d'abord introduite par B. Engquist et A. Majda [13℄ pour l'équation des ondes ou
des systèmes hyperboliques du premier ordre, puis par L. Halpern [24℄ ou L. Hal-
pern et M. Shatzman [26℄ pour l'équation de Navier-Stokes. Cette théorie permet
de traiter des équations sur un domaine Ω non borné : la résolution numérique se fait
obligatoirement sur un sous-domaine borné Ωb, et pour que la solution sur Ωb orres-
ponde à la solution sur Ω, il faut érire des onditions aux limites sur ∂Ωb telles que
sur ette frontière auune onde ne se rééhisse : e sont des onditions aux limites
absorbantes. Plus tard dans [38℄ (F. Nataf, F. Rogier et E. Sturler) ette tehnique
a été appliquée aux méthodes de déomposition de domaine, puisque l'on herhe
également à rendre 'transparente' l'interfae tive entre les deux sous-domaines.
Cei mène à une onvergene optimale de l'algorithme dans le sens où l'algorithme
onverge en autant d'itérations qu'il y a de sous-domaines.
Toutefois es opérateurs ne sont pas loaux et ne peuvent pas être utilisés de façon
pratique dans un algorithme et ainsi ils doivent être approhés. Nous obtenons ette
approximation soit par développement de Taylor soit par optimisation du taux de
onvergene.
Pour l'équation de onvetion-diusion les opérateurs approhés auront la forme :
B±
SWR
u =
∂u
∂n
− α±u± β ∂u
∂τ
± γ ∂u
∂t
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ave n et τ les veteurs normal et tangent à l'interfae. Et pour les équations de
Saint-Venant nous prendrons :
B±
SWR
(U, h) = −ν ∂U
∂n
+
c2
H
hn±
(
λ + δ ∂
∂t
µ
λ˜ µ˜
)
U,
ave U = (u, v).
Pour haune des équations nous montrons que les problèmes aux limites orres-
pondants à es onditions sont bien posés. Nous hoisissons les paramètres α±, β
et γ pour l'équation de onvetion-diusion, et les paramètres δ, λ, µ, λ˜ et µ˜ pour
les équations de Saint-Venant, et nous étudions les algorithmes de déomposition de
domaine assoiés. Dans un soui de simpliation, nous traitons le as partiulier de
deux sous-domaines, mais les démonstrations se généralisent failement à un nombre
quelonque de sous-domaines.
Plan de la thèse
Ce travail se déompose en deux parties. La première est onsarée à la résolution
de l'équation de onvetion-diusion et la deuxième aux équations de Saint-Venant.
Pour haune de es équations nous proposons un algorithme de déomposition de
domaine de type relaxation d'ondes. Nous montrons qu'il est bien posé et qu'il
onverge. Nous proposons des shémas pour disrétiser es algorithmes et nous don-
nons des résultats numériques qui illustrent l'eaité des méthodes proposées.
La partie I est onsarée à l'équation de onvetion-diusion.
Dans le Chapitre 1, nous étudions l'équation de onvetion-diusion dans l'espae
R2 et sur l'intervalle de temps ]0,+∞[. Nous rappelons des résultats d'existene,
d'uniité puis de régularité de la solution sur e domaine.
Dans le Chapitre 2 nous généralisons l'algorithme de Shwarz lassique au pro-
blème de onvetion-diusion instationnaire. Cela signie que nous déomposons
l'espae R2 en deux demi-plans se reouvrant (ette ondition est néessaire pour
que l'algorithme onverge), puis nous mettons en plae des onditions de trans-
mission de type Dirihlet au niveau de l'interfae. Nous montrons dans un premier
temps que et algorithme est bien posé, puis nous démontrons qu'il onverge. Mais
il est bien onnu que ette méthode est peu performante : elle néessite un reou-
vrement et sa onvergene est lente ; sa onvergene est d'autant plus lente que le
reouvrement est petit. Nous herhons alors de meilleurs opérateurs d'interfae.
C'est l'objet du Chapitre 3 où nous utilisons la théorie des onditions aux limites
absorbantes pour érire des onditions de transmission qui mènent à la onvergene
de l'algorithme en deux itérations. Ces opérateurs ne sont pas loaux et ne peuvent
par onséquent pas être utilisés diretement dans un algorithme. Nous devons les
approher et pour ela nous introduisons des opérateurs d'interfae d'ordre 0 ou 1.
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Dans le Chapitre 4 nous nous intéressons à l'algorithme ave des onditions de
transmission d'ordre 0. Nous étudions les problèmes aux limites dans haque sous-
domaine et montrons qu'ils sont bien posés. Nous pouvons alors dénir l'algorithme
.-à-d. nous pouvons expliiter le premier itéré.
Nous reprenons la même étude dans le Chapitre 5 où nous étudions l'algorithme
ave des onditions de transmission d'ordre 1.
Puis dans le Chapitre 6 nous démontrons la onvergene des algorithmes ave
des onditions d'ordre 0 ou 1. Nous traitons d'abord le as sans reouvrement et la
démonstration repose sur des estimations d'énergie. Puis nous nous intéressons au
as ave reouvrement. Cette fois la onvergene de l'algorithme est démontrée en
onsidérant le taux de onvergene.
Les opérateurs d'interfae d'ordre 0 (resp. 1) dépendent d'une (resp. 2) onstante(s).
Dans le Chapitre 7 nous proposons et disutons plusieurs stratégies pour hoisir es
oeients (développement de Taylor, optimisation du taux de onvergene).
Dans le Chapitre 8 nous analysons la disrétisation de l'équation de onvetion-
diusion et plus partiulièrement nous expliquons omment disrétiser les onditions
de transmission.
Dans le Chapitre 9 nous exposons des résultats numériques qui illustrent l'ef-
aité des méthodes optimisées. Nous traitons dans un premier temps le as où
la vitesse de onvetion est onstante, as que nous avons traité dans les hapitres
théoriques préédents. Puis nous étendons la méthode à des vitesses plus générales.
Pour haque vitesse nous onsidérons le as où les sous-domaines se reouvrent ou
non.
Dans le Chapitre 10 nous abordons le problème du ouplage d'équations. Plus
partiulièrement, nous étudions le ouplage de l'équation de onvetion ave l'équa-
tion de onvetion-diusion. Nous dénissons la solution reherhée et proposons
un algorithme pour une vitesse de onvetion quelonque. Nous ne donnons auun
résultat théorique mais nous mettons en ÷uvre es algorithmes et exposons des ré-
sultats numériques.
La partie II est onsarée aux équations de Saint-Venant.
Pour les équations de Saint-Venant nous suivons le même heminement que pour
l'équation de onvetion-diusion.
Dans un premier temps (Chapitre 12) nous rappelons omment établir les équa-
tions de Saint-Venant et nous expliitons les approximations physiques qui sont
faites dans ette étude.
Dans le Chapitre 13 nous étudions les équations de Saint-Venant dans l'espae
R2. Nous donnons un résultat d'existene et d'uniité pour la solution du problème
de Cauhy et nous donnons également des résultats de régularité.
Dans le Chapitre 14 nous nous plaçons dans le demi-plan {(x, y), x > 0, y ∈ R}
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et nous résolvons les équations de Saint-Venant grâe à une transformée de Fourier-
Laplae (Fourier en y, Laplae en t). Nous montrons également quelques propriétés
pour la solution.
Dans le Chapitre 15 nous dénissons l'algorithme de Shwarz lassique de type
relaxation d'ondes pour les équations de Saint-Venant. Nous étudions dans un pre-
mier temps les problèmes aux limites qui interviennent dans et algorithme, nous
montrons qu'ils sont bien posés et nous donnons un résultat de régularité. Dans
un seond temps nous dénissons l'algorithme omplet puis nous montrons qu'il
onverge.
Dans le Chapitre 16 nous herhons un algorithme plus performant que l'algo-
rithme de Shwarz lassique, .-à-d. nous herhons à érire des onditions de trans-
mission plus appropriées. Dans un premier temps nous expliitons des opérateurs
d'interfae qui mènent à la onvergene en deux itérations, puis nous onsidérons
des approximations de es opérateurs. L'étude des algorithmes assoiés néessite
deux lemmes de relèvement et un lemme de positivité que nous démontrons dans la
Setion 16.3.
Dans le Chapitre 17 nous étudions l'algorithme assoié aux opérateurs approhés
d'ordre 0. Nous montrons que les problèmes aux limites sont bien posés et nous
dénissons l'algorithme orrespondant. Au Chapitre 18 nous appliquons la même
étude à l'algorithme ave des onditions d'ordre 1. Puis nous montrons au Chapitre
19 que les algorithmes ave des onditions d'ordre 0 ou 1 onvergent. Enn nous
approhons les opérateur exates par des opérateurs diérentiels au Chapitre 20.
Dans le Chapitre 21 nous retrouvons le shéma aux diérenes nies utilisé habi-
tuellement pour disrétiser les équations de Saint-Venant, par un alul de ux aux
interfaes. Cei nous permet alors de disrétiser failement les opérateurs d'interfae
que nous avons introduits dans les hapitres préédents.
Par ailleurs dans ette étude les solutions sont herhées dans des espaes de
Sobolev anisotropes et nous utilisons des outils omme les transformées de Fourier
ou Laplae. Des annexes rappellent les dénitions et théorèmes utilisés.
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Première partie
Méthode de déomposition de
domaine appliquée à l'équation de
onvetion diusion en dimension 2
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Chapitre 1
L'équation de onvetion-diusion
dans l'espae entier
Dans e premier hapitre nous étudions l'équation de onvetion diusion sur
l'espae entier R2 et sur l'intervalle de temps ]0, T [.
Après avoir expliité l'équation de onvetion-diusion dans la Setion 1.1, nous
rappelons un résultat d'existene et d'uniité de la solution dans la Setion 1.2. Puis
dans la Setion 1.3 nous donnons un résultat de régularité.
1.1 Présentation du problème
Le but de ette étude est de résoudre l'équation de onvetion-diusion dans
Ω = R2 : 
∂u
∂t
+ ~b · ∇u− ν△u = f˜ dans Ω×]0, T [,
u(·, ·, 0) = u0 dans Ω,
(1.1)
ave les données physiques
~b =
(
a
b
)
la vitesse de onvetion,
ν la visosité stritement positive.
Le seond membre f˜ et la ondition initiale u0 seront préisés dans la setion sui-
vante. Les oeients a, b et ν sont supposés onstants dans la partie théorique.
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Partie I : Déomp. de dom. pour l'équation de onvetion diusion
Dans le but de travailler ave des solutions de arré intégrable en temps sur
]0,+∞[, nous introduisons un problème équivalent (voir Annexe B, Setion B-5) :
∂w
∂t
+ ~b · ∇w − ν△w + cw = f dans Ω×]0, +∞[,
w(·, ·, 0) = w0 dans Ω,
(1.2)
qui est déduit de (1.1) par le hangement de variables w = e−ctu (c est une onstante
stritement positive), f = e−ctf˜ et w0 = u0.
Nous notons alors L l'opérateur de onvetion-diusion ainsi introduit :
L ≡ ∂
∂t
+ ~b · ∇ − ν△+ c. (1.3)
Dans les setions suivantes, nous donnons un résultat d'existene, d'uniité et de
régularité pour le problème (1.2).
1.2 Existene et uniité de la solution
Dans la suite, (·, ·) désignera le produit salaire dans L2(Ω) et ‖ · ‖ la norme
assoiée.
Nous onsidérons w ∈ L2(]0,+∞[;H1(Ω)), une solution faible de (1.2), en d'autres
termes w vérie :
d
dt
(w, v) + ν(∇w,∇v) + 1
2
(
(~b · ∇w, v)− (~b · ∇v, w)
)
+ c(w, v) = (f, v) pour tout v de H1(Ω),
w(·, ·, 0) = w0.
(1.4)
Théorème 1.2.1 Si w0 appartient à L
2(Ω) et si f appartient à L2(]0,+∞[;L2(Ω))
alors il existe une unique solution faible de (1.2) appartenant à L∞(]0,+∞[;L2(Ω))∩
L2(]0,+∞[;H1(Ω)).
Preuve : Ce résultat est lassique, nous en rappelons la preuve.
Commençons par l'uniité. Nous multiplions (1.2) par w et nous intégrons sur Ω :
1
2
d
dt
‖w‖2 + ν‖∇w‖2 + c‖w‖2 = (f, w).
Nous appliquons ensuite l'inégalité de Cauhy-Shwarz au seond membre de ette
équation, puis nous utilisons l'inéquation (1.5) valable pour tout a, b et α stritement
positifs :
2ab ≤ αa2 + b
2
α
, (1.5)
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nous obtenons alors :
1
2
d
dt
‖w‖2 + ν‖∇w‖2 + c
2
‖w‖2 ≤ 1
2c
‖f‖2.
L'intégration de ette inégalité sur ]0, t[, t > 0, nous donne :
1
2
‖w(t)‖2 + ν
∫ t
0
‖∇w(σ)‖2dσ + c
2
∫ t
0
‖w(σ)‖2dσ ≤ 1
2c
∫ +∞
0
‖f(σ)‖2dσ + 1
2
‖w0‖2.
(1.6)
Si nous nous ramenons au as homogène ave une ondition initiale nulle (.-à-d.
f = 0, w0 = 0), l'inégalité (1.6) nous donne l'uniité de la solution dans les espaes
indiqués dans le théorème.
Pour l'existene, nous rappelons d'abord les hypothèses w0 ∈ L2(Ω) et f ∈
L2(]0,+∞[;L2(Ω)) qui montrent que le seond membre de (1.6) est borné. Puis
nous appliquons la méthode de Galerkin : nous en rappelons ii les grandes lignes
mais plus de détails peuvent être trouvés, par exemple, dans [10℄ (R. Dautray et
J.L. Lions).
L'espae H1(Ω) est un espae de Hilbert séparable. Il existe don une suite dénom-
brable de veteurs (vj)j=1,∞ dont toute sous famille nie est libre et telle que la
réunion des espaes Vm engendrés par v1, · · · , vm soit dense dans H1(Ω).
Par densité pour tout w0 dans L
2(Ω), il existe une suite (w0m)m qui onverge vers
w0 et telle que w0m soit dans Vm pour tout m. Et nous avons w0m =
∑m
i=1 αmivi.
Nous herhons à présent wm dans Vm, .-à-d. wm(t) =
∑m
i=1 gmi(t)vi, solution du
problème :
d
dt
(wm, vj) + ν(∇wm,∇vj)+
1
2
(
(~b · ∇wm, vj)− (~b · ∇vj , wm)
)
+ c(wm, vj) = (f, vj), 1 ≤ j ≤ m,
wm(0) = w0m.
(1.7)
L'équation (1.7) est équivalente au système diérentiel d'ordre 1 suivant :Am
d~gm
dt
+Bm~gm = ~fm,
~gm(0) = ~g0m,
(1.8)
où Am et Bm sont les matries de dimension m ×m dénies par (Am)i,j = (vi, vj)
et (Bm)i,j = ν(∇vi,∇vj)+ 12((~b · ∇vi, vj)− (~b ·∇vj , vi))+ c(vi, vj). Les veteurs ~gm,
~g0m et ~fm de R
m
ont respetivement pour jème élément : gmj, αmj et (f, vj).
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Les vj étant linéairement indépendants, la matrie Am est inversible et le système
(1.8) possède une unique solution ~gm et par suite (1.7) possède une unique solution
wm telle que wm ∈ L∞(]0,+∞[;Vm) et ∂twm ∈ L2(]0,+∞[;Vm).
Il s'agit à présent de montrer que wm tend vers la solution de (1.4). Tout d'abord wm
vérie l'estimation a priori (1.6), e que l'on montre en sommant pour 1 ≤ j ≤ m
la relation (1.7) multipliée par gmj . Par onséquent wm se trouve dans un borné
de L∞(]0,+∞[;L2(Ω)) ∩ L2(]0,+∞[;H1(Ω)). Nous en déduisons des résultats de
onvergene faible et faible ⋆ suivants : il existe une sous-suite (wp)p telle que
wp ⇀ w faible ⋆ dans L
∞(]0,+∞[;L2(Ω−)),
wp ⇀ w faible dans L
2(]0,+∞[;H1(Ω−)).
Cei nous permet de passer à la limite dans (1.7). Par suite wp tend vers w,
la solution de (1.4). Nous en onluons l'existene de la solution de (1.4) dans
L∞(]0,+∞[;L2(Ω)) ∩ L2(]0,+∞[;H1(Ω)).
Remarque 1 Une autre démonstration peut être proposée. Elle repose sur une
étude par transformation de Fourier en espae de l'équation. Cette méthode permet
également de montrer le résultat de régularité présenté dans la setion suivante.
1.3 Régularité des solutions faibles
Le traitement des problèmes d'évolution néessite l'introdution d'espaes spé-
iques omme les espaes de Sobolev anisotropes. On se reportera à l'Annexe A,
pour la dénition des espaes Hr,s(Ω×]0, T [) et l'énoné des théorèmes de trae or-
respondants. Nous rappelons ii les deux résultats de régularité suivants (voir [34℄
J.L. Lions et E. Magenes).
Théorème 1.3.1 Si f appartient à L2(]0, T [;L2(Ω)) et si w0 appartient à H
1(Ω)
alors w, la solution faible de (1.2), appartient à H2,1(Ω×]0, T [).
Théorème 1.3.2 Si f appartient à H1,1/2(Ω×]0, T [) et si w0 appartient à H2(Ω)
alors w, la solution faible de (1.2), appartient à H3,3/2(Ω×]0, T [).
Dans les hapitres qui suivent, nous dénissons des algorithmes de déomposition
de domaine pour résoudre le problème (1.2). Nous verrons que la solution dans
haque sous-domaine vérie également les résultats de régularité des Théorèmes
1.3.1 et 1.3.2.
Par ailleurs, nous présenterons des algorithmes de déomposition de domaine
qui néessitent la onnaissane de la trae de la solution sur la frontière arti-
ielle ainsi que la trae de ses dérivées en espae et en temps. Nous appliquons
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alors le théorème de trae de l'Annexe A : pour Ωi un domaine de R
2
, les hypo-
thèses du Théorème 1.3.1 permettent (sous ertaines onditions de ompatibilité)
d'établir une bijetion entre w de H2,1(Ωi×]0, T [) et les traes de w et ∂xw dans
H3/2,3/4(∂Ωi×]0, T [) et H1/2,1/4(∂Ωi×]0, T [). Ave les hypothèses du Théorème 1.3.2
nous avons une bijetions entre w de H3,3/2(Ωi×]0, T [) et les traes de w, ∂xw et
∂tw dans H
5/2,5/4(∂Ωi×]0, T [), H3/2,3/4(∂Ωi×]0, T [) et H1/2,1/4(∂Ωi×]0, T [).
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Chapitre 2
Algorithme de Shwarz lassique de
type relaxation d'ondes
Dans e hapitre nous résolvons l'équation (1.2) par une méthode de Shwarz
lassique de type relaxation d'ondes. L'algorithme de Shwarz lassique a été in-
troduit pour résoudre des problèmes stationnaires par H.A. Shwarz [42℄, et a été
analysé entre autres par P.L. Lions 1988, [35℄. Il onsiste à éhanger des données
de Dirihlet entre les sous-domaines : l'algorithme orrespondant est dérit dans le
Tableau 1 ave B±
lass
= Id.
Dans des travaux plus réents ette méthode a été généralisée aux problèmes
d'évolution ; dans l'algorithme présentée dans le Tableau 2, ette méthode onsiste
à prendre B±
SWR
= Id. On trouvera une analyse de la méthode de Shwarz lassique
de type relaxation d'ondes pour l'équation de la haleur dans [19℄ (M.J. Gander et
A. Stuart) ou [20℄ (M.J. Gander et H. Zhao) .
2.1 Algorithme de Shwarz lassique
Dans ette setion nous onsidérons une déomposition de l'espae R2 ave re-
ouvrement. Nous verrons que le reouvrement est une hypothèse néessaire à la
onvergene de l'algorithme de Shwarz lassique.
Nous introduisons les demi-espaes Ω− =]−∞, L[×R et Ω+ =]0,+∞[×R où L re-
présente le reouvrement stritement positif. Nous dénissons également les inter-
faes ΓL = {(x, y) ∈ R2 | x = L} et Γ0 = {(x, y) ∈ R2 | x = 0} (voir Figure 2.1).
Comme dans la méthode de Shwarz lassique nous proposons ii un algorithme
de déomposition de domaine ave éhange de données de Dirihlet entre les sous-
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PSfrag replaements
Ω−
Ω+
ΓL
Γ0
x
y
Fig. 2.1  Déomposition du domaine R
2
ave reouvrement
domaines : 
L un+1 = f dans Ω−×]0,+∞[,
un+1(·, ·, 0) = w0 dans Ω−,
un+1 = vn sur ΓL×]0,+∞[,
(2.1)

L vn+1 = f dans Ω+×]0,+∞[,
vn+1(·, ·, 0) = w0 dans Ω+,
vn+1 = un sur Γ0×]0,+∞[,
(2.2)
ave u0 et v0 à préiser. Rappelons que l'opérateur L a été déni en (1.3).
Dans la Setion 2.2 nous montrons que haun des problèmes aux limites interve-
nant dans (2.1), (2.2) possède une unique solution. Cei nous permet de dénir plus
préisément u0 et v0 dans la Setion 2.3 et de montrer que l'algorithme (2.1), (2.2)
est bien déni. La Setion 2.4 est onsarée à la démonstration de la onvergene de
l'algorithme.
2.2 Existene, uniité et régularité de la solution de
haque sous-problème
Nous étudions ii les problèmes aux limites qui interviennent dans l'algorithme
(2.1), (2.2). Nous ne traitons que le problème dans Ω−, elui dans Ω+ se traitant de
façon identique. Nous introduisons le problème :
L u = f dans Ω−×]0,+∞[,
u(·, ·, 0) = w0 dans Ω−,
u = g sur ΓL×]0,+∞[.
(2.3)
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Dans le théorème suivant nous donnons un résultat d'existene et d'uniité pour e
problème et nous donnons également un résultat de régularité.
Théorème 2.2.1 Soit f dans L2(]0,+∞[;L2(Ω)) et w0 dans H1(Ω). Si g est dans
H3/2 , 3/4(R×]0,+∞[) et si la relation de ompatibilité
∀y ∈ R, g(y, 0) = w0(L, y) (2.4)
est vériée, alors le problème (2.3) possède une unique solution u appartenant à
L∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)). De plus u appartient àH2,1(Ω−×]0,+∞[).
Preuve : La preuve de e théorème est lassique, elle onsiste à appliquer le
Théorème A-3.2 si la relation de ompatibilité (2.4) est vériée ; dans e as nous
pouvons introduire un relèvement U dans H2,1(Ω−×]0,+∞[) tel que{
U(·, ·, 0) = w0 dans Ω−,
U(L, ·, ·) = g sur ΓL×]0,+∞[.
En onsidérant la variable ur = u−U , ei nous onduit au problème suivant (ave
fr = f −LU ∈ L2(]0,+∞[;L2(Ω))) :
L ur = fr dans Ω−×]0,+∞[,
ur(·, ·, 0) = 0 dans Ω−,
ur = 0 sur ΓL×]0,+∞[.
(2.5)
Comme pour le Théorème 1.2.1, l'existene et l'uniité dans L∞(]0,+∞[;L2(Ω−))∩
L2(]0,+∞[;H1(Ω−)) de la solution de e problème se montre par une méthode de
Galerkin.
Pour montrer la régularité, nous prolongeons d'abord ur et fr par 0 pour les
temps négatifs et nous notons ur et fr es prolongements. Nous introduisons uˆr la
transformée de Fourier partielle en temps et en espae tangentielle, .-à-d. en t et
en y, de ur dénie par
uˆr(x, k, ω) =
1
2π
∫
R2
ur(x, y, t)e
−i(ky+ωt) dy dt,
et nous introduisons une dénition analogue pour fˆr. Nous appliquons alors la trans-
formée de Fourier à l'équation L ur = fr dans Ω− × R et nous obtenons l'équation
diérentielle d'ordre 2 en x (voir Annexe B) :
−ν ∂
2
uˆr
∂x2
+ a
∂uˆr
∂x
+ (iω + c+ bik + νk2)uˆr = fˆr. (2.6)
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Nous multiplions ette équation par uˆr, le onjugué de uˆr, et nous l'intégrons ensuite
en x sur ]−∞, L[. Nous trouvons après intégration par parties :∫ L
−∞
(
ν
∣∣∣∣∂uˆr∂x
∣∣∣∣2 (x, ·, ·) + (iω + c+ bik + νk2)|uˆr|2(x, ·, ·)
)
dx
−ν ∂uˆr
∂x
(L, ·, ·)uˆr(L, ·, ·) + a
2
|uˆr(L, ·, ·)|2 =
∫ L
−∞
fˆr(x, ·, ·)uˆr(x, ·, ·)dx.
(2.7)
Dans (2.7) les termes de bord disparaissent puisque ur et don uˆr est nul en x = L ;
nous prenons alors la partie réelle de ette relation et en lui appliquant l'inégalité
de Cauhy-Shwarz et la relation (1.5), nous obtenons pour tout α > 0 :∫ L
−∞
(
ν
∣∣∣∣∂uˆr∂x
∣∣∣∣2 (x, ·, ·) + (c+ νk2) |uˆr|2 (x, ·, ·)
)
dx
≤
∫ L
−∞
(
1
2α
|ˆfr|2(x, ·, ·) + α
2
|uˆr|2(x, ·, ·)
)
dx.
Le hoix α = c+ νk2 donne d'une part∫ L
−∞
|uˆr|2(x, ·, ·) dx ≤
∫ L
−∞
|ˆfr|2
|c+ νk2|2 (x, ·, ·) dx, (2.8)
et d'autre part :∫ L
−∞
ν
∣∣∣∣∂uˆr∂x
∣∣∣∣2 (x, ·, ·) dx ≤ ∫ L
−∞
|ˆfr|2
2(c+ νk2)
(x, ·, ·) dx. (2.9)
Par ailleurs, par l'égalité de Parseval nous trouvons pour β = 0, 1 ou 2 :∫
R
∫
R
∫ L
−∞
∣∣∣∣∂βur∂yβ
∣∣∣∣2 (x, y, t) dx dy dt = ∫
R
∫
R
∫ L
−∞
|k|2β|uˆr|2(x, k, ω) dx dω dk,
et en utilisant (2.8) nous obtenons la majoration∫
R
∫
R
∫ L
−∞
∣∣∣∣∂βur∂yβ
∣∣∣∣2 dx dy dt ≤ ∫
R
∫
R
∫ L
−∞
|k|2β |ˆfr|2
|c+ νk2|2dx dω dk.
Mais puisque pour β ≤ 2, l'appliation k → |k|2β/|c+ νk2|2 est une fontion ontinue
et bornée quand |k| tend vers l'inni, elle est don bornée pour tout k de R. Par
onséquent il existe une onstante C stritement positive telle que∫
R
∫
R
∫ L
−∞
∣∣∣∣∂βur∂yβ
∣∣∣∣2 dx dy dt ≤ C ∫
R
∫
R
∫ L
−∞
|fr|2 dx dy dt, (2.10)
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nous avons de nouveau utilisé l'égalité de Parseval pour ette estimation.
Le même raisonnement fournit pour β = 0 ou 1 :∫
R
∫
R
∫ L
−∞
∣∣∣∣ ∂β∂yβ
(
∂ur
∂x
)∣∣∣∣2 dx dy dt ≤ C˜ ∫
R
∫
R
∫ L
−∞
|fr|2 dx dy dt. (2.11)
Puisque fr ∈ L2(R;L2(Ω)) nous tirons des relations (2.10) et (2.11) que ur, ∂xur,
∂yur, ∂xyur et ∂yyur appartiennent à L
2(R;L2(Ω−)), .-à-d. uˆr, ∂xuˆr, ikuˆr et k
2
uˆr
sont dans L2(]−∞, L[×R×R). En revenant à l'équation (2.6) nous observons que
−ν∂xxuˆr + iωuˆr est dans L2(]−∞, L[×R× R), e qui s'érit expliitement :∫
R
∫
R
∫ L
−∞
ν2
∣∣∣∣∂2uˆr∂x2
∣∣∣∣2 dx dk dω + ∫
R
∫
R
∫ L
−∞
|iωuˆr|2dx dk dω
+2Re
∫
R
∫
R
∫ L
−∞
iνω
∂2uˆr
∂x2
uˆr dx dk dω <∞.
Si nous rérivons le dernier terme de ette expression au moyen d'une intégration
par parties, nous obtenons :
2Re
∫
R
∫
R
∫ L
−∞
iνω
∂2uˆr
∂x2
uˆrdx dk dω
= − 2Re
(
iνω
∫
R
∫
R
∫ L
−∞
∣∣∣∣∂uˆr∂x
∣∣∣∣2 dx dk dω
)
+ 2Re
∫
R
∫
R
iνω
∂uˆr
∂x
uˆr(L, ·, ·)dk dω,
et puisque uˆr(L, ·, ·) = 0, e terme est nul. Nous en déduisons alors que iωuˆr et ∂xxuˆr
sont dans L2(]−∞, L[×R× R) et par suite ∂tur et ∂xxur sont dans L2(R;L2(Ω−)).
De e dernier résultat et des points préédents nous onluons que ur est dans
H2,1(Ω− × R). Par suite u = ur + U est dans H2,1(Ω−×]0,+∞[).
2.3 Dénition de l'algorithme
La première itération de l'algorithme (2.1), (2.2) s'érit :
L u0 = f dans Ω−×]0,+∞[,
u0(·, ·, 0) = w0 dans Ω−,
u0(L, ·, ·) = gL sur ΓL×]0,+∞[,
L v0 = f dans Ω+×]0,+∞[,
v0(·, ·, 0) = w0 dans Ω+,
v0(0, ·, ·) = g0 sur Γ0×]0,+∞[.
(2.12)
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Le théorème qui suit indique qu'à partir du ouple (un, vn) l'algorithme (2.1), (2.2)
dénit un unique ouple (un+1, vn+1). Ce résultat repose sur le Théorème A-3.2
qui donne la régularité des traes de (un, vn) à partir desquelles (un+1, vn+1) est
onstruit. Le Théorème 2.2.1 donne la régularité du ouple (un+1, vn+1).
Théorème 2.3.1 Soit f dans L2(]0,+∞[;L2(Ω)) et w0 dans H1(Ω). Soit g0 dans
H3/2 , 3/4(R×]0,+∞[) et gL dans H3/2 , 3/4(R×]0,+∞[) tels que
g0(·, 0) = w0(0, ·) et gL(·, 0) = w0(L, ·) sur Γ. (2.13)
Alors l'algorithme (2.1), (2.2) initialisé par (2.12), dénit une suite unique (un, vn)
dans H2 , 1(Ω−×]0,+∞[)×H2 , 1(Ω+×]0,+∞[).
Preuve : Le Théorème 2.2.1 et son analogue dans Ω+ montrent que le problème
(2.12) dénit un unique ouple (u0, v0) dansH2 , 1(Ω−×]0,+∞[)×H2 , 1(Ω+×]0,+∞[).
Par ailleurs si vn, solution de (2.2) à l'étape n, appartient à H2 , 1(Ω+×]0,+∞[), en
utilisant le théorème de trae A-3.2 nous obtenons que vn(L, ·, ·) est dans l'espae
H3/2,3/4(R×]0,+∞[) ave vn(L, ·, 0) = w0(L, ·).
Ainsi de nouveau par le Théorème 2.2.1, le problème (2.1) est bien posé dans
H2 , 1(Ω−×]0,+∞[). Nous réitérons le raisonnement dans Ω+, et par réurrene, nous
obtenons la preuve du théorème.
Nous montrons dans la setion suivante que l'algorithme (2.1), (2.2) onverge.
2.4 Convergene de l'algorithme
Le résultat suivant nous donne un résultat de onvergene pour l'algorithme
(2.1), (2.2).
Théorème 2.4.1 Soit f dans L2(]0,+∞[;L2(Ω)) et w0 dans H1(Ω). Soit g0 dans
H3/2 , 3/4(R×]0,+∞[) et gL dans H3/2 , 3/4(R×]0,+∞[) vériant les relations de om-
patibilité (2.13). Alors l'algorithme (2.1), (2.2) initialisé par (2.12), onverge dans
H2 , 1(Ω−×]0,+∞[)×H2 , 1(Ω+×]0,+∞[).
Preuve : Nous introduisons enu (resp. e
n
v ), l'erreur de l'algorithme (2.1), (2.2)
à l'étape n ≥ 0 dans le domaine Ω− (resp. Ω+) .-à-d. enu = w|Ω− − un (resp.
env = w|Ω+ − vn), où w est la solution de (1.2). Ces erreurs vérient les relations
L enu = 0 dans Ω−×]0,+∞[,
enu(·, ·, 0) = 0 dans Ω−,
enu = e
n−1
v sur ΓL×]0,+∞[,
L env = 0 dans Ω+×]0,+∞[,
env (·, ·, 0) = 0 dans Ω+,
env = e
n−1
u sur Γ0×]0,+∞[.
(2.14)
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Nous prolongeons enu et e
n
v par 0 pour t < 0 (nous notons e
n
u et e
n
v es pro-
longements). Nous avons enu(·, ·, 0) = 0 et env (·, ·, 0) = 0, et don en appliquant la
transformée de Fourier en y et t à l'équation de onvetion diusion homogène dans
Ω−×]0,+∞[ et Ω+×]0,+∞[ nous obtenons (voir Annexe B) :
Lˆeˆnu(x, k, ω) = 0 pour (x, k, ω) ∈]−∞, L[×R× R,
et Lˆeˆnv (x, k, ω) = 0 pour (x, k, ω) ∈]0,+∞[×R×R,
où Lˆ = −ν∂2/∂x2 + a∂/∂x + (i(ω + bk) + c+ νk2).
Ainsi, eˆ
n
u (resp. eˆ
n
v ) est solution d'une équation diérentielle ordinaire dans
] −∞, L[×R × R (resp. ]0,+∞[×R × R). Nous introduisons alors la quantité δ =
a2 + 4ν(i(ω + bk) + νk2 + c) et δ1/2 déni par
δ1/2 =
1√
2
(
R +
√
R2 + I2
)1/2
+ i
I
|I|√2
(
−R +
√
R2 + I2
)1/2
,
(2.15)
ave R = a2+4νc+4ν2k2 et I = 4ν(ω+bk). Les raines du polynme aratéristique
de l'opérateur diérentiel Lˆ sont alors
σ+ =
1
2ν
(
a + δ1/2
)
et σ− =
1
2ν
(
a− δ1/2). (2.16)
Comme dans [26℄ (L. Halpern et M. Shatzman) nous avonsRe(σ−) < 0 etRe(σ+) > 0,
et pour que eˆ
n
u et eˆ
n
v ne roissent pas exponentiellement à l'inni nous imposons :{
eˆ
n
u(x, k, ω) = α
n(k, ω)eσ
+x, x ≤ L,
eˆ
n
v (x, k, ω) = β
n(k, ω)eσ
−x, x ≥ 0,
(2.17)
où αn et βn sont alulés grâe aux onditions aux limites de (2.14) sur Γ0 et ΓL .
Nous obtenons alors αn+1 = e(σ
−−σ+)Lαn−1 et βn+1 = e(σ
−−σ+)Lβn−1, .-à-d. :
eˆ
n+1
u (x, k, ω) = e
(σ−−σ+)L
eˆ
n−1
u (x, k, ω) sur ]−∞, L[×R2,
et eˆ
n+1
v (x, k, ω) = e
(σ−−σ+)L
eˆ
n−1
v (x, k, ω) sur ]0,+∞[×R2.
Nous dénissons à présent le taux de onvergene de l'algorithme (2.1), (2.2) :
ρ(ω, k) =
∣∣∣∣ eˆn+1u
eˆ
n−1
u
∣∣∣∣ = eRe(σ−−σ+)L,
et dans le but de trouver une borne supérieure à ρ, nous utilisons les relations
Re(σ− − σ+) = Re(− δ1/2/ν) ≤ −α,
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où α = (a2 + 4νc)1/2/
√
2ν est indépendant des variables de Fourier k et ω.
Par onséquent nous obtenons ρ ≤ e−αL d'où |eˆn+1u | ≤ e−αL|eˆn−1u | puis
((1 + k2)2 + (1 + ω2))|eˆn+1u |2 ≤ ((1 + k2)2 + (1 + ω2))e−2αL|eˆn−1u |2 .-à-d.
‖en+1u ‖H2,1 ≤ e−αL ‖en−1u ‖H2,1 ,
‖en+1v ‖H2,1 ≤ e−αL ‖en−1v ‖H2,1 .
(2.18)
Par réurrene il vient
‖enu‖H2,1 ≤ e−⌊n/2⌋αL
(‖e0u‖H2,1 + ‖e0v‖H2,1) ,
‖eˆnv‖H2,1 ≤ e−⌊n/2⌋αL
(‖e0u‖H2,1 + ‖e0v‖H2,1) .
où ⌊λ⌋ désigne le plus grand entier inférieur à λ.
En faisant tendre n vers l'inni nous obtenons que l'erreur de l'algorithme dans
haque sous-domaine tend vers 0 et nous terminons la preuve.
Les relations (2.18) nous indiquent que la vitesse de onvergene de l'algorithme
de Shwarz lassique dépend de la taille du reouvrement L. L'algorithme onver-
gera d'autant plus vite que L sera grand. Le taux de onvergene est même égal à
1 si L est nul, .-à-d. l'algorithme ne onverge pas si il n'y a pas de reouvrement
(ar dans e as eˆ
n+1
u = eˆ
n−1
u pour tout n).
Dans le hapitre suivant nous présentons un algorithme de relaxation d'ondes ave
des onditions de transmission mieux adaptées que elles de Dirihlet : elles ne nées-
sitent pas de reouvrement et sont hoisies de façon à e que le taux de onvergene
soit minimal, nous assurant ainsi une onvergene plus rapide.
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Dans ette setion, nous introduisons un algorithme de Shwarz de type relaxa-
tion d'ondes plus performant que la méthode de Shwarz lassique que nous avons
présentée au Chapitre 2. Pour ela nous généralisons aux problèmes d'évolution les
travaux de F. Nataf et F. Rogier [37℄ et de F. Nataf, F. Rogier et E. de Sturler
[38℄ qui utilisent des onditions limites absorbantes omme onditions d'interfae,
rendant ainsi optimale la onvergene de l'algorithme.
Contrairement à la méthode de Shwarz présentée préédemment, le reouvre-
ment n'est ii plus néessaire à la onvergene de l'algorithme. Nous introduisons
alors les deux domaines : Ω− = R− × R et Ω+ = R+ × R et notons Γ l'interfae
.-à.-d., Γ = {(x, y) ∈ R2 | x = 0} (voir Figure 3.1).
PSfrag replaements
Ω−
Ω+
~x
~y
Γ
Fig. 3.1  Déomposition du domaine R2
Nous montrons dans la Setion 3.1 que l'on peut érire un algorithme de déom-
position de domaine ave des onditions de transmission qui entraînent la onver-
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gene en deux itérations. Nous verrons toutefois que les opérateurs orrespondants
ne peuvent être utilisés en pratique dans un algorithme et nous introduisons alors
dans la Setion 3.2 des opérateurs approhés.
3.1 Conditions de transmission exates
Nous onsidérons l'algorithme de Shwarz suivant
Lun+1 = f dans Ω−×]0,+∞[,
un+1(·, ·, 0) = w0 dans Ω−,
∂u
∂x
n+1
− S−un+1 = ∂v
∂x
n
− S−vn sur Γ×]0,+∞[,

Lvn+1 = f dans Ω+×]0,+∞[,
vn+1(·, ·, 0) = w0 dans Ω+,
∂v
∂x
n+1
− S+vn+1 = ∂u
∂x
n
− S+un sur Γ×]0,+∞[,
(3.1)
ave S+ et S− à dénir. Ce seront des opérateurs pseudo-diérentiels qui dépendent
de la variable d'espae y et de la variable de temps t.
Théorème 3.1.1 L'algorithme (3.1) onverge en deux itérations vers la solution de
(1.2) si les symboles de Fourier de S+ et S− sont σ+ et σ− donnés par (2.16).
Preuve :
Nous introduisons enu (resp. e
n
v ) l'erreur de l'algorithme à l'étape n dans le domaine
Ω− (resp. Ω+) .-à.-d. enu = w|Ω− − un (resp. env = w|Ω+ − vn), nous avons :
Len+1u = 0 dans Ω−×]0,+∞[,
en+1u (·, ·, 0) = 0 dans Ω−,
∂en+1u
∂x
− S−en+1u =
∂env
∂x
− S−env sur Γ×]0,+∞[,
Len+1v = 0 dans Ω+×]0,+∞[,
en+1v (·, ·, 0) = 0 dans Ω+,
∂en+1v
∂x
− S+en+1v =
∂enu
∂x
− S+enu sur Γ×]0,+∞[.
(3.2)
Comme nous l'avons montré au Chapitre 2, les transformées de Fourier des prolon-
gements par 0 pour les temps négatifs de enu et e
n
v vérient{
eˆ
n
u(x, k, ω) = α
n(k, ω)eσ
+x (x, k, ω) ∈]−∞, 0[×R×R
eˆ
n
v (x, k, ω) = β
n(k, ω)eσ
−x (x, k, ω) ∈]0,+∞[×R×R.
(3.3)
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où les oeients σ+ et σ− sont donnés par (2.16). Les relations suivantes sont alors
vériées : 
∂eˆnu
∂x
− σ+eˆnu = 0,
∂eˆnv
∂x
− σ−eˆnv = 0.
(3.4)
Par onséquent, si nous hoisissons les opérateurs S+ et S− tels que leurs sym-
boles soient σ+ et σ−, dès la deuxième itération, l'erreur dans haque sous-domaine
vérie l'équation de onvetion-diusion homogène ave une ondition initiale nulle,
et une ondition aux limites homogène sur Γ. Par uniité de la solution, nous obte-
nons alors que e1u = 0 dans Ω
−
et e1v = 0 dans Ω
+
. Par suite u1 = w|Ω− et v
1 = w|Ω+.
Les opérateurs S+ et S− onduisent à la onvergene en deux itérations vers la
solution globale du problème, mais ils ne sont pas loaux ; nous ne les onnaissons
que par leur transformée de Fourier, trop oûteuse à expliiter. Nous ne pouvons
don pas mettre en ÷uvre l'algorithme préédent ave es onditions de transmission.
C'est pourquoi nous allons approher les symboles σ+ et σ− par des polynmes en k
et ω dans lesquels nous reonnaîtrons des transformées de Fourier. Nous obtiendrons
ainsi une approximation de S± sous forme d'opérateurs diérentiels. C'est l'objet
du paragraphe suivant.
3.2 Algorithme de relaxation d'ondes ave des ondi-
tions de transmission d'ordre 0 ou 1
Comme nous l'avons vu préédemment, nous ne pouvons pas aluler expliite-
ment les opérateurs S+ et S− dont les symboles de Fourier sont les σ+ et σ− et ela
à ause de la raine arrée qui apparaît dans (2.16).
Nous introduisons alors ii des polynmes de degré 0 ou 1 que nous noterons
respetivement σ±0 et σ
±
1 :
σ+0 =
a+ p
2ν
et σ−0 =
a− p
2ν
,
σ+1 =
a+ p
2ν
+ iωq + ibkq et σ−1 =
a− p
2ν
− iωq − ibkq ,
où p > 0 et q > 0. Dans e as les opérateurs orrespondants sont diérentiels :
S+0 =
a+ p
2ν
et S−0 =
a− p
2ν
,
S+1 =
a+ p
2ν
+ q
∂
∂t
+ bq
∂
∂y
et S−1 =
a− p
2ν
− q ∂
∂t
− bq ∂
∂y
.
(3.5)
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Si dans l'algorithme (3.1), nous remplaçons S± par S±j , nous obtenons un nouvel
algorithme ave des onditions de transmission d'ordre 0 si j = 0 ou d'ordre 1 si
j = 1.
Pour haun de es as nous étudions l'algorithme orrespondant. Nous nous
assurons dans un premier temps qu'il est bien posé : nous onsidérons le as des
onditions d'ordre 0 au Chapitre 4 et d'ordre 1 au Chapitre 5. Ensuite nous mon-
trons que es algorithmes onvergent au Chapitre 6. Enn, au Chapitre 7 nous
hoisissons les paramètres p et q de façon à e que les opérateurs S±j soient une
bonne approximation (dans un sens à dénir) des opérateurs S±.
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Algorithme ave onditions de
transmission d'ordre 0
Dans le hapitre préédent nous avons introduit un algorithme de relaxation
d'ondes optimal. Il est optimal dans le sens où il onverge en deux itérations. Mais
nous avons vu que nous ne pouvions pas l'utiliser diretement et nous avons in-
troduit des opérateurs diérentiels pour approher es opérateurs optimaux. Nous
traitons ii le as où es opérateurs approhés sont d'ordre 0.
Si dans l'algorithme (3.1) nous remplaçons S± par S±0 donnés par (3.5), nous
obtenons un algorithme de relaxation d'ondes ave des onditions de transmission
d'ordre 0. Dans e hapitre nous étudions l'algorithme :
L un+1 = f dans Ω−×]0,+∞[,
un+1(·, ·, 0) = w0 dans Ω−,
∂u
∂x
n+1
− a− p
2ν
un+1 =
∂vn
∂x
− a− p
2ν
vn sur Γ×]0,+∞[,
(4.1)

L vn+1 = f dans Ω+×]0,+∞[,
vn+1(·, ·, 0) = w0 dans Ω+,
∂v
∂x
n+1
− a + p
2ν
vn+1 =
∂un
∂x
− a + p
2ν
un sur Γ×]0,+∞[,
(4.2)
ave u0 et v0 à dénir.
La Setion 4.1 est onsarée à montrer que le problème dans haque sous-domaine
possède une unique solution. Cei nous assurera que l'algorithme est bien déni et
nous permettra de dénir u0 et v0 dans la Setion 4.2. La onvergene de l'algorithme
(4.1), (4.2) sera montrée au Chapitre 6.
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4.1 Etude du problème dans haque sous-domaine
Nous étudions ii les problèmes aux limites qui interviennent dans l'algorithme
(4.1), (4.2). Nous ne traitons que le as du domaine Ω−, elui du domaine Ω+ se
traitant de façon analogue. Nous introduisons le problème :
Lu = f dans Ω−×]0,+∞[,
u(·, ·, 0) = w0 dans Ω−,
∂u
∂x
− a− p
2ν
u = g sur Γ×]0,+∞[.
(4.3)
Théorème 4.1.1 Soit f dans L2(]0,+∞[;L2(Ω)), w0 dans H1(Ω) et p > 0. Si g
est dans H1/2 , 1/4(R×]0,+∞[), alors le problème (4.3) admet une unique solution u
dans L∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)) ave u|Γ dans L2(]0,+∞[;L2(Γ)).
De plus u appartient à H2,1(Ω−×]0,+∞[).
Preuve : Nous nous ramenons, dans un premier temps, à un problème ave une
ondition initiale nulle et une ondition aux limites homogène sur Γ×]0,+∞[.
Soit g0 une fontion de H
3/2 , 3/4(R×]0,+∞[) telle que g0(·, 0) = w0(0, ·) sur Γ.
Puisque g+(a−p)g0/2ν appartient à H1/2 , 1/4(R×]0,+∞[), le Théorème A-3.2 nous
donne l'existene d'un relèvement U dans H2,1(Ω−×]0,+∞[) tel que
U(·, ·, 0) = w0 dans Ω−,
U(0, ·, ·) = g0 sur Γ×]0,+∞[,
∂U
∂x
(0, ·, ·) = g + a− p
2ν
g0 sur Γ×]0,+∞[.
Par suite nous avons trouvé U dansH2,1(Ω−×]0,+∞[) tel que ∂xU−(a− p)U/2ν =
g sur Γ×]0,+∞[.
Nous introduisons alors ur = u − U et nous posons fr = f|Ω− − LU (nous
avons fr ∈ L2(]0,+∞[;L2(Ω−)) ). Nous sommes alors amenés à résoudre le problème
suivant : 
Lur = fr dans Ω−×]0,+∞[,
ur(·, ·, 0) = 0 dans Ω−,
∂ur
∂x
− a− p
2ν
ur = 0 sur Γ×]0,+∞[.
(4.4)
Nous multiplions l'équation Lur = fr par v ∈ H1(Ω−), nous intégrons en espae puis
nous utilisons la ondition aux limites sur Γ×]0,+∞[. Si (·, ·)Ω− désigne le produit
salaire dans L2(Ω−) et ‖ ·‖2Ω− la norme assoiée, nous obtenons alors la formulation
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faible suivante :
d
dt
(ur, v)Ω− + ν(∇ur,∇v)Ω− + 1
2
(
(~b · ∇ur, v)Ω− − (~b · ∇v, ur)Ω−
)
+ c(ur, v)Ω− +
p
2
∫
Γ
urv dy = (fr, v)Ω−pour tout v de H
1(Ω−),
ur(·, ·, 0) = 0.
(4.5)
Nous substituons v par ur dans ette formulation, nous obtenons :
1
2
d
dt
‖ur‖2Ω− + ν‖∇ur‖2Ω− + c‖ur‖2Ω− +
p
2
∫
Γ
|ur|2 dy = (fr, ur)Ω− . (4.6)
Nous utilisons l'inégalité de Cauhy-Shwarz et l'inégalité (1.5) sur le seond membre
de ette égalité :
1
2
d
dt
‖ur‖2Ω− + ν‖∇ur‖2Ω− +
c
2
‖ur‖2Ω− +
p
2
∫
Γ
|ur|2 dy ≤ 1
2c
‖fr‖2Ω−, (4.7)
puis nous intégrons sur ]0, t[, t > 0, et nous obtenons :
1
2
‖ur‖2Ω−(t) + ν
∫ t
0
‖∇ur‖2Ω−(σ) dσ +
c
2
∫ t
0
‖ur‖2Ω−(σ) dσ
+
p
2
∫ t
0
∫
Γ
|ur|2dy ≤ 1
2c
∫ t
0
‖fr‖2Ω−(σ) dσ.
(4.8)
Cette estimation a priori nous donne l'uniité de la solution ur dans l'espae
L∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)) et dont la trae sur Γ appartient à l'es-
pae L2(]0,+∞[;L2(Γ)).
Pour l'existene, nous utilisons la méthode de Galerkin ; nous montrons ave les
notations de la démonstration du Théorème 1.2.1 que um vérie l'estimation a priori
(4.8). Par onséquent um est borné dans L
∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−))
indépendemment de m et sa trae sur Γ, um|Γ, est bornée dans L
2(]0,+∞[;L2(Γ)).
Cei nous donne des résultats de onvergene faible et faible ⋆ et nous pouvons alors
passer à la limite dans (4.5) appliquée à um et montrer que um onverge vers ur.
Cei montre l'existene de ur dans L
∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)) ave
ur|Γ dans L
2(]0,+∞[;L2(Γ)).
Nous montrons à présent la régularité.
Nous multiplions l'équation Lur = fr par−∂xxur−γ1∂yyur, ave γ1 une onstante
stritement positive que nous hoisirons plus loin, et nous intégrons sur Ω−. Nous
détaillons ii le alul de haun des termes pour lesquels nous utilisons dans un
premier temps une intégration par parties puis la ondition aux limites sur Γ :
∂xur = (a− p)ur/2ν.
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i. Le terme d'évolution est intégré par parties :
−
(
∂ur
∂t
,
∂2ur
∂x2
+ γ1
∂2ur
∂y2
)
Ω−
=
(
∂
∂t
(
∂ur
∂x
)
,
∂ur
∂x
)
Ω−
+ γ1
(
∂
∂t
(
∂ur
∂y
)
,
∂ur
∂y
)
Ω−
−
∫
Γ
∂ur
∂t
∂ur
∂x
dy
=
1
2
d
dt
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ γ1
1
2
d
dt
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
− a− p
2ν
1
2
d
dt
∫
Γ
|ur|2 dy.
ii. Le terme de onvetion est déomposé en deux parties. Par intégration par
parties nous trouvons d'abord
− a
(
∂ur
∂x
,
∂2ur
∂x2
+ γ1
∂2ur
∂y2
)
Ω−
=a
(
∂
∂x
(
∂ur
∂x
)
,
∂ur
∂x
)
Ω−
+ aγ1
(
∂
∂x
(
∂ur
∂y
)
,
∂ur
∂y
)
Ω−
− a
∫
Γ
∣∣∣∣∂ur∂x
∣∣∣∣2 dy
=
a
2
∫
Γ
∣∣∣∣∂ur∂x
∣∣∣∣2 dy + aγ12
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy − a ∫
Γ
∣∣∣∣∂ur∂x
∣∣∣∣2 dy
=− a
2
∫
Γ
∣∣∣∣∂ur∂x
∣∣∣∣2 dy + aγ12
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy.
De façon similaire nous avons :
− b
(
∂ur
∂y
,
∂2ur
∂x2
+ γ1
∂2ur
∂y2
)
Ω−
=b
(
∂
∂y
(
∂ur
∂x
)
,
∂ur
∂x
)
Ω−
+ bγ1
(
∂
∂y
(
∂ur
∂y
)
,
∂ur
∂y
)
Ω−
− b
∫
Γ
∂ur
∂y
∂ur
∂x
dy = 0.
Par onséquent nous trouvons en utilisant la ondition aux limites sur Γ,
−
(
~b · ∇ur, ∂
2ur
∂x2
+ γ1
∂2ur
∂y2
)
Ω−
= −a
2
(
a− p
2ν
)2 ∫
Γ
|ur|2 dy + aγ1
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy.
iii. Le terme de réation est intégré par parties :
−c
(
ur,
∂2ur
∂x2
+ γ1
∂2ur
∂y2
)
Ω−
= c
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ cγ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
− ca− p
2ν
∫
Γ
|ur|2 dy.
iv. Le terme de diusion est traité omme suit
ν
(
△ur, ∂
2ur
∂x2
+ γ1
∂2ur
∂y2
)
Ω−
=ν
∥∥∥∥∂2ur∂x2
∥∥∥∥2
Ω−
+ νγ1
∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
+ ν(1 + γ1)
(
∂2ur
∂x2
,
∂2ur
∂y2
)
Ω−
.
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Or le troisième terme de ette expression se rérit en utilisant suessivement
une intégration par parties en y puis en x et enn en utilisant la ondition au
bord :
(
∂2ur
∂x2
,
∂2ur
∂y2
)
Ω−
= −
(
∂2
∂x2
(
∂ur
∂y
)
,
∂ur
∂y
)
Ω−
=
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
−
∫
Γ
∂
∂y
(
∂ur
∂x
)
∂ur
∂y
dy
=
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
− a− p
2ν
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy.
En regroupant les aluls i. à iv. nous trouvons :
1
2
d
dt
[∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ γ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
− a− p
2ν
∫
Γ
|ur|2 dy
]
− a
2
(
a− p
2ν
)2 ∫
Γ
|ur|2 dy
+
aγ1
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy + c ∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ cγ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
− ca− p
2ν
∫
Γ
|ur|2 dy + ν
∥∥∥∥∂2ur∂x2
∥∥∥∥2
Ω−
+νγ1
∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
+ ν(1 + γ1)
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
− (1 + γ1)(a− p)
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy
=
(
fr,
∂2ur
∂x2
)
Ω−
+ γ1
(
fr,
∂2ur
∂y2
)
Ω−
.
Nous utilisons l'inégalité de Cauhy-Shwarz et nous appliquons la relation (1.5)
au seond membre de ette équation ; en réarrangeant les termes nous obtenons
l'estimation suivante :
1
2
d
dt
[∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ γ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
− a− p
2ν
∫
Γ
|ur|2 dy
]
− a− p
2ν
(
c+
a
2
a− p
2ν
)∫
Γ
|ur|2 dy
+
(
−a
2
+
p
2
(1 + γ1)
)∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy + c ∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ cγ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
+
ν
2
∥∥∥∥∂2ur∂x2
∥∥∥∥2
Ω−
+
νγ1
2
∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
+ ν(1 + γ1)
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
≤ 1
2ν
(1 + γ1)‖fr‖2Ω−.
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Nous multiplions alors (4.7) par une onstante γ2 stritement positive que nous
hoisirons plus loin et ajoutons le résultat à l'estimation préédente. Nous obtenons :
1
2
d
dt
[
γ2‖ur‖2Ω− +
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ γ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
− a− p
2ν
∫
Γ
|ur|2 dy
]
+
(
γ2
p
2
− a− p
2ν
(
c+
a
2
a− p
2ν
))∫
Γ
|ur|2 dy +
(
−a
2
+
p
2
(1 + γ1)
)∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy
+
cγ2
2
‖ur‖2Ω− + (c+ νγ2)
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
+ (cγ1 + νγ2)
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
+
ν
2
∥∥∥∥∂2ur∂x2
∥∥∥∥2
Ω−
+
νγ1
2
∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
+ ν(1 + γ1)
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
≤
(
γ2
2c
+
1
2ν
(1 + γ1)
)
‖fr‖2Ω−.
(4.9)
Par hypothèse la onstante p est stritement positive et nous hoisissons γ1 ≥ a/p−1
et γ2 ≥ (a− p) (c+ a(a− p)/4ν) /νp. Sous es onditions les fateurs de
∫
Γ
|ur|2 dy
et
∫
Γ
|∂yur|2 dy sont positifs ou nuls. L'intégration de l'inégalité (4.9) sur l'intervalle
de temps ]0, t[ implique alors
1
2
[
γ2‖ur‖2Ω−(t) +
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
(t) + γ1
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
(t)− a− p
2ν
∫
Γ
|ur|2(0, y, t)dy
]
+
∫ t
0
(
cγ2
2
‖ur‖2Ω−(σ) + (c+ νγ2)
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
(σ) + (cγ1 + νγ2)
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
(σ)
)
dσ
+
∫ t
0
(
ν
2
∥∥∥∥∂2ur∂x2
∥∥∥∥2
Ω−
(σ) +
νγ1
2
∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
(σ) + ν(1 + γ1)
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
(σ)
)
dσ
≤
(
γ2
2c
+
1
2ν
(1 + γ1)
)∫ t
0
‖fr‖2Ω−(σ)dσ.
(4.10)
Dans le as où p ≥ a nous obtenons rapidement d'après l'estimation préédente
que ur appartient à L
2(]0,+∞[;H2(Ω−)). Dans le as ontraire nous utilisons la
relation : ∫
Γ
|ur|2dy ≤ α‖ur‖2Ω− +
1
α
∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
,
valable pour tout α > 0. La première ligne de (4.10) est alors minorée par(
γ2 − αa− p
2ν
)
‖ur‖2Ω− +
(
1− a− p
2ν
1
α
)∥∥∥∥∂ur∂x
∥∥∥∥2
Ω−
.
Nous hoisissons α dans l'intervalle [(a− p)/2ν, 2νγ2/(a− p)] et et intervalle n'est
pas réduit à l'ensemble nul sous la ondition γ2 ≥ (a−p)2/(2ν)2. Ainsi en hoisissant
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γ2 ≥ max((a− p) (c + a(a− p)/4ν) /νp, (a− p)2/(2ν)2), nous pouvons hoisir α tel
que les quantités (γ2 − α(a− p)/2ν) et 1 − (a − p)/2να soient positives ou nulles.
Ainsi nous avons également ur dans L
2(]0,+∞[;H2(Ω−)) quand p < a.
Par onséquent pour tout p > 0, ur appartient à L
2(]0,+∞[;H2(Ω−)). Par
ailleurs, nous déduisons de l'équation Lur = fr que ∂tur est dans L2(]0,+∞[;L2(Ω−))
et don ur est dans H
2,1(Ω−×]0 + ∞[). Et puisque ur = U − u ave U dans
H2,1(Ω−×]0 +∞[), nous en déduisons le résultat du théorème.
4.2 Dénition de l'algorithme
Nous initialisons l'algorithme (4.1), (4.2) omme suit :
Lu0 = f dans Ω−×]0,+∞[,
u0(·, ·, 0) = w0 dans Ω−,
∂u0
∂x
− a− p
2ν
u0 = g sur Γ×]0,+∞[,

Lv0 = f dans Ω+×]0,+∞[,
v0(·, ·, 0) = w0 dans Ω+,
∂v0
∂x
− a + p
2ν
v0 = h sur Γ×]0,+∞[.
(4.11)
Théorème 4.2.1 Soit f dans L2(]0,+∞[;L2(Ω)), w0 dans H1(Ω) et p > 0. Soit
g dans H1/2 , 1/4(R×]0,+∞[) et h dans H1/2 , 1/4(R×]0,+∞[). L'algorithme (4.1),
(4.2) initialisé par (4.11) dénit une suite unique (un, vn) dans H2 , 1(Ω−×]0,+∞[)×
H2 , 1(Ω+×]0,+∞[).
Preuve : Le problème (4.11) dénit d'après le Théorème 4.1.1 un unique ouple
(u0, v0) dans H2 , 1(Ω−×]0,+∞[)×H2 , 1(Ω+×]0,+∞[).
Par ailleurs, si vn, solution de (4.2), appartient à H2 , 1(Ω+×]0,+∞[) en appliquant
le théorème de traes A-3.2, nous avons :
vn(0, ·, ·) ∈ H3/2 , 3/4(R×]0,+∞[),
∂v
∂x
n
(0, ·, ·) ∈ H1/2 , 1/4(R×]0,+∞[).
Cei signie que g = ∂xv
n(0, ·, ·)−(a− p)vn(0, ·, ·)/2ν est dansH1/2 , 1/4(R×]0,+∞[).
Le Théorème 4.1.1 nous donne alors l'existene de un+1 dans H2,1(Ω−×]0,+∞[).
Un raisonnement identique dans Ω+ termine la preuve.
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Nous proposons à présent de remplaer les opérateurs S± de l'algorithme (3.1)
par les opérateurs diérentiels S±1 dénis en (3.5) ; nous obtenons alors un algorithme
de relaxation d'ondes ave des onditions de transmission d'ordre 1. Nous étudions
ii l'algorithme suivant :

L un+1 = f dans Ω−×]0, T [,
un+1(·, ·, 0) = w0 dans Ω−,(
∂
∂x
− a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
un+1 =
( ∂
∂x
− a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
vn
sur Γ×]0, T [.
(5.1)

L vn+1 = f dans Ω+×]0, T [,
vn+1(·, ·, 0) = w0 dans Ω+,( ∂
∂x
− a+ p
2ν
− q ∂
∂t
− bq ∂
∂y
)
vn+1 =
( ∂
∂x
− a+ p
2ν
− q ∂
∂t
− bq ∂
∂y
)
un
sur Γ×]0, T [.
(5.2)
ave u0 et v0 à dénir.
Dans la Setion 5.1, nous montrons que les deux problèmes aux limites intervenant
dans et algorithme sont bien posés. Cei nous permettra alors de montrer que
l'algorithme est bien déni dans la Setion 5.2. La onvergene sera démontrée au
Chapitre 6.
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5.1 Etude du problème aux limites dans haque sous-
domaine
Nous étudions ii les problèmes aux limites qui interviennent dans l'algorithme
(5.1), (5.2). Les deux problèmes étant similaires, nous travaillons sur le problème
dans Ω− :
L u = f dans Ω−×]0,+∞[,
u(·, ·, 0) = w0 dans Ω−,
∂u
∂x
− a− p
2ν
u+ q
∂u
∂t
+ bq
∂u
∂y
= g sur Γ×]0,+∞[.
(5.3)
Comme nous l'avons remarqué au paragraphe (1.3) nous devons imposer su-
samment de régularité à f et w0 pour pouvoir dénir sur Γ la trae de ∂tu. C'est
pourquoi nous prendrons f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Sous ette
ondition, w, la solution de l'équation de onvetion diusion dans R2, est une fon-
tion de H3,3/2(Ω×]0,+∞[). Nous supposons par ailleurs que g s'érit sous la forme :
g = g1 +
(
− a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
g0. (5.4)
ave
g0 ∈ H5/2,5/4(R×]0,+∞[)
et g1 ∈ H3/2,3/4(R×]0,+∞[),
(5.5)
vériant les relations de ompatibilité sur Γ :
g0(·, 0) = w0(0, ·),
g1(·, 0) = ∂w0
∂x
(0, ·). (5.6)
Le résultat prinipal de e hapitre est ontenu dans le théorème suivant :
Théorème 5.1.1 Soit f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Si p et q sont
stritement positifs, si g peut s'érire sous la forme (5.4) ave g0 et g1 donnés par
(5.5) et si les relations de ompatibilité (5.6) sont vériées, alors le problème (5.3)
possède une unique solution u dans L∞(]0,+∞[;L2(Ω−)) ∩ L2(]0,+∞[;H1(Ω−))
ave u|Γ dans L
∞(]0,+∞[;L2(Γ)) ∩ L2(]0,+∞[;H1(Γ)). De plus u appartient à
H3,3/2(Ω−×]0,+∞[).
Ce théorème est démontré en plusieurs étapes. Dans le paragraphe 5.1.1 nous mon-
trons que le problème (5.3) possède une unique solution dans L∞(]0,+∞[;L2(Ω−))∩
L2(]0,+∞[;H1(Ω−)), puis dans le paragraphe 5.1.2 nous montrons la régularité de
ette solution.
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5.1.1 Existene et uniité de la solution
Nous introduisons le problème intermédiaire suivant :
Lur = fr dans Ω−×]0,+∞[,
ur(·, ·, 0) = 0 dans Ω−,
∂ur
∂x
− a− p
2ν
ur + q
∂ur
∂t
+ bq
∂ur
∂y
= 0 sur Γ×]0,+∞[.
(5.7)
Si (·, ·)Ω− et ‖ · ‖Ω− désignent respetivement le produit salaire et la norme dans
L2(Ω−) la formulation faible du problème (5.7) s'érit :

Trouver ur tel que pour tout v dans H
1(Ω−)
d
dt
(
(ur, v)Ω− + qν
∫
Γ
urv dy
)
+ c(ur, v)Ω− +
1
2
(
(~b · ∇ur, v)Ω− − (~b · ∇v, ur)Ω−
)
+ ν(∇ur,∇v)Ω− + p
2
∫
Γ
urv dy +
bqν
2
∫
Γ
(
∂ur
∂y
v − ∂v
∂y
ur
)
dy = (fr, v)Ω−,
ur(·, ·, 0) = 0.
(5.8)
Le Théorème 5.1.2 donne un résultat d'existene et d'uniité pour le problème (5.7)
puis le résultat est généralisé au problème (5.3) dans le Théorème 5.1.3.
Théorème 5.1.2 Soit fr dansH
1,1/2(Ω×]0,+∞[). Si p et q sont stritement positifs
alors le problème (5.7) possède une unique solution dans L∞(]0,+∞[;L2(Ω−)) ∩
L2(]0,+∞[;H1(Ω−)).
Preuve : Nous onsidérons le problème (5.7) et nous multiplions l'équation Lur = fr
par ur puis nous intégrons sur Ω
−
. En utilisant les onditions aux limites nous ob-
tenons :
1
2
d
dt
[
‖ur‖2Ω− + qν
∫
Γ
|ur|2 dy
]
+ c‖ur‖2Ω− + ν‖∇ur‖2Ω− +
p
2
∫
Γ
|ur|2 dy = (fr, ur)Ω−,
et par l'inégalité de Cauhy-Shwarz et l'inégalité (1.5) :
1
2
d
dt
[
‖ur‖2Ω− + qν
∫
Γ
|ur|2 dy
]
+ c‖ur‖2Ω− + ν‖∇ur‖2Ω− +
p
2
∫
Γ
|ur|2 dy
≤ 1
2c
‖fr‖2Ω− +
c
2
‖ur‖2Ω−,
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soit après intégration sur ]0, t[ (la ondition initiale est identiquement nulle) :
1
2
[
‖ur‖2Ω−(t) + qν
∫
Γ
|ur|2(0, y, t) dy
]
+
c
2
∫ t
0
‖ur‖2Ω−(σ) dσ
+ν
∫ t
0
‖∇ur‖2Ω−(σ) dσ +
p
2
∫ t
0
∫
Γ
|ur|2(0, y, σ) dy dσ
≤ 1
2c
∫ t
0
‖fr‖2Ω−(σ) dσ.
(5.9)
Nous allons herher d'autres estimations a priori, en multipliant l'équation Lur = fr
par −∂yyur. Dans un premier temps nous érivons les relations suivantes que nous
obtenons par intégrations par parties :
− a
(
∂ur
∂x
,
∂2ur
∂y2
)
Ω−
=a
(
∂
∂x
(
∂ur
∂y
)
,
∂ur
∂y
)
Ω−
=
a
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy.
et ν
(
∂2ur
∂x2
,
∂2ur
∂y2
)
Ω−
=− ν
(
∂2
∂x2
(
∂ur
∂y
)
,
∂ur
∂y
)
Ω−
=ν
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
− ν
∫
Γ
∂
∂y
(
∂ur
∂x
)
∂ur
∂y
dy.
Ainsi en multipliant l'équation Lur = fr par −∂yyur et en intégrant le résultat sur
Ω− nous trouvons :
1
2
d
dt
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
+
a
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy + ν ∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
+ ν
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
−ν
∫
Γ
∂
∂y
(
∂ur
∂x
)
∂ur
∂y
dy + c
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
= −
(
fr,
∂2ur
∂y2
)
Ω−
.
(5.10)
En utilisant la ondition aux limites −∂xur = −(a− p)ur/2ν + q∂tur + bq∂yur sur
Γ, le deuxième terme de bord de (5.10) devient :
−ν
∫
Γ
∂
∂y
(
∂ur
∂x
)
∂ur
∂y
= −a− p
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy + qν2 ddt
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy,
e qui onduit à :
1
2
d
dt
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
+
a
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy + ν ∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
+ ν
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
−a− p
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy + qν2 ddt
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 dy
+c
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
= −
(
fr,
∂2ur
∂y2
)
Ω−
.
48
Chap. 5 Algorithme ave onditions de transmission d'ordre 1
Nous appliquons alors l'inégalité de Cauhy-Shwarz et l'inégalité (1.5) au seond
membre puis nous intégrons sur ]0, t[. Nous obtenons après avoir réarrangé les
termes :
1
2
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
(t) +
qν
2
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 (0, y, t) dy+ ν2
∫ t
0
∥∥∥∥∂2ur∂y2
∥∥∥∥2
Ω−
(σ) dσ
+ν
∫ t
0
∥∥∥∥ ∂2ur∂x∂y
∥∥∥∥2
Ω−
(σ) dσ + c
∫ t
0
∥∥∥∥∂ur∂y
∥∥∥∥2
Ω−
(σ) dσ
+
p
2
∫ t
0
∫
Γ
∣∣∣∣∂ur∂y
∣∣∣∣2 (0, y, σ) dy dσ ≤ 12ν
∫ t
0
‖fr‖2Ω−(σ) dσ.
(5.11)
Si fr est nul, les inégalités (5.9) et (5.11) nous donnent, grâe à la positivité de p et
q, l'uniité de la solution ur dans L
∞(]0,+∞[;L2(Ω−)) ∩ L2(]0,+∞[;H1(Ω−)) ave
ur|Γ dans L
∞(]0,+∞[;L2(Γ)) ∩ L2(]0,+∞[;H1(Γ)).
Pour montrer l'existene, nous utilisons la méthode de Galerkin (voir [10℄ R.
Dautray et J.L. Lions). Comme au Chapitre 1, nous introduisons um la solution de
(5.8) dans un espae de dimension nie et ette solution vérie également (5.9) et
(5.11). Ave l'hypothèse fr dans L
2(]0,+∞[;L2(Ω)), nous obtenons alors que um
reste dans un borné de L∞(]0,+∞[;L2(Ω−)) ∩ L2(]0,+∞[;H1(Ω−)) et que sa trae
sur Γ reste dans un borné de L∞(]0,+∞[;L2(Γ)) ∩ L2(]0,+∞[;H1(Γ)).
Cei nous permet de déduire l'existene d'une sous-suite (up) telle que :
up ⇀ u faible⋆ dans L
∞(]0,+∞[;L2(Ω−)),
up ⇀ u faible dans L
2(]0,+∞[;H1(Ω−)),
up(0, ·, ·)⇀ u faible⋆ dans L∞(]0,+∞[;L2(Γ)),
up(0, ·, ·)⇀ u faible dans L2(]0,+∞[;H1(Γ)).
Nous pouvons alors passer à la limite dans (5.8) appliquée à um et montrer que la
limite vers laquelle tend up est solution de (5.7).
Le théorème suivant nous donne l'existene pour le problème de départ (5.3).
Théorème 5.1.3 Soit f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Si p et q sont
stritement positifs, si g peut s'érire sous la forme (5.4) ave g0 et g1 donnés par
(5.5) et si les relations de ompatibilité (5.6) sont vériées, alors le problème (5.3)
possède une unique solution u dans L∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)) ave
u|Γ dans L
∞(]0,+∞[;L2(Γ)) ∩ L2(]0,+∞[;H1(Γ)).
Preuve : Pour démontrer e théorème nous nous ramenons à un problème ave
une ondition initiale nulle et une ondition aux limites homogène sur Γ×]0,+∞[.
Pour ela, nous appliquons le Théorème de relèvement A-3.2 et ave les hypothèses
(w0|Ω−, g0, g1) ∈ H2(Ω−)×H5/2,5/4(R×]0,+∞[)×H3/2,3/4(R×]0,+∞[),
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et les onditions de ompatibilité (5.6), nous déduisons qu'il existe U appartenant à
H3,3/2(Ω−×]0,+∞[) tel que :
U(·, ·, 0) = w0|Ω− dans Ω−,
U(0, ·, ·) = g0 sur Γ×]0,+∞[,
∂U
∂x
(0, ·, ·) = g1 sur Γ×]0,+∞[.
Grâe à la relation (5.4) ei signie que nous avons trouvé U dansH3,3/2(Ω−×]0,+∞[)
qui vérie 
∂U
∂x
− a− p
2ν
U + q
∂U
∂t
+ bq
∂U
∂y
= g sur Γ×]0,+∞[,
U(·, ·, 0) = w0|Ω− dans Ω−.
En introduisant ur = u−U , et fr = f|Ω−−LU ∈ H1,1/2(Ω−×]0,+∞[), nous sommes
amenés alors à résoudre le problème (5.7) qui par le Théorème 5.1.2 possède une
unique solution ur dans L
∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)) ave ur |Γ dans
L∞(]0,+∞[;L2(Γ))∩L2(]0,+∞[;H1(Γ)). Par ailleurs U est dansH3,3/2(Ω−×]0,+∞[)
qui est inlus dans L∞(]0,+∞[;L2(Ω−))∩L2(]0,+∞[;H1(Ω−)) etH5/2,5/4(Γ×]0,+∞[)
est inlus dans L∞(]0,+∞[;L2(Γ))∩L2(]0,+∞[;H1(Γ)) (voir [7℄ H. Brezis). Nous en
onluons qu'il existe une unique solution u au problème (5.3) dans l'espae indiqué
par le théorème.
5.1.2 Régularité de la solution
Nous montrons à présent un résultat de régularité pour la solution du problème
(5.3). Pour ela, nous avons besoin de lemmes tehniques indiquant que ertaines
fontions de k et ω sont bornées. Pour des raisons de larté, es lemmes sont énonés
et démontrés dans l'Annexe C.
Pour montrer le résultat de régularité, nous utilisons des transformées de Fourier.
Pour simplier les aluls, nous nous ramenons à l'équation de onvetion-diusion
homogène ave une ondition initiale nulle. Pour ela, nous rappelons qu'ave les
hypothèses f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω), w, la solution de l'équation
de onvetion-diusion sur le domaine entier Ω, est dans H3,3/2(Ω×]0,+∞[). Nous
introduisons eu = u− w|Ω− et le problème devient alors :

Leu = 0 dans Ω−×]0,+∞[,
eu(·, ·, 0) = 0 dans Ω−,
∂eu
∂x
− a− p
2ν
eu + q
∂eu
∂t
+ bq
∂eu
∂y
= gw sur Γ×]0,+∞[,
(5.12)
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où gw = g −
(∂w
∂x
− a− p
2ν
w + q
∂w
∂t
+ bq
∂w
∂y
)
|Γ est dans H1/2,1/4(R×]0,+∞[).
Nous utilisons la dénition des espaes de Sobolev anisotropes sur un demi-plan don-
née dans l'Annexe A. Ainsi pour montrer que eu appartient à H
3,3/2(Ω−×]0,+∞[),
nous déomposons le résultat en trois parties. Le Théorème 5.1.4 prouve que eu ap-
partient à L2(R−;H3/2(]0,+∞[;L2(R))) et le Théorème 5.1.5 nous donne eu dans
L2(R−;L2(]0,+∞[;H3(R))). Ensuite nous obtenons que eu appartient à l'espae
H3(R−;L2(R×]0,+∞[)) par le Théorème 5.1.6.
Une première partie du résultat de régularité nous est donnée par le théorème sui-
vant.
Théorème 5.1.4 Si gw appartient à H
1/4(]0,+∞[;L2(R)) alors pour tout p stri-
tement positifs la solution de (5.12), eu, appartient à L
2(R−;H3/2(]0,+∞[;L2(R))).
Preuve : Nous prolongeons eu et gw par 0 pour les t < 0 (nous notons eu et gw es
prolongements). Nous prenons la transformée de Fourier de l'équation de onvetion
diusion et en utilisant les mêmes notations qu'au Chapitre 2, nous avons :
eˆu(x, k, ω) = α(k, ω) e
σ+x,
où α va être déterminé par la ondition aux limites du problème (5.12) :
∂eu
∂x
− a− p
2ν
eu + q
∂eu
∂t
+ bq
∂eu
∂y
= gw sur Γ× R. (5.13)
Notons que
σ+ − a− p
2ν
+ iq(ω + bk) =
p+ δ1/2 + 2νiq(ω + bk)
2ν
,
grâe à la dénition (2.16) de σ+. Ainsi en appliquant la transformée de Fourier à
(5.13) nous trouvons la valeur de α et par onséquent, nous pouvons expliiter eˆu :
eˆu(x, k, ω) =
2ν
p+ δ1/2 + 2νi(ω + bk)q
gˆw(k, ω) e
σ+x.
Ainsi montrer que eu appartient à L
2(R−;H3/2(R;L2(R))), revient à montrer que∫
R−
∫
R
∫
R
4ν2(1 + ω2)3/2
|p+ δ1/2 + 2νi(ω + bk)q)|2 e
2Re(σ+)x|gˆw(k, ω)|2 dx dk dω <∞,
.-à-d.
(1 + ω2)3/4
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q)| |gˆw| ∈ L
2(R×R). (5.14)
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Mais les Lemmes C-0.1 et C-0.2 nous donnent l'existene de deux onstantes stri-
tement positives et indépendantes de k et ω telles que
(1 + ω2)1/8
(Re(σ+))1/2 ≤ C1 et
(1 + ω2)1/2
|p+ δ1/2 + 2νi(ω + bk)q)| ≤ C3,
nous en déduisons alors
(1 + ω2)3/4|gˆw(k, ω)|
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q)| ≤ C1C3(1 + ω
2)1/8|gˆw(k, ω)|.
Or le Théorème A-4.1 nous indique que si gw est dans H
1/4(]0,+∞[;L2(R)), alors
gw est dans H
1/4(R;L2(R)). Nous avons alors montré (5.14) et par suite eu est dans
L2(R−;H3/2(R;L2(R))).
Le théorème suivant nous donne un deuxième résultat de régularité.
Théorème 5.1.5 Si g peut s'érire sous la forme (5.4) ave g0 et g1 donnés par
(5.5) et si les relations (5.6) sont vériées, alors pour tous p et q stritement positifs
la solution de (5.12), eu, appartient à L
2(R−;L2(]0,+∞[;H3(R))).
Preuve : Comme dans la démonstration du Théorème 5.1.4, nous nous ramenons
au problème :∫
R−
∫
R
∫
R
4ν2(1 + k2)3
|p+ δ1/2 + 2νi(ω + bk)q)|2 e
2Re(σ+)x|gˆw(k, ω)|2 dx dk dω <∞,
.-à-d.
(1 + k2)3/2
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q)| |gˆw| ∈ L
2(R×R). (5.15)
Pour la démonstration de (5.15), il est néessaire d'expliiter gw en déomposant g
en la somme (5.4). Nous obtenons
gw = g −
(∂w
∂x
− a− p
2ν
w + q
∂w
∂t
+ bq
∂w
∂y
)
|Γ
=
(
−a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
(g0 − w|Γ) + g1 − ∂w
∂x
|Γ
=
(
−a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
h0 + h1
(5.16)
où h0 = g0 − w|Γ appartient à H5/2,5/4(R×]0,+∞[) et h1 = g1 − (∂xw)|Γ appar-
tient à H3/2,3/4(R×]0,+∞[). Or d'après les relations de ompatibilité (5.6), h0 et
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h1 s'annulent au temps t = 0, e qui signie que d'une part le prolongement par 0
de es fontions (notés h0 et h1) appartiennent respetivement à H
5/2,5/4(R×R) et
H3/2,3/4(R×R) (voir Théorème A-4.1) et d'autre part nous obtenons que la transfor-
mée de Fourier de (−((a− p)/2ν)+ q∂t+ bq∂y)h0 est (−((a− p)/2ν)+ iq(ω+ bk))hˆ0
(voir Annexe B).
Nous avons alors :
|gˆw| ≤ | −
a− p
2ν
+ qi(ω + bk)||hˆ0|+ |hˆ1|,
puis nous montrons le résultat (5.15) en deux étapes.
i. D'après les Lemmes C-0.1 et C-0.2 de l'Annexe C, il existe deux onstantes
C2 et C5 stritement positives et indépendantes de k et ω telles que
(1 + k2)1/4
(Re(σ+))1/2 ≤ C2 et
|−a+p
2ν
+ iq(ω + bk)|
|p+ δ1/2 + 2νi(ω + bk)q)| ≤ C5. (5.17)
Par onséquent nous avons
(1 + k2)3/2 |−a+p
2ν
+ iq(ω + bk)| hˆ0(k, ω)|
(Re(σ+))1/2 |p+ δ1/2 + 2νi(ω + bk)q)| ≤ C2C5(1 + k
2)5/4|hˆ0(k, ω)|.
Et puisque h0 est dans H
5/2,5/4(R × R) nous en déduisons la première partie
du résultat.
ii. D'après les Lemmes C-0.1 et C-0.2 de l'Annexe C, il existe C2 et C4 telles que :
(1 + k2)1/4
(Re(σ+))1/2 ≤ C2 et
(1 + k2)1/2
|p+ δ1/2 + 2νi(ω + bk)q)| ≤ C4
et don
(1 + k2)3/2|hˆ1(k, ω)|
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q)| ≤ C2C4(1 + k
2)3/4|hˆ1(k, ω)|.
Et puisque h1 est dans H
3/2,3/4(R × R) nous obtenons la seonde partie du
résultat.
Les résultats i. et ii. montrent (5.15) et nous obtenons par suite que eu appartient à
L2(R−;L2(R;H3(R))).
Nous donnons à présent le dernier résultat de régularité.
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Théorème 5.1.6 Si g peut s'érire sous la forme (5.4) ave g0 et g1 donnés par
(5.5) et si les relations de ompatibilité (5.6) sont vériées, alors pour tout p et q
stritement positifs la solution de (5.3), eu, appartient à H
3(R−;L2(R×]0,+∞[)).
Preuve : Il s'agit ii de montrer que eu, ∂xeu, ∂xxeu et ∂x3eu appartiennent à
L2(R−;L2(R×]0,+∞[)) .-à-d. suivant les notations introduites dans la démonstra-
tion des Théorèmes 5.1.4 et 5.1.5, il s'agit de montrer que :
|σ+|j
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q)| |gˆw|(k, ω) ∈ L
2(R× R) pour j = 1, 2 et 3.
(5.18)
Nous montrons le résultat pour j = 3.
De même que préédemment, le Lemme C-0.3 de l'Annexe C nous donne l'existene
d'une onstante C6 stritement positive et indépendante de k et ω telle que :
|σ+|3
(Re(σ+))1/2 ≤ C6((1 + k
2)5/4 + (1 + ω2)5/8). (5.19)
Et le Lemme C-0.4 nous donne l'existene une onstante C7 telle que :
(1 + k2)5/4 + (1 + ω2)5/8
|p+ δ1/2 + 2νi(ω + bk)q)| ≤ C7((1 + k
2)3/4 + (1 + ω2)3/8). (5.20)
Puis omme dans la démonstration du Théorème 5.1.5, nous déomposons gw sous
la forme (5.16), et nous montrons le résultat en deux étapes.
i. Pour la partie en h0 nous utilisons les relations (5.17) et (5.19) et montrons
que :
|σ+|3 | − a−p
2ν
+ iq(ω + bk)|
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q)| |hˆ0| ≤ C6C5((1+k
2)5/4+(1+ω2)5/8)|hˆ0|.
Et puisque h0 est dans H
5/2,5/4(R× R), nous en déduisons la première partie
du résultat.
ii. De même nous avons par (5.19) et (5.20) :
|σ+|3|hˆ1|
(Re(σ+))1/2|p+ δ1/2 + 2νi(ω + bk)q| ≤ C6
((1 + k2)5/4 + (1 + ω2)5/8)
|p+ δ1/2 + 2νi(ω + bk)q)| |hˆ1|
≤ C6C7((1 + k2)3/4 + (1 + ω2)3/8)|hˆ1|.
Et puisque h1 est dans H
3/2,3/4(R × R) nous obtenons la seonde partie du
résultat.
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Les résultats i. et ii. montrent que ∂x3eu est dans L
2(R−;L2(R × R)). En utili-
sant le même proédé pour eu, ∂xeu et ∂xxeu, nous obtenons que eu appartient à
H3(R−;L2(R× R)).
Le théorème suivant nous donne le résultat de régularité pour le problème initial
(5.3).
Théorème 5.1.7 Soit f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Si p et q sont
stritement positifs et si g peut s'érire sous la forme (5.4) ave g0 et g1 donnés par
(5.5) et si les relations de ompatibilité (5.6) sont vériées, alors le problème (5.3)
possède une unique solution u dans H3,3/2(Ω−×]0,+∞[).
Preuve : En onsidérant w ∈ H3,3/2(Ω−×]0,+∞[) la solution de l'équation de
onvetion-diusion dans R2 et en introduisant eu = w|Ω−−u, nous sommes amenés
à résoudre le problème (5.12) qui par les Théorèmes 5.1.4, 5.1.5 et 5.1.6 possède une
unique solution dans H3,3/2(Ω−×]0,+∞[). Nous en déduisons que u est également
dans H3,3/2(Ω−×]0,+∞[).
5.2 Dénition de l'algorithme
Soit winit un élément quelonque de H3,3/2(Ω×]0,+∞[) tel que winit(·, ·, 0) = w0.
Nous dénissons g = (∂x−(a− p)/2ν+q∂t+bq∂y)winit(0, ·, ·), h = (∂x−(a + p)/2ν−
q∂t − bq∂y)winit(0, ·, ·) et nous initialisons l'algorithme (5.1), (5.2) par :
Lu0 = f dans Ω−×]0,+∞[,
u0(·, ·, 0) = w0|Ω− dans Ω−,
∂u0
∂x
− a− p
2ν
u0 + q
∂u
∂t
0
+ bq
∂u
∂y
0
= g sur Γ×]0,+∞[,

Lv0 = f dans Ω+×]0,+∞[,
v0(·, ·, 0) = w0|Ω+ dans Ω+,
∂v0
∂x
− a + p
2ν
v0 − q∂v
∂t
0
− bq∂v
∂y
0
= h sur Γ×]0,+∞[.
(5.21)
Théorème 5.2.1 Soit f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Soit p et q
deux réels stritement positifs. L'algorithme (5.1), (5.2) initialisé par (5.21) dénit
une suite unique (un, vn) dans H3,3/2(Ω−×]0,+∞[)× H3,3/2(Ω+×]0,+∞[).
Preuve : Puisque winit est dans H3,3/2(Ω×]0,+∞[) ave winit(·, ·, 0) = w0, d'après
le Théorème A-3.2 nous avons
winit(0, ·, ·) ∈ H5/2 , 5/4(R×]0,+∞[),
∂winit
∂x
(0, ·, ·) ∈ H3/2 , 3/4(R×]0,+∞[),
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et les relations suivantes sont vériées sur Γ :
winit(0, ·, 0) = w0(0, ·),
∂winit
∂x
(0, ·, 0) = ∂w0
∂x
(0, ·).
En reprenant les notations du Théorème 5.1.1, nous introduisons :
g0 = w
init(0, ·, ·),
g1 =
∂winit
∂x
(0, ·, ·),
ainsi g s'érit g = (−(a− p)/2ν + q∂/∂t+ bq∂/∂y) g0 + g1 et g0, g1 vérient les
hypothèses du Théorème 5.1.1. Le problème (5.21) dénit alors d'après le Théo-
rème 5.1.1 (et son équivalent dans Ω+) un unique ouple (u0, v0) appartenant à
H3,3/2(Ω−×]0,+∞[)×H3,3/2(Ω+×]0,+∞[).
Ensuite si vn, solution de (5.2), est dans H3,3/2(Ω+×]0,+∞[), en reprenant le raison-
nement que nous venons d'appliquer à u0, nous montrons, toujours par le Théorème
5.1.1, que un+1 est déni dans H3,3/2(Ω−×]0,+∞[).
Un raisonnement analogue dans Ω+ omplète la preuve.
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Convergene des algorithmes de
relaxation d'ondes
Dans e hapitre nous montrons que les algorithmes introduits dans les Chapitres
4 et 5 onvergent vers la solution du problème global. Pour ela nous étendons au
as instationnaire la preuve onstruite dans [37℄ (F. Nataf et F. Rogier) pour des
problèmes stationnaires.
Dans un premier temps nous nous intéressons au problème sans reouvrement.
Pour ela nous érivons un lemme tehnique (Setion 6.1.1) qui sera la base de la
démonstration de la onvergene des algorithmes (4.1), (4.2) et (5.1), (5.2). Dans la
Setion 6.1.2, nous détaillons le as des algorithmes ave des onditions de trans-
mission d'ordre 0 (algorithme (4.1), (4.2)) et dans la Setion 6.1.3 nous traitons
l'algorithme ave des onditions d'ordre 1 (algorithme (5.1), (5.2)).
Enn dans la Setion 6.2 nous introduisons le taux de onvergene des algo-
rithmes optimisés et nous montrons que eux-i onvergent dans le as ave reou-
vrement.
6.1 Cas sans reouvrement
Nous étudions ii la onvergene des algorithmes (4.1), (4.2) et (5.1), (5.2) quand
les domaines Ω− et Ω+ ne se reouvrent pas.
6.1.1 Résultat préliminaire
Nous introduisons tout d'abord l'opérateur
Ss = −1
ν
( ∂
∂t
+ b
∂
∂y
− ν ∂
2
∂y2
+ c
)
, (6.1)
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puis nous rérivons l'équation de onvetion-diusion, en utilisant les opérateurs
S±j , j = 0, 1 introduits en (3.5). Nous utilisons le fait que S±j sont des opérateurs
diérentiels à oeients onstants et que par onséquent ils vérient la propriété de
ommutativité. Nous utilisons également la propriété S+ + S− = S+j + S−j = a/ν.
Nous avons :
L = −ν ∂
2
∂x2
+ a
∂
∂x
− νSs,
L = −ν ∂
2
∂x2
+ ν(S+j + S−j )
∂
∂x
− νSs
L = −ν
(
∂
∂x
− S+j
)(
∂
∂x
− S−j
)
+ ν(S+j S−j − Ss), (6.2)
L = −ν
(
∂
∂x
− S−j
)(
∂
∂x
− S+j
)
+ ν(S+j S−j − Ss). (6.3)
Nous introduisons ii un lemme tehnique qui nous servira à montrer que l'al-
gorithme ave onditions de transmission d'ordre j = 0 ou j = 1 onverge. Nous
détaillons es diérents as dans les setions suivantes.
Lemme 6.1.1 Si u est solution de Lu = 0 dans Ω−×]0,+∞[, alors pour j = 0, 1,
nous avons l'égalité :
ν
2
∫
Γ
∣∣∣∣∂u∂x − S+j u
∣∣∣∣2 dy − ν2
∫
Γ
∣∣∣∣∂u∂x − S−j u
∣∣∣∣2 dy
+ν
(
(S+j − S−j )
∂u
∂x
,
∂u
∂x
)
Ω−
+ a
(
∂u
∂x
,S+j u
)
Ω−
−a
(
S+j
∂u
∂x
, u
)
Ω−
− ν (Ssu, (S+j − S−j )u)Ω− = 0.
(6.4)
Preuve : Nous multiplions l'équation Lu = 0, ave L érit sous la forme (6.2), par
∂xu− S−j u puis nous intégrons sur Ω− :
−ν
(
∂
∂x
(
∂u
∂x
− S−j u
)
,
∂u
∂x
− S−j u
)
Ω−
+ ν
(
S+j
(
∂u
∂x
− S−j u
)
,
∂u
∂x
− S−j u
)
Ω−
+ν
(
S+j S−j u,
∂u
∂x
− S−j u
)
Ω−
− ν
(
Ssu, ∂u
∂x
− S−j u
)
Ω−
= 0.
Après intégration par parties et simpliations, nous obtenons :
−ν
2
∫
Γ
∣∣∣∣∂u∂x − S−j u
∣∣∣∣2 dy + ν (S+j ∂u∂x, ∂u∂x
)
Ω−
− ν
(
S+j
∂u
∂x
,S−j u
)
Ω−
−ν
(
Ssu, ∂u
∂x
)
Ω−
+ ν
(Ssu,S−j u)Ω− = 0.
(6.5)
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De façon analogue, nous multiplions l'équation Lu = 0, ave L érit sous la forme
(6.3), par ∂xu−S+j u et nous intégrons sur Ω−. Après simpliations nous trouvons :
−ν
2
∫
Γ
∣∣∣∣∂u∂x − S+j u
∣∣∣∣2 dy + ν (S−j ∂u∂x, ∂u∂x
)
Ω−
− ν
(
S−j
∂u
∂x
,S+j u
)
Ω−
−ν
(
Ssu, ∂u
∂x
)
Ω−
+ ν
(Ssu,S+j u)Ω− = 0.
(6.6)
Puis en soustrayant (6.6) à (6.5) nous obtenons :
ν
2
∫
Γ
∣∣∣∣∂u∂x − S+j u
∣∣∣∣2 dy − ν2
∫
Γ
∣∣∣∣∂u∂x − S−j u
∣∣∣∣2 dy
+ν
(
(S+j − S−j )
∂u
∂x
,
∂u
∂x
)
Ω−
+ ν
(
S−j
∂u
∂x
,S+j u
)
Ω−
−ν
(
S+j
∂u
∂x
,S−j u
)
Ω−
− ν (Ssu, (S+j − S−j )u)Ω− = 0.
(6.7)
Par ailleurs, nous rappelons la relation S+j + S−j = a/ν d'où nous tirons :
ν
(
S−j
∂u
∂x
,S+j u
)
Ω−
= a
(
∂u
∂x
,S+j u
)
Ω−
− ν
(
S+j
∂u
∂x
,S+j u
)
Ω−
,
et
−ν
(
S+j
∂u
∂x
,S−j u
)
Ω−
= −a
(
S+j
∂u
∂x
, u
)
Ω−
+ ν
(
S+j
∂u
∂x
,S+j u
)
Ω−
,
.-à-d.
ν
(
S−j
∂u
∂x
,S+j u
)
Ω−
− ν
(
S+j
∂u
∂x
,S−j u
)
Ω−
= a
(
∂u
∂x
,S+j u
)
Ω−
− a
(
S+j
∂u
∂x
, u
)
Ω−
.
En rérivant (6.7), nous obtenons alors le résultat annoné dans le Lemme 6.1.1 :
ν
2
∫
Γ
∣∣∣∣∂u∂x − S+j u
∣∣∣∣2 dy − ν2
∫
Γ
∣∣∣∣∂u∂x − S−j u
∣∣∣∣2 dy
+ν
(
(S+j − S−j )
∂u
∂x
,
∂u
∂x
)
Ω−
+ a
(
∂u
∂x
,S+j u
)
Ω−
−a
(
S+j
∂u
∂x
, u
)
Ω−
− ν (Ssu, (S+j − S−j )u)Ω− = 0.
(6.8)
Nous allons à présent expliiter ette expression en diéreniant les as j = 0
et j = 1, .-à-d. en onsidérant l'algorithme ave des onditions de transmission
d'ordre 0 (j = 0) ou d'ordre 1 (j = 1).
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6.1.2 Algorithme ave onditions de transmission d'ordre 0
Dans ette setion, nous montrons que l'algorithme (4.1), (4.2) onverge. Ce
résultat utilise le Lemme 6.1.1.
Dans le as où j = 0 nous avons :
S+0 u =
a + p
2ν
u et S−0 u =
a− p
2ν
u. (6.9)
Théorème 6.1.1 Soit f dans L2(]0,+∞[;L2(Ω)) et w0 dans H1(Ω). Pour tout p
stritement positif l'algorithme (4.1), (4.2) onverge dans L∞ (]0,+∞[;L2(Ω−)) ∩
L2 (]0,+∞[;H1(Ω−))×L∞ (]0,+∞[;L2(Ω+))∩L2 (]0,+∞[;H1(Ω+)) vers la solution
de (1.2).
Preuve : Si w désigne la solution de l'équation de onvetion-diusion dans R2,
nous introduisons en+1u = u
n+1−w|Ω−, l'erreur à l'itération n+1 dans Ω−, et en+1v =
vn+1 − w|Ω+ l'erreur dans Ω+. Ces erreurs vérient les relations :
L en+1u = 0 dans Ω−×]0,+∞[,
en+1u (·, ·, 0) = 0 dans Ω−,
∂en+1u
∂x
− a− p
2ν
en+1u =
∂env
∂x
− a− p
2ν
env sur Γ×]0,+∞[,
(6.10)

L en+1v = 0 dans Ω+×]0,+∞[,
en+1v (·, ·, 0) = 0 dans Ω+,
∂en+1v
∂x
− a+ p
2ν
en+1v =
∂enu
∂x
− a+ p
2ν
enu sur Γ×]0,+∞[.
(6.11)
L'erreur en+1u vériant l'équation de onvetion-diusion homogène dans Ω
−×]0,+∞[,
nous pouvons appliquer le Lemme 6.1.1 e qui signie que en+1u vérie (6.4).
Nous notons tout d'abord que
a
(
∂en+1u
∂x
,S+0 en+1u
)
Ω−
− a
(
S+0
∂en+1u
∂x
, en+1u
)
Ω−
= 0,
et que
S+0 − S−0 =
p
ν
,
puis nous rérivons (6.4) pour j = 0, en utilisant la dénition de l'opérateur Ss
donnée en (6.1).
ν
2
∫
Γ
∣∣∣∣∂en+1u∂x − S+0 en+1u
∣∣∣∣2 dy − ν2
∫
Γ
∣∣∣∣∂en+1u∂x − S−0 en+1u
∣∣∣∣2 dy
+p
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
+
p
2ν
d
dt
‖en+1u ‖2Ω− + p
∥∥∥∂en+1u
∂y
∥∥∥2
Ω−
+
pc
ν
‖en+1u ‖2Ω− = 0.
(6.12)
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Par ailleurs, en+1u vérie au niveau de l'interfae la ondition aux limites suivante :
∂en+1u
∂x
− S−0 en+1u =
∂env
∂x
− S−0 env ,
et nous obtenons alors :
ν
2
∫
Γ
∣∣∣∣∂en+1u∂x − S+0 en+1u
∣∣∣∣2 dy + p ‖∇en+1u ‖2Ω− + p2ν ddt‖en+1u ‖2Ω− + pcν ‖en+1u ‖2Ω−
=
ν
2
∫
Γ
∣∣∣∣∂env∂x − S−0 env
∣∣∣∣2 dy.
(6.13)
Un raisonnement analogue dans Ω+ nous donne :
ν
2
∫
Γ
∣∣∣∣∂en+1v∂x − S−0 en+1v
∣∣∣∣2 dy + p ‖∇en+1v ‖2Ω+ + p2ν ddt‖en+1v ‖2Ω+ + pcν ‖en+1v ‖2Ω+
=
ν
2
∫
Γ
∣∣∣∣∂enu∂x − S+0 enu
∣∣∣∣2 dy,
(6.14)
et en additionnant (6.13) et (6.14) sur les n ∈ {0, . . . , N}, nous obtenons après
simpliations :
N∑
n=0
[
p
2ν
d
dt
‖en+1u ‖2Ω− +
p
2ν
d
dt
‖en+1v ‖2Ω+
+
pc
ν
‖en+1u ‖2Ω− +
pc
ν
‖en+1v ‖2Ω+ + p ‖∇en+1u ‖2Ω− + p ‖∇en+1v ‖2Ω+
]
+
ν
2
∫
Γ
∣∣∣∣∂eN+1u∂x − S+0 eN+1u
∣∣∣∣2 dy + ν2
∫
Γ
∣∣∣∣∂eN+1v∂x − S−0 eN+1v
∣∣∣∣2 dy
=
ν
2
∫
Γ
∣∣∣∣∂e0u∂x − S+0 e0u
∣∣∣∣2 dy + ν2
∫
Γ
∣∣∣∣∂e0v∂x − S−0 e0v
∣∣∣∣2 dy.
(6.15)
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Après intégration sur ]0, t[, nous obtenons :
N∑
n=0
[
p
2ν
(‖en+1u ‖2Ω−(t) + ‖en+1v ‖2Ω+(t))
+
pc
ν
∫ t
0
(‖en+1u ‖2Ω−(σ) + ‖en+1v ‖2Ω+(σ)) dσ
+p
∫ t
0
(‖∇en+1u ‖2Ω−(σ) + ‖∇en+1v ‖2Ω+(σ)) dσ
]
+
ν
2
∫ t
0
∫
Γ
(∣∣∣∣∂eN+1u∂x − S+0 eN+1u
∣∣∣∣2 (0, y, σ) + ∣∣∣∣∂eN+1v∂x − S−0 eN+1v
∣∣∣∣2 (0, y, σ)
)
dy dσ
=
ν
2
∫ t
0
∫
Γ
(∣∣∣∣∂e0u∂x − S+0 e0u
∣∣∣∣2 (0, y, σ) + ∣∣∣∣∂e0v∂x − S−0 e0v
∣∣∣∣2 (0, y, σ)
)
dy dσ.
(6.16)
Nous posons ensuite
C =
ν
2
∫ t
0
∫
Γ
∣∣∣∣∂e0u∂x − S+0 e0u
∣∣∣∣2 (0, y, σ) dy dσ + ν2
∫ t
0
∫
Γ
∣∣∣∣∂e0v∂x − S−0 e0v
∣∣∣∣2 (0, y, σ) dy dσ,
et F n = min
( p
2ν
,
pc
ν
, p
) (
‖en+1u ‖2Ω−(t) +
∫ t
0
(‖en+1u ‖2Ω−(σ) + ‖∇en+1u ‖2Ω−(σ)) dσ+
‖en+1v ‖2Ω+(t) +
∫ t
0
(‖en+1v ‖2Ω+(σ) + ‖∇en+1v ‖2Ω+(σ)) dσ
)
≥ 0.
L'expression (6.16) s'érit alors :
N∑
n=0
F n ≤ C,
et puisque la quantité C ne dépend pas de N , la série
∑∞
n=0 F
n
est onvergente et
son terme prinipal tend alors vers 0. Nous obtenons alors la onvergene de l'algo-
rithme dans L∞ (]0,+∞[;L2(Ω−))∩L2 (]0,+∞[;H1(Ω−))×L∞ (]0,+∞[;L2(Ω+))∩
L2 (]0,+∞[;H1(Ω+)).
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6.1.3 Algorithme ave onditions de transmission d'ordre 1
Nous étudions ii la onvergene de l'algorithme (5.1), (5.2) .-à-d. nous sommes
dans le as où j = 1. Les opérateurs sur le bord sont dénis par :
S+1 u =
a + p
2ν
u+ q
∂u
∂t
+ bq
∂u
∂y
et S−1 u =
a− p
2ν
u− q∂u
∂t
− bq∂u
∂y
. (6.17)
Théorème 6.1.2 Soit f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Si q > 0 et
p − a2q/2 > 0 alors l'algorithme (5.1),(5.2) onverge dans L∞(]0,+∞[;H1(Ω−)) ∩
L2(]0,+∞[;H1(Ω−))×L∞(]0,+∞[;H1(Ω+))∩L2(]0,+∞[;H1(Ω+)) vers la solution
de (1.2).
Preuve : An d'expliiter la formulation variationnelle (6.4) dans le as où j = 1,
nous rérivons trois termes de (6.4).
i. En érivant :
S+1 − S−1 =
p
ν
+ 2q
∂
∂t
+ 2bq
∂
∂y
,
nous en déduisons l'égalité suivante :
ν
(
(S+1 − S−1 )
∂u
∂x
,
∂u
∂x
)
Ω−
=
(
p
∂u
∂x
+ 2qν
∂
∂t
(
∂u
∂x
)
+ 2bqν
∂
∂y
(
∂u
∂x
)
,
∂u
∂x
)
Ω−
= p
∥∥∥∂u
∂x
∥∥∥2
Ω−
+ qν
d
dt
∥∥∥∥∂u∂x
∥∥∥∥2
Ω−
.
ii. En utilisant (6.1), nous obtenons :
− ν (Ssu, (S+1 − S−1 )u)Ω− = (∂u∂t + b∂u∂y − ν ∂2u∂y2 + cu, pν u+ 2q∂u∂t + 2bq∂u∂y
)
Ω−
=
d
dt
[
(qc+
p
2ν
)‖u‖2Ω− + qν
∥∥∥∂u
∂y
∥∥∥2
Ω−
]
+ 2q
∥∥∥∂u
∂t
∥∥∥2
Ω−
+ (p+ 2qb2)
∥∥∥∂u
∂y
∥∥∥2
Ω−
+ 4bq
(
∂u
∂t
,
∂u
∂y
)
Ω−
+
pc
ν
‖u‖2Ω−.
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iii. Nous avons également ette égalité :
a
(
∂u
∂x
,S+1 u
)
Ω−
− a
(
S+1
∂u
∂x
, u
)
Ω−
= a
(
∂u
∂x
,
a+ p
2ν
u
)
Ω−
+ a
(
∂u
∂x
, q
∂u
∂t
)
Ω−
+ a
(
∂u
∂x
, bq
∂u
∂y
)
Ω−
− a
(
a+ p
2ν
∂u
∂x
, u
)
Ω−
− a
(
q
∂
∂t
(
∂u
∂x
)
, u
)
Ω−
− a
(
bq
∂
∂y
(
∂u
∂x
)
, u
)
Ω−
= 2aq
(
∂u
∂x
,
∂u
∂t
)
Ω−
+ 2abq
(
∂u
∂x
,
∂u
∂y
)
Ω−
− aq
∫
Γ
∂u
∂t
u dy.
Soit w la solution du problème de Cauhy dans R2. Nous onsidérons en+1u l'erreur
de l'algorithme (5.1), (5.2) dans Ω− à l'étape n+1 .-à-d. en+1u = w|Ω−−un+1. Nous
avons Len+1u = 0 sur Ω−×]0,+∞[ et nous pouvons appliquer le Lemme 6.1.1. Nous
érivons alors la relation (6.4) en utilisant les égalités i., ii. et iii. et en réarrangeant
les termes :
ν
2
∫
Γ
∣∣∣∣∂en+1u∂x − S+1 en+1u
∣∣∣∣2 dy − ν2
∫
Γ
∣∣∣∣∂en+1u∂x − S−1 en+1u
∣∣∣∣2 dy
+
d
dt
[ (
qc+
p
2ν
)
‖en+1u ‖2Ω− + qν
∥∥∥∂en+1u
∂y
∥∥∥2
Ω−
+ qν
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
− aq
2
∫
Γ
|en+1u |2 dy
]
+p
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
+ (p+ 2b2q)
∥∥∥∂en+1u
∂y
∥∥∥2
Ω−
+ 2q
∥∥∥∂en+1u
∂t
∥∥∥2
Ω−
+
pc
ν
‖en+1u ‖2Ω−
+2aq
(
∂en+1u
∂x
,
∂en+1u
∂t
)
Ω−
+ 2abq
(
∂en+1u
∂x
,
∂en+1u
∂y
)
Ω−
+ 4bq
(
∂en+1u
∂y
,
∂en+1u
∂t
)
Ω−
= 0.
(6.18)
Nous rérivons la dernière ligne de ette expression et nous trouvons :
2aq
(
∂en+1u
∂x
,
∂en+1u
∂t
)
Ω−
+ 2abq
(
∂en+1u
∂x
,
∂en+1u
∂y
)
Ω−
+ 4bq
(
∂en+1u
∂y
,
∂en+1u
∂t
)
Ω−
= 2
(
a
2
√
2q
∂en+1u
∂x
,
√
2q
∂en+1u
∂t
)
Ω−
+ 2
(
a
2
√
2q
∂en+1u
∂x
, b
√
2q
∂en+1u
∂y
)
Ω−
+ 2
(
b
√
2q
∂en+1u
∂y
,
√
2q
∂en+1u
∂t
)
Ω−
=
∥∥∥∥√2q∂en+1u∂t + b√2q∂en+1u∂y + a2√2q∂en+1u∂x
∥∥∥∥2
Ω−
− 2q
∥∥∥∂en+1u
∂t
∥∥∥2
Ω−
− 2qb2
∥∥∥∂en+1u
∂y
∥∥∥2
Ω−
− a
2
2
q
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
.
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Finalement nous obtenons l'estimation suivante :
ν
2
∫
Γ
∣∣∣∣∂en+1u∂x − S+1 en+1u
∣∣∣∣2 dy
+
d
dt
[ (
qc+
p
2ν
)
‖en+1u ‖2Ω− + qν‖∇en+1u ‖2Ω− −
aq
2
∫
Γ
|en+1u |2 dy
]
+(p− a
2q
2
)
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
+ p
∥∥∥∂en+1u
∂y
∥∥∥2
Ω−
+
pc
ν
‖en+1u ‖2Ω−
≤ ν
2
∫
Γ
∣∣∣∣∂en+1u∂x − S−1 en+1u
∣∣∣∣2 dy.
Or si env est l'erreur dans Ω
+
à l'étape n, en+1u vérie sur Γ×]0,+∞[ :
∂en+1u
∂x
− S−1 en+1u =
∂env
∂x
− S−1 env ,
et après intégration sur ]0, t[ nous obtenons :
ν
2
∫ t
0
∫
Γ
∣∣∣∣∂en+1u∂x − S+1 en+1u
∣∣∣∣2 (0, y, σ) dσ dy
+
(
qc+
p
2ν
)
‖en+1u ‖2Ω−(t) + qν‖∇en+1u ‖2Ω−(t)
−aq
2
∫
Γ
|en+1u |2(0, y, t)dy + (p−
a2q
2
)
∫ t
0
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
(σ)dσ
+p
∫ t
0
∥∥∥∂en+1u
∂y
∥∥∥2
Ω−
(σ)dσ +
pc
ν
∫ t
0
‖en+1u ‖2Ω−(σ)dσ
≤ ν
2
∫ t
0
∫
Γ
∣∣∣∣∂env∂x − S−1 env
∣∣∣∣2 (0, y, σ) dσ dy.
(6.19)
Nous faisons d'une part l'hypothèse p− a2q/2 > 0 pour que le oeient devant le
terme
∫ t
0
‖∂xen+1u ‖2Ω−(σ)dσ soit positif. D'autre part nous utilisons l'inégalité suivante
valable pour tout α > 0 :∫
Γ
|en+1u |2(0, y, t) dy ≤ α‖en+1u ‖2Ω− +
1
α
∥∥∥∂en+1u
∂x
∥∥∥2
Ω−
. (6.20)
Cei nous permet de borner inférieurement −(aq/2)
∫
R
|en+1u |2(0, y, t)dy si a > 0
.-à-d. (
qc+
p
2ν
)
‖en+1u ‖2Ω−(t) + qν‖∇en+1u ‖2Ω−(t)−
aq
2
∫
Γ
|en+1u |2(0, y, t)dy
≥
(
qc+
p
2ν
− αaq
2
)
‖en+1u ‖2Ω−(t) + (qν −
aq
2α
)‖∇en+1u ‖2Ω−(t),
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et nous hoisissons α tel que qc + p/2ν − αaq/2 ≥ 0 et qν − aq/2α ≥ 0. Un tel α
existe si a/2ν ≤ p/aqν + 2c/a .-à-d. si a2q/2 ≤ p + 2cqν e qui est vrai puisque
nous avons fait l'hypothèse p− a2q/2 > 0 et q > 0.
Un raisonnement analogue nous donne la relation suivante dans le domaine Ω+ :
ν
2
∫ t
0
∫
Γ
∣∣∣∣∂en+1v∂x − S−1 en+1v
∣∣∣∣2 (0, y, σ) dσ dy
+
( p
2ν
+ cq
)
‖en+1v ‖2Ω+(t) + qν
∥∥∥∇en+1v ∥∥∥2
Ω+
(t)
+
aq
2
∫ t
0
∫
Γ
|en+1v |2(0, y, σ)dσ dy + (p−
a2q
2
)
∫ t
0
∥∥∥∂en+1v
∂x
∥∥∥2
Ω+
(σ)dσ+
p
∫ t
0
∥∥∥∂en+1v
∂y
∥∥∥2
Ω+
(σ)dσ +
pc
ν
∫ t
0
‖en+1v ‖2Ω+(σ)dσ
<
ν
2
∫ t
0
∫
Γ
∣∣∣∣∂enu∂x − S+1 enu
∣∣∣∣2 (0, y, σ) dσ dy.
(6.21)
Nous sommons les inégalités (6.19) et (6.21) sur les n ∈ {0, ..., N}. En faisant
tendre N vers l'inni, nous obtenons que l'erreur dans Ω−, enu, tend vers 0 dans
l'espae L∞(]0,+∞[;H1(Ω−)) ∩ L2(]0,+∞[;H1(Ω−)) et l'erreur dans Ω+, env , tend
vers 0 dans L∞(]0,+∞[;H1(Ω+)) ∩ L2(]0,+∞[;H1(Ω+)) (voir la démonstration de
la onvergene de l'algorithme ave onditions de transmission d'ordre 0 dans la
Setion 6.1.2, pour plus de détails).
6.2 Cas ave reouvrement
Dans ette setion nous introduisons le taux de onvergene en variables de
Fourier des algorithmes (4.1), (4.2) et (5.1), (5.2) quand les deux sous-domaines se
reouvrent. On trouvera par exemple dans [27℄ (C. Japhet) l'ériture du taux de
onvergene dans le as stationnaire. Les domaines Ω− et Ω+ sont dénis par :
Ω− =]−∞, L[×R, et Ω+ =]0,+∞[×R.
Nous introduisons également ΓL = {(x, y), x = L, y ∈ R} et Γ0 = {(x, y), x = 0, y ∈ R},
les interfaes. Les onditions aux limites des algorithmes (4.1), (4.2) et (5.1), (5.2)
sont alors pour j = 0, 1 :
∂un+1
∂x
− S−j un+1 =
∂vn
∂x
− S−j vn sur ΓL×]0,+∞[,
∂vn+1
∂x
− S+j vn+1 =
∂un
∂x
− S+j un sur Γ0×]0,+∞[.
(6.22)
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Nous étudions dans un premier temps l'algorithme ave des onditions d'ordre 0.
Théorème 6.2.1 Soit f dans L2(]0,+∞[;L2(Ω)) et w0 dans H1(Ω). Pour tout
p stritement positif l'algorithme (4.1), (4.2) onverge dans H2,1(Ω−×]0,+∞[) ×
H2,1(Ω+×]0,+∞[).
Preuve : Nous onsidérons l'algorithme que vérie l'erreur. A l'étape n, l'erreur
dans Ω−, enu, et l'erreur dans Ω
+
, env , vérient l'équation de onvetion-diusion
homogène et la transformée de Fourier de leur prolongement s'érit alors (voir Chap.
2) : {
eˆ
n
u(x, k, ω) = α
n(k, ω)eσ
+x
pour x ∈]−∞, L[,
eˆ
n
v (x, k, ω) = β
n(k, ω)eσ
−x
pour x ∈]0,+∞[.
Les erreurs e
n
u et e
n
v vérient les onditions aux limites suivantes :
∂en+1u
∂x
− S−0 en+1u =
∂env
∂x
− S−0 env sur ΓL × R
∂en+1v
∂x
− S+0 en+1v =
∂enu
∂x
− S+0 enu sur Γ0 × R
nous trouvons alors
αn+1(σ+ − σ−0 )eσ
+L = βn(σ− − σ−0 )eσ
−L,
βn+1(σ− − σ+0 ) = αn(σ+ − σ+0 ),
ave σ±0 = (a± p)/2ν. Nous en déduisons alors :
αn+1 =
(
σ− − σ−0
σ+ − σ−0
)(
σ+ − σ+0
σ− − σ+0
)
e(σ
−−σ+)Lαn−1.
Puis des relations σ+ + σ− = σ+0 + σ
−
0 = a/ν, nous tirons :
αn+1 =
(
σ+ − σ+0
σ− − σ+0
)2
e(σ
−−σ+)Lαn−1.
Si le taux de onvergene de l'algorithme est déni par ρ =
∣∣∣∣ eˆn+1u
eˆ
n−1
u
∣∣∣∣ = ∣∣∣∣αn+1αn−1
∣∣∣∣, nous
avons :
ρ0(k, ω, p) =
∣∣∣∣σ+(k, ω)− σ+0σ−(k, ω)− σ+0
∣∣∣∣2 eRe(σ−−σ+)L, (6.23)
et puisque σ± = (a± δ1/2)/2ν (voir (2.15)), nous avons
ρ0(k, ω, p) =
∣∣∣∣δ1/2 − pδ1/2 + p
∣∣∣∣2 e−LνRe(δ1/2). (6.24)
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Nous raisonnons alors omme pour la démonstration du Théorème 2.4.1 (démons-
tration de la onvergene de l'algorithme ave des onditions de Dirihlet). Puisque
p > 0 il existe une onstante C1 < 1 telle que |δ1/2 − p|/|δ1/2 + p| < C1 et par suite :
|eˆn+1u | ≤ C1e−αL|eˆn−1u | .-à-d.
((1 + k2)2 + (1 + ω2))|eˆn+1u |2 ≤ C21((1 + k2)2 + (1 + ω2))e−2αL|eˆn−1u |2,
et par suite ‖en+1u ‖H2,1 < C21e−2αL‖en−1u ‖H2,1 . D'une part nous obtenons par ré-
urrene que ‖en+1u ‖H2,1 onverge vers 0. D'autre part nous remarquons que et
algorithme onverge plus rapidement que l'algorithme de Shwarz lassique ave re-
laxation d'ondes.
Un raisonnement identique sur env termine la preuve.
Nous donnons à présent un résultat de onvergene pour l'algorithme ave des
onditions de transmission d'ordre 1.
Théorème 6.2.2 Soit f dans H1,1/2(Ω×]0,+∞[) et w0 dans H2(Ω). Si p et q sont
stritement positifs alors l'algorithme (5.1), (5.2) onverge dansH3,3/2(Ω−×]0,+∞[)×
H3,3/2(Ω+×]0,+∞[).
Preuve : Nous reprenons la démonstration du Théorème 6.2.1. Et nous trouvons
que l'expression du taux de onvergene dans e as est :
ρ1(k, ω, p, q) =
∣∣∣∣δ1/2 − p− 2νiq(ω + bk)δ1/2 + p+ 2νiq(ω + bk)
∣∣∣∣2 e−LνRe(δ1/2). (6.25)
Par ailleurs :
|δ1/2 ± (p+ 2νiq(ω + bk))|2
= |δ1/2|2 + |p+ 2νiq(ω + bk)|2 ± 2Re(δ1/2(p+ 2νiq(ω + bk)))
et
Re(δ1/2(p− 2νiq(ω + bk))) = pRe(δ1/2) + 2νq(ω + bk)Im(δ1/2).
Or d'après (2.15) la partie imaginaire de δ1/2 a le signe de (ω + bk) et par suite
Re(δ1/2(p− 2νiq(ω + bk))) est positif. Nous avons don |δ1/2 + p+ 2νiq(ω + bk)| ≥
|δ1/2 − p− 2νiq(ω + bk)| et il existe alors une onstante C2 < 1 telle que
|ρ1(k, ω, p)| < C2e−LνRe(δ1/2)
et nous onluons omme au théorème préédent.
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Chapitre 7
Optimisation des onditions de
transmission
Au Chapitre 3, nous avons érit un algorithme ave des onditions de transmis-
sion optimales .-à-d. un algorithme qui onverge en deux itérations. Toutefois les
opérateurs S± intervenant dans es onditions ne sont pas loaux. Dans les Cha-
pitres 4 et 5, nous les avons alors remplaés par des opérateurs diérentiels d'ordre
0 (S±0 ) ou d'ordre 1 (S±1 ). Cei revient à approher le symbole de Fourier de S± par
un polynme en k et ω, les fréquenes de Fourier assoiées aux variables d'espae
tangentielle et de temps. Plus préisément, dans le as de l'approximation d'ordre
0 nous avons approhé δ1/2 (voir (2.15)) par une onstante p, et pour l'approxima-
tion d'ordre 1 nous avons introduit le polynme p + 2νiq(ω + bk), ave p et q deux
onstantes. Le but de e hapitre est de hoisir p et q.
Nous présentons ii deux stratégies. Une première idée onsiste à faire un déve-
loppement de Taylor en basses fréquenes du symbole des opérateurs S± (voir [38℄
(F. Nataf, F. Rogier et E. Sturler) ou [12℄ (B. Engquist et H.K. Zhao)). Cette stra-
tégie a été appliquée dans le adre des onditions aux limites absorbantes puis de
la déomposition de domaine. Ce n'est toutefois peut être pas la meilleure stratégie,
surtout si un large spetre de fréquenes est représenté dans le phénomène modélisé.
Pour obtenir une meilleure approximation des opérateurs S±, nous proposons d'uti-
liser une stratégie qui prend en ompte toutes les fréquenes du phénomène en
hoisissant les p et q qui minimisent le taux de onvergene de l'algorithme (voir [1℄
Y. Ahdou et F. Nataf).
Cette méthode a été pour la première fois appliquée à l'équation de onvetion-
diusion stationnaire en deux dimensions ([27℄ C. Japhet) : le taux de onvergene
est dans e as optimisé sur l'ensemble des fréquenes disrètes assoiées à la va-
riable spatiale tangentielle (variable de Fourier assoiée à y). Puis le as du problème
d'évolution a été traité en dimension 1 dans [17℄ (M.J. Gander, L. Halpern et F.
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Nataf) l'optimisation se fait alors sur l'ensemble des fréquenes disrètes en temps.
Ii nous optimisons le taux de onvergene à la fois sur les fréquenes en espae et
sur les fréquenes en temps.
Nous rappelons que les opérateurs optimaux S+ et S− ont respetivement pour
symbole (a+ δ1/2)/2ν et (a− δ1/2)/2ν et es symboles sont approhés par les poly-
nmes σ+1 = (a+ p)/2ν + iq(ω + bk) et σ
−
1 = (a− p)/2ν − iq(ω + bk).
7.1 Approximation de Taylor
Dans un premier temps, nous approhons δ1/2 grâe à un développement de
Taylor pour k et ω petits. Nous avons :
δ1/2 =
(
a2 + 4νc + 4ν2k2 + 4νi(ω + bk)
)1/2
=
√
a2 + 4νc
√
1 +
4ν
a2 + 4νc
i(ω + bk) +
4ν2
a2 + 4νc
k2
∼
√
a2 + 4νc+
2ν√
a2 + 4νc
i(ω + bk).
Pour une approximation d'ordre 0 nous prendrons don
p =
√
a2 + 4νc,
et pour elle d'ordre 1 :
p =
√
a2 + 4νc et q =
1√
a2 + 4νc
.
Les taux de onvergene de l'algorithme ave des onditions d'ordre 0 ou 1 sont dé-
nis en (6.24) et (6.25). Nous voyons que dans le as d'un reouvrement non nul, es
taux tendent vers 0 quand les fréquenes tendent vers l'inni. Ainsi le reouvrement
prend en harge les hautes fréquenes et ei justie la reherhe d'une méthode
valable pour les basses fréquenes. Dans la setion suivante nous présentons une
méthode qui prend en ompte toutes les fréquenes et qui sera don eae même
dans le as sans reouvrement.
7.2 Optimisation du taux de onvergene
Notre objetif est d'obtenir un algorithme de déomposition de domaine qui
onverge rapidement. Cei signie que l'on herhe à avoir le taux de onvergene le
plus petit possible et e sur l'ensemble des fréquenes disrètes.
70
Chap. 7 Optimisation des onditions de transmission
Nous rappelons que le taux de onvergene de l'algorithme ave des onditions
d'ordre 0 et un reouvrement de taille L ≥ 0 (déni au Chapitre 6) s'érit :
ρ0(k, ω, p) =
∣∣∣∣δ1/2 − pδ1/2 + p
∣∣∣∣2 e−LνRe(δ1/2). (7.1)
Ce taux de onvergene dépend des fréquenes de Fourier k et ω et du paramètre
p. Nous nous intéressons tout d'abord au domaine de dénition de es variables. La
onstante p doit satisfaire les hypothèses des Théorèmes 4.2.1 (l'algorithme est bien
déni) et 6.1.1 (l'algorithme onverge), .-à-d. p > 0. Ensuite les deux variables de
Fourier k et ω parourent a priori R, mais du point de vue du problème disrétisé,
toutes les fréquenes ne peuvent être représentées sur un maillage. En eet, on ne
peut représenter des solutions de fréquenes inférieures à π/Ly où Ly est la longueur
du domaine, ni elles de fréquenes supérieures à π/∆y où ∆y est la longueur d'une
maille (voir le théorème de Shannon ou pour l'appliation aux maillages dans le livre
[14℄ de C. A. J. Flehter). En refaisant le même raisonnement pour les fréquenes
en temps (l'intervalle de temps est ]0, T [, le pas de temps ∆t), nous obtenons :
|k| ∈
[
π
Ly
,
π
∆y
]
, |ω| ∈
[π
T
,
π
∆t
]
.
Nous introduisons alors D l'ensemble déni par :
D =
{
(k, ω) ∈ R2, π
Ly
≤ |k| ≤ π
∆y
,
π
T
≤ |ω| ≤ π
∆t
}
.
Nous allons visualiser e taux de onvergene dans le as où ν = 0.01, a = b = 1,
c = 0 et où les pas de disrétisation en temps et en espae sont de l'ordre de 10−2.
Si le domaine est de largeur Ly = 1 et l'intervalle de temps est [0, 1], nous observons
sur la Figure 7.1 le maximum du taux de onvergene sur les fréquenes k et ω de
D en fontion du paramètre p dans le as sans reouvrement. Sur la Figure 7.2 nous
observons la même quantité dans le as d'un reouvrement d'une maille. Il apparaît
dans haun des as qu'il existe un p = popt pour lequel le maximum sur l'ensemble
des fréquenes du taux de onvergene atteint un minimum. C'est e p que nous
allons hoisir.
Dans le adre de l'approximation d'ordre 0, nous serons alors amenés à résoudre
le problème suivant :
min
p>0
max
k,ω∈D
∣∣∣∣δ1/2 − pδ1/2 + p
∣∣∣∣2 e−LνRe(δ1/2). (7.2)
Ave les mêmes données que préédemment, nous observons sur les Figures 7.3
et 7.4 le maximum de ρ1, le taux de onvergene de l'algorithme ave des onditions
d'ordre 1, sur l'ensemble des fréquenes en fontion des paramètres p et q dans le
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Fig. 7.1  maxk,ω |ρ0| en fontion de p (sans reouvrement).
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Fig. 7.2  maxk,ω |ρ0| en fontion de p (reouvrement d'une maille).
as sans et ave reouvrement. Ces gures également mettent en évidene l'existene
d'un minimum pour le taux de onvergene d'ordre 1.
Ainsi dans le adre de l'approximation d'ordre 1 nous sommes amenés à résoudre
le problème suivant :
min
(p,q)>0, p− a
2
2
q>0
max
k,ω∈D
∣∣∣∣δ1/2 − p− 2νiq(ω + bk)δ1/2 + p+ 2νiq(ω + bk)
∣∣∣∣2 e−LνRe(δ1/2). (7.3)
Nous n'avons pas de résultats théoriques sur es problèmes d'optimisation, et les
deux problèmes (7.2) et (7.3) sont alors résolus de façon numérique. Dans la suite
tous les paramètres optimisés seront alulés par Matlab qui propose une méthode
de reherhe de minimum de type simplexe de Nelder-Mead.
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Fig. 7.3  maxk,ω |ρ1| en fontion de p et q (sans reouvrement).
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Fig. 7.4  maxk,ω |ρ1| en fontion de p et q (reouvrement d'une maille).
Nous visualisons à présent les taux de onvergene des méthodes de Taylor et
des méthodes optimisées. Nous nous plaçons premièrement dans le as où a = b = 1
et ν = 0.01. Dans le as sans reouvrement nous observons sur la Figure 7.5 les taux
de onvergene des diérentes méthodes en fontion de k et ω et sur la Figure 7.6
diérentes oupes de es taux de onvergene. Sur la Figure 7.5 nous observons qu'à
un ordre donné le taux de onvergene des méthodes optimisées est globalement plus
petit que elui des méthodes de Taylor. La Figure 7.6 nous indique plus préisément
que quand ω et k ont des petites valeurs (voir par exemple la oupe k = 3 et
ω ∈ [−100, 100], le taux de onvergene des méthodes de Taylor est plus petit que
elui des méthodes optimisées. Puis plus les fréquenes augmentent (oupes k = 61,
k = 125 ou k = 135 ) plus e rapport s'inverse et les méthodes optimisées présentent
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un meilleur taux de onvergene que les méthodes de Taylor.
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Fig. 7.5  ν = 0.01 : taux de onvergene des diérentes méthodes en fontion des
fréquenes de Fourier k et ω. Cas sans reouvrement.
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Fig. 7.6  ν = 0.01 : oupes des taux de onvergene. Cas sans reouvrement.
Nous étudions à présent le as ave reouvrement d'une maille. La Figure 7.7
montre les taux de onvergene en fontion de k et ω et la Figure 7.8 en montre
des oupes. Nous remarquons tout d'abord en omparant les Figures 7.6 et 7.8 que
l'éhelle de 7.8 est divisée par 10 par rapport à elle de 7.6. Cei nous indique que
l'algorithme ave reouvrement onvergera plus vite que elui sans reouvrement.
Dans le as ave reouvrement nous remarquons également que les méthodes de
Taylor sont meilleures uniquement pour les basses fréquenes.
Remarque 2 La oupe k = 315 de la Figure 7.6 et la oupe k = 190 de la Figure
7.8 mettent en évidene le fait que le taux de onvergene tend vers 1 quand k et
ω tendent vers l'inni dans le as sans reouvrement et vers 0 dans le as ave
reouvrement.
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Fig. 7.7  ν = 0.01 : taux de onvergene des diérentes méthodes en fontion des
fréquenes de Fourier k et ω. Cas ave reouvrement d'une maille.
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Fig. 7.8  ν = 0.01 : oupes des taux de onvergene. Cas ave reouvrement d'une
maille.
Nous étudions à présent le taux de onvergene de es diérentes méthodes quand
la visosité est plus grande, par exemple ν = 0.5. Les Figures 7.9 et 7.10 montrent
des oupes de es taux respetivement dans le as sans et ave reouvrement. Nous
voyons d'une part que l'éhelle de es gures est plus grande que elle des Figures
7.6 et 7.8 (ν = 0.01), e qui nous indique que quand la visosité va augmenter, la
onvergene deviendra plus lente. Nous omparons ensuite d'une part les Figures 7.6
et 7.9 (sans reouvrement) et d'autre part les Figures 7.8 et 7.10 (ave reouvrement)
et nous remarquons que plus la visosité est grande moins bonnes sont les méthodes
de Taylor, même sur les basses fréquenes. Cei nous indique que les méthodes
optimisées seront d'autant meilleures par rapport aux méthodes de Taylor que la
visosité sera grande.
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Fig. 7.9  ν = 0.5 : Coupes des taux de onvergene. Cas sans reouvrement.
78
Chap. 7 Optimisation des onditions de transmission
−300 −200 −100 0 100 200 300
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ordre 0 Taylor
ordre 0 optimisé
ordre 1 Taylor
ordre 1 optimisé
PSfrag replaements
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
ω
Coupe en k = 3
Coupe en
Coupe en
Coupe en
T
a
u
x
d
e

o
n
v
e
r
g
e
n

e
−300 −200 −100 0 100 200 300
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
PSfrag replaements
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
ω
Coupe en
Coupe en k = 61
Coupe en
Coupe en
T
a
u
x
d
e

o
n
v
e
r
g
e
n

e
−300 −200 −100 0 100 200 300
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
PSfrag replaements
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de o vergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
ω
Coupe en
Coupe en
Coupe en k = 125
Coupe en
T
a
u
x
d
e

o
n
v
e
r
g
e
n

e
−300 −200 −100 0 100 200 300
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
PSfrag replaements
Coup en
Coupe e
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
ω
Coupe en
Coupe en
Coupe en
Coupe en k = 190
T
a
u
x
d
e

o
n
v
e
r
g
e
n

e
Fig. 7.10  ν = 0.5 : Coupes des taux de onvergene. Cas ave reouvrement d'une
maille.
7.3 Cas d'une vitesse non onstante
Dans tout e qui préède nous avons fait l'hypothèse que la vitesse de onvetion
était onstante et l'interfae retiligne. Mais les tehniques présentées préédemment
peuvent très bien s'étendre au as où la vitesse de onvetion est non onstante
et l'interfae non retiligne. Les opérateurs B±
SWR
de l'algorithme présenté dans le
Tableau 2 s'érivent alors :
∂
∂n
− b · n± p
2ν
∓ q ∂
∂t
∓ qb · τ ∂
∂τ
où n et τ représentent respetivement le veteur normal et tangentiel à l'interfae.
Les paramètres p et q ne sont plus des onstantes mais dépendent de la variable
d'interfae. Dans le as de l'approximation de Taylor nous aurons :
p =
√
(b · n)2 + 4νc et q = 1√
(b · n)2 + 4νc.
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De même, dans la méthode optimisée nous optimiserons le taux de onvergene de
façon loale, en haun des points de l'interfae (ou de façon moins oûteuse en
quelques points de l'interfae, les autres étant interpolés).
Dans le Chapitre 9 nous mettons en ÷uvre es méthodes et nous onsidérons
diérentes valeurs pour les paramètres a, b et ν. Notamment nous étudions le as
où la vitesse de onvetion n'est pas onstante.
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Disrétisation des algorithmes de
déomposition de domaine
Au Chapitre 9 nous mettons en ÷uvre les algorithmes de déomposition de do-
maine que nous avons introduits aux Chapitres 4 et 5 et nous présentons des ré-
sultats numériques. Le but de e hapitre est de montrer omment disrétiser es
algorithmes.
Nous détaillons dans un premier temps (Setions 8.1, 8.2) la disrétisation de
l'équation de onvetion-diusion sur Ω×]0, T [, en donnant le shéma à l'intérieur
du domaine, aux bords (nous onsidérons des onditions aux limites de type Dirihlet
ou Neumann) et aux oins.
Puis dans la Setion 8.3 nous nous intéressons plus partiulièrement à la disré-
tisation des onditions de transmission des algorithmes que nous avons introduits
aux Chapitres 4 et 5.
8.1 Maillage du arré unité
Dans le adre de la mise en ÷uvre numérique, nous travaillons sur le domaine
spatial Ω = {(x, y), 0 ≤ x ≤ X, 0 ≤ y ≤ Y } et sur le problème aux limites dérit
sur la Figure 8.1, .-à-d. nous onsidérons des onditions aux limites de type Diri-
hlet ou Neumann sur le bord de Ω.
Nous maillons Ω de façon uniforme (voir Figure 8.2) ; nous disrétisons l'intervalle
[0, X] en absisse en Nx intervalles de longueur X/Nx = ∆x, et l'intervalle [0, Y ] en
ordonnée en Ny intervalles de longueur Y/Ny = ∆y. L'intervalle de temps [0, T ] est
également disrétisé en NT intervalles de longueur T/NT = ∆t.
Nous introduisons par ailleurs uni,j l'approximation de u((i−1)∆x, (j−1)∆y, n∆t),
pour 1 ≤ i ≤ Nx + 1, 1 ≤ j ≤ Ny + 1 et 1 ≤ n ≤ NT + 1
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Fig. 8.1  Problème aux limites
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Fig. 8.2  Maillage du domaine Ω
8.2 Disrétisation de l'équation de onvetion-diusion
Pour disrétiser l'équation (1.2), nous utilisons le shéma de Crank Niolson
d'ordre 2, entré en temps et en espae (voir [14℄ C.A.J. Flehter).
Dans la suite nous détaillons le shéma à l'intérieur du domaine, sur les bords et
dans les oins.
8.2.1 Shéma à l'intérieur du domaine
Nous disrétisons ii l'équation :
∂u
∂t
+ a
∂u
∂x
+ b
∂u
∂y
− ν△u = f.
La dérivée en temps est entrée en (n+ 1/2) et est disrétisée au point (i, j) par :
un+1i,j − uni,j
∆t
.
Les dérivées en espae sont entrées et prises au temps n+1/2. Ainsi pour 2 ≤ i ≤ Nx
et 2 ≤ j ≤ Ny, l'équation est disrétisée par :
1
∆t
un+1i,j +
a
2
(∂u
∂x
)n+1
i,j
+
b
2
(∂u
∂y
)n+1
i,j
− ν
2
(△u)n+1i,j
= f
n+1/2
i,j +
1
∆t
uni,j −
a
2
(∂u
∂x
)n
i,j
− b
2
(∂u
∂y
)n
i,j
+
ν
2
(△u)ni,j,
(8.1)
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où nous avons introduit :(∂u
∂x
)n
i,j
=
1
2∆x
(uni+1,j − uni−1,j),(∂u
∂y
)n
i,j
=
1
2∆y
(uni,j+1 − uni,j−1),
(△u)ni,j =
1
∆x2
(uni+1,j + u
n
i−1,j − 2uni,j) +
1
∆y2
(uni,j+1 + u
n
i,j−1 − 2 uni,j),
f
n+1/2
i,j =
1
2
(fni,j + f
n+1
i,j ).
8.2.2 Shéma sur les bords du domaine
Nous disrétisons ii les onditions aux limites sur ∂Ω. Ces onditions peuvent
être du type Dirihlet ou Neumann (voir Figure 8.1).
• Les onditions de type Dirihlet qui s'érivent en ontinu :
u = g,
se disrétisent omme l'équation à l'intérieur du domaine .-à-d. au temps n + 1/2.
Nous avons alors :
1
2
un+11,j = g
n+1/2
1,j −
1
2
un1,j pour 1 ≤ j ≤ Ny + 1,
1
2
un+1i,1 = g
n+1/2
i,1 −
1
2
uni,1 pour 2 ≤ i ≤ Nx + 1,
ave g
n+1/2
i,j =
1
2
(g((i− 1)∆x, (j − 1)∆y, n∆t) + g((i− 1)∆x, (j − 1)∆y, (n+ 1)∆t))
• Pour érire une ondition de type Neumann ompatible ave le shéma entré
en espae à l'intérieur du domaine, nous introduisons un point tif à l'extérieur du
domaine.
Sur le bord {x = 1, 0 ≤ y ≤ 1}, la ondition
∂u
∂x
= g
se traite au point (Nx + 1, j), 2 ≤ j ≤ Ny en introduisant le point tif (Nx + 2, j)
(voir Figure 8.3) et en érivant :
1
2∆x
(u
n+1/2
Nx+2,j − un+1/2Nx,j ) = gn+1/2Nx+1,j. (8.2)
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Fig. 8.3  Disrétisation d'une ondition de Neumann
La relation (8.2) nous permet alors d'obtenir la valeur de u
n+1/2
Nx+2,j
. Nous pouvons
don à présent disrétiser l'équation de onvetion-diusion sur le bord, et nous
obtenons alors la ondition aux limites disrète pour 2 ≤ j ≤ Ny :(∂u
∂t
)n+1/2
Nx+1,j
+ b
(∂u
∂y
)n+1/2
Nx+1,j
− ν(△yyu)n+1/2Nx+1,j −
2ν
∆x2
(
u
n+1/2
Nx,j − un+1/2Nx+1,j
)
= f
n+1/2
Nx+1,j +
( 2ν
∆x
− a
)
g
n+1/2
Nx+1,j,
où nous avons introduit :(∂u
∂t
)n+1/2
i,j
=
1
∆t
(un+1i,j − uni,j),
(△yyu)ni,j =
1
∆y2
(uni,j+1 + u
n
i,j−1 − 2 uni,j).
Il reste alors à traiter ette ondition aux limites aux niveau des oins. C'est l'objet
du paragraphe suivant.
8.2.3 Shéma aux oins
Pour les oins de oordonnées (1, 0), (0, 0) et (0, 1) (voir Figure 8.1), .-à-d. des
oins qui appartiennent à des bords 'Dirihlet', nous appliquons la ondition de
Dirihlet orrespondante.
En revanhe, un oin entre deux bords 'Neumann' (ii le point (1, 1)) ne peut
pas se traiter diretement. Nous suivons alors le prinipe utilisé pour disrétiser la
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ondition de Neumann sur le bord, mais dans e as, nous introduisons deux points
tifs (voir Figure 8.4), Nous disrétisons les deux onditions aux limites sur haun
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Fig. 8.4  Disrétisation d'un oin ave onditions de Neumann
des bords. La ondition
∂u
∂x
= g1 au point (1, 1) se disrétise omme suit :
1
2∆x
(u
n+1/2
Nx+2,Ny+1 − un+1/2Nx,Ny+1) = g1n+1/2Nx+1,Ny+1.
De même, pour la ondition
∂u
∂y
= g2 en (1, 1), nous érivons :
1
2∆y
(u
n+1/2
Nx+1,Ny+2 − un+1/2Nx+1,Ny) = g2n+1/2Nx+1,Ny+1.
Ces onditions nous permettent de trouver l'approximation de u aux points
(Nx + 2, Ny + 1) et (Nx + 1, Ny + 2). Par suite, nous pouvons érire l'équation de
onvetion-diusion au oin :
(∂u
∂t
)n+1/2
Nx+1,Ny+1
− 2ν
∆x2
(
u
n+1/2
Nx,Ny+1 − un+1/2Nx+1,Ny+1
)
− 2ν
∆y2
(
u
n+1/2
Nx+1,Ny − un+1/2Nx+1,Ny+1
)
= f
n+1/2
Nx+1,Ny+1 +
( 2ν
∆x
− a
)
g1
n+1/2
Nx+1,Ny+1 +
( 2ν
∆y
− b
)
g2
n+1/2
Nx+1,Ny+1.
8.2.4 Résolution du système disret
La relation (8.1) et les onditions aux limites disrétisées sur le bord de Ω et aux
oins, s'érivent sous une forme matriielle du type :
AUn+1 = Bn,
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ave
tUn+1 = (u1,1, . . . , u1,Ny+1, u2,1, . . . , u2,Ny+1, . . . , uNx+1,1, . . . , uNx+1,Ny+1).
Ce système linéaire est résolu à haque pas de temps par une méthode itérative de
type GMRES.
8.3 Disrétisation des algorithmes de déomposition
de domaine
Dans ette setion, nous expliitons le shéma pour disrétiser les algorithmes de
déomposition de domaine introduits aux Chapitres 4 et 5.
Nous déomposons Ω en deux sous-domaines :
Ω− = {(x, y), 0 ≤ x ≤ x
interf
+ L, 0 ≤ y ≤ Y },
Ω+ = {(x, y), x
interf
≤ x ≤ X, 0 ≤ y ≤ Y },
ave L ≥ 0 la taille du reouvrement et x
interf
l'absisse de l'interfae pour Ω+.
Nous maillons haun de es domaines omme nous l'avons fait pour Ω (voir
Figure 8.5) et les deux maillages sont onordants : Ω− est déomposé en (N1x +1)×
(Ny + 1) mailles de surfae ∆x ×∆y et Ω+ est déomposé en (N2x + 1)× (Ny + 1)
mailles de surfae ∆x×∆y
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Fig. 8.5  Disrétisation des sous-domaines
8.3.1 Algorithme ave onditions de transmission d'ordre 0
Nous disrétisons ii l'algorithme (4.1), (4.2) .-à-d. l'algorithme ave des ondi-
tions de transmission d'ordre 0 .
Nous traitons le problème du point de vue de Ω− (un raisonnement analogue
s'applique au domaine Ω+) :
L u = f dans Ω−×]0, T [,
u(·, ·, 0) = w0 dans Ω−,
∂u
∂x
− a− p
2ν
u =
∂v
∂x
− a− p
2ν
v sur ΓL×]0, T [,
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ave v solution de l'équation de onvetion-diusion dans Ω+.
Il s'agit alors d'une part de disrétiser la ondition aux limites ∂xu−(a− p)u/2ν = g
pour résoudre le problème dans Ω− et d'autre part d'extraire le seond membre
∂xv − (a− p)v/2ν du domaine Ω+.
Disrétisation des onditions de transmission
Nous traitons ii la ondition aux limites dans Ω− qui est de la forme :
∂u
∂x
− λu = g.
Cette ondition de Robin se disrétise en {x = x
interf
+ L, 0 ≤ y ≤ 1} omme nous
l'avons fait pour la ondition de Neumann, .-à-d. nous introduisons un point tif
(voir Fig 8.3) :
1
2∆x
(u
n+1/2
N1x+2,j
− un+1/2
N1x,j
)− λun+1/2
N1x+1,j
= g
n+1/2
N1x+1,j
pour 2 ≤ j ≤ Ny.
Nous obtenons alors l'expression de uN1x+2,j et nous pouvons ainsi érire l'équation
de onvetion-diusion sur le bord. Pour 2 ≤ j ≤ Ny, nous avons :(
∂u
∂t
)n+1/2
N1x+1,j
+
(
aλ− 2ν
∆x2
(∆xλ− 1)
)
u
n+1/2
N1x+1,j
− 2ν
∆x2
u
n+1/2
N1x,j
+b
(
∂u
∂y
)n+1/2
N1x+1,j
− ν(△yyu)n+1/2N1x+1,j = f
n+1/2
N1x+1,j
+
(
2ν
∆x
− a
)
g
n+1/2
N1x+1,j
.
Les oins demandent également un traitement partiulier. Si nous imposons sur l'un
des deux bords qui forment e oin une ondition de Dirihlet, le oin sera traité
par ette ondition de Dirihlet. En revanhe si nous traitons le bord de Ω ave une
ondition de Neumann, le oin sera traité omme nous l'avons fait dans la Setion
8.2.3, .-à-d. nous introduisons deux points tifs puis nous érivons l'équation au
oin. Si la ondition ∂yu = g2 est imposée en y = Y , nous obtenons alors au point
(N1x , Ny + 1) :(
∂u
∂t
)n+1/2
N1x+1,Ny+1
+
(
aλ− 2ν
∆x2
(∆xλ− 1)
)
u
n+1/2
N1x+1,Ny+1
− 2ν
∆x2
u
n+1/2
N1x,Ny+1
− 2ν
∆y2
(u
n+1/2
N1x+1,Ny
+ u
n+1/2
N1x,Ny+1
) = f
n+1/2
N1x+1,Ny+1
+
(
2ν
∆x
− a
)
g
n+1/2
N1x+1,Ny+1
− bg2n+1/2N1x+1,Ny+1.
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Extration de la ondition de transmission
Il s'agit ii d'extraire de Ω+ la quantité ∂xv − λv au niveau du point (int, j) du
maillage Ω+, ave int = 1 + l, l ≥ 0 le nombre de mailles de reouvrement.
Puisque v
int,j vérie dans Ω
+
l'équation de onvetion-diusion disrète (8.1), nous
pouvons donner l'expression de v
n+1/2
int−1,j (il est néessaire d'exprimer v en e point
dans le as l = 0) :
v
n+1/2
int−1,j = 2v
n+1/2
int,j − vn+1/2int+1,j +
∆x2
ν
((∂v
∂t
)n+1/2
int,j
+ a
(
∂v
∂x
)n+1/2
int,j
+b
(
∂v
∂y
)n+1/2
int,j
− ν△yyvn+1/2 − fn+1/2
int,j
)
.
(8.3)
Ensuite la dérivée ∂xv se disrétise de la manière suivante :(
∂v
∂x
)n+1/2
int,j
=
v
n+1/2
int+1,j − vn+1/2int−1,j
2∆x
,
et en introduisant (8.3) dans ette expression nous trouvons :(
∂v
∂x
)n+1/2
int,j
=
2ν
2ν + a∆x
(
v
n+1/2
int+1,j − vn+1/2int,j
∆x
)
− ∆x
2ν + a∆x
((∂v
∂t
)n+1/2
int,j
+b
(
∂v
∂y
)n+1/2
int,j
− ν(△yyv)n+1/2
int,j − fn+1/2int,j
)
.
Ainsi, de Ω+, nous extrayons :(
∂v
∂x
)n+1/2
int,j
− λvn+1/2
int,j = −
(
2ν
∆x(2ν + a∆x)
+ λ
)
v
n+1/2
int,j +
2ν
∆x(2ν + a∆x)
v
n+1/2
int+1,j
− ∆x
2ν + a∆x
((∂v
∂t
)n+1/2
int,j
+ b
(
∂v
∂y
)n+1/2
int,j
− ν(△yyv)n+1/2
int,j − fn+1/2int,j
)
.
(8.4)
8.3.2 Algorithme ave onditions de transmission d'ordre 1
Nous donnons à présent le shéma pour l'algorithme (5.1), (5.2) .-à-d. l'algo-
rithme ave onditions de transmission d'ordre 1. Nous disrétisons le problème dans
Ω− :
L u = f dans Ω−×]0, T [,
u(·, ·, 0) = w0 dans Ω−,(
∂
∂x
− a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
u =
( ∂
∂x
− a− p
2ν
+ q
∂
∂t
+ bq
∂
∂y
)
v sur Γ×]0, T [,
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ave v solution de l'équation de onvetion-diusion dans Ω+.
Comme préédemment nous allons disrétiser la ondition aux limites du pro-
blème dans Ω− puis nous montrons omment extraire le seond membre de ette
ondition aux limites.
Disrétisation des onditions de transmission
La ondition aux limites en {x = x
interf
+ L, 0 ≤ y ≤ 1} de l'algorithme (5.1),
(5.2) est de la forme :
∂u
∂x
− λu+ q∂u
∂t
+ bq
∂u
∂y
= g.
La disrétisation de ette ondition s'érit pour 2 ≤ j ≤ Ny :
1
2∆x
(u
n+1/2
N1x+2,j
− un+1/2
N1x,j
)− λun+1/2
N1x+1,j
+ q
(
∂u
∂t
)n+1/2
N1x+1,j
+ bq
(
∂u
∂y
)n+1/2
N1x+1,j
= gn+1/2
N1x+1,j
.
Nous tirons alors de ette relation la valeur de u
n+1/2
N1x+2,j
, et nous pouvons à présent
érire l'équation de onvetion-diusion sur l'interfae. Nous trouvons :(
1− aq + 2qν
∆x
)(
∂u
∂t
)n+1/2
N1x+1,j
+ b
(
1− aq + 2qν
∆x
)(
∂u
∂y
)n+1/2
N1x+1,j
− ν(△yyu)n+1/2N1x+1,j
+
(
aλ− 2ν
∆x2
(λ∆x− 1)
)
u
n+1/2
N1x+1,j
− 2ν
∆x2
un+1/2
N1x,j
= fn+1/2
N1x+1,j
+
(
2ν
∆x
− a
)
gn+1/2
N1x+1,j
.
Extration de la ondition de transmission
Nous montrons à présent omment extraire la quantité ∂xv − λv + q∂tv + bq∂yv
du domaine Ω+. Nous reprenons le raisonnement de l'algorithme ave onditions de
transmission d'ordre 0. De (8.4) nous tirons :
(
∂v
∂x
)n+1/2
int,j
− λvn+1/2
int,j + q
(
∂v
∂t
)n+1/2
int+1,j
+ bq
(
∂v
∂t
)n+1/2
int+1,j
= −
(
2ν
∆x(2ν + a∆x)
+ λ
)
v
n+1/2
int,j +
2ν
∆x(2ν + a∆x)
v
n+1/2
int+1,j + (q −
∆x
2ν + a∆x
)
(
∂v
∂t
)n+1/2
int,j
+b
(
q − ∆x
2ν + a∆x
)(
∂v
∂y
)n+1/2
int,j
− ∆x
2ν + a∆x
(
− ν(△yyv)n+1/2
int,j + f
n+1/2
int,j
)
.
(8.5)
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8.3.3 Mise en ÷uvre pratique de l'algorithme de déomposi-
tion de domaine
Nous détaillons ii la manière dont nous mettons en ÷uvre l'algorithme ave des
onditions de transmission d'ordre j, j = 0, 1 sur deux proesseurs. Le proesseur
no1 résout l'équation sur Ω− pendant que le proesseur no2 résout l'équation sur
Ω+.
Si gk+, et g
k
− sont alulées à l'étape k, l'étape k + 1 se déroule omme suit :
1ère étape : résolution de l'équation sur tout l'intervalle de temps et dans haque
sous-domaine.
- proesseur n
o1
Luk+1 = f dans Ω−×]0, T [,
uk+1(·, ·, 0) = w0 dans Ω−,
∂u
∂x
k+1
− S−j uk+1 = gk+ sur Γ×]0, T [.
- proesseur n
o2
Lvk+1 = f dans Ω+×]0, T [,
vk+1(·, ·, 0) = w0 dans Ω+,
∂v
∂x
k+1
− S+j vk+1 = gk− sur Γ×]0, T [.
2ème étape : extration des onditions aux limites.
- proesseur n
o1
Extration de gk+1− = ∂xu
k+1 − S+j uk+1 pour tous les pas de
temps selon l'équivalent de la formule (8.4) dans Ω− si j = 0
ou (8.5) si j = 1.
- proesseur n
o2
Extration de gk+1+ = ∂xv
k+1 − S−j vk+1 pour tous les pas de
temps selon la formule (8.4) si j = 0 ou (8.5) si j = 1.
3ème étape : éhange d'informations entre les proesseurs.
- proesseur n
o1
Envoi de gk+1− , réeption de g
k+1
+ .
- proesseur n
o1
Envoi de gk+1+ , réeption de g
k+1
− .
Retour à l'étape 1.
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Chapitre 9
Résultats numériques
Dans e hapitre onsaré aux résultats numériques, Ω désigne le arré unité
Ω = {(x, y), 0 ≤ x ≤ 1, 0 ≤ y ≤ 1}. Dans le as où Ω est déomposé en deux sous-
domaines, nous allons résoudre l'équation de onvetion diusion sur Ω×]0, T [ par
les méthodes de déomposition de domaine présentées aux Chapitres 2, 4 et 5. Nous
onsidérons le as ave ou sans reouvrement.
Dans la Setion 9.1 nous mettons en évidene le manque de performane de
la méthode de Shwarz lassique par rapport aux méthodes optimisées. Puis dans
la Setion 9.2, nous omparons la vitesse de onvergene des diérentes méthodes.
Nous onsidérons plusieurs vitesses de onvetion et plusieurs visosités. Enn dans
la Setion 9.3 nous étudions l'inuene du pas de temps et du pas d'espae sur la
onvergene de es méthodes.
9.1 Comparaison entre onditions optimisées et ondi-
tions de Dirihlet
Dans ette setion nous allons regarder omment onverge la méthode de Shwarz
lassique par rapport aux méthodes optimisées. Pour ela nous résolvons l'équation
Lu = 0 sur Ω×]0, 1[ où Ω = Ω− ∪ Ω+ et Ω− = {(x, y), 0 ≤ x ≤ 0.51, 0 ≤ y ≤ 1},
Ω+ = {(x, y), 0.5 ≤ x ≤ 1, 0 ≤ y ≤ 1} (le reouvrement vaut 0.01) et ave les
onditions aux limites dérites sur la Figure 9.1.
Les paramètres de disrétisation dénis au Chapitre 8 sont ∆x = ∆y = 0.01
.-à-d. Nx = Ny = 100 et ∆t = 0.01. Les paramètres physiques valent ν = 0.01,
a = b = 0.1 et c = 0 et la ondition initiale vaut u0(x, y) = exp
(−100((x−0.25)2+
(y−0.5)2)). Tous les algorithmes de déomposition de domaine de e hapitre seront
initialisés par u0(·, ·, t) = u0|Ω− et v0(·, ·, t) = u0|Ω+ pour tout t de ]0, 1[. La Figure
9.2 dérit l'évolution de la solution au ours du temps. Nous voyons notamment que
la solution onvete selon le veteur (1, 1) tout en se diusant.
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Fig. 9.1  Problème aux limites
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Fig. 9.2  Solution aux temps t = 0, t = 0.3, t = 0.6 et t = 1
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Fig. 9.3  Coupe du premier itéré
au temps t = 1
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Fig. 9.4  Coupe du deuxième
itéré au temps t = 1
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Fig. 9.5  Coupe du troisième
itéré au temps t = 1
Les Figures 9.3, 9.4 et 9.5 montrent une oupe de la solution alulée au temps
t = 1 ; nous omparons à diérentes étapes de l'algorithme la solution obtenue par
la méthode de Shwarz lassique et par la méthode optimisée d'ordre 0. Nous voyons
qu'ave la méthode optimisée, dès les premières itérations, de bonnes informations
sont transmises au niveau de l'interfae pour donner une solution prohe de la solu-
tion exate. Les onditions de Dirihlet ne semblent pas être les bonnes informations
à éhanger. Cette expériene montre que les onditions d'interfae de l'algorithme
optimisé sont mieux adaptées que elles de l'algorithme de Shwarz lassique.
Ces résultats sont à rapproher de eux de [17℄ (M.J. Gander, L. Halpern et F.
Nataf) implémentés en dimension 1.
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9.2 Vitesse de onvergene des méthodes optimisées
Dans les Chapitres 4 et 5 nous avons érit un algorithme de déomposition de
domaine ave, du té Ω−, les onditions d'ordre 0 :
∂uk+1
∂x
− a− p0
2ν
uk+1 =
∂vk
∂x
− a− p0
2ν
vk,
ou les onditions d'ordre 1 :
∂uk+1
∂x
− a− p1
2ν
uk+1 + q1
∂uk+1
∂t
+ bq1
∂uk+1
∂y
=
∂vk
∂x
− a− p1
2ν
vk + q1
∂vk
∂t
+ bq1
∂vk
∂y
.
Nous herhons ii à omparer la vitesse de onvergene de et algorithme pour
diérents hoix du paramètre p0 (algorithme ave des onditions d'ordre 0) et pour
diérents hoix des paramètres p1 et q1 (algorithme ave des onditions d'ordre 1)
(voir Chapitre 7), et pour ela nous allons résoudre le problème aux limites suivant :
Lu = f dans Ω×]0, T [,
u(·, ·, 0) = u0 dans Ω,
u(0, ·, ·) = g1 sur [0, 1]×]0, T [,
u(·, 0, ·) = g2 sur [0, 1]×]0, T [,
∂u
∂x
(1, ·, ·) = g3 sur [0, 1]×]0, T [,
∂u
∂y
(·, 1, ·) = g4 sur [0, 1]×]0, T [.
An d'observer la vitesse de onvergene des diérents algorithmes, il sut d'obser-
ver l'évolution de l'erreur. C'est pourquoi dans haune des setions suivantes nous
étudions le as où f , u0, g1, g2, g3 et g4 sont identiquement nulles. L'algorithme de
déomposition de domaine sera alors initialisé par la fontion :
w0(x, y, t) =
∑
lt=0,π/∆t
sin(ltt)
∑
lx=0,π/∆x
sin(lxx)
∑
ly=0,π/∆y
sin(lyy).
Dans toute la suite les paramètres de disrétisation sont les suivants (voir Chapitre
8) :
∆x = ∆y = 0.01 .-à-d. Nx = Ny = 100,
∆t = 0.01.
La théorie que nous avons mise en plae préédemment s'applique au as où la vi-
tesse de onvetion est onstante. Dans la Setion 9.2.1 nous montrons des résultats
numériques qui entrent dans ette atégorie. En revanhe nous pouvons parfaite-
ment appliquer les algorithmes introduits aux Chapitres 4 et 5 au as où la vitesse
de onvetion n'est plus onstante ; les setions suivantes sont onsarées à e as.
La vitesse de onvetion sera tournante dans la Setion 9.2.2, reirulante dans la
Setion 9.2.3 et tourbillonnante dans la Setion 9.2.4.
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9.2.1 Vitesse onstante
Dans ette setion la vitesse de onvetion est onstante, elle vaut a = b = 1
(voir Figure 9.6). Nous allons étudier le omportement des diérents algorithmes
selon la valeur de la visosité.
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Fig. 9.6  Représentation du hamp de vitesse onstant sur le arré [0, 1]× [0, 1]
L'interfae entre les deux sous-domaines se trouve en x = 0.5 et nous allons
onsidérer plusieurs tailles de reouvrement.
Nous allons mettre en ÷uvre les algorithmes de déomposition de domaine ave
des onditions de transmission obtenues par développement de Taylor ou par opti-
misation du taux de onvergene (voir Chapitre 7). Dans le as où l'intervalle de
temps est T = [0, 0.1] (.-à-d. T est déoupé en 10 pas de temps), la Figure 9.7
montre omment varient les paramètres optimisés p0 (le oeient optimisé de la
méthode d'ordre 0) et p1, q1 (les oeients optimisés de la méthode d'ordre 1) en
fontion de la visosité. Nous onsidérons le as sans reouvrement (L = 0) et le as
d'une maille de reouvrement (L = ∆x). Nous remarquons dans un premier temps
que les oeients optimisés p0, p1 et q1 dépendent de la taille du reouvrement
et de la visosité, ontrairement aux oeients de Taylor (pour Taylor nous avons
p0 = |a| = 1, p1 = |a| = 1 et q1 = 1|a| = 1 et es paramètres ne dépendent ni de
la visosité ni du reouvrement). Nous remarquons également que les oeients
optimisés d'ordre 0 (p0 et p1) augmentent ave la visosité alors que le oeient
d'ordre 1 (q1) tend vers 0. Nous reviendrons sur e point plus loin.
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Fig. 9.7  Paramètres optimisés en fontion de la visosité. T = [0, 0.1].
Cas sans reouvrement
Nous regardons à présent omment onvergent es algorithmes et nous nous
plaçons tout d'abord dans le as sans reouvrement. Les Figures 9.8, 9.9 et 9.10
montrent pour diérentes longueurs de l'intervalle de temps (T = [0, 0.1], T = [0, 0.5]
et T = [0, 1]) l'évolution du logarithme en base 10 de l'erreur L2(0, T ;L2(Ω)) en fon-
tion des itérations et pour diérentes valeurs de la visosité. Les Tableaux 9.1, 9.2
et 9.3 nous donnent pour haune des visosités la valeur des paramètres optimisés.
Nous omparons l'eaité des diérentes méthodes et pour ela nous rappelons
que les méthodes de Taylor ont été obtenues au Chapitre 7 par développement en
basses fréquenes des symboles des opérateurs optimaux S±, introduits au Chapitre
3. Mais en fait, il est aisé de onstater que nous obtenons le même résultat en
développant es symboles pour une visosité petite. Ainsi nous pouvons supposer
qu'un as favorable aux méthodes de Taylor est le as où la visosité est petite.
Et en eet pour haque longueur d'intervalle de temps, nous observons que pour
des visosités inférieures à ν = 0.05 les deux meilleures méthodes sont les méthodes
d'ordre 1 (optimisée et Taylor). Puis quand la visosité augmente et atteint envi-
ron ν = 0.05, la méthode optimisée d'ordre 0 devient meilleure que la méthode de
Taylor d'ordre 1. Enn, plus la visosité augmente, plus l'éart entre les méthodes
optimisées et de Taylor se reuse. Dans tous les as la méthode ave des onditions
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optimisées d'ordre 1 est très eae omparée aux autres méthodes. Par exemple
nous voyons sur la Figure 9.10 (T = [0, 1]) que pour la petite visosité ν = 0.01
l'algorithme optimisé d'ordre 1 onverge en deux fois moins d'itérations que l'algo-
rithme de Taylor d'ordre 1, et e rapport ne esse d'augmenter ave ν (pour ν = 0.05
e rapport devient 3 et. . . ).
Nous observons par ailleurs que les méthodes optimisées d'ordre 0 et d'ordre 1
onvergent à la même vitesse quand la visosité est grande (ν = 0.5 ou ν = 1). Cei
onorde ave le fait que q1 tend vers 0 quand ν grandit et que p0 et p1 ont des valeurs
prohes (voir les Tableaux 9.1 et 9.2 et 9.3). En fait, nous pouvons penser que quand
la visosité devient grande, l'équation tend à se omporter omme l'équation de la
haleur, équation symétrique pour laquelle il est judiieux d'utiliser l'opérateur de
transmission :
∂
∂x
− q1 ∂
∂t
+ q2
∂2
∂y2
.
Cei nous amène à onsidérer un algorithme de déomposition de domaine ave des
onditions d'ordre 2 en espae. Dans le as T = 1 la Figure 9.11 montre le résultat
obtenu ave une ondition optimisée d'ordre 2 quand la visosité vaut ν = 1. Nous
voyons que ette méthode permet d'améliorer onsidérablement la onvergene ; elle
onverge en 5 fois moins d'itérations que les méthodes optimisées d'ordre 0 ou 1.
Ensuite nous renvoyons le leteur à l'artile de M. J. Gander et H. Zhao [20℄
qui met en évidene l'existene de deux sortes de onvergene dans l'algorithme de
Shwarz lassique de type relaxation d'ondes appliqué à l'équation de la haleur : il
y a onvergene superlinéaire quand l'intervalle de temps est 'petit' et onvergene
linéaire quand l'intervalle de temps est plus 'grand'. Pour des intervalles de temps de
longueur 'moyenne', les auteurs ont observé une onvergene de l'algorithme linéaire
dans un premier temps puis superlinéaire dans un seond temps. C'est e même
phénomène que nous pouvons observer sur les Figures 9.8, 9.9 et 9.10. Pour de
faibles visosités (ν = 0.005, ν = 0.01) nous observons que les méthodes d'ordre
0 (optimisée et Taylor) présentent es deux onvergenes : d'abord linéaire puis
superlinéaire. Et plus la longueur de l'intervalle de temps augmente, plus la région
linéaire est importante. Les méthodes d'ordre 1 ne présentent que la onvergene
linéaire, ar pour es petites visosités, es deux méthodes onvergent vite. Quand
la visosité est grande, nous n'observons plus e palier : les méthodes optimisées
onvergent rapidement et n'ont pas le temps de hanger de régime, et les méthodes
de Taylor sont très lentes et atteignent ette limite en dehors de notre éhelle.
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Ordre 0
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p0 2.2472 2.7977 7.4862 12.4714 42.8094 75.1425
Ordre 1
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p1 1.8422 2.6396 7.5888 12.6887 43.8940 76.7787
q1 0.3396 0.3276 0.1276 0.0859 0.0705 0.0623
Tab. 9.1  Coeients optimisés d'ordre 0 et 1. T = [0, 0.1]. Cas sans reouvrement.
Ordre 0
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p0 2.2216 2.7101 5.8853 9.0031 32.9412 63.9050
Ordre 1
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p1 1.8247 2.5394 5.8749 9.0099 32.9531 63.9120
q1 0.3549 0.3438 0.1668 0.1095 0.03019 0.0155
Tab. 9.2  Coeients optimisés d'ordre 0 et 1. T = [0, 0.5]. Cas sans reouvrement.
Ordre 0
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p0 2.2211 2.7082 5.7857 8.6642 32.3447 63.5418
Ordre 1
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p1 1.8244 2.5371 5.7684 8.6557 32.3437 63.5413
q1 0.3550 0.2278 0.08937 0.07459 0.01458 0.0079159
Tab. 9.3  Coeients optimisés d'ordre 0 et 1. T = [0, 1]. Cas sans reouvrement.
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Fig. 9.8  Vitesse onstante : a=b=1. T = [0, 0.1]. Cas sans reouvrement.
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Fig. 9.9  Vitesse onstante : a=b=1. T = [0, 0.5]. Cas sans reouvrement.
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Fig. 9.10  Vitesse onstante : a=b=1. T = [0, 1]. Cas sans reouvrement.
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Fig. 9.11  Vitesse onstante : a=b=1. T = [0, 1]. Cas sans reouvrement.
Cas ave reouvrement
Nous nous plaçons à présent dans le as d'une maille de reouvrement et nous
pouvons alors implémenter l'algorithme de Shwarz lassique ave relaxation d'ondes
(onditions de Dirihlet). Le Tableau 9.4 nous donne la valeur des paramètres opti-
misés quand l'intervalle de temps est T = [0, 1]. La Figure 9.12 montre l'évolution de
l'erreur L2(0, T ;L2(Ω)) dans e as. Ces graphiques montrent que quand la visosité
est petite (ν = 0.005, ν = 0.01) toutes les méthodes onvergent très rapidement puis
omme dans le as sans reouvrement, plus la visosité augmente, meilleures sont les
méthodes optimisées par rapport aux méthodes de Taylor. Pour ν = 1 par exemple
les méthodes optimisées onvergent en 10 itérations environ, alors que les méthodes
de Taylor en néessitent 3.5 fois plus pour l'ordre 1 et 4 fois plus pour l'ordre 0.
Nous notons que pour toutes les visosités la méthode de Shwarz lassique est très
lente.
Comme dans le as sans reouvrement, nous remarquons que quand ν = 1 l'op-
timisé d'ordre 1 n'apporte rien à la onvergene par rapport à l'optimisé d'ordre 0.
Et en reprenant la Figure 9.11 nous voyons qu'implémenter l'ordre 1 optimisé ave
une maille de reouvrement produit la même eaité que d'implémenter l'ordre 2
optimisé dans le as sans reouvrement.
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Fig. 9.12  Vitesse onstante : a=b=1. T = [0, 1]. Cas ave reouvrement.
103
Partie I : Déomp. de dom. pour l'équation de onvetion diusion
Ordre 0
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p0 1.5248 1.7203 2.5241 3.3182 10.040 17.7833
Ordre 1
ν = 0.005 ν = 0.01 ν = 0.05 ν = 0.1 ν = 0.5 ν = 1
p1 1.2041 1.3417 1.9611 2.6202 8.6620 16.8939
q1 0.5693 0.4655 0.5094 0.2031 0.0600 0.03046
Tab. 9.4  Coeients optimisés d'ordre 0 et 1. T = [0, 1]. Cas ave reouvrement.
Conlusion des résultats numériques ave vitesse onstante
Nous résumons ii les remarques faites préédemment. Elles seront également vé-
riées dans les setions suivantes, quand la vitesse de onvetion n'est plus onstante.
Dans le as sans reouvrement, nous observons deux régimes de onvergene :
d'abord linéaire puis superlinéaire. La taille de la première zone dépend de la taille
de l'intervalle de temps, de la méthode et de la valeur de la visosité.
La méthode optimisée d'ordre 1 est dans tous les as la plus performante ; la méthode
optimisée d'ordre 0 est d'autant meilleure que la visosité est grande. Et globalement
plus ν est grand plus l'éart entre les méthodes optimisées et les méthodes de Taylor
se reuse au prot des méthodes optimisées. Quand la visosité devient vraiment
grande, l'ordre 1 optimisé n'apporte rien à la onvergene par rapport à l'ordre 0
optimisé. Dans e as l'ordre 2 optimisé apporte un gain onsidérable.
Dans le as ave reouvrement, les méthodes se omportent de la même façon.
Plus la visosité est grande, meilleures sont les méthodes optimisées omparées aux
méthodes de Taylor. Nous remarquons également que dans la mesure du possible il
est préférable d'avoir une maille de reouvrement (peu oûteuse) plutt qu'auun
reouvrement. En omparant les Figures 9.12 et 9.10, pour ν = 1 par exemple, nous
voyons qu'une maille de reouvrement apporte un gain de rapport 5 sur la vitesse
de onvergene des méthodes optimisées.
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9.2.2 Vitesse tournante
Dans ette setion nous étudions le as où la vitesse de onvetion n'est plus
onstante et vaut pour (x, y) ∈ [0, 1]× [0, 1] (voir la Figure 9.13) :
a(x, y) = 1− 2y,
b(x, y) = 1.
La variation sur l'interfae des deux omposantes a et b de la vitesse est représentée
sur la Figure 9.14.
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Fig. 9.13  Représentation du hamp de vitesse tournant sur le arré [0, 1]× [0, 1]
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Fig. 9.14  Composantes a et b de la vitesse de onvetion sur l'interfae
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Nous travaillons sur l'intervalle de temps [0, 1] (soit 100 pas de temps) et nous
onsidérons le as ave ou sans reouvrement. La Figure 9.15 montre la valeur des
paramètres optimisés et de Taylor d'ordre 0 (p0) ou d'ordre 1 (p1, q1) en haun des
points de l'interfae. Nous retrouvons le omportement déjà observé dans le as de
la vitesse onstante : les paramètres optimisés d'ordre 0, p0 et p1, augmentent ave la
visosité alors que le paramètre optimisé d'ordre 1, q1 tend vers 0. Nous remarquons
également la singularité en y = 0.5 du paramètre de Taylor q1 =
1
|a| .
La Figure 9.16 montre l'évolution de l'erreur en fontion du nombre d'itérations,
pour diérentes valeurs de ν, quand le reouvrement est nul et la Figure 9.17 montre
la même quantité dans le as d'un reouvrement d'une maille. Le résultat est ohé-
rent ave elui obtenu à vitesse onstante (Setion 9.2.1).
Dans le as sans reouvrement et pour toutes les visosités, la méthode la plus
eae est la méthode optimisée d'ordre 1. Cette fois-i même pour de petites viso-
sités la méthode de Taylor d'ordre 1 n'est pas performante et la méthode optimisée
d'ordre 0 devient rapidement meilleure que elle-i.
Dans le as ave reouvrement nous observons le même phénomène, même pour
des faibles visosités les méthodes optimisées sont plus eaes que les méthodes
de Taylor et l'éart entre les deux méthodes se reuse quand la visosité grandit.
Nous remarquons également (Fig 9.17) que ontrairement aux méthodes de Taylor,
le nombre d'itérations néessaire à la onvergene des méthodes optimisées est plutt
stable par rapport à la visosité : e nombre passe de 6 itérations pour ν = 0.005 à
11 pour ν = 1 alors que pour une approximation de Taylor, il passe de 9 à 70.
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Fig. 9.15  Vitesse tournante : valeur des paramètres optimisés et de Taylor en
fontion de la variable d'interfae dans le as ave ou sans reouvrement. De haut
en bas : ν = 0.005, ν = 0.05 et ν = 0.5
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Fig. 9.16  Vitesse tournante. T = [0, 1]. Cas sans reouvrement.
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Fig. 9.17  Vitesse tournante. T = [0, 1]. Cas ave reouvrement.
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Comme pour la vitesse onstante nous mettons en ÷uvre des onditions optimi-
sées d'ordre 2 dans le as sans reouvrement et quand la visosité vaut ν = 1 (as où
le terme d'ordre 1 tend vers 0 et la ondition optimisée d'ordre 1 n'apporte rien à la
onvergene par rapport à l'ordre 0). Nous observons également que es onditions
améliorent nettement la vitesse de onvergene.
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Fig. 9.18  Vitesse tournante. T = [0, 1]. Cas sans reouvrement.
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9.2.3 Vitesse de type reirulation
Dans ette setion nous étudions le as où la vitesse de onvetion vaut pour
(x, y) ∈ [0, 1]× [0, 1] (voir la Figure 9.19) :
a(x, y) = − cos(π(x− 0.5)) sin(π(y − 0.5)),
b(x, y) = cos(π(y − 0.5)) sin(π(x− 0.5)).
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Fig. 9.19  Représentation du hamp de vitesse 'reirulation' sur le arré [0, 1] ×
[0, 1]
La Figure 9.20 montre omment varient a et b, les deux omposantes de la vitesse,
sur l'interfae.
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Fig. 9.20  Composantes a et b de la vitesse sur les interfaes x = 0.1, x = 0.3 ou x = 0.5
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La Figure 9.21 montre omment varient sur l'interfae les paramètres optimisés
et de Taylor p0, p1 et q1 pour les visosités ν = 0.005, ν = 0.05 et ν = 0.5 et quand
l'interfae se trouve en x = 0.5. Nous remarquons la singularité en y = 0.5 du para-
mètre de Taylor d'ordre 1, q1.
Dans le as sans reouvrement (Figure 9.22 9.23 et 9.24) les ommentaires sont
identiques à eux de la vitesse tournante (voir Setion 9.2.2). Nous remarquons de
plus que quand l'interfae se trouve en x = 0.1 (Figure 9.24) la méthode de Taylor
d'ordre 1 donne de mauvais résultats surtout quand la visosité est grande. Ce as
orrespond à une omposante de la vitesse |a| de faible amplitude, et nous avons
vu (Fig. 9.21) qu'alors les paramètres optimisés pour ν = 0.5 ou ν = 1 sont très
petits omparés aux paramètres de Taylor qui explosent à ause de la singularité
en y = 0.5. Nous pouvons voir sur la Figure 9.27 les performanes de la méthode
optimisée d'ordre 2 qui est implémentée dans le as ν = 1 .-à-d. quand les méthodes
optimisées d'ordre 0 et 1 onvergent à la même vitesse.
Dans le as ave reouvrement (Figures 9.25, 9.26) nous remarquons que les
méthodes optimisées sont toujours les plus eaes. Pour ν = 1 par exemple, il faut
une dizaine d'itérations aux méthodes optimisées pour onverger alors qu'il en faut
plus d'une soixantaine aux méthodes de Taylor.
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Fig. 9.21  Vitesse reirulante : valeur des paramètres optimisés et de Taylor en
fontion de la variable d'interfae en x = 0.5. De haut en bas : ν = 0.005, ν = 0.05
et ν = 0.5
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Fig. 9.22  Vitesse reirulante. T = [0, 1]. Interfae en x = 0.5. Cas sans reouvre-
ment.
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Fig. 9.23  Vitesse reirulante. T = [0, 1]. Interfae en x = 0.3. Cas sans reouvre-
ment.
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Fig. 9.24  Vitesse reirulante. T = [0, 1]. Interfae en x = 0.1. Cas sans reouvre-
ment.
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Fig. 9.25  Vitesse reirulante. T = [0, 1]. Interfae en x = 0.5. Cas ave reouvre-
ment.
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Fig. 9.26  Vitesse reirulante. T = [0, 1]. Interfae en x = 0.3. Cas ave reouvre-
ment.
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Fig. 9.27  Vitesse reirulante. T = [0, 1]. x = 0.5. Cas sans reouvrement.
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9.2.4 Vitesse de type tourbillons
Dans ette setion nous étudions le as dérit dans [43℄ (P.K Smolarkiewiz) et
[44℄ (A. Staniforth, J. Cote, et J. Pudykiewiz) .-à-d. quand la vitesse de onvetion
vaut (voir la Figure 9.28) :
a(x, y) = 0.32π sin(4πx) sin(4πy),
b(x, y) = 0.32π cos(4πy) cos(4πx).
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
PSfrag replaements
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Itérations
log10(Erreur temps-espae)
PSfrag replaements
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
~y
Itérations
log10(Erreur temps-espae)
y
Fig. 9.28  Représentation du hamp de vitesse tourbillonnant sur le arré [0, 1]×
[0, 1]
La Figure 9.29 montre omment varient a et b, les deux omposantes de la vitesse,
sur l'interfae.
La Figure 9.30 montre omment varient sur l'interfae les paramètres optimisés
et de Taylor p0, p1 et q1 pour les visosités ν = 0.005, ν = 0.05 et ν = 0.5 et quand
l'interfae se trouve en x = 0.5. Nous remarquons que sur l'interfae le paramètre
de Taylor d'ordre 1, q1, présente inq singularités alors que les paramètres optimisés
tendent vers 0 quand la visosité grandit.
Les Figures 9.31, 9.32 et 9.33 montrent l'évolution de l'erreur dans le as sans re-
ouvrement quand l'interfae est en x = 0.5, x = 0.4 ou x = 0.3. Les remarques des
setions préédentes s'appliquent ii. En revanhe nous voyons que la méthode de
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Fig. 9.29  Composantes a et b de la vitesse de onvetion sur l'interfae.
Taylor d'ordre 1 est peu performante, voire divergente quand la visosité est grande.
En eet la première omposante de la vitesse a s'annule plusieurs fois sur l'interfae
(voir Figure 9.29) et dans e as les paramètres de Taylor deviennent innis. Nous
montrons de surroît, dans le as sans reouvrement, quand l'interfae se trouve en
x = 0.5 la performane de la méthode d'ordre 2 optimisée (Figure 9.37).
Les Figures 9.34, 9.35 et 9.36 montrent l'évolution de l'erreur dans le as ave
reouvrement quand l'interfae est en x = 0.5, x = 0.4 ou x = 0.3. Nous remarquons
que pour les visosités ν = 0.5 ou ν = 1 le nombre d'itérations néessaires pour
obtenir une erreur de 10−6 est de 10 pour les méthodes optimisées quelle que soit la
position de l'interfae. En revanhe les méthodes de Taylor sont lentes en x = 0.5
(l'ordre 1 néessite environ 60 itérations) ; ette situation orrespond au as où la
première omposante de la vitesse |a| est petite. Et les méthodes de Taylor sont
plus rapides quand l'interfae se trouve en x = 0.4 (l'ordre 1 néessite une trentaine
d'itérations) ; ei orrespond au as où l'amplitude de |a| est plus grande qu'en
x = 0.5.
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Fig. 9.30  Vitesse tourbillonnante : valeur des paramètres optimisés et de Taylor en
fontion de la variable d'interfae en x = 0.5. De haut en bas : ν = 0.005, ν = 0.05
et ν = 0.5
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Fig. 9.31  Vitesse tourbillonnante. T = [0, 1]. Interfae en x = 0.5. Cas sans
reouvrement.
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Fig. 9.32  Vitesse tourbillonnante. T = [0, 1]. Interfae en x = 0.4. Cas sans
reouvrement.
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Fig. 9.33  Vitesse tourbillonnante. T = [0, 1]. Interfae en x = 0.3. Cas sans
reouvrement.
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Fig. 9.34  Vitesse tourbillonnante. T = [0, 1]. Interfae en x = 0.5. Cas ave
reouvrement.
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Fig. 9.35  Vitesse tourbillonnante. T = [0, 1]. Interfae en x = 0.4. Cas ave
reouvrement.
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Fig. 9.36  Vitesse tourbillonnante. T = [0, 1]. Interfae en x = 0.3. Cas ave
reouvrement.
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Fig. 9.37  Vitesse tourbillonnante. T = [0, 1]. x = 0.5. Cas sans reouvrement.
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9.3 Inuene du pas de maillage et du pas de temps
Dans la setion préédente nous avons regardé l'inuene de la vitesse de onve-
tion et de la visosité sur la vitesse de onvergene des diérents algorithmes de dé-
omposition de domaine présentés dans ette thèse. Ces résultats ont été obtenus à
pas de maillage en espae et en temps xes (∆x = ∆t = 0.01). Nous regardons dans
ette setion l'inuene de ∆x et ∆t sur la onvergene des algorithmes. La Figure
9.38 montre le nombre d'itérations néessaires pour obtenir une erreur de 10−6 dans
le as de la vitesse reirulante dénie à la Setion 9.2.3 et quand la frontière se
trouve en x = 0.5 ave une maille de reouvrement.
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Fig. 9.38  Nombre d'itérations néessaire pour arriver à onvergene (10−6) en
fontion du pas de maillage
Nous observons d'une part que pour haque pas de maillage les méthodes optimi-
sées restent les plus performantes. D'autre part, il apparaît que quand on rane le
maillage, le nombre d'itérations néessaire aux méthodes optimisées pour onverger
augmente peu ontrairement aux méthodes de Taylor : pour l'ordre 0 par exemple, la
méthode optimisée néessite 24-12=12 itérations supplémentaires pour passer d'un
pas de maillage de 1/100 à 1/350 alors qu'il en faut 64-24=40 pour Taylor.
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Couplage de l'équation de
onvetion-diusion et de l'équation
de onvetion
Pour simuler numériquement un phénomène physique omplexe, il peut être utile
d'adapter l'équation à la région géographique. En oéanographie, par exemple, les
équations de base qui permettent de simuler le mouvement de l'oéan sont les équa-
tions de Navier Stokes en milieu tournant. Mais il est intéressant d'une part de
simplier ette équation dans le but de gagner du temps de alul dans les régions
peu perturbées ou à la physique partiulière (les équations de Saint Venant est une
moyenne vertiale de l'équation de Navier Stokes faite quand la profondeur de l'eau
est faible). D'autre part on peut adapter le modèle et mettant en avant un phéno-
mène prépondérant dans la région onsidérée (phénomène de ouhe limites . . .).
Suivant le prinipe des méthodes de déomposition de domaine, le ouplage
de modèles onsiste à partager le domaine de alul en deux sous-domaines, par
exemple, et à résoudre une équation sur le premier sous-domaine tandis que sur
l'autre nous résolvons une deuxième équation. La diulté réside alors dans l'éri-
ture des onditions d'interfae.
Dans e hapitre nous traitons le problème modèle du ouplage entre l'équation
de onvetion-diusion et l'équation de onvetion.
Nous généralisons ii aux problèmes d'évolution le ouplage introduit dans [15℄
par M.J. Gander, L. Halpern et C. Japhet. Le problème initial est elui que nous
avons traité dans les hapitres préédents : nous souhaitons résoudre l'équation de
onvetion-diusion (1.2). Mais ette fois nous onsidérons que la visosité est petite
et même négligeable dans la moitié du domaine. Nous déomposons alors Ω en deux
sous-domaines Ω− et Ω+. Sur Ω− la visosité est faible, nous résolvons l'équation de
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onvetion-diusion. Sur le domaine Ω+, la visosité est négligeable, nous résolvons
l'équation de onvetion dont nous introduisons l'opérateur :
LC ≡ ∂
∂t
+ ~b · ∇+ c.
Pour des raisons de larté, l'opérateur de onvetion-diusion sera à présent noté
LCD.
Dans la Setion 10.1, nous dénissons la notion de ouplage de es deux modèles,
puis dans la Setion 10.2 nous proposons un algorithme. Nous donnons enn dans
la Setion 10.3 des résultats numériques.
10.1 Dénition du ouplage
Dans ette setion nous dénissons la notion de ouplage entre l'équation de
onvetion-diusion et l'équation de onvetion. Cei revient à dénir des ondi-
tions que la solution doit vérier au niveau de l'interfae. En l'ourrene nous
souhaitons ii que la solution du ouplage vérie les mêmes propriétés que la solu-
tion de l'équation globale (équation de onvetion diusion). Ce sont es propriétés
que nous allons expliiter dans un premier temps.
Soit Ω un ouvert de R2, que nous déomposons en deux sous-domaines Ω− et Ω+
qui ne se reouvrent pas. La frontière ommune est notée Γ et ~n désigne la normale
sortante à Ω− (voir la Figure 10.1).
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Fig. 10.1  Déomposition du domaine Ω
Si [v]Γ désigne le saut de v à l'interfae Γ, et w la solution de l'équation de
onvetion-diusion dans Ω nous pouvons montrer que :
[w] = 0,[
∂w
∂n
]
= 0.
(10.1)
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Ainsi w, la solution de l'équation de onvetion-diusion sur Ω×]0,+∞[, vérie au
travers de toute interfae la ontinuité de w et de son ux.
Nous pouvons à présent dénir une notion de ouplage entre l'équation de on-
vetion-diusion et l'équation de onvetion (voir [21℄ (F. Gastaldi, A. Quarteroni
et G. Sahi Landriani) pour une autre dénition). Nous résolvons l'équation de
onvetion-diusion dans Ω− et l'équation de onvetion dans Ω+. Et nous souhai-
tons que la solution de e ouplage soit ompatible ave la solution de l'équation de
onvetion-diusion sur le domaine entier, .-à-d. nous imposons (10.1).
Nous herhons don à résoudre :
{
LCDu = f dans Ω−×]0, T [,
u(·, ·, 0) = w0 dans Ω−,{
LCv = f dans Ω+×]0, T [,
v(·, ·, 0) = w0 dans Ω+,
(10.2)
ave u et v vériant à l'interfae :

u = v,
∂u
∂n
=
∂v
∂n
.
(10.3)
Dans la setion suivante nous proposons un algorithme qui onverge vers la solution
de e problème.
10.2 Eriture des onditions de transmission exates
Comme nous l'avons fait dans le adre de la déomposition de domaine (Chapitre
3), nous travaillons sur l'espae R2 que nous déomposons en deux demi-plans (Fig.
10.2), puis nous érivons un algorithme qui onverge en deux itérations.
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Fig. 10.2  Déomposition du domaine R2
Puisque l'opérateur de onvetion est un opérateur de transport, le nombre de
onditions aux limites à imposer dans le domaine Ω− dière selon le signe de la
vitesse de onvetion sur l'interfae. Nous détaillons alors diérents as : elui où
la vitesse de onvetion est entrante dans Ω+ ; elui où elle est sortante ; enn nous
onsidérons le as où la vitesse est tournante.
10.2.1 Cas de la vitesse sortante vers Ω+
Dans le as où
~b · ~n = a > 0 sur Γ, l'équation de onvetion dans Ω− néessite
une ondition aux limites sur Γ. Nous proposons l'algorithme de ouplage suivant :
LCDuk+1 = f dans Ω−×]0,+∞[,
uk+1(·, ·, 0) = w0 dans Ω−,
∂u
∂x
k+1
− S−uk+1 = ∂v
∂x
k
− S−vk sur Γ×]0,+∞[,

LCvk+1 = f dans Ω+×]0,+∞[,
vk+1(·, ·, 0) = w0 dans Ω+,
∂v
∂x
k+1
− S+vk+1 = ∂u
∂x
k
− S+uk sur Γ×]0,+∞[.
(10.4)
Comme pour la déomposition de domaine (Chap. 3), nous herhons les opérateurs
S+ et S− qui mènent à onvergene en deux itérations.
Théorème 10.2.1 Soient
~b, ν et c des oeients onstants. L'algorithme (10.4)
onverge en deux itérations vers la solution de (10.2) si les symboles de S− et S+
sont respetivement :
σ−
onv
= −iω + bk
a
− c
a
et σ+ =
1
2ν
(
a+ δ1/2
)
, (10.5)
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ave δ1/2 donné par (2.15).
De plus, les relations de ontinuité (10.3) sont vériées à onvergene sur Γ.
Preuve : Nous introduisons eku et e
k
v les erreurs respetives dans Ω
−
et Ω+ à
l'étape k de l'algorithme (10.4). Nous avons eku(·, ·, 0) = 0 et ekv(·, ·, 0) = 0 et nous
prolongeons eku et e
k
v par 0 sur les valeurs négatives de t (nous notons e
k
u et e
k
v es pro-
longements). La solution e
k
u vérie l'équation de onvetion-diusion homogène sur
Ω−×R et ekv vérie l'équation de onvetion homogène sur Ω+×R. Nous appliquons
alors la transformée de Fourier en temps et en espae tangentielle, (.-à-d. en t et y)
aux équations LCDeu = 0 dans ]−∞, 0[×R×R et LCev = 0 dans ]−∞, 0[×R×R.
Nous obtenons :
LCDeˆku = 0 ave (x, k, ω) ∈]−∞, 0[×R× R,
LC eˆkv = 0 ave (x, k, ω) ∈]0,+∞[×R× R,
ave LCD = −ν ∂
2
∂x2
+ a
∂
∂x
+
(
i(ω + bk) + c+ νk2
)
et LC = a ∂
∂x
+ (i(ω + bk) + c).
Ainsi eˆ
k
u et eˆ
k
v sont solutions d'équations diérentielles ordinaires que nous résolvons :{
eˆ
k
u(x, k, ω) = α
k(k, ω)eσ
+x,
eˆ
k
v(x, k, ω) = β
k(k, ω)eσ
−
onv
x,
(10.6)
ave σ+ et σ−
onv
dénis en (10.5). (On pourra se reporter au Chapitre 2 pour le
détail de es aluls).
Ainsi les relations suivantes sont vériées :
∂eˆku
∂x
− σ+eˆku = 0,
∂eˆkv
∂x
− σ−
onv
eˆ
k
v = 0.
Par onséquent, si les symboles de S− et S+ sont donnés par (10.5), l'erreur à l'étape
k dans haque sous-domaine est solution d'une équation homogène ave une ondi-
tion initiale nulle et une ondition aux limites homogène sur Γ. Par suite, dès k = 2
l'erreur est nulle et l'algorithme a onvergé.
Par ailleurs, si nous notons (u, v) la limite de la suite (uk, vk) nous avons sur
Γ×]0,+∞[ :
∂v
∂x
− S+v = ∂u
∂x
− S+u,
∂u
∂x
− S−u = ∂v
∂x
− S−v,
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.-à-d. deux ombinaisons linéaires diérentes de la solution et de son ux sont
ontinues à l'interfae. Cei nous assure alors que la propriété (10.3) est vériée.
L'opérateur S+ sera approhé par un opérateur diérentiel omme aux Chapitres
4 et 5. Par ailleurs, nous remarquons que σ−
onv
est un polynme en k et ω, e qui
signie que S− est un opérateur diérentiel. Ainsi ontrairement à l'opérateur S+
nous pouvons expliiter l'opérateur S− :
S− = −1
a
(
∂
∂t
+ b
∂
∂y
)
− c
a
. (10.7)
Ainsi, dans le as où les oeients des équations traitées sont onstants, l'algo-
rithme peut être mis en ÷uvre ave une ondition de transmission exate et par
onséquent l'algorithme (10.4) onverge en deux itérations.
10.2.2 Cas de la vitesse entrante dans Ω−
Dans le as où
~b · ~n = a < 0 sur Γ, l'équation de onvetion ne néessite pas de
ondition aux limites.
Nous imposerons alors à l'équation de onvetion-diusion une ondition de Diri-
hlet pour nous assurer un minimum de ontinuité. Il n'y a plus d'algorithme, nous
résolvons alors : {
LCv = f dans Ω+×]0,+∞[,
v(·, ·, 0) = w0 dans Ω+,
LCDu = f dans Ω−×]0,+∞[,
u(·, ·, 0) = w0 dans Ω−,
u = v sur Γ×]0,+∞[.
(10.8)
10.2.3 Cas de la vitesse tournante
Ii nous étudions le as d'une vitesse qui n'est plus ni purement sortante, ni
purement entrante. Nous introduisons :
Γ
out
= {x ∈ Γ, ~b · ~n > 0},
Γ
in
= {x ∈ Γ, ~b · ~n < 0},
où ~n est la normale sortante de Ω− et où l'on a Γ
out
∪ Γ
in
= Γ et Γ
out
∩ Γ
in
= ∅.
Nous nous inspirons de l'algorithme (10.4) que nous appliquons au as où la vitesse
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de onvetion n'est pas néessairement onstante et de l'algorithme (10.8). Nous
proposons alors l'algorithme suivant :
LCDuk+1 = f dans Ω−×]0, +∞[
uk+1(·, ·, 0) = w0 dans Ω−×]0, +∞[,
∂uk+1
∂x
− S−uk+1 = ∂v
k
∂x
− S−vk sur Γ
out
×]0, +∞[,
uk+1 = vk sur Γ
in
×]0, +∞[,
LCvk+1 = f dans Ω+,
vk+1(·, ·, 0) = w0 dans Ω+×]0, +∞[,
∂v
∂x
k+1
− a+ p
2ν
vk+1 =
∂u
∂x
k
− a+ p
2ν
uk sur Γ
out
×]0, +∞[,
ave S− déni par (10.7) et p une onstante stritement positive. A onvergene
nous avons les relations :
u = v sur Γ× [0, T ],
∂u
∂x
=
∂v
∂x
sur Γ
out
× [0, T ].
Remarque 3 Cet algorithme impose une ondition de type Neumann à l'équation
de onvetion, e qui en pratique ne peut se traiter diretement. De l'équation de
onvetion nous tirons :
∂v
∂x
= −1
a
∂v
∂t
− b
a
∂v
∂y
− c
a
v,
et nous pouvons rérire la ondition aux limites sur Γ, sans dérivée normale :
−1
a
∂v
∂t
k+1
− b
a
∂v
∂y
k+1
− c
a
vk+1 − a + p
2ν
vk+1 = −1
a
∂uk
∂t
− b
a
∂uk
∂y
− c
a
uk − a+ p
2ν
uk.
10.3 Résultats numériques
10.3.1 Vitesse onstante
Problème aux limites
Nous résolvons ii l'équation de onvetion-diusion sur le arré unité et sur
l'intervalle de temps [0, 7] ave les paramètres : ν = 0.001, a = b = 0.1 et c = 0.
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Si g = e−100(x−0.15)
2
, le problème aux limites est le suivant :
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Nous déomposons Ω en deux sous-domaines qui ne se reouvrent pas et nous
plaçons l'interfae en x = 0.6.
La donnée initiale (Figure 10.3) est la solution du problème stationnaire :
1
2
u+ ~b.∇u− ν△u = 0 dans Ω
Disrétisation
Nous simulons e problème sur 200 pas de temps, .-à-d. dt = 0.035. Et le pas
d'espae vaut dx = 1/101.
Résultats
La solution de référene, appelée solution visqueuse, est la solution de l'équation
de onvetion-diusion sur Ω. Elle est représentée sur la Figure 10.4 au temps t = 7.
Nous observons alors, après onvergene .-à-d. après deux itérations, la oupe en
y = 0.5 de la solution du ouplage au temps t = 7 que nous omparons à la solution
visqueuse (Figure 10.5) . Dans le domaineΩ−, la solution du ouplage orrespond à la
solution visqueuse ; dans le domaine Ω+, nous observons eetivement une solution
qui onvete mais ne diuse plus. Nous voyons par ailleurs que la solution et sa
première dérivée sont bien ontinues au niveau de l'interfae.
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Fig. 10.3  Condition Initiale
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Fig. 10.4  Solution visqueuse à t = 7
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Fig. 10.5  Solution du ouplage, vitesse onstante
10.3.2 Vitesse tournante
Problème aux limites
Nous résolvons ii l'équation de onvetion-diusion sur le arré unité, et sur
l'intervalle de temps [0, 1] ave les paramètres : ν = 0.001, a = 1 − 2y, b = 1 et
c = 0.
Si g = e−100(x−0.4)
2
, le problème aux limites est le suivant :
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Nous déomposons Ω en deux sous-domaines et plaçons l'interfae en x = 0.6.
La donnée initiale (Figure 10.3) est la solution du problème stationnaire :
1
0.01
u+ ~b.∇u− ν△u = 0 dans Ω
ave les onditions aux limites préédentes.
Disrétisation
On simule e problème sur 200 pas de temps, .-à-d. dt = 0.005. Le pas d'espae
vaut dx = 1/201.
Résultats
La solution visqueuse au temps t = 1 est représentée sur la Figure 10.7.
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Fig. 10.6  Condition Initiale
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Fig. 10.7  Solution visqueuse à t = 1
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Les Figures 10.8 et 10.9 montrent deux oupes en y ≤ 0.5, .-à-d. dans la région
où la vitesse de onvetion se dirige vers Ω+. Nous voyons que, omme pour la vitesse
onstante, la solution du ouplage orrespond à la solution visqueuse dans Ω−. Dans
Ω+, la solution onvete mais ne diuse plus.
Les Figures 10.10 et 10.11 montrent deux oupes en y > 0.5 (région où la vitesse
de onvetion sort de Ω+). Nous voyons que puisque la solution n'a pas diusé dans
Ω+, la perturbation qui en résulte se propage à Ω−.
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Fig. 10.8  Coupe de la solution
en y = 0.3
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Fig. 10.9  Coupe de la solution
en y = 0.5
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Fig. 10.10  Coupe de la solution
en y = 0.7
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Fig. 10.11  Coupe de la solution
en y = 0.9
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Chapitre 11
Conlusions et perspetives
Le but de ette première partie était de mettre en plae un algorithme de dé-
omposition de domaine de type relaxation d'ondes pour l'équation de onvetion
diusion, et dans toute ette étude nous avons onsidéré une déomposition du do-
maine initial en deux sous-domaines.
Dans un premier temps nous avons étudié l'algorithme de relaxation d'ondes de
type Shwarz lassique (.-à-d. ave des onditions de transmission de Dirihlet) qui
néessite un reouvrement entre les deux sous-domaines. Mais omme les résultats
numériques l'ont montré plus loin, ette méthode s'avère lente et peu performante.
Nous avons alors érit des onditions de transmission qui permettent la onver-
gene de l'algorithme en deux itérations et pour lesquelles le reouvrement n'est plus
néessaire. Malheureusement les opérateurs orrespondants sont pseudo-diérentiels
et nous ne pouvons pas les utiliser diretement dans un algorithme. Nous les avons
alors approhés par des opérateurs diérentiels d'ordre 0 ou 1 et nous avons étudié
les algorithmes orrespondants. Cette étude a montré que si les données (seond
membre, ondition initiale) avaient une forte régularité, le premier itéré de l'algo-
rithme devait vérier des onditions de ompatibilité au temps t = 0. Nous avons
ensuite montré la onvergene de es algorithmes dans le as ave ou sans reouvre-
ment des sous-domaines.
Nous avons ensuite approhé les opérateurs exats soit par développement de
Taylor en basses fréquenes soit par optimisation du taux de onvergene. Des ré-
sultats numériques ont ensuite donné des éléments de omparaison pour es deux
méthodes. Quand la visosité est petite les méthodes de Taylor restent ompétitives
mais dès que la visosité grandit les méthodes optimisées deviennent sans onteste
les méthodes les mieux adaptées. Cette remarque est valable que l'on ait un reou-
vrement ou non, que la vitesse soit onstante (ontexte de l'étude théorique) ou non.
Nous avons vu que l'avantage des méthodes optimisées est de s'adapter aux données
physiques du problème et à la disrétisation : le nombre d'itérations néessaires à la
onvergene est peu sensible aux hangements des données. Nous avons également
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remarqué que quand la visosité est grande, la méthode optimisée d'ordre 1 n'ap-
porte rien à la vitesse de onvergene par rapport à la méthode optimisée d'ordre
0. Il semble alors que dans e as (qui orrespond à une symétrisation de l'équa-
tion) il est avantageux de passer à des onditions d'ordre 2 ; une étude théorique de
es onditions serait intéressante. Pour résumer, dans le as de faibles visosités, la
méthode la plus eae est la méthode optimisée d'ordre 1. Quand la visosité est
grande on peut se ontenter de la méthode optimisée d'ordre 0, ou pour obtenir une
onvergene enore plus rapide, passer à l'ordre 2.
L'étude théorique a été eetuée dans le as de deux sous-domaines ave une
interfae retiligne et une vitesse de onvetion onstante. Mais ette théorie peut
failement être appliquée au as où le nombre de sous-domaines est supérieur à 2 :
l'étude des sous-problèmes est identique et la démonstration de la onvergene des
algorithmes peut être failement généralisée.
Par ailleurs, les algorithmes présentés ii peuvent s'étendre à des problèmes phy-
siques plus généraux. Nous avons mis en plae es onditions quand la vitesse de
onvetion n'est plus onstante ; dans e as les paramètres optimisés varient en
fontion de l'interfae. Cette variation étant ontinue, il sut d'optimiser quelques
paramètres et d'interpoler les autres ; les algorithmes optimisés ne sont don pas
plus oûteux dans le as d'une vitesse non onstante que dans le as d'une vitesse
onstante et ils ont également montré leur eaité par rapport aux méthodes de
Taylor.
Nous pouvons également imaginer une interfae qui n'est pas retiligne et les
onditions d'interfae du Chapitres 5 deviennent :
B± =
( ∂
∂~n
− a± p
2ν
∓ q ∂
∂t
∓ bq ∂
∂~τ
)
,
ave
~n et ~τ les veteurs normaux et tangents à l'interfae.
Enn, l'étude de e problème de déomposition de domaine a pu être appliquée
à un problème de ouplage, elui de l'équation de onvetion diusion et de l'équa-
tion de onvetion. Nous avons érit des onditions de transmission et nous avons
obtenu des résultats numériques. Ce premier pas vers le ouplage d'équations est
enourageant et nous permet d'envisager des ouplages d'équations plus omplexes.
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Chapitre 12
Equations de Saint-Venant
Dans e hapitre nous rappelons omment les équations de Saint-Venant sont
obtenues formellement par intégration vertiale des équations de Navier Stokes. On
pourra se reporter à [45℄ (Tan Weiyan), [22℄ (A. E. Gill) ou [39℄ (J. Pedlosky) pour
plus de détails.
Dans un premier temps nous expliitons le système de Saint-Venant sur lequel
nous allons travailler. Puis nous mettons en évidene les ondes de Kelvin représentées
dans le modèle.
12.1 Equations non hydrostatiques
Dans ette setion nous érivons les équations de Navier-Stokes dans un milieu
en rotation et nous rappelons les propriétés de es lois de onservation.
12.1.1 Lois de onservation
Soit ρ la masse volumique et p la pression du uide. Nous notons −g~k le veteur
gravité et si
~VG ∈ R3 désigne la vitesse dans un repère galiléen G, les équations de
Navier-Stokes (ave une visosité nulle) s'érivent :
ρ
D~VG
Dt
= −∇3p− ρg~k,
Dρ
Dt
+ ρ∇3 · ~VG = 0,
(12.1)
où
Dρ
Dt
représente la dérivée partiulaire
∂ρ
∂t
+∇3ρ · ~VG.
Remarque 4 ∇3 et ∇3· représentent respetivement les opérateurs gradient et di-
vergene dans R3. Nous noterons ∇ et ∇· es opérateurs dans R2.
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Puisqu'il est plus naturel de travailler dans un repère lié à la Terre, nous intro-
duisons le référentiel R (O,~x, ~y, ~z) en rotation ~Ω par rapport à G (voir Figure 12.1).
Si
~V désigne la vitesse dans R, la première équation de (12.1) s'érit :
ρ
(D~V
Dt
+ 2~Ω ∧ ~V
)
= −∇3p−∇3Φ− ρg~k, (12.2)
ave Φ = Ω2R2/2 et R la distane entre la partiule et l'axe de rotation. Puisque la
fore de gravité dérive d'un potentiel, il existe Ψ tel que −∇3Φ − ρg~k = −∇3Ψ et
nous rérivons ette quantité −ρg~j.
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Fig. 12.1  Référentiels R et G
Nous introduisons ensuite un système de oordonnées sphériques qui va per-
mettre de prendre en ompte plus failement les eets de la gravité. Nous intro-
duisons (λ, φ, r) les oordonnées orrespondant à la longitude, la latitude et la hau-
teur (voir Figure 12.2). Dans e nouveau repère,
~V a pour oordonnées (u, v, w) et
~Ω = (0, Ωcosφ, Ω sinφ). L'équation (12.2) devient :
ρ
(
Du
Dt
− uv tanφ
r
+
uw
r
)
+ 2Ωρ(w cosφ− v sinφ) = − 1
r cosφ
∂p
∂λ
,
ρ
(
Dv
Dt
+
u2 tanφ
r
+
vw
r
)
+ 2Ωρu sinφ = − 1
r
∂p
∂φ
,
ρ
(
Dw
Dt
− u
2 + v2
r
)
− 2Ωρu cosφ = − ∂p
∂r
− ρg,
Dρ
Dt
+
ρ
r cosφ
(
∂u
∂λ
+
∂(v cosφ)
∂φ
) +
ρ
r2
∂(r2w)
∂r
= 0,
(12.3)
ave
D
Dt
=
∂
∂t
+
u
r cosφ
∂
∂λ
+
v
r
∂
∂φ
+ w
∂
∂r
.
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Fig. 12.2  Système de oordonnées sphériques
12.1.2 Propriétés des lois de onservation
Le système (12.3) possède les propriétés de onservation suivantes :
i. Conservation du moment angulaire :
Le moment angulaire d'une partiule de uide dans un milieu en rotation :
M = (Ω + u/R)R2 est onservé.
ii. Conservation de l'énergie méanique :
Pour tout volume V on a
∫
V
d
dt
(u2 + v2 + w2 + gz) dV = 0.
12.2 Equations hydrostatiques
Nous faisons ii quelques hypothèses physiques qui nous permettront d'approher
le système (12.3) et nous préisons les onditions aux limites.
12.2.1 Approximations
Approximation de Boussinesq
Cette approximation onsiste à onsidérer que la densité volumique varie faible-
ment autour d'une position d'équilibre. Soit ρ0 la valeur de référene, et ρ̂ la petite
perturbation, nous avons :
ρ(x, y, z, t) = ρ0 + ρ̂(x, y, z, t) ave ρ0 ≫ ρ̂.
En introduisant ette déomposition dans l'équation de onservation de la masse
Dρ/Dt+ ρ∇3 · ~V = 0, nous trouvons :
Dρ̂
Dt
+ ρ0(∇3 · ~V ) + ρ̂(∇3 · ~V ) = 0.
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L'approximation de Boussinesq qui traduit la faible variation de densité ρˆ/ρ0 ≪ 1
nous donne alors l'hypothèse d'inompressibilité ∇3 · ~V = 0.
Approximations hydrostatiques
Nous étudions la irulation de l'oéan dans un volume de hauteur H petit
par rapport aux dimensions de la Terre, .-à-d. nous faisons les approximations
géométriques suivantes :
- la oordonnée r est de l'ordre du rayon de la Terre : r ∼ a.
- la variation de r est de l'ordre de H : ∂r ∼ H .
- les variations de la longitude et de la latitude sont linéaires : (∂λ, ∂φ) ∼ O(1).
En utilisant les approximations préédentes et en onsidérant l'expression de la
dérivée partiulaire en oordonnées sphériques :
D
Dt
=
∂
∂t
+
u
r cosφ
∂
∂λ
+
v
r
∂
∂φ
+ w
∂
∂r
,
nous déduisons les adimensionnements suivants :
u ∼ U,
v ∼ U,
w ∼ UH
a
,
∂t ∼ a
U
.
Nous faisons alors une étude adimensionnelle de la troisième équation du système
(12.3). En appréiant l'ordre de grandeur de haun des termes et en négligeant les
plus petits, il reste :
∂p
∂r
∼ −ρg.
C'est l'approximation hydrostatique.
Ensuite en divisant les deux premières équations de (12.3) par ρ et en approhant
1/ρ par 1/ρ0 (approximation de Boussinesq), nous obtenons nalement le système :

Du
Dt
=
uv tanφ
r
− uw
r
− 2Ωw cos φ+ 2Ωv sinφ− 1
ρ0r cosφ
∂p
∂λ
,
Dv
Dt
= −u
2 tanφ
r
− uw
r
− 2Ωu sinφ− 1
ρ0r
∂p
∂φ
,
∂p
∂r
= −ρg,
∇3 · ~V = 0.
(12.4)
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Ce système n'est toutefois pas physiquement aeptable. En eet, omme nous
l'avons vu au paragraphe (12.1.2) le moment angulaire et l'énergie inétique des
équations primitives non hydrostatiques sont onservées. Mais les équations (12.4)
ne vérient pas es propriétés. Or il sut de négliger le terme en w dans le seond
membre des deux premières équations, e qui est ohérent ave la simpliation de
la troisième où l'on avait négligé le mouvement vertial, pour que l'énergie inétique
soit onservée. Ensuite, si on érit les équations en un rayon moyen rE , la onserva-
tion du moment angulaire est vériée. Nous obtenons alors les équations primitives
hydrostatiques : 
Du
Dt
=
uv tanφ
rE
+ fv − 1
rE cos φ
∂p′
∂λ
,
Dv
Dt
= −u
2 tanφ
rE
− fu− 1
rE
∂p′
∂φ
,
∂p′
∂r
= − ρ
ρ0
g,
∇3.~V = 0,
(12.5)
ave
D
Dt
=
∂
∂t
+
u
rE cosφ
∂
∂λ
+
v
rE
∂
∂φ
+ w
∂
∂r
,
p′ = p/ρ0,
f = 2Ω sinφ.
Nous rérivons e système de façon plus ompate, en introduisant la vitesse
horizontale
~U = (u, v) : 
D~U
Dt
+ f~k ∧ ~U = −∇p′,
∂p′
∂r
= −g ρ
ρ0
,
∇ · ~U + ∂w
∂r
= 0.
(12.6)
Dans la suite nous revenons à un système de oordonnées artésiennes (x, y, z) où
la variable z est assimilée à r.
12.2.2 Conditions limites
Nous détaillons ii les onditions aux limites qui sont imposées à la surfae de
l'eau et au fond. Ii h représente la hauteur de l'eau par rapport à la surfae z = 0
et η représente la profondeur (voir Figure 12.3).
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 Surfae libre
Soit G(x) = 0 l'équation de la surfae libre d'un uide en mouvement. Pour
une partiule située au niveau de ette surfae, l'équation G(x) = 0 ne varie
pas au ours du temps. Du point de vue lagrangien, ela signie que l'on a
DG/Dt = 0 sur ette surfae.
Ainsi en z = h(x, y, t), l'équation de la surfae libre, nous avons la relation :
Dz/Dt = w = Dh/Dt .-à-d.
w =
∂h
∂t
+ u
∂h
∂x
+ v
∂h
∂y
en z = h. (12.7)
 Fond
L'équation du fond s'érit : z + η(x, y) = 0 et la ondition d'imperméabilité
~V · ~n = 0 (~n représente le veteur normal au fond) nous donne :
w = −u∂η
∂x
− v∂η
∂y
en z = −η. (12.8)
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Fig. 12.3  hauteur et fond de l'eau
12.3 Equations de Saint-Venant linéaires
Puisque nous sommes dans le as d'un bassin peu profond, nous allons plutt
onsidérer le mouvement moyen régi par les équations (12.6) que nous allons pour
ela intégrer vertialement.
Equations ave termes soures
Dans ette setion nous introduisons les termes soures. Nous prenons en ompte
notamment la fore exerée par l'atmosphère au niveau de la surfae de l'eau et elle
qu'exere le fond marin sur l'eau. Ces fores font appel à la théorie de la ouhe limite
d'Ekman. Si on exere une fore ~τ à la surfae d'une ouhe d'épaisseur δz, au niveau
de la base de la ouhe il s'exerera une fore ~τ − δz ∂z~τ (voir Figure 12.4).
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Fig. 12.4  Couhe limite d'Ekman
Nous obtenons alors la fore par unité de masse : ∂z~τ/ρ0 que l'on ajoute au seond
membre de l'équation de quantité de mouvement puisque 'est bien une fore qui
tend à aélérer le uide.
Les équations sont don
D~U
Dt
+ f~k ∧ ~U = −∇p′ + 1
ρ0
∂~τ
∂z
,
∂p′
∂z
= − ρ
ρ0
g,
∇ · ~U + ∂w
∂z
= 0.
(12.9)
Equations de Saint-Venant
Puisque nous onsidérons que le mouvement vertial est de faible amplitude
devant le mouvement horizontal, nous allons intégrer vertialement les équations
primitives hydrostatiques (12.9) dans le ontexte de petites variations. Pour ela,
nous érivons
~U omme la somme de la valeur moyenne et d'une petite perturbation :
~U = ~U(x, y, t) + ~U ′(x, y, z, t) (12.10)
ave
~U(x, y, t) = 1
H
∫ h
−η
~U dz où H = η + h.
Pour intégrer la première équation de (12.9), il nous faut obtenir une expression
de la pression. Pour ela, nous utilisons la deuxième équation de (12.9) :
∂p′
∂z
= − ρ
ρ0
g = −g
(
1 +
ρ̂
ρ0
)
.
Nous en déduisons que p′ = g(h− z) + ∫ z
h
ρ̂/ρ0dz, ou si on néglige les petites varia-
tions :
p′ = g(h− z).
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A présent nous intégrons vertialement sur la faible épaisseur [−η, h] haun des
termes de la première équation de (12.9) ((X)i désigne la i
ème
omposante du veteur
X) :
i. terme D~U/Dt (nous prenons en ompte la ondition ∇3 · ~V = 0) :∫ h
−η
(
∂~U
∂t
+∇~U ~V
)
1
dz
=
∫ h
−η
(
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
)
dz
=
∫ h
−η
(
∂u
∂t
+
∂(u2)
∂x
+
∂(uv)
∂y
+
∂(uw)
∂z
)
dz
=
∂
∂t
∫ h
−η
udz − ∂h
∂t
u|z=h +
∂
∂x
∫ h
−η
u2dz − ∂h
∂x
u2|z=h −
∂η
∂x
u2|z=−η
+
∂
∂y
∫ h
−η
(uv)dz − ∂h
∂y
uv|z=h − ∂η
∂y
uv|z=−η + (uw)|z=h − (uw)|z=−η
=
∂
∂t
∫ h
−η
udz +
∂
∂x
∫ h
−η
u2dz +
∂
∂y
∫ h
−η
(uv)dz
− u
(
∂h
∂t
+ u
∂h
∂x
+ v
∂h
∂y
− w
)
|z=h
− u
(
u
∂η
∂x
+ v
∂η
∂y
+ w
)
|z=−η
=
∂
∂t
∫ h
−η
udz +
∂
∂x
∫ h
−η
u2dz +
∂
∂y
∫ h
−η
(uv)dz,
ette dernière égalité utilise les onditions aux limites (12.7) et (12.8). En
reprenant le raisonnement sur la deuxième oordonnée de D~U/Dt nous trou-
vons : ∫ h
−η
(
∂~U
∂t
+∇~U ~V
)
dz =
∂(H ~U)
∂t
+∇ ·
∫ h
−η
(~U ~U t)dz.
ii. terme en pression :
∫ h
−η
∇p′dz = g
(∫ h
−η
∇hdz −
∫ h
−η
∇zdz
)
= g(∇
∫ h
−η
hdz − h∇h− h∇η)− g(∇
∫ h
−η
zdz − h∇h + η∇η)
= g(∇(Hh)− h∇h− h∇η)− g(h∇h− η∇η − h∇h+ η∇η)
= g(∇(Hh)− h∇H)
= gH∇h.
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iii. termes de forçage : ∫ h
−η
1
ρ0
∂~τ
∂z
dz =
1
ρ0
(~τs − ~τb)
où ~τb et ~τs représentent respetivement la tension exerée au niveau de la
surfae de l'eau et au niveau du fond.
En regroupant les aluls i., ii. et iii. nous obtenons nalement l'équation :
∂(H~U)
∂t
+∇ ·
∫ h
−η
(~U ~U t)dz + fH~k ∧ ~U+ gH∇η = ~τs
ρ0
− ~τb
ρ0
. (12.11)
Nous intégrons à présent la ondition d'inompressibilité ∇ · ~U + ∂w/∂z = 0 :∫ h
−η
∇ · ~Udz +
∫ h
−η
∂w
∂z
dz
= ∇ ·
∫ h
−η
~Udz −∇h · ~U|z=h −∇η · ~U|z=−η + w|z=h − w|z=−η
= ∇ · (H~U) + ∂h
∂t
,
la dernière ligne étant obtenue grâe aux onditions aux limites (12.7) et (12.8).
Grâe à la relation (12.10) nous pouvons approher le deuxième terme de (12.11)
par∇·(H~U~Ut) et nous obtenons nalement les équations de Saint-Venant suivantes :
∂(H~U)
∂t
+∇ · (H~U~Ut) + fH~k ∧ ~U+ gH∇h = ~τs
ρ0
− ~τb
ρ0
,
∂h
∂t
+
∂(Hu)
∂x
+
∂(Hv)
∂y
= 0.
(12.12)
Dans l'étude qui suit nous supposons que la hauteur totale de l'eau varie peu (.-à-d.
H peut être assimilée à une onstante), ainsi ∇ · (H~U~Ut) devient H∇~U~U, et e
terme est ensuite linéarisé autour de
~U = ~0. Par ailleurs pour des raisons de stabilité
numérique, il est utile d'ajouter de la dissipation au modèle. La fore de Coriolis est
onsidérée onstante dans la partie théorique et dépendra de l'espae dans la partie
numérique. Enn, nous négligeons la tension du fond marin. Nous travaillerons alors
sur les équations de Saint-Venant linéarisées suivantes :
∂ ~U
∂t
+ f~k ∧ ~U+ g
H
∇h = ~τs
ρ0
− ν△~U,
∂h
∂t
+H
(
∂u
∂x
+
∂v
∂y
)
= 0.
(12.13)
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Pour des raisons de ompaité d'ériture nous adimensionnons la variable h et nous
introduisons h′ = (h−H)/H . Cei revient à travailler sur le système préédent
ave H = 1. Et nous introduisons la variable c telle que c2 = gH . Nous obtenons
nalement le système :
∂ ~U
∂t
+ f~k ∧ ~U+ c2∇h′ = ~τs
ρ0
− ν△~U,
∂h′
∂t
+
(
∂u
∂x
+
∂v
∂y
)
= 0.
(12.14)
Ce système est très utilisé en météorologie et oéanographie, notamment pour des
études de proessus. Par ailleurs, la dynamique des modèles tridimensionnels très
omplexes utilisés pour les simulations réalistes (modèles aux équations primitives)
peut en fait être déomposée omme la superposition de modes vertiaux vériant
haun un système de type Saint-Venant. Les équations de Saint-Venant sont don
sous-jaentes à tous les modèles de irulation oéanique ou atmosphérique.
12.4 Ondes de Kelvin
Les ondes prinipales présentes dans le modèle de Saint-Venant sont les ondes
de Kelvin. Ces ondes sont solutions du système de Saint-Venant sans visosité, sans
forçage et ave une vitesse méridienne nulle (vK = 0) :
∂uK
∂t
+ c2
∂hK
∂x
= 0,
fuK + c
2∂hK
∂y
= 0,
∂hK
∂t
+
∂uK
∂x
= 0.
En herhant la solution sous la forme uK = e
ξx+stu˜(y) et hK = e
ξx+sth˜(y), nous
sommes amenés à résoudre le système :
su˜+ c2ξh˜ = 0,
f u˜+ c2
∂h˜
∂y
= 0,
sh˜+ ξu˜ = 0.
La première et la troisième équation nous donnent une ondition néessaire pour que
la solution ne soit pas identiquement nulle : ξ = ǫs/c, ave ǫ = ±1. Nous obtenons
également h˜ = −ǫu˜/c. La deuxième équation nous donne alors ∂yu˜ = fǫu˜/c, .-à-d.
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u˜ = αeǫ
f
c
y
. Or l'hypothèse f = βy ave β > 0 nous indique que fy > 0, ainsi en
prenant ǫ = −1 nous sommes assurés que la solution n'explose pas ave y. Nous
avons alors :
uK = αe
− s
c
xeste
−βy2
2c ,
hK =
1
c
αe−
s
c
xeste
−βy2
2c
et nous retrouvons le fait que l'onde de Kelvin est une onde qui se propage d'ouest
en est.
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Chapitre 13
Equations de Saint-Venant dans
l'espae entier
Dans e hapitre, nous résolvons les équations de Saint-Venant dans l'espae
entier Ω ≡ R2 .-à-d. nous résolvons le problème de Cauhy suivant, ave W(x, y, t)
déni pour (x, y) ∈ Ω et t ∈]0, T [ :
∂W
∂t
= A
∂W
∂x
+B
∂W
∂y
+ C
(
∂2W
∂x2
+
∂2W
∂y2
)
+DW + FW dans Ω×]0, T [,
W(·, ·, 0) =W0 dans Ω,
(13.1)
ave W =
 uv
h

, A =
 0 0 −c20 0 0
−1 0 0

, B =
 0 0 00 0 −c2
0 −1 0

,
C =
 ν 0 00 ν 0
0 0 0

, D =
 0 f 0−f 0 0
0 0 0

et FW =
 F1F2
0
 .
La fore de Coriolis est supposée onstante ii et dans les hapitres qui suivent.
Nous introduisons U le veteur vitesse (u, v)t, F = (F1, F2)
t
et nous notons LSW
l'opérateur de Saint-Venant déni par :
LSW ≡ ∂
∂t
−A ∂
∂x
−B ∂
∂y
− C
(
∂2
∂x2
− ∂
2
∂y2
)
−D.
Si nous expliitons les équations en U et h de e système, nous obtenons :
∂U
∂t
− ν△U+ c2∇h+ D˜U = F,
∂h
∂t
+
∂u
∂x
+
∂v
∂y
= 0,
(13.2)
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ave D˜ =
(
0 −f
f 0
)
.
Dans la Setion 13.1 nous montrons que le problème (13.1) ave un seond membre
nul est bien posé. Puis grâe au prinipe de Duhamel, dans la Setion 13.2 nous
généralisons le résultat au problème non homogène et nous donnons un résultat de
régularité pour la solution.
13.1 Problème de Cauhy homogène
Nous étudions ii le problème sans seond membre assoié à (13.1) :{
LSWWH = 0 dans Ω×]0, T [,
WH(·, ·, 0) = W0 dans Ω.
(13.3)
Nous rappelons dans ette setion les théorèmes qui nous donnent l'existene d'une
solution à e problème de Cauhy homogène. On pourra se reporter à [30℄ (H-O.
Kreiss et J. Lorenz) pour plus de détails.
Dans un premier temps nous dénissons la transformée de Fourier dans les deux
variables de l'espae (x, y) ∈ R2 d'une fontion φ de L2(R2) :
φˆ(k, l) =
1
2π
∫
R2
φ(x, y)e−i(kx+ly) dx dy,
et nous prenons la transformée de Fourier de l'équation (13.3). Si ŴH = (uˆH , vˆH , hˆH)
désigne la transformée de Fourier de WH = (uH , vH , hH), nous avons :
∂ŴH
∂t
= (ikA+ ilB − (k2 + l2)C +D)ŴH dans R2×]0, T [,
ŴH(·, ·, 0) = Ŵ0 dans R2.
(13.4)
Dénition 13.1.1 La matrie P (ik, il) = (ikA+ ilB − (k2 + l2)C +D) est appelée
symbole de l'opérateur diérentiel P(∂x, ∂y) = A∂x +B∂y + C(∂xx + ∂yy) +D.
Nous résolvons à présent (13.4) et e problème admet la solution :
ŴH(k, l, t) = Ŵ0(k, l)e
P (ik,il)t.
Par transformée de Fourier inverse nous trouvons que la solution de (13.3), si elle
existe, est de la forme :
WH(x, y, t) =
1
2π
∫
R2
ei(kx+ly)eP (ik,il)tŴ0(k, l) dk dl. (13.5)
160
Chap. 13 Les équations de Saint-Venant dans l'espae entier
Cette dernière expression nous donne alors un ritère pour que le problème (13.3)
soit bien posé. C'est l'objet de la dénition suivante où |A| désigne la norme de
la matrie A dénie par |A| = max{|Au|, |u| = 1} ave | · | la norme eulidienne
vetorielle.
Dénition 13.1.2 Le problème de Cauhy (13.3) est dit bien posé s'il existe deux
onstantes K et α telles que
|eP (ik,il)t| ≤ Keαt
pour tout t ≥ 0 et pour tout (k, l) dans R2.
Cette dénition implique que la solution WH existe et qu'elle est majorée en
norme par la ondition initiale.
Ainsi pour montrer que (13.3) est bien posé, il sut de montrer que la matrie
P (ik, il) = (ikA + ilB − (k2 + l2)C + D) vérie ette propriété. Mais la forme de
P (ik, il) est diilement exploitable ; nous utiliserons alors une aratérisation de
ette dénition. Pour ela nous introduisons le théorème suivant où l'expression
A ≤ B où A et B sont deux matries hermitiennes de Cn,n, est dénie par 〈u,Au〉 ≤
〈u,Bu〉 pour tout u dans Cn.
Théorème 13.1.1 Le problème de Cauhy ut = P(∂x, ∂y)u est bien posé si et seule-
ment si pour tout (k, l) de R2, il existe une matrie hermitienne H(k, l) ∈ C2,2 ave
K−1 Id ≤ H(k, l) ≤ K Id et H(k, l)P (ik, il) + P ⋆(ik, il)H(k, l) ≤ 2αH(k, l)
ave Id l'opérateur identité dans C2,2, et K, α des onstantes indépendantes de
k et l.
Ce théorème permet de démontrer le résultat qui suit (on pourra trouver la
démonstration de es deux théorèmes dans [30℄ (H-O. Kreiss et J. Lorenz)). Nous
rappelons que le système ∂tu + A∂xu = 0 est dit fortement hyperbolique si A est
diagonalisable et si ses valeurs propres sont réelles.
Théorème 13.1.2 Nous onsidérons le veteurWH(x, y, t) = (UH(x, y, t), hH(x, y, t))
t
et l'opérateur diérentiel P(∂x, ∂y) érit sous la forme :
P =
( P1 0
0 P2
)
+
( R11 R12
R21 0
)
+R0.
Si P1 est l'opérateur Laplaien, si ∂thH = P2(hH) est un problème fortement hyper-
bolique, et si les Rj,k sont d'ordre 1 et R0 d'ordre 0, alors le problème de Cauhy
∂tWH = P(∂x, ∂y)WH est bien posé au sens de la Dénition 13.1.2.
Si (·, ·)Ω et ‖·‖Ω désignent le produit salaire et la norme assoiée dans L2(R2), nous
avons le théorème suivant.
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Théorème 13.1.3 SoitW0 = (U0, h0) dans L
2(Ω)×L2(Ω). Le problème de Cauhy
(13.3) est bien posé au sens de la Dénition 13.1.2. De plus nous avons l'estimation
d'énergie pour tout t ≥ 0 :
‖WH(·, ·, t)‖2Ω ≤ C‖W0‖2Ω. (13.6)
ave C une onstante positive.
Preuve : Nous appliquons le Théorème 13.1.2. ave P1 ≡ ν△, R11 ≡ 0, R12 ≡
−c2∇, P2 ≡ 0, R21 ≡ −div et R0 ≡
( −D˜ 0
0 0
)
.
Nous obtenons alors que (13.3) est bien posé.
Il reste à montrer l'estimation d'énergie. Pour ela nous multiplions salairement
par le veteur UH l'équation
∂UH
∂t
− ν△UH + c2∇hH + D˜UH = 0
et nous intégrons le résultat sur Ω. Nous obtenons après intégration par parties et
puisque (D˜UH ,UH)Ω = 0 :
1
2
d
dt
‖UH‖2Ω + ν‖∇UH‖2Ω − c2(hH , divUH)Ω = 0. (13.7)
Puis en multipliant l'équation ∂thH + divUH = 0 par c
2hH et en intégrant sur Ω,
nous obtenons :
c2
2
d
dt
‖hH‖2Ω + c2(hH , divUH)Ω = 0. (13.8)
En additionnant (13.8) et (13.7) nous trouvons alors :
1
2
d
dt
(‖UH‖2Ω + c2‖hH‖2Ω)+ ν‖∇UH‖2Ω = 0. (13.9)
Cette relation nous indique d'une part que l'énergie se dissipe sous le seul eet
de la visosité. D'autre part, l'intégration de ette équation sur l'intervalle ]0, t[ et
l'utilisation de la ondition initiale nous donne l'estimation (13.6)
13.2 Problème de Cauhy non homogène
Nous étudions à présent le problème de Cauhy non homogène (13.1). Nous
montrons dans un premier temps que e problème possède une solution (Théorème
13.2.1) puis nous donnons des résultats de régularité (Théorèmes 13.2.2 et 13.2.3).
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Théorème 13.2.1 SoitW0 = (U0, h0) dans L
2(Ω)×L2(Ω) et F dans L2(0, T ;L2(Ω)).
Le problème de Cauhy non homogène (13.1) possède une solution et elle vérie l'es-
timation d'énergie pour tout t ≥ 0 :
‖W(·, ·, t)‖2Ω ≤ C(t)
(
‖W0‖2Ω +
∫ t
0
‖F(·, ·, τ)‖2Ω
)
.
Preuve : Nous introduisons le semi-groupe d'opérateurs T (t) déni par
WH(t) = T (t)W0. (13.10)
Par ailleurs, le prinipe de Duhamel (voir [30℄ (H-O. Kreiss et J. Lorenz)) nous
donne :
W(t) = T (t)W0 +
∫ t
0
T (t− τ)F(τ)dτ,
et ainsi,
‖W(·, ·, t)‖Ω ≤ ‖T (t)W0‖Ω +
∫ t
0
‖T (t− τ)F(τ)‖Ω dτ.
Le problème homogène étant bien posé, il existe deux onstantes positives α et K
telles que |WH|(t) ≤ Keαt|W0| .-à-d. |T (t)F| ≤ Keαt|F|. Et en utilisant (13.6),
nous en déduisons :
‖W(·, ·, t)‖Ω ≤ C‖W0‖Ω + max
0≤τ≤t
eα(t−τ)
∫ t
0
‖F(·, ·, τ)‖Ωdτ,
ave C la onstante positive donnée par le Théorème 13.1.3.
Ainsi nous avons :
‖W(·, ·, t)‖2Ω ≤ C˜(t)
(
‖W0‖2Ω +
∫ t
0
‖F(·, ·, τ)‖2Ω
)
,
ave C˜(t) une onstante positive qui dépend de t.
Le théorème suivant nous donne un premier résultat de régularité pour le pro-
blème de Cauhy (13.1).
Théorème 13.2.2 Soit W0 = (U0, h0) appartenant à H
1(Ω) × H1(Ω) et F ap-
partenant à L2(0, T ;L2(Ω)). Si W = (U, h) est la solution de (13.1), alors U ap-
partient à H2,1(Ω×]0, T [) et h appartient à H1,1(Ω×]0, T [) ave ∂th appartenant à
H1,1/2(Ω×]0, T [).
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Preuve : Nous reprenons le raisonnement de la preuve du Théorème 13.1.3, .-à-d.
nous multiplions salairement l'équation d'évolution en U de (13.2) par U, elle en
h par c2h. Dans le as du problème non homogène (13.9) devient :
1
2
d
dt
(‖U‖2Ω + c2‖h‖2Ω) + ν‖∇U‖2Ω = (F,U)Ω
≤ 1
2
‖F‖2Ω +
1
2
‖U‖2Ω.
Cette inégalité est obtenue par l'inégalité de Cauhy-Shwarz et par la relation (1.5).
Nous intégrons à présent ette relation sur ]0, t[, t ≤ T :
1
2
(‖U‖2Ω(t) + c2‖h‖2Ω(t)) + ν
∫ t
0
‖∇U‖2Ω(σ)dσ
≤ 1
2
∫ t
0
‖F‖2Ω(σ)dσ +
1
2
∫ t
0
‖U‖2Ω(σ)dσ +
1
2
(‖U0‖2Ω + c2‖h0‖2Ω).
(13.11)
Soit φ(t) =
1
2
∫ t
0
‖U‖2Ω(σ)dσ, nous avons alors pour tout t ≤ T :
φ′(t) ≤ K + φ(t)
ave K =
1
2
∫ T
0
‖F‖2Ω(σ)dσ +
1
2
(‖U0‖2Ω + c2‖h0‖2Ω).
Le lemme de Gronwall implique que pour tout t ≤ T , φ(t) ≤ KeT .-à-d. :
1
2
∫ t
0
‖U‖2Ω(σ)dσ ≤ KeT
(
1
2
∫ T
0
‖F‖2Ω(σ)dσ +
1
2
(‖U0‖2Ω + c2‖h0‖2Ω)
)
.
Ave les hypothèses (U0, h0) ∈ L2(Ω)×L2(Ω) et F ∈ L2(0, T ;L2(Ω)), ette dernière
inégalité nous donne U dans L2(0, T ;L2(Ω)). Ensuite, l'inégalité (13.11) nous donne
U dans L2(0, T ;H1(Ω)).
Nous multiplions à présent l'équation en U par −△U et elle en h par −c2△h
et nous intégrons sur Ω. Nous obtenons :
1
2
d
dt
‖∇U‖2Ω + ν‖△U‖2Ω − c2(∇h,△U)Ω − (D˜U,△U)Ω =− (F,△U)Ω
c2
2
d
dt
‖∇h‖2Ω − c2(divU,△h)Ω = 0.
(13.12)
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Par ailleurs, nous avons (D˜U,△U)Ω = (−fv,△u)Ω + (fu,△v)Ω = (f∇v,∇u)Ω −
(f∇u,∇v)Ω = 0 et
(divU,△h)Ω =− (∇(divU),∇h)Ω
=−
(
∇
(
∂u
∂x
)
,∇h
)
Ω
−
(
∇
(
∂v
∂y
)
,∇h
)
Ω
=−
(
∂2u
∂x2
,
∂h
∂x
)
Ω
−
(
∂2u
∂y∂x
,
∂h
∂y
)
Ω
−
(
∂2v
∂x∂y
,
∂h
∂x
)
Ω
−
(
∂2v
∂y2
,
∂h
∂y
)
Ω
.
Et par intégrations par parties suessives en x et y sur le deuxième et troisième
terme de l'expression préédente, nous obtenons :
(divU,△h)Ω = −
(
∂2u
∂x2
,
∂h
∂x
)
Ω
−
(
∂2u
∂y2
,
∂h
∂x
)
Ω
−
(
∂2v
∂x2
,
∂h
∂y
)
Ω
−
(
∂2v
∂y2
,
∂h
∂y
)
Ω
= − (△U,∇h)Ω.
En additionnant les égalités (13.12) et en appliquant Cauhy-Shwarz et (1.5) au
seond membre, nous trouvons alors :
1
2
d
dt
(‖∇U‖2Ω + c2‖∇h‖2Ω) + ν‖△U‖2Ω ≤
1
2ν
‖F‖2Ω +
ν
2
‖△U‖2Ω.
L'intégration sur ]0, t[ nous donne alors :
1
2
(‖∇U‖2Ω(t) + c2‖∇h‖2Ω(t)) +
ν
2
∫ t
0
‖△U‖2Ω(σ)dσ
≤ 1
2ν
∫ t
0
‖F‖2Ω(σ)dσ +
1
2
(‖∇U0‖2Ω + ‖∇h0‖2Ω).
(13.13)
Puisque W0 = (U0, h0) est dans H
1(Ω) × H1(Ω) et F dans L2(0, T ;L2(Ω)), nous
en déduisons que U est dans L2(0, T ;H2(Ω)). Par ailleurs (13.11) et (13.13) nous
donnent h ∈ L2(0, T ;H1(Ω)). Enn en utilisant l'équation enU nous avons ∂tU dans
L2(0, T ;L2(Ω)) et en utilisant l'équation en h nous avons ∂th dans L
2(0, T ;L2(Ω)).
D'où le résultat :
U ∈ H2,1(Ω×]0, T [) et h ∈ H1,1(Ω×]0, T [).
Enn, puisque U ∈ H2,1(Ω×]0, T [), divU ∈ H1,1/2(Ω×]0, T [) et l'équation en h nous
donne alors :
∂h
∂t
∈ H1,1/2(Ω×]0, T [).
Le théorème suivant nous donne un résultat de régularité quand les données du
problème ont une régularité plus forte que elle onsidérée dans le Théorème 13.2.2.
Cette régularité nous permettra de dénir la trae de ∂tU sur une interfae tive
de Ω.
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Théorème 13.2.3 SoitW0 = (U0, h0) dansH
3(Ω)×H3(Ω) et F dansH2,1(Ω×]0, T [).
Si W = (U, h) est la solution de (13.1), alors U est dans H4,2(Ω×]0, T [) et ∂h est
dans H3,2(Ω×]0, T [) ave ∂th dans H3,3/2(Ω×]0, T [).
Preuve : Les hypothèses de e théorème vérient elles du Théorème 13.2.2 et
par onséquent W = (U, h) est dans H2,1(Ω×]0, T [)×H1,1(Ω×]0, T [) ave ∇h dans
H1(0, T ;L2(Ω)).
Nous dérivons haune des équations du système de Saint-Venant par rapport à x et
nous posons W1 = (u1, v1, h1) = (∂xu, ∂xv, ∂xh)
t
. Grâe à la linéarité de l'équation
nous avons : 
LSWW1 = ∂F
∂x
dans Ω×]0, T [,
W1(·, ·, 0) = ∂W0
∂x
dans Ω,
ave ∂xF dans H
1,1/2(Ω×]0, T [) (voir Théorème A-3.1), et ∂xW0 dans H2(Ω). Nous
appliquons alors de nouveau le Théorème 13.2.2 à e système et nous obtenons
∂xU dans L
2(0, T ;H2(Ω)). En refaisant le même raisonnement pour le veteur
(∂yu, ∂yv, ∂yh), nous obtenons ∂yU dans L
2(0, T ;H2(Ω)) et par suite U est dans
L2(0, T ;H3(Ω))
Et puisque ∂xxF, ∂yyF et ∂xyF sont dans L
2(0, T ;L2(Ω)) et ∂xxW0, ∂yyW0 et ∂xyW0
sont dans H1(Ω), nous pouvons réitérer le proessus sur les dérivées d'ordre 2 en x
et y du système de Saint-Venant et nous déduisons que U est dans L2(0, T ;H4(Ω)).
De même nous avons h dans L2(0, T ;H3(Ω)).
Pour la régularité en temps nous dérivons le système de Saint-Venant par rapport
à t, .-à-d. W2 = (u2, v2, h2)
t = (∂tu, ∂tv, ∂th)
t
vérie le système :LSWW2 =
∂F
∂t
dans Ω×]0, T [,
W2(·, ·, 0) = G0 dans Ω,
où ∂tF est dans L
2(0, T ;L2(Ω)) et G0 est déni par :
G0 =

F1(·, ·, 0)−
(
−fv0 − ν△u0 + c2∂h0
∂x
)
F2(·, ·, 0)−
(
fu0 − ν△v0 + c2∂h0
∂y
)
− ∂u0
∂x
− ∂v0
∂x
 ,
ave haune des omposantes de G0 dans H
1(Ω).
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Toujours par le Théorème 13.2.2, nous obtenons que ∂tU est dansH
1(0, T ;L2(Ω))
et par suite U appartient à H2(0, T ;L2(Ω)).
D'autre part nous avons ∂th dans H
1(0, T ;L2(Ω)) .-à-d. h est dans H2(0, T ;L2(Ω)).
Nous en déduisons alors que U appartient à H4,2(Ω×]0, T [) et h à H3,2(Ω×]0, T [).
Enn, puisque divU est dans H3,3/2(Ω×]0, T [), l'équation ∂th + divU = 0 nous
donne ∂th dans H
3,3/2(Ω×]0, T [).
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Chapitre 14
Equations de Saint-Venant dans le
demi-plan
Dans e hapitre nous déomposons Ω en Ω− =]−∞, L[×R et Ω+ =]0,+∞[×R
ave L ≥ 0, et nous faisons une étude en Fourier-Laplae (Fourier selon la variable y,
Laplae selon la variable t) des équations de Saint Venant dans haun de es demi-
plans. Cei nous permet d'érire un système d'équations diérentielles ordinaires
dont nous obtenons expliitement la solution en Fourier-Laplae. Cette démarhe
nous sera utile aux hapitres suivants au ours desquels nous onsidérons diérentes
onditions aux limites.
Dans la Setion 14.1, nous eetuons une transformation de Fourier-Laplae du
système de Saint Venant et nous le résolvons dans la Setion 14.2. Enn dans la
Setion 14.3 nous montrons une propriété des valeurs propres généralisées qui sera
utile dans les hapitres suivants.
14.1 Transformée de Fourier-Laplae du système
Soit φ une fontion intégrable en espae telle qu'il existe deux onstantes stri-
tement positives α et K telles que |φ(x, y, t)| ≤ Keαt pour tout (x, y) de R2. Nous
notons φˆ la transformée de Fourier en y et de Laplae en t de la fontion φ :
φˆ(x, η, s) =
1
2π
∫
R
∫ +∞
0
φ(x, y, t)e−(iηy+st)dy dt,
où s = σ + iω, σ > α > 0, est la variable de Laplae assoiée au temps, et η la
variable de Fourier assoiée à la variable d'espae tangentielle y.
Nous onsidérons les équations de Saint Venant sans terme soure et ave une ondi-
tion initiale nulle, et nous en prenons la transformée de Fourier-Laplae. Nous notons
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Ŵ = (uˆ, vˆ, hˆ) la transformée de W = (u, v, h) et nous obtenons le système :
(s+ νη2)uˆ− f vˆ + c2∂hˆ
∂x
− ν ∂
2uˆ
∂x2
= 0,
(s+ νη2)vˆ + fuˆ+ c2iηhˆ− ν ∂
2vˆ
∂x2
= 0,
shˆ+ iηvˆ +
∂uˆ
∂x
= 0.
(14.1)
Nous herhons la solution du système (14.1) sous la forme Ŵ = Φ e−ξx, ave
Φ ∈ R3 et nous sommes amenés à résoudre le système suivant :
MΦ = 0, (14.2)
où M est dénie par :
M(ξ, η, s) =
 s+ νη
2 − νξ2 − f − c2ξ
f s+ νη2 − νξ2 c2iη
− ξ iη s
 .
Le système (14.2) a une solution non nulle si et seulement si le déterminant de M
est nul. Cette ondition est réalisée si et seulement si ξ est solution de l'équation
biarrée à oeients dépendant de s et η suivante :
ξ4 −
(
2η2 +
s
ν
+
s2
sν + c2
)
ξ2 +
s(s2 + f 2)
ν(sν + c2)
+
sη2
ν
+ η4 +
s2η2
sν + c2
= 0. (14.3)
Nous introduisons :
ξ2a =
1
2
(
2η2 +
s
ν
+
s2
sν + c2
)
+
√
s2(c4 − 4f 2ν2)− 4sνf 2c2
2ν(sν + c2)
,
ξ2b =
1
2
(
2η2 +
s
ν
+
s2
sν + c2
)
−
√
s2(c4 − 4f 2ν2)− 4sνf 2c2
2ν(sν + c2)
,
(14.4)
où
√
X désigne le nombre omplexe i
√|X| si X ∈ R− ou le nombre omplexe de
partie réelle positive et dont le arré est X dans les autres as.
Les solutions de (14.3) sont alors
ξ1 = −
√
ξ2a, ξ2 = −
√
ξ2b , et ξ3 = −ξ1, ξ4 = −ξ2, (14.5)
.-à-d. les parties réelles de ξ1 et ξ2 sont négatives et elles de ξ3, ξ4 sont positives.
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14.2 Résolution du système en Fourier-Laplae
La solution du système (14.1) s'érit sous la forme :
Ŵ = α1Φ
1e−ξ1x + α2Φ
2e−ξ2x + α3Φ
3e−ξ3x + α4Φ
4e−ξ4x,
ave les Φi donnés par
Φi =
 AiBi
Ci
 =

fs− iηc2ξi
−(sν + c2)ξ2i + s(s+ νη2)
iη ν ξi
2 + fξi − iη (s+ ν η2)
 . (14.6)
Soit Ŵ± la solution dans Ω±. Pour que dans haque sous-domaine la solution
soit de arré intégrable en x, nous onsidérons le signe de la partie réelle des ξi, et
nous éliminons les termes exponentiellement roissants. Nous obtenons :
Ŵ− = α1Φ
1e−ξ1x + α2Φ
2e−ξ2x pour (x, η, s) ∈]−∞, L[×R×C,
Ŵ+ = α3Φ
3e−ξ3x + α4Φ
4e−ξ4x pour (x, η, s) ∈]0,+∞[×R× C.
Par le Théorème 14.2.1 nous montrons que Φ1, Φ2 d'une part, et Φ3, Φ4 d'autre
part, ne sont pas olinéaires et qu'ainsi la solution dans haque sous-domaine est
dénie à exatement deux onstantes près. Ces onstantes seront déterminées par
les onditions aux limites.
Dans e qui suit nous posons c˜ = c4 − 4f 2ν2.
Théorème 14.2.1 Si (σ, ω) 6= (0, 0) et (σ, ω) 6= (4νf 2c2/c˜, 0), alors les veteurs Φ1
et Φ2 d'une part et les veteurs Φ3 et Φ4 d'autre part ne sont pas olinéaires.
Preuve : Nous montrons dans un premier temps que Φ1 et Φ2 ne sont pas oli-
néaires. Pour ela nous notons Mi la matrie M prise au point ξ = ξi. Nous avons
par dénition :
M1Φ
1 = 0 et M2Φ
2 = 0,
et si Φ1 et Φ2 étaient olinéaires, nous aurions M1Φ
2 = 0 et M2Φ
1 = 0, et nous
allons montrer que es deux dernières égalités ne peuvent être réalisées. Pour ela
nous rérivons l'égalité MiΦ
i = 0, i = 1, 2 sous la forme (voir (14.2)) :
(ξ2i P + ξiQ+R)Φ
i = 0 (14.7)
ave P =
 −ν 0 00 −ν 0
0 0 0

, Q =
 0 0 −c20 0 0
−1 0 0

et R =
 s+ νη2 −f 0f s+ νη2 c2iη
0 iη s

,
et ei nous donne pour i = 2 :
RΦ2 = (−ξ22P − ξ2Q)Φ2,
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et par suite
M1Φ
2 = (ξ21P + ξ1Q+R)Φ
2
= (ξ21P + ξ1Q− ξ22P − ξ2Q)Φ2
= (ξ1 − ξ2)((ξ1 + ξ2)P +Q)Φ2.
De même nous avons
M2Φ
1 = (ξ1 − ξ2)((ξ1 + ξ2)P +Q)Φ1.
Nous en déduisons que si ξ1 6= ξ2 et si det((ξ1 + ξ2)P + Q) = c2ν(ξ1 + ξ2) 6= 0,
alors M2Φ
1 6= 0 et M1Φ2 6= 0 et par suite Φ1 et Φ2 ne sont pas olinéaires. Nous
allons montrer qu'en dehors des points (σ, ω) = (0, 0) et (σ, ω) = (4νf 2c2/c˜, 0), ξ1
est diérent de ξ2 et ξ1 + ξ2 est non nul.
Nous herhons d'abord pour quels (η, σ, ω) de R3, l'égalité ξ1 = ξ2 est vériée.
Nous avons ξ1 = ξ2 si et seulement si s(sc˜− 4f 2c2ν) = 0 (voir (14.4)), .-à-d. si et
seulement si
s = 0 ou s = 4c2f 2ν/c˜
soit
(σ, ω) = (0, 0) ou (σ, ω) = (4c2f 2ν/c˜, 0).
D'autre part nous herhons pour quels (η, σ, ω) de R3, l'égalité ξ1 + ξ2 = 0 est
réalisée. Pour ela nous montrons les impliations et équivalenes suivantes :
(ξ1 + ξ2 = 0)⇒ (Re(ξ1) = Re(ξ2) = 0)⇔
(
Re(ξ21) ≤ 0 et Re(ξ22) ≤ 0
Im(ξ21) = 0 et Im(ξ22) = 0
)
.
(14.8)
En eet, puisque les parties réelles de ξ1 et ξ2 sont négatives, une ondition néessaire
pour que ξ1 + ξ2 s'annule est que Re(ξ1) = Re(ξ2) = 0. Puis nous avons
Re(ξ1) = − 1√
2
(Re(ξ21) + (Re(ξ21)2 + Im(ξ21)2)1/2)1/2 ,
ainsi Re(ξ1) ne s'annule qu'à la ondition néessaire et susante que Re(ξ21) ≤ 0
et Im(ξ21) = 0. De même nous avons Re(ξ2) = 0 si et seulement si Re(ξ22) ≤ 0 et
Im(ξ22) = 0. Mais Im(ξ21) s'érit sous la forme Im(ξ21) = X+Y et Im(ξ22) = X−Y ,
ave (voir (14.4)) :
X = Im
(
η2 +
s
2ν
+
s2
2(sν + c2)
)
et Y = Im
(√
s2c˜− 4sνf 2c2
2ν(sν + c2)
)
.
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Ainsi, dire que les parties imaginaires de ξ21 et ξ
2
2 sont nulles revient à dire que X = 0
et Y = 0. Or X = 0 revient à :
ω
(
1
2ν
+
2σ(c2 + σν) + ν(ω2 − σ2)
2((c2 + σν)2 + ω2ν2)
)
= 0,
.-à-d. ω
(
c4 + 2σ2ν2 + 4σνc2 + 2ν2ω2
2((c2 + σν)2 + ω2ν2)
)
= 0,
et nous en déduisons alors puisque σ ≥ 0 que X est nul si et seulement si ω = 0. Or
la partie Y ave ω = 0 s'érit :
Y =

0 si c˜σ − 4νf 2c2 ≥ 0,√|c˜σ2 − 4νσf 2c2|
2ν(σν + c2)
si c˜σ − 4νf 2c2 < 0.
Ainsi quand ω = 0 et dans le as où c˜ est positif, Y est identiquement nul si
σ ≥ 4νf 2c2/c˜ ou si σ = 0. Et dans le as où c˜ est négatif, Y est identiquement nul
pour σ = 0 ou σ = 4νf 2c2/c˜.
Nous avons don montré que si c˜ > 0 :
(Im(ξ21) = Im(ξ22) = 0)⇔ ( ω = 0 etσ ∈ [4νf 2c2/c˜,+∞[∪{0}
)
,
et si c˜ ≤ 0 :
(Im(ξ21) = Im(ξ22) = 0)⇔ ( ω = 0 etσ ∈ {4νf 2c2/c˜} ∪ {0}
)
.
Or si ω = 0 nous avons
Re(ξ21) = η2 +
σ
2ν
+
σ2
2(σν + c2)
+ E ave E = Re
(√
σ2c˜− 4σνf 2c2
2ν(σν + c2)
)
,
et E ≥ 0 ar E a le signe de la partie réelle d'une raine omplexe. Cei signie
que quand ω = 0, pour tout σ > 0 la partie réelle de ξ21 est stritement positive. Et
quand σ = 0 la partie réelle de ξ21 s'annule pour η = 0.
Pour résumer, en dehors du point (σ, η, ω) = (0, 0, 0) nous ne pouvons pas avoir
à la fois Im(ξ21) = Im(ξ22) = 0 et Re(ξ21) ≤ 0. Et grâe à (14.8) nous onluons que
dans e as, l'égalité ξ1 + ξ2 = 0 ne peut pas avoir lieu.
Nous onluons du raisonnement préédent que pour (σ, ω) 6= (0, 0) et (σ, ω) 6=
(4νf 2c2/c˜, 0) nous avons ξ1 6= ξ2 et ξ1+ξ2 6= 0, et nous avons vu que ela signie que
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les veteurs Φ1 et Φ2 ne sont pas olinéaires. Un raisonnement analogue s'applique
aux veteurs Φ3 et Φ4.
Nous dissoions à présent les variables U± = (u±, v±) et h± et nous érivons
d'une part (voir (14.1)) :
hˆ− = −1
s
∂uˆ−
∂x
− iη
s
vˆ− pour (x, η, s) ∈]−∞, L[×R×C,
hˆ+ = −1
s
∂uˆ+
∂x
− iη
s
vˆ+ pour (x, η, s) ∈]0,+∞[×R× C,
et d'autre part :
Û− = M12e
−ξ12xα pour (x, η, s) ∈]−∞, L[×R× C,
Û+ = M34e
ξ12xβ pour (x, η, s) ∈]0,+∞[×R× C,
(14.9)
ave M12 =
(
A1 A2
B1 B2
)
, e−ξ12x =
(
e−ξ1x 0
0 e−ξ2x
)
et α =
(
α1
α2
)
,
et M34 =
(
A3 A4
B1 B2
)
, eξ12x =
(
eξ1x 0
0 eξ2x
)
et β =
(
α3
α4
)
,
(14.10)
où les Ai, Bi et Ci sont dénies en (14.6). Le théorème suivant qui est une onsé-
quene du Théorème 14.2.1, nous indique que les matries M12 et M34 sont inver-
sibles.
Théorème 14.2.2 Si (σ, ω) 6= (0, 0) et (σ, ω) 6= (4νf 2c2/c˜, 0), alors les veteurs
(A1, B1) et (A2, B2) ne sont pas olinéaires.
Preuve : Nous raisonnons par l'absurde. Nous supposons que les veteurs (A1, B1)
et (A2, B2) sont olinéaires. Nous avons alors A1B2 − A2B1 = 0 et ela signie que
l'on peut trouver une onstante λ telle que B1 = λB2 et A1 = λA2.
Par ailleurs la troisième équation de (14.2) nous donne :
C1 =
1
s
(ξ1A1 − iηB1),
C2 =
1
s
(ξ2A2 − iηB2).
Cei nous onduit à C1 = λC2 et par suite nous obtenons (A1, B1, C1) = λ(A2, B2, C2).
Mais ei est en ontradition ave le Théorème 14.2.1 qui nous indiquait que les
veteurs (A1, B1, C1) et (A2, B2, C2) ne sont pas liés.
Nous obtenons don A1B2 − A2B1 6= 0 et nous en déduisons le résultat du
théorème.
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14.3 Propriété des valeurs propres généralisées
Nous étudions ii le omportement de ξ1 et ξ2 quand σ tend vers l'inni.
Lemme 14.3.1 Si fνc 6= 0 alors les parties réelles de ξ1 et ξ2 tendent uniformément
vers −∞ quand la partie réelle σ de la variable de Laplae s, tend vers l'inni.
Preuve : Dans un premier temps, nous étudions les parties réelles de ξ21 et ξ
2
2 .
Pour ela nous développons (14.4) :
ξ21,2 =
σ
2ν
+ η2 +
(σ2 − ω2)(σν + c2) + 2ω2σν
2((σν + c2)2 + ν2ω2)
± 1
2ν
(
(σν + c2)R + νωI
(σν + c2)2 + ν2ω2
)
+ i
(
ω
2ν
+
2σω(σν + c2) + νω(ω2 − σ2)
2((σν + c2)2 + ν2ω2)
± 1
2ν
(
(σν + c2)I − νωR
(σν + c2)2 + ν2ω2
))
(14.11)
ave si on pose c˜ = c4 − 4ν2f 2 :
R =
1√
2
(
c˜(σ2 − ω2)− 4νf2c2σ +
√
(c˜(σ2 − ω2)− 4νf2c2σ)2 + 4ω2(σc˜− 2f2c2ν)2
)1/2
I =
1√
2
(
− c˜(σ2 − ω2) + 4νf2c2σ+
√
(c˜(σ2 − ω2)− 4νf2c2σ)2 + 4ω2(σc˜ − 2f2c2ν)2
)1/2
sign(ω(σc˜− 2f2c2ν)).
(14.12)
Nous avons alors Re(ξ21,2) = η2+ f1(σ, ω)+ f2(σ, ω)±
1
2ν
f3(σ, ω)± 1
2ν
f4(σ, ω) ave
f1(σ, ω) =
σ
2ν
,
f2(σ, ω) =
(σ2 − ω2)(σν + c2) + 2ω2σν
2((σν + c2)2 + ν2ω2)
,
f3(σ, ω) =
(σν + c2)R
(σν + c2)2 + ν2ω2
,
f4(σ, ω) =
νωI
(σν + c2)2 + ν2ω2
.
Nous allons montrer que les parties réelles de ξ21 et ξ
2
2 tendent vers l'inni quand σ
tend vers l'inni, et e, de manière uniforme en ω. Pour ela nous établissons su-
essivement les assertions i., ii., iii. et iv. qui montrent que f1, f2, f3 et f4 vérient
également ette propriété.
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i. De manière évidente, f1 tend vers l'inni ave σ, de façon uniforme en ω.
ii. Nous étudions à présent f2.
f2(σ, ω) =
(σ2 − ω2)(σν + c2) + 2ω2σν
2((σν + c2)2 + ν2ω2)
=
1
2
ω2(σν − c2) + σ2(σν + c2)
ν2ω2 + (σν + c2)2
.
Nous avons
∂f2
∂ω
=
−ωc4(σν + c2)
(ν2ω2 + (σν + c2)2)2
,
ainsi à σ xé, f2 est roissante pour ω ∈] − ∞, 0[ et déroissante pour ω ∈
]0,+∞[. Par ailleurs quand |ω| tend vers +∞, f2 tend vers (σν − c2)/2ν2 (voir
le tableau de variations (14.1)). La fontion f2 se trouve alors dans la bande
[(σν − c2)/2ν2, σ2/2(σν + c2)] pour tout ω. Nous obtenons alors que f2(σ, ·)
onverge uniformément vers +∞ quand σ tend vers l'inni.
ω −∞ 0 +∞
1
2
σ2
σν+c2
f2 ր ց
1
2
σν−c2
ν2
1
2
σν−c2
ν2
Tab. 14.1  Tableau de variations de f2
iii. Nous étudions à présent
f3(σ, ω) =
(σν + c2)R
(c2 + σν)2 + ν2ω2
.
Dans un premier temps nous étudions R qui a été déni en (14.12) et nous
rérivons R2 sous la forme
R2 =
1
2
(
−c˜ω2 +G1 +
√
(−c˜ω2 +G1)2 + 4ω2G2
)
,
ave G1 = σ(σc˜− 4νf 2c2),
G2 = (σc˜− 2f 2c2ν)2,
c˜ = c4 − 4ν2f 2.
(14.13)
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Nous avons
∂R2
∂ω
= ω
−c˜√(−c˜ω2 +G1)2 + 4ω2G2 + c˜2ω2 + 2G2 − c˜G1√
(−c˜ω2 +G1)2 + 4ω2G2
,
.-à-d. ∂ωR
2
s'annule en ω = 0 et herher les autres zéros de ∂ωR
2
revient à
résoudre :
c˜
√
(−c˜ω2 +G1)2 + 4ω2G2 = c˜2ω2 + 2G2 − c˜G1. (14.14)
En élevant au arré l'expression (14.14) nous trouvons après simpliations :
4G2(G2 − c˜G1) = 0.
Or G2 − c˜G1 = 4f 4c4ν2 6= 0 et G2 6= 0 si σ 6= 2f 2c2ν/c˜.
En onlusion, ∂ωR
2
ne s'annule qu'en ω = 0 si σ 6= 2f 2c2ν/c˜. Par ailleurs
∂ωR
2
a le signe de ω(−c˜√(−c˜ω2 +G1)2 + 4ω2G2 + c˜2ω2 + 2G2 − c˜G1). Or
2G2 − c˜G1 = σ2c˜2 − 4σc˜νf 2c2 + 8ν2f 4c4 ≥ 0 pour tout σ > 0. Ainsi dans le
as où c˜ est négatif, ∂ωR
2
a de façon évidente le signe de ω. Et dans le as
où c˜ est positif (−c˜√(−c˜ω2 +G1)2 + 4ω2G2 + c˜2ω2 + 2G2 − c˜G1) est positif
quand 4G2(G2 − c˜G1) l'est également, .-à-d. pour n'importe quelle valeur
de ω. Nous en déduisons que ∂ωR
2
a le signe de ω et nous pouvons dresser
le tableau de variations de la fontion R2 (Tableau 14.2). Ainsi nous avons
ω −∞ 0 +∞
G2
c˜
G2
c˜
R2 ց ր
1
2
(G1 + |G1|)
Tab. 14.2  Tableau de variations de R2
0 ≤ R ≤ √G2/
√
c˜.
Ensuite nous érivons
0 ≤ 1
(c2 + σν)2 + ν2ω2
≤ 1
(c2 + σν)2
∀ (σ, ω) ∈ R2,
puis
0 ≤ R(c
2 + σν)
(σν + c2)2 + ν2ω2
≤
√
G2
c˜
1
c2 + σν
∀ (σ, ω) ∈ R2.
Nous avons alors :
0 ≤ f3(σ, ω) ≤ |σc˜− 2f
2c2ν|√
c˜
1
c2 + σν
∀ (σ, ω) ∈ R2,
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et nous en déduisons que f3 reste bornée uniformément en ω quand σ tend
vers l'inni.
iv. Enn nous traitons le terme
f4 =
νωI
(c2 + σν)2 + ν2ω2
.
Nous montrons dans un premier temps que la quantité |I|/|√1 + ω2| est bornée
par une onstante indépendante de ω et σ. Ce qui signie que nous herhons
une onstante C > 0 telle que
I2 ≤ C(1 + ω2). (14.15)
Ave G1 et G2 dénis en (14.13), nous avons :
I2 =
1
2
(
c˜ω2 −G1 +
√
(−c˜ω2 +G1)2 + 4ω2G2
)
,
et (14.15) s'érit :
1
2
(c˜ω2 −G1 +
√
c˜2ω4 + 2(2G2 − c˜G1)ω2 +G21) ≤ C(1 + ω2),
ou enore√
c˜2ω4 + 2(2G2 − c˜G1)ω2 +G21 ≤ 2(C +
1
2
G1) + (2C − c˜)ω2.
En prenant le arré de ette expression et en réarrangeant les termes, nous
trouvons :
(c˜2 − (2C − c˜)2)ω4 + 2(2G2 − 4C2 + 2Cc˜− 2CG1)ω2 − 4C(C +G1) ≤ 0.
En prenant C = αc˜, ette expression devient :
φ1ω
4 + φ2ω
2 + φ3 ≤ 0 (14.16)
ave
φ1 = −4α c˜2 (α− 1) ,
φ2 =
(−4 c˜2 (α− 1) σ2 + 16 c˜ν f 2c2 (α− 1)σ + 4α c˜2 + 16 ν2f 4c4 − 8α2c˜2) ,
φ3 = −4α c˜2σ2 + 16α c˜σ ν f 2c2 − 4α2c˜2.
Ainsi en hoisissant α ≥ 1, nous avons φ1 négatif. Ensuite le disriminant de
φ2 vu omme un polynme en σ vaut 64 (−2α c˜2 + c˜2 + 4 ν2f 4c4)α (α− 1) c˜2.
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Don en imposant en plus α ≥ (c˜2 + 4ν2f 4c4)/2c˜2, nous avons φ2 négatif pour
tout σ. Enn le disriminant de φ3 vu omme un polynme de σ vaut
64α2c˜2 (−α c˜2 + 4 ν2f 4c4). Et en prenant α ≥ 4ν2f 4c4/c˜2, nous avons φ3 né-
gatif pour tout σ.
Ainsi, en hoisissant α = α0 = max(1, 4ν
2f 4c4/c˜2, (c˜2 + 4ν2f 4c4)/2c˜2), l'ex-
pression (14.16) est négative pour tout ω et par suite (14.15) est réalisée ave
C = α0c˜. Nous avons alors : ∣∣∣∣ I√1 + ω2
∣∣∣∣ ≤√α0c˜.
A présent nous introduisons G3 = (c
2+σν)2 > 0 et nous déomposons f4 sous
la forme :
f4(σ, ω) =
I√
1 + ω2
νω
√
1 + ω2
G3 + ν2ω2
,
=
I√
1 + ω2
ν
G3
f˜4(ω),
ave f˜4(ω) =
ω
√
1 + ω2
1 + λω2
et λ =
ν2
G3
. Nous avons :
∂f˜4
∂ω
=
−(λ− 2)ω2 + 1√
ω2 + 1(1 + 2ω2λ+ ω4λ2)
,
et nous onsidérons les deux as :
Si λ− 2 ≤ 0 alors ∂ωf˜4(ω) ≥ 0 pour tout ω .-à-d. f˜4 est roissante sur R. Et
en onsidérant sa limite à l'inni, nous avons |f˜4(ω)| ≤ 1/λ.
Si λ − 2 > 0 alors ∂ωf˜4(ω) = 0 pour ω = ω1,2 = ±1/
√
λ− 2. Et |f˜4(ω)| ≤
max(1/|λ|, |f˜4(ω1)|, |f˜4(ω2)|).
Pour résumer nous avons :
si
ν2
2
≤ (c2 + σν)2 alors |f˜4| ≤ 1
λ
=
G3
ν2
,
si
ν2
2
≥ (c2 + σν)2 alors |f˜4| ≤ max(|1
λ
|, |f˜4(ω1)|, |f˜4(ω2)|).
Ainsi pour σ tel que
ν2
2
≤ (c2 + σν)2 nous avons
|f4(σ, ω)| ≤
∣∣∣∣ I√1 + ω2
∣∣∣∣ νG3 |f˜4(ω)| ≤
√
α0c˜
ν
.
Nous avons alors montré que f4 est bornée uniformément en ω et η quand σ
tend vers l'inni.
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Les résultats i., ii., iii. et iv. montrent que f1, f2, f3 et f4 tendent vers l'inni ave
σ, uniformément en η et ω. Or puisque nous avons :
−Re(ξ1) = 1√
2
(
Re(ξ21) +
√
Re(ξ21)2 + Im(ξ21)2
)1/2
≥ 1√
2
(
f1 + f2 +
1
2ν
(f3 + f4) +
√
(f1 + f2 +
1
2ν
(f3 + f4))2
)1/2
,
nous obtenons que Re(ξ1) onverge uniformément vers −∞ quand σ tend vers l'in-
ni.
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Chapitre 15
Algorithme de Shwarz lassique de
type relaxation d'ondes
Nous résolvons à présent les équations de Saint-Venant par méthode de déompo-
sition de domaine. Dans e hapitre nous étudions la généralisation de l'algorithme
de Shwarz lassique au problème en temps omme nous l'avons fait dans la partie
I, Chapitre 2.
Cette méthode néessite un reouvrement et nous déoupons ainsi le domaine
Ω en deux sous-domaines Ω− =]−∞, L[×R et Ω+ =]0,+∞[×R et nous notons les
interfaes ΓL = {(x, y) ∈ R2 | x = L} et Γ0 = {(x, y) ∈ R2 | x = 0} (voir la Figure
15.1).
PSfrag replaements
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Coupe en
Coupe en
Coupe en
Coupe en
Taux de onvergene
Itérations
log10(Erreur temps-espae)
Nb itérations
Ω−
Ω+
ΓL
Γ0
x
y
Fig. 15.1  Déomposition du domaine R2 ave reouvrement
Dans e qui suit W± désigne l'inonnue (u±, v±, h±) dans Ω± et U± le veteur
vitesse (u±, v±).
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Nous proposons ii l'algorithme de Shwarz lassique de type relaxation d'ondes :
LSW Wk+1− = FW dans Ω−×]0, T [,
Wk+1− (·, ·, 0) = W0 dans Ω−,
Uk+1− = U
k
+ sur ΓL×]0, T [,
(15.1)

LSW Wk+1+ = FW dans Ω+×]0, T [,
Wk+1+ (·, ·, 0) = W0 dans Ω+,
Uk+1+ = U
k
− sur Γ0×]0, T [.
(15.2)
Dans la Setion 15.1 nous étudions les problèmes aux limites qui sont impliqués
dans et algorithme et montrons qu'ils sont bien posés. Cei nous permet alors de
dénir plus préisément l'algorithme dans la Setion 15.2. Puis dans la Setion 15.3
nous montrons que et algorithme onverge.
15.1 Etude des problèmes aux limites
Nous étudions ii les problèmes aux limites impliqués dans l'algorithme (15.1),
(15.2). Les deux problèmes étant identiques, nous étudions le problème dans Ω− :
LSWW = FW dans Ω−×]0, T [,
W(·, ·, 0) = W0 dans Ω−,
U = g sur ΓL×]0, T [,
(15.3)
ave FW = (F1, F2, 0)
t = (F, 0)t.
Le théorème suivant nous donne un résultat d'existene, d'uniité et de régularité
pour le problème aux limites (15.3).
Théorème 15.1.1 Soit F dans L2(0, T ;L2(Ω−)), W0 = (U0, h0) dans H
1(Ω−) ×
H1(Ω−) et g dans H
3/2,3/4(ΓL×]0, T [). Si la relation de ompatibilité
g(·, 0) = U0(L, ·) sur ΓL, (15.4)
est vériée, alors le problème aux limites (15.3) possède une unique solution W =
(U, h) dans H2,1(Ω−×]0, T [)×H1,1(Ω−×]0, T [) ave ∂th dans H1,1/2(Ω−×]0, T [).
Preuve : La démonstration de e théorème se fait en deux temps. Nous mon-
trons premièrement que le système érit en variables de Fourier-Laplae possède
une solution. Puis nous revenons aux variables initiales et montrons la régularité
par estimations d'énergie.
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Nous onsidérons dans un premier temps le problème sans seond membre et
ave une ondition initiale nulle. Pour ela nous introduisonsWc =Wauhy−W où
W
auhy
est la solution du problème de Cauhy (13.1) dont la régularité est donnée
par le Théorème 13.2.2. Wc vérie :
LSWWc = 0 dans Ω−×]0, T [,
Wc(·, ·, 0) = 0 dans Ω−,
Uc = gc sur ΓL×]0, T [,
(15.5)
ave gc = Uauhy(L, ·, ·)− g ∈ H3/2,3/4(ΓL×]0, T [) (voir le Théorème A-3.2).
Comme nous l'avons fait au Chapitre 14, nous prenons la transformée de Fourier-
Laplae de l'équation de Saint-Venant homogène puis nous la résolvons. PuisqueWc
est déni dans Ω− nous avons (voir (14.9)) :
Ûc = M12e
−ξ12xα et hˆc = −1
s
∂uˆc
∂x
− iη
s
vˆc.
La ondition Uc = gc sur ΓL×]0, T [ s'érit alors en Fourier-Laplae :
M12e
−ξ12Lα = gˆc. (15.6)
Or du Théorème 14.2.2 nous déduisons que si σ 6= 0 et σ 6= 4νf 2c2/c˜ alors A1B2 −
A2B1 6= 0 et par onséquent M12 est inversible. Par suite, la relation (15.6) dénit
un unique α et nous trouvons l'unique solution du problème homogène (15.5) érit
en Fourier-Laplae :
Ûc = M12e
−ξ12(x−L)M−112 gˆc,
hˆc = −1
s
∂uˆc
∂x
− iη
s
vˆc.
Par onséquent le problème en Fourier-Laplae orrespondant à (15.3) possède une
unique solution.
Nous revenons à présent à la solution dans les variables primales. Pour ela
nous raisonnons omme dans la Partie I, Chapitre 2. Puisque W0 = (U0, h0) ∈
H1(Ω−)×H1(Ω−), g ∈ H3/2,3/4(ΓL×]0, T [) et que la relation de ompatibilité (15.4)
est vériée, le Théorème A-3.2 nous indique qu'il existe U
relev
dans H2,1(Ω−×]0, T [)
tel que : {
U
relev
(·, ·, 0) = U0 dans Ω−,
U
relev
(L, ·, ·) = g sur ΓL×]0, T [.
Nous onstruisons ensuite h
relev
dans H1,1(Ω−×]0, T [) tel que hrelev(·, ·, 0) = h0 et
∂threlev = −divUrelev dans Ω−×]0, T [. Nous introduisons alors Ur = U − Urelev,
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hr = h− hrelev et Wr = (Ur, hr). Nous sommes amenés à résoudre le problème :
LSWWr = FrW dans Ω−×]0, T [,
Wr(·, ·, 0) = 0 dans Ω−,
Ur(L, ·, ·) = 0 sur ΓL×]0, T [,
ave FrW = (F
r
1 , F
r
2 , 0)
t = FW −LSW (Urelev, hrelev)t, veteur dont haque omposante
appartient à L2(0, T ;L2(Ω−)).
Nous prenons la transformée de Fourier-Laplae de l'équation et nous trouvons :
− ν ∂
2uˆr
∂x2
+ (s+ νη2)uˆr − f vˆr + c2∂hˆr
∂x
= F̂ r1 ,
− ν ∂
2vˆr
∂x2
+ (s+ νη2)vˆr + fuˆr + c
2iηhˆr = F̂
r
2 ,
shˆr + iηvˆr +
∂uˆr
∂x
= 0.
(15.7)
Nous multiplions alors la première équation par uˆr (le onjugué de uˆr) puis nous
intégrons selon la variable x sur ]−∞, L[. Si (·, ·)x désigne le produit salaire dans
L2(]−∞, L[) et ‖·‖x sa norme assoiée, nous obtenons après intégrations par parties :
ν
∥∥∥∥∂uˆr∂x
∥∥∥∥2
x
+ (s+ νη2)‖uˆr‖2x − (f vˆr, uˆr)x − c2
(
hˆr,
∂uˆr
∂x
)
x
+
(
−ν ∂uˆr
∂x
(L, ·, ·) + c2hˆr(L, ·, ·)
)
uˆr(L, ·, ·) = (F̂ r1 , uˆr)x ∀(η, s) ∈ R×C.
De même, nous multiplions la deuxième équation par vˆr et nous intégrons selon la
variable x sur ]−∞, L[ . Nous obtenons :
ν
∥∥∥∥∂vˆr∂x
∥∥∥∥2
x
+ (s+ νη2)‖vˆr‖2x + (fuˆr, vˆr)x
+c2iη(hˆr, vˆr)x − ν ∂vˆr
∂x
(L, ·, ·)vˆr(L, ·, ·) = (F̂ r2 , vˆr)x ∀(η, s) ∈ R× C.
Puis nous multiplions le onjugué de la troisième équation par c2hˆr :
sc2‖hˆr‖2x + c2
(
hˆr,
∂uˆr
∂x
)
x
− iηc2
(
hˆr, vˆr
)
x
= 0.
Nous additionnons es trois égalités et en utilisant les onditions aux limites uˆr(L, ·, ·) =
0 et vˆr(L, ·, ·) = 0, nous obtenons :
ν
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
+ (s+ νη2)‖Ûr‖2x + sc2‖hˆr‖2x
−(f vˆr, uˆr)x + (fuˆr, vˆr)x = (F̂ r1 , uˆr)x + (F̂ r2 , vˆr)x.
(15.8)
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Nous prenons alors la partie réelle ette dernière égalité. Puisque f est réelle et
qu'ainsi (fuˆr, vˆr)x − (f vˆr, uˆr)x = 2iIm(fuˆr, vˆr)x, nous obtenons pour tout α > 0 et
ave σ la partie réelle de s :
ν
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
+ (σ + νη2)‖Ûr‖2x + c2σ‖hˆr‖2x = Re
(
(F̂r, Ûr)x
)
≤ 1
2α
‖F̂r‖2x +
α
2
‖Ûr‖2x
par l'inégalité de Cauhy Shwarz et par la relation (1.5). En prenant α = (σ+νη2),
nous trouvons :
∥∥∥Ûr(·, η, s)∥∥∥2
x
≤ 1
(σ + νη2)2
‖F̂r(·, η, s)‖2x, (15.9)∥∥∥∥∥∂Ûr∂x (·, η, s)
∥∥∥∥∥
2
x
≤ 1
2ν(σ + νη2)
‖F̂r(·, η, s)‖2x, (15.10)∥∥∥hˆr(·, η, s)∥∥∥2
x
≤ 1
2c2σ(σ + νη2)
‖F̂r(·, η, s)‖2x. (15.11)
Nous introduisons ‖ · ‖x,y la norme dans L2(Ω−). Nous utilisons alors la relation
(B-3) de l'Annexe B et la relation de Parseval. Nous obtenons pour β = 0, 1 ou 2 :
∫ T
0
∥∥∥∥∂βUr∂yβ
∥∥∥∥2
x,y
(t) dt ≤ C(T )
∫
R
∫
R
∫ L
−∞
|η|2β|Ûr|2(x, η, σ + iω) dx dη dω
= C(T )
∫
R
∫
R
|η|2β‖Ûr(·, η, σ + iω)‖2x dη dω
≤ C(T )
∫
R
∫
R
|η|2β
(σ + νη2)2
‖F̂r(·, η, σ + iω)‖2x dη dω par (15.9)
≤ C˜1C(T )
∫
R
∫
R
‖F̂r(·, η, σ + iω)‖2x dη dω,
(15.12)
ave C˜1 une onstante positive. Cette dernière inégalité est obtenue en remarquant
que pour 0 ≤ β ≤ 2, l'appliation η → |η|2β/(σ + νη2)2 est ontinue et bornée à
l'inni, et que par onséquent elle est bornée sur tout R.
A présent nous utilisons la relation de Parseval sur la variable de Fourier assoiée
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à y (nous notons Fˇr la transformée de Fourier inverse en η de F̂r) :
∫ T
0
∥∥∥∥∂βUr∂yβ
∥∥∥∥2
x,y
(t) dt ≤ C˜1C(T )
∫
R
∫
R
‖F̂r‖2x(η, σ + iω) dη dω,
= C˜1C(T )
∫
R
‖Fˇr‖2x,y(σ + iω) dω,
≤ C˜1C(T )
∫ +∞
0
‖Fr‖2x,y(t) dt par (B − 2),
≤ C˜1C(T )
∫ T
0
‖Fr‖2x,y(t) dt.
(15.13)
Cette dernière inégalité est obtenue grâe au prinipe de ausalité (B-4.1). Nous
obtenons alors le résultat suivant :
Ur,
∂Ur
∂y
et
∂2Ur
∂y2
appartiennent à L2(0, T ;L2(Ω−)). (15.14)
De même nous avons pour β = 0 ou 1 :
∫ T
0
∥∥∥∥ ∂β∂yβ
(
∂Ur
∂x
)∥∥∥∥2
x,y
(t) dt ≤ C(T )
∫
R
∫
R
∫ L
−∞
|η|2β
∣∣∣∣∣∂Ûr∂x
∣∣∣∣∣
2
(x, η, σ + iω) dx dη dω
= C(T )
∫
R
∫
R
|η|2β
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
(η, σ + iω) dη dω
≤ C(T )
∫
R
∫
R
|η|2β
2ν(σ + νη2)
‖F̂r‖2x dη dω par (15.10)
≤ C˜2C(T )
∫ +∞
0
‖Fr‖2x,y(t) dt,
≤ C˜2C(T )
∫ T
0
‖Fr‖2x,y(t) dt.
ave C˜2 une onstante stritement positive obtenue par le même argument que pré-
édemment. Nous obtenons alors :
∂Ur
∂x
et
∂2Ur
∂x∂y
appartiennent à L2(0, T ;L2(Ω−)). (15.15)
186
Chap. 15 Algorithme de Shwarz lassique de type relaxation d'ondes
Enn, nous avons pour β = 0 ou 1 :∫ T
0
∥∥∥∥∂βhr∂yβ
∥∥∥∥2
x,y
(t) dt ≤ C(T )
∫
R
∫
R
∫ L
−∞
|η|2β|hˆr|2(x, η, σ + iω) dx dη dω
= C(T )
∫
R
∫
R
|η|2β‖hˆr‖2x(η, σ + iω) dη dω
≤ C(T )
∫
R
∫
R
|η|2β
2c2σ(σ + νη2)
‖F̂r‖2x dη dω par (15.11)
≤ C˜3C(T )
∫ +∞
0
‖Fr‖2x,y(t) dt,
≤ C˜3C(T )
∫ T
0
‖Fr‖2x,y(t) dt.
Ce qui nous donne :
hr et
∂hr
∂y
appartiennent à L2(0, T ;L2(Ω−)). (15.16)
Pour obtenir les autres résultats de régularité et onlure la démonstration du
théorème, nous utilisons de nouveau les équations (15.7). En dérivant la troisième
équation de (15.7) en x, nous obtenons :
∂hˆr
∂x
= −iη
s
∂vˆr
∂x
− 1
s
∂2uˆr
∂x2
,
et en reportant ette relation dans la première équation il vient :
−
(
ν +
c2
s
)
∂2uˆr
∂x2
+ (s+ νη2)uˆr − f vˆr − c
2iη
s
∂vˆr
∂x
= F̂ r1 .
Ave l'hypothèse Fr = (F r1 , F
r
2 )
t ∈ L2(0, T ;L2(Ω)) et grâe aux résultats (15.14) et
(15.15), nous obtenons que −(ν + c2/s)∂xxuˆr + suˆr est dans L2(]−∞, L[×R× R),
.-à-d. : ∫ L
−∞
∫
R
∫
R
∣∣∣∣−(ν + c2s
)
∂2uˆr
∂x2
+ suˆr
∣∣∣∣2 dx dη dω <∞.
En développant ette expression nous trouvons :∫ L
−∞
∫
R
∫
R
[∣∣ν + c2/s∣∣2 ∣∣∣∣∂2uˆr∂x2
∣∣∣∣2 + |suˆr|2 + 2Re(−s (ν + c2/s) ∂2uˆr∂x2 uˆr
)]
dx dη dω <∞.
(15.17)
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Et puisque les termes de bord s'annulent grâe à la ondition aux limites, nous avons
par intégration par parties :∫ L
−∞
∫
R
∫
R
(
−s (ν + c2/s) ∂2uˆr
∂x2
uˆr
)
dx dη dω =
∫ L
−∞
∫
R
∫
R
s
(
ν + c2/s
) ∣∣∣∣∂uˆr∂x
∣∣∣∣2 dx dη dω.
Or |ν + c2/s|2 = ν2 + c4/|s|2 + 2νc2Re(s−1) ≥ ν2, et Re(s(ν + c2/s)) = σν +
c2(σ2 − ω2)/(σ2 + ω2) ≥ σν − c2, ainsi la relation (15.17) devient :
ν2
∫ L
−∞
∫
R
∫
R
∣∣∣∣∂2uˆr∂x2
∣∣∣∣2 dx dη dω + ∫ L
−∞
∫
R
∫
R
|suˆr|2 dx dη dω
+ 2(σν − c2)
∫ L
−∞
∫
R
∫
R
∣∣∣∣∂uˆr∂x
∣∣∣∣2 dx dη dω <∞.
En hoisissant σ > c2/ν, nous en déduisons que
∂2ur
∂x2
et
∂ur
∂t
sont dans L2(0, T ;L2(Ω−)). (15.18)
Un raisonnement analogue appliqué à la deuxième équation de (15.7), nous donne
également
∂2vr
∂x2
et
∂vr
∂t
sont dans L2(0, T ;L2(Ω−)). (15.19)
Enn, nous onsidérons les résultats (15.14) et (15.15) qui nous donnent divUr dans
L2(0, T ;L2(Ω−)). En utilisant la troisième équation de (15.7), nous obtenons :
∂hr
∂t
est dans L2(0, T ;L2(Ω−)). (15.20)
Nous onsidérons par ailleurs les résultats (15.14) et (15.18) qui nous donnent ∂tur,
△ur et vr dans L2(0, T ;L2(Ω−)). En utilisant la première équation de (15.7), nous
obtenons alors :
∂hr
∂x
est dans L2(0, T ;L2(Ω−)). (15.21)
Ainsi les résultats (15.14), (15.15), (15.16), (15.18), (15.19), (15.20) et (15.21) nous
donnent Ur dans H
2,1(Ω−×]0, T [) et hr dans H1,1(Ω−×]0, T [). En onsidérant en-
suite l'équation d'évolution en hr nous obtenons que ∂thr est dansH
1,1/2(Ω−×]0, T [).
PuisqueU = Ur+Urelev et h = hr+hrelev, et que (Urelev, hrelev) ∈ H2,1(Ω−×]0, T [)×
H1,1(Ω×]0, T [), nous en déduisons le résultat de régularité du théorème.
188
Chap. 15 Algorithme de Shwarz lassique de type relaxation d'ondes
15.2 Dénition de l'algorithme
Nous initialisons l'algorithme (15.1), (15.2) par :
LSW W0− = FW dans Ω−×]0, T [,
W0−(·, ·, 0) = W0 dans Ω−,
U0− = gL sur ΓL×]0, T [,
LSW W0+ = FW dans Ω+×]0, T [,
W0+(·, ·, 0) = W0 dans Ω+,
U0+ = g0 sur Γ0×]0, T [,
(15.22)
ave gL dans H
3/2,3/4(ΓL×]0, T [) et g0 dans H3/2,3/4(Γ0×]0, T [) vériant :
gL(·, 0) = U0(L, ·) et g0(·, 0) = U0(0, ·).
Théorème 15.2.1 L'algorithme (15.1), (15.2) initialisé par (15.22) dénit une
suite unique (Uk−, h
k
−) appartenant à H
2,1(Ω−×]0, T [) × H1,1(Ω−×]0, T [) ave ∂thk−
dansH1,1/2(Ω−×]0, T [) et une suite unique (Uk+, hk+) appartenant àH2,1(Ω+×]0, T [)×
H1,1(Ω+×]0, T [) ave ∂thk+ dans H1,1/2(Ω+×]0, T [).
Preuve : D'après le Théorème 15.1.1, le problème (15.22) dénit un unique
(U0−, h
0
−) dans H
2,1(Ω−×]0, T [) × H1,1(Ω−×]0, T [) et un unique (U0+, h0+) dans
H2,1(Ω+×]0, T [)×H1,1(Ω+×]0, T [). Puis si Wk+ est solution de (15.2) à l'étape k
dans Ω+×]0, T [, alors d'après le Théorème A-3.2, nous avons :
Uk+(L, ·, ·) dans H3/2,3/4(ΓL×]0, T [) ave Uk+(L, ·, 0) = U0(L, ·).
Ainsi, de nouveau par le Théorème 15.1.1, le problème (15.1) dénit un unique
(Uk+1− , h
k+1
− ) dans H
2,1(Ω−×]0, T [) × H1,1(Ω−×]0, T [). Un raisonnement analogue
dans Ω+ termine la preuve.
15.3 Etude de la onvergene de l'algorithme
Nous montrons ii que l'algorithme (15.1), (15.2) initialisé par (15.22) onverge.
Comme dans la partie I, nous faisons une étude de l'équation en Fourier-Laplae.
Cei nous permet de dénir ρ, le taux de onvergene de l'algorithme et le résultat
de onvergene est obtenu en montrant que |ρ| est stritement inférieur à 1.
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15.3.1 Dénition du taux de onvergene
Nous introduisons l'algorithme vérié par l'erreur de (15.1), (15.2) à l'étape k+1.
Si nous appelons enore Wk+1− et W
k+1
+ les erreurs dans Ω− et Ω+, nous avons :
LSW Wk+1− = 0 dans Ω−×]0, T [,
Wk+1− (·, ·, 0) = 0 dans Ω−,
Uk+1− = U
k
+ sur ΓL×]0, T [,
(15.23)

LSW Wk+1+ = 0 dans Ω+×]0, T [,
Wk+1+ (·, ·, 0) = 0 dans Ω+,
Uk+1+ = U
k
− sur Γ0×]0, T [.
(15.24)
Nous prenons la transformée de Fourier-Laplae de l'équation de Saint-Venant ho-
mogène dans haun des sous-domaines Ω− et Ω+. Dans le Chapitre 14, nous avons
résolu ette équation et nous avons montré que la solution s'érit (voir (14.9)) :
Ûk−(x, η, s) = M12e
−ξ12xαk pour (x, η, s) ∈]−∞, L[×R×C,
Ûk+(x, η, s) = M34e
ξ12xβk pour (x, η, s) ∈]0,+∞[×R× C.
Les onditions en x = L et x = 0 s'érivent alors :
M12e
−ξ12Lαk+1 = M34e
ξ12Lβk,
M34β
k+1 = M12α
k.
Nous obtenons alors l'itération suivante :
αk+1 = eξ12LM−112 M34e
ξ12LM−134 M12α
k−1,
puis
Ûk+1− (L, η, s) = M12e
−ξ12Lαk+1
= M34e
ξ12LM−134 M12α
k−1
= M34e
ξ12LM−134 M12e
ξ12LM−112 Û
k−1
− (L, η, s).
(15.25)
Ainsi la vitesse de onvergene de l'algorithme (15.1), (15.2) nous est donnée par la
norme de la matrie T = M34e
ξ12LM−134 M12e
ξ12LM−112 .
Dénition 15.3.1 Le taux de onvergene ρ de l'algorithme (15.1), (15.2) est déni
par la raine du rayon spetral de TT ⋆ :
ρ(σ, ω, η) = max(|λi|1/2, λi valeurs propres de TT ⋆).
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15.3.2 Convergene de l'algorithme de Shwarz lassique
Nous introduisons dans un premier temps |A|2 le arré de la norme de la matrie
A déni par le rayon spetral de AA⋆, .-à-d. |A|2 = max(|λ1|, |λ2|) où λ1 et λ2 sont
solutions de :
λ2 − λ(|a|2 + |b|2 + |c|2 + |d|2) + | detA|2 = 0 si A =
(
a b
c d
)
.
Par ailleurs, nous rappelons que si X1 et X2 sont les solutions de l'équation X
2 −
SX + P = 0, alors nous avons :
|X1|2 + |X2|2 = 1
4
∣∣∣S +√S2 − 4P ∣∣∣2 + 1
4
∣∣∣S −√S2 − 4P ∣∣∣2
=
1
2
(|S|2 + |S2 − 4P |)
≤ |S|2 + 2|P |.
Ainsi nous pouvons érire :
|A|2 = max(|λ1|, |λ2|) ≤ |λ1|+ |λ2| ≤ (|a|2 + |b|2 + |c|2 + |d|2)2 + 2| detA|2. (15.26)
Le lemme suivant nous donne une borne supérieur pour la norme de T .
Lemme 15.3.1 Il existe un σ0 tel que pour tout σ > σ0 la norme de la matrie T
est stritement inférieure à 1 pour tout (η, ω) de R× R.
Preuve : Nous avons |T | ≤ |M34| |eξ12L| |M−134 | |M12| |eξ12L| |M−112 |. Or puisque
Re(ξ1) ≤ Re(ξ2) nous avons |eξ12L| = eRe(ξ2L) et par ailleurs pour (i, j) = (1, 2)
ou (i, j) = (3, 4), nous avons en vertu de (15.26) :
|Mij |2 ≤
(|Ai|2 + |Aj|2 + |B1|2 + |B2|2)2 + 2|AiB2 − AjB1|2,
|M−1ij |2 ≤
(|Ai|2 + |Aj|2 + |B1|2 + |B2|2)2
|AiB2 − AjB1|2 + 2
1
|AiB2 − AjB1|2 .
Ainsi nous avons :
|M34| |eξ12L| |M−134 | |M12| |eξ12L| |M−112 | ≤
P (η, s)e2Re(ξ2)L
|A1B2 −A2B1|2|A3B2 − A4B1|2 ,
ave P (η, s) une quantité qui peut être bornée par un polynme en η et ω (voir la dé-
nition des Ai et Bi en (14.6)). Nous introduisons Q(η, s) =
P (η,s)
|A1B2−A2B1|2|A3B2−A4B1|2
et pour σ xé, nous mettons en avant deux points :
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i. Le Théorème 14.2.2 nous indique que si σ 6= 0 et σ 6= 4νf 2c2/c˜, les quantités
|A1B2−A2B1| et |A3B2−A3B1| ne s'annulent en auun ω ou η. Ces quantités
ne peuvent don tendre vers 0 que quand |η| ou |ω| tendent vers l'inni. Cei est
eetivement le as puisque |A1B2−A2B1| et |A3B2−A4B1| sont fatorisables
par ξ1− ξ2 (voir la dénition des Ai et Bi en (14.6)) et que ξ1− ξ2 tend vers 0
quand |η| ou |ω| tend vers l'inni (voir (14.4)). Or dans e as −Re(ξ2) roît
omme |η| ou |ω| (voir (14.4)), et par suite Q(η, ω)e2Re(ξ2)L tend vers 0. Ainsi
pour tout 0 < C < 1 il existe un η0 > 0 et un ω0 > 0 tels que pour tout
|ω| > ω0 et |η| > η0 on ait Q(η, ω)e2Re(ξ2)L < C.
ii. Puisque les quantités |A1B2−A2B1| et |A3B2−A3B1| ne s'annulent en auun ω
ou η, nous en déduisons que sur l'ensemble borné (ω, η) ∈]−ω0, ω0[×]− η0, η0[
la quantité Q(η, ω) est bornée et par suite nous avons pour tout (η, ω) ∈
]− ω0, ω0[×]− η0, η0[ :
P (η, s)
|A1B2 − A2B1|2|A3B2 − A4B1|2 e
2Re(ξ2)L ≤ Ke2Re(ξ2)L,
ave K une onstante.
Or le Lemme 14.3.1 nous indique que e2Re(ξ2)L tend vers 0 uniformément en η et ω
quand σ tend vers l'inni. Si nous hoisissons σ0 tel que Ke
2Re(ξ2)L ≤ C pour tout
σ > σ0, les résultats i. et ii. nous donnent :
|M34| |eξ12L| |M−134 | |M12| |eξ12L| |M−112 | ≤ C < 1 pour tout σ > σ0, (ω, k) ∈ R2.
Nous en déduisons que pour σ > σ0, la norme de T est stritement inférieure à 1.
Le théorème suivant nous indique que l'algorithme (15.1), (15.2) onverge.
Théorème 15.3.1 Soit F dans L2(0, T ;L2(Ω−)), W0 = (U0, h0) dans H
1(Ω−) ×
H1(Ω−). L'algorithme (15.1), (15.2) initialisé par (15.22) dénit deux suites (U
k
−, h
k
−)
et (Uk+, h
k
+) onvergentes respetivement dans L
2(0, T ;H1(Ω−))× L2(0, T ;H1(Ω−))
et L2(0, T ;H1(Ω+))× L2(0, T ;H1(Ω+)) pour tout 0 < T < +∞.
Preuve : Soit |Ûk+1− | la norme eulidienne de Ûk+1− . En utilisant (15.25) nous
obtenons :
|Ûk+1− (L, η, s)| ≤ |T | |Ûk−1− (L, η, s)|.
Or le Lemme 15.3.1 nous donne l'existene d'une onstante 0 < C < 1 et d'un σ0 tels
que |Ûk+1− (L, η, s)| ≤ C|Ûk−1− (L, η, s)| pour tout σ > σ0 et par suite nous obtenons
|Û2k− (L, η, σ + iω)| ≤ Ck|Û0−(L, η, σ + iω)|,
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e qui nous donne en utilisant (B-3) :∫ T
0
‖U2k− (L, ·, t)‖2y dt ≤ C˜(T )
∫
R
∫
R
|Û2k− (L, η, σ + iω)|2 dη dω.
≤ C˜(T )Ck
∫
R
∫
R
|Û0−(L, η, σ + iω)|2 dη dω
≤ C˜(T )Ck
∫ T
0
‖U0−(L, ·, t)‖2y dt,
(15.27)
ette dernière inégalité est obtenue par la relation de Parseval et par le prinipe
de ausalité (voir Théorème B-4.1). Nous en déduisons alors la onvergene de
U2k− (L, ·, ·) dans L2(0, T ;L2(ΓL)). Il nous reste alors à montrer le résultat de onver-
gene de U2k− dans L
2(0, T ;L2(Ω−)) et pour ela nous remarquons que par onstru-
tion de l'algorithme nous avons également obtenu la onvergene de U2k+ (L, ·, ·) dans
L2(0, T ;L2(ΓL)).
Nous appelons Uk
relev
le relèvement de la donnée sur le bord du problème (15.23)
.-à-d. (voir Théorème A-3.2) Uk
relev
est dans H2,1(Ω−×]0, T [) et vérie Uk
relev
= Uk+
sur ΓL×]0, T [ et Uk
relev
(·, ·, 0) = 0 dans Ω−. Nous onstruisons ensuite hk
relev
tel
que hk
relev
(·, ·, 0) = 0 dans Ω− et ∂thk
relev
+ divUk
relev
= 0 dans Ω−×]0, T [. Ainsi
Wkr = (U
k+1
− − Uk
relev
, hk+1− − hk
relev
)t vérie LSWWkr = −LSW (Uk
relev
, hk
relev
) dans
Ω−×]0, T [, Wkr (·, ·, 0) = 0 dans Ω− et Ukr(0, ·, ·) = 0 sur ΓL×]0, T [.
Nous reprenons alors le alul qui nous a permis d'obtenir (15.13) pour β = 0,
.-à-d.
∫ T
0
‖Ukr‖x,y(t) ≤ K(T )
∫ T
0
‖LSW (Uk
relev
, hk
relev
)‖2x,y(t) dt. Ensuite en utilisant
la ontinuité du relèvement de Uk+(L, ·, ·) en Uk
relev
de H3/2,3/4(ΓL×]0, T [) dans
H2,1(Ω−×]0, T [) nous obtenons :∫ T
0
‖Uk+1− −Ukrelev‖2x,y(t) dt ≤ K(T )
∫ T
0
‖LSW (Uk
relev
, hk
relev
)‖2x,y(t)dt
≤ K˜(T )
∫ T
0
‖Uk+(L, ·, t)‖2y dt
ave K(T ) et K˜(T ) deux onstantes qui dépendent de T . Nous en déduisons :∫ T
0
‖Uk+1− (·, ·, t)‖2x,y dt ≤
∫ T
0
‖(Uk+1− −Ukrelev)(·, ·, t)‖x,y +
∫ T
0
‖Uk
relev
(·, ·, t)‖2x,y dt
≤ ˜˜K(T )
∫ T
0
‖Uk+(L, ·, t)‖2y dt,
de nouveau par la ontinuité du relèvement. Ainsi, puisque Uk+(L, ·, ·) onverge dans
L2(0, T ;L2(ΓL)), nous obtenons la onvergene de U
k
− dans L
2(0, T ;L2(Ω−)).
193
Partie II : Déomp. de dom. pour les équations de Saint-Venant
Nous réitérons le proessus sur ∂xU
k+1
+ et ∂yU
k+1
+ et nous montrons grâe à (15.27)
que Uk+ onverge vers 0 dans L
2(0, T ;H1(Ω−)) et h
k+1
− dans L
2(0, T ;L2(Ω−)). Le
même raisonnement dans Ω+ termine la preuve.
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Chapitre 16
De l'algorithme optimal à
l'algorithme optimisé
Comme nous l'avons vu dans la partie I, la méthode de Shwarz lassique onverge
très lentement ; et il est intéressant de s'inspirer de la théorie des onditions aux li-
mites absorbantes pour mettre en plae des onditions de transmission qui onduisent
à un algorithme de déomposition de domaine plus performant et qui onverge même
dans le as sans reouvrement. Le non reouvrement des sous-domaines est intéres-
sant ar il est moins oûteux qu'un reouvrement et il est indispensable pour envi-
sager un ouplage d'équations.
Dans la Setion 16.1 nous érivons des onditions aux limites qui mènent à la
onvergene optimale de l'algorithme. Puisque es onditions ne sont pas exploitables
dans la pratique, nous les approherons dans la Setion 16.2 par des opérateurs dif-
férentiels. Nous onsidérerons le as où es opérateurs sont d'ordre 0 ou 1 et dans
haun de es as nous étudierons l'algorithme assoié. Pour ela nous avons besoin
de trois lemmes que nous énonçons et démontrons dans la Setion 16.3.
Nous déomposons l'espae R
2
en deux sous-domaines qui ne se reouvrent pas
(voir Fig. 16.1) et dont l'interfae se trouve en x = 0.
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Fig. 16.1  Déomposition du domaine R2
16.1 Algorithme optimal
Dans ette setion nous proposons un algorithme de déomposition de domaine
optimal, .-à-d. nous hoisissons les onditions de transmission de façon à avoir
onvergene en deux itérations (dans le as d'un déoupage en n sous-domaines en
bandes nous aurons onvergene en n itérations). La méthode s'inspire de la théorie
des onditions aux limites absorbantes ; on pourra se reporter par exemple à [25℄ (L.
Halpern) pour le traitement de systèmes inomplètement paraboliques.
Il est onnu que si l'on déompose le domaine initial en deux sous-domaines, les
quantités onservées au travers de l'interfae ommune sont la solution, et la quantité
−ν∂U/∂~n + c2h ~n où ~n désigne le veteur normal à l'interfae. Suivant l'idée mise
en plae pour l'équation de onvetion diusion nous proposons l'algorithme :

LSW Wk+1
−
= FW dans Ω−×]0, T [
Wk+1
−
(·, ·, 0) = W0 dans Ω−
− ν ∂U
k+1
−
∂x
+ c2(hk+1
−
, 0)t − Λ+Uk+1
−
= − ν ∂U
k
+
∂x
+ c2(hk+, 0)
t − Λ+Uk+ sur Γ×]0, T [
LSW Wk+1+ = FW dans Ω+×]0, T [
Wk+1+ (·, ·, 0) = W0 dans Ω+
ν
∂Uk+1+
∂x
− c2(hk+1+ , 0)t − Λ−Uk+1+ = ν
∂Uk
−
∂x
− c2(hk
−
, 0)t − Λ−Uk
−
sur Γ×]0, T [
(16.1)
ave Λ+ et Λ− à dénir.
Nous introduisons dans un premier temps les matries :
D =
(
ν + c2/s 0
0 ν
)
, H =
(
0 iηc2/s
0 0
)
, ξ12 =
(
ξ1 0
0 ξ2
)
, (16.2)
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ave ξi, i = 1, 2 dénis en (14.5). Nous rappelons que les matries M12 et M34 sont
dénies en (14.10). Le théorème suivant nous indique omment hoisir les opérateurs
Λ+ et Λ− de façon optimale.
Théorème 16.1.1 Si le symbole de Fourier-Laplae de l'opérateur Λ+ est
−DM34ξ12M−134 −H,
et si le symbole de Λ− est
−DM12ξ12M−112 +H,
alors l'algorithme (16.1) onverge en deux itérations.
Preuve : Nous onsidérons l'algorithme (16.1) ave FW = 0 et W0 = 0, .-à-d.
nous onsidérons l'algorithme vérié par les erreurs que nous appelons enoreWk− et
Wk+. Nous prenons la transformée de Fourier-Laplae des équations dans Ω−×]0, T [
et Ω+×]0, T [ et d'après le Chapitre 14 et les relations (14.9) nous avons :
Ûk−(x, η, s) = M12e
−ξ12xαk pour (x, η, s) ∈]−∞, 0[×R× C,
Ûk+(x, η, s) = M34e
ξ12xβk pour (x, η, s) ∈]0,+∞[×R×C,
et hˆk± = −
1
s
∂uˆk±
∂x
− iη
s
vˆk±.
(16.3)
Nous érivons les onditions aux limites de l'algorithme (16.1) en variables de Fourier-
Laplae et nous remplaçons hˆk± par −∂xuˆk±/s− iηvˆk±/s, :
−D∂Û
k+1
−
∂x
−HÛk+1− − Λˆ+Ûk+1− = −D
∂Ûk+
∂x
−HÛk+ − Λˆ+Ûk+ en {0} × R×C,
D
∂Ûk+1+
∂x
+HÛk+1+ − Λˆ−Ûk+1+ = D
∂Ûk−
∂x
+HÛk− − Λˆ−Ûk− en {0} ×R× C.
(16.4)
Par ailleurs, le Théorème 14.2.2 nous indique que les matries M12 et M34 sont
inversibles, ainsi les relations (16.3) nous donnent ∂xÛ
k
+ = −M34ξ12M−134 Ûk+, et un
raisonnement analogue pour ∂xÛ
k
− nous donnent en x = 0 :
−D∂Û
k
+
∂x
−HÛk+ = (−DM34ξ12M−134 −H)Ûk+,
D
∂Ûk−
∂x
+HÛk− = (−DM12ξ12M−112 +H)Ûk−.
Ainsi en hoisissant Λˆ+ et Λˆ− omme indiqués par le théorème, les seonds membres
de (16.4) s'annulent. Les erreurs Wk− et W
k
+ sont alors solutions d'une équation
sans seond membre, ave des onditions aux limites homogènes et une ondition
initiale nulle .-à-d.Wk− etW
k
+ sont nulles. Par onséquent dès la deuxième itération
l'algorithme a onvergé.
197
Partie II : Déomp. de dom. pour les équations de Saint-Venant
16.2 Algorithme optimisé
Les opérateurs Λ± sont des opérateurs pseudo-diérentiels et ne peuvent être
utilisés diretement dans un algorithme. Comme dans la partie I, nous allons alors
les approher par des opérateurs diérentiels. Nous proposons l'algorithme :

LSW Wk+1
−
= FW dans Ω−×]0, T [
Wk+1
−
(·, ·, 0) = W0 dans Ω−
− ν ∂U
k+1
−
∂x
+ c2(hk+1
−
, 0)t − Λ+
app
Uk+1
−
= − ν ∂U
k
+
∂x
+ c2(hk+, 0)
t − Λ+
app
Uk+ sur Γ×]0, T [
LSW Wk+1+ = FW dans Ω+×]0, T [
Wk+1+ (·, ·, 0) = W0 dans Ω+
ν
∂Uk+1+
∂x
− c2(hk+1+ , 0)t − Λ−appUk+1+ = ν
∂Uk
−
∂x
− c2(hk
−
, 0)t − Λ−
app
Uk
−
sur Γ×]0, T [
(16.5)
ave Λ±
app
des opérateurs diérentiels à dénir.
Nous onsidérerons dans un premier temps (Chapitre 17) la forme le plus simple
pour es opérateurs :
0Λ±
app
=
(
λ µ
λ˜ µ˜
)
,
ave λ, µ, λ˜ et µ˜ quatre réels. Nous appellerons la ondition assoiée, ondition
d'ordre 0. Ensuite au Chapitre 18 , nous étudierons des onditions d'ordre 1, .-à-d.
pour lesquelles il intervient une dérivée en temps :
1Λ±
app
=
(
λ+ α ∂
∂t
µ
λ˜ µ˜
)
,
ave λ, µ, λ˜, µ˜ et α inq réels. Pour étudier en détail les algorithmes assoiés à
es onditions nous avons besoin de trois lemmes que nous énonçons et démontrons
dans la Setion 16.3.
16.3 Lemmes préliminaires
Dans ette setion nous énonçons et démontrons trois lemmes qui nous serviront
à montrer sous quelles hypothèses les problèmes aux limites impliqués dans (16.5)
possèdent une unique solution.
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16.3.1 Relèvement pour le problème d'ordre 0
Nous onstruisons ii un relèvement pour les onditions aux limites de (16.5)
quand Λˆ+
app
a la forme :
0Λˆ+
app
=
(
λ µ
λ˜ µ˜
)
,
ave λ, µ, λ˜ et µ˜ réels. Cei orrespond à e que nous appellerons des onditions
d'ordre 0.
Lemme 16.3.1 Soit U0 = (u0, v0) dans H
1(Ω−) et g dans H
1/2,1/4(Γ×]0, T [). Il
existe Ur dans H
2,1(Ω−×]0, T [) tel que : − ν
∂Ur
∂x
+ c2
(
hr
0
)
− 0Λ+
app
Ur = g sur Γ×]0, T [,
Ur(·, ·, 0) = U0 dans Ω−×]0, T [.
où hr est déni par : 
∂hr
∂t
+ divUr = 0 dans Ω−×]0, T [,
hr(·, ·, 0) = 0 dans Ω−.
Preuve : Nous introduisons gu0 et g
v
0 dans H
3/2,3/4(Γ×]0, T [) vériant sur Γ :
gu0 (·, 0) = u0(0, ·) et gv0(·, 0) = v0(0, ·).
Puis si (g)2 désigne la deuxième omposante de g, nous introduisons g
v
1 = (g)2 +
λ˜gu0+µ˜g
v
0 ∈ H1/2,1/4(Γ×]0, T [) et par le Théorème A-3.2, puisque v0 est dansH1(Ω−),
nous obtenons l'existene de vr dans H
2,1(Ω−×]0, T [) tel que :
vr(0, ·, ·) = gv0 sur Γ×]0, T [,
− ν ∂vr
∂x
(0, ·, ·) = gv1 sur Γ×]0, T [,
vr(·, ·, 0) = v0 dans Ω−.
Nous onstruisons à présent le relèvement ur. Pour ela nous introduisons g
u
1 =
(g)1 + λg
u
0 + µg
v
0 ∈ H1/2,1/4(Γ×]0, T [), puis g˜u1 tel que :
ˆ˜gu1 = −
s
sν + c2
(gˆu1 +
c2iη
s
gˆv0). (16.6)
Nous avons |ˆ˜gu1 | ≤ C(|gˆu1 | + |iηgˆv0 |) ave C une onstante stritement positive. Et
puisque gv0 est dans H
3/2,3/4(Γ×]0, T [) nous avons ∂ygv0 dans H1/2,1/4(Γ×]0, T [) et
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par suite g˜u1 est dans H
1/2,1/4(Γ×]0, T [). Il existe don ur dans H2,1(Ω−×]0, T [) tel
que : 
ur(0, ·, ·) = gu0 sur Γ×]0, T [,
∂ur
∂x
(0, ·, ·) = g˜u1 sur Γ×]0, T [,
ur(·, ·, 0) = u0 dans Ω−.
Enn nous notons Ur = (ur, vr) et nous dénissons hr omme étant la solution de
∂thr + divUr = 0 dans Ω−×]0, T [ ave hr(·, ·, 0) = 0 dans Ω−. Cei nous donne en
variables de Fourier-Laplae :
hˆr = −1
s
∂uˆr
∂x
− iη
s
vˆr ∀(x, η, s) ∈]−∞, 0[×R× C.
Ainsi nous avons sur l'interfae :
− ν ∂uˆr
∂x
+ c2hˆr = − (ν + c
2
s
)
∂uˆr
∂x
− iηc
2
s
vˆr
= − (ν + c
2
s
)ˆ˜gu1 −
iηc2
s
gˆv0 .
En utilisant la dénition de
ˆ˜gu1 (voir (16.6)), nous trouvons que −ν∂xur + c2hr = gu1
sur Γ×]0, T [. Par suite nous avons :
−ν ∂ur
∂x
+ c2hr − λur − µvr = gu1 − λgu0 − µgv0 = (g)1 sur Γ×]0, T [.
Nous avons également :
−ν ∂vr
∂x
− λ˜ur − µ˜vr = gv1 − λ˜gu0 − µ˜gv0 = (g)2 sur Γ×]0, T [.
16.3.2 Relèvement pour le problème d'ordre 1
Nous onstruisons ii un relèvement pour les onditions aux limites de (16.5)
quand Λˆ+
app
est de la forme :
1Λˆ+
app
=
(
λ+ αs µ
λ˜ µ˜
)
,
ave λ, µ, λ˜, µ˜ et α réels orrespondant à e que nous appellerons des onditions
d'ordre 1.
Dans la suite (g)i désigne la i
ème
omposante de g.
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Lemme 16.3.2 Soit g tel que (g)1 = g˜ − (λ + α∂t)gu0 où g˜ ∈ H5/2,5/4(Γ×]0, T [)
et gu0 ∈ H7/2,7/4(Γ×]0, T [), et (g)2 ∈ H5/2,5/4(Γ×]0, T [). Nous supposons que les
relations de ompatibilité suivantes sont vériées :
(g)1(·, 0) = 0 sur Γ,
(g)2(·, 0) = 0 sur Γ,
gu0 (·, 0) = 0 sur Γ,
∂gu0
∂t
(·, 0) = 0 sur Γ.
Il existe alors Ur = (ur, vr) dans H
4,2(Ω−×]0, T [) tel que
−ν ∂ur
∂x
+ c2hr − λur − µvr − α∂ur
∂t
= (g)1 sur Γ×]0, T [,
−ν ∂vr
∂x
− λ˜ur − µ˜vr = (g)2 sur Γ×]0, T [,
Ur(·, ·, 0) = 0 dans Ω−,
∂Ur
∂t
(·, ·, 0) = 0 dans Ω−.
où hr est déni par 
∂hr
∂t
+ divUr = 0 dans Ω−×]0, T [,
hr(·, ·, 0) = 0 dans Ω−.
Preuve : Soit gv0 dans H
7/2,7/4(Γ×]0, T [) vériant les relations de ompatibilité
sur Γ : 
gv0(·, 0) = 0,
∂gv0
∂t
(·, 0) = 0.
Nous introduisons gv1 = (g)2 + λ˜g
u
0 + µ˜g
v
0 ∈ H5/2,5/4(Γ×]0, T [) ave gu0 donné par
le théorème. Grâe aux relations de ompatibilité sur (g)2, g
u
0 et g
v
0 nous avons
gv1(·, 0) = 0 sur Γ. Par le Théorème A-3.2 nous obtenons alors l'existene de vr dans
H4,2(Ω−×]0, T [) tel que
vr(0, ·, ·) = gv0 sur Γ×]0, T [,
∂vr
∂x
(0, ·, ·) = −1
ν
gv1 sur Γ×]0, T [,
vr(·, ·, 0) = 0 dans Ω−,
∂vr
∂t
(·, ·, 0) = 0 dans Ω−.
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Nous onstruisons à présent le relèvement ur. Pour ela nous onsidérons g˜
u
1 dans
H5/2,5/4(Γ×]0, T [) déni par :
g˜u1 = g˜ + µg
v
0, (16.7)
et grâe aux relations de ompatibilité sur (g)1, g
u
0 , ∂tg
u
0 et g
v
0 nous avons g˜
u
1 (·, 0) = 0.
Ensuite nous introduisons (gu1 , g
h
0 ) solution de :
− νgu1 + c2gh0 = g˜u1 sur Γ×]0, T [
∂gh0
∂t
+ gu1 +
∂gv0
∂y
= 0 sur Γ×]0, T [
gh0 (·, 0) = 0 sur Γ,
Nous remarquons que puisque g˜u1 (·, 0) = 0 la solution gu1 , si elle existe, vérie
gu1 (·, 0) = 0. Puis nous résolvons e système par transformée de Fourier-Laplae
et nous trouvons :
gˆu1 = −
s
sν + c2
(
ˆ˜gu1 +
c2iη
s
gˆv0
)
. (16.8)
Nous avons |gˆu1 | ≤ C(|ˆ˜gu1 | + |iηgˆv0 |), ave C une onstante stritement positive. Et
puisque gv0 est dans H
7/2,7/4(Γ×]0, T [), nous avons ∂ygv0 dans H5/2,5/4(Γ×]0, T [) et
par suite gu1 est dans H
5/2,5/4(Γ×]0, T [). Il existe don ur dans H4,2(Ω−×]0, T [) tel
que : 
ur(0, ·, ·) = gu0 sur Γ×]0, T [,
∂ur
∂x
(0, ·, ·) = gu1 sur Γ×]0, T [,
ur(·, ·, 0) = 0 dans Ω−,
∂ur
∂t
(·, ·, 0) = 0 dans Ω−.
Enn, nous notons Ur = (ur, vr) et nous dénissons hr omme étant la solution de
∂thr + divUr = 0 dans Ω−×]0, T [ ave hr(·, ·, 0) = 0 dans Ω−. Cei nous donne en
variables de Fourier-Laplae :
hˆr = −1
s
∂uˆr
∂x
− iη
s
vˆr ∀(x, η, s) ∈]−∞, 0[×R× C.
Ainsi nous avons sur l'interfae :
−ν ∂uˆr
∂x
+ c2hˆr = −
(
ν +
c2
s
)
∂uˆr
∂x
− iηc
2
s
vˆr = −
(
ν +
c2
s
)
gˆu1 −
iηc2
s
gˆv0 .
Et en utilisant la dénition de gˆu1 (voir (16.8)), nous trouvons que −ν∂xur+c2hr = g˜u1
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sur Γ×]0, T [. Par suite nous avons sur Γ×]0, T [ :
− ν ∂ur
∂x
+ c2hr − λur − α∂ur
∂t
− µvr = g˜u1 −
(
λ+ α
∂
∂t
)
gu0 − µgv0
= g˜ −
(
λ+ α
∂
∂t
)
gu0
= (g)1.
Et nous avons également :
−ν ∂vr
∂x
− λ˜ur − µ˜vr = gv1 − λ˜gu0 − µ˜gv0 = (g)2 sur Γ×]0, T [.
16.3.3 Lemme de positivité
Lemme 16.3.3 Soit g dans L2(0, T ;L2(Γ)) et W = (U, h) la solution de :
LSWW = 0 dans Ω−×]0, T [,
W(·, ·, 0) = 0 dans Ω−,
U = g sur Γ×]0, T [.
On note Λ− l'opérateur déni par
Λ− : g→
(
ν
∂U
∂x
− c2
(
h
0
))
|Γ
. (16.9)
Si Λˆ−(η, s) désigne le symbole de Fourier-Laplae de et opérateur, alors pour tout
(η, s) ∈ R×C, la matrie Λˆ−(η, s) est dénie positive.
Preuve : Nous reprenons le système érit en variables de Fourier-Laplae (14.1) et
nous multiplions la première équation par uˆ. Nous intégrons ensuite selon la variable
x sur ]−∞, 0[. Après intégrations par parties nous obtenons pour (η, s) ∈ R×C :
s‖uˆ‖2x + νη2‖uˆ‖2x − (f vˆ, uˆ)x
−c2
(
hˆ,
∂uˆ
∂x
)
x
+ ν
∥∥∥∥∂uˆ∂x
∥∥∥∥2
x
+
(
−ν ∂uˆ
∂x
+ c2hˆ
)
uˆ(0, ·, ·) = 0.
De même, nous multiplions la deuxième équation par vˆ et nous intégrons selon la
variable x sur ]−∞, 0[. Nous obtenons :
s‖vˆ‖2x + νη2‖vˆ‖2x + (fuˆ, vˆ)x + c2iη(hˆ, vˆ)x + ν
∥∥∥∥∂vˆ∂x
∥∥∥∥2
x
− ν ∂vˆ
∂x
vˆ(0, ·, ·) = 0.
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Puis nous multiplions le onjugué de la troisième équation par c2hˆ :
sc2‖hˆ‖2x(η, s) + c2
(
hˆ,
∂uˆ
∂x
)
x
− iηc2(hˆ, vˆ)x = 0
Nous additionnons es trois égalités et nous obtenons :
s‖Û‖2x + sc2‖hˆ‖2x + ν
∥∥∥∥∥∂Û∂x
∥∥∥∥∥
2
x
+ νη2‖Û‖2x+
tÛ(0, ·, ·)
(
−ν ∂Û
∂x
+ c2
(
hˆ
0
))
(0, ·, ·)− (f vˆ, uˆ)x + (fuˆ, vˆ)x = 0.
Nous prenons alors la partie réelle de ette dernière égalité. Puisque f est réelle,
nous avons (fuˆ, vˆ)x − (f vˆ, uˆ)x = 2iIm((fuˆ, vˆ)x). En utilisant la dénition (16.9) de
l'opérateur Λ− nous obtenons :
Re(s)
(
‖Û‖2x(η, s) + c2‖hˆ‖2x(η, s)
)
+ ν
∥∥∥∥∥∂Û∂x
∥∥∥∥∥
2
x
(η, s)
+νη2‖Û‖2x(η, s) = Re(tgˆΛˆ−gˆ)(η, s).
Et puisque Re(s) > 0 nous en déduisons que pour tout g non identiquement nul,
nous avonsRe(tgˆΛˆ−gˆ) > 0. Ce qui montre que la matrie Λˆ−(η, s) est dénie positive
en tout point (η, s) ∈ R× C.
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L'objetif de e hapitre est d'étudier l'algorithme (16.5) quand les opérateurs
Λ±
app
sont d'ordre 0, .-à-d. quand ils s'érivent sous la forme :
0Λ±
app
=
(
λ µ
λ˜ µ˜
)
,
où λ, µ, λ˜, et µ˜ sont réels.
Dans la Setion 17.1, nous montrons que haun des sous-problèmes impliqués
dans (16.5) est bien posé, e qui nous permettra de dénir l'algorithme omplet dans
la Setion 17.2. On pourra trouver dans [23℄ (B. Gustafsson et A. Sundström) ou [2℄
(V. I. Agoshkov, A. Quarteroni et F. Saleri) une étude de diérents problèmes aux
limites pour les équations de Saint-Venant ave un terme de onvetion.
17.1 Problèmes dans le demi-espae
Nous introduisons le problème aux limites suivant :
LSW W = FW dans Ω−×]0, T [,
W(·, ·, 0) = W0 dans Ω−,
− ν ∂U
∂x
+ c2
(
h
0
)
− 0Λ+
app
U = g sur Γ×]0, T [,
(17.1)
ave FW = (F1, F2, 0)
t = (F, 0)t.
Nous allons montrer sous quelles hypothèses sur
0Λ+
app
e problème est bien posé.
Pour ela nous introduisons dans un premier temps la dénition suivante :
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Dénition 17.1.1 Une matrie M(η, s) est dite oerive s'il existe une onstante
γ indépendante de η et de s telle que pour tout (η, s) ∈ R×C et pour tout U ∈ R2,
Re(tUˆMUˆ) > γ|Uˆ|2 .
Le Théorème 17.1.1 nous donne un résultat d'existene et de régularité pour le
problème (17.1).
Théorème 17.1.1 Soit F dans L2(0, T ;L2(Ω−)), W0 = (U0, h0) dans H
1(Ω−) ×
H1(Ω−) et g dans H
1/2,1/4(Γ×]0, T [). Si le symbole de Fourier-Laplae de 0Λ+
app
est
oerif alors le problème aux limites (17.1) possède une unique solution (U, h) dans
H2,1(Ω−×]0, T [)×H1,1(Ω−×]0, T [) ave ∂th dans H1,1/2(Ω×]0, T [).
Preuve : Nous onsidérons W
auhy
, la solution du problème de Cauhy assoié
à (17.1), .-à-d. W
auhy
est la solution aux équations de Saint-Venant dans R2.
D'après le Théorème 13.2.2 du Chapitre 13,U
auhy
est dansH2,1(Ω×]0, T [) et h
auhy
dans H1,1(Ω×]0, T [) ave ∂thauhy dans H1,1/2(Ω−×]0, T [). Puis nous introduisons
Wc =W− (Wauhy)|Ω− qui est solution du problème :
LSWWc = 0 dans Ω−×]0, T [,
Wc(·, ·, 0) = 0 dans Ω−,
− ν ∂Uc
∂x
+ c2
(
hc
0
)
− 0Λ+
app
Uc = gc sur Γ×]0, T [,
(17.2)
ave gc = g − (−ν∂xUauhy + c2(hauhy, 0)t − 0Λ+
app
U
auhy
)|Γ ∈ H1/2,1/4(Γ×]0, T [).
La régularité de gc s'obtient en utilisant le Théorème de trae A-3.2 : nous avons
(−ν∂xUauhy)|Γ dans H1/2,1/4(Γ×]0, T [) et (Uauhy)|Γ dans H3/2,3/4(Γ×]0, T [). En-
suite puisque h
auhy
est solution de ∂thauhy + ∂xuauhy + ∂yvauhy = 0 nous en
onluons que (h
auhy
)|Γ est également dans H
1/2,1/4(Γ×]0, T [).
Comme nous l'avons vu au Chapitre 14, la solution en Fourier-Laplae de l'équa-
tion LSWWc = 0 dans Ω−×]0, T [ s'érit pour tout (x, η, s) ∈]−∞, 0[×R× C : Ûc(x, η, s) = M12e
−ξ12xα,
hˆc(x, η, s) = −1
s
∂uˆc
∂x
− iη
s
vˆc,
ave α que l'on détermine grâe à la ondition aux limites sur Γ. Dans les variables
initiales ette ondition s'érit :
−ν ∂Uc
∂x
+ c2
(
hc
0
)
− 0Λ+
app
Uc = gc sur Γ×]0, T [,
.-à-d. ave la dénition (16.9) :
−(Λ− + 0Λ+
app
)Uc = gc sur Γ×]0, T [,
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ou en Fourier-Laplae :
−(Λˆ− + 0Λˆ+
app
)M12α = gˆc. (17.3)
Or d'après le Lemme 16.3.3, la matrie Λˆ−(η, s) est dénie positive pour tout
(η, s) ∈ R × C, et par hypothèse 0Λˆ+
app
(η, s) l'est aussi, nous en déduisons que la
matrie (Λˆ− + 0Λˆ+
app
)(η, s) est également dénie positive et elle est ainsi inversible.
Par ailleurs, le Théorème 14.2.2 nous indique que la matrie M12 est inversible. Et
don la relation (17.3) dénit un unique α. Par suite nous obtenons l'existene d'une
unique solution au système érit en variables de Fourier-Laplae.
Nous érivons à présent une estimation d'énergie pour la solution en Fourier-
Laplae du problème. Pour ela nous utilisons le Lemme 16.3.1, qui ave l'hypothèse
gc dans H
1/2,1/4(Γ×]0, T [), nous donne l'existene de U
relev
dans H2,1(Ω−×]0, T [) tel
que :  − ν
∂U
relev
∂x
+ c2
(
h
relev
0
)
− 0Λ+
app
U
relev
= gc sur Γ×]0, T [,
U
relev
(·, ·, 0) = 0 dans Ω−,
où h
relev
est déni par ∂threlev + divUrelev = 0 dans Ω−×]0, T [ et hrelev(·, ·, 0) = 0
dans Ω−. Si nous introduisons (Ur, hr) = (Uc − Urelev, hc − hrelev), nous sommes
alors amenés à résoudre le problème :
LSWWr = FrW dans Ω−×]0, T [,
Wr(·, ·, 0) = 0 dans Ω−,
− ν ∂Ur
∂x
+ c2
(
hr
0
)
− 0Λ+
app
Ur = 0 sur Γ×]0, T [,
où FrW = (F
r
1 , F
r
2 , 0)
t = −LSWWrelev.
L'équation dans Ω−×]0, T [ s'érit en variables de Fourier-Laplae :
− ν ∂
2uˆr
∂x2
+ (s+ νη2)uˆr − f vˆr + c2∂hˆr
∂x
= F̂ r1 ,
− ν ∂
2vˆr
∂x2
+ (s+ νη2)vˆr + fuˆr + c
2iηhˆr = F̂
r
2 ,
shˆr + iηvˆr +
∂uˆr
∂x
= 0.
(17.4)
Nous reprenons les aluls de la démonstration du Lemme 16.3.3 .-à-d. nous multi-
plions la première équation de (17.4) par uˆr, la deuxième par vˆr puis nous multiplions
le onjugué de la troisième équation par c2hˆr. Puis nous intégrons la somme de es
207
Partie II : Déomp. de dom. pour les équations de Saint-Venant
résultats selon la variable x sur ]−∞, 0[ et nous obtenons :
s‖Ûr‖2x + sc2‖hˆr‖2x + ν
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
+ νη2‖Ûr‖2x − (f vˆr, uˆr)x + (fuˆr, vˆr)x
+tÛr(0, ·, ·)
(
−ν ∂Ûr
∂x
+ c2
(
hˆr
0
))
(0, ·, ·) = (F̂r, Ûr)x.
Nous utilisons alors la ondition aux limites en x = 0
−ν ∂Ûr
∂x
+ c2
(
hˆr
0
)
− 0Λˆ+
app
Ûr = 0,
et nous trouvons :
(s+ νη2)‖Ûr‖2x + sc2‖hˆr‖2x + ν
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
+ 2iIm((fuˆr, vˆr)x)
+tÛr
0Λˆ+
app
Ûr(0, ·, ·) = (F̂r, Ûr)x.
Nous prenons ensuite la partie réelle de ette expression et nous utilisons la oer-
ivité de
0Λˆ+
app
pour traiter le terme de bord : il existe une onstante γ > 0 telle
que Re(tÛr0Λˆ+
app
Ûr(0, η, s)) > γ|Ûr|2(0, η, s). Puis nous appliquons l'inégalité de
Cauhy-Shwarz au seond membre et nous utilisons la relation (1.5). Nous trou-
vons pour ǫ1 > 0 à hoisir :
(σ + νη2)‖Ûr‖2x + σc2‖hˆr‖2x + ν
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
+ γ‖Ûr‖2(0, ·, ·)
≤ ǫ1
2
‖Ûr‖2x +
1
2ǫ1
‖F̂‖2x.
En hoisissant ǫ1 = σ + νη
2
nous obtenons :
(σ + νη2)
2
‖Ûr‖2x + σc2‖hˆr‖2x + ν
∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
+ γ|Ûr|2(0, ·, ·)
≤ 1
2(σ + νη2)
‖F̂r‖2x.
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Cei nous onduit alors aux inégalités suivantes :
‖Ûr‖2x ≤
1
(σ + νη2)2
‖F̂r‖2x ∀(η, s) ∈ R× C,∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
≤ 1
2ν(σ + νη2)
‖F̂r‖2x ∀(η, s) ∈ R× C,
‖hˆr‖2x ≤
1
2c2σ(σ + νη2)
‖F̂r‖2x ∀(η, s) ∈ R× C.
Puis nous raisonnons omme pour le Théorème 15.1.1 du Chapitre 15 et es dernières
relations nous indiquent que
Ur,
∂Ur
∂x
,
∂Ur
∂y
,
∂2Ur
∂y2
,
∂2Ur
∂x∂y
sont dans L2(0, T ;L2(Ω−)),
et hr,
∂hr
∂y
sont dans L2(0, T ;L2(Ω−)).
(17.5)
Ensuite, en utilisant l'équation en hr nous obtenons :
∂hr
∂t
est dans L2(0, T ;L2(Ω−)). (17.6)
Pour montrer le résultat du théorème il nous reste alors à montrer que ∂xxUr et
∂tUr sont dans L
2(0, T ;L2(Ω−)) et que ∂xhr est dans L
2(0, T ;L2(Ω−)). Pour ela
nous onsidérons la première équation de (17.4) et grâe aux résultats (17.5) et à
l'hypothèse F r1 dans L
2(0, T ;L2(Ω−)), nous obtenons que suˆr − ν∂xxuˆr + c2∂xhˆr est
dans L2(]−∞, 0[×R×R). Si nous notons ‖·‖x,η,ω et (·, ·)x,η,ω respetivement la norme
et le produit salaire dans et espae, nous obtenons par intégration par parties :∥∥∥∥∥suˆr − ν ∂2uˆr∂x2 + c2∂hˆr∂x
∥∥∥∥∥
2
x,η,ω
= ‖suˆr‖2x,η,ω +
∥∥∥∥∥−ν ∂2uˆr∂x2 + c2∂hˆr∂x
∥∥∥∥∥
2
x,η,ω
+ 2Re
(suˆr,−ν ∂2uˆr
∂x2
+ c2
∂hˆr
∂x
)
x,η,ω

= ‖suˆr‖2x,η,ω +
∥∥∥∥∥−ν ∂2uˆr∂x2 + c2∂hˆr∂x
∥∥∥∥∥
2
x,η,ω
− 2Re
((
s
∂uˆr
∂x
,−ν ∂uˆr
∂x
+ c2hˆr
)
x,η,ω
)
+ 2Re
(∫
R
∫
R
suˆr(0, η, s)
(
−ν ∂uˆr
∂x
(0, η, s) + c2hˆr(0, η, s)
)
dη dω
)
<∞,
(17.7)
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ave s = σ + iω. Par ailleurs :
−Re
(
(s
∂uˆr
∂x
,−ν ∂uˆr
∂x
+ c2hˆr)x,η,ω
)
= σν
∥∥∥∥∂uˆr∂x
∥∥∥∥2
x,η,ω
− c2Re
((
∂uˆr
∂x
, shˆr
)
x,η,ω
)
et
∣∣∣∣∣Re
((
∂uˆr
∂x
, shˆr
)
x,η,ω
)∣∣∣∣∣ ≤ ‖∂uˆr∂x ‖x,η,ω ‖shˆr‖x,η,ω.
D'après (17.5) et (17.6) nous obtenons que
∣∣∣Re((∂xuˆr, shˆr)x,η,ω)∣∣∣ est bornée. D'autre
part, l'équation en vˆr permet d'armer que svˆr−ν∂xxvˆr est dans L2(]−∞, 0[×R×R).
Or nous avons :
∥∥∥∥svˆr − ν ∂2vˆr∂x2
∥∥∥∥2
x,η,ω
= ‖svˆr‖2x,η,ω + ν2
∥∥∥∥∂2vˆr∂x2
∥∥∥∥2
x,η,ω
− 2Re
(
(svˆr, ν
∂2vˆr
∂x2
)x,η,ω
)
= ‖svˆr‖2x,η,ω + ν2
∥∥∥∥∂2vˆr∂x2
∥∥∥∥2
x,η,ω
+
2Re
(
sν
∥∥∥∥∂vˆr∂x
∥∥∥∥2
x,η,ω
+ svˆr(0, η, s)
(
−ν ∂vˆr
∂x
(0, η, s)
))
<∞.
(17.8)
En additionnant (17.7) et (17.8) et en prenant en ompte le fait que Re(s∂xuˆr, hˆr)
est borné, nous obtenons alors :
‖suˆr‖2x,η,ω +
∥∥∥∥∥−ν ∂2uˆr∂x2 + c2∂hˆr∂x
∥∥∥∥∥
2
x,η,ω
+ 2σν
∥∥∥∥∂uˆr∂x
∥∥∥∥2
x,η,ω
+‖svˆr‖2x,η,ω + ν2
∥∥∥∥∂2vˆr∂x2
∥∥∥∥2
x,η,ω
+ 2σν
∥∥∥∥∂vˆr∂x
∥∥∥∥2
x,η,ω
+2Re
(∫
R
∫
R
suˆr(0, η, s)
(
−ν ∂uˆr
∂x
(0, η, s) + c2hˆr(0, η, s)
)
dη dω
)
+2Re
(∫
R
∫
R
svˆr(0, η, s)
(
−ν ∂vˆr
∂x
(0, η, s)
)
dη dω
)
<∞.
(17.9)
En utilisant la ondition aux limites, les deux dernières lignes de ette expression
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s'érivent :
2Re
(
s tÛr(0, η, s)(−ν ∂Ûr
∂x
+ c2(hˆr, 0)
t)(0, η, s)
)
= 2Re
(
s tÛr(0, η, s)
0Λˆ+
app
Ûr(0, η, s)
)
= 2Re
(
s(λ|uˆr|2(0, η, s) + µ˜|vˆr|2(0, η, s) + µuˆrvˆr(0, η, s) + λ˜uˆrvˆr(0, η, s))
)
= σλ|uˆr|2(0, η, s) + σµ˜|vˆr|2(0, η, s) + 2Re
(
s(µuˆrvˆr(0, η, s) + λ˜uˆrvˆr(0, η, s))
)
.
(17.10)
Par ailleurs, nous avons
∣∣∣2Re(s(µuˆrvˆr + λ˜uˆrvˆr)(0, η, s))∣∣∣ ≤ 2(|µ|+|λ˜|)|suˆrvˆr(0, η, s)|
et
suˆrvˆr(0, η, s) =
∫ 0
−∞
∂(suˆr vˆr)
∂x
(x, η, s) dx
=
∫ 0
−∞
suˆr
∂vˆr
∂x
(x, η, s) dx+
∫ 0
−∞
svˆr
∂uˆr
∂x
(x, η, s) dx
.-à-d. |suˆrvˆr(0, η, s)| ≤ 1
2α1
∫ 0
−∞
|suˆr|2 dx+ α1
2
∫ 0
−∞
∣∣∣∣∂vˆr∂x
∣∣∣∣2 dx+ 12α2
∫ 0
−∞
|svˆr|2 dx
+
α2
2
∫ 0
−∞
∣∣∣∣∂uˆr∂x
∣∣∣∣2 dx, (17.11)
ave α1 et α2 deux onstantes stritement positives. Ainsi (17.9) devient :
(1− |µ|+ |λ˜|
α1
)‖suˆr‖2x,η,ω +
∥∥∥∥∥−ν ∂2uˆr∂x2 + c2∂hˆr∂x
∥∥∥∥∥
2
x,η,ω
+(2σν − α2(|µ|+ |λ˜|))
∥∥∥∥∂uˆr∂x
∥∥∥∥2
x,η,ω
+
(
1− |µ|+ |λ˜|
α2
)
‖svˆr‖2x,η,ω
+ν2
∥∥∥∥∂2vˆr∂x2
∥∥∥∥2
x,η,ω
+ (2σν − α1(|µ|+ |λ˜|))
∥∥∥∥∂vˆr∂x
∥∥∥∥2
x,η,ω
σλ|uˆr|2(0, η, s) + σµ˜|vˆr|2(0, η, s) <∞.
Nous remarquons dans un premier temps que si
0Λˆ+
app
est oerive, alors λ et µ˜
sont positives et par onséquent, les deux derniers termes de ette expression sont
positifs. Nous prenons alors α1 ≥ |µ|+ |λ˜| et α2 ≥ |µ|+ |λ˜|, puis si nous hoisissons
σ > σ0 ave σ0 = max(α1, α2)(|µ|+ |λ˜|)/2ν nous en déduisons que suˆr et svˆr sont
dans L2(]−∞, 0[×R× R) et par suite en utilisant (B-3) :∫ T
0
∥∥∥∥∂Ur∂t
∥∥∥∥
x,y
(t) dt ≤ e
2σT
2π
∫ L
−∞
∫ +∞
−∞
∫ +∞
−∞
|suˆr|2(x, η, ω) dx dη dω <∞,
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ave σ > σ0 .-à-d.
∂Ur
∂t
est dans L2(0, T ;L2(Ω−)). (17.12)
Puis en dérivant la troisième équation de (17.4) par x et en injetant le résultat dans
la première nous obtenons :
−
(
ν +
c2
s
)
∂2uˆr
∂x2
− iηc
2
s
∂vˆr
∂x
− f vˆr + (s+ νη2)uˆr = F̂ r1 ,
et grâe à (17.5) et (17.12) nous avons vˆr, iηvˆr, η
2uˆr et suˆr dans L
2(]−∞, 0[×R×R).
Puisque |iηc2vˆr/s| < |iηc2vˆr|/σ ∈ L2(] − ∞, 0[×R × R), nous obtenons alors que
(ν + c2/s)∂xxuˆr∈ L2(]−∞, 0[×R×R) et par suite en onsidérant que la quantité :∣∣∣∣ν + c2s
∣∣∣∣ = ((σν + c2)2 + ν2ω2σ2 + ω2
)1/2
,
est bornée pour tout ω ∈ R nous en déduisons que :
∂2ur
∂x2
est dans L2(0, T ;L2(Ω−)).
Par ailleurs la deuxième équation de (17.4) nous donne :
∂2vr
∂x2
est dans L2(0, T ;L2(Ω−)).
Enn, en revenant à la troisième équation de (17.4) que nous dérivons par rapport à
x nous obtenons ∂xhˆr = −∂xxuˆr/s− iηc2∂xvˆr/s et par suite nous en déduisons que :
∂hr
∂x
est dans L2(0, T ;L2(Ω−)).
Nous avons ainsi Ur dans H
2,1(Ω−×]0, T [) et hr dans H1,1(Ω×]0, T [).
Or Ur = Uc −Uauhy −Urelev ave Urelev et (Uauhy)|Ω− dans H2,1(Ω−×]0, T [)
et hr = hc − hauhy − hrelev ave hrelev et (hauhy)|Ω− dans H1,1(Ω−×]0, T [). Nous
en déduisons que U est dans H2,1(Ω−×]0, T [) et h est dans H1,1(Ω−×]0, T [). Enn,
l'équation d'évolution en h nous donne ∂th dans H
1,1/2(Ω−×]0, T [).
17.2 Dénition de l'algorithme d'ordre 0
Quand Λ±
app
ont la forme :
0Λ±
app
=
(
λ µ
λ˜ µ˜
)
,
212
Chap. 17 Algorithme ave des onditions d'ordre 0
ave λ, µ, λ˜ et µ˜ des réels, nous initialisons l'algorithme (16.5) omme suit :
LSW W0− = FW dans Ω−×]0, T [
W0−(·, ·, 0) = W0 dans Ω−
− ν ∂U
0
−
∂x
+ c2
(
h0−
0
)
− 0Λ+
app
U0− = g1 sur Γ×]0, T [

LSW W0+ = FW dans Ω+×]0, T [
W0+(·, ·, 0) = W0 dans Ω+
ν
∂U0+
∂x
− c2
(
h0+
0
)
− 0Λ−
app
U0+ = g2 sur Γ×]0, T [
(17.13)
ave FW = (F, 0)
t
et g1, g2 dans H
1/2,1/4(Γ×]0, T [).
Théorème 17.2.1 Soit F dans L2(0, T ;L2(Ω)) et W0 = (U0, h0) dans H
1(Ω) ×
H1(Ω). Si le symbole de 0Λ±
app
est oerif, alors l'algorithme (16.5) ave Λ±
app
= 0Λ±
app
initialisé par (17.13) dénit une suite unique (Uk−, h
k
−) dans H
2,1(Ω−×]0, T [) ×
H1,1(Ω−×]0, T [) ave ∂thk− dansH1,1/2(Ω−×]0, T [) et (Uk+, hk+) dansH2,1(Ω+×]0, T [)×
H1,1(Ω+×]0, T [) ave ∂thk+ dans H1,1/2(Ω+×]0, T [).
Preuve : D'après le Théorème 17.1.1 le problème (17.13) dénit un unique (U0−, h
0
−)
dansH2,1(Ω−×]0, T [)×H1,1(Ω−×]0, T [) et un unique (U0+, h0+) dansH2,1(Ω+×]0, T [)×
H1,1(Ω+×]0, T [) ave ∂th0± dans H1,1/2(Ω±×]0, T [). Puis siWk− est solution de (16.5)
à l'étape k dans Ω−, alors d'après le Théorème A-3.2, nous avons sur Γ×]0, T [ :
−ν ∂U
k
−
∂x
+ c2
(
hk−
0
)
− 0Λ+
app
Uk− dans H
1/2,1/4(Γ×]0, T [).
Ainsi, de nouveau par le Théorème 17.1.1, le problème (16.5) dans Ω+ dénit
un unique (Uk+1+ , h
k+1
+ ) dans H
2,1(Ω+×]0, T [) × H1,1(Ω+×]0, T [) ave ∂thk+1+ dans
H1,1/2(Ω+×]0, T [). Et un raisonnement analogue dans Ω+ termine la preuve.
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Chapitre 18
Algorithme ave des onditions
d'ordre 1
Dans e hapitre nous nous intéressons à l'algorithme (16.5) dans le as où les
opérateurs Λ±
app
ont la forme :
1Λ±
app
=
 λ+ α ∂∂t µ
λ˜ µ˜
 ,
où λ, µ, λ˜, µ˜ et α sont des réels.
Dans la Setion 18.1, nous montrons que haun des sous-problèmes impliqués
dans (16.5) est bien posé, e qui nous permettra de dénir l'algorithme omplet dans
la Setion 18.2.
18.1 Problème dans le demi-espae
Nous nous intéressons au problème aux limites suivant :
LSW W = FW dans Ω−×]0, T [,
W(·, ·, 0) = W0 dans Ω−,
− ν ∂U
∂x
+ c2
(
h
0
)
− 1Λ+
app
U = g sur Γ×]0, T [,
(18.1)
ave FW = (F1, F2, 0)
t = (F, 0)t.
Le théorème suivant nous indique sous quelles hypothèses sur
1Λ+
app
e problème
possède une unique solution. Ii nous onsidérons des données initiales ave une
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régularité plus forte que elle des données du Théorème 17.1.1 (onditions d'ordre
0), an de pouvoir dénir la trae de ∂tu sur Γ.
Théorème 18.1.1 Soit F dans H2,1(Ω−×]0, T [), W0 = (U0, h0)t dans H3(Ω−) ×
H3(Ω−) et U˜0 = (u˜0, v˜0)
t = F(·, ·, 0)− (−ν△U0+ c2∇h0+(−fv0, fu0)t) ∈ H1(Ω−).
Soit g tel que (g)1 = g˜ − (λ + α∂t)gu0 , ave g˜ dans H5/2,5/4(Γ×]0, T [) et gu0 dans
H7/2,7/4(Γ×]0, T [) et (g)2 dans H5/2,5/4(Γ×]0, T [). Nous supposons que les relations
de ompatibilité suivantes sont vériées :
g˜(·, 0) = − ν ∂u0
∂x
(0, ·) + c2h0(0, ·)− µv0(0, ·) sur Γ,
gu0 (·, 0) = u0(0, ·) sur Γ,
∂gu0
∂t
(·, 0) = u˜0(0, ·) sur Γ,
(g)2(·, 0) = − ν ∂v0
∂x
(0, ·)− λ˜u0(0, ·)− µ˜v0(0, ·) sur Γ.
Si le symbole de
1Λ+
app
est oerif et si α est positif, alors (U, h) la solution de (18.1)
est dans H4,2(Ω−×]0, T [)×H3,2(Ω−×]0, T [) ave ∂th dans H3,3/2(Ω−×]0, T [).
Preuve : Nous reprenons la démonstration du Théorème 17.1.1. Nous introduisons
Wc =W− (Wauhy)|Ω− où (Uauhy, hauhy) ∈ H4,2(Ω×]0, T [)×H3,2(Ω×]0, T [) est
la solution du problème de Cauhy assoié à (18.1) (voir Théorème 13.2.3). Nous
avons : 
LSWWc = 0 dans Ω−×]0, T [,
Wc(·, ·, 0) = 0 dans Ω−,
− ν ∂Uc
∂x
+ c2
(
hc
0
)
− 1Λ+
app
Uc = gc sur Γ×]0, T [,
ave gc = g − (−ν∂xUauhy + c2
(
h
auhy
0
)
− 1Λ+
app
U
auhy
)|Γ.
Au ours de la démonstration du Théorème 17.1.1, nous avions montré dans un
premier temps que le problème en Fourier-Laplae ave Λ+
app
= 0Λ+
app
possède une
unique solution et ette démonstration reposait sur la oerivité de
0Λ+
app
. Sous la
même hypothèse sur
1Λ+
app
, nous obtenons le même résultat pour le problème (18.1).
Nous herhons à présent à relever la donnée gc et pour ela nous allons appliquer
le Lemme 16.3.2. Nous vérions ii que ses hypothèses sont vériées. En utilisant
l'équation et les onditions initiales nous avons (voir Chapitre 13 pour les notations) :
∂tU(·, ·, 0) = ν△U0 − c2∇h0 − D˜U0 + F(·, ·, 0),
∂tUauhy(·, ·, 0) = ν△U0 − c2∇h0 − D˜U0 + F(·, ·, 0),
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et par suite ∂tUc(·, ·, 0) = 0 dans Ω−. De même nous avons ∂thc(·, ·, 0) = 0. D'autre
part, le théorème de trae A-3.2 nous donne (−ν∂xvauhy− λ˜uauhy− µ˜vauhy)Γ dans
H5/2,5/4(Γ×]0, T [), ainsi (gc)2 est dans H5/2,5/4(Γ×]0, T [). La ondition initiale sur
(g)2 nous donne par ailleurs (gc)2(·, 0) = 0 sur Γ. Nous érivons également :
(gc)1 = g˜ − (λ+ α ∂
∂t
)gu0 − (−ν∂xuauhy + c2hauhy − µvauhy − (λ+ α
∂
∂t
)u
auhy
)|Γ
= ˜˜g − (λ+ α ∂
∂t
)g˜u0 ,
ave
˜˜g = g˜ − (−ν∂xuauhy + c2hauhy − µvauhy)|Γ ∈ H5/2,5/4(Γ×]0, T [) et g˜u0 =
gu0 − (uauhy)|Γ ∈ H7/2,7/4(Γ×]0, T [). Ces quantités vérient au temps t = 0 les
onditions suivantes :
˜˜g(·, 0) = g˜(·, 0)− (−ν ∂uauhy
∂x
+ c2h
auhy
− µv
auhy
)(0, ·, 0) = 0
= (−ν ∂u0
∂x
+ c2h0 − µv0)(0, ·)− (−ν ∂u0
∂x
+ c2h0 − µv0)(0, ·)
= 0
g˜u0 (·, 0) = gu0 (·, 0)− uauhy(0, ·, 0)
= 0
∂g˜0
∂t
(·, 0) = ∂g0
∂t
(·, 0)− ∂uauhy
∂t
(0, ·, 0)
= u˜0(0, ·)− (F1(0, ·, 0)− (−ν△u0 + c2∂h0
∂x
− fv0)(0, ·))
= 0,
ette dernière égalité est obtenue en utilisant la dénition de u˜0 donnée dans le
théorème.
Nous pouvons alors appliquer le Lemme 16.3.2 et introduire un relèvement U
relev
dans H4,2(Ω−×]0, T [) et hrelev déni par ∂threlev + divUrelev = 0 dans Ω−×]0, T [ et
h
relev
(·, ·, 0) = 0 dans Ω− vériant :

− ν ∂Urelev
∂x
+ c2
(
h
relev
0
)
− 1Λ+
app
U
relev
= gc sur Γ×]0, T [,
U
relev
(·, ·, 0) = 0 dans Ω−,
∂U
relev
∂t
(·, ·, 0) = 0 dans Ω−.
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Ainsi en introduisant (Ur, hr) = (Uc −Urelev, hc − hrelev), nous obtenons :
LSWWr = FrW dans Ω−×]0, T [,
Wr(·, ·, 0) = 0 dans Ω−,
− ν ∂Ur
∂x
+ c2
(
hr
0
)
− 1Λ+
app
Ur = 0 sur Γ×]0, T [,
(18.2)
ave FrW = (F1
r, F2
r, 0)t = (Fr, 0)t = −LSWWrelev.
Nous érivons alors des estimations a priori pour les équations en uˆr, vˆr et hˆr.
Comme pour la démonstration du Théorème 17.1.1 et puisque le symbole de
1Λ
+
app
est oerif nous obtenons également les relations suivantes :∥∥∥Ûr∥∥∥2
x
≤ 1
(σ + νη2)2
‖F̂r‖2x,∥∥∥∥∥∂Ûr∂x
∥∥∥∥∥
2
x
≤ 1
2ν(σ + νη2)
‖F̂r‖2x,
‖hˆr‖2x ≤
1
2c2σ(σ + νη2)
‖F̂r‖2x.
En onsidérant que F est dans L2(0, T ;L2(Ω−)), nous trouvons omme pour le Théo-
rème 17.1.1 que U et h ont la régularité indiquée en (17.5) et (17.6).
Puis nous reprenons les aluls (17.7) et (17.8) et nous obtenons (17.9). Mais ii
les termes de bords deviennent :
2Re
(
s tÛr(0, η, s)(−ν ∂Ûr
∂x
+ c2(hˆr, 0)
t)(0, η, s)
)
= 2Re
(
s tÛr(0, η, s)
1Λˆ+
app
Ûr(0, η, s)
)
= 2Re
(
s((λ+ αs)|uˆr|2(0, η, s) + µ˜|vˆr|2(0, η, s) + µuˆrvˆr(0, η, s) + λ˜uˆrvˆr(0, η, s))
)
= (σ(λ+ ασ) + αω2)|uˆr|2(0, η, s) + σµ˜|vˆr|2(0, η, s)+
2Re
(
µuˆrvˆr(0, η, s) + λ˜uˆrvˆr(0, η, s)
)
.
Ave l'hypothèse α ≥ 0 nous obtenons en suivant le raisonnement du Théorème
17.1.1 que U est dans H2,1(Ω−×]0, T [) et h dans H1,1(Ω−×]0, T [).
Nous remarquons ensuite que puisque ∂tWc(·, ·, 0) = 0 et ∂tWrelev(·, ·, 0) = 0
dans Ω−, nous avons également ∂tWr(·, ·, 0) = 0 dans Ω−. Nous reprenons alors
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le raisonnement préédent que nous appliquons au système (18.2) que nous avons
dérivé par rapport au temps :
LSWWrr = ∂F
r
W
∂t
dans Ω−×]0, T [,
Wrr(·, ·, 0) = 0 dans Ω−,
− ν ∂Urr
∂x
+ c2
(
hrr
0
)
− 1Λ+
app
Urr = 0 sur Γ×]0, T [,
ave (Urr, hrr) = (∂tUr, ∂thr) et ∂tF
r
dans L2(0, T ;L2(Ω−)).
Nous obtenons ainsi que ∂tUr est dans H
2,1(Ω−×]0, T [) et que ∂thr est dans
H1,1(Ω−×]0, T [).
De même nous dérivons le système (18.2) une (resp. deux) fois par rapport à y
et puisque ∂yF
r
(resp. ∂yyF
r
) est dans L2(0, T ;L2(Ω−)) nous obtenons que ∂yUr et
∂yyUr sont dans H
2,1(Ω−×]0, T [) et ∂yyhr est dans H1,1(Ω−×]0, T [).
Pour obtenir le résultat du théorème il reste alors à montrer d'une part que ∂x3Ur,
∂x3yUr et ∂x4Ur sont dans L
2(0, T ;L2(Ω−)) et d'autre part que ∂xxhr, ∂x3hr et ∂xxyhr
sont dans L2(0, T ;L2(Ω−)). Pour montrer es résultats nous remarquons que puisque
∂tUr−ν∂xxUr−ν∂yyUr+c2∇hr+(−fvr, fur)t = Fr ave Fr dans H2,1(Ω−×]0, T [),
alors G1 = −ν∂xxur + c2∂xhr est dans H2,1(Ω−×]0, T [) et G2 = −ν∂xxvr + c2∂yhr
est dans H2,1(Ω−×]0, T [).
En érivant que ∂xG2 et ∂xyG2 sont dans L
2(0, T ;L2(Ω−)) et en onsidérant la
régularité de hr (à savoir ∂xyhr et ∂xyyhr sont dans L
2(0, T ;L2(Ω−))), nous trouvons
que ∂x3vr et ∂x3yvr sont dans L
2(0, T ;L2(Ω−)).
Par ailleurs, en revenant aux variables de Fourier-Laplae et puisque hˆr = −(∂xuˆr+
c2iηvˆr)/s nous avons ∂xxĜ1 = −(ν+c2/s)∂x4 ˆ˜ur−c2(iη/s)∂x3 vˆr dans L2(]−∞, 0[×R×
R). Or nous avons |c2(iη/s)∂x3 vˆr| ≤ c2|iη∂x3 vˆr|/σ et ∂x3yvr est dans L2(0, T ;L2(Ω−)),
ainsi −(ν + c2/s)∂x4 uˆr est dans L2(] −∞, 0[×R × R) et puisque |ν + c2/s| est une
quantité bornée, nous en onluant que ∂x4ur est dans L
2(0, T ;L2(Ω−)). Nous appli-
quons le même raisonnement à ∂xG1 et ∂xyG1 et nous obtenons que ∂x3ur et ∂x3yur
sont dans L2(0, T ;L2(Ω−)).
A présent la régularité de hr (.-à-d. ∂xxhr, ∂x3hr, ∂xxyhr sont dans L
2(0, T ;L2(Ω−)))
s'obtient en érivant que ∂xG1, ∂xxG1 et ∂xyG1 sont dans L
2(0, T ;L2(Ω−)) et en
onsidérant la régularité de ur.
Enn, nous obtenons que ∂x4vr est dans L
2(0, T ;L2(Ω−)) en dérivant G2 deux fois
par rapport à x.
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Ainsi nous avons montré que Ur est dans H
4,2(Ω−×]0, T [) et que hr est dans
H3,2(Ω−×]0, T [). Et puisque (Ur, hr) = (U − Urelev − Uauhy, h − hrelev − hauhy)
aveU
relev
,U
auhy
dansH4,2(Ω−×]0, T [) et hrelev, hauhy dansH3,2(Ω−×]0, T [), nous
en déduisons le résultat du théorème.
18.2 Dénition de l'algorithme d'ordre 1
Soit Winit = (Uinit, hinit) un élément quelonque de H4,2(Ω−×]0, T [)×
H3,2(Ω−×]0, T [) tel que Winit(·, ·, 0) = W0 et ∂tUinit(·, ·, 0) = U˜0 ave W0 dans
H3(Ω)×H3(Ω) et U˜0 déni par U˜0 = F(·, ·, 0)−(−ν△U0+c2∇h0+(−fv0, fu0)t) ∈
H1(Ω−). Nous dénissons :
g1 =
(
−ν ∂U
init
∂x
+ c2
(
hinit
0
)
− 1Λ+
app
Uinit
)
|Γ
,
g2 =
(
ν
∂Uinit
∂x
− c2
(
hinit
0
)
− 1Λ−
app
Uinit
)
|Γ
.
Quand Λ±
app
= 1Λ±
app
nous initialisons l'algorithme (16.5) omme suit :

LSW W0− = FW dans Ω−×]0, T [,
W0−(·, ·, 0) = W0 dans Ω−,
− ν ∂U
0
−
∂x
+ c2
(
h0−
0
)
− 1Λ+
app
U0− = g1 sur Γ×]0, T [,

LSW W0+ = FW dans Ω+×]0, T [,
W0+(·, ·, 0) = W0 dans Ω+,
ν
∂U0+
∂x
− c2
(
h0+
0
)
− 1Λ−
app
U0+ = g2 sur Γ×]0, T [,
(18.3)
ave FW = (F, 0)
t
.
Théorème 18.2.1 Soit F dans H2,1(Ω×]0, T [), W0 = (U0, h0) dans H3(Ω) ×
H3(Ω). Si le symbole de 1Λ±
app
est oerif et si α est positif, alors l'algorithme (16.5)
ave Λ±
app
= 1Λ±
app
et initialisé par (18.3) dénit une suite unique (Uk−, h
k
−) dans
H4,2(Ω−×]0, T [) × H3,2(Ω−×]0, T [) ave ∂thk− dans H3,3/2(Ω−×]0, T [) et (Uk+, hk+)
dans H4,2(Ω+×]0, T [)×H3,2(Ω+×]0, T [) ave ∂thk+ dans H3,3/2(Ω+×]0, T [).
Preuve : PuisqueWinit est dansH4,2(Ω×]0, T [)×H3,2(Ω×]0, T [) aveWinit(·, ·, 0) =
W0 et ∂tU
init(·, ·, 0) = U˜0, d'après le Théorème A-3.2, nous avons g˜ = (−ν∂xuinit +
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c2hinit−µvinit)|Γ dansH5/2,5/4(Γ×]0, T [), gu0 = (uinit)|Γ dansH7/2,7/4(Γ×]0, T [) et g˜2 =
(−ν∂xvinit− λ˜uinit− µ˜vinit)|Γ dans H5/2,5/4(Γ×]0, T [), ave g˜(·, 0) = (−ν∂xu0+c2h0−
µv0)(0, ·), gu0 (·, 0) = u0(0, ·), ∂tgu0 (·, 0) = u˜0(0, ·) et g˜2(·, 0) = (−ν∂xv0 − λ˜u0 − µ˜v0).
Ainsi g = (g˜ − (λ + α∂t)gu0 , g˜2)t vérie les hypothèses du Théorème 18.1.1 et
le problème (18.3) dans Ω+ dénit un unique (U
0
−, h
0
−) dans H
4,2(Ω−×]0, T [) ×
H3,2(Ω−×]0, T [) ave ∂th0− dans H3,3/2(Ω−×]0, T [). Un raisonnement analogue dans
le sous-espae Ω+ nous donne l'existene et l'uniité de (U
0
+, h
0
+) dansH
4,2(Ω+×]0, T [)×
H3,2(Ω+×]0, T [) ave ∂th0+ dans H3,3/2(Ω+×]0, T [).
Puis nous appliquons le même raisonnement aux sous-problèmes de (16.5) pour ob-
tenir la n de la preuve du théorème.
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Chapitre 19
Etude de la onvergene de
l'algorithme
Dans e hapitre nous donnons des résultats de onvergene pour l'algorithme
(16.5) dans le as partiulier où les opérateurs Λ±
app
sont diagonaux. La généralisation
à des opérateurs plus généraux reste à faire.
19.1 Convergene de l'algorithme ave des ondi-
tions d'ordre 0
Le théorème suivant nous donne un résultat de onvergene pour l'algorithme
(16.5) quand les onditions de transmission sont d'ordre 0 et quand les opérateurs
Λ±
app
sont diagonaux.
Théorème 19.1.1 Soit F dans L2(0, T ;L2(Ω)), W0 = (U0, h0) dans H
1(Ω) ×
H1(Ω). Si
Λ+
app
= Λ−
app
=
(
q 0
0 p
)
,
ave p et q deux réels stritement positifs, alors les suites (Uk+1− , h
k+1
− ) et (U
k+1
+ , h
k+1
+ )
dénies par l'algorithme (16.5) initialisé par (17.13), onvergent respetivement dans
L2(0, T ;H1(Ω−))× L2(0, T ;L2(Ω−)) et L2(0, T ;H1(Ω+))× L2(0, T ;L2(Ω+)).
Preuve : Nous introduisons tout d'abord les opérateurs B+ et B− dénis par :
B+(U, h) = −ν ∂U
∂x
+ c2
(
h
0
)
− Λ+
app
U,
B−(U, h) = ν ∂U
∂x
− c2
(
h
0
)
− Λ+
app
U.
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Ces opérateurs vérient les relations :
B+(U, h) + B−(U, h) = −2Λ+
app
U,
B+(U, h)− B−(U, h) = 2
(
−ν ∂U
∂x
+ c2
(
h
0
))
.
Dans la suite
tX désigne la transposée du veteur ou de la matrie X. Puisque par
hypothèse p et q sont stritement positifs, la matrie Λ+
app
est inversible et le terme
(tU)
(
−ν∂xU+ c2
(
h
0
))
s'érit :
−1
4
(
t(B+ + B−)(U, h)
)
t(Λ+
app
)−1(B+ − B−)(U, h).
Et si Λ+
app
=
(
q 0
0 p
)
ave p et q deux réels stritement positifs, nous avons :
t((B+ + B−)(U, h)) t(Λ+
app
)−1(B+ − B−)(U, h)
= (B1+ + B1−,B2+ + B2−)
(
(B1+ − B1−)/q
(B2+ − B2−)/p
)
=
1
q
((B1+)2 − (B1−)2) +
1
p
((B2+)2 − (B2−)2)
où Bi± représente la ie`me oordonnée du veteur B±(U, h). Nous avons ainsi montré
que :
(tU)
(
−ν ∂U
∂x
+ c2
(
h
0
))
= − 1
4q
((B1+)2 − (B1−)2)−
1
4p
((B2+)2 − (B2−)2). (19.1)
Pour montrer que l'algorithme (16.5) onverge nous introduisons à présent l'al-
gorithme de l'erreur. Si nous notons W˜k± =Wc|Ω±−Wk± l'erreur dans Ω± (aveWc
la solution du problème de Cauhy dans R2 (voir Théorème 13.2.3)), nous avons
LSW W˜k+1
−
= 0 dans Ω
−
×]0, T [,
W˜k+1
−
(·, ·, 0) = 0 dans Ω
−
,
− ν ∂U˜
k+1
−
∂x
+ c2(h˜k+1
−
, 0)t − Λ+
app
U˜k+1
−
= − ν ∂U˜
k
+
∂x
+ c2(h˜k+, 0)
t − Λ+
app
U˜k+ sur Γ×]0, T [,
LSW W˜k+1+ = 0 dans Ω+×]0, T [,
W˜k+1+ (·, ·, 0) = 0 dans Ω+,
ν
∂U˜k+1+
∂x
− c2(h˜k+1+ , 0)t − Λ−appU˜k+1+ = ν
∂U˜k
−
∂x
− c2(h˜k
−
, 0)t − Λ−
app
U˜k
−
sur Γ×]0, T [.
(19.2)
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Nous multiplions alors l'équation d'évolution en U˜k+1− dans Ω− par U˜
k+1
− , elle en
h˜k+1− par h˜
k+1
− puis nous intégrons la somme de es résultats sur Ω−. En notant ‖·‖Ω−
la norme L2(Ω−) nous obtenons :
1
2
d
dt
(‖U˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−) + ν‖∇U˜k+1− ‖2Ω−
+
∫
Γ
(tU˜k+1− )
(
−ν ∂U˜
k+1
−
∂x
+ c2
(
h˜k+1−
0
))
dγ = 0.
Et d'après (19.1) nous avons :
1
2
d
dt
(‖U˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−) + ν‖∇U˜k+1− ‖2Ω−
+
1
4
∫
Γ
1
q
|B1−(U˜k+1− , h˜k+1− )|2 +
1
p
|B2−(U˜k+1− , h˜k+1− )|2dγ
=
1
4
∫
Γ
1
q
|B1+(U˜k+1− , h˜k+1− )|2 +
1
p
|B2+(U˜k+1− , h˜k+1− )|2dγ.
Or la ondition aux limites sur Γ×]0, T [ du problème dans Ω− s'érit B+(U˜k+1− , h˜k+1− ) =
B+(U˜k+, h˜k+), nous obtenons alors
1
2
d
dt
(‖U˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−) + ν‖∇U˜k+1− ‖2Ω−
+
1
4
∫
Γ
1
q
|B1−(U˜k+1− , h˜k+1− )|2 +
1
p
|B2−(U˜k+1− , h˜k+1− )|2dγ
=
1
4
∫
Γ
1
q
|B1+(U˜k+, h˜k+)|2 +
1
p
|B2+(U˜k+, h˜k+)|2dγ.
(19.3)
En réitérant le raisonnement dans Ω+ nous obtenons :
1
2
d
dt
(‖U˜k+1+ ‖2Ω+ + c2‖h˜k+1+ ‖2Ω+) + ν‖∇U˜k+1+ ‖2Ω+
+
1
4
∫
Γ
1
q
|B1+(U˜k+1+ , h˜k+1+ )|2 +
1
p
|B2+(U˜k+1+ , h˜k+1+ )|2dγ
=
1
4
∫
Γ
1
q
|B1−(U˜k−, h˜k−)|2 +
1
p
|B2−(U˜k−, h˜k−)|2dγ.
(19.4)
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Si nous introduisons
Ek+1 =
1
2
d
dt
(‖U˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−) + ν‖∇U˜k+1− ‖2Ω−
+
1
2
d
dt
(‖U˜k+1+ ‖2Ω+ + c2‖h˜k+1+ ‖2Ω+ + ν‖∇U˜k+1+ ‖2Ω+ ,
F k+1 =
1
4
∫
Γ
1
q
|B1−(U˜k+1− , h˜k+1− )|2 + |
1
p
B2−(U˜k+1− , h˜k+1− )|2dγ,
Gk+1 =
1
4
∫
Γ
1
q
|B1+(U˜k+1+ , h˜k+1+ )|2 +
1
p
|B2+(U˜k+1+ , h˜k+1+ )|2dγ,
l'addition de (19.3) et (19.4) s'érit :
Ek+1 + F k+1 +Gk+1 = F k +Gk,
et en sommant ette relation pour tous les k ∈ {0, · · · , K} nous obtenons après
simpliations des termes redondants :
K+1∑
k=1
Ek + FK+1 +GK+1 = F 0 +G0.
En faisant tendre K vers l'inni nous obtenons que la série
∑+∞
k=1E
k
onverge et
que par onséquent Ek tend vers 0.
Nous obtenons alors la onvergene de l'erreur (U˜k−, h˜
k
−) vers 0 dans L
2(0, T ;H1(Ω−))×
L2(0, T ;L2(Ω−)) et de l'erreur (U˜
k
+, h˜
k
+) vers 0 dans L
2(0, T ;H1(Ω+))×L2(0, T ;L2(Ω+)).
19.2 Convergene de l'algorithme ave des ondi-
tions d'ordre 1
Nous donnons à présent un résultat de onvergene pour l'algorithme (16.5)
quand les onditions de transmission sont d'ordre 1.
Théorème 19.2.1 Soit F dans H2,1(Ω×]0, T [), W0 = (U0, h0) dans H3(Ω) ×
H3(Ω). Si
Λ+
app
= Λ−
app
=
(
λ+ α ∂
∂t
0
0 µ˜
)
,
ave λ, µ˜ et α trois réels stritement positifs ave αc2 < λν alors les suites (Uk+1− , h
k+1
− )
et (Uk+1+ , h
k+1
+ ) dénies par l'algorithme (16.5) initialisé par (17.13), onvergent res-
petivement dans L2(0, T ;H1(Ω−))×L2(0, T ;L2(Ω−)) et L2(0, T ;H1(Ω+))×L2(0, T ;L2(Ω+)).
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Preuve : Nous introduisons les opérateurs suivants :
B1+(U, h) = −ν
∂u
∂x
+ c2h− λu− α∂u
∂t
,
B1−(U, h) = ν
∂u
∂x
− c2h− λu− α∂u
∂t
.
En multipliant la somme et la diérene de B1+(U, h) et B1−(U, h) nous obtenons
(B1+(U, h))2 − (B1−(U, h))2 = 4(−ν∂xu+ c2h)(−λu− α∂tu), puis
u
(
−ν ∂u
∂x
+ c2h
)
= − 1
4λ
((B1+(U, h))2 − (B1−(U, h))2)−
α
λ
∂u
∂t
(
−ν ∂u
∂x
+ c2h
)
.
Nous introduisons également
B2+(U, h) = −ν
∂v
∂x
− µ˜v,
B2−(U, h) = ν
∂v
∂x
− µ˜v.
et nous obtenons (B2+(U, h))2 − (B2−(U, h))2 = 4(−ν∂xv)(−µ˜v). Nous reprenons la
démonstration du Théorème 19.1.1 et nous érivons une estimation d'énergie sur
l'algorithme de l'erreur dénie par (19.2) :
1
2
d
dt
(
‖U˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−
)
+ ν‖∇U˜k+1− ‖2Ω−
+
∫
Γ
(tU˜k+1− )
(
−ν ∂U˜
k+1
−
∂x
+ c2
(
h˜k+1−
0
))
dγ = 0,
et en utilisant la dénition des B±, nous trouvons :
1
2
d
dt
(‖U˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−) + ν‖∇U˜k+1− ‖2Ω−
+
∫
Γ
− 1
4λ
((B1+(U˜k+1− , h˜k+1− ))2 − (B1−(U˜k+1− , h˜k+1− ))2)dγ
+
∫
Γ
−α
λ
(
−ν ∂u˜
k+1
−
∂x
+ c2h˜k+1−
)
∂u˜k+1−
∂t
dγ
+
∫
Γ
− 1
4µ˜
((B2+(U˜k+1− , h˜k+1− ))2 − (B2−(U˜k+1− , h˜k+1− ))2) dγ = 0.
(19.5)
Par ailleurs, nous multiplions l'équation ∂tu˜
k+1
− − ν△u˜k+1− + c2∂xh˜k+1− − f v˜k+1− = 0
par ∂tu˜
k+1
− et nous intégrons le résultat sur Ω−. Nous obtenons :∥∥∥∥∂u˜k+1−∂t
∥∥∥∥2
Ω−
+
(
−ν△u˜k+1− + c2
∂h˜k+1−
∂x
,
∂u˜k+1−
∂t
)
Ω−
−
(
f v˜k+1− ,
∂u˜k+1−
∂t
)
Ω−
= 0,
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et par intégration par parties nous trouvons nalement :∥∥∥∥∂u˜k+1−∂t
∥∥∥∥2
Ω−
+ ν
(
∇u˜k+1− ,
∂
∂t
(∇u˜k+1− )
)
Ω−
− c2
(
h˜k+1− ,
∂
∂t
(
∂u˜k+1−
∂x
))
Ω−
+
∫
Γ
(
−ν ∂u˜
k+1
−
∂x
+ c2h˜k+1−
)
∂u˜k+1−
∂t
dγ − f
(
v˜k+1− ,
∂u˜k+1−
∂t
)
Ω−
= 0
Nous pouvons rérire (19.5) grâe au terme de bord de l'expression préédente :
1
2
d
dt
(
‖U˜k+1− ‖2Ω− +
να
λ
‖∇u˜k+1− ‖2Ω− + c2‖h˜k+1− ‖2Ω−
)
+ ν‖∇U˜k+1− ‖2Ω−
+
∫
Γ
− 1
4λ
((B1+(U˜k+1− , h˜k+1− ))2 − (B1−(U˜k+1− , h˜k+1− ))2)dγ +
α
λ
∥∥∥∥∂u˜k+1−∂t
∥∥∥∥2
Ω−
−αc
2
λ
(
h˜k+1− ,
∂
∂t
(
∂u˜k+1−
∂x
))
Ω−
− α
λ
f
(
v˜k+1− ,
∂u˜k+1−
∂t
)
Ω−
+
∫
Γ
− 1
4µ˜
(
(B2+(U˜k+1− , h˜k+1− ))2 − (B2−(U˜k+1− , h˜k+1− ))2
)
dγ = 0.
(19.6)
Par ailleurs nous érivons les relations suivantes qui s'obtiennent premièrement par
intégration par parties selon la variable temporelle, puis par l'utilisation de l'équation
d'évolution ∂th˜
k+1
− = −∂xu˜k+1− − ∂y v˜k+1− :∫ t
0
(
h˜k+1− ,
∂
∂t
(
∂u˜k+1−
∂x
))
Ω−
(σ) dσ
= −
∫
Ω−
∫ t
0
∂h˜k+1−
∂t
∂u˜k+1−
∂x
(x, y, σ) dσdxdy +
∫
Ω−
h˜k+1
∂u˜k+1−
∂x
(x, y, t)dxdy
=
∫ t
0
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(σ) dσ +
∫ t
0
∫
Ω−
∂u˜k+1−
∂x
∂v˜k+1−
∂y
(x, y, σ)dxdydσ+∫
Ω−
h˜k+1− (x, y, t)
∂u˜k+1−
∂x
(x, y, t)dxdy
≤
(
1 +
ǫ1
2
)∫ t
0
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(σ) dσ +
1
2ǫ1
∫ t
0
∥∥∥∥∂v˜k+1−∂y
∥∥∥∥2
Ω−
(σ) dσ
+
ǫ2
2
‖h˜k+1− ‖2Ω−(t) +
1
2ǫ2
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(t).
Cette dernière inégalité est obtenue par l'inégalité de Cauhy-Shwarz et par la
relation (1.5) ave ǫ1 et ǫ2 deux réels stritement positifs. Nous érivons également
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pour ǫ3 stritement positif :
f
(
v˜k+1− ,
∂u˜k+1−
∂t
)
Ω−
≤ f
2ǫ3
2
‖v˜k+1− ‖2Ω−(t) +
1
2ǫ3
∥∥∥∥∂u˜k+1−∂t
∥∥∥∥2
Ω−
(t).
En intégrant en temps (19.6) et en utilisant les deux relations préédentes nous
trouvons :
1
2
(
‖U˜k+1− ‖2Ω−(t) +
α
λ
(ν − c2 1
ǫ2
)
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(t) +
να
λ
∥∥∥∥∂u˜k+1−∂y
∥∥∥∥2
Ω−
(t)
+c2(1− α
λ
ǫ2)‖h˜k+1‖2Ω−(t)
)
+
(
ν − αc
2
λ
(1 +
ǫ1
2
)
)∫ t
0
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(σ) dσ + ν
∫ t
0
∥∥∥∥∂u˜k+1−∂y
∥∥∥∥2
Ω−
(σ) dσ+
ν
∫ t
0
∥∥∥∥∂v˜k+1−∂x
∥∥∥∥2
Ω−
(σ) dσ + (ν − αc
2
λ
1
2ǫ1
)
∫ t
0
∥∥∥∥∂v˜k+1−∂y
∥∥∥∥2
Ω−
(σ) dσ
+
α
λ
(1− 1
2ǫ3
)
∫ t
0
∥∥∥∥∂u˜k+1−∂t
∥∥∥∥2
Ω−
(σ) dσ − α
λ
f 2ǫ3
2
∫ t
0
∥∥v˜k+1− ∥∥2Ω−(σ)dσ
+
1
4λ
∫ t
0
∫
Γ
(B1−(U˜k+1− , h˜k+1− ))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2−(U˜k+1− , h˜k+1− ))2dγ
≤ 1
4λ
∫ t
0
∫
Γ
(B1+(U˜k+1− , h˜k+1− ))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2+(U˜k+1− , h˜k+1− ))2dγ.
Nous hoisissons à présent ǫ1 tel que ǫ1 ≥ αc2/2νλ, et ǫ3 tel que ǫ3 ≥ 1/2, ainsi
les quantités C1 = ν − αc2/2λǫ1 et C3 = α(1 − 1/2ǫ3)/λ sont positives. Puis sous
la ondition αc2 < λν, nous pouvons hoisir ǫ2 tel que c
2/ν ≤ ǫ2 ≤ λ/α .-à-d.
tel que les quantités C2 = α(ν − c2/ǫ2)/λ et C˜2 = c2(1− αǫ2/λ) soient stritement
positives. Si nous utilisons la ondition aux limites sur Γ×]0, T [ du problème dans
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Ω− : B+(U˜k+1− , h˜k+1− ) = B+(U˜k+1+ , h˜k+) nous obtenons :
1
2
(
‖U˜k+1− ‖2Ω−(t) + C2
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(t) +
να
λ
∥∥∥∥∂u˜k+1−∂y
∥∥∥∥2
Ω−
(t)
+C˜2‖h˜k+1− ‖2Ω−(t)
)
+
(
ν − αc
2
λ
(
1 +
ǫ1
2
))∫ t
0
∥∥∥∥∂u˜k+1−∂x
∥∥∥∥2
Ω−
(σ) dσ + ν
∫ t
0
∥∥∥∥∂u˜k+1−∂y
∥∥∥∥2
Ω−
(σ) dσ
+ν
∫ t
0
∥∥∥∥∂v˜k+1−∂x
∥∥∥∥2
Ω−
(σ) dσ + C1
∫ t
0
∥∥∥∥∂v˜k+1−∂y
∥∥∥∥2
Ω−
(σ) dσ
+C3
∫ t
0
∥∥∥∥∂u˜k+1−∂t
∥∥∥∥2
Ω−
(σ) dσ − α
λ
f 2ǫ3
2
∫ t
0
∥∥v˜k+1− ∥∥2Ω− (σ) dσ
+
1
4λ
∫ t
0
∫
Γ
(B1−(U˜k+1− , h˜k+1− ))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2−(U˜k+1− , h˜k+1− ))2dγ
≤ 1
4λ
∫ t
0
∫
Γ
(B1+(U˜k+, h˜k+))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2+(U˜k+, h˜k+))2dγ.
Un alul analogue dans Ω+ nous donne :
1
2
(
‖U˜k+1+ ‖2Ω+(t) + C2
∥∥∥∥∂u˜k+1+∂x
∥∥∥∥2
Ω+
(t) +
να
λ
∥∥∥∥∂u˜k+1+∂y
∥∥∥∥2
Ω+
(t)
+C˜2‖h˜k+1+ ‖2Ω+(t)
)
+
(
ν − αc
2
λ
(
1 +
ǫ1
2
))∫ t
0
∥∥∥∥∂u˜k+1+∂x
∥∥∥∥2
Ω+
(σ) dσ + ν
∫ t
0
∥∥∥∥∂u˜k+1+∂y
∥∥∥∥2
Ω+
(σ) dσ
+ν
∫ t
0
∥∥∥∥∂v˜k+1+∂x
∥∥∥∥2
Ω+
(σ) dσ + C1
∫ t
0
∥∥∥∥∂v˜k+1+∂y
∥∥∥∥2
Ω+
(σ) dσ
+C3
∫ t
0
∥∥∥∥∂u˜k+1+∂t
∥∥∥∥2
Ω+
(σ) dσ − α
λ
f 2ǫ3
2
∫ t
0
∥∥v˜k+1+ ∥∥2Ω+(σ) dσ
+
1
4λ
∫ t
0
∫
Γ
(B1+(U˜k+1+ , h˜k+1+ ))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2+(U˜k+1+ , h˜k+1+ ))2dγ
≤ 1
4λ
∫ t
0
∫
Γ
(B1−(U˜k−, h˜k−))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2−(U˜k−, h˜k−))2dγ.
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Nous introduisons ensuite les quantités :
Ek± =
1
2
(
‖u˜k±‖2Ω±(t) +
να
λ
∥∥∥∥∂u˜k±∂y
∥∥∥∥2
Ω±
(t)
+ C˜2‖h˜k±‖2Ω±(t)
)
+ ν
∫ t
0
∥∥∥∥∂u˜k±∂y
∥∥∥∥2
Ω±
(σ) dσ
+ ν
∫ t
0
∥∥∥∥∂v˜k±∂x
∥∥∥∥2
Ω±
(σ) dσ + C1
∫ t
0
∥∥∥∥∂v˜k±∂y
∥∥∥∥2
Ω±
(σ) dσ
+ C3
∫ t
0
∥∥∥∥∂u˜k±∂t
∥∥∥∥2
Ω±
(σ) dσ
Hk±(t) =
∥∥∥∥∂u˜k±∂x
∥∥∥∥2
Ω±
(t) +
∥∥v˜k±∥∥2Ω±(t)
F k(t) =
1
4λ
∫ t
0
∫
Γ
(B1−(U˜k−, h˜k−))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2−(U˜k−, h˜k−))2dγ
Gk(t) =
1
4λ
∫ t
0
∫
Γ
(B1+(U˜k+, h˜k+))2dγ +
1
4µ˜
∫ t
0
∫
Γ
(B2+(U˜k+, h˜k+))2dγ,
nous avons alors :
Ek+ + E
k
− +
1
2
min(1, C2)
(
Hk− +H
k
+
)
(t) + F k +Gk
≤ F k−1 +Gk−1 +max
(
α
λ
f 2ǫ3
2
,−ν + αc
2
λ
(
1 +
ǫ1
2
))∫ t
0
(Hk− +H
k
+)(σ) dσ.
En additionnant ette relation sur tous le k ∈ {1, · · · , K + 1} et en simpliant les
termes redondants, nous obtenons :
K+1∑
k=1
(Ek− + E
k
+) +
1
2
min(1, C2)
K+1∑
k=1
(
Hk− +H
k
+
)
(t) + FK+1 +GK+1
≤ F 0(T ) +G0(T ) + max
(
α
λ
f 2ǫ3
2
,−ν + αc
2
λ
(
1 +
ǫ1
2
))K+1∑
k=1
∫ t
0
(Hk− +H
k
+)(σ) dσ.
(19.7)
Si nous posons φ(t) =
∑K+1
k=1
∫ t
0
(Hk− +H
k
+)(σ) dσ, puisque E
k
±, F
K+1
et GK+1 sont
positifs nous avons ave C une onstante positive :
φ′(t) ≤ C(F˜ 0 + G˜0 + φ(t)),
où F˜ 0 = F 0(T ) et G˜0 = G0(T ). Par le lemme de Gronwall nous obtenons φ(t) ≤
C˜(T )(F˜ 0+ G˜0) et par suite le seond membre de (19.7) est borné par une onstante
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indépendante deK et en faisant tendreK vers l'inni dans le membre de gauhe nous
obtenons que la série
∑K+1
k=1 (E
k
−+E
k
+)+
1
2
min(1, C2)
∑K+1
k=1
(
Hk− +H
k
+
)
(t) onverge
et par onséquent Ek± et H
k
± tendent vers 0. Nous obtenons alors la onvergene de
U˜k± dans L
2(0, T ;H1(Ω±)) et de h˜
k
± dans L
2(0, T ;L2(Ω±)).
19.3 Calul du taux de onvergene
Dans le Chapitre 20 nous allons expliiter les opérateurs Λ±
app
intervenant dans
l'algorithme (16.5) par des onsidérations physiques. Malheureusement tous les élé-
ments de es opérateurs ne pourront être déterminés de ette façon, les autres seront
alors hoisis par optimisation du taux de onvergene. C'est pourquoi dans ette se-
tion nous érivons le taux de onvergene de l'algorithme (16.5).
Comme dans la setion préédente, nous onsidérons l'algorithme de l'erreur
(19.2) mais ette fois-i nous onsidérons également le as où les deux sous-domaines
se reouvrent, .-à-d. Ω− =]−∞, L[×R et Ω+ =]0,+∞[×R ave L ≥ 0.
Nous prenons la transformée de Fourier-Laplae de et algorithme et nous trou-
vons que
Ûk−(x, η, s) = M12e
−ξ12xαk pour (x, η, s) ∈]−∞, L[×R× C,
Ûk+(x, η, s) = M34e
ξ12xβk pour (x, η, s) ∈]0,+∞[×R× C,
et hˆk± = −
1
s
∂uˆk±
∂x
− iη
s
vˆk±.
Si nous notons Λ+ et Λ− les opérateurs dont les symboles de Fourier-Laplae sont
respetivement Λˆ+ = −DM34ξ12M−134 −H et Λˆ− = −DM12ξ12M−112 +H (voir (16.2))
les onditions aux limites s'érivent :{
−(Λˆ− + Λˆ+
app
)Û−(L, ·, ·) = (Λˆ+ − Λˆ+
app
)Û+(L, ·, ·),
−(Λˆ+ + Λˆ−
app
)Û+(0, ·, ·) = (Λˆ− − Λˆ−
app
)Û−(0, ·, ·),
et nous les érivons sous la forme
− (Λˆ− + Λˆ+
app
)M12e
−ξ12Lαk+1 = (Λˆ+ − Λˆ+
app
)M34e
ξ12Lβk,
− (Λˆ+ + Λˆ−
app
)M34β
k+1 = (Λˆ− − Λˆ−
app
)M12α
k.
Nous obtenons alors l'itération :
αk+1 = eξ12LM−112 (Λˆ
−+Λˆ+
app
)−1(Λˆ+−Λˆ+
app
)M34e
ξ12LM−134 (Λˆ
++Λˆ−
app
)−1(Λˆ−−Λˆ−
app
)M12α
k−1.
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Nous notons T˜ la matrie d'itération de la suite (αk)k. Sur l'interfae, l'algorithme
onverge de la manière suivante :
Ûk+1− (L, η, s) = M12e
−ξ12Lαk+1
= M12e
−ξ12LT˜αk−1
= M12e
−ξ12LT˜ eξ12LM−112 Û
k−1
− (L, η, s)
= T Ûk−1− (L, η, s),
ave T = (Λˆ−+Λˆ+
app
)−1(Λˆ+−Λˆ+
app
)M34e
ξ12LM−134 (Λˆ
++Λˆ−
app
)−1(Λˆ−−Λˆ−
app
)M12e
ξ12LM−112 .
Le taux de onvergene de l'algorithme est alors déni par :
ρ = max(|λi|1/2, λi valeur propre de TT ⋆). (19.8)
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Chapitre 20
Approximation des onditions de
transmission exates
Dans la Setion 16.1 nous avons introduit les opérateurs non diérentiels Λˆ+ et
Λˆ− dénis par :
Λˆ+ = −DM34ξ12M−134 −H,
Λˆ− = −DM12ξ12M−112 +H,
et nous avons montré qu'ils onduisent à la onvergene en deux itérations de l'algo-
rithme (16.1). Puisque nous ne pouvons pas utiliser es opérateurs de façon pratique
dans un algorithme, nous allons les approher par des opérateurs diérentiels.
Pour ela nous onsidérons le développement en visosité petite des matries Λˆ+ et
Λˆ−, et nous obtenons :
c
s
√
f2 + s2 − f
2
s2
√
sν +
√
f2 + s2
2s2c
(3f2 + s2)ν +O(ν3/2) −f
s
√
sν + f
√
f2 + s2
cs
ν +O(ν3/2)
f
s
√
sν − f
√
f2 + s2
cs
ν +O(ν2) √sν +O(ν3/2)
 .
Nous développons alors e résultat en |f | << 1 et nous obtenons au premier ordre :
Λˆ+
app
=
 c + sν2c 0
0
√
sν
 .
20.1 Approximation d'ordre 1/2
L'approximation d'ordre 1/2 par rapport à ν de la matrie Λˆ+
app
nous donne :
Λˆ+app1/2 =
(
c 0
0 p
)
,
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ave p une onstante positive à hoisir. Cei onduit alors aux onditions aux limites
du té Ω− : 
− ν ∂u
k+1
−
∂x
+ c2hk+1− − cuk+1− = −ν
∂uk+
∂x
+ c2hk+ − cuk+,
− ν ∂v
k+1
−
∂x
− pvk+1− = −ν
∂vk+
∂x
− pvk+.
Et du té Ω+ :
ν
∂uk+1−
∂x
− c2hk+1− − cuk+1− = ν
∂uk+
∂x
− c2hk+ − cuk+,
ν
∂vk+1−
∂x
− pvk+1− = ν
∂vk+
∂x
− pvk+.
Puisque les onstantes p et q = c sont positives, le Théorème 17.2.1 nous indique
que l'algorithme assoié à es onditions est bien posé, et le Théorème 19.1.1 nous
indique qu'il onverge.
20.2 Approximation d'ordre 1
L'approximation d'ordre 1 par rapport à ν de la matrie Λˆ+
app
nous donne :
Λˆ+app1 =
 c+ sν2c 0
0 p
 ,
ave p une onstante positive. Nous obtenons la ondition aux limites suivante dans
Ω− :
− ν ∂u
k+1
−
∂x
+ c2hk+1− − cuk+1− −
ν
2c
∂uk+1−
∂t
= −ν ∂u
k
+
∂x
+ c2h+
k − cuk+ −
ν
2c
∂uk+
∂t
− ν ∂v
k+1
−
∂x
− pvk+1− = −ν
∂vk+
∂x
− pv+k.
Et du té Ω+ :
ν
∂uk+1+
∂x
− c2hk+1+ − cuk+1+ −
ν
2c
∂uk+1+
∂t
= ν
∂uk−
∂x
− c2h−k − cuk− −
ν
2c
∂uk−
∂t
ν
∂vk+1+
∂x
− pvk+1+ = ν
∂vk−
∂x
− pvk−.
Puisque les onstantes p, q = c et α = ν/2c sont positives, le Théorème 18.3
nous indique que l'algorithme ainsi onstruit est bien posé. Et puisque la ondi-
tion νc2/2c < cν est réalisée, le Théorème 19.2.1 nous indique que l'algorithme
onverge.
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Shéma numérique
Dans e hapitre nous dérivons le shéma numérique qui sera utilisé dans le
Chapitre 22 pour disrétiser les équations de Saint-Venant sur Ω×]0, T [ :
∂u
∂t
= fv − c
2
H
∂h
∂x
+ ν△u+ τ
x
ρ0H
,
∂v
∂t
= − fu− c
2
H
∂h
∂y
+ ν△v + τ
y
ρ0H
,
∂h
∂t
= −H
(
∂u
∂x
+
∂v
∂y
)
,
Des onditions aux limites de non glissement (Dirihlet) u = v = 0 sont appliquées
sur le bord de Ω. Dans la Setion 21.1, nous donnons le shéma numérique utilisé
pour disrétiser le problème global dans le domaine Ω. Puis dans la Setion 21.2
nous détaillons la disrétisation de l'algorithme de déomposition de domaine que
nous avons introduit aux Chapitres 16, 17 et 18 en partiulier nous détaillons la
disrétisation des onditions de transmission.
21.1 Disrétisation du problème global
Nous onsidérons T = (Mi,j)0≤i≤Nx;0≤j≤Ny un maillage régulier de Ω, ave Mi,j
la maille dénie par Mi,j = [xi, xi+1]× [yj, yj+1] , où nous avons introduit :
◦ (xi)0≤i≤Nx+1 la disrétisation de l'intervalle [0, Lx] ave x0 = 0, xNx+1 = Lx et
xi+1 − xi = ∆x = Lx/Nx, pour 0 ≤ i ≤ Nx.
◦ (yj)0≤j≤Ny+1, la disrétisation de l'intervalle [0, Ly] ave y0 = 0, yNy + 1 = Ly
et yj+1 − yj = ∆y = Ly/Ny, 0 ≤ j ≤ Ny.
Nous travaillons ii ave la grille déalée appelée C dans la lassiation d'Ara-
kawa (voir [3℄ (A. Arakawa et V.R. Lamb)), .-à-d. une grille où les inonnues u, v
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et h sont réparties sur la maille Mi,j selon la Figure 21.1. La Figure 21.2 dérit la
répartition des inonnues sur l'ensemble de la grille.
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Fig. 21.1  Maille Mi,j =
[xi, xi+1]× [yj, yj+1]
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Fig. 21.2  Maillage de Ω
Un shéma numérique lassique pour traiter les équations de Saint-Venant linéa-
risées est un shéma aux diérenes nies semi-impliite en temps stabilisé par le
ltre de Asselin suivant (voir [4℄ R. Asselin) :
z˜n−1 = zn−1 + γ(z˜n−2 − 2zn−1 + zn), (21.1)
ave γ une onstante positive, et zn l'approximation au temps n de u, v ou h.
Ii nous interprétons e shéma aux diérenes nies par un alul de ux au travers
d'interfaes. Ce shéma est équivalent à elui des diérenes nies à l'intérieur du
domaine. Cependant ette approhe nous permettra de mettre en plae failement
les onditions limites que nous avons à traiter dans le adre de la déomposition de
domaine.
21.1.1 Equation d'évolution en u
Pour disrétiser la dimension temporelle de l'équation (21) sur l'intervalle ]0, T [,
nous introduisons la suite :
(tn)0≤n≤Nt ave t0 = 0, tNt = T et tn+1 − tn = ∆t = T/Nt pour 0 ≤ n ≤ Nt − 1.
Pour obtenir un shéma semi-impliite en temps (.-à-d. impliite en u et expliite
en v et h), nous déalons les variables u, v, et h sur la grille en temps : les inonnues
disrètes sont notées uni,j, v
n
i,j et h
n
i,j ; elles sont respetivement des approximations
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de la solution (u, v, h) sur les volumes Kui,j,n, K
v
i,j,n K
h
i,j,n ave :
Kui,j,n = [xi−1/2, xi+1/2]× [yj, yj+1]× [tn, tn+1],
Kvi,j,n = [xi, xi+1]× [yj−1/2, yj+1/2]× [tn+1/2, tn+3/2],
Khi,j,n = [xi, xi+1]× [yj, yj+1]× [tn+1/2, tn+3/2].
La Figure 21.3 montre es volumes dans l'espae (~x, ~y,~t ) par rapport à la maille
Mi,j indiquée en pointillés.
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Fig. 21.3  Déalage de la grille en temps (équation en u)
Shéma à l'intérieur du domaine
Nous intégrons l'équation (21) sur le volume V ui,j,n = [xi−1/2, xi+1/2]× [yj, yj+1]×
[tn+1/2, tn+3/2] ave 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny−1 et 0 ≤ n ≤ T −1 (voir Figure 21.4) :∫
V ui,j,n
(
∂u
∂t
− fv + c
2
H
∂h
∂x
− ν ∂
2u
∂x2
− ν ∂
2u
∂y2
)
dxdydt =
∫
V ui,j,n
F x dxdydt.
où F x = τx/ρ0H.
Après intégration nous obtenons :∫ xi+1/2
xi−1/2
∫ yj+1
yj
(u(x, y, tn+3/2)− u(x, y, tn+1/2)) dxdy −
∫ xi+1/2
xi−1/2
∫ yj+1
yj
∫ tn+3/2
tn+1/2
fv dxdydt
+
∫ yj+1
yj
∫ tn+3/2
tn+1/2
[(
c2
H
h− ν ∂u
∂x
)
(xi+1/2, y, t)−
(
c2
H
h− ν ∂u
∂x
)
(xi−1/2, y, t)
]
dydt
−ν
∫ xi+1/2
xi−1/2
∫ tn+3/2
tn+1/2
[
∂u
∂y
(x, yj+1, t)− ∂u
∂y
(x, yj, t)
]
dxdt =
∫ xi+1/2
xi−1/2
∫ yj+1
yj
∫ tn+3/2
tn+1/2
F x dxdydt.
(21.2)
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Fig. 21.4  Volume d'intégration pour l'équation d'évolution en u : V ui,j,n =
[xi−1/2, xi+1/2]× [yj, yj+1]× [tn+1/2, tn+3/2]
Nous détaillons le terme en fv :
∫ xi+1/2
xi−1/2
∫ yj+1
yj
∫ tn+3/2
tn+1/2
fv dxdydt =
∫ xi
xi−1/2
∫ yj+1/2
yj
∫ tn+3/2
tn+1/2
fv dxdydt
+
∫ xi
xi−1/2
∫ yj+1
yj+1/2
∫ tn+3/2
tn+1/2
fv dxdydt
+
∫ xi+1/2
xi
∫ yj+1/2
yj
∫ tn+3/2
tn+1/2
fv dxdydt+
∫ xi+1/2
xi
∫ yj+1
yj+1/2
∫ tn+3/2
tn+1/2
fv dxdydt.
Or sur [xi−1/2, xi]×[yj , yj+1/2]×[tn+1/2, tn+3/2] v est approhé par vni−1,j , sur [xi−1/2, xi]×
[yj+1/2, yj]× [tn+1/2, tn+3/2] v est approhé par vni−1,j+1 et... Le terme en fv devient
alors :
∆x
2
∆y
2
∆tfi,j(v
n
i,j + v
n
i,j+1 + v
n
i−1,j + v
n
i−1,j+1).
Par ailleurs le terme
∫ xi+1/2
xi−1/2
∫ tn+3/2
tn+1/2
[∂yu(x, yj+1, t) − ∂yu(x, yj, t)] dx dt sera approhé
par
∆x
∆t
2
(uni,j+1 − uni,j + un+1i,j+1 − un+1i,j )−∆x
∆t
2
(uni,j − uni,j−1 + un+1i,j − un+1i,j−1)
= ∆x
∆t
2
(uni,j+1 + u
n
i,j−1 − 2uni,j + un+1i,j+1 + un+1i,j−1 − 2un+1i,j ).
Nous proédons de manière identique pour les autres termes de (21.2) et nous
divisons le résultat par ∆x∆y∆t. Nous trouvons pour 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny − 1
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et 0 ≤ n ≤ T − 1 :
un+1i,j − uni,j
∆t
− 1
4
fi,j(v
n
i,j + v
n
i,j+1 + v
n
i−1,j + v
n
i−1,j+1) +
c2
H
1
∆x
(hni,j − hni−1,j)
− ν
2∆x2
(uni+1,j + u
n
i−1,j − 2uni,j)−
ν
2∆x2
(un+1i+1,j + u
n+1
i−1,j − 2un+1i,j )
− ν
2∆y2
(uni,j+1 + u
n
i,j−1 − 2uni,j)−
ν
2∆y2
(un+1i,j+1 + u
n+1
i,j−1 − 2un+1i,j ) = (F xi,j)n+1/2,
ave (F xi,j)
n+1/2 =
1
∆x∆y∆t
∫ xi+1/2
xi−1/2
∫ yj+1
yj+1/2
∫ tn+3/2
tn+1/2
F x(x, y, t) dxdtdt.
Shéma aux bords Est/Ouest
Comme le montre la Figure 21.2, sur les bords Est/Ouest les n÷uds où sont
alulés les uni,j oïnident ave les n÷uds de la frontière. Les onditions de type
Dirihlet : u = 0, s'érivent alors :
un0,j = 0, u
n
Nx+1,j = 0 pour 0 ≤ j ≤ Ny, 0 ≤ n ≤ NT − 1.
Shéma aux bords Nord/Sud
Sur les bords Nord/Sud, la ondition aux limites de Dirihlet est plus déliate à
traiter ar les n÷uds où sont alulés les uni,j ne orrespondent pas aux n÷uds de la
frontière (voir la Figure 21.2).
Nous traitons ii le as de la frontière Nord (elui de la frontière Sud se traite
de manière identique). Pour ela nous notons unδ,Ny l'approximation de u au temps
n sur le bord Nord (voir la Figure 21.5). La ondition de Dirihlet au temps n+1/2
s'érit alors (un+1δ,Ny + u
n
δ,Ny)/2 = 0.
Nous reprenons alors l'expression (21.2) pour j = Ny. Le terme
−ν
∫ xi+1/2
xi−1/2
∫ tn+3/2
tn+1/2
∂u
∂y
(x, yNy+1, t) dxdt,
est alors approhé par
−ν∆x∆t
2
(unδ,Ny − uni,Ny
∆y/2
+
un+1δ,Ny − un+1i,Ny
∆y/2
)
=
ν∆x∆t
∆y
(uni,Ny + u
n+1
i,Ny
).
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Fig. 21.5  Disrétisation de la ondition aux limites du bord Nord
Finalement pour 1 ≤ i ≤ Nx nous trouvons :
un+1i,Ny − uni,Ny
∆t
− 1
4
fi,Ny(v
n
i,Ny + v
n
i,Ny+1 + v
n
i−1,Ny + v
n
i−1,Ny+1) +
c2
H
1
∆x
(hni,Ny − hni−1,Ny)
− ν
2∆x2
(uni+1,Ny + u
n
i−1,Ny − 2uni,Ny)−
ν
2∆x2
(un+1i+1,Ny + u
n+1
i−1,Ny
− 2un+1i,Ny)
− ν
2∆y2
(uni,Ny−1 − 3uni,Ny)−
ν
2∆y2
(un+1i,Ny−1 − 3un+1i,Ny) = (F xi,Ny)n+1/2.
21.1.2 Equation d'évolution en v
Dans le but de réinterpréter le shéma semi-impliite en temps pour l'équation
d'évolution en v (21) nous déalons la grille en temps selon la Figure 21.6.
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Fig. 21.6  Déalage de la grille en temps (équation en v)
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Shéma à l'intérieur du domaine
En intégrant l'équation (21) sur le volume V ui,j = [xi, xi+1] × [yj−1/2, yj+1/2] ×
[tn+1/2, tn+3/2], nous trouvons pour 1 ≤ i ≤ Nx − 1 et 1 ≤ j ≤ Ny :
vn+1i,j − vni,j
∆t
+
1
4
fi,j(u
n
i,j + u
n
i+1,j−1 + u
n
i+1,j + u
n
i,j−1) +
c2
H
1
∆y
(hni,j − hni,j−1)
− ν
2∆x2
(vni+1,j + v
n
i−1,j − 2vni,j)−
ν
2∆x2
(vn+1i+1,j + v
n+1
i−1,j − 2vn+1i,j )
− ν
2∆y2
(vni,j+1 + v
n
i,j−1 − 2vni,j)−
ν
2∆y2
(vn+1i,j+1 + v
n+1
i,j−1 − 2vn+1i,j ) = (F yi,j)n+1/2,
(21.3)
ave (F yi,j)
n+1/2 =
∫ xi+1
xi
∫ yj+1/2
yj−1/2
∫ tn+3/2
tn+1/2
F y(x, y, t) dxdydt.
Shéma aux bords Nord/Sud
Comme pour les bords Est/Ouest de l'équation en u, les onditions aux limites
de Dirihlet v = 0 se traitent de façon direte au niveau des bords Nord/Sud (voir
Figure 21.2).
Shéma aux bords Est/Ouest
Suivant le raisonnement qui a été fait pour le bord Nord de l'équation en u, sur
le bord Est la ondition de Dirihlet v = 0 se disrétise de la manière suivante pour
1 ≤ j ≤ Ny :
vn+1Nx,j − vnNx,j
∆t
+
1
4
fNx,j(u
n
Nx,j + u
n
Nx,j−1 + u
n
Nx+1,j + u
n
Nx+1,j−1)
+
c2
H
1
∆y
(hnNx,j − hnNx,j−1)−
ν
2∆x2
(vnNx−1,j − 3vnNx,j)
− ν
2∆x2
(vn+1Nx−1,j − 3vn+1Nx,j)−
ν
2∆y2
(vnNx,j+1 + v
n
Nx,j−1 − 2vnNx,j)
− ν
2∆y2
(vn+1Nx,j+1 + v
n+1
Nx,j−1
− 2vn+1Nx,j) = (F yNx,j)n+1/2.
21.1.3 Equation d'évolution en h
Suivant la même méthode que pour les équations en u et en v, nous disrétisons
l'équation (21) en l'intégrant sur le volume [xi, xi+1]×[yj, yj+1]×[tn+1/2, tn+3/2], pour
243
Partie II : Déomp. de dom. pour les équations de Saint-Venant
0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny et 0 ≤ n ≤ Nt − 1 et nous trouvons :
hn+1i,j − hni,j
∆t
+H
(
uni+1,j − uni,j
∆x
+
vni,j+1 − vni,j
∆y
)
= 0.
Notons que ette équation ne néessite pas de onditions aux limites.
21.2 Disrétisation de l'algorithme de déomposi-
tion de domaine
Dans ette setion nous expliitons le shéma utilisé pour disrétiser l'algorithme
de déomposition de domaine (16.5). Nous déomposons Ω en deux sous-domaines :
Ω− = {(x, y), 0 ≤ x ≤ xinterf + L, 0 ≤ y ≤ Y },
Ω+ = {(x, y), xinterf ≤ x ≤ X, 0 ≤ y ≤ Y },
ave L ≥ 0 la taille du reouvrement et xinterf l'absisse de l'interfae.
Nous maillons haun de es domaines omme nous l'avons fait pour Ω : Ω− est
déomposé en N1x×N1y mailles de surfae ∆x×∆y et Ω+ est déomposé en N2x×N2y
mailles de surfae ∆x×∆y.
Nous nous intéressons ii au problème du point de vue du domaine Ω−, le problème
dans Ω+ se traitant de façon identique. Il s'agit alors de disrétiser le problème :
LW1 = FW dans Ω−×]0, T [,
W1(·, ·, 0) = W0 dans Ω−,
− ν ∂U1
∂x
+
c2
H
(h1, 0)
t − Λ+appU1 = − ν
∂U2
∂x
+
c2
H
(h2, 0)
t − Λ+appU2 sur Γ×]0, T [,
où (U2, h2) est solution des équations de Saint-Venant dans Ω+ et où Λ
+
app est un
opérateur de la forme :
Λ+appU =
 λu+ α∂u∂t + µv
λ˜u+ µ˜v
 ,
ave U = (u, v) et λ, α, µ, λ˜ et µ˜ inq réels.
Dans la Setion 21.2.1 nous onsidérons l'équation d'évolution en u. Nous mon-
trons premièrement omment disrétiser la ondition aux limites :
−ν ∂u1
∂x
+
c2
H
h1 − λu1 − α∂u1
∂t
− µv1 = g, (21.4)
sur le bord Est de Ω− et au niveau des oins. Puis nous montrons omment extraire
la quantité −ν∂xu2 + c2h2/H − λu2 − α∂tu2 − µv2 du domaine Ω+.
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Dans la Setion 21.2.2 nous onsidérons l'équation d'évolution en v. Nous mon-
trons omment disrétiser la ondition aux limites :
−ν ∂v1
∂x
− λ˜u1 − µ˜v1 = g, (21.5)
au niveau du bord Est de Ω− et au niveau des oins, puis nous montrons omment
extraire la quantité −ν∂xv2 − λ˜u2 − µ˜v2 du domaine Ω+.
21.2.1 Equation en u
Shéma au bord Est du domaine Ω−
Au niveau du bord Est du domaine Ω−, nous traitons l'équation d'évolution en
u en l'intégrant sur le volume V˜ uN1x ,j,n = [xN1x+1/2, xN1x+1]× [yj, yj+1]× [tn+1/2, tn+3/2]
pour 0 ≤ j ≤ Ny − 1 et 0 ≤ n ≤ Nt (voir la Figure 21.7).
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Fig. 21.7  Disrétisation de la ondition de transmission du bord Est
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Nous obtenons :∫ x
N1x+1
x
N1x+1/2
∫ yj+1
yj
(u1(x, y, tn+3/2)− u1(x, y, tn+1/2)) dxdy −
∫ x
N1x+1
x
N1x+1/2
∫ yj+1
yj
∫ tn+3/2
tn+1/2
fv1 dxdydt
+
∫ yj+1
yj
∫ tn+3/2
tn+1/2
[(
c2
H
h1 − ν ∂u1
∂x
)
(xN1x+1, y, t)−
(
c2
H
h1 − ν ∂u1
∂x
)
(xN1x+1/2, y, t)
]
dydt
−ν
∫ x
N1x+1
x
N1x+1/2
∫ tn+3/2
tn+1/2
[
∂u1
∂y
(x, yj+1, t)− ∂u1
∂y
(x, yj , t)
]
dxdt =
∫ x
N1x+1
x
N1x+1/2
∫ yj+1
yj
∫ tn+3/2
tn+1/2
F x dxdydt.
(21.6)
Nous utilisons alors la ondition aux limites (21.4) que nous érivons −ν∂xu1 +
c2h1/H = λu1 + α∂tu1 + µv1 + g en x = xN1x+1 et nous érivons :∫ yj+1
yj
∫ tn+3/2
tn+1/2
(
c2
H
h1 − ν ∂u1
∂x
)
(xN1x+1, y, t) =
∫ yj+1
yj
∫ tn+3/2
tn+1/2
(
λu1 + α
∂u1
∂t
+ µv1 + g
)
(xN1x+1, y, t).
Ce terme est approhé par :
λ∆y
∆t
2
((u1)
n
N1x+1,j
+ (u1)
n+1
N1x+1,j
) + α∆y((u1)
n+1
N1x+1,j
− (u1)nN1x+1,j)
+µ
∆y
2
∆t((v1)
n
N1x ,j
+ (v1)
n
N1x ,j+1
) + ∆y∆tg
n+1/2
N1x+1,j
,
ave g
n+1/2
N1x+1,j
=
∫ yj+1
yj
∫ tn+3/2
tn+1/2
g(y, t) dydt. En approhant de la même manière les autres
termes de (21.6), et en multipliant le résultat par 2/(∆x∆y∆t) nous obtenons alors
pour 1 ≤ j ≤ Ny − 1 et 0 ≤ n ≤ Nt :
(u1)
n+1
N1x+1,j
− (u1)nN1x+1,j
∆t
− 1
2
fN1x+1,j
(
(v1)
n
N1x ,j
+ (v1)
n
N1x ,j+1
)
− 2c
2
H
1
∆x
(h1)
n
N1x ,j
+
ν
∆x2
(
(u1)
n
N1x+1,j
− (u1)nN1x ,j
)
+
ν
∆x2
(
(u1)
n+1
N1x+1,j
− (u1)n+1N1x ,j
)
− ν
2∆y2
(
(u1)
n
N1x+1,j+1
+ (u1)
n
N1x+1,j−1
− 2(u1)nN1x+1,j
)
− ν
2∆y2
(
(u1)
n+1
N1x+1,j+1
+ (u1)
n+1
N1x+1,j−1
− 2(u1)n+1N1x+1,j
)
+
λ
∆x
((u1)
n
N1x+1,j
+ (u1)
n+1
N1x+1,j
) +
2α
∆x∆t
((u1)
n+1
N1x+1,j
− (u1)nN1x+1,j)
+
µ
∆x
((v1)
n
N1x ,j
+ (v1)
n
N1x ,j+1
) = (F xN1x+1,j)
n+1/2 − 2
∆x
g
n+1/2
N1x+1,j
.
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Shéma aux oins
Pour le traitement du oin Nord/Est par exemple, nous reprenons le alul
préédent et nous appliquons le raisonnement du bord Nord. Nous obtenons pour
1 ≤ j ≤ Ny − 1 :
(u1)
n+1
N1x+1,Ny
− (u1)nN1x+1,Ny
∆t
− 1
2
fN1x ,N1y (v1)
n
N1x ,N
1
y
− 2c
2
H
1
∆x
(h1)
n
N1x ,N
1
y
+
ν
∆x2
((u1)
n
N1x+1,N
1
y
− (u1)nN1x ,N1y ) +
ν
∆x2
((u1)
n+1
N1x+1,N
1
y
− (u1)n+1N1x ,N1y )
− ν
2∆y2
((u1)
n
N1x+1,N
1
y−1
− 3(u1)nN1x+1,N1y )−
ν
2∆y2
((u1)
n+1
N1x+1,Ny−1
− 3(u1)n+1N1x+1,Ny)
+
λ
∆x
((u1)
n
N1x+1,N
1
y
+ (u1)
n+1
N1x+1,N
1
y
) +
2α
∆x∆t
((u1)
n+1
N1x+1,N
1
y
− (u1)nN1x+1,N1y )
+
µ
∆x
(v1)
n
N1x ,N
1
y
= (F xN1x+1,N1y )
n+1/2 − 2
∆x
g
n+1/2
N1x+1,N
1
y
.
(21.7)
Le raisonnement est identique pour le oin Sud/Est.
Extration de la ondition de transmission : bord Ouest de Ω+
Pour mettre en plae la ondition aux limites assoiée à l'équation en u de l'al-
gorithme (16.5), il reste à disrétiser le seond membre de la ondition aux limites,
.-à-d. nous avons à aluler pour 1 ≤ j ≤ Ny − 1 :
g
n+1/2
N1x+1,j
=
1
∆y∆t
∫ yj+1
yj
∫ tn+3/2
tn+1/2
(
−ν ∂u2
∂x
+
c2
H
h2 − λu2 − α∂u2
∂t
− µv2
)
(xN1x+1,j, y, t) dy dt.
Nous intégrons l'équation (21) sur le volume [xN1x+1, xN1x+3/2]×[yj , yj+1]×[tn+1/2, tn+3/2]
du domaine Ω+. ∫ x
N1x+3/2
x
N1x+1
∫ yj+1
yj
(u2(x, y, tn+3/2)− u2(x, y, tn+1/2)) dxdy
−
∫ x
N1x+3/2
x
N1x+1
∫ yj+1
yj
∫ tn+3/2
tn+1/2
fv2dxdydt
+
∫ yj+1
yj
∫ tn+3/2
tn+1/2
[(
c2
H
h2 − ν ∂u2
∂x
)
(xN1x+3/2, y, t)−
(
c2
H
h2 − ν ∂u2
∂x
)
(xN1x+1, y, t)
]
dydt
−ν
∫ x
N1x+3/2
x
N1x+1
∫ tn+3/2
tn+1/2
[
∂u2
∂y
(x, yj+1, t)− ∂u2
∂y
(x, yj, t)
]
dxdt
=
∫ x
N1x+3/2
x
N1x+1
∫ yj+1
yj
∫ tn+3/2
tn+1/2
F x dxdydt.
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Partie II : Déomp. de dom. pour les équations de Saint-Venant
Nous en déduisons alors que la terme (∆y∆t)−1
∫ yj+1
yj
∫ tn+3/2
tn+1/2
(−ν∂xu2 + c2h2/Hh2) (xN1x+1, y, t)] dydt
est approhé par :
∆x
2
[
(u2)
n+1
N1x+1,j
− (u2)nN1x+1,j
∆t
+−1
2
fN1x+1,j((v2)
n
N1x+1,j+1
+ (v2)
n
N1x+1,j
)
2c2
H∆x
(h2)
n
N1x+1,j
− ν
∆x2
((u2)
n
N1x+2,j
− (u2)nN1x+1,j)
− ν
∆x2
((u2)
n+1
N1x+2,j
− (u2)n+1N1x+1,j)−
ν
∆y2
(u2)
n
N1x+1,j+1
+ (u2)
n
N1x+1,j−1
− 2(u2)nN1x+1,j
− ν
∆y2
(u2)
n+1
N1x+1,j+1
+ (u2)
n+1
N1x+1,j−1
− 2(u2)n+1N1x+1,j − (F
x
N1x+1,j
)n+1/2
]
et nous obtenons alors l'expression de g
n+1/2
N1x+1,j
pour 1 ≤ j ≤ Ny − 1 :
g
n+1/2
N1x+1,j
=
∆x
2
[
(u2)
n+1
N1x+1,j
− (u2)nN1x+1,j
∆t
+
2c2
H∆x
(h2)
n
N1x+1,j
− ν
∆x2
((u2)
n
N1x+2,j
− (u2)nN1x+1,j)−
ν
∆x2
((u2)
n+1
N1x+2,j
− (u2)n+1N1x+1,j)
− ν
∆y2
((u2)
n
N1x+2,j+1
+ (u2)
n
N1x+1,j−1
− 2(u2)nN1x+1,j)
− ν
∆y2
((u2)
n+1
N1x+1,j+1
+ (u2)
n+1
N1x+1,j−1
− 2(u2)n+1N1x+1,j)
−1
2
fN1x+1,j((v2)
n
N1x+1,j+1
+ (v2)
n
N1x+1,j
)− (F xN1x+1,j)n+1/2
]
− λ
2
((u2)
n+1
N1x+1,j
+ (u2)
n
N1x+1,j
)
−α
(u2)
n+1
N1x+1,j
− (u2)nN1x+1,j
∆t
− µ((v2)nN1x ,j + (v2)nN1x ,j+1).
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Chap. 21 Shéma numérique
Extration de la ondition de transmission : oin Nord/Ouest
Au niveau du oin Nord/Ouest en reprenant le même raisonnement que dans les
paragraphes préédents, nous obtenons :
g
n+1/2
N1x+1,Ny
=
∆x
2
[
(u2)
n+1
N1x+1,Ny
− (u2)nN1x+1,Ny
∆t
+
2c2
H∆x
(h2)
n
N1x+1,Ny
− ν
∆x2
((u2)
n
N1x+2,Ny
− (u2)nN1x+1,Ny)−
ν
∆x2
((u2)
n+1
N1x+2,Ny
− (u2)n+1N1x+1,Ny)
− ν
∆y2
((u2)
n
N1x+1,Ny−1
− 3(u2)nN1x+1,Ny)
− ν
∆y2
((u2)
n+1
N1x+1,Ny−1
− 3(u2)n+1N1x+1,Ny)
−1
2
fN1x+1,Ny((v2)
n
N1x+1,Ny+1
+ (v2)
n
N1x+1,Ny
)− (F xN1x+1,Ny)n+1/2
]
−λ
2
((u2)
n+1
N1x+1,Ny
+ (u2)
n
N1x+1,Ny
)
−α
(u2)
n+1
N1x+1,Ny
− (u2)nN1x+1,Ny
∆t
− µ((v2)nN1x ,Ny + (v2)nN1x ,Ny+1).
21.2.2 Equation en v
Shéma au bord Est du domaine Ω−
Nous traitons à présent la disrétisation de la ondition aux limites (21.5) .-à-d.
la ondition aux limites pour l'équation en v.
La Figure 21.8 représente une oupe du volume d'intégration au temps n + 1/2.
Nous notons (v1)
n+1/2
δ la valeur de v sur le bord au temps n + 1/2, et la ondition
aux limites −ν∂xv1 − λ˜u1 − µ˜v1 = g s'érit :
− 2ν
∆x
((v1)
n+1/2
δ − (v1)n+1/2N1x ,j ) =
λ˜
2
((u1)
n
N1x+1,j
+ (u1)
n
N1x+1,j−1
) + µ˜(v1)
n+1/2
δ + g
n+1/2
N1x+1,j
.
Cei nous donne :
(v1)
n+1/2
δ = −
∆x
2ν + µ˜∆x
g
n+1/2
N1x+1,j
− ∆x
2ν + µ˜∆x
λ˜
2
((u1)
n
N1x+1,j
+ (u1)
n
N1x+1,j−1
)
+
ν
2ν + µ˜∆x
((v1)
n+1
N1x ,j
+ (v1)
n
N1x ,j
).
(21.8)
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