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Abstract
Using methods of KK-theory, we generalize Poincare´ K-duality to the framework
of twisted K-theory.
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Introduction
In [4], Connes and Skandalis showed, using Kasparov’s KK-theory, that given a com-
pact manifold M , the K-theory of M is isomorphic to the K-homology of TM and
vice-versa. It is well-known to experts that a similar result holds in twisted K-theory,
although this is apparently written nowhere in the literature. In this paper, using Kas-
parov’s more direct approach, we show that given any (graded) locally trivial bundle A
of elementary C∗-algebras over M , the C∗-algebras of continuous sections C(M,A) and
C(M,Aop⊗ˆCliff(TM ⊗C)) are K-dual to each other. When A =M is the trivial bundle,
we recover Poincare´ duality between C(M) and Cτ (M) := C(M,Cliff(TM⊗C)) [8], which
is equivalent to Poincare´ duality between C(M) and C0(TM) since Cτ (M) and C0(TM)
are KK-equivalent to each other.
1 Preliminaries
In this paper, we will assume that the reader is familiar with the language of groupoids
(although this is not crucial in the proof of the main theorem concerning Poincare´ duality).
We just recall the definition of a generalized morphism (see e.g. [6]), since it is used
at several places. Suppose that G ⇒ G(0) and Γ ⇒ Γ(0) are two Lie groupoids. Then a
generalized morphism from G to Γ is given by a space P , two maps G(0)
τ
← P
σ
→ Γ(0),
a left action of G on P with respect to τ , a right action of Γ on P with respect to σ,
such that the two actions commute, and P → G(0) and is a right Γ-principal bundle. The
set of isomorphism classes of generalized morphisms from G to Γ is denoted by H1(G,Γ).
There is a category whose objects are Lie groupoids and arrows are isomorphism classes
of generalized morphisms; isomorphisms in this category are called Morita equivalences.
If f : G→ Γ is a map such that f(gh) = f(g)f(h) whenever g and h are composable,
then f is called a (strict) morphism. Then f determines a generalized morphism Pf =
G(0) ×Γ(0) Γ. Two strict morphisms f and f
′ determine the same element of H1(G,Γ) if
there exists λ : G(0) → Γ such that f ′(g) = λ(t(g))f(g)λ(s(g))−1 .
Finally, we recall that any element of H1(G,Γ) is given by the composition of a Morita
equivalence with a strict morphism.
1
2 Graded twists and twisted K-theory
In this section, we review the basic theory of twisted K-theory in the graded setting,
sometimes in more detail than some other references like [1, 5, 3]. This is a probably
well-known and straightforward generalization of the ungraded case as developed e.g. in
[1, 10], hence we will omit most proofs.
2.1 Graded Dixmier-Douady bundles
Let M⇒M(0) be a Lie groupoid (more generally, most of the theory below is still valid
for locally compact groupoids having a Haar system). The reader who is not interested in
equivariant K-theory may assume that M =M(0) =M is just a compact manifold.
A graded Dixmier-Douady bundle of parity 0 (resp. of parity 1) A over M⇒M(0) is
a locally trivial bundle of Z/2Z-graded C∗-algebras overM(0), endowed with a continuous
action of M, such that for all x ∈ M(0), the fiber Ax is isomorphic to the Z/2Z-graded
algebra K(Hˆx) of compact operators over a Z/2Z-graded Hilbert space Hˆx (resp. to the
Z/2Z-graded algebra K(Hx)⊕K(Hx) ∼= K(Hx)⊗ˆCℓ1, where Hx is some Hilbert space and
Cℓ1 is the first complex Clifford algebra). Beware that Hx or Hˆx does not necessarily
depend continuously on x. Of course, the action of M is required to preserve the degree.
The usual theory of graded twists [1] corresponds to even graded D-D bundles (i.e. D-
D bundles of parity 0), but our slightly more general definition allows to cover Clifford
bundles as well: if E →M is a Euclidean vector bundle of dimension d, then Cliff(E⊗C)→
M is a graded D-D bundle of parity (d mod 2).
Denote by Hˆ the graded Hilbert space H0 ⊕ H1, where H i = ℓ2(N), and HˆM =
L2(M) ⊗ Hˆ, where L2(M) is the M-equivariant M(0)-Hilbert module obtained from
Cc(M) by completion with respect to the scalar product
〈ξ, η〉(x) =
∫
g∈Mx
ξ(g)η(g)λx(dg).
Two graded D-D bundles A and A′ are said to be Morita equivalent if (they have
the same parity and) A⊗ˆK(HˆM) ∼= A
′⊗ˆK(HˆM). The set of Morita equivalence classes
of graded D-D bundles forms a group B̂r∗(M) = B̂r0(M)⊕ B̂r1(M), the graded Brauer
group of M. The sum of A and A′ is A⊗ˆA′ (note that the parities do add up), and the
opposite Aop of A is the bundle whose fibre at x ∈ M(0) is the conjugate algebra of Ax.
In other words, (Aop)x = K(Hˆ
∗
x) (resp. (A
op)x = K(H
∗
x)⊕K(H
∗
x)) in the even (resp. odd)
case.
Moreover, σi : A 7→ A⊗ˆCℓ1 is an isomorphism from B̂ri(M) to B̂r1−i(M) such that
σ2 = Id, hence B̂r∗(M) ∼= B̂r0(M) × Z/2Z. Therefore, to study B̂r∗(M) it suffices to
study B̂r0(M).
Let us examine the relation between the graded Brauer group B̂r0(M) and bundles of
projective unitary operators. Given any two graded Hilbert spaces Hˆ1 and Hˆ2, we denote
by Uˆ(Hˆ1, Hˆ2) the set of unitary operators from Hˆ1 to Hˆ2 which are homogeneous of degree
0 or 1, and by PUˆ(Hˆ1, Hˆ2) its quotient by S
1. When Hˆ1 = Hˆ2, these sets will be denoted
by Uˆ(Hˆ1) and PUˆ(Hˆ1).
The set H1(M, P Uˆ (Hˆ)) is actually an abelian monoid: given two generalized mor-
phisms f1 and f2 fromM to PUˆ(Hˆ), the composition of (f1, f2) :M→ PUˆ(Hˆ)×PUˆ(Hˆ)
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with the morphism (u, v) 7→ u⊗ˆv is a generalized morphism from M to PUˆ(Hˆ⊗ˆHˆ) ∼=
PUˆ(Hˆ).
Note thatH1(M, Uˆ (Hˆ)) is not a monoid, since given two morphisms f1, f2 : Γ→ Uˆ(Hˆ)
(with Γ Morita equivalent to M), the map f : g 7→ f1(g)⊗ˆf2(g) is not a morphism since
f(gh) = (−1)|f2(g)| |f1(h)|f(g)f(h) (1)
On the other hand, if we restrict to degree 0 operators, i.e. if we consider Uˆ(Hˆ)0 ∼=
U(H0)× U(H1), then H1(M, Uˆ (Hˆ)0) is again a monoid.
The sequence
H1(M, Uˆ (Hˆ)0)→ H1(M, P Uˆ (Hˆ))→ B̂r0(M)→ 0,
where the first map is the quotient map and the second is P 7→ P ×P Uˆ(Hˆ) K(Hˆ), is
canonically split-exact (the proof is analogue to [10]), and the splitting identifies B̂r0(M)
with H1(M, P Uˆ (Hˆ))stable = {[P ]| [P ] = [P + P0]}, where P0 = PUˆ(L
2(HˆM), Hˆ).
Let us recall the relation with the ordinary Brauer group Br(M) of Morita equivalence
classes of ungraded D-D bundles. Recall that Br(M) ∼= H2(M•, S
1), where S1 is the sheaf
of smooth S1-valued functions, and that Br(M) ∼= H3(M•,Z) when M ⇒ M
(0) is a
proper groupoid, for instance, when (M⇒M(0)) = (M ×G⇒M) is the crossed-product
of a manifold by a proper action of a Lie group G.
There is a split exact sequence [1, 5]
0→ Br(M)→ B̂r0(M)→ H
1(M,Z/2Z)→ 0. (2)
Indeed, from the exact sequence 1 → PUˆ(Hˆ)0 → PUˆ(Hˆ) → Z/2Z → 0, we get an
exact sequence 0→ H1(M, P Uˆ (Hˆ)0)stable → H
1(M, P Uˆ (Hˆ))stable → H
1(M,Z/2Z)→ 0.
Moreover, there is an isomorphism H1(M, P Uˆ (Hˆ)0)stable ∼= H
2(M, S1) ∼= Br(M) (this is
analogue to the fact that H1(M, PU(H)) ∼= Br(M)).
Furthermore, in the decomposition B̂r0(M) ∼= H
1(M,Z/2Z) × Br(M), the sum be-
comes
(δ1,A1) + (δ2,A2) = (δ1 + δ1,A1 +A2 + δ1 · δ2),
where δ1 · δ2 is the element of H
2(M, S1) corresponding to the cocycle (δ1 · δ2)(g, h) =
(−1)δ2(g)δ1(h). This can be seen by direct checking using (1) (see [1, Proposition 2.3] for a
different explanation).
2.2 Graded S1-central extensions
Definition 2.1 A graded S1-central extension of a groupoid Γ⇒ Γ(0) is a central exten-
sion S1 → Γ˜
π
→ Γ, together with a groupoid morphism δ : Γ→ Z/2Z.
One defines the sum of two graded central extensions (Γ˜1, δ1) and (Γ˜2, δ2) as (Γ˜, δ),
where δ(g) = δ1(g) + δ2(g) and Γ˜ = (Γ˜1 ×Γ Γ˜2)/S
1 = {(g1, g2) ∈ Γ˜1 × Γ˜2| π1(g1) =
π2(g2)}/ ∼, where∼ is the equivalence relation (g1, g2) ∼ (g
′
1, g
′
2) ⇐⇒ ∃λ ∈ S
1, (g′1, g
′
2) =
(λg1, λ
−1g2).
The multiplication for the groupoid Γ˜ is (g˜1, g˜2)(h˜1, h˜2) = (−1)
δ2(g)δ1(h)(g˜1h˜1, g˜2h˜2),
where g = πi(g˜i), h = πi(h˜i).
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Note that the set of isomorphism classes of graded S1-central extensions of Γ forms an
abelian group. To see that the product is commutative, if Γ˜′ = (Γ˜2 ×Γ Γ˜1)/S
1 is endowed
with the product (g˜2, g˜1)(h˜2, h˜1) = (−1)
δ1(g)δ2(h)(g˜2h˜2, g˜1h˜1), then
Γ˜ → Γ˜′
(g˜1, g˜2) 7→ (−1)
δ1(g)δ2(g)(g˜2, g˜1)
is a S1-equivariant isomorphism.
To see that (Γ˜, δ) has an inverse, let Γ˜op be equal to Γ˜ as a set, but the S1-principal
bundle structure is replaced by the conjugate one, and the product ∗op in Γ˜
op is
g˜ ∗op h˜ = (−1)
δ(g)δ(h) g˜h˜.
Then
Γ× S1 → (Γ˜×Γ Γ˜
op)/S1
(g, λ) 7→ [λg˜, g˜]
is an isomorphism (g˜ ∈ Γ˜ is any lift of g ∈ Γ).
Let us define the group Êxt(M, S1). Consider the collection of triples (S1 → Γ˜ →
Γ, δ, P ) where (S1 → Γ˜→ Γ, δ) is a graded central extension and P is a Morita equivalence
from Γ → M. Two such triples (S1 → Γ˜1 → Γ1, δ1, P1) and (S
1 → Γ˜2 → Γ2, δ2, P2) are
said to be Morita equivalent if there exists a Morita equivalence Q˜ : Γ˜1 → Γ˜2 which is
S1-equivariant, such that the diagrams of isomorphism classes of generalized morphisms
Γ1
[Q]
//
[P1] !!B
B
B
B
B
B
B
B
Γ2
[P2]

M
and
Γ1
[Q]
//
[δ1] ""E
E
E
E
E
E
E
E
Γ2
[δ2]

Z/2Z
commute, where Q : Γ1 → Γ2 is the Morita equivalence induced by Q˜. Then the group
Êxt(M, S1) is the quotient of the collection of triples by Morita equivalence.
Then B̂r0(M) ∼= Êxt(M, S
1). Let us explain the map B̂r0(M)→ Êxt(M, S
1).
Any element of B̂r0(M) is given by a bundle A with fiber K(Hˆ), hence by a PUˆ(Hˆ)-
principal bundle P overM⇒M(0), i.e. by a generalized morphism f :M→ PUˆ(Hˆ). Let
E be the graded central extension (S1 → Uˆ(Hˆ) → PUˆ(Hˆ), δ), where δ : PUˆ(Hˆ) → Z/2Z
is the degree map. Then f∗E is an element of Êxt(M, S1).
Remark 2.2 Let f∗1E , f
∗
2E ∈ Êxt(M, S
1). Then the sum of f∗1E and f
∗
2E (where fi : Γ→
PUˆ(Hˆ) is a strict morphism and Γ⇒ Γ(0) is a groupoid which is Morita-equivalent toM)
is given by f∗E , where
f : Γ → PUˆ(Hˆ⊗ˆHˆ) ∼= PUˆ(Hˆ)
g 7→ f1(g)⊗ˆf2(g).
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(Note that f is indeed a homomorphism, since f(gh) = (−1)δ(g)δ(h)f(g)f(h) agrees with
f(g)f(h) up to a scalar in S1.)
2.3 Twisted K-theory
Let A →M(0) be a graded D-D bundle over M⇒M(0). We define K∗A(M) as K∗(A⋊r
M), theK-theory of the reduced crossed-product of the graded C∗-algebra A by the action
of M. If A corresponds to the graded central extension (S1 → Γ˜→ Γ, δ), then K∗A(M) is
isomorphic to K∗(C
∗
r (Γ˜)
S1), where the C∗-algebra C∗r (Γ˜)
S1 is subalgebra of C∗r (Γ˜) which
is the closure of
{f ∈ Cc(Γ˜)| f(λg) = λ
−1f(g) ∀g ∈ Γ˜ ∀λ ∈ S1}.
The C∗-algebra C∗r (Γ˜)
S1 is considered as a Z/2Z-graded C∗-algebra, using the grading
automorphism
f ∈ Cc(Γ˜) 7→ (γ 7→ f(γ)δ(γ)) ∈ Cc(Γ˜).
Note that it suffices to study K0A(M), since K
1
A(M) = K
0
A⊗ˆCℓ1
(M).
2.4 Example of manifolds
Let M be a manifold. Elements of Êxt(M,S1) are given by an open cover (Ui)i∈I , smooth
maps cijk : Uijk = Ui ∩ Uj ∩ Uk → S
1 and δij : Uij → Z/2Z such that δij + δjk = δik and
cjklc
−1
iklcijlc
−1
ijk = 1.
Let Γ = ∐i,jUij and Γ˜ = Γ × S
1. Define a product on Γ˜ by (xij, λ)(xjk, µ) =
(xik, λµcijk). Then Γ˜ is a groupoid, and there is a central extension S
1 → Γ˜→ Γ.
The sum of (c1, δ1) and (c2, δ2) is (c, δ) where δij = δ
1
ij+δ
2
ij and cijk = c
1
ijkc
2
ijk(−1)
δ2ijδ
1
jk .
Let us consider the particular case when c = 1 is the trivial cocycle. In that case,
C∗r (Γ˜)
S1 ∼= C∗r (Γ). Let us compare this Z/2Z-graded C
∗-algebra to the Z/2Z-graded
C∗-algebra C0(M˜), where M˜ → M is the double cover determined by the cocycle δ. Let
P = (∐Ui)×M M˜ . Then P is a Z/2Z-equivariant Morita equivalence from Γ to M˜⋊Z/2Z,
hence K∗A(M) = K∗(C
∗
r (Γ˜)
S1) = K∗(C
∗
r (Γ)) = K∗(C0(M˜ )⋊ Z/2Z) = K∗(C0(M˜)⊗ˆCℓ1) =
K∗+1(C0(M˜)) as in [5, Remark A.13].
2.5 Twistings by Euclidean vector bundles
Suppose that E is a Euclidean vector bundle over M ⇒ M(0). Then E is given by an
O(n)-principal bundle overM⇒M(0), hence by a morphism f : Γ→ O(n) together with
a Morita equivalence from Γ to M.
Let E be the graded S1-central extension
S1 → Pinc(n)→ O(n),
where Pinc(n) = Pin(n) ×{±1} S
1, and δ : O(n) → Z/2Z is the map such that detA =
(−1)δ(A). Then f∗E is a graded central extension of Γ, hence determines an even graded
D-D bundle AE .
On the other hand, A′E = Cliff(E ⊗R C) →M
(0) is another graded D-D bundle over
M⇒M(0) which has the same parity as dimE. We want to compare it to AE.
We first need two lemmas.
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Lemma 2.3 Let G be a compact Lie group. Denote by G0 its identity component. Assume
that G0 is simply connected and that Br(G/G0) = {0}. Then every central extension of
G by S1 is split.
Proof. Since G is compact, every S1-central extension is of finite order. Let us recall
the argument: given a central extension E = (S1 → G˜→ G), let V be a finite dimensional
representation of G˜ which is a sub-representation of {f ∈ L2(G˜)| f(λg) = λ−1f(g) ∀λ ∈
S1, ∀g ∈ G˜}. Let d = dimV , n = d! and W = ΛdV ∼= C. Then the representation of G˜ in
W is a map G˜→ U(W ) ∼= S1 which is a splitting of n E , hence E is of order at most n.
Therefore, the extension E comes from a central extension 0→ Z/nZ→ G˜→ G→ 1.
Since G is simply connected, the central extension must be trivial as Z/nZ-principal
bundle, i.e. G˜ = G× Z/nZ, and the product on G˜ is given by (g, λ)(h, µ) = (gh, λ + µ +
c(g, h)) where c : G×G→ Z/nZ is a 2-cocycle. Using connectedness of G0, c must factor
through G/G0 ×G/G0, i.e. the central extension is pulled back from a central extension
of G/G0, which must be trivial by assumption. 
Lemma 2.4 Let G be a Lie group and G0 a normal subgroup containing the identity
component of G such that G0 has no nontrivial character and that Br(G0) = {0}.
If E and E ′ are S1-central extensions whose restriction to G0 are isomorphic, then E
and E ′ are isomorphic.
Proof. After taking the difference of E and E ′, we may assume that E ′ is the trivial
extension. Denote by S1 → G˜ → G the extension E . Let g 7→ g˜ be a splitting G0 → G˜.
Choose a family (si) such that G = ∐isiG0, and for each i, choose a lift s˜i of si. Define
then s˜ig by s˜ig˜. By construction, γ˜h = γ˜h˜ for all (γ, h) ∈ G×G0.
Next, define the 2-cocycle c : G×G→ S1 by g˜h˜ = c(g, h)g˜h. Let cij = c(si, sj).
For all j, let ϕj : G0 → S
1 such that s˜−1j g˜s˜j = ϕj(g)s˜
−1
j gsj . It is immediate to check
that ϕj is a group morphism, hence ϕj is trivial by assumption, i.e. s˜
−1
j g˜s˜j = s˜
−1
j gsj .
Multiplying on the right by h˜ and on the left by s˜is˜j , we get s˜ig˜s˜jh˜ = s˜is˜j
˜s−1j gsjh =
cij s˜isj
˜s−1j gsjh = cij s˜igsjh, hence s˜igs˜jh = cij s˜igsjh. It follows that c(sig, sjh) = cij , i.e.
that c factors through G/G0 × G/G0. Since Br(G/G0) is trivial by assumption, c must
be a coboundary. We conclude that E is a split extension. 
Proposition 2.5 K∗+dimE,AE(M) = K∗,A′E (M) = K∗(C0(M
(0),Cliff(E⊗RC))⋊rM) =
K∗(C0(E) ⋊r M).
Proof. The last equality follows from the fact that C0(E) and C0(M
(0),Cliff(E ⊗R C))
are M-equivariantly KK-equivalent [7]. The second equality is just the definition.
To prove the first equality, let us suppose for instance that n = dimE is even, the
proof for n odd being analogous. We have to compare the graded D-D bundle A′E with the
graded central extension S1 → Γ˜ → Γ which is pulled back from S1 → Pinc(n) → O(n).
By naturality, we can just assume that Γ =M = O(n), and that E = Rn is endowed with
the canonical action of O(n).
Then, Cliff(E ⊗R C) = Cℓn = L(Hˆ), where Hˆ is the graded Hilbert space C
2n/2−1 ⊕
C2
n/2−1
.
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Denote by α : O(n) → PUˆ(Hˆ) the canonical action of O(n) on Cℓn = Cliff(EC). To
show that the central extension associated to the graded D-D bundle Cliff(EC) → · is
(S1 → Pinc(n)→ O(n)), it suffices to prove that there exists a lifting α˜:
S1 //

S1

Pinc(n)

eα
// Uˆ(Hˆ)

O(n)
α
// PUˆ(Hˆ).
For n = 2 it is elementary to check that both vertical lines are split extensions. For
n ≥ 3, since Spin(n) is simply connected and compact, it has no nontrivial S1-central
extension (see Lemma 2.3), hence the pull-back of E = (S1 → Uˆ(Hˆ) → PUˆ(Hˆ)) by the
map Spin(n)→ O(n) has a lift β : Spin(n)→ Uˆ(Hˆ).
If β(−1) = Id then β induces a map β¯ : SO(n) → Uˆ(Hˆ), which means that the
extension S1 → Spinc(n) → SO(n) is split. It follows that S1 → Spinc(3) → SO(3) is
split, i.e. that there exists a morphism ϕ : Spinc(3) = SU(2) ×{±1} S
1 → S1 such that
ϕ(λg) = λϕ(g) for all λ ∈ S1 and all g ∈ SU(2) ×{±1} S
1. Putting χ(g) = ϕ(g, 1), the
morphism χ : SU(2) → S1 satisfies χ(−1) = −1. Using simplicity of SU(2)/{±1} =
SO(3), it follows that χ is injective, which is impossible.
It follows that β(−1) = −Id, hence β induces a lift β : Spinc(n) → Uˆ(Hˆ) which is
S1-equivariant. This means that the restriction of E to SO(n) is isomorphic to S1 →
Spinc(n) → SO(n). To conclude that the restriction of E to O(n) is isomorphic to S1 →
Pinc(n)→ O(n), we apply Lemma 2.4 to G = O(n) and G0 = SO(n). 
3 Poincare´ duality
3.1 Kasparov’s constructions
Let M be a compact manifold (actually, Poincare´ duality can be generalized to arbitrary
manifolds [8], but in this paper we confine ourselves to compact ones for simplicity). We
suppose that M is endowed with a Riemannian metric which is invariant by the action of
a locally compact group G. Given any vector bundle A over any manifold M , we denote
by CA(M) the space of continuous sections vanishing at infinity. We will also write CA
whenever there is no ambiguity. We denote by τ the complexified cotangent bundle of M .
In [8], Kasparov constructed two elements
θ ∈ KKM⋊G(C(M), C(M) ⊗ Cτ (M)) = RKKG(M ;C, Cτ (M))
and D ∈ KKG(Cτ (M),C) (in this paper, we will use Le Gall’s [9] notation KKM⋊G(·, ·)
for equivariant KK-theory with respect to the groupoid M ⋊G, rather than Kasparov’s
RKKG(M ; ·, ·), but of course both are equivalent).
Let us recall the construction of θ and D.
Let H = L2(Λ∗M), and
ϕ : Cτ (M) → L(H)
ω 7→ e(ω) + e(ω)∗,
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where e(ω) is the exterior multiplication, and let F = D(1 + D)−1/2 where D = d + d∗.
Then D = [(H,ϕ, F )].
Let us explain the construction of θ. Denoting by ρ the distance function on M , let
r > 0 be so small that for all (x, y) in U = {(x, y) ∈ M ×M | ρ(x, y) < r}, there exists a
unique geodesic from x to y.
For every C(M×M)-algebra A, we denote by AU the C
∗-algebra C0(U)A. Then the el-
ement θ is defined as [(CM⊗Cτ (M))U ,Θ] where Θ = (Θx)x∈M , Θx(y) =
ρ(x,y)
r (dyρ)(x, y) ∈
T ∗yM ⊂ CliffC(T
∗
yM).
3.2 Constructions in twisted K-theory
In this subsection, we construct an element θA ∈ KKM⋊G(C(M), CA⊗ˆCA⊗ˆAop) for any
graded D-D bundle A over (M ×G⇒M), i.e. for any G-equivariant graded D-D bundle
over M . We may assume that A is stabilized, i.e. that A ∼= A⊗ˆK(Hˆ ⊗ L2(G)). First, let
us denote by pt(x, y) the geodesic segment joining x to y at constant speed (0 ≤ t ≤ 1).
Using pt, we see that pt : U → M is a G-equivariant homotopy equivalence. Unfortu-
nately, this does not imply that Br(U ⋊G) and Br(M ⋊G) are isomorphic for arbitrary
G, hence we will make the following
Assumption. In the sequel of this paper, and unless stated otherwise, G will be a
compact Lie group acting smoothly on a compact manifold M .
In that case, H2(U ⋊ G,S1) ∼= H3(U ⋊ G,Z) = H3(U×EGG ,Z)
∼= H3(M×EGG ,Z)
∼=
H2(M ⋊G,S1). As a consequence, there is a continuous, G-equivariant family of isomor-
phisms
ut,x,y : Ax
∼
→ Apt(x,y).
Of course, the ut’s are not unique, but this will not be important as far as K-theory is
concerned as we will see.
Consider the canonical Morita-equivalence Hx between C and Ax⊗ˆA
op
x .
Let H = (Hx)x∈M be the corresponding Morita equivalence between C(M)
and CA⊗ˆAop(M). Then [((C(M) ⊗ Cτ (M))U ⊗ˆC(M)H,Θ⊗ˆ1)] is an element of
KKM⋊G(C(M), CA⊗ˆAop(M)⊗ˆCτ (M)).
Now, using the map u1,x,y : Ax
∼
→ Ay, we get a Morita equivalence Ex,y fromA
op
x toA
op
y ,
thus a Morita equivalence E from (CAop(M)⊗ˆC(M))U to (C(M)⊗ˆCAop(M))U . Tensoring
over C(M×M) with CA(M)⊗ˆCτ (M), we get a Morita equivalence E
′ = (E ′x,y)(x,y)∈U from
(CA⊗ˆAop(M)⊗ˆCτ (M))U to (CA(M)⊗ˆCτ⊗ˆAop(M))U .
We then define θA as
θA = [((C(M)⊗ Cτ (M))U ⊗ˆC(M)H⊗ˆC
A⊗ˆAop⊗ˆCτ
E ′,Θ⊗ˆ1)]
∈ KKM⋊G(C(M), CA(M)⊗ˆCτ⊗ˆAop(M)).
3.3 Twisted K-homology
Given a C∗-algebra A endowed with an action of a locally compact group G, the G-
equivariant K-homology of A, K∗G(A), is defined by KK
∗
G(A,C). If A is a G-equivariant
graded D-D bundle over M , we define KG,A∗ (M) by K
∗
G(CA(M)).
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3.4 Maps between twisted K-theory and twisted K-homology
Let A and B be two separable graded G-C∗-algebras (recall that G is assumed to be a
compact Lie group). We define two maps
µ : KKG(A,CA(M)⊗ˆB) → KKG(Cτ⊗ˆAop⊗ˆA,B)
ν : KKG(Cτ⊗ˆAop⊗ˆA,B) → KKG(A,CA(M)⊗ˆB).
First, let us introduce some notations. Suppose that M is a locally compact space
endowed with an action of a locally compact group. If A, B and D are G-equivariant
graded C(M)-algebras, and E is a A-B-C∗-bimodule, then Kasparov defined a A⊗ˆC0(M)D-
B⊗ˆC0(M)D-C
∗-bimodule σM,D(E), and thus a “suspension” map σM,D : KKM⋊G(A,B)→
KKM⋊G(A⊗ˆC0(M)D,B⊗ˆC0(M)D). There is also a suspension map σD : KKM⋊G(A,B)→
KKM⋊G(A⊗ˆD,B⊗ˆD) defined in a similar way.
Given a (A1, B1⊗ˆD)- C
∗-bimodule E1 and a (D⊗ˆA2, B2)-C
∗-bimodule E2, the
(A1⊗ˆA2, B1⊗ˆB2)-C
∗-bimodule E1⊗ˆDE2 is defined by σA2(E1)⊗ˆA2⊗ˆB1σB1(E2).
We introduce a similar notation when all tensor products are replaced by ten-
sor products over a space M : given a (A1, B1⊗ˆC(M)D)- C
∗-bimodule E1 and every
(D⊗ˆC(M)A2, B2)-C
∗-bimodule E2, E1⊗ˆDE2 is a (A1⊗ˆC(M)A2, B1⊗ˆC(M)B2)-C
∗-bimodule.
Let us now define µ and ν. First, let us note that KKG(A,CA(M)⊗ˆB) is isomorphic
to KKM⋊G(C(M)⊗A,CA(M)⊗ˆB).
The map µ is defined as the composition
KKM⋊G(C(M)⊗A,CA(M)⊗ˆB)
σM,C
τ⊗ˆAop
→ KKM⋊G(Cτ⊗ˆAop⊗ˆA, Cτ⊗ˆAop⊗ˆA⊗ˆB)
·⊗ˆHop
→ KKM⋊G(Cτ⊗ˆAop⊗ˆA,Cτ ⊗ˆB)
⊗D
→ KKG(Cτ⊗ˆAop⊗ˆA,B).
The map ν is just θA ⊗ · : KKG(Cτ⊗ˆAop⊗ˆA,B)→ KKM⋊G(C(M)⊗A,CA⊗ˆB).
3.5 The main theorem
Theorem 3.1 Let G be a compact Lie group acting on a compact manifold M , and let
A and B be two graded separable G-C∗-algebras. Let A be a G-equivariant graded D-D
bundle over M .
Then the maps µ and ν defined above are inverse to each other:
KK∗G(A,CA(M)⊗ˆB)
∼= KK∗G(Cτ⊗ˆAop(M)⊗ˆA,B).
Replacing A by τ⊗ˆAop, we get:
KK∗G(CA(M)⊗ˆA,B)
∼= KK∗G(A,Cτ⊗ˆAop(M)⊗ˆB).
In particular, for A = B = C we get
K∗G,A(M)
∼= KG,τ⊗ˆA
op
∗ (M)
KG,A∗ (M)
∼= K∗G,τ⊗ˆAop(M).
Remark 3.2 This result (in the case when G is the trivial group) is observed in [2,
Section 7].
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Remark 3.3 The map µ does not depend of the choice of the isomorphisms ut,x,y, hence
ν doesn’t either.
The rest of the paper is devoted to the proof of Theorem 3.1.
3.6 Proof of µ ◦ ν = Id
For all α ∈ KKG(Cτ⊗ˆAop⊗ˆA,B), we have
µ ◦ ν(α) = σM,Cτ⊗ˆAop (θ
A)⊗ˆC
Aop⊗ˆA
Hop ⊗Cτ D ⊗Cτ⊗ˆAop⊗ˆA
α.
Thus, we need to prove that
σM,Cτ⊗ˆAop (θ
A)⊗ˆC
Aop⊗ˆA
Hop ⊗Cτ D = 1 ∈ KKG(Cτ⊗ˆAop , Cτ⊗ˆAop).
Consider the element σM,Cτ⊗ˆAop (θ) ∈ KKM⋊G(Cτ⊗ˆAop , Cτ⊗ˆAop⊗ˆCτ ). Denote by
s : Cτ⊗ˆAop⊗ˆCτ
∼=
→ Cτ ⊗ˆCτ⊗ˆAop
x⊗ y 7→ (−1)deg x. deg yy ⊗ x
the flip. Suppose proven that
σM,Cτ⊗ˆAop (θ)⊗ [s] = σM,Cτ⊗ˆAop (θ
A)⊗ˆC
Aop⊗ˆA
Hop. (3)
Then
σM,Cτ⊗ˆAop (θ
A)⊗C
Aop⊗ˆA
Hop ⊗Cτ D = σM,Cτ⊗ˆAop (θ)⊗Cτ D
= σM,Cτ⊗ˆAop (θ ⊗Cτ D) = σM,Cτ⊗ˆAop (1) = 1
Since θ ⊗Cτ D = 1 (from [8, Theorem 4.8]).
We postpone the proof of (3) until subsection 3.8.
3.7 Proof of ν ◦ µ = Id
For all α ∈ KKM⋊G(C(M)⊗A,CA(M)⊗ˆB), we have
ν ◦ µ(α) = θA ⊗Cτ⊗ˆAop (σM,Cτ⊗ˆAop (α)⊗CAop⊗A H
op ⊗Cτ D).
Suppose shown that
θA ⊗Cτ⊗ˆAop σM,Cτ⊗ˆAop (α) ⊗CAop⊗ˆA H
op = α⊗CA σM,CA(θ) (4)
∈ KKM⋊G(C(M)⊗A,CA⊗ˆCτ ⊗ˆB).
Then ν ◦ µ(α) = α⊗CA (σM,CA(θ)⊗Cτ D) = α⊗CA σM,CA(θ ⊗Cτ D) = α⊗CA 1 = α.
We postpone the proof of (b) until subsection 3.9
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3.8 Proof of (3)
Recall the proof when A is the trivial bundle [8, Lemma 4.6]. We want to show that
σM,Cτ (θ) is flip-invariant. Denote by p
∗
t : T
∗
pt(x,y)
M →֒ T ∗(x,y)U the pull-back map induced
by pt, and let q
∗
t be the isometry q
∗
t = p
∗
t (ptp
∗
t )
−1/2. We denote again by q∗t : Ω
1(M) →֒
Ω1(U) the corresponding map. Then q∗t induces a map ϕt : Cτ (M)→ L(Cτ (U)).
Let β(s) = (pt(1−s)(x, y), pt(1−s)+s(x, y)) ∈ U , and
Θt(x, y) =
ρ(x, y)
r
∥∥∥∥dβds |s=1
∥∥∥∥
−1 dβ
ds
|s=1 ∈ Tx,yU.
Then (Cτ (U), ϕt,Θt)0≤t≤1 is a homotopy between σM,Cτ (θ) and σM,Cτ (θ)⊗ [s].
Now, consider the general case. σM,Cτ⊗ˆAop (θ) is the Kasparov triple
((Cτ⊗ˆAop⊗ˆCτ )U , ϕ,Θ)
where ϕ : Cτ⊗ˆAop → L((Cτ⊗ˆAop⊗ˆCτ )U ) is the obvious map. Thus,
σM,Cτ⊗ˆAop (θ)⊗ [s] = [((Cτ ⊗ˆCτ⊗ˆAop)U , ϕ,Θ1)]
with θ1 =
ρ(x,y)
r (dxρ)(x, y) ∈ T
∗
xM ⊂ CliffC(T
∗
xM), while
σM,Cτ⊗ˆAop (θ
A)⊗C
Aop⊗ˆA
Hop = [((Cτ⊗ˆAop(M)⊗ˆCτ (M))U ⊗ˆCτ⊗ˆAop⊗ˆCτ
E ′′, ϕ′,Θ⊗ 1)]
where E ′′ is the Morita equivalence between (Cτ⊗ˆAop⊗ˆCτ )U and (Cτ ⊗ˆCτ⊗ˆAop)U obtained
from the Morita equivalence E between p∗0CAop = (CAop⊗C(M))U and p
∗
1CAop = (C(M)⊗
CAop)U .
Let Et = (Ex,y,t)(x,y)∈U be the Morita equivalence between p
∗
tCAop and p
∗
1CAop con-
structed in the same way as E = E0.
Then
σM,Cτ⊗ˆAop (θ)⊗ [s] = (Cτ (U)⊗ˆC0(U)E1, ϕ,Θ1)
σM,Cτ⊗ˆAop (θ
A)⊗ˆC
Aop⊗ˆA
Hop = (Cτ (U)⊗ˆC0(U)E0, ϕ
′,Θ).
Let Θt as above. We produce a homotopy
(Cτ (U)⊗ˆC0(U)Et, ψt,Θt)
between those two elements. Only ψt : Cτ⊗ˆAop → L(Cτ (U)⊗ˆC0(U)Et) remains to be de-
fined. We need two compatible maps
ψ′t : Cτ → L(Cτ (U)⊗ˆC0(U)Et)
and ψ′′t : CAop → L(Cτ (U)⊗ˆC0(U)Et).
The map ψ′t is just ϕt ⊗ 1. The map ψ
′′
t is given by the composition
CAop
p∗t→ Cb(U, p
∗
tA
op)→ L(Et).
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3.9 Proof of (4)
Let us first recall the proof when A is trivial [8, Lemma 4.5]. We want to show that for
all α ∈ KKM⋊G(C(M)⊗A,C(M)⊗B) we have
α⊗C(M) θ = θ ⊗Cτ (M) σM,Cτ (M)(α) ∈ KKM⋊G(C(M)⊗A,C(M)⊗ Cτ (M)⊗ˆB).
Write α = [(E,T )] where C(M,A)E = E and T is G-continuous. Then both products can
be written as
[(E⊗ˆC(M)(C(M)⊗ Cτ (M))U , ϕi, Fi)]
where Fi is of the form M
1/2
2 (T ⊗ˆ1)+M
1/2
1 (1⊗ˆΘ) (i = 0, 1), and where the map C(M)→
L((C(M)⊗ Cτ (M))U ) used to define ϕi is p
∗
i .
Since p0 and p1 are homotopic, ϕ0 and ϕ1 are homotopic. One then constructs a
homotopy between F0 and F1 using Kasparov’s technical theorem as in [8, Lemma 4.5].
Let us now consider a general G-equivariant graded D-D bundle A over M . Let
α = [(E,T )] ∈ KKM⋊G(C(M)⊗A,CA⊗ˆB) where C(M,A)E = E and T G-continuous.
We want to show that α ⊗CA σM,CA(θ) = θ
A⊗ˆCτ ⊗ˆAop(α)⊗ˆCAop⊗ˆAH
op. Let us just
explain the homotopy between the two modules, the homotopy between the Fi’s being
obtained using Kasparov’s technical theorem in the same way as in [8, Lemma 4.5].
The left-hand side is
E⊗ˆCA(CA⊗ˆCτ )U , (5)
and the right-hand side is
E⊗ˆCAσM,CA(F1)⊗ˆC0(U)H
′
1⊗ˆCp∗
1
(A⊗ˆAop)(U)
p∗1H
op, (6)
where we recall that p1 : U → M is the second projection (x, y) 7→ y. The C(M)-
(C(M)⊗Cτ )U -bimodule F1 is (C(M)⊗Cτ )U , with the left action of C(M) on F1 obtained
via C(M)
p∗1→ Cb(U)→ L((C(M)⊗ Cτ )U ).
H′1 is the Morita equivalence between C0(U) and p
∗
0CA⊗ˆC0(U)p
∗
1CAop obtained by com-
posing the Morita equivalence p∗0H between C0(U) and p
∗
0(CA⊗ˆAop) with the isomorphism
p∗0A
op ∼= p∗1A
op.
Using the map pt : U → M instead of p1, consider (with obvious notations) the
homotopy E⊗ˆCAσM,CA(Ft)⊗ˆC0(U)H
′
t⊗ˆCp∗t (A⊗ˆAop)
(U)p
∗
tH
op.
For t = 1, we get (6).
For t = 0, we get E⊗ˆCA(CA⊗ˆCτ )U ⊗ˆC0(U)p
∗
0H⊗ˆCp∗0(A⊗ˆAop)
(U)p
∗
0H
op where the right
Cp∗0(A⊗ˆAop)
(U)-structure on E⊗ˆCA(CA⊗ˆCτ )U ⊗ˆC0(U)p
∗
0H is defined as follows: Cp∗0A acts
on (CA⊗ˆCτ )U by the obvious action, and Cp∗0Aop acts on p
∗
0H. In other words, it is the
tensor product of (5) with βA over CA, where βA is the CA-CA-bimodule
βA = (CA⊗ˆC(M)H)⊗ˆCA⊗ˆAopH
op.
In the expression above, the right CA⊗ˆAop-module structure on CA⊗ˆC(M)H is defined as
follows: ∀a ∈ CA, ∀b ∈ CAop ∀ξ ⊗ η ∈ CA⊗ˆC(M)H,
(ξ ⊗ η) · (a⊗ b) = (−1)|η| |a|ξa⊗ ηb.
To finish the proof, it remains to show that βA ∼= CA. Suppose for instance that A is
an even graded D-D bundle. Let x ∈ M . Denoting by Hˆx a Hilbert space such that
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Ax ∼= K(Hˆx), we have (βA)x = [K(Hˆx)⊗ˆ(Hˆ
∗
x⊗ˆHˆx)]⊗ˆAx⊗ˆAopx (Hˆx⊗ˆHˆ
∗
x), where in Hˆx⊗ˆHˆ
∗
x,
Hˆx (resp. Hˆ
∗
x) is considered as a Ax-C (resp. a A
op
x -C-bimodule, and in Hˆ∗x⊗ˆHˆx, Hˆx
(resp. Hˆ∗x) is considered as a C-A
op
x (resp. a C-Ax-bimodule, and the right Ax⊗ˆA
op
x -
module structure on K(Hˆx)⊗ˆ(Hˆ
∗
x⊗ˆHˆx) is (ξ⊗ (η⊗ ζ)) · (a⊗ b) = (−1)
|a| (|ξ|+|η|)ξa⊗η⊗ ζb.
It follows that (βA)x ∼= Hˆx⊗ˆHˆ
∗
x is the natural K(Hˆx)-bimodule K(Hˆx).
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