Abstract-Emerging Big Data applications increasingly require resources beyond those available from a single server and may be expressed as a complex workflow of many components and dependency relationships-each component potentially requiring its own specific, and perhaps specialized, resources for its execution. Efficiently supporting this type of Big Data application is a challenging resource management problem for existing cloud environments. In response, we propose a two-stage protocol for solving this resource management problem. We exploit spatial locality in the first stage by dynamically forming rack-level coalitions of servers to execute a workflow component. These coalitions only exist for the duration of the execution of their assigned component and are subsequently disbanded, allowing their resources to take part in future coalitions. The second stage creates a package of these coalitions, designed to support all the components in the complete workflow. To minimize the communication and housekeeping overhead needed to form this package of coalitions, the technique of combinatorial auctions is adapted from market-based resource allocation. This technique has a considerably lower overhead for resource aggregation than the traditional hierarchically organized models. We analyze two strategies for coalition formation: the first, history-based uses information from past auctions to pre-form coalitions in anticipation of predicted demand; the second one is a just-in-time that builds coalitions only when support for specific workflow components is requested.
INTRODUCTION AND MOTIVATION
T HE vast number of diverse services offered by modern Cloud Service Providers (CSPs) require an extensive infrastructure consisting of large farms of computing and storage servers in a diverse eco-system supporting several cloud delivery models including Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). Moreover, this diversity is increasing with advances in technology:
(a) The cloud infrastructure is becoming more heterogeneous; servers with different configurations of multicore processors and attached co-processors such as GPUs and FPGAs are expected to dominate the cloud computing landscape. (b) The number of cloud services and cloud applications is ever increasing. For example, in recent years AWS has added new services, including Elastic Cache, and DynamoDB. AWS also offers several Elastic Compute Cloud (EC2) instance types including: C3-computeoptimized, R3-memory-optimized; M3-balanced; G2-graphics with GPUs; I2-storage-optimized. Each instance type provides different sets of computer resources measured by vCPUs. A vCPU is a hyper-thread of an Intel Xeon core for C3, R3, M3, G2, and I2 instances. Efficiently managing resources in a dynamic eco-system is extremely challenging. Resource management policies support reservation systems, admission control, capacity allocation, load balancing, energy optimization, and quality of service [19] . Existing mechanisms implementing these policies are less effective than they could be and are also not scalable because they require accurate information about the state of individual servers.
Poor resource management can potentially result in high economic and ecological costs. Cloud over-provisioning, the current preferred mechanism for supporting elasticity, demands high initial costs and leads to a low system utilization; this strategy is not economically sustainable [7] . As a result, the average cloud server utilization is in the 18-30 percent range. The power consumption associated with over-provisioning has been shown to be excessive and has a negative ecological impact [3] . A 2010 survey [4] reported that idle or underutilized servers contribute 11 million tones of unnecessary CO 2 emissions each year and that the total yearly cost for the idle servers is $19 billion.
At this stage in the evolution of compute clouds, a question needs to be posed regarding how far the limits of composability of computing and communication systems can be pushed, while still being able to support the required policies for resource management and effective mechanisms implementing these policies. Hierarchical organization of the cloud infrastructure is ubiquitous [3] . In these systems, resource management decisions require some knowledge of the system state, but the reliability of state information degrades as we move from the servers to the upper levels of the system hierarchy. Moreover, the value of this information is ephemeral, if not acted upon immediately wrong decisions may be taken, since the state may change rapidly. In contrast to current approaches, market-oriented mechanisms for resource management are scalable, self-regulating, and are widely used in many areas of human activity.
We are currently working on a Big Data project in condensed-matter physics [22] . The space, computation, and communication complexity of the tensor network contraction algorithm at the heart of this project, increases dramatically from one iteration to the next. Only an application-centric resource allocation mechanism, similar to the one discussed in this paper, can minimize waste and support algorithm optimization by balancing computing and communication costs.
The Contributions of This Paper. We address the problem of efficiently determining the most appropriate heterogeneous cloud resources to solve Big Data problems expressed as a workflow of service components. We acknowledge the scalability issues associated with traditional, centralized, resource managers that rely on, often inaccurate, monitoring information to make resource allocation decisions. In effect, the evolving complexity of the cloud is increasingly falling short of the received wisdom from control theory that tells us that accurate state information and a tight feedback loop are the critical elements of an effective control system. In essence, only local information, used locally, is reliable. In deference to this principle, we focus on market-oriented resource allocation for the IaaS cloud delivery model. In our system, coalitions of servers use local state information to make local decisions, which have beneficial emergent global properties. In previous work, we investigated the use of market-oriented mechanisms in a large-scale computing system and reported that a simple bidding scheme is much more effective than hierarchical management based on monitoring [20] . We also investigated the effectiveness of combinatorial auctions and in [21] we reported a better than 80 percent success rate.
Market mechanisms address the tensions between local and global objectives. These tensions manifest themselves in such questions as: How can we balance value to the user with CSP profit? How can we dynamically adapt the price for resources to the real-time demand? The market-based approach gives us the tools to begin addressing these, and other challenging, questions.
We recognize the need for a holistic solution to resource management and, in particular, that its mechanisms should be complemented by specific characteristics in the physical system organization. To this end, we assume the warehouse scale computer organization described in [3] and add constraints to support effective local decision-making. We introduce the concept of server coalitions to execute workflow components and two strategies for coalition formation. The first strategy is history-based (HB) and uses historical information to pre-form coalitions that have been used successfully in the past. To our knowledge this is the first attempt to address cloud resource management based on coalition formation and combinatorial auctions where individual servers learn from past behavior. The second, just-intime (JST) strategy, forms coalitions dynamically to meet real-time demands. This paper focuses on rack-level coalition formation; the subsequent aggregation of these coalitions into packages to support the complete workflow using combinatorial auctions is presented in [21] . Formation of coalitions and of coalition package are the two stages of a resource reservation system.
In passing we note that, distinct from the ideas presented here, the research literature makes reference to coalition formation for cloud federations. Our coalitions have a short lifespan. They cease to exist once the service component they are executing terminates. Our system allows for free resources to choose to offer themselves on the spot market, or to wait to join a coalition in preparation for the next auction. Long-term coalition stability is critical for cloud federations, but is a non-issue for our coalitions. In addition, locality is important for us, but is a non-issue for cloud federations that use the Internet to communicate. We focus on racklevel coalitions and assert that communication across multiple hierarchical layers of the cloud infrastructure is undesirable to avoid increased latency and falling bandwidth.
The solution discussed in this paper involves concepts, policies, and algorithms from several well-established areas of economics and computer science: coalition formation and virtual organizations; auction theory and practice; system organization and computer architecture; and self-organization and self-management of complex systems. Related work and the system model are discussed in Sections 2 and 3, respectively. Algorithms for rack-level coalition formations and the results of simulation experiments are presented in Sections 4 and 5, respectively. Conclusions, future work, and the feasibility of self-organization are discussed in Section 6.
RELATED WORK
Existing Cloud Resource Management Systems. Cluster management systems such as Borg [36] and Omega [33] are used by Google in its cloud infrastructure. Google supports containers allowing cloud users to run their applications in a resource-isolated manner.
Kubernetes, is a system developed at Google for managing containerized applications across a cluster of nodes [14] . Docker uses cgroups to group processes running in the container. Amazon and Google support the creation of Dockerbased containers [1] , [9] . Twitter's infrastructure is managed by Mesos [11] . A storage management system used by VMware is described in [35] .
A 12,000-server Google cluster, managed by the Borg system, achieves aggregate CPU utilization of 25-35 percent and aggregate memory utilization of 40 percent [8] . The aggregate CPU utilization of systems using Mesos is consistently below 20 percent, even though reservations reach up to 80 percent of system capacity. The Quasar system developed at Stanford University improves resource utilization in a 200-server EC2 cluster by 47 percent [8] .
Existing systems can manage clusters with tens of thousand servers but the challenges outlined in Section 1 persist and motivate the search for effective and scalable policies and mechanisms for cloud resource management [5] , [6] , [16] , [23] , [24] , [28] , [39] . To respond to the needs of increasingly more complex applications consisting of multiple phases and requiring workflow management, CSPs are already offering workflow management services such as Simple Workflow Management (SWM) and Elastic Bean Stock (EBS) at AWS.
Market Mechanisms. In spite of all the advantages of market mechanisms and the vast literature on market-based resource allocation [18] , the practical application of these ideas is rarely seen [30] . For many years the research continued to be focused on global optimization of system-centric metrics such as mean average job completion time, throughput, and system utilization, while now considerations regarding user preferences including cost, security, and quality of service (QoS) have to be added to the mix.
Our recent results confirm that the communication complexity of hierarchical control with resource monitoring is more than two orders of magnitude higher than that of a simple bidding scheme [20] . Hierarchical control is quite inefficient for a cloud consisting of multiple WarehouseScale Computers (WSCs).
Coalition formation is a widely used method for increasing the efficiency of resource utilization and for providing convenient means to access these resources. In recent years, the emergence of large-scale electronic markets, grid and cloud computing, sensor networks, and robotics have amplified the interest in coalition formation and virtual organizations [15] , [29] , [31] .
Different aspects of resource management in computational grids including load balancing, job-allocation, and scheduling, as well as revenue sharing when agents form coalitions or virtual organizations are discussed in [10] , [13] , [25] , [38] . Grid resource allocation is modeled as cooperative games [13] or non-cooperative games [25] . Resource co-allocation is presented in [38] .
There is little surprise that the interest in coalition formation migrated in recent years from computational grids to cloud resource management. The majority of the on-going research in this area is focused on game-theoretic aspects of coalition formation for cloud federations. A cloud federation is a set of CSPs collaborating to provide services to a cloud user community. A stochastic linear programing game model for coalition formation is presented in [24] ; the authors analyze the stability of the coalition formation among cloud service providers and show that resource and revenue sharing are deeply intertwined. An optimal virtual machine (VM) provisioning algorithm ensuring profit maximization for CSPs is introduced in [6] .
A cloud federation formation described as a hedonic game and focused on the stability and the fairness of the game is discussed in [23] . The profit maximization for each federation is formulated as an integer programming problem and the game is augmented with a preference relation over the set of federations. The paper adopts a payoff division based on the Banzhaf value. Currently, individual CSPs may believe that they have a competitive advantage due to the unique value of their services and may not be motivated to disclose relevant information about the inner working of their systems. Thus, the formation of cloud federations seems uncertain, at least in the immediate future.
A combinatorial coalition formation problem is described in [15] . The paper assumes that a seller has a price schedule for each item. The larger the quantity requested, the lower is the price a buyer has to pay for each item; thus, buyers can take advantage of price discounts by forming coalitions. An algorithm to find optimal coalition structures in cooperative games by searching through a lattice like the one in Fig. 1 is described in [26] ; in this algorithm the coalition structures are grouped according to so-called configurations reflecting the size of the coalitions.
Auctions. Auctions are a widely used mechanism for resource allocation with numerous applications such as: the auctioning of airport take-off and landing slots, spectrum licensing by the Federal Communication Commission, and industrial procurement. An online auction mechanism for resource allocation in computer clouds is presented in [38] .
Different phases of an application may require coalitions of servers with different types of resources so there is the need to investigate combinatorial auctions where packages of items are auctioned. A combinatorial auction is one where a buyer requires simultaneous access to a package of goods. An auction allows the seller to obtain the maximum available profit for the auctioned goods; it is organized by an auctioneer for every request of a consumer. A proxy is an intermediary who collects individual bids from the buyers participating in an auction, computes the total cost of the package from the bids, and communicates this price to the auctioneer. A vast literature including [2] , [37] covers multiple aspects of combinatorial auctions including bidding incentives, stability, equilibrium, algorithm testing, and algorithm optimality.
Package bidding assumes that a seller offers N different types of items. A buyer bids for packages of items. A package is a vector of integers Z ¼ fz 1 ; z 2 ; . . . ; z N g which indicates the quantity of each item in the package; the price of items is given by M ¼ fm 1 ; m 2 ; . . . ; m N g.
Package bidding can be traced back to generalized Vickerey auctions based on the Vickerey-Clarke-Groves mechanisms. In Vickerey auctions a bidder reports its entire demand schedule. The auctioneer then selects the allocation which maximizes the total value of the package and requires a bidder to pay the lowest bid it would have made to win its portion of the final allocation, considering all other bids.
In a clock auction the auctioneer announces prices and the bidders indicate the quantities they wish to buy at the current price. When the demand for an item increases so does its price, until there is no more excess demand. On the other hand, when the offering exceeds the demand, the price decreases. In a clock auction the bidding agents see only aggregate information, the price at a given time, and this eliminates collusive strategies and interactions among bidding agents. The auction is monotonic, the amounts auctioned decrease continually and this guarantees that the auction eventually terminates. When the price of a package can be computed as the sum of products of prices and quantities it is said that an auction benefits from linear pricing.
The clock-proxy-auction is a hybrid auction based on an iterative process with two phases [2] . A clock phase is followed by a proxy round. During the proxy round the bidders report the values they have submitted to the proxy which in turn submit bids for the package to the auctioneer. A bidder has a single opportunity to report the quantity and the price to the proxy, bid withdrawals are not allowed, and the bids are mutually exclusive. The auctioneer then selects the winning bids that maximize the seller's profit.
Autonomic Computing and Self-Organization. The recognition of the challenges posed by the design and implementation of large-scale systems lead to new research areas closely related to self-organization such as autonomic computing, proposed by IBM in 2003, and organic computing. Over 8,000 papers, nearly 200 conferences, and some 200 patents issued and more than 100 pending, are some of the results of a decade long research effort in autonomic computing [12] .
Small systems based on these ideas have been described in the literature, but scalability of the solutions proposed seems to be an insurmountable obstacle, as evidenced by the fact that no such large-scale systems exist today. Indeed, this is an indication of the challenges to a practical implementation of these concepts in systems with a very large number of components interacting with each other in unpredictable ways and operating in a dynamic environment with a large and diverse user population.
Surely, an important reason for the slow progress of solutions of this type is the absence of suitable technical definitions of these concepts, definitions that would lead to practical design principles for self-organizing systems and to the quantitative evaluation of the results. A powerful definition of self-organization was given by Turing "the spontaneous emergence of global coherence out of local interactions" [34] . However, this definition contains no hint at these elusive design principles.
The design principle may not be explicit but at least we have many real examples of self-organization. Marketbased ecosystems, for example, exhibit this type of behavior. There, individuals with competing interests and inherent conflicts interact to form a state of dynamic equilibrium.
The coalitions and combinatorial auctions introduced in this paper differ from those discussed in the grid and cloud computing literature. Coalitions are based on cooperative games and are short-lived. Combinatorial auctions involve multiple buyers and sellers.
SYSTEM MODEL
The demand for computing resources will increase for Big Data applications and could be considerably larger than a single server can provide. Only coalitions of servers will be capable of offering such resources. For optimum performance the members of a coalition should communicate effectively thus, they must be be in close proximity to each other. This constrains the coalition formation protocol.
System Architecture. We assume a hierarchical organization of the cloud infrastructure similar to the one described in [3] in which a data center consists of multiple warehouse-scale computers. Each WSC has multiple cells, each cell has multiple racks and each rack houses multiple servers. A WSC connects 50,000 to 100,000 servers and uses a hierarchy of networks.
The servers are housed in racks; typically, the 48 servers in a rack are connected by a 48 port Gigabit Ethernet switch. The switch has two to eight up-links which go to higher level switches in the network hierarchy [3] . The bandwidth for communicating outside the rack is much smaller than the one within the rack; this has important implications for resource management policies and becomes increasingly difficult to address in systems with a large number of servers.
Model Assumptions. We assume that the servers in a rack have identical processors with the same number of cores, the same amount of main storage, cache, and secondary storage and an identical configuration of GPUs, FPGAs, or other hardware. We also assume that all servers in a rack support the same type of services. Our WSC is heterogeneous, the servers in different racks may have different architectures and configurations. The same service may be offered by multiple racks, possibly using different hardware; for example, a rack could offer a service using GPUs, whereas, another may offer the same service using FPGA. This heterogeneity in the service offering introduces an element of choice making it possible to match the user requirements and constraints with the available resources.
The system we envision supports both reservation and spot resource allocation. The reservation system has two stages: (A) coalition formation, and (B) combinatorial auctions. Spot allocation is supported by a bidding process for each type of resource. Time is quantified in allocation slots and reservations are made as a result of auctions carried out at the beginning of each slot; for example, an allocation slot could be one hour.
THE RESERVATION SYSTEM
Coalition Formation as a Cooperative Game. Coalition formation can be modeled as a cooperative game where the goal of all servers is to maximize the reward for the CSP, rather than being selfish and competing with one another. Here, coalitions are formed in all racks of a WSC before an auction. We discuss the formation in one rack with N servers: fs 1 ; s 2 ; . . . ; s N g.
A coalition C i is a non-empty subset of N servers. A coalition structure S ¼ fC 1 ; C 2 ; . . . ; C m g is a set of m coalitions satisfying the following conditions: 
In the case illustrated in Fig. 1 , N ¼ 4 and the number of coalition structures at levels L1 À L4 are 1; 7; 6; 1, respectively. 1 The total number of coalition structures with N servers is called the Bell number
The total number of possible combinations of coalitions structures increases exponentially with the number of servers. Searching for the optimal coalition structure C is computationally challenging due to the size of the search space, e.g., for n = 11 and n = 12 there are 115,975 and respectively 678,570 possible combinations.
History-Based Rack-Level Coalition Formation. History-based coalition formation is based on the learning process shown in Fig. 2 . In contrast to the cooperative game, it would appear to be more natural to build coalitions based on current user demands and we call this strategy just-in-time. In Section 5 we compare these two strategies.
Recall from Section 3 that in our model all servers in a rack have the same architecture and identical configuration. This realistic assumption considerably simplifies the complexity of the search for an optimal coalition structure as the servers within a rack are indistinguishable from one another. We have a system with two stages and feedback, see Fig. 2 . In the second stage the coalitions created during the first stage are included in successfully auctioned packages thus, we can determine precisely the value of all coalitions structures.
Coalitions have a short lifetime; a coalition participates in an auction and, if successful, the coalition persists for the duration of the contract. Servers of an unsuccessful coalition are free to participate in the coalition formation process in the next allocation slot or to offer their services on the spot market during the current allocation spot. The revenue earned by a coalition is evenly distributed among its members. The income from a package of services supported by several coalitions is divided according to the resources supplied by each one of them.
The coalition formation process involves four steps: (1) Selection of a rack leader; (2) Ranking of coalitions most likely to succeed based on historic performance data; (3) Assignment of available servers to coalitions according to their bids; and (4) Sharing information about successful coalitions after an auction.
The role of rack leader is passed from one server to the next to balance the load and to ensure fault-tolerance. The rack leader may or may not be included in any coalition. Selection of a rack leader can be done automatically to avoid a communication-intensive election process. For example, when the server IDs are f1; 2; . . . ; j; . . . ; Sg then in slot k the role of rack leader can be automatically assigned to the server with ID j ¼ k mod S. To further reduce communication complexity all servers maintain a list of previously successful coalitions. The list is ordered according to the revenues brought in by coalitions with the same number of servers. In case of a tie the coalition with the largest number of servers is placed before the others. For example, such a list could be R ¼ f6ð75Þ; 11ð40Þ; 8ð43Þ; . . . ; 2ð97Þ; 1ð198Þg meaning that historic data show that coalitions of 6 servers were successful 75 times and brought the largest revenue, while coalitions of 1 server were successful 198 times and brought the least amount of revenue. The list could be extended to include the most likely combinations of successful coalitions.
At the beginning of an allocation slot the rack leader receives bids from the N a servers which are not members of an active coalition and then chooses the coalition set to compete for service packages in the current allocation slot. For example, if N a ¼ 27 this set could be C ¼ f6; 11; 8; 2g, a subset of R. The leader ranks the bids based on the revenue reported by each bidder and assigns the first 6 servers to the first coalition, the next 11 to the second coalition, and so on. Finally, after the auction, the leader broadcasts the information about successful coalitions, e.g., f6; 8g and verifies that the leader for the next allocation slot is ready to assume its role.
Just-in-Time Coalition Formation. The service requests are dispatched to a WSC where they are analyzed to determine the service type and the desired coalition size for each. This information is then broadcast to the racks of the WSC where an attempt is made to dynamically create appropriate coalitions. The algorithm for coalition formation is similar to the one for the HB strategy. The only difference is that the coalition sizes are now the ones demanded by the service request rather than those determined by past activity. Once the coalitions are formed, all racks of the WSC independently bid for all service requests. An auction takes place and the racks hosting successful coalitions are informed.
The Combinatorial Auction Protocol. The protocol is based on the clock algorithm discussed in Section 2. The auctioneer announces prices and bidders indicate the quantities they wish to buy at the current price. Then the auctioneer adjusts the prices based on the current demand. In our simulation, after coalition formation, coalitions start bidding on the service request and the auctioneer analyzes these bids and prioritizes them based on the prices they offered.
Several criteria drive the decisions of the auctioneer when selecting the coalitions for the packages required by the workflow. These decisions are based on the price discovered during the clock phase. Our implementation uses a hierarchical decision making process. The decision factors in priority order are: the coalition size-the larger the coalition size, the higher the priority; the requested service duration-the longest duration has the highest priority.; the rack load-the lower the rack load, the higher the priority; and finally cell load-the lower the cell load, the higher the priority. The rack and cell load refer to the load allocated to the servers in the rack and cell, respectively. If two coalitions with the same size and same duration, but with different rack load levels bid for a request, the priority is given to the coalition from the rack with the lower load. This decision process aims to balance the load on racks and cells.
Next section reports on experiments to compare JST and HB coalition formation algorithms.
SIMULATION EXPERIMENTS
Motivation. The systems we are considering have several million components and, at this scale, numerical simulation is the only realistic investigative approach. Analytical modeling is not feasible due to the complexity of the interactions among the large number of components. We acknowledge the limitations of our approach and concede that empirical results produced on a testbed configuration may, or may not, hold true at scale. As pointed out in [3] ". . . the WSCs are a new class of large-scale machines driven by new and rapidly evolving sets of workloads. The size alone makes them difficult to experiment with, or to simulate effectively. . .".
Simulation Assumptions and System Model. Several simplifications are necessary to simulate a cloud infrastructure with several WSCs. (1) Auctions are organized periodically and the time between two consecutive auction is called an allocation slot. We require a service request to specify the service duration as an integer number of slots. The number of auctions is equal to the number of allocation slots. (2) We measure the communication complexity of the two reservation systems discussed, HB and JST, by the number of messages they require and avoid a detailed timing analysis of the communication delays, which would require modeling contention at different levels of the network hierarchy. (3) Lastly, we simulate the system for only 500 time slots for practical reasons. A longer history would lead to more accurate predictions of the size of successful coalitions for each service type thus, we expect the results to improve in time for the HB strategy.
We found some data in the literature to guide our choice of the system configuration [3] and where no such guidance was available, we used sensible choices to describe the workload. These choices included: the number of coalitions in each package of services in a client's request, the number of different service types provided by the system, service intensity measured by the number of vCPU requested, and service duration. A service type can refer to a specific service, e.g., Map-Reduce, or a generic type, e.g., CPU-intensive. We used uniform distributions for all random variables. For example, the number of coalitions in a package is uniformly distributed in the range 5-25. Service requests are generated continually and all service requests, arriving after an auction has begun, waited to participate in the next auction. A coalition request must specify the service type, the service duration, and the service intensity expressed as the number of vCPU. The last parameter allowed us to determine a sensible coalition size.
The simulated system consists of four WSC, each one with 25 cells; each cell has 100 racks and each rack has 40 servers. The server capacity, measured by the number of vCPU, is uniformly distributed in the range of 10-50 vCPU. The system provides 20 different service types. A request for service specifies several coalitions and for each one the service types: service intensity, and service duration. The service intensity is uniformly distributed in the range 10-500 vCPU and the service duration is uniformly distributed in the range 5-25 allocation slots. A service request unsatisfied in an allocation slot participates in the auction organized in the next slot.
Simulation Results. Figs. 3 and 4 display time series of the number of coalitions requested, coalitions successful during the auctions, as well as, the success ratio for two initial system loads, 20 and 80 percent, respectively, when all services are taken into account. It is rather difficult to control the average system load and we only report the initial system load. The duration of the simulation is 500 allocation slots and each bin shows the average over 10 of them. The mean and the variance of the three simulation results, the numbers of coalitions requested and coalitions formed, and the success ratios are summarized in the left columns of Table 1 .
The average number of successful coalitions decreases when the load increases, about 16 percent for HB and about 7 percent for JST. This difference is not reflected in the success ratios of the two strategies; as we shall see next, it is most likely a sign that HB better reflects the internal state of the system than JST. The coalition formation success ratio varies only slightly with the load. When the initial average system load increases from about 20 to 80 percent the success ratio decreases from 68 to 66 percent for HB and increases from 66 to 67 percent for JST. The results show that a resource utilization of 80 percent of the system capacity can be supported, much higher than the average one reported for existing systems; they also indicate that both market-based strategies are robust. Table 2 shows the communication complexity at the low and high average initial system load for the two strategies HB and JST. We differentiate between messages exchanged at the rack level from those at higher levels of the network hierarchy (cell and WSC), where contention for network access is more intense. As expected, the total number of messages for the HB strategy decreases significantly from about 47 to 20 million, as the load increases, because fewer servers are available for coalition formation. The situation is reversed for JST, we notice a sharp increase from about 21 to 37 million. This is expected because the coalition formation process is driven by the external service requests. Note that in the case of JST, 70 percent of all messages exchanged at high load are at the cell and WSC level, where contention for communication bandwidth is considerably higher.
In HB, the coalition formation process is driven by the internal state: only servers with available capacity participate in coalition formation and subsequently in the combinatorial auctions, while in case of JST the process is driven by external factors. At low load, the number of rack-level messages per either service request, or successful coalition formation, is almost twice as large for HB than for JST, e.g., 201 versus 98 and 290 versus 146, respectively, see Table 2 . At high load the situation is reversed 79 versus 191 and 116 versus 277. The same observation applies to the total number of messages per service request and per successful coalition formation. At low load the ratios for HB and JST are 500 versus 250 and 722 versus 374, respectively. At high load the ratios are 250 versus 500 and 368 versus 725. Lastly, we randomly selected two particular types of service and investigated their behavior. The statistical results are summarized on the right side of Table 1 and show that indeed the number of requests, as well as, the number of successful coalitions is about one tenth of the total number of the corresponding entries for all service requests. Fig. 6 shows time series of the success ratios for the two randomly selected service types.
The Big Picture. While we can model in great detail the operation of an individual server, the interactions among the servers of a WSC is what gives the cloud infrastructure its flexibility and power. The model should also describe the interactions of the infrastructure with an environment consisting of a large population of users, rather than describing the infrastructure in isolation.
A realistic alternative is to develop high-level rather than detailed models of the cloud infrastructure, conduct simulation experiments using these models, and draw qualitative conclusions from the simulation results. Such models must be carefully crafted and avoid details that unnecessarily complicate the simulation, or make it infeasible. The goal should be to identify trends and determine the effect of different model parameters to gain insights based on a qualitative, rather than a quantitative analysis of the simulation results.
The question we discuss now is if the system organization and the algorithm we propose have the potential to outperform existing solutions for cloud resource management. The three most important criteria for comparison are scalability, performance under heavy load, and the ability to supply resource packages tailored to specific user demands. The results presented in this section show that our algorithms and protocols are scalable well beyond the 12,000 Google cluster managed by Borg or the 200 cluster managed by Quasar. In [20] and in [21] we show that a simple bidding scheme scales well for multiple WSCs and outperforms a hierarchical management scheme.
The results in Table 1 and the time series presented in Figs. 3 and 4 show that under heavy load the system performance is similar to the one under light load, while typical results reported in the literature show average system utilization in the 20 percent range. The communication complexity thus, the overhead for resource management, decreases under heavy load and this attests to the virtues of the HB strategy, see Table 2 . The energy efficiency measured as the number of operations per Watt is dramatically better for the system we propose. Even under heavy load the system we propose is application-centric and able to offer precisely the amount of resources needed by the application, for the desired period of time, as one can see from Figs. 4 and 5.
CONCLUSION AND FUTURE WORK
In this paper we focus on a particular class of cloud applications that require groups of autonomous servers to work in concert. Such Big Data applications typically have multiple phases and often each phase requires servers with different amounts of cache, memory, secondary storage, CPUs, and attached processors such as GPUs. We assumed the hierarchical cloud organization of today, and most likely that of the future, is the WSCs. We also assume that all servers in a rack are indistinguishable from one another, but possibly different in each rack. The reservation system we propose is designed primarily for the IaaS cloud delivery model, but it could be extended to the PaaS delivery model.
We stressed the need to support spatial locality as the communication bandwidth decreases and the communication latency increases due to more intense contention at the higher levels of the network hierarchy. We also wish to allow applications to run uninterrupted until they complete their execution. This temporal locality is beneficial to the users, it reduces the response time; it is also beneficial to CSPs as it avoids the overhead associated with saving the application state before check-pointing and restoring the state when restarting it later. Number of messages: Nr-at rack level; Nt-at all levels; SRr-per service request at rack level; SRt-per service request at all levels; per successful coalition formation at: SCFr-rack level and SCFt-all levels.
These considerations led us to propose a market-oriented reservation system based on coalition formation and combinatorial auctions. Rack-level coalitions provide the resources required by such applications and combinatorial auctions allow the acquisition of packages of resources; a package consists of several coalitions. Spatial locality is guaranteed by the coalition formation algorithms and temporal locality is guaranteed by combinatorial auctions when services are auctioned for any number of consecutive allocation slots.
We report on a comparative analysis of two strategies for coalition formation: History-based and Just-in-time. They perform equally well in terms of success ratios at both low and high system load. We choose to measure the overhead for the implementation of both strategies with respect to the communication complexity. Our results show that at high system load the History-based strategy performs much better than the Just-in-time one and we attribute this difference to the fact that decisions of the History-based strategy are based on precise knowledge of the internal state of the autonomous servers.
We conducted our experiments on a simple system model. We will replicate our experiments for richer system models, which address some of the concerns discussed above. We will also develop more sophisticated learning algorithms and conduct experiments for longer periods of simulated time to convince ourselves that the system improves over time. As learning is specific to a system and its associated environment, it seems rather improbable that a universally suitable technical definition, that can lead to practical design principles for developing self-organizing systems will emerge soon; however, such a definition would prove to be invaluable.
We are motivated to further explore the principles described in this paper. It is reasonable to postulate the existence of more sophisticated learning algorithms to discover usage patterns at different times of the day, month and year, rather than averaging over past behavior. Moreover, there is no impediment in our work to-date, apart from the desire to simplify the initial investigation, to making coalitions persistent and long-lived. Coalition stability, which could be improved by enhanced information about individual users and applications, would offer the opportunity to further lower communication complexity and this alone merits further investigation.
The results reported in Section 5 cause us to reflect on the question of the feasibility of cloud self-organization. We now examine the current state of affairs and present some arguments for and against cloud self-organization, rather than attempting a definite answer to this question. The results of our experiments are encouraging. They show that the systems can evolve through local decision making only, to an efficient equilibrium, especially when the system is heavily loaded. Moreover, the system seems capable of responding well to external stimuli. But selforganization requires a long history for the formation of stable structures, while the coalition structures, we create here, are short-lived.
The reservation system, presented here, makes reference to only some of the policies of a cloud resource management system. For example, it does not address the question of error recovery nor admission control mechanism, which, in theory, could be extended to enforce a safety margin by keeping a set of resources on standby for use in the case of server failures.
While over-provisioning as implemented in today's clouds is wasteful, it supports elasticity and allows users to scale their resource consumption dynamically. Marketoriented mechanisms, and in particular auctions, require consumers to have a clear idea of the type of resources they are bidding for, and the quantities they need. This is rarely the case in practice; this lack of precise information, is one of the challenges faced by market-based resource allocation [30] .
This problem can be overcome by stipulating that unused resources can be offered on a secondary market, or on "spot" markets, but this solution is not without problems of its own. It complicates the system and encourages the bidders to be greedy. As we can see, simplicity and elegance are affected as we try to optimize resource allocation.
Lastly, reservations appear to contradict the basic tenets of self-organization and autonomic computing which predicate that a system should react to environment changes. No adaptive system can have an instantaneous reaction to a rapidly changing environment. This may be one of the reasons why practical application of self-organization principles has not been successful in the design of large-scale systems. The study of self-organization in nature shows that it takes time.
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