While both cost-sensitive learning and online learning have been studied separately, these two issues have seldom been addressed simultaneously. Yet, there are many applications where both aspects are important. This paper investigates a class of algorithmic approaches suitable for online cost-sensitive learning, designed for such problems. The basic idea is to leverage existing methods for online ensemble algorithms, and combine these with batch mode methods for cost-sensitive bagging/boosting algorithms. Within this framework, we describe several theoretically sound online cost-sensitive bagging and online cost-sensitive boosting algorithms, and show that the convergence of the proposed algorithms is guaranteed under certain conditions. We then present extensive experimental results on benchmark datasets to compare the performance of the various proposed approaches.
INTRODUCTION
I N many real world applications, such as medical diagnosis [38] , network intrusion detection [10] , and spam filtering [16] , the distribution between the classes of examples is not well balanced. Consider a scenario where we want to automatically detect whether an incoming individual is an intruder or not, we will typically have many more negative examples (i.e., non-intruders) than positive examples (i.e., intruders). Conventional machine learning algorithms usually have difficulty learning from imbalanced class problems since their objective is to minimize the overall error rate, thus implicitly treating all misclassification costs equally. As a result, these algorithms may produce trivial results, typically classifying all test examples as negative (i.e., the majority class). Additionally, it is often the case that the positive (minority) class is the one of greater interest: the expected cost of missing an intruder may be much higher than the cost of mis-identifying a non-intruder. An effective way to handle the class imbalance problem is to define the learning objective using a cost-sensitive criterion, increasing the cost of misclassifying rare examples compared to the cost of classifying common ones [15] , [21] .
For some applications, it is necessary to handle class imbalance in the context of learning from data streams. Consider for example the task of automatically detecting epileptic seizures from EEG records [19] : seizures are relatively rare compared to non-seizure brain activities, and the EEG data is collected incrementally over time, yet one would like to deploy the seizure detection system as soon as some modest amount of training data is available for that patient (e.g., a handful of seizures), with the possibility of gradually improving the system as more data becomes available. Another example is credit card fraud detection, where the positive instances are rare, data arrives in a stream, and furthermore the size of the dataset prevents holding it all in memory at the same time.
Many techniques have been proposed to deal with the class imbalance problem in the setting of batch learning. Of these, ensemble learning approaches have been shown to be particularly effective [18] . In this paper, we will therefore restrict our attention to bagging and boosting approaches to cost-sensitive learning. Note that, as of yet, none of these approaches have been extended to the online learning problem. 1 The main goal of this paper is to shed light on the joint problem of learning from imbalanced datasets in a data stream setting. Although these two issues have been well studied independently in the past decades, the research on simultaneously tackling both problems is limited. The main contribution of this paper consists of an online cost-sensitive ensemble learning framework, which generalizes a batch of widely used bagging and boosting based cost-sensitive learning algorithms to their online versions. In particular, we present online versions of UnderOverBagging [48] , SMOTEBagging [48] , AdaC2 [43] , CSB2 [44] , RUSBoost [41] , and SMOTEBoost [7] . In addition, we provide theoretical analysis showing the consistency between the new online variants and their original batch mode counterparts. This analysis confirms that under certain conditions, as the number of examples approaches infinity, the models generated by online cost-sensitive ensemble learning algorithms converge to that of batch cost-sensitive ensembles.
The performance of the proposed online cost-sensitive bagging and boosting algorithms is evaluated on several benchmark datasets. This empirical analysis primarily focuses on the consistency between the new online variants and the original batch mode versions. We observe that the bagging-based algorithms achieve better performance than boosting-based algorithms in terms of both consistency and value of the area under the ROC curve (AUC). In addition, we also empirically demonstrate that our algorithms 1. In this paper, online learning is referred to the learning paradigm responding immediately to a new instance and then discarding it. In some cases, the positive examples (minority class) are stored to create additional synthetic samples. outperform two recent state-of-the-art online cost-sensitive learning algorithms in terms of misclassification cost.
The paper is organized as follows. Section 2 reviews related work of class imbalance learning and online learning. Section 3 presents the technical background for our work. The full online cost-sensitive ensemble learning framework and its many instantiations is described in Section 4, followed by the theoretical analysis in Section 5. The experimental results are reported in Section 6. Section 7 completes the paper with conclusions and avenues for future work.
RELATED WORK
Existing approaches to the class imbalance problem can be roughly categorized into algorithm-level approaches and data-level approaches. The former directly modify traditional algorithms to achieve cost sensitivity by taking different misclassification costs into consideration when designing the algorithms, such that the misclassification cost of positive examples is higher than that of negative ones. The classifier is then trained to minimize the cost (over all examples), rather than the classification error. There are several ways to incorporate the modified classification costs. For example, a costsensitive SVM can be derived by kernel modification [49] , biased penalty [32] , or loss function modification [34] . For decision tree, cost sensitivity can be introduced by probabilistic estimate calibration [50] or using different pruning methods [13] . Cost-sensitivity can also be imposed on the model by a post-processing step, such as associating costs to prediction errors and then tuning the model, or by moving the decision threshold to minimize the expected cost [3] . In the case of data-level approaches, a pre-processing step is added (prior to learning) to artificially rebalance the class distribution by undersampling the negative class, or oversampling the positive class, or even creating synthetic positive examples [6] . After resampling, any conventional (cost-insensitive) algorithm can then be applied on the rebalanced dataset. One advantage of this strategy is that it is applicable to any existing classification algorithm. Such over-/under-sampling techniques can also be incorporated within ensemble learning algorithms [39] , and have received much attention recently due to their convincing performance on imbalanced datasets [18] , [26] .
Regarding the problem of learning from data streams, some basic classification algorithms can easily be extended to the online setting, including k-NN, naive Bayes classifier, binary linear discriminant analysis (LDA), and quadratic discriminant analysis (QDA). In addition, the incremental/ online versions of several more sophisticated algorithms have been proposed in the literature, including but not limited to decision trees [45] , random forests [12] , [40] , multiclass LDA [27] , [33] , logistic regression [29] , support vector machines [5] , [30] , and other kernel methods [24] , [28] . Online versions of ensemble learning techniques, bagging and boosting, were also derived in [1] , [8] , [36] .
More recently, online learning algorithms for imbalanced data streams have been proposed and studied empirically and theoretically in [47] , [51] . The work in [51] aims at maximizing the AUC value, and the algorithms proposed in [47] directly deal with the cost-sensitive measures (e.g., misclassification cost). However, both of these methods only focus on a simple linear model (i.e., perceptron). Our proposed framework improves upon this in two significant ways: (i) accommodating any online learning algorithm, and (ii) producing more flexible (i.e., non-linear) class boundaries.
TECHNICAL BACKGROUND
In this section, we briefly review the standard bagging and boosting algorithms, as well as their online and cost-sensitive versions, which motivate the proposed online cost-sensitive ensemble framework.
Standard Bagging and Boosting
Ensemble learning algorithms work by combining the outputs of multiple base learners. The basic insight is to improve the generalization ability of individual classifiers by training multiple base classifiers on different datasets (sampled from the original dataset) and combining the results. Averaging the outputs of several classifiers helps reduce the variance component and/or the bias in the classification error [2] . Varying the approach used to generate the datasets and to average the base classifiers produces distinct ensemble methods. Two representative techniques among them are bagging [4] and boosting (AdaBoost) [17] .
Given a data set S ¼ fðx 1 ; y 1 Þ; . . . ; ðx N ; y N Þg of size N, where x n 2 X, y n 2 Y ¼ f0; 1g, bagging constructs M classifiers fh m g; m ¼ f1; . . . ; Mg with bootstrap replicas fS m g of S, where S m is obtained by drawing examples from the original data set S with replacement, usually having the same number of examples as S. The diversity among the classifiers is introduced by independently constructing different subsets of the original dataset. After constructing the ensemble of solutions, the prediction of the class of a new example is given by majority voting. The pseudo-code for bagging is shown in Algorithm 1, where IðvÞ is the indicator function of event v.
Algorithm 1. Bagging [4]
Input: S: data set, M: number of base learners 1: for m ¼ 1; . . . ; M do 2: S m ¼ Sample with replacementðS; NÞ 3: Train a base learner h m ! Y using S m 4: end for Output: HðxÞ ¼ arg max y2Y P M m¼1 Iðh m ðxÞ ¼ yÞ AdaBoost (Algorithm 2) is another widely used ensemble learning algorithm [17] . Unlike Bagging, which treats all examples equally at each iteration, AdaBoost focuses more on difficult examples. In particular, AdaBoost sequentially constructs a series of base learners in such a way that examples that are misclassified by the current base learner h m are given more weight in the training set for the following learner h mþ1 , whereas the correctly classified examples are given less weight. More specifically, the weights of all examples are equally initialized at the first iteration (i.e., D 1 ðnÞ ¼ 1 N for all n 2 f1; . . . ; Ng). At the mth iteration, the base learner h m is trained on examples weighted by the distribution D m , and then the weight of x n at the next iteration is updated according to
where a m ¼ 1 2 log
Iðh m ðx n Þ6 ¼y n Þ , and Z m is the normalization factor to ensure that the weights D mþ1 ðnÞ sum to one. However, Eq. 1 cannot be used to implement online boosting since the normalization factor Z m is unavailable during the online learning process. To sidestep this problem, the update rule can be reformulated as
where m ¼ P N n¼1 D m ðnÞIðh m ðx n Þ 6 ¼ y n Þ, and one can check that Eq. 2 is equivalent to Eq. 1. That is, the summation P N n¼1 D mþ1 ðnÞ ¼ 1 after each update without normalization, which is crucial for the online version of boosting [36] , and will be equally important in our proposed online cost-sensitive boosting algorithms. In standard AdaBoost, after each update, either the reweighted examples can be directly used to train the next base learner, or they are first resampled according to the weights and then the unweighted samples are used to train the base learner. In this paper, all boosting techniques are implemented by resampling. The reasons are three-fold: first, sampling based boosting algorithms are consistent with bagging techniques; second, they are also consistent with their online counterparts introduced later, which simulate sampling with replacement by using Poisson distribution; finally, for some learning algorithms reweighting the training set is not feasible.
Algorithm 2. AdaBoost [17]
Input: S: data set, M: number of base learners 1: Initialize . The online bagging and boosting algorithms are described in Algorithms 3 and 4 respectively. The asymptotic properties of online bagging and boosting have been studied in [36] , [37] , showing consistency between the online variant and their batch counterpart. 
Cost-Sensitive Bagging and Boosting
Cost-sensitive ensemble learning methods typically manipulate misclassification costs via biased resampling/reweighting of the data before each iteration of bagging/boosting. With this, any cost-insensitive classifier can become cost-sensitive, and be incorporated into an ensemble learning framework to take advantage of the useful properties of ensembles with respect to bias/variance reduction. The main difference between various approaches to cost-sensitive bagging and boosting lies in the choice of the resampling mechanism. We briefly review six popular cost-sensitive ensemble learning algorithms: UnderOverBagging [48] , SMOTEBagging [48] , AdaC2 [43] , CSB2 [44] , RUSBoost [41] , and SMOTEBoost [7] . The derivation of online extensions for these algorithms is the main contribution of this paper and is described formally in the next section. Given an imbalanced dataset containing N þ examples in the minority class S þ and N À examples in the majority class S À , one straightforward approach to implement baggingbased learning algorithms is to undersample the majority class or oversample the minority class, which respectively yields approaches known as UnderBagging and OverBagging. UnderOverBagging [48] is a uniform approach combining both UnderBagging and OverBagging. In addition, the resampling rate a varies over the bagging iterations, which further boosts the diversity among the base learners. Algorithm 5 presents UnderOverBagging. We note that the sampling method is gradually switched from undersampling the majority class to oversampling the minority class. The number of training examples for the first base learner is lower than the last one. Since both UnderBagging and Over-Bagging can be regarded as special cases of UnderOverBagging, only UnderOverBagging is investigated in this paper.
In SMOTEBagging [48] (Algorithm 6), the negative class is sampled with replacement at rate 100 percent (i.e., N À 2. The superscripts SC and SW stand for the samples that are correctly classified and wrongly classified, respectively. negative examples are generated), while CN þ positive examples are generated for each base learner, for some C > 1. Of these examples, m=M are generated by resampling, and the rest via the synthetic minority oversampling technique (SMOTE) [6] described in Algorithm 7. The main idea of SMOTE is to generate synthetic examples by interpolating the positive examples. As a result, all of the base learners are trained on a more balanced and diverse dataset. The diversity is further boosted by varying a so that the ratio of bootstrap replicates and synthetic examples generated by SMOTE varies over the bagging iterations.
Algorithm 5. Batch UnderOverBagging [48] Input: S: data set, M: number of base learners, C > 1: sampling rate 1: Input: S: data set, M: number of base learners, C > 1: sampling rate, k: number of nearest neighbors 1: In [48] , the sampling rate C for UnderOverBagging and SMOTEBagging was set as C ¼ N À N þ to obtain a balanced class distribution. However, it has been reported that the optimal class ratio need not to be 1. To eliminate this effect, we vary the resampling rate to generate an ROC to compare different online and batch cost-sensitive algorithms.
AdaC2 3 [43] is a boosting algorithm that takes the different misclassification costs into consideration when calculating the classifier weights, and updates the sample weights accordingly. In particular, AdaC2 increases weight more on the misclassified positive examples than the misclassified negative examples. Similarly, it decreases weight less on correctly classified positive examples compared to correctly classified negative examples. The pseudo-code for AdaC2 is shown in Algorithm 8, where C P is the cost of misclassifying a positive example as a negative one, and C N is the cost of the contrary case. In cost-sensitive learning problems, as C P > C N , it can be observed that by embedding different costs for each class into the update formula, AdaC2 puts more weight on positive examples than negative ones.
Algorithm 7. SMOTE [6]
Input: S: data set of size N, T : oversampling rate, k: number of nearest neighbors 1: for n ¼ 1; . . . ; N do 2: for i ¼ 1; . . . ; T do 3:
Randomly choose one of the k nearest neighbors of x n , x 0 n 4: Calculate the difference between x n and x 0 n 5: Generate a random number g between 0 and 1 6:
Create a synthetic instance: x i S;n ¼ x n þ gðx 0 n À x n Þ 7: end for 8: end for Output: TN synthetic instances fx 1 S;1 ; . . . ; x T S;N g Algorithm 8. Batch AdaC2 [43] Input: S: data set, M: number of base learners, C P : cost of false negative, C N : cost of false positive 1: Initialize
CnDmðnÞIðhmðxnÞ6 ¼ynÞ ,
where Z m is a normalization factor 7: end for 8: end for Output: HðxÞ ¼ arg max y2Y P M m¼1 a m Iðh m ðxÞ ¼ yÞ 
where Z m is a normalization factor, Cost sensitivity in boosting can also be achieved by sampling techniques as a pre-processing step before each iteration of the standard AdaBoost algorithm, as in UnderOverBagging and SMOTEBagging, to bias boosting algorithms towards the positive class, resulting in RUSBoost [41] and SMOTE-Boost [7] . 4 These two algorithms differ in the way they undersample the negative class, or oversample the positive class using SMOTE. In particular, both algorithms rebalance the class distribution before feeding the training data to base learners, yet the error estimate of base learners is still measured on the original dataset. The RUSBoost and SMOTE-Boost algorithms are shown in Algorithms 10 and 11 respectively. 5 For each algorithm, there are at least three different implementations. In RUSBoost1 (RUS1), the class ratio is fixed, which means that the ratio of the weighted positive to negative examples is fixed, and then the modified training set is generated according to the weights. The proportion of examples of the two classes for each base learner is not necessarily fixed. In RUSBoost2 (RUS2) it is the ratio of unweighted examples of the classes that is fixed, which means that the proportion of examples of each class that passes through each base learner is fixed. RUSBoost3 (RUS3) is easier to understand: the sampling rate of the negative class is 1 C times that of positive class. The three implementations of SMOTEBoost (SBO1-SBO3) are analogous to the ones of RUS-Boost. The only difference is that instead of undersampling the majority class, SMOTEBoost variants oversample the minority class by generating synthetic positive examples using SMOTE. 
METHODS
We now derive a new collection of algorithms for online costsensitive ensemble learning based on the combination of online ensemble methods and batch cost-sensitive ensembles described above. The main challenge for generalizing costsensitive ensemble algorithms to the online setting resides in finding a way to embed costs into online ensembles for boosting algorithms without seeing all of the data. Thus a key point for our online algorithms is to reformulate the batch cost-sensitive boosting algorithms in a way that there is no normalization step at each iteration, and then to incrementally estimate the quantities embedded with the cost setting in the online learning scenario. Whereas cost sensitivity in the batch setting is achieved by different resampling mechanisms, in the online 4. AdC2, CSB2, and RUSBoost, SMOTEBoost were respectively categorized into different families in [18] Here, we do not distinguish them since all of these methods can be formulated within the framework of combining resampling techniques and conventional AdaBoost, and we simply refer to all of them as cost-sensitive boosting algorithms.
5. RUSBoost and SMOTEBoost are originally based on AdaBoost. M2, which is a variant of AdaBoost for multi-class classification problems. As for binary classification problems, AdaBoost.M2 with a base learner outputting hard labels is equivalent to AdaBoost. Therefore, in order to develop online RUSBoost and SMOTEBoost, both of them are based on AdaBoost in this paper. ensembles it is achieved by manipulating the parameters of the Poisson distribution for different classes. In this section, we define online extensions of all of the popular methods described in the previous section. Note that the proposed framework can also be similarly applied to other batch costsensitive ensembles, such as RBBagging [22] , CSRoulette [42] , RareBoost [25] , or DataBoost-IM [20] , and so on.
Online Cost-Sensitive Bagging
We begin with the derivation of online UnderOverBagging. Noting that the Poisson distribution parameter ¼ 1 corresponds to sampling with probability 1 N , we can simulate sampling a given example with probability C N by instead presenting this example to the base model k $ PoissonðCÞ times and performing online bagging. This yields the simple algorithm shown in Algorithm 12.
Algorithm 12. Online UnderOverBagging
Input: S: data set, M: number of base learners, C > 1: sampling rate 1:
Let k $ PoissonðÞ 6:
Do k times Train the base learner h m ! Y using ðx n ; y n Þ 7: end for 8: end for Output: HðxÞ ¼ arg max y2Y P M m¼1 Iðh m ðxÞ ¼ yÞ
For the online version of SMOTEBagging, we propose a similar generalization, shown in Algorithm 13, together with the online version of the original SMOTE in Algorithm 14. It is worth noting that online SMOTE may not be a good approximation of its batch counterpart, since at the early stages of the learning process, the positive examples are extremely rare, and therefore the generated synthetic examples by online SMOTE can be very different from the ones generated in the batch setting. Nonetheless, we investigated it for completeness, and the empirical results presented below show that it works surprisingly well despite this intrinsic limitation.
Online Cost-Sensitive Boosting
As stated at the beginning of this section, the key step to implement online boosting is to formulate the weight update rule such that the normalization step can be avoided, as we cannot track the normalization factor online.
To derive such weight update rule for the AdaC2 algorithm, we reformulate step 6 of Algorithm 8 as Let werr m ¼ P N n¼1 C n D m ðnÞIðh m ðx n Þ 6 ¼ y n Þ be the weighted error and wacc ¼ P N n¼1 C n D m ðnÞIðh m ðx n Þ ¼ y n Þ be the weighted accuracy. Then, we can reformulate the weight update step (step 6) of AdaC2 as
One can check that it is equivalent to step 6 of Algorithm 8 but without the normalization factor, and the sum of the weights after the update is still one. Therefore, to implement online AdaC2, we only need to track werr and wacc to update the Poisson parameter for each base learner. In particular, as Let k $ PoissonðÞ 7:
Do k times 8:
Train the base learner h m ! Y using ðx n ; y n Þ 9:
if h m ðx n Þ ¼ 1&&y n ¼ 1 then Moving on to RUSBoost (Algorithm 10), we note that it is the same as the standard boosting algorithm except that there is a pre-processing step at the beginning of every iteration to rebalance the example distribution. As a result, each example should be reweighted according to different undersampling strategies. In RUSBoost1, as all negative examples are first undersampled at a rate of CN þ N À , the expected total weights of the remaining examples are 
To approximate these quantities in online RUSBoost1, we need to record the total weights of positive examples and negative examples, as well as their counts. This can be done by introducing four parameters: POS m , NEG m , n þ , and n À . Here, N þ and N À are approximated by n þ , and n À . Since D m ðnÞ in batch boosting (Algorithm 2) corresponds to the parameter in online boosting (Algorithm 4), D þ m and D À m can be tracked by examples will be undersampled if their total weight is greater than N þ N þ þN À ( CN þ N þ þN À ), and will be oversampled otherwise. Therefore, each example is reweighted by
The implementation of online RUSBoost3 is straightforward, positive examples are generated as in standard online boosting. For a negative example, let RUS ¼ C , and use this example k $ Poissonð RUS Þ times to update a base learner. The pseudo-code of these three online RUSBoost algorithms is included in Algorithm 17. Let k $ PoissonðÞ 7:
if h m ðx n Þ ¼ y n then Since SMOTE is applied after sampling the original dataset, the probability of a positive example being chosen to generate synthetic examples is proportional to its weight. Therefore, SMOTE is given by 0 N À CN þ À 1 À Á . Finally, online SMOTEBoost3 is analogous to standard online boosting, except for the additional parameter SMOTE ¼ ðC À 1Þ.
A Unified Perspective
The proposed online cost-sensitive ensemble algorithms and their batch mode counterparts can be characterized from the perspective of data sampling, and the approach to dealing with the class imbalanced problem, as summarized in Table 1 . More specifically, in all batch learning algorithms, data are sampled according to their weights (distribution), while in online learning algorithms, each instance is sampled from a Poisson distribution with parameter . The key point is that as the size of dataset approaches infinity, sampling from a uniform is equivalent to sampling from a Poisson distribution with ¼ 1. Therefore, updating the weights in batch algorithms can be approximated by properly updating the Poisson parameter in online algorithms.
Algorithm 18. Online SMOTEBoost
Input: S: data set, M: number of base learners, C > 1: sampling rate 1: 9: end if 10:
Compute 0 (step 26, 28, 30) 11:
k $ Poissonð 0 Þ 12:
Do k times 13:
Train the base learner h m ! Y using ðx n ; y n Þ 14:
Compute SMOTE To deal with the class imbalance problem, AdaC2 and CSB2 impose different costs of misclassification on positive and negative classes, and then minimize overall cost instead of classification error. In such a way, examples from different classes are given different weight update rules at each boosting iteration. SMOTEBagging and SMOTEBoost add an additional oversampling step over the positive class based on SMOTE at each bagging/boosting iterations, while RUSBoost undersamples the negative class before feeding the examples to a base learner. Finally, UnderOverBagging smoothly switches from undersampling over negative class to oversampling positive class (without SMOTE) over the iterations to rebalance the class distribution.
Computational Complexity
At each time step, sampling from a Poisson distribution and updating the parameters (e.g., ) takes Oð1Þ. If we assume that the complexity of updating a base learner and making a prediction are OððdÞÞ and Oð&ðdÞÞ respectively, where d is the feature dimension, then, the overall complexity of non-SMOTE based online ensemble algorithms at each time step with M base learners is OðMð&ðdÞ þ ðdÞÞÞ. 6 In other words, compared with a single online base learner algorithm, the complexity of ensemble approaches only increases linearly with the number of base learners. Compared with online cost-insensitive ensemble algorithms, there is almost no extra cost to pay, since the cost of extra parameter update steps is negligible. For SMOTE-based online ensemble algorithms, the online SMOTE algorithm takes Oðkdn þ Þ to generate k synthetic examples, where n þ is the number of positive examples stored in memory by the time step n. In addition, it also requires Oðdn þ Þ to store these positive examples. Since the complexity grows linearly with n þ , and in the cost-sensitive learning setting, the positive examples are usually rare, the overall complexity is still tractable. Even though n þ might be large in some applications, we can always control the complexity by only maintainingñ ðñ ( n þ Þ positive examples in the online learning scenario (e.g., dropping old ones and keeping only theñ most recent positive examples).
THEORETICAL ANALYSIS
The asymptotic properties of online bagging and boosting have been studied in [37] , showing consistency between the online approaches and the original bagging and boosting. We now extend the analysis for the cost-sensitive case, to show that online UnderOverBagging, AdaC2, CSB2 and RUSBoost converge to the same solution as their batch counterparts under similar conditions as in [36] , [37] . We note that online SMOTEBagging and online SMOTEBoost cannot be shown to converge to their batch mode counterparts since there is no guarantee that online SMOTE will converge to batch SMOTE.
Since our theoretical analysis follows quite readily from the work by [37] , we give here only the statements of the main theorems. The proofs are available in the supplementary materials, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TKDE.2016.2609424. Theorem 1. As N þ ! 1, N À ! 1 and M ! 1, if the base learning algorithms are proportional, 7 and converge in probability to some classifier, online UnderOverBagging converges to its batch mode counterpart. 
EXPERIMENTS
In this section, the proposed online learning algorithms are compared with their batch counterparts using benchmark datasets. As the data distributions are highly imbalanced, the performance of each algorithm is measured by its AUC value (computed using five-fold cross-validation), a widely used metric for imbalanced data distribution, rather than classification accuracy. Since the performances of different batch ensemble algorithms have been thoroughly compared [18] , [26] , [41] , [43] , this paper mainly focuses on the performances of online algorithms, and the comparison between the two different types of learning scenarios. We aim to answer the following questions:
1. Which online cost-sensitive ensemble method achieves the best performance? 2. For each online cost-sensitive ensemble algorithm, how close is the performance of the online variant to its batch counterpart? 3. How does the choice of base learners affect the performance and convergence of the online ensemble algorithms? 4. Though the asymptotic properties of some online ensemble algorithms are guaranteed, what can we observe empirically about the convergence speed for the batch versus online algorithms?
Data Sets and Experimental Setup
Eighteen datasets from the UCI repository 8 with different class ratios were selected to compare the performances of batch and online ensemble learning algorithms. Multiclass datasets were converted to binary class datasets by selecting one class to be the positive and the rest of the classes to be the negative. The detailed description of the datasets can found be in KEEL and UCI dataset websites. 
Mostly, updating an algorithm k times can be accomplished by updating it once with a weight k.
7. For the detailed definition of proportional and other related definitions, we refer the reader to [37] . 8. Downloaded from KEEL website: http://sci2s.ugr.es/keel/datasets.php percentage of positive and negative examples (%pos; %neg), and the class ratio (%neg/%pos).
As the purpose of the experiments is to make fair comparisons between the proposed online algorithms and their batch mode counterparts, the effects of base learners should be reduced to a minimum. In other words, given the same training set, the difference between batch and online algorithms should be due to the inconsistency between ensembles themselves, rather than the base learners. In the theoretical analysis, this requirement is formulated as the proportional property, which requires that given the same replicas or proportion of training examples, the base learners returned by batch and online learning algorithms should be the same. From a practical perspective, it is desirable to have base learners that are easy to implement and for which the computation cost of an update step is low. Based on these considerations, three classifiers are considered in the experiments: linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), and naive Bayes (NB).
There are a few hyper-parameters to specify. We use ten base learners per ensemble throughout our experiments, as suggested in [18] . Other parameters specific to each approach are summarized in Table 3 , where UOB, SB, AC2 are the abbreviations of UnderOverBagging, SMOTEBagging, AdaC2; RUS1-RUS3 and SBO1-SBO3 are the three variants of RUSBoost and SMOTEBoost respectively.
Results
First, we show in Fig. 1 the overall performance (average AUC with standard deviation) for each algorithm and each base learner. The detailed results are presented in the supplementary materials, available online. Roughly speaking, bagging algorithms achieve better performance than boosting algorithms in terms of consistency. Bagging algorithms, AdaC2, and CSB2 perform better than the RUSBoost and SMOTEBoost algorithms in terms of AUC in both batch and online modes.
Online Learning Performance
The overall AUC and rank of batch and online learning algorithms are grouped and shown in Fig. 2 . From the lefthand side of the figure, it can be observed that batch bagging algorithms, AdaC2, and CSB2 perform better than the RUSBoost and SMOTEBoost algorithms, though perhaps not significantly in terms of AUC values. However, the difference between them is enhanced in the online learning scenario, as shown in the right-hand side of Fig. 2 . Therefore, we attribute the better performances of oUOB, 9 oSB, oAC2, and oCSB2 to two reasons: 1. the performances of their batch mode counterparts; and 2. the consistency the online learning algorithms, as further investigated in the next section. 
C ¼ original class ratio to 1 9. Hereafter, we use b-and o-as the abbreviations of batch and online. (e.g., oUOB is the abbreviation of online UnderOverBagging algorithm.) Fig. 3 shows the bar-plot of absolute difference (with standard deviation) of AUC between batch and online ensemble algorithms for each algorithm and each base learner. We observe that bagging algorithms have much better consistency than boosting algorithms across all base learners. oAC2 and oCSB2 also achieve better consistency than RUSBoost and SMOTE-Boost algorithms, though not so significantly as oUOB and oSB. We also observe that oRUS1 demonstrates the worst consistency among all algorithms, which explains the poor online learning performances shown in Fig. 2 . Fig. 4 presents the full ROCs of different algorithms with different base learners for a particular dataset (satimage). Here we observe that the ROCs of oUOB and oSB are much closer to their batch counterparts than to any other algorithm. The ROCs of batch and online bagging algorithms are almost overlapped. oAC2 and oCSB2 achieve comparable consistency, as their ROCs of batch and online mode are very close to each other. Overall, while differences between the performances of batch ensembles are not so significant, the performances of the online algorithms are largely determined by the consistency with their batch counterparts.
Consistency Between Batch and Online Algorithms

The Effect of Base Learners
From Figs. 1 and 3 , we observe that LDA and QDA lead to slightly better performance in terms of average AUC than NB, yet NB has slightly better consistency. Nonetheless, we see that oUOB and oSB perform consistently well for all base learners, while oRUS1 is consistently worse across all base learners. Therefore, there is no strong evidence that the choice of base learner significantly affects the consistency of the online ensemble algorithms. Fig. 3 . Bar-plot of the absolute difference of AUC between batch and online ensemble algorithms. Fig. 4 . ROCs of different algorithms with different base learners for the satimage data set.
Convergence Speed of the Algorithms
The last question is the convergence speed of the proposed algorithms. Because of the better performances of oUOB, oSB, oAC2, and oCSB2 in terms of both consistency and AUC, as well as the similarity between oUOB and oSB, oAC2 and oCSB2, we only include oUOB and oAC2 in these results. We also include oRUS3 for comparison purposes. We vary the number of examples of the satimage data set from 5 to 90 percent used as the training set, and the rest are used as the testing set. The experiment for each algorithm is repeated five times, and the average AUCs (with standard deviation) are shown in Fig. 5 . We observe that oUOB converges to bUOB even with a very small amount of training examples. Across all methods, performance improves gradually with addition of more examples, and throughout the range considered, the performance of each online ensemble learner is close to that of its batch counterpart.
Comparison with State-of-the-Art Algorithms
In this section, we select two representative algorithms, oUOB and oAC2, and compare them with two recently proposed cost-sensitive online learning algorithms (CSOGD-I and CSOGD-II) [47] . For comparison purposes, we follow the same experimental settings and use misclassification cost as a performance metric as in [47] , defined as cost ¼ a p Â N p þ a n Â N n ;
where a p þ a n ¼ 1 and 0 a p ; a n 1 are the misclassification cost parameters for positive and negative classes respectively, and N p , N n are the numbers of false negatives and false positives respectively. It is worth noting that CSOGD-I and CSOGD-II are restricted to using perceptron learning, thus this is what we use also as the base learner (oUOB-PER, oAC2-PER). In addition, we also consider NB as the base learner (oUOB-NB, oAC2-NB). To demonstrate the effectiveness of the cost-sensitive algorithms, the performances of a perceptron classifier, as well as standard online bagging and boosting with perceptron as the base learner (oBag-PER and oBoost-PER) are presented as baselines. Fig. 6 shows the average costs of different algorithms on 18 UCI datasets, where we have considered two scenarios: with and without normalization as a pre-processing step of learning process. We observe that in both scenarios, the costs of cost-sensitive ensembles are lower than that of cost-insensitive ones. In addition, cost-sensitive ensembles with NB as the base learner outperforms the other algorithms, and CSOGD-II performs slightly better than oAC2-PER. On the other hand, CSOGD-I completely fails without normalization as a pre-processing step. However, in the context of online learning, it is usually unrealistic to perform normalization before the entire learning process, since we usually do not have prior knowledge of the data (e.g., mean, variance).
We also conduct experiments on the larger scale datasets as in [47] , and the results are summarized in Table 4 . Similarly, the cost-sensitive ensemble learning algorithms and CSOGD-II are insensitive to the normalization of datasets, while CSOGD-I fails on unnormalized datasets. Furthermore, in both scenarios, all the cost-sensitive ensemble learning algorithms outperform CSOGD-I; oUOB-PER and oAC2-NB outperform both CSOGD algorithms. Overall, the cost-sensitive ensemble approaches are insensitive to the scaling of the data and achieve better performance than linear CSOGD algorithms.
CONCLUSIONS
The paper generalizes a number of batch cost-sensitive ensemble learning algorithms to the online setting, including new online extensions of UnderOverBagging, SMOTE-Bagging, AdaC2, CSB2, RUSBoost, and SMOTEBoost. We discuss the properties necessary for theoretical convergence of the online variants to the original batch version. We provide extensive experimental results analyzing the performance of the proposed algorithms.
The performances of the online ensembles depend not only on that of their batch counterparts, but also on their consistency. As the batch learning algorithms perform relatively similarly to each other, the online learning performances are greatly affected by consistency. Some previous studies [11] , [14], [18] , [26] have shown that simpler techniques, such as bagging algorithms and undersampling techniques, often perform better than more complex ones. In the context of online learning, we emphasize that in terms of consistency, it is how we construct the ensembles (bagging or boosting), rather than how we sample the data (undersampling or oversampling/SMOTE) that matters. Therefore, it is not surprising that online bagging based algorithms are superior to most boosting algorithms since they have much better consistency. In addition, online UnderOverBagging also outperforms recent state-of-art online cost-sensitive learning algorithms [47] in terms of misclassification cost. AdaC2 and CSB2 also achieve comparable performance, even though bagging algorithms show more consistency. This is mainly because of the good performances of their batch counterparts. The RUSBoost and SMOTEBoost algorithms have relatively worse performances mainly because of their inferior consistency due to the less reliable approximation of the weight update formula, and the higher chance of violating the requirements of boosting.
Even though online SMOTE performs well with SMOTE-Bagging, it might still be problematic due to the intrinsic limitation discussed in Section 4.1. One option to sidestep this issue would be to generate synthetic positive examples by Gaussian noise instead of by SMOTE [31] . On the other hand, in some scenarios, we may gather a number of positive examples before the learning process, and therefore the problem of insufficient positive examples can be mitigated. For example, for the task of seizure detection, before training a system for a new patient using an online learning algorithm, we may already have a number of annotated seizures from a library of previous patients.
An interesting direction for future work is to extend our framework to handle non-stationary distributions [35] . Such behavior often arises in online data, due to subtle (or in some case sudden) changes in the underlying data generation process. One of the challenges that arises is to incorporate a mechanism for forgetting old data. Another similar scenario is to process incoming data in mini-batches (chunks) [9] , [23] , assuming that data distribution is stationary within each chunk, but may evolve over chunks. One common approach used in this context is to maintain all hypotheses over all chunks and make the prediction on the current chunk based on weighted voting of the hypotheses [46] . In addition, in the case of non-stationary data, it is also less obvious what to use as a reference performance: comparison to the batch is not as pertinent. The notion of regret has been used in the online learning literature to characterize performance in this case [52] . Extending the learning objective of our suite of algorithms to this criterion is an interesting challenge. 
