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a b s t r a c t
When an object owns complex shapes, or when its outer surfaces are simply inaccessible, some of its
parts may not be captured during its reverse engineering. These deficiencies in the point cloud result in
a set of holes in the reconstructed mesh. This paper deals with the use of information extracted from
digital images to recover missing areas of a physical object. The proposed algorithm fills in these holes by
solving an optimization problem that combines two kinds of information: (1) the geometric information
available on the surrounding of the holes, (2) the information contained in an image of the real object.
The constraints come from the image irradiance equation, a first-order non-linear partial differential
equation that links the position of themesh vertices to the light intensity of the image pixels. The blending
conditions are satisfied by using an objective function based on a mechanical model of bar network that
simulates the curvature evolution over the mesh. The inherent shortcomings both to the current hole-
filling algorithms and the resolution of the image irradiance equations are overcome.
1. Introduction
Nowadays, three-dimensional geometric models have become
common in mechanical engineering. They are the intermediate
representations shared between the actors of the design process.
They also support the semantic information [1] relative to the dif-
ferent steps (e.g. simulation parameters, materials, manufactur-
ing entities). To be able to analyse and/or to update an existing
product whose digital model is unavailable, it is mandatory to first
reconstruct it with specific Reverse Engineering (RE) techniques.
The idea consists in creating a digital representation of an exist-
ing physical object by interpolating or approximating a point cloud
acquired either with a laser scanner or a Coordinate Measuring
Machine. The result can either be a triangle mesh [2–5] or a set
of B-Spline/NURBS surfaces [6–8] or a subdivision surface [9–11].
Most of the time, the triangulation of the point cloud is a prelim-
inary step to the creation of more complex surfaces. Hence, it is
crucial to be able to produce a triangle mesh that best fits the ob-
ject’s outer surface.
Unfortunately, depending on: (1) the type of the data acquisi-
tion system (2) the adopted methodology (e.g. single or multiple
view points) (3) the shape complexity, the resulting point cloud
may be deficient in some inaccessible areas. This is due to the op-
tical occlusion phenomenon that is illustrated by the example on
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Fig. 1. The areas of the scanned column that are visible from the
view point (c) were invisible from the acquisition view point (b).
Thus, several undesired holes have appeared in the triangulation.
It seems obvious that the presence of these holes is not
acceptable. Such a lack of information may lead to unexpected
resultswhen performing numerical simulations, e.g. finite element
simulation, clashdetection, or simplywhen reconstructing a digital
representation of a monument. Therefore, new methods have to
be proposed to fill in these holes. To enable an efficient recovery
of the missing parts, these algorithms should fulfil several criteria
that have been illustrated by the example in Fig. 2. Here, a hole has
been included voluntarily in a complex area of an artificial climbing
hold (Fig. 2(a)). The criteria are relative to:
• the shape of the newly inserted triangles that should be as similar
as possible to the shape of the triangles surrounding the holes.
The resulting patching meshes of Fig. 2(b1) and (b2) do not
fulfil this requirement since the inserted triangles have either
too different sizes or privileged directions. If we suppose that
the mechanism/algorithm used to obtain the final shape is not
sensitive to the topology of the patching mesh, these two first
criteria can be achieved by using a post-processing step. They
would smooth and refine the resultingmesh so that the inserted
triangles’ size and density match those of the surrounding
triangles. For instance, ametric such as the oneproposedby [12]
which is a quality factor, can be used to measure the shape of
the inserted triangles. It is an indicator usually adopted to check
the quality of Finite Elementmeshes. It identifies ‘‘degenerated’’
triangles, i.e. triangles defined by one or two small angles,
undesired
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Fig. 1. Column of an edifice (a) scanned from the single view point (b). Undesired
holes appeared (c) in areas which are invisible from the view point (b).
from ‘‘equilateral’’ triangles. The resolution of the insertedmesh
should fit the surrounding mesh by refinement method such as
the one proposed by [13] (see Section 3).
• the blending continuity conditions between the inserted and
surrounding meshes. To fill in holes in complex free-form
shapes, it is mandatory to produce patches that are visually
similar to the surrounding meshes. To this end, some position
(Fig. 2(c1)), tangency, or curvature (Fig. 2(c2)) blending
conditions should be accessible by the user.
• the quality of the shape recovery. The shapes of the patching
meshes have to follow as much as possible the evolution of the
shapes of the physical object that is reverse engineered. It is
certainly the most difficult criterion to achieve. Fig. 2(d) shows
the part of the stiffener that has been removed and that should
potentially be recovered by a hole-filling algorithm.
To the best of our knowledge, no existing algorithm is able to
perform the ideal recovery illustrated in Fig. 2(d). In this paper, we
overcome these limitations and propose a newapproach to recover
complex shapes in meshes. The idea is to extract the missing data
while using 2D images that have been potentially taken during the
acquisition step. These data form a set of non-linear constraints
that are used as an input to our mesh deformation process. Its
behaviour tends to minimize the curvature variation between the
inserted and surrounding meshes. More precisely, an optimization
problem is solved, which is made of: (1) an objective function to
be minimized, based on a mechanical model of bar network that
simulates the curvature evolution over the mesh (2) constraints,
coming from the image irradiance equation. This equation is a first-
order non-linear partial differential equation linking the position of
the mesh vertices to the light intensity of the image pixels.
As shown in Fig. 3, the proposed approach becomes highly
valuable when some areas of the object to be reverse engineered
(amphitheatre of the ‘‘Art et Métiers ParisTech—Aix-en-Provence’’
in the present case) cannot be reached by the laser scanner.
Here, the digital model of the amphitheatre results from the
triangulation of three scans obtained with a laser scanner located
at three distinct positions in front of the edifice. There are more
than one million triangles. Using such a methodology, some areas
of themonument are invisible from the floor thus resulting in a set
of undesired holes (Fig. 3(a)). To circumvent these shortcomings,
it seems promising to complete the definition of the digital
model while using images taken from the sky (Fig. 3(b1) and
(b2)) with a camera attached to a radio-commanded helicopter
(Fig. 3(c1) and (c2)). More generally, when acquiring tall edifices,
the use of a laser scanner together with a camera taking pictures
from the sky can be really helpful and less expensive than
moving the scanner to unreachable positions, even more true
when considering huge laser scanning sessions. For example, the
digitalization of the ‘‘Château Comtal’’ in the city of Carcassonne
(France) has led up to more than 45 millions of 3D points
and 540 photographs representing 60 GB of data (courtesy MAP
GAMSAU laboratory [14]). In that specific case, the photographs are
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Fig. 2. Various criteria to fulfil when filling a hole inside the mesh of an artificial climbing hold (a, courtesy Tomoadour): Criteria relative to the triangles size (b1), the
preferred directions of the inserted mesh (b2), the type of blending condition between the inserted and surrounding meshes (c1, c2) or the quality of the recovery (d).
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Fig. 3. Scanned amphitheatre of the Arts et Métiers ParisTech—Aix-en-Provence (a) revealing holes to be filled in using photographs (b1, b2) taken from the sky by a
radio-commanded helicopter (c1, c2), courtesy GAMSAU laboratory.
calibrated, which means that the position and the orientation of
the camera which took them are known. Finally, it is clear that the
method is not interesting to fill in holeswhosemissing shape is not
complex. In the actual implementation, the degree of complexity of
the holes is decided by the user. Complex holes are filled in using
the whole process whereas simple holes are filled in using solely
theminimization of the curvature variationwithout any additional
constraints extracted from any pictures. Thus, for simple identified
holes, the criterion relative to the quality of the shape recovery
is not considered. Of course, our approach cannot recover shapes
from areas inaccessible to both the scanner and the camera.
This paper is written as follows. Section 2 discusses on the
different attempts for developing some hole-filling algorithms. It
comes out that none of the existing methods are able to answer
the three previously introduced quality criteria. Section 3 presents
our developed method which combines the best from both SFS
technologies and mesh deformation techniques. Section 4 intro-
duces the Shape From Shading technique that is used to constrain
the inserted mesh through the image irradiance non-linear equa-
tion. The mesh deformation technique that is used to position au-
tomatically the mesh vertices according to intuitive deformation
behaviours is then presented in Section 5.1. It uses a linear me-
chanical model that ensures a smooth blending between the in-
serted and surrounding meshes. Section 5 addresses the way the
resulting optimization problem (set of non-linear equations plus
minimization based on a mechanical model) is solved. Section 6
discusses the results. The last section concludes this work and in-
troduces research perspectives.
2. Related work
The state-of-the-art can be decomposed into two main parts.
The first part gathers together the methods that can be used to fill
in holes inmeshes by satisfying the two first previously introduced
criteria, i.e. the definition of triangles with appropriate shapes and
sizes according to the surrounding mesh and, the definition of a
smooth blending between the inserted and surrounding meshes.
The second part gathers together the techniques that are used
to reconstruct 3D models from 2D images. Actually, our newly
developed algorithm combines some of these approaches to fill in
holes while satisfying the three criteria (Fig. 2).
2.1. Hole-filling algorithms
Several methods have been proposed to fill in holes in meshes.
They can be decomposed into two main categories: the geometric
and non-geometric approaches.
Among the non-geometric approaches, Curless et al. [15] use a
volumetric representation to detect the areas that have to be filled
in. Davis et al. [16] apply a volumetric diffusion process to extend
a signed distance function through this volumetric representation
until its zero set bridgeswhatever holesmay be present. This itera-
tive approach is particularly well adapted for complex geometrical
and topological holes. A similar approach has been developed by
Nooruddin et al. [17] and Ju [18] for the simplification and the re-
pairing of polygonal meshes. Verdera et al. [19] also represent the
surface of interest in implicit form, and fill in the holes with a sys-
tem of geometric partial differential equations derived from image
inpainting algorithms. These equations are based on the geomet-
ric characteristics of the known mesh (e.g. the curvatures) and are
applied only on the holes and their neighbourhood. Because these
equations are anisotropic and based on geometry, they lead to a
slightly slower algorithm than the one of Davis et al. [16]. Clarenz
et al. [20] use a finite element method to minimize the integral of
the squaredmean curvature (the so-calledWillmore energy) of the
filled hole. Their process is iterative and can only ensure a tangency
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Fig. 4. Comparison of blending results obtained with the method of Liepa [22] (a)
and our approach [30] (b) on the example of the artificial climbing hold (courtesy
Tomoadour).
continuity with the surrounding mesh. A similar approach using
non-linear partial differential equations to solve surface modeling
problems has also been proposed by Xu et al. [21].
Considering the geometric approaches, Liepa [22] proposes a
sequential filling process. The hole is first detected and filled
with a minimum area triangulation of its 3D contour according
to the method of Barequet et al. [23]. The triangulation is then
refined so that the triangle density agrees with the density of
the triangles of the surrounding mesh as developed by Pfeifle
et al. [24]. The filled hole is finally smooth with a fairing technique
based on an umbrella operator proposed by Kobbelt et al. [25].
The faired meshed is obtained by solving a system of linear
equations. It satisfies tangency blending conditions with the initial
mesh. Schneider et al. [26] propose a fairing technique based on
solving a non-linear fourth-order partial differential equation. G1
boundary conditions are satisfied but the resolution is iterative.
Also the implicit fairing of Desbrun et al. [27] requires an iterative
resolution process. Other approaches are based on the Moving
Least Squares projection which induces a non-linear minimization
process [28,29].
Among all these approaches, very few are able to fill in holes
while satisfying curvature blending conditions (G2 continuity).
Actually, those that are capable to do it often require the resolution
of non-linear equations which may slow down the overall process.
In [31], we have proposed a non-geometric approach enabling
the filling of holes while approximating the minimization of the
curvature evolution through the holes boundary. Unfortunately,
this approach was unable to recover complex shapes as the one
presented in Fig. 2(d). But this was predictable. Here, there exists
an infinite number of solutions that satisfy curvature blending
conditions with the surrounding mesh. In the Fig. 4, the blending
obtainedwith our approach is compared to the one obtained by the
fairing technique of Liepa [22] that uses a second-order umbrella
operator. The umbrella operator solely achieve tangency blending
conditions (Fig. 4(a)) whereas our method tends to minimize the
curvature variation across the hole boundary (Fig. 4(b)). Actually,
this is due to the fact that the umbrella operator takes into account
solely a first ring of vertices of the surrounding mesh whereas
our method uses the two first rings of vertices. These notions are
further detailed in Section 5.2.
Similarly to the previously mentioned methods, the approach
developed in [31]was unable to recover complex shapes as the one
presented on Fig. 3(d). But this was predictable since there exists
an infinite number of solutions that satisfy curvature blending
conditions with the surrounding mesh. The result can either be
more or less flat, or it can undulate a lot, or it can be whatever
while always satisfying the same blending conditions. Thus, to
overcome these limitations, the missing information have to be
found elsewhere. This is why we thought to use images that can
be easily taken during the acquisition step.
2.2. Shape From Shading approaches
Many techniques aim at recovery depth information from one
or several images. They are called Shape From X methods, where
X can be Stereo, Texture, Shadows, Contours, Shading. Among
them, the Shape From Stereo techniques use a pair of photographs
of the same 3D surface but taken from two distinct view points
to obtain the 3D information by triangulation [32]. Shape From
Texture methods only reach indications about the 3D surface and
require the texture to be homogeneous [33]. Shape From Shadows
works analyse the contour formation of a known object (called the
screen object) on the surface to recover [34]. Shape From Contours
techniques convert contours of a rotated object profiles into a
volumetric description [35]. Finally, solely the Shape From Shading
methods aim at recovering the 3D information from only one grey
level image, which is our goal.
Shape From Shading (SFS) approaches have originated during
the 70s. They aim at recovering 3D models from one or more 2D
images. For example, starting from the 2D image of Fig. 5(a), it is
possible to build the 3D mesh of Fig. 5(b). Horn first attempted
to write the SFS problem [36] as a problem of resolution of
the brightness equation (see Section 4 for more details on the
equation), a non-linear first-order Partial Differential Equation
(PDE). Thereafter, several methods have been developed to try
to solve this equation. However, the developed methods suffer
from poor quality results, and the convergence is not ensured.
In addition, it has been proved that the solution of the Shape
From Shading problem is not unique [37–39]. The main difficulty
remains the existence of the concave/convex ambiguities that is
illustrated in Fig. 6. Effectively, depending on its orientation, a 2D
image can lead to the definition of either a concave or a convex
shape. Finally, the resulting mesh owns privileged Cartesian
directions (Fig. 5(c)), corresponding to the orientation of the pixels
in the 2D image, which does not fit the requirements introduced in
Section 1.
Unfortunately, all these methods reconstruct meshes starting
from scratch, i.e.without taking into account the information avail-
able on an initial mesh. In the hole-filling context, some informa-
tion are already available on the surroundingmesh and the images
should solely be used to complete this information. The approach
developed by Turk et al. [43] also uses a collection of range images
to reconstruct a model starting from scratch. Then, the resulting
meshes are merged and smoothed while computing a mean sur-
face. This does not fit our requirements in terms of preservation of
the information surrounding the hole.
2.3. Combining SFS constraints with geometric constraints
To the best of our knowledge, no research has been under-
taken to try to fill in holes in meshes using SFS constraints.
Despite everything, the approach of [44] is interesting since it com-
bines SFS constraints with geometric constraints to reconstruct 3D
shapes. The image information is akin to stereo and SFS, while the
geometric informationmay be provided in the form of 3D points or
features, or 2D silhouettes. The use of geometric constraints, to fur-
ther constrain the shape of the reconstructed mesh, helps the res-
olution of the convex/concave ambiguity. The solution is obtained
by minimizing an energy function defined from both the SFS and
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Fig. 5. From 2D image (a) to 3D mesh (b) using Shape From Shading [40,41]. The resulting mesh owns Cartesian directions (c).
(a) Initial image. (b) After a rotation of 180◦ .
Fig. 6. An example of the concave/convex ambiguity [42]. Depending on its orientation, an image can reveal shapes that look like craters (a) or volcanoes (b).
geometric constraints. The total energy is a sum of terms whose
magnitudes depend either on the image or geometric information
and are therefore not necessarily commensurate. Thus, the defini-
tion ofweights between thedifferentmagnitudes is difficult.More-
over, solely the specification of position geometric constraints is
availablewhich does not fit our requirements in terms of curvature
blending conditions between the inserted and surroundingmeshes
(Fig. 2(c2)).
3. Unified framework to fill in holes in meshes using SFS
constraints
In the proposed approach, the advantages of both SFS technolo-
gies andmesh deformation techniques are exploited at best within
a unified framework. Thus, the disadvantages of the SFS methods
are annihilated by the advantages of the deformation techniques,
and vice versa. The combination of these two techniques is per-
formed through the resolution of an optimization problem so that:
• the unknowns are the 3D positions of the vertices of an initial
coarse triangulation that does not privilege any Cartesian di-
rection, and so that the sizes of the inserted triangles evolve
according to the sizes of the surrounding triangles (criterion
1 introduced in Section 1). However, and since the proposed
approach is modular, the use of constraints such as those de-
scribed in [43] can be considered to deform the inserted coarse
patch and to get a directly fitted mesh.
• the constraints come from the Shape From Shading equations
which reflect the way the missing area behaves (criterion 3).
The partial differential equations are approximated by using fi-
nite differences. It results in a set of non-linear equations (see
Section 4).
• the functional to be minimized is a quadratic form of the un-
knowns that uses a linear mechanical model of bar networks
to simulate the minimization of the curvature evolution over
the mesh (see Section 5.1). Thus, we achieve curvature blend-
ing conditions between the inserted and surrounding meshes
(criterion 2).
To be able to set up this optimization problem, several steps
have to be followed sequentially (Fig. 7):
(1) the hole contour is identified by looking for boundary edges,
i.e. those edges sharing a unique face. Following [31], the con-
tour is then cleaned to remove badly oriented and degenerated
triangles (b). These irrelevant triangles are due to the scan-
ner noise and must not be considered as safe data. The pre-
treatments concern the thin triangles, i.e. those having one or
two small angles (Fig. 8(a) and (b)), and the badly oriented
ones, i.e. those having widely varying orientations with re-
spect to the surrounding mesh (Fig. 8(c)). In this work, all the
meshes are supposed to be triangular, oriented, 2-manifold
with boundary and connected. In particular, two separate holes
will have no vertices in common (otherwise those would be
singular), and a given hole will not have islands (otherwise the
meshwould not be connected). Similarly, soups of triangles are
not considered here.
(2) the hole is then triangulated and refined (c) using the approach
developed in [13]. Here, the triangle mesh does not own priv-
ileged directions, which is a significant difference with the
other SFS approaches developed in the literature. Moreover,
the refinement is performed so that the evolution of the in-
serted triangles size matches the evolution of the surrounding
triangles’ size.
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Fig. 7. Overall filling process on the holed climbing hold (a1): After the
identification and cleaning of their contours (b), the simple and complex holes are
successively triangulated and refined (c). User-identified complex holes are then
reverse-projected in the 2D image (d) to be able to specify the SFS constraints (e)
before deforming the patchingmeshes according to these constraints and curvature
blending conditions (f).
(3) if the image was not already calibrated, the position, orien-
tation and focal distance of the camera which has taken the
image are then computed from a set of user-specified couples
pixel-vertex. These parameters are thus expressed within the
global reference framewhere themesh lies. The hole contour is
c
b
a
hole
contour
Fig. 8. Hole contour identification and undesired triangles resulting from the
scanner noise [45].
Table 1
Time spent percentages during each step of the overall process.
Step (b) Step (c) Step (d) Step (e) Step (f)
Simple
holes
25%/20%a 75%/60%a 0%/0%a 0%/0%a 0%/20%a
Complex
holes
1% 3% 5% 5% 86%
a Corresponds to the case where no SFS constraints are applied.
then reverse-projected inside the calibrated image to identify
the pixels that correspond to the missing area (d).
(4) a restricted set of the identified pixels is then used to set up the
SFS constraints that locally constrain the shape of themesh (e).
(5) themechanical model of bar network is then built and coupled
to the inserted mesh vertices as well as to a set of triangles in
the close neighbourhood of the hole contour (f). The coupling
to these outer vertices ensures the definition of an objective
function which does not only depend on the unknown posi-
tions, but also on the position of the vertices located in the
surrounding mesh which is crucial to get curvature blending
conditions.
(6) the optimization problem is then solved using the Differential
Evolutionmethod adapted to non-linear cases. Finally, the con-
straints are satisfied and the curvature variation is minimized
over the entire mesh (g).
Excepting Steps (1) and (2), whose references are given and
which are not indispensable for the understanding of the proposed
approach, all the steps are detailed hereafter. On the example of
Fig. 7, one can notice that simple and complex holes have been
distinguished. A simple hole is characterized by the fact that its
missing shape is not complex. Since the automatic evaluation of
the complexity of the missing shape is not yet available, this step
is left to the user who has to decide whether a hole has to follow
the whole process or not, including the use of the information
contained in the images or not. Such a distinguishing speeds up the
overall filling process. This is visible on the percentages of the time
spent in the different steps (Table 1). Thus, when treating complex
holes, most of the time is spent to specify the SFS constraints and
solve the optimization problem.When treating simple holes, if the
optional minimization of the curvature variation is not performed,
themost expensive step is the triangulation. Finally, it is important
to notice that our modular process can be parallelized since each
hole can be filled in independently of the other ones. Here, the time
spent to calibrate the images has not been taken into account. In
the actual implementation, this step ismanual and time consuming
since it requires the identification of several couples of pixel-
vertex.
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(a) 2D image. (b) Bi-parametric surface.
Fig. 9. Image (a) of a surface (b) lighted with a light located at the infinity.
4. Constraining the inserted mesh using SFS equations in
orthogonal projection
Basically, the SFS technique constrains a bi-parametric surface
z = u(x, y) to satisfy the image irradiance equation, i.e. the
equation characterizing the way the light reflects on the surface.
In this section, we describe how these classical SFS constraints are
adapted to constrain the shape of the inserted mesh.
4.1. SFS basic assumptions and Eikonal equation
Given z = u(x, y), with (x, y) ∈ Ω ⊂ R2, the bi-parametric
surface lighted with a lighting source located at the infinity and
having ω = (ω1, ω2, ω3) ∈ R3 as unit direction vector (Fig. 9(b)),
the image irradiance equation is written as follows [46,41]:
R(n(x, y)) = I(x, y) ∀(x, y) ∈ Ω (1)
with I the brightness function supposed to be known through the
analysis of the image (Fig. 9(a)), and R the reflectance function that
gives the value of the light reflection at the 3D point (x, y, u(x, y)).
n(x, y) is the unit normal to the surface so that:
n(x, y) = 1√
1+ p2 + q2 (−p,−q, 1) ∀(x, y) ∈ Ω (2)
with p = ∂u
∂x (x, y) and q = ∂u∂y (x, y) the components of∇u(x, y) =
(p, q).
If we assume that the surface is Lambertian, i.e. the reflectance
function is directly proportional to the cosine of the angle between
the source light direction and the surface normal (Fig. 9(b)), which
is mostly the case when dealing with real objects, one can add the
following equation:
R(n(x, y)) = ω · n(x, y) ∀(x, y) ∈ Ω. (3)
Thus, Eq. (1) becomes the following first-order non-linear partial
differential equation:
I(x, y)
√
1+ ‖∇u(x, y)‖2 + (ω1, ω2) ·∇u(x, y)− ω3 = 0
∀(x, y) ∈ Ω. (4)
Setting ω = (0, 0, 1), Eq. (4) becomes the Eikonal equation:[
∂u
∂x
(x, y)
]2
+
[
∂u
∂y
(x, y)
]2
= 1
I(x, y)2
− 1 ∀(x, y) ∈ Ω
with the boundary conditions u(x, y) = 0 ∀(x, y) ∈ ∂Ω.
(5)
Conversely, given an RGB image, the intensity function I(x, y) can
be computed according to the recommendation of the Interna-
tional Commission on Illumination. The solution of the Eikonal
equation (5) can then be computed to find the resulting surface
u(x, y). Technically, and since the image contains a finite set of
pixels (xi, yj), the resolution of this equation produces a set of 3D
points (xi, yj, u(xi, yj)) forming a discrete surface oriented along
the parametric direction x and y. Thus, if this method was directly
applied to our hole-filling context, the resulting inserted mesh
would own privileged directions. This does not satisfy the crite-
rion 1 introduced in Section 1. This limit is overcome in the next
subsections.
Moreover, to the best of our knowledge, solely simple bound-
ary conditions such as u(x, y) = g(x, y) ∀(x, y) ∈ ∂Ω have been
tried in the SFS context. But either tangency or curvature bound-
ary conditions along the boundary ∂Ω would be mandatory in our
hole-filling context. However, in this paper, we did not try to use
directly such complex constraints on u(x, y). Instead, we use a lin-
ear mechanical model of bar network to simulate curvature blend-
ing conditions (Section 5.1).
Coming back to the adopted shadingmodel, one can notice that
real surfaces are not always Lambertian, that the position of the
light source is often unknown and that there often exist several
light sources. However, since our process is modular, these restric-
tive hypotheses can still be reconsidered in the future. For example,
one could try to implement more sophisticated and realistic light-
ing models such as the one of Bakshi et al. [47]. The work of Wang
et al. [28] may also be interesting to recover the position and the
orientation of the light source.
4.2. Camera calibration and reverse projection of the hole contour
To be able to constrain the three-dimensional mesh defined
in its global reference frame, with information extracted from an
image defined in its own two-dimensional space, a camera calibra-
tion step is mandatory. This step aims at retrieving the fundamen-
tal projection matrixM linking the coordinates (Xij, Yij, Zij) of a 3D
point Pij to the coordinates (xi, yj) of the corresponding point pij in
the 2D image (Fig. 10). This matrix can either be known when the
location and characteristics of the camera that took the image are
recorded by a GPS, or it can be computed a posterioriwhile select-
ing pairs ofPij and pij points [48,49], or using autocalibrationmeth-
ods [50]. It is known when the image corresponds to a screenshot:[xi
yj
1
]
= M ·
XijYijZij
1
 . (6)
Once the image is calibrated and the matrix is known, the reverse
projection of the hole contour into the 2D image can be performed.
In this paper, we assume that the reverse projection defines a
closed polyline which does not self-intersect. Following [51], the
set of pixels contained in the polygon are extracted. They are used
hereafter to constrain the mesh deformation.
Fig. 10. Linking a 3D mesh to a 2D image through the camera calibration.
Fig. 11. Correspondence between a pixel pij and a point Pij located in a triangle of the inserted mesh.
4.3. Specification of a SFS constraint between a pixel and the 3Dmesh
Given a pixel pij of the 2D image, whose brightness I(xi, yj) is
known, we adapt the Eikonal equation (5) so that it constrains the
mesh around the corresponding 3D point Pij (see Fig. 11 for the
notations of this section). To approximate the partial derivatives,
we use a second-order centred finite difference scheme. Thus, we
obtain:[
ui+h,j − ui−h,j
1xij,h
]2
+
[
ui,j+h − ui,j−h
1yij,h
]2
= 1
I(xi, yj)2
− 1 (7)
where h is an integer representing the step of the grid that is
used in the finite difference scheme. Actually, it is used to better
distribute the constraints over the mesh and specify the extent of
the constraint influence area. On the example of Fig. 11, h is equal
to two. Thus, the constrained 3Dpoints are located on triangles that
are not too close the ones from the others.
The scalar uij characterizes the elevation of the 3D point Pij
according to the image local reference frame (O, x, y, z), being z
the optical axis.1xij,h and1yij,h correspond to the 3D steps of the
grid, respectively according to the x and y directions. 1xij,h and
1yij,h are constant during the deformation. These quantities are
defined by the following equations:
P0ijPij · x = 0
P0ijPij · y = 0
OPij · z = uij
and
{
1xij,h = P0i−h,jP0i+h,j · x
1yij,h = P0i,j−hP0i,j−h · y
(8)
with P0ij the initial position of Pij on the coarse mesh, i.e. before the
deformation. The position of Pij over its triangle XkijX
m
ij X
n
ij is defined
through the use of barycentric coordinates (αkij, α
m
ij , α
n
ij) supposed
to be constant during the deformation and computed from the
initial position P0ij of Pij:{
αkijPijX
k
ij + αmij PijXmij + αnijPijXnij = 0,
with αkij + αmij + αnij = 1.
(9)
Finally, for the consideredpixelpij, writing Eqs. (7), (8) and (9) gives
rise to a set of non-linear equations whose unknowns are the 3D
positions of the nodes of the triangles affected by the projections
of the five pixels pi,j, pi−h,j, pi+h,j, pi,j−h and pi,j+h. Depending on
the step value h, the involved triangles can be more or less distant,
thus creating a more or less local constraint.
C 2D image
572 x 596 pixels
3D mesh
optical
center
z
X
Y
Z
O
global reference 
frame of the scene
x
y
Grid step
h = 50 pixels
3D points located
on the mesh
Fig. 12. SFS constraints directly expressed onto the mesh through a set of pixels
located on a Cartesian grid of the 2D image (step h = 50 pixels between the rows
and columns).
4.4. SFS constraints from a single image
Once the hole contour has been reverse-projected onto the 2D
image, all the pixels inside the closed polygon can be candidate to
the SFS constraint specification (Section 4.3). Since the number of
insertedmeshvertices is typically smaller than thenumber of iden-
tified pixels, solely a subset of these inner pixels are used. This is to
avoid over-constrained configurations. The various identification
algorithms can:
• choose randomly a subset of pixels and use the parameter h to
access its neighbours,
• choose the subset according to the value of the brightness
function I(xi, yj), e.g. when this function is maximum,• select the subset of pixels aligned on a Cartesian gridwhose step
is equal to h, the parameter introduced to define the extent of
the constraint influence area (see Fig. 12 with h = 30).
4.5. SFS constraints from multiple images
The specification of SFS constraints from a calibrated image
gives rise to a set of non-linear equations expressed directly ac-
cording to the 3D position of the inserted coarse mesh vertices.
Thus, it is possible to use several calibrated images taken from dif-
ferent view points. The reverse projection of the hole contour in
each image gives rise to several sets. These sets can be treated fol-
lowing one of the previously introduced identification algorithm.
Each identified pixel produces its own SFS constraints written ac-
cording to the common unknowns of the problem, i.e. the position
of the inserted mesh vertices.
5. Optimization problem formulation and resolution
This section introduces the linear mechanical model of bar
networks used to approximate the mesh curvature variation. It
takes part to the definition of the optimization problem whose
solution satisfies the previously introduced SFS constraints while
ensuring curvature blending conditions between the inserted and
surrounding meshes.
5.1. Mechanical model of bar networks
First, let us briefly introduce the adopted mechanical model on
the example of Fig. 13. Considering an articulated structure, the
b c
Fig. 13. Deformation of a network with (c) and without (a) a coupling to our
mechanical model (b).
positioning of the vertices requiresmultiplemanual displacements
whichmay slowdown the overallmodification process (Fig. 13(a)).
To save time and automate the deformation process, we use a
mechanical model of bar networks [52] coupled to the structure.
The vertices and edges of the structure match respectively the
nodes and the bars of our bar network. Each bar can be seen
as a spring with a null initial length and a stiffness qi (more
precisely a force density1). To preserve the static equilibrium
state of the structure, external forces fi have to be applied to
the nodes (Fig. 13(b)). If these external forces were not applied
to the network, all the nodes would be gathered together at a
single point. The linear relationships between the external forces
and the position of the nodes enable intuitive shape modifications
through the manipulation of a restricted set of external forces. On
the example of Fig. 13(c), solely the external force applied to the
second node is modified to produce the displacement of all the
free nodes (see [53] for a complete survey of free-formdeformation
techniques).
In this paper, we intend to use these external forces to simulate
themesh curvature evolution throughout the objective function to
beminimized (Section 5.2). To this aim, the bar network is coupled
to the inserted and surrounding meshes. The vertices and edges of
the meshes match respectively the nodes and the bars of our bar
network.
Formalization:
Given x, y and z , the three vectors containing the components
of the 3D coordinates of the Nn nodes of the bar network coupled
to the control vertices of a mesh, the fx, fy and fz components of the
external forces applied to these nodes can be obtained by using
the following (3×Nn) equations expressing the bar network static
equilibrium:
fx = (tC · Q · C) · x,
fy = (tC · Q · C) · y,
fz = (tC · Q · C) · z,
(10)
where Q is the force density matrix of size (Nb × Nb) being Nb the
number of bars. Qij = qj · δij with δij the Kronecker symbol and
qj = fj/`j the force density into the jth bar of length `j. C is the
branch-node matrix of size (Nb × Nn) expressing the connectivity
of the network.
To specify the degrees of freedom of the bar network, the nodes
can either be free or blocked (Fig. 13). Thus, a distinction between
these two categories can be performed in Eq. (10). It gives rise to
the two following sets of equations:
ffnx = Df · xfn + Dbf · xbn,
ffny = Df · yfn + Dbf · ybn,
ffnz = Df · zfn + Dbf · zbn,
(11)
1 This approach is also called the Force Density Method (FDM).
aFig. 14. External forces taken into account when minimizing either the force
applied to the ith node (a) or the variations of this force with respect to the
surrounding ones (b).
for the external forces applied to free nodes and:
fbnx = tDbf · xfn + Db · xbn,
fbny = tDbf · yfn + Db · ybn,
fbnz = tDbf · zfn + Db · zbn,
(12)
for the external forces applied at blocked nodes. The different Di
matrices are obtained through the decompositions of the tC · Q · C
matrix as detailed in [53,54].
Conversely, being given a set of external forces applied to the
nodes of the bar network, the position of the free nodes are given
by:
xfn = (Df )−1 · (ffnx − Dbf · xbn),
yfn = (Df )−1 · (ffny − Dbf · ybn),
zfn = (Df )−1 · (ffnz − Dbf · zbn).
(13)
These last equations show how it is possible to manipulate
indirectly the node positions, and consequently the inserted mesh
vertices, through the manipulation of external forces (see [53] for
the treatment of configurations where the Df matrix is singular).
The unknowns of the deformation process are not longer the
positions but the external forces themselves. Even if only the
external forces applied at the free nodes are necessary to compute
the new free nodes positions, some external forces applied to
the blocked nodes connected to at least one free bar, i.e. a bar
that changes of length during the process, may vary during the
deformation and can therefore take part to the definition of the
objective function to be minimized (Section 5.2). They are linearly
dependent on the external forces applied at free nodes and the
corresponding equations can be obtained using a combination of
Eqs. (12) and (13).
5.2. Curvature variation minimization
When considering solely the blending conditions, i.e. without
the SFS constraints, the optimization problem is reduced to the
minimization of an objective function. Theoretically, any combi-
nation of quantities, expressed as a function of the free nodes po-
sition, can be used to define this single objective function [54].
To speed up the resolution process, we have been considering
quadratic functions. Thus, theirminimization gives rise to a system
of linear equations that can be solve easily (no need of an iterative
process). Here, the function to be minimized uses our mechanical
model of bar network linking the nodes position to the so-called
external forces (Eqs. (12) and (13)).
Among the possible quadratic functions, the simplest one cor-
responds to the sum of all the external forces applied on the mesh
vertices:
φF =
∑
i
f 2i =
∑
i
f 2xi + f 2yi + f 2zi . (14)
Since the external forces applied to the free nodes are indepen-
dent of each other (Fig. 14(a)), the minimization of this sum on all
the free nodes always produces a null unknown vector (no crossed
terms in the quadratic function). This tends tominimize the curva-
ture of the underlying geometry while producing areas as planar
as possible (Fig. 16(a)). This minimization is interesting in the con-
text of tensile textile structures. Moreover, one can notice that an
external force is only influenced by both the position of the node
on which it is applied and the position of the vertices directly con-
nected to it (Fig. 14(a)). Therefore, solely the information relative to
the position of the hole contour vertices are considered. This does
not answer our requirements since neither the tangency evolution
nor the curvature evolution are preserved across the hole contour.
To take into accountmore geometric information on the surround-
ing mesh, one can add in the sum of Eq. (14) the external forces
applied to the nodes of the hole contour. Using a combination of
Eqs. (12) and (13), one can obtain a quadratic objective function
with squared and crossed terms. The influence area is larger since it
uses geometric information relative to the hole contour and to the
second row of the surrounding mesh, i.e. relative to all the vertices
that are connected to the vertices of the hole contour (Fig. 16(b)).
Unfortunately, such a minimization cannot succeed in more than
preserving the tangency with the surrounding mesh (Fig. 15(b)).
To reach the level of curvature blending condition, one should
use geometric information relative to the three first rows of the
surroundingmesh (Fig. 15(c)).While noticing that the variation be-
tween two successive external forces represents in some sense the
evolution of the curvature between the two nodes, the following
minimization can be adopted:
φ∆r F =
∑
i
∑
j
[
fi − fj
]2 (15)
where the sumon i is performed on all the nodes and the sumon j is
restricted to the nodes connected to node i. The use of such a func-
tional enables the minimization of the variations between couples
of external forces applied to nodes directly connected together. The
influence area of these basic quantities is greater than in the pre-
vious case (Fig. 16(c)). This is due to the fact that all the external
forces applied to the nodes j, directly connected to a given node i,
are also taken into account (Fig. 14(b)) and that each external force
is influenced by both the position of the node on which it is ap-
plied and the position of the vertices directly connected to it. But
our initial requirements are still not satisfied if the minimization
of this sum is performed on all the free nodes (Fig. 16(c)). In this
(a) Position. (b) Tangency. (c) Curvature.
Fig. 15. Depending on the number of vertex rows taken into account, some position or tangency or curvature information can be extracted from the surrounding mesh.
Fig. 16. Minimization of φF applied to free nodes and to nodes of the hole contour
(a, b). Minimization of φ∆r F applied to free nodes and to nodes of the hole contour
(c,d).
case, solely the two first rows of the surrounding mesh are used.
To take into account the third row, the sum on i also has to take
into account the nodes of the hole contour (Fig. 16(d)). In this case,
the evolution of the curvature is preserved when crossing the hole
contour. More exactly, the curvature variation minimization is ap-
proximated by the external forces relative variation minimization.
Finally, one can notice that there is no need to build the
mechanical model on thewhole surroundingmesh since solely the
external forces applied to the two first rows of vertices are used.
Thus, in the proposed approach, themechanicalmodel is built both
on the insertedmesh and on the three first rows of the surrounding
mesh. All the nodes coupled to the surrounding mesh are blocked
to preserve its shape.
5.3. Optimization problem resolution
In this section, we assume that the hole has been filled in by a
coarse mesh and that a set of Np pixels have been identified in a
calibrated image. A bar network is coupled to the inserted mesh
as well as to the three first rows of the surrounding mesh. All the
nodes surrounding the inserted mesh are blocked. It remains Nfn
free nodes whose position is unknown and whose coordinates are
stored within the three vectors xfn, yfn and zfn. Following Section 4,
we define 3× Np equations inside the global constraints vector G .
They are either linearly or non-linearly dependent of the 3 × Nfn
unknowns:
G(xfn, yfn, zfn) = 0. (16)
Using the quadratic function defined in Eq. (15), we set up the
minimization of the external forces relative variation including the
nodes of the hole contour:
minφ(ffnx , ffny , ffnz , fbnx , fbny , fbnz ). (17)
Finally, we use Eqs. (11) and (12) in Eq. (17) to formulate the
optimization problem with respect to the free nodes position
unknown vectors:{
G(xfn, yfn, zfn) = 0
minφ(xfn, yfn, zfn).
(18)
One can notice that the proposed optimization problem formu-
lation clearly decouples the minimization relative to the external
forces from the constraints issued from the SFS equations. Thus, the
specification of the local shape constraints is decoupled from the
specification of the overall deformation behaviour. In our imple-
mentation, we use the Differential Evolution method [55] to solve
Table 2
Quantitative comparison of the results obtained by minimizing the curvature
variation either solely, or together with the satisfaction of SFS constraints on the
2D curve example.
2D curve model Curvature variation vs.
initial model
Curvature variation+ SFS
constraints vs. initial model
RMS deviation 0.389 0.012
this optimization problemmade of 3×Np equations and 3×Nfn un-
knowns. Differential evolution is a stochastic parallel direct search
evolution strategy optimization method that is fairly fast and rea-
sonably robust.
To avoid over-constrained configurations, the number of con-
sidered pixels is smaller than the number of inserted mesh ver-
tices. Thus, there are no limitations to the use of several calibrated
images which bring several sets of constraints gathered together
in the unique constraint vector G .
6. Results and discussion
6.1. Filling a hole in a 2D curve
To illustrate the capabilities of our image-based hole-filling al-
gorithm, we first consider a two-dimensional example of a con-
tinuously derivable curve whose brightness function can be com-
puted directly (Fig. 17):
u(x) = 1√
1+ (1.3x− 0.35x3)2 with I(x) =
√
1
1+ u′(x)2 . (19)
An artificial hole has been done in a complex shape area by delet-
ing the curve within the interval [−1.5, 1.5] (Fig. 18(a)). This hole
is then filled in by using a straight polyline defined by 11 inner ver-
tices (Fig. 18(b)). To recover themissing area, three tests have been
performed:
(1) thirteen SFS constraints are assigned to the eleven inner ver-
tices of the polyline plus the two end points (Fig. 18(c1)–(c3)).
Since there is an infinite number of solutions, we set the lo-
cation of certain points and choose arbitrary solutions among
the possible locations. Here, solely three solutions are depicted.
These three solutions satisfy the same set of SFS constraints.
There is no guarantee to obtain a solution that reconstructs
well the initial curve and the resolution process is tedious.
(2) the relative variations of the external forces applied to the bar
network coupled to the polyline (Section 5.2) are minimized.
This tends to produce a shape whose curvature variations
are minimal. It produces a smooth connection between the
surrounding curve and the inserted polyline, but it fails to
reconstruct the form of the complex shape (Fig. 18(d)).
(3) both the thirteen SFS constraints and the minimization of the
external forces relative variations are used to find a solution
(Fig. 18(e)) whose shape is close to the one initially removed
(Fig. 17(a)). Thus, using the proposed approach that combines
SFS constraints with aminimization that is based on the curva-
ture variations, the drawbacks of each method are overcome.
To compare the quality and accuracy of the recovery, we use
the Root Mean Square Deviation (RMSD) metric. First, the filling
obtained by minimizing the curvature variation (Fig. 18(d)) is
compared to the initial curve (Fig. 17(a)). The result obtained using
the proposed hole-filling algorithm (Fig. 18(d)) is then compared
to the initial curve (Fig. 17(a)). As depicted on Table 2, the result
obtained by taking into account SFS constraints is far closer to
the ground truth than the one obtained by minimizing solely the
curvature variation.
aFig. 17. An analytical 2D initial curve (a) with its brightness evolution (b).
a b
d
Fig. 18. The initial holed curve (a) filled in with a straight polyline (b) deformed to satisfy either the SFS constraints (c1), or the minimization of the external forces relative
variations (d), or both the SFS constraints and the minimization of the external forces relative variations (e).
6.2. Filling holes in 3D triangle meshes
The second example comes from a polyhedral model of an
architectural edifice (Fig. 19(a)). 46 simple holes are detected
and treated by using the triangulation algorithm of [13] and the
minimization of the curvature variation detailed in Section 5.2
(Fig. 19(b)).
To further test the proposed image-based hole-filling algo-
rithm, a hole has been created (Fig. 20(b)) inside a more complex
area (Figs. 19(b) and 20(a)). Once the hole contour identified and
initial mesh
(46 holes)
filled mesh
complex
area tested 
in a second 
time
a b
Fig. 19. Polyhedral model of an architectural edifice before (a) and after (b) the
filling of 46 holes using solely the minimization of the external forces variations.
initial mesh
holed mesh
coarse filling
Deformed
with FDM
a
b
c
d
Fig. 20. Filling a hole in a complex area using the Force Density Method (FDM)
which tends to minimize the mesh curvature evolution.
cleaned, the hole is first filled in (Fig. 20(c)) following the equilat-
erality criterion of [13]. The sizes of the inserted triangles match
the sizes of the surrounding triangles, and the inserted mesh does
not have privileged directions. Therefore, the shape quality criteria
introduced in Section 1 are satisfied.
Our bar network is then coupled to the vertices and edges of
the mesh (Section 5.1). All the nodes are blocked excepting the
44 nodes newly inserted. These are the free nodes considered as
Fig. 21. Filling a hole using the FDM together with SFS constraints.
the unknowns of our deformation process. Fig. 20(d) shows the
result of theminimization of the external forces relative variations.
The inserted mesh blends smoothly with the surrounding one,
which satisfied the second criterion introduced in Section 1, but
the complex shape is not recovered.
The image used to recover the complex shape is a screenshot
of the initial mesh (Fig. 21(b)). Here, the model is lighted with only
one source located at the infinite andwhose direction is orthogonal
to the screen. Thus, the calibration of the image is automatic
(Fig. 21(a)). A reverse projection step enables the identification of
the 263 image pixels taking part to the hole contour definition [51].
A grid of 150 pixels pitch is used to define the SFS constraints
onto the inserted patch (Fig. 21(c)). It leads to the specification
of 48 constraints (10 SFS non-linear constraints and 38 linear
constraints) constraining the position of the 44 free nodes. The
resolution of this optimization problem, i.e. SFS constraints and
minimization of the external forces relative variations, produces
a resulting mesh (Fig. 21(d)) that satisfies all the criteria enounced
in Section 1.
To compare the quality and accuracy of the recovery, we use
the Hausdorff distance metric using the METRO software [56].
First, the Hausdorff distance between the initial triangle mesh
(Fig. 20(a)) and the mesh obtained by minimizing solely the
curvature variation (Fig. 20(d)). The result obtainedwith our newly
developed image-based hole-filling algorithm (Fig. 20(e)) is then
compared to the initial model (Fig. 20(a)). As depicted on Table 3,
local
deviation
1.89
0
Hole contour
b
Fig. 22. Comparison of the local deviations between the initial mesh and the result of the minimization of the curvature variation used either solely (a), or together with
the specification of SFS constraints (b).
Table 3
Quantitative comparison of the results obtained by minimizing the curvature
variation either solely, or together with the satisfaction of SFS constraints on the
architectural edifice model.
Architectural edifice
model
Curvature variation
vs. initial model
Curvature variation+ SFS
constraints vs. initial model
Hausdorff distance 3.045 1.883
the result obtained with our image-based hole-filling algorithm is
far closer to the ground truth than the one obtained byminimizing
solely the curvature variation. Fig. 22 shows the distribution of the
local deviations between the meshes in both cases.
The algorithm has been tested on an Intel Core 2 duo, 3 GHz
CPU, 8 GB RAM. In the actual implementation, we use Mathemat-
ica 6 to solve the optimization problemwith the Differential Evolu-
tion method [55]. Since the commands are interpreted at the time
of the evaluation, the resolution process is slowed down thus af-
fecting significantly the computation times. On the example of the
architectural edifice, for a relative error on the position of the ver-
tices of 10−2, the resolution method converges in about 20 itera-
tions thus taking 49 s. In the future,we planned to use optimization
packages directly implemented in C/C++ as the other parts of our
prototype software.
Integrating in a common framework the SFS technology to-
getherwith ourmeshdeformation technique seemspromising.We
obtain good results with respect to the various criteria introduced
in Section 1. However, several improvements have been envisaged.
Among them, there are:
• the use of perspective SFS constraints: indeed, the specified
SFS constraints constrain the projected points to move along a
direction z orthogonal to the calibrated image. Actually, the use
of perspective constraints could be more interesting, especially
if large deformations are required.
• the relaxation of constraints: in the implemented version, the
barycentric coordinates of the points that have been projected
on the mesh stay constant during the deformation process.
This may lead to undesired behaviours, especially if large
deformations are required, or if the deformation cannot be
obtained in one step. Since the resolution process is iterative
(non-linear constraints), we plan to relax the barycentric
coordinates by reprojecting the pixels onto the mesh obtained
at each step.
• the capacity to take into account constraints arising from
multiple digital images: this should help the recovery of much
more complex shapes such asmushrooms. Actually, this should
not be difficult to obtain since the proposed framework relies
on an optimization problem whose unknowns are the free
nodes position (the same for each image) andwhose constraints
directly link these unknowns to the values of the brightness
functions (different for each image).
7. Conclusion and future works
In this paper, a set of models, methods and tools has been pro-
posed to fill in holes in meshes. The solution is obtained by solv-
ing an optimization problem formed by both a set of non-linear
equations coming from the Shape From Shading technologies, and
a functional to be minimized in order to preserve the curvature
evolution between the inserted and surroundingmeshes. The func-
tion to beminimized is quadratic with respect to the parameters of
the linearmechanicalmodel of bar network that is used. Hence, the
limitations of the SFS technologies and deformation techniques are
overcome. The resulting mesh satisfies curvature blending condi-
tions thus circumventing concave/convex ambiguities. Its inserted
shape also mimics the potentially complex shape evolutions that
are extracted from 2D digital images. Finally, the resulting mesh
does not own privileged directions and can have a greater number
of vertices than the number of pixels contained into the consid-
ered area. This is really different from what can be found in the
literature.
However, somenewachievements can still be considered.More
precisely, some issues or parameters which can affect the shape of
the resulting patch, are not fully automatically computed yet. They
are related to the defined SFS constraints and to:
(1) the satisfaction of the ideal SFS assumptions, which means
the position and the orientation of the camera as well as the
material properties of the physical object must be known.
Moreover, they have to check specific criteria as explained in
Section 4.
(2) the number of imposed SFS constraints which can be deter-
mined automatically or left to the user through the parameter
h (see Section 4.4). The more h is low, the more the patching
mesh will be constrained.
(3) the kind of imposed SFS constraints which are obtained using
orthogonal projection. Relaxing them during the iterative de-
formation process by the use of perspective projection com-
puted at each iteration could help and speed up the resolution
of the optimization problem (see Section 6.2).
Finally, one of the big challenges remains the use of the
proposed approach on real noisy images whose lighting source is
unknown.
Other interesting applications such as the copy/paste of a shape
from mesh to mesh, or from image to mesh, are envisaged. In an
industrial context, we are also working on the adaptation of our
technique to the update of a digital model of a structure/edifice
according to information retrieved from 2D images. This is
interesting when the digital model is obsolete, i.e. when the real
structure/edifice has partially evolved since the acquisition.
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