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Abstract
We propose a novel framework to investigate lead-lag relationships between two financial assets. Our frame-
work bridges a gap between continuous-time modeling based on Brownian motion and the existing wavelet
methods for lead-lag analysis based on discrete-time models and enables us to analyze the multi-scale structure
of lead-lag effects. We also present a statistical methodology for the scale-by-scale analysis of lead-lag effects in
the proposed framework and develop an asymptotic theory applicable to a situation including stochastic volatili-
ties and irregular sampling. Finally, we report several numerical experiments to demonstrate how our framework
works in practice.
Keywords: Brownian motion; High-frequency data; Lead-lag effect; Multiscale modeling; Wavelet.
1 Introduction
A lead-lag effect is a phenomenon where one asset (called a “leader”) is correlated with another asset (called
a “lagger”) at later times. Investigation of such a phenomenon has a long history in the economics literature; it is
measured at various time scales mostly dailies or longer than daily, but relatively less for intra-daily data. It is not
surprising that different lead-lag effects can be observed at different time scales in the financial markets, for there
are a variety of participants in financial markets: They have different views for the economy and markets, different
risk attitudes, with different sources of money and information, which makes them have different investment/trading
horizons (cf. Mu¨ller et al. [35]).
The aim of this paper is to capture such multi-scale structures of lead-lag effects inherent in high-frequency
financial data. The wavelet analysis provides a canonical framework to accomplish this purpose. The application
of the wavelet analysis in finance has recently been expanded in various ways. We refer to the book Genc¸ay
et al. [20] for an introduction of such applications. The application of the wavelet analysis to exploring lead-lag
relationships in the financial markets has also been investigated by many researchers in most cases with middle or
low-frequency data; see [7, 11, 17, 18, 38] as well as Chapter 7 of [20] for example. In the meantime, there are few
articles applying it to the investigation of lead-lag effects in the high-frequency domain. One of such exceptions
is the paper by Hafner [24], which explores the lead-lag relation between the returns, durations and volumes of
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high-frequency transaction data of the IBM stock.
To our knowledge, all the existing studies on the wavelet analysis of lead-lag effects have their theoretical
basis on discrete-time process modeling, which is mainly pioneered in Whitcher et al. [48, 49] and Serroukh &
Walden [42, 43]. This is presumably because few results are available for statistical modeling of lead-lag effects in
discretely observed continuous-time processes, even without taking their multi-scale structure into account. In the
meantime, the modern, continuous-time finance theory is based on semimartingale processes, especially driven by
Brownian motions (cf. Duffie [16]). Besides, it has been getting recognized that modeling high-frequency financial
data as discrete observations of continuous-time processes is powerful for the statistical analysis (cf. Aı¨t-Sahalia &
Jacod [1]). From these perspectives it is desirable to develop a class of multivariate models to incorporate lead-lag
relationships between coordinates for Brownian motion driven models, which is the primary goal of this study. We
shall remark that some authors have recently developed statistical modeling of lead-lag effects in the continuous-
time framework. Hoffmann et al. [27] have introduced a simple model to describe lead-lag effects between two
continuous Itoˆ semimartingales and developed a statistical estimation method for the lead-lag effects from (possibly
asynchronous) discrete observation data. A similar model is studied in Robert & Rosenbaum [39] with a different
methodology. Empirical applications of Hoffmann et al. [27]’s methodology are found in [2, 6, 8, 28]. Apart from
Brownian motion driven models, the Hawkes processes may be a credible candidate to describe lead-lag effects in
the continuous-time framework; see Bacry et al. [3] and Da Fonseca & Zaatour [10] for example. However, none of
them takes account of potential multi-scale structure of lead-lag effects. This paper attempts to fill in this missing
part.
Based on the proposed continuous-time model, we also aim at developing a statistical theory for the scale-by-
scale analysis of lead-lag effects from discrete observation data. Our paper is virtually the first attempt to bridge the
gap between the two distinct areas of research, namely wavelet analysis and continuous-time stochastic processes,
in the context of lead-lag analysis1. To complement the theoretical results, we apply the proposed method to
both simulated and empirical data and show its effectiveness in practical applications. In particular, our empirical
application reveals that there is a striking multi-scale structure in the lead-lag relation between the S&P500 index
and the futures, which is indeed in line with the so-called heterogeneous market hypothesis (cf. [35]).
The paper is organized as follows. Section 2 presents two frameworks for scale-by-scale modeling of lead-
lag effects between two Brownian motions. Section 3 develops an asymptotic theory for the second framework
presented in Section 2. We illustrate a numerical performance of the proposed approach on simulated data in
Sections 4 and on real data in Section 5, respectively. Most of the proofs are given in Section 7.
Notation
For every p ∈ [1,∞], Lp(R) denotes the Lp-space of all complex-valued Lebesgue measurable functions on
R. For any function f ∈ L1(R), we denote by Ff and F−1f its Fourier transform and inverse Fourier transform,
respectively. Specifically, they are defined by the following formulae:
(Ff)(λ) =
∫ ∞
−∞
f(t)e−
√−1λtdt, (F−1f)(t) = 1
2pi
∫ ∞
−∞
f(λ)e
√−1λtdλ.
1We note that there are a number of articles dealing with wavelet analysis and stochastic processes in other fields; see e.g. Chapter 9 of
[47] and references therein (see also Hoffmann et al. [26] and references therein for studies in the context of high-frequency financial data).
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The above definition can also be applied to a function f ∈ L2(R) by understanding the convergences of the
integrals in L2(R). The Fourier inversion formula then reads as f = F−1(Ff) in L2(R) for all f ∈ L2(R). Also,
the Parseval identity and the convolution theorem read as∫ ∞
−∞
(Ff)(λ)(Fg)(λ)dλ = 2pi
∫ ∞
−∞
f(t)g(t)dt
and
F(f ∗ g) = (Ff) · (Fg) in L2(R)
for all f, g ∈ L2(R).
For a positive integer d, Ed denotes the identity matrix of size d. For a matrix A, we denote byA
⊤ the transpose
of A. Also, ‖A‖F denotes the Frobenius norm of A, i.e. ‖A‖F := tr(A⊤A).
The notation→p stands for convergence in probability.
2 Modeling scale-by-scale lead-lag effects in the continuous-time framework
In this section we propose two frameworks to introduce multiple lead-lag relationships between two Brownian
motions B1t and B
2
t on a scale-by-scale basis. We also present sensible cross-covariance estimators constructed
from discrete observations of the processes B1t and B
2
t on a fixed interval, which can be used for identifying
lead-lag effects scale-by-scale. Specifically, we assume that Bt = (B
1
t , B
2
t ) is observed at the time points iτJ for
i = 0, 1, . . . , n. Here, the unit time τJ corresponds to the finest observable resolution, while n is the number of the
unit times contained in the sampling period. So, the interval [0, nτJ ] corresponds to the sampling period. We take
τJ = 2
−J−1 to make the interpretation of wavelet analysis easier.
We denote by (Ω,F , P ) the probability space where B is defined.
2.1 Le´vy-Ciesielski’s construction revisited
We first revisit the classical Le´vy-Ciesielski construction of Brownian motion (see [23] for a review on this
topic). For each ν = 1, 2, let ξν0 be a standard normal variable. Also, let (ξ
ν
jk)
∞
j,k=0 be i.i.d. standard normal
variables independent of ξν0 . Then we define the process B
ν = (Bνt )t∈[0,1] by
Bνt = ξ
ν
0 t+
∞∑
j=0
2j−1∑
k=0
ξνjk
∫ t
0
ψjk(s)ds, ν = 1, 2, (1)
where ψjk’s are the Haar functions defined by ψjk(s) = 2
j/2ψ(2js− k), where
ψ(s) =

1 0 ≤ s < 12 ,
−1 12 ≤ s < 1,
0 otherwise.
It is well-known that the infinite sum in the right side of (1) has the limit in C[0, 1] a.s. as the function of t ∈ [0, 1],
and the limit process Bν is a standard Brownian motion. The convergence is also valid in L2(P ) for any t ∈ [0, 1].
Decomposition (1) naturally suggests that we could think that the process
Bν(j)t =
2j−1∑
k=0
ξνjk
∫ t
0
ψjk(s)ds, ν = 1, 2; j = 0, 1, 2, . . . ,
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as a “Brownian component at the level j”. Here, the level j has the unit resolution τj = 2
−j−1. This suggests
that we could assess the lead-lag effect at the resolution τj by measuring that between B
1(j) and B2(j) in some
sense. A standard way to measure the lead-lag effect between two processes is assessing the cross-covariance
function of their returns, provided that they are jointly stationary. However, this approach cannot be applied to the
processes B1(j) and B2(j) directly because they are not of stationary increments. Instead, we propose assessing
the cross-covariance function between (ξ1jk)
∞
k=0 and (ξ
2
jk)
∞
k=0, provided that they are jointly (weakly) stationary.
Specifically, the objectives are given by
ρ0j(2 · lτj) = Cov
(
ξ1jk, ξ
2
jk+l
)
, l = 0,±1,±2, . . . . (2)
Here, we write the cross-covariance between ξ1jk and ξ
2
jk+l with respect to the lag 2 · lτj instead of l alone to
emphasize that their physical time difference is 2 · lτj .
Since we can reproduce ξνjk’s for j ≤ J via the identity
ξνjk =
∫ 1
0
ψjk(s)dB
ν
s = 2
j
2
(
2Bν(2k+1)τj −Bν(2k+2)τj −Bν2kτj
)
,
we can naturally use the following estimator for ρj(2 · lτj):
ρ̂0j (2 · lτj) =
1
M − l
M−1−l∑
k=0
(∫ 1
0
ψjk(s)dB
1
s
)(∫ 1
0
ψjk+l(s)dB
2
s
)
,
where M = ⌊n/2J−j+1⌋. This class of estimators has an advantage in terms of computation, for the variables∫ 1
0 ψjk(s)dB
ν
s are known as the discrete wavelet transform (DWT) of (B
ν
(k+1)τJ
−BνkτJ )n−1k=0 (ignoring the boundary
variables) and fast computation algorithms for them are known (“pyramid algorithm”, cf. Section 7.3.1 of Mallat
[34]). On the other hand, the main disadvantage of this approach is that we can define the cross-covariance function
only at lags of the form 2j · lτJ for l ∈ Z and j ≤ J , which is an undesirable restriction on lead-lag analyses. In
particular, time-lags that are odd multiples of τJ shall not be allowed in this approach, which appears an artificial
model assumption. In the next subsection we propose another framework to deal with this issue.
2.2 Le´vy-Ciesielski’s construction based on dyadic wavelet transform
The major drawback of the first approach is that we cannot define the cross-covariance at every discrete grid
point generated for the finest observation resolution τJ . To overcome this issue, we introduce an alternative decom-
position to (1). For this purpose we reinterpret the Le´vy-Ciesielski construction of Brownian motion as follows.
Since φ := 1[0,1) and ψjk (j = 0, 1, . . . , k = 0, 1, . . . , 2
j − 1) constitute an orthonormal basis of L2[0, 1], we have
the following expansion for any f ∈ L2[0, 1]:
f = 〈f, φ〉φ+
∞∑
j=0
2j−1∑
k=0
〈f, ψjk〉ψjk in L2[0, 1], (3)
where 〈·, ·〉 denotes the inner product of L2[0, 1]. This implies that
∫ 1
0
f(s)dBνs = 〈f, φ〉Bν1 +
∞∑
j=0
2j−1∑
k=0
〈f, ψjk〉
∫ 1
0
ψjk(s)dB
ν
s (4)
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for ν = 1, 2. Substituting f = 1(0,t] in the above equation, we recover the Le´vy-Ciesielski construction (1) with
ξν0 = B
ν
1 and ξ
ν
jk =
∫ 1
0 ψjk(s)dB
ν
s . This suggests that we could obtain a decomposition of Brownian motion
analogous to the Le´vy-Ciesielski construction once we have a “canonical” decomposition for any f ∈ L2[0, 1]
such as (3). Motivated by this idea, we consider alternative wavelet decomposition for functions which is suitable
for the current purpose.
We begin by recalling that decomposition (3) can be regarded as a discretization of Caldero´n’s reproducing
identity for f ∈ L2(R) (cf. Sections 3.1–3.2 of [47]):
f(t) =
1
Cψ
∫ ∞
0
[∫ ∞
−∞
(Waf)(b)ψ
(
t− b
a
)
db
]
1
a2
da in L2(R), (5)
where ∗ denotes convolution and we set
Cψ =
∫ ∞
0
|(Fψ)(λ)|2
λ
dλ
as well as we define the functionWaf : R→ R, which is called the continuous wavelet transform of f , by
Waf(b) = a
− 1
2
∫ ∞
−∞
f(t)ψ
(
t− b
a
)
dt, b ∈ R.
In fact, decomposition (3) is obtained by discretizing formula (5) in both the scale parameter a and the shift
parameter b. Now, what is unsuitable for us in (4) is that we can only consider discretized time shifts of the forms
2 · lτj (l ∈ Z). A natural solution of this issue is to only discretize the scale parameter a. This leads to the following
expansion for f ∈ L2(R):
f = (f ∗ φ) ∗ φ+
∞∑
j=0
2j(f ∗ ψj) ∗ ψj in L2(R). (6)
Here, for any function g on R we define the functions g and gj (j ∈ Z) on R by setting g(t) = g(−t) and
gj(t) = 2
j/2g(2jt) for t ∈ R. Note that f ∗ ψj = W2−jf . Decomposition (6) is indeed valid for any f ∈ L2(R)
by Theorem 5.11 from [34], for we can deduce
|(Fφ)(λ)|2 +
∞∑
j=−∞
2j |(Fψj)(λ)|2 = 1
from the proof of Theorem 5.13 from [34]. The corresponding Le´vy-Ciesielski type construction is given as
follows:
Proposition 1. Let B = (Bt)t∈R be a two-sided Brownian motion. Suppose that real-valued functions φ˜, ψ˜ ∈
L2(R) satisfy
|(F φ˜)(λ)|2 +
∞∑
j=0
2j |(Fψ˜j)(λ)|2 = 1 (7)
for any λ ∈ R. Then we have
Bt =
∫ t
0
ξ˜ ∗ φ˜(s)ds +
∞∑
j=0
2j
∫ t
0
ξ˜j ∗ ψ˜j(s)ds in L2(P ) (8)
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for any t ∈ R, where
ξ˜(u) =
∫ ∞
−∞
φ˜(s − u)dBs, ξ˜j(u) =
∫ ∞
−∞
ψ˜j(s − u)dBs
and the integrals
∫ t
0 ξ˜ ∗ φ˜(s)ds and
∫ t
0 ξ˜j ∗ ψ˜j(s)ds are interpreted as∫ t
0
ξ˜ ∗ φ˜(s)ds := lim
A→∞
∫ t
0
{∫ A
−A
ξ˜(u)φ˜(s− u)du
}
ds,∫ t
0
ξ˜j ∗ ψ˜j(s)ds := lim
A→∞
∫ t
0
{∫ A
−A
ξ˜j(u)ψ˜j(s− u)du
}
ds,
where the limits are taken in L2(P ).
A proof is given in Section 7.1. This decomposition suggests that we might think that the process ξ˜j(·) as an
alternative “Brownian component at the level j”. However, unlike the original Le´vy-Ciesielski construction, we
do not generally have the independence of Brownian components across different levels, i.e. the processes ξ˜j(·)
and ξ˜j′(·) are not independent for j 6= j′, especially when we adopt the Haar wavelets as φ˜ = φ and ψ˜ = ψ.
The lack of such independence makes it challenging to model/interpret lead-lag effects at different levels. We can
avoid this issue by alternatively adopting band-limited wavelets (i.e. wavelets having compactly supported Fourier
transforms). Specifically, we take the Littlewood-Paley wavelets as follows:2
φ˜(s) = φLP (s) :=
sin(pis)
pis
, ψ˜(s) = ψLP (s) := 2φLP (2s)− φLP (s).
We may regard the Littlewood-Paley wavelets as the “representative” band-limited wavelets because any band-
limited function can be recovered from its discrete samples with interpolation based on the Littlewood-Paley scaling
function φLP , according to the Shannon-Whittaker sampling theorem (cf. Theorem 3.2 of [34]). Now, since we
have
(FφLP )(λ) = 1[−pi,pi](λ), (FψLP )(λ) = 1[−2pi,−pi)∪(pi,2pi](λ),
condition (7) is satisfied. Moreover, for any j, j′ ≥ 0 and any u, v ∈ R, the Parseval identity yields
E
[
ξ˜j(u)ξ˜j′(v)
]
=
∫ ∞
−∞
ψLPj (s − u)ψLPj′ (s− v)ds =
1
2
j+j′
2
+1pi
∫
Λj∩Λj′
e
√−1(u−v)λdλ, (9)
where Λj = [−2j+1pi,−2jpi) ∪ (2jpi, 2j+1pi] for j ∈ Z. Since Λj ∩ Λj′ = ∅ if j 6= j′, we have the independence
of Brownian components across different levels because they are Gaussian.
Now, analogously to the first approach, we measure the lead-lag effect at the level j by assessing the cross-
covariance function between the processes ξ˜1j (·) and ξ˜2j (·). Here, we note that ξ˜1j and ξ˜2j are jointly station-
ary if the process Bt = (B
1
t , B
2
t ) is of stationary increments, i.e. E
[(
B1t1+h −B1s1+h
) (
B2t2+h −B2s2+h
)]
=
E
[(
B1t1 −B1s1
) (
B2t2 −B2s2
)]
for any t1, t2, s1, s2, h ∈ R. As shown in the next subsection, the latter assumption
is not restrictive. Consequently, we propose assessing the cross-covariance function:
ρj(θ) = Cov
[
ξ˜1j (u), ξ˜
2
j (u+ θ)
]
, θ ∈ R,
provided that ξ˜1j and ξ˜
2
j are jointly (weakly) stationary.
2See page 115 of Daubechies [12].
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Remark 1. The “coefficients” (f∗ψj)∞j=0 in decomposition (6) are called the (translation-invariant) dyadic wavelet
transform of f in the wavelet literature (cf. Section 5.2 of [34]). In conjunction with this terminology, the processes
in (7) might be called the dyadic wavelet transform of dBν . Applications of dyadic wavelet transform based
decomposition (6) are found in pattern recognition and denoising with translation-invariant thresholding estimators;
see Chapter 6 and Section 11.3.1 of [34].
2.3 Model specification via cross-spectrum
For ease of interpretation, it is desirable that |ρj(θ)| has the unique maximum at some θj ∈ R for each j. So
we presuppose such a situation and introduce the following specification into our model. We first note that (9)
implies that ξ˜νj has the spectral density 2
−j1Λj , hence its spectrum is concentrated on Λj . We also remark that if
Wt = (W
1
t ,W
2
t ) (t ∈ R) is a bivariate two-sided Brownian motion with correlation parameter R, then for any
θ ∈ R the process (W 1t ,W 2t−θ) (t ∈ R) is of stationary increments and has the cross-spectral density Re−
√−1θλ,
λ ∈ R. Motivated by these facts, let us suppose that the bivariate process Bt = (B1t , B2t ) is of stationary increments
and its cross-spectral density is of the form Rje
−√−1θjλ with Rj ∈ [−1, 1] and θj ∈ R for λ ∈ Λj , j = 0, 1, . . . .
Namely, the function f : R→ C, which is defined by
f(λ) =
∞∑
j=0
Rje
−√−1θjλ1Λj (λ), λ ∈ R,
satisfies
E
[(∫ ∞
−∞
u(s)dB1s
)(∫ ∞
−∞
v(s)dB2s
)]
=
1
2pi
∫ ∞
−∞
(Fu)(λ)(Fv)(λ)f(λ)dλ (10)
for any u, v ∈ L2(R). Therefore, noting that
(F−11Λ0)(s) = ψLP (s) (11)
for s ∈ R, in this situation we have for each j
ρj(θ) =
Rj
2j+1pi
∫
Λj
e
√−1(θ−θj)λdλ = RjψLP (2j(θ − θj)) = Rj sin[2
jpi(θ − θj)]
2jpi(θ − θj) (2 cos[2
jpi(θ − θj)]− 1)
by the Fourier inversion formula, hence |ρj(θ)| has the unique maximum |Rj | at θ = θj as long as Rj 6= 0.
Now the question of matter is whether we can construct a bivariate process Bt = (B
1
t , B
2
t ) having the pre-
described properties such that both B1 and B2 are respectively one-dimensional standard Brownian motions. The
following proposition gives an affirmative answer:
Proposition 2. Suppose that a measurable function f : R→ C satisfies
‖f‖∞ ≤ 1 (12)
and
f(λ) = f(−λ) for almost all λ ∈ R. (13)
Then there is a bivariate Gaussian process Bt = (B
1
t , B
2
t ) (t ∈ R) with stationary increments such that
(i) both B1 and B2 are two-sided Brownian motions,
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(ii) f is the cross-spectral density of B, i.e. f satisfies (10) for any u, v ∈ L2(R).
Conversely, if a bivariate process Bt = (B
1
t , B
2
t ) (t ∈ R) with stationary increments satisfies condition (i),
there is a measurable function f : R→ C satisfying (12)–(13) and condition (ii).
We prove this result in Section 7.2.
In the next section we will consider an asymptotic theory when the unit length τJ shrinks to zero, or equiva-
lently, when J tends to infinity, which is a standard approach for theoretical analyses of statistics for high-frequency
data (cf. Aı¨t-Sahalia & Jacod [1]). In such a situation it is convenient to relabel indices of the parameters Rj and θj
so that the finest resolution τJ corresponds to the level j = 1. That is, Rj and θj are renamed RJ−j+1 and θJ−j+1
respectively. This suggests that we should model the cross-spectral density of Bt = (B
1
t , B
2
t ) as
fJ(λ) =
J∑
j=0
RJ−j+1e−
√−1θJ−j+1λ1Λj (λ) =
J+1∑
j=1
Rje
−√−1θjλ1ΛJ−j+1(λ). (14)
Here, we omit all the components finer than τJ from the model because they are not identifiable.
Remark 2. It is well-known that in frictionless markets the no arbitrage assumption forces price processes to follow
a semimartingale. As a consequence, the lead-lag model considered in this paper necessarily allows an arbitrage
opportunity unless there is indeed no lead-lag relationship. However, this is not the case if we take account of
some market friction such as the discreteness of transaction times or transaction costs. In fact, in [25] it has been
shown that the market with a constant risk-free asset and two risky assets whose log-price processes are respectively
given by B1 and B2 defined in the above is free of arbitrage if we impose a minimal waiting time on subsequent
transactions or take proportional transaction costs into consideration (see Section 3.2 of [25]).
2.4 Construction of estimators
If continuous-time observation data of the process Bt on the whole real line were available, we could reproduce
ξ˜νJ−j+1(s)’s via
ξ˜νJ−j+1(s) =
∫ ∞
−∞
ψLPJ−j+1(s− u)dBνu, j = 1, . . . , J + 1
for ν = 1, 2 and construct estimators for ρJ−j+1(θ) as in Section 2.1. Since we only have discrete observation
data of Bt on [0, nτJ ], one natural way is to approximate the above integral by discretization. This is however
problematic because discretization of ψLP is unstable due to oscillation and ψLP is not compactly supported.
For these reasons we adopt another approach that uses Daubechies’ compactly supported wavelets. Daubechies’
wavelets generate finite-length filters whose gain functions well approximate those of the Littlewood-Paley wavelets
(cf. Lai [32]).
Specifically, we denote by (hp)
L−1
p=0 Daubechies’ wavelet filter of length L. Its squared gain function HL(λ) =
|∑L−1p=0 hpe−√−1λp|2 is given by
HL(λ) = 2 sin
L(λ/2)
L/2−1∑
p=0
(
L/2− 1 + p
p
)
cos2p(λ/2)
(note that L is always an even integer). The associated scaling filter (gp)
L−1
p=0 is determined by the quadrature mirror
relationship:
gp = (−1)p+1hL−p−1, p = 0, 1, . . . , L− 1.
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Hence its squared gain function GL(λ) = |
∑L−1
p=0 gpe
−√−1λp|2 satisfies GL(λ) = HL(λ− pi). See Section 4.8 of
[36] for more details.
Remark 3. We follow Percival & Walden [36] and Genc¸ay et al. [20] in using the notation that (hp) denotes the
wavelet filter and (gp) denotes the scaling filter. Note that, especially in the area of signal processing, many authors
adopt the reverse usage: (hp) denotes the scaling filter and (gp) denotes the wavelet filter. See [12, 34, 47] for
instance. We also remark that the squared gain function of Daubechies’ wavelet filter of length L is often defined
as HL(λ)/2 rather than HL(λ) in the literature. We adopt the present definition to obtain the identity (16).
Using the filters (gp)
L−1
p=0 and (hp)
L−1
p=0 as respectively low-pass and high-pass filters, we can construct scale-by-
scale band-pass filters. We denote by (hj,p)
Lj−1
p=0 the level j wavelet filters associated with the filters (gp)
L−1
p=0 and
(hp)
L−1
p=0 for every j, where Lj = (2
j − 1)(L − 1) + 1. See Section 4.6 of [36] for the precise definition. For our
analysis the form of its squared gain function Hj,L(λ) = |
∑Lj−1
p=0 hj,pe
−√−1λp|2 is important, which is given by
Hj,L(λ) = HL(2
j−1λ)
j−2∏
i=0
GL(2
iλ), λ ∈ R. (15)
We also remark that the filter (hj,p)
Lj−1
p=0 has unit energy
Lj−1∑
p=0
h2j,p = 1. (16)
Now we approximate ξ˜νJ−j+1(·) by
Wνjk =
Lj−1∑
p=0
hj,p
(
Bν(k+1−p)τJ −Bν(k−p)τJ
)
, k = Lj − 1, . . . , n − 1 (17)
for each ν = 1, 2. We remark that the transformation of (Bν(k+1)τJ − BνkτJ )
n−1
k=0 in (17) is the so-called maximal
overlap discrete wavelet transform (MODWT) up to multiplication of constants, and that the resulting Wνjk’s are
the corresponding wavelet coefficients. See Section 5 of [36] and Section 4.5 of [20] for details. Then we define
the cross-covariance estimators at the level j by
ρ̂J−j+1(lτJ) =

τ−1
J
n−l−Lj+1
∑n−l−1
k=Lj−1W1jkW2jk+l if l ≥ 0
τ−1
J
n+l−Lj+1
∑n+l−1
k=Lj−1W1jk−lW2jk otherwise.
(18)
In the next section we will show that these are asymptotically sensible cross-covariance estimators while both J
and L tend to infinity with appropriate rates.
Remark 4. The above estimators are formally the same as the wavelet cross-covariance estimators used in discrete-
time modeling framework up to multiplication of constants (cf. Section 7.4 of [20]). Therefore, the results presented
in the next section ensure the validity of using such estimators in the continuous-time modeling framework proposed
in this paper.
3 Asymptotic theory
This section presents an asymptotic theory for the estimators constructed in the previous section. We also
generalize the setting therein. First we assume that nτJ → T as J → ∞ for some T ∈ (0,∞). This means that
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we observe data on a fixed interval (e.g. one day). Next, Bt = (B
1
t , B
2
t ) (t ∈ R) denotes a bivariate Gaussian
process with stationary increments such that both B1 and B2 are respectively one-dimensional two-sided standard
Brownian motions and its cross-spectral density is given by (14). We denote by (Ω,F , P ) the probability space
where the process B is defined. Now, we assume that for each ν = 1, 2 we have a filtration (Fνt )t≥0 such that the
process (Bνt )t≥0 is an (Fνt )-Brownian motion. Then, the ν-th log-price process Xν = (Xνt )t≥0 is given by
Xνt = X
ν
0 +
∫ t
0
σνt dB
ν
t , t ≥ 0, (19)
where σνt is an (Fνt )-adapted ca`dla`g process (hence the above stochastic integral is well-defined in the usual sense).
We assume that the processesX1 andX2 are observed at time stamps of the form kτJ for some k = 0, 1, . . . , n.
Unlike the previous section, we allow observation data at some time points to be missing. For each ν = 1, 2 we
denote by δν,k the indicator variable which is unity when X
ν is not observed at the time kτJ and zero otherwise.
So the observation data for Xν are given by {XνkτJ : δν,k = 0, k = 0, 1, . . . , n}. For simplicity we assume that the
initial value Xν0 is observed, i.e. δν,0 ≡ 0. To construct our estimators we create (pseudo) complete observation
data at all the points kτJ ’s by use of the previous-tick interpolation scheme. Then we construct our estimators
based on this observation data as in the previous section. To derive the mathematical expression of the estimators
constructed so, it is convenient to introduce Lo & MacKinlay [33]’s notation. For each ν = 1, 2, setting
χν,k(0) = 1− δν,k+1, χν,k(α) = (1− δν,k+1)
α∏
l=1
δν,k+1−l, α = 1, . . . , k
for k = 0, 1, . . . , n − 1, we can write the pseudo observed returns for Xν based on the interpolated data as
∆okX
ν =
k∑
α=0
χν,k(α)∆k−αXν , k = 0, 1, . . . , n− 1,
where ∆kX
ν = Xν(k+1)τJ − XνkτJ . Therefore, we have Wνjk =
∑Lj−1
p=0 hj,p∆
o
k−pX
ν for j = 0, 1, . . . and k =
Lj − 1, . . . , n− 1. The estimator ρ̂J−j+1(lτJ) is then constructed by (18). Here, for the construction of asymptotic
results in a general form we additionally consider a functional version of ρ̂J−j+1(lτJ). We define the process
(ρ̂J−j+1(lτJ)t)t≥0 by
ρ̂J−j+1(lτJ)t =

τ−1
J
n−l−Lj+1
∑⌊τ−1
J
t⌋−l
k=Lj−1 W1jkW2jk+l if l ≥ 0,
τ−1
J
n+l−Lj+1
∑⌊τ−1
J
t⌋+l
k=Lj−1 W1jk−lW2jk otherwise
for t ≥ 0.3 Since we have ρ̂J−j+1(lτJ) = ρ̂J−j+1(lτJ)(n−1)τJ , it is enough to investigate the asymptotic properties
of (ρ̂J−j+1(lτj)t)t≥0.
Regarding the mechanism of missing observations, we focus on the following simple situation as in [33] (known
as missing completely at random):
(i) The observation for Xν can be missing at each iτJ with probability piν for ν = 1, 2,
(ii) missing observations occur independently.
3We set
∑q
k=p
≡ 0 if p > q by convention.
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Under this situation, for each ν = 1, 2 (δν,k)
∞
k=1 is a sequence of i.i.d. Bernoulli variables with provabilities piν and
1− piν of taking values 1 and 0. Also, (δ1,k)∞k=1 and (δ2,k)∞k=1 are mutually independent.
To avoid boundary issues, we assume that the true lag parameters θj ∈ (−δ, δ) for all j with some constant
δ ∈ (0, T ), and evaluate the cross-covariance function on the finite grid GJ = {lτJ : l ∈ Z, |lτJ | < δ}.
For processes (Y Jt )t≥0 (J = 1, 2, . . . ) and a process (Yt)t≥0, we write Y Jt
ucp−−→ Yt to express sup0≤s≤t |Y Js −
Ys| →p 0 as J →∞ for any t > 0.
Theorem 1. Let j ∈ N be fixed. Suppose that L = L(J) depends on J so that L→∞ and L2τJ → 0 as J →∞.
Let (ϑJ) be a sequence of real numbers such that ϑJ ∈ GJ for every J .
(a) If L−
1
2 τ−1J (ϑJ − θj)→∞ as J →∞, then ρ̂J−j+1(ϑJ)t
ucp−−→ 0 as J →∞.
(b) If τ−1J (ϑJ−θj)→ b as J →∞ for some b ∈ R, then ρ̂J−j+1(ϑJ)t
ucp−−→ 2jΣt(θj)Rj
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ
as J →∞, where
D(λ) =
1
2pi
∣∣∣∣∣e−
√−1λ − 1
λ
∣∣∣∣∣
2
, Π(λ) =
(1− pi1)(1− pi2)
(1− pi1e
√−1λ)(1 − pi2e−
√−1λ)
and
Σt(θ) =
{
1
T−θ
∫ (t−θ)+
0 σ
1
sσ
2
s+θds if θ ≥ 0,
1
T+θ
∫ (t+θ)+
0 σ
1
s−θσ
2
sds otherwise.
The proof of Theorem 1 is given in Section 7.3.
Remark 5. The first part of Theorem 1 claims that our cross-covariance estimator ρ̂J−j+1(θ) is close to zero if θ
is sufficiently far from the true lag parameter θj . The second part of the theorem claims that our cross-covariance
estimator ρ̂J−j+1(θ) tends to the quantity Rj multiplied by some (random) constant. This constant consists of
four sources: Σt(θj) comes from the presence of volatility. D(λ) represents a discretization error caused by dX
ν
being replaced by ∆kX
ν’s. Π(λ) is caused by previous-tick interpolation. e
√−1bλ comes from the bias due to the
discrepancy between θ and θj .
Remark 6. In Theorem 1, L can go to∞ arbitrarily slowly because we are concerned only with the law of large
numbers for the processes (ρ̂J−j+1(ϑJ)t)t≥0. However, the divergence rate of L affects the convergence rate of
(ρ̂J−j+1(ϑJ)t)t≥0 through the convergence rate of HL(λ) and the divergence rate of H ′L(λ) as L→∞, and a too
small value of L would cause a slower convergence rate.
Theorem 1 suggests that we could estimate the lag parameter θj by maximizing |ρ̂J−j+1(θ)| over the finite grid
GJ as in Hoffmann et al. [27]. Consequently, we choose the random variable θ̂j ∈ GJ such that∣∣∣ρ̂J−j+1(θ̂j)∣∣∣ = max
θ∈GJ
|ρ̂J−j+1(θ)|
as an estimator for θj .
Theorem 2. Let j ∈ N be fixed. Suppose that L = L(J) depends on J so that L→∞ and L2τκJ → 0 as J →∞
for some κ ∈ (0, 1). Suppose also that both σ1 and σ2 almost surely have γ-Ho¨lder continuous paths for some
γ > 0. Then, if a sequence vJ of positive numbers satisfies L
− 1
2 τ−1J vJ →∞ as J →∞, then v−1J (θ̂j − θj)→p 0
as J → ∞, provided that Rj 6= 0 and ΣT (θj) 6= 0 a.s. In particular, we can take vJ ≡ 1 and thus we have
θ̂j →p θj as J →∞.
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We prove Theorem 2 in Section 7.4.
Remark 7. The Ho¨lder continuity assumption on the paths of the volatilities σ1 and σ2 is satisfied by a number
of stochastic volatility models. In fact, it is satisfied if σν is a continuous Itoˆ semimartingale (with respect to the
filtration (Fνt )) for every ν = 1, 2. It is worth mentioning that the assumption is also satisfied by the so-called rough
fractional stochastic volatility models introduced in Gatheral et al. [19] which have pointed out the practicality of
such models.
Remark 8. Theorem 2 is a counterpart of Theorem 1 from Hoffmann et al. [27] in our framework. Our results are
applicable for separating multiple lead-lag effects on a scale-by-scale basis. On the other hand, the convergence
rate is slower than the estimator of Hoffmann et al. [27] by the factor
√
L, which might be regarded as a cost to
separate multiple lead-lag effects.
Remark 9. In fact, to prove the stated results, we use only the following two properties of Daubechies’ filter:
1. The squared gain function of the filter “well approximates” 2 · 1[−pi,pi
2
)∪(pi
2
,pi].
2. The derivative of the squared gain function “moderately” diverges (note that it must diverge because of the
first property).
Therefore, we conjecture that it would be possible to work with other filters once we precisely formulate the
meaning of “well approximates” and “moderately” in the above properties. We leave this task to future work.
4 Simulation study
In this section we implement a Monte Carlo experiment to evaluate finite sample performance of our scale-by-
scale lead-lag parameter estimators θ̂j’s defined in the previous section. We set J = 13 and n = 15, 000. As the
search grid GJ , we use GJ = {lτJ : l ∈ Z, |l| ≤ 60}.
We simulate model (19) with constant volatilities σν ≡ 1 for ν = 1, 2. The parameters for the spectral density
(14) are chosen as in Table 1. To simulate the process B at the time points kτJ , k = 0, 1, . . . , n, it is enough
to generate bivariate variables ∆kB, k = 0, 1, . . . , n. Since they are stationary and Gaussian, we can use the
multivariate version of the circulant embedding method from [9] once we compute the cross-covariance function
E[∆kB
1∆k+lB
2], l ∈ Z. It can be computed by using (11) and the Fourier inversion formula as
E
[
∆kB
1∆k+lB
2
]
=
J∑
j=0
RJ−j+1
∫ τJ
0
∫ τJ
0
ψLP (2j(u− v + lτJ − θJ−j+1))dudv, l ∈ R,
hence we approximate it by
τ2J
J∑
j=0
RJ−j+1ψLP (2j(lτJ − θJ−j+1)).
Table 1: Parameters for the spectral density (14)
j 1 2 3 4 5 6 7 8 9–14
Rj 0.3 0.5 0.7 0.5 0.5 0.5 0.5 0.5 0
θj/τJ −1 −1 −2 −2 −3 −5 −7 −10 0
12
Regarding the parameters pi1 and pi2 which controls the probabilities of missing observations, we consider two
situations where pi1 = pi2 = 0 and pi1 = pi2 = 0.5. In the first situation no missing observation occurs, so the
observation times are equidistant and synchronous. In the meantime, in the second situation the observation times
are non-equidistant and asynchronous.
As the wavelet filter (hp)
L−1
p=0 to construct our estimator, we examine the following three choices of Daubechies’
wavelets:
Haar Haar wavelets (L = 2),
LA(8) Least asymmetric wavelet with length L = 8,
LA(20) Least asymmetric wavelet with length L = 20.
See Chapter 8 of [12] for details on the least asymmetric wavelets. For comparison, we also compute the estimator
of Hoffmann et al. [27] (denoted by HRY).
We run 1,000 Monte Carlo iterations for each experiment. We report the sample median and median absolute
deviation (MAD) of the estimates for each experiment in Tables 2. As the table reveals, at the finest resolution levels
j = 1, 2 all the estimates are very precise, while at coarser resolution levels j ≥ 3 the LA(8) and LA(20) based
estimators tend to perform better than the Haar based estimators. This is not surprising because the consistency of
our estimator is ensured in the asymptotics as L tends to infinity. The LA(20) based estimator shows an excellent
performance at moderate resolution levels j ≤ 6 even in the presence of missing observations. At the coarsest
resolution levels j = 7, 8, the precisions of all the estimators fall. This would be due to the following reason:
According to the proofs of Theorems 1–2, the convergence rate of our estimator θ̂j is proportional to the square
root of Lj = (2
j − 1)(L− 1) + 1, hence it becomes slower as j increases.
5 Empirical illustration
In this section we apply our new method to evaluating lead-lag effects on a scale-by-scale basis in real financial
data. Specifically, we analyze the lead-lag relationships between the log-prices of the S&P 500 index and the E-
mini S&P500 futures in April 2016, containing 21 trading days. We have obtained our data set from the Bloomberg
database. The price data of the S&P 500 index are recorded with the second-by-second basis from 9:30 am EDT to
16:00 EDT each trading day. We use the transaction data of the E-mini S&P500 futures recorded between 9:30 am
EDT and 16:00 EDT each trading day with the accuracy in the timestamp values being one second.
Before presenting the result, we remark that there are many researchers examining the lead-lag effect between
the S&P 500 index and index futures: See [14, 31, 44] for example. These studies have reported that the futures
lead the index.
We regard the log-price process of the S&P 500 index as X1 and the log-price process of the E-mini S&P 500
futures as X2. We set
GJ = {−300s,−299s, . . . ,−1s, 0s, 1s, . . . , 299s, 300s}
as the search grid. We use LA(20) (Daubechies’ least asymmetric wavelet filter with length 20) as the wavelet filter
(hp)
L−1
p=0 .
Table 3 reports the estimated values of θ̂j for j = 1, . . . , 8 on April 1, 2016. For comparison, we report the
results of Hoffmann et al. [27]’s estimator as well (referred to as HRY). We also depict the function ρ̂J−j+1(θ)
evaluated for θ ∈ {−30s,−29s, . . . ,−1s, 0s, 1s, . . . , 29s, 30s} in Figure 1. The table shows that all the estimated
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Table 2: Simulation results
j 1 2 3 4 5 6 7 8
True −1 −1 −2 −2 −3 −5 −7 −10
pi1 = pi2 = 1
HRY −1 (0)
Haar −1 −1 −1 −1 −1 −1 −2 −2
(0) (0) (0) (0) (0) (0) (0) (1)
LA(8) −1 −1 −2 −2 −3 −4 −6 −8
(0) (0) (0) (0) (0) (1) (3) (10)
LA(20) −1 −1 −2 −2 −3 −5 −6 −9
(0) (0) (0) (0) (0) (1) (4) (15)
pi1 = pi2 = 0.5
HRY −1 (0)
Haar −1 −1 −2 −2 −2 −2 −2 −2
(0) (0) (0) (0) (0) (0) (0) (0)
LA(8) −1 −1 −2 −2 −3 −4 −6 −8
(0) (0) (0) (0) (0) (1) (3) (10)
LA(20) −1 −1 −2 −2 −3 −5 −6 −9
(0) (0) (0) (0) (0) (1) (4) (15)
This table reports the median and the median absolute deviation
(in parentheses) of the estimates.
lags are negative, which indicates that X2 (futures) lead X1 (index). This is consistent with the preceding studies.
We also observe that the absolute value of θˆj increases as j increases. This phenomenon might be caused by
the difference between reaction speeds of market participants: In our model, the larger j, the coarser time scale
becomes. We reasonably expect that market participants at coarser time scales would react at lower frequencies, so
the absolute value of θj would be larger for larger j.
In Figure 2 we depict the time series of θ̂j’s evaluated every trading day
4. We find that the estimated values of
θ̂j’s are quite stable in this period, especially at finer resolutions j ≤ 6. This suggests that there might be a stable
multi-scale structure in lead-lag effects between the S&P 500 index and the E-mini S&P500 futures.
Table 3: Estimated values of θ̂j for April 1, 2016 (in seconds)
j 1 2 3 4 5 6 7 8 HRY
θ̂j −1 −1 −2 −2 −3 −5 −7 −10 −1
4We also computed Hoffmann et al. [27]’s estimator every trading day, which always estimated the lag −1 across all the days.
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Figure 1: The function ρ̂J−j+1(θ) for April 1, 2016
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τ
−1
J
n−Lj+1
√
(
∑n−1
k=Lj−1
(W1jk)2)(
∑n−1
k=Lj−1
(W2jk)2) for each j.
Figure 2: The time series of the estimates θˆj in April, 2016 (1 ≤ j ≤ 8)
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6 Summary
In this paper, we have proposed a new framework to model potential multi-scale structures of lead-lag rela-
tionships between financial assets. Our framework has accommodated traditional wavelet methods for analyzing
lead-lag relationships to continuous-time modeling by establishing an explicit connection between wavelet and the
Le´vy-Ciesielski construction of Brownian motion from a statistical viewpoint. We have also developed a statisti-
cal methodology to estimate lead-lag times on a scale-by-scale basis in the proposed framework. An associated
asymptotic theory has been shown in order to ensure the validity of our methodology. To complement the theory,
we have conducted a simulation study which demonstrates the finite sample performance of our asymptotic theory.
We have reported an empirical application as well to illustrate how the proposed framework performs in practice.
A drawback of the presented estimation method is that it requires us to interpolate data onto the grid with
the finest observable resolution. In some cases this is computationally challenging. For example, if the finest
observable resolution is one micro-second, then the method requires us to store one million observations per one
second. A solution to this issue is currently under investigation and will be presented in future work.
7 Proofs
7.1 Proof of Proposition 1
We first note that 1[0,t] ∗ g ∈ L2(R) for every g = φ˜, ψ˜0, ψ˜1, . . . by Young’s convolution theorem. Next, by
Theorem 5.11 from [34] we have 1[0,t] = (1[0,t] ∗ φ˜) ∗ φ˜+
∑∞
j=0 2
j(1[0,t] ∗ ψ˜j) ∗ ψ˜j in L2(R). Theorem 5.11 from
[34] also implies that (1[0,t] ∗ φ˜) ∗ φ˜, (1[0,t] ∗ ψ˜j) ∗ ψ˜j ∈ L2(R). Therefore, we obtain
Bt =
∫ ∞
−∞
(1[0,t] ∗ φ˜) ∗ φ˜(s)dBs +
∞∑
j=0
2j
∫ ∞
−∞
(1[0,t] ∗ ψ˜j) ∗ ψ˜j(s)dBs
in L2(P ) by the L2-continuity of Itoˆ integrals. Hence the proof is completed once we show that∫ ∞
−∞
(1[0,t] ∗ g) ∗ g(s)dBs = lim
A→∞
∫ t
0
{∫ A
−A
g(v − u)
(∫ ∞
−∞
g(s− u)dBs
)
du
}
dv in L2(P )
for g = φ˜, ψ˜0, ψ˜1, . . . . Since we have∫ ∞
−∞
(1[0,t] ∗ g) ∗ g(s)dBs = lim
A→∞
∫ ∞
−∞
{∫ A
−A
(1[0,t] ∗ g)(u)g(s − u)du
}
dBs in L
2(P ),
it suffices to show that∫ ∞
−∞
{∫ A
−A
(1[0,t] ∗ g)(u)g(s − u)du
}
dBs =
∫ t
0
{∫ A
−A
g(v − u)
(∫ ∞
−∞
g(s − u)dBs
)
du
}
dv a.s. (20)
for every A > 0. Since we have∫ ∞
−∞
{∫ A
−A
(1[0,t] ∗ g)(u)g(s − u)du
}2
ds = ‖g‖2L2(R)
{∫ A
−A
(1[0,t] ∗ g)(u)du
}2
<∞,
we obtain∫ ∞
−∞
{∫ A
−A
(1[0,t] ∗ g)(u)g(s − u)du
}
dBs =
∫ A
−A
{∫ ∞
−∞
(1[0,t] ∗ g)(u)g(s − u)dBs
}
du a.s.
by the stochastic Fubini theorem (e.g. Theorem 65 from chapter IV of [37]). Since we have∫ A
−A
{∫ ∞
−∞
(1[0,t] ∗ g)(u)g(s − u)dBs
}
du =
∫ t
0
{∫ A
−A
g(v − u)
(∫ ∞
−∞
g(s − u)dBs
)
du
}
dv a.s.
by the Fubini theorem, we obtain (20) and thus complete the proof.
16
7.2 Proof of Proposition 2
We use some concepts on Schwartz’s generalized functions and refer to Chapters 6–7 of [41] for details about
them.
Let us denote byS the space of all (complex-valued, smooth) rapidly decreasing functions on R. We denote by
S
∗ the dual space of S, and for F ∈ S∗ FF denotes the Fourier transform of F . Define the function f : S → C
by f(u) =
∫∞
−∞(F−1u)(λ)f(λ)dλ for u ∈ S, which can be defined thanks to (12). We have f ∈ S∗ because
f ∈ L∞(R). Moreover, if u ∈ S is real-valued, then f(u) ∈ R. In fact, we have
f(u) =
∫ ∞
−∞
(F−1u)(λ)f(λ)dλ =
∫ ∞
−∞
(F−1u)(−λ)f(−λ)dλ = f(u)
by (13). Now, for any u ∈ S we have F(f ∗u) = (Fu)(Ff) = (Fu)f inS∗ by Theorem 7.19(c) from [41], hence
F(f ∗u) ∈ L2(R). Therefore, f ∗u ∈ L2(R) and ‖f ∗u‖L2(R) = (2pi)−1‖(Fu)f‖L2(R) ≤ ‖u‖L2(R) by the Parseval
identity and (12). Hence, there is a (unique) continuous function F : L2(R) → L2(R) such that F(u) = f ∗ u
for any u ∈ S. By continuity F(u) is real-valued as long as u ∈ L2(R) is real-valued. Similarly, we define the
function g : S → C by g(u) = ∫∞−∞(F−1u)(λ)√1− |f(λ)|2dλ for u ∈ S. Then, by an analogous argument to
the above, g ∈ S∗ and there is a (unique) continuous function G : L2(R) → L2(R) such that G(u) = g ∗ u for
any u ∈ S and that G(u) is real-valued as long as so is u ∈ L2(R).
Now let (W 1t )t∈R and (W 2t )t∈R be two independent two-sided standard Brownian motions. Then we define the
processes (B1t )t∈R and (B2t )t∈R by B1t =W 1t and
B2t =
{ ∫∞
−∞F(1(0,t])(s)dW
1
s +
∫∞
−∞G(1(0,t])(s)dW
2
s if t ≥ 0,
− ∫∞−∞F(1(t,0])(s)dW 1s − ∫∞−∞G(1(t,0])(s)dW 2s otherwise.
B2 is obviously real-valued. Moreover, noting that FF(u) = (Fu)f and FG(u) = (Fu)√1− |f |2 in L2(R) for
any u ∈ L2(R), we can easily check that B2 is a two-sided standard Brownian motion due to the Parseval identity
and the Kolmogorov continuity criterion, where we take a continuous version of B2 if necessary. HenceB1 and B2
satisfy condition (i). Condition (ii) also follows from the Parseval identity. This especially implies that the bivariate
process Bt = (B
1
t , B
2
t ) is of stationary increments. Bt is evidently Gaussian by construction, hence we complete
the proof of the first part of the proposition.
Conversely, suppose that a bivariate process Bt = (B
1
t , B
2
t ) (t ∈ R) with stationary increments satisfies
condition (i). Then, by the spectral representation theorem for the structural function of a process with stationary
increments (see e.g. Theorem 4 from Chapter I, Section 5 of [21]) there is a function F : R → C of bounded
variation such that
E
[(∫ ∞
−∞
u(s)dB1s
)(∫ ∞
−∞
v(s)dB2s
)]
=
1
2pi
∫ ∞
−∞
(Fu)(λ)(Fv)(λ)dF (λ) (21)
for any u, v ∈ L2(R) and the matrix (
λ2 − λ1 F (λ2)− F (λ1)
F (λ2)− F (λ1) λ2 − λ1
)
is positive semidefinite whenever λ1 ≤ λ2. Here, the latter property follows from the property (a) of the theorem
from [21] and condition (i) (so the spectral distribution functions of the marginals of B are the identity functions).
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In particular, the determinant of the above matrix is non-negative, hence we obtain
(λ2 − λ1)2 − |F (λ2)− F (λ1)|2 ≥ 0,
Thus we have
|F (λ1)− F (λ2)| ≤ |λ1 − λ2| (22)
for any λ1, λ2 ∈ R. (22) implies that F is absolutely continuous, so F is differentiable almost everywhere on R
and f := F ′ ∈ L1loc(R) by Theorem 7.20 from [40]. Thus f satisfies (10) due to (21). Moreover, (12) follows from
(22) and Theorem 1.40 from [40]. Finally, by (10) we have∫ ∞
−∞
|(Fu)(λ)|2 f(λ)dλ = 2piE
[(∫ ∞
−∞
u(s)dB1s
)(∫ ∞
−∞
u(s)dB2s
)]
= 2piE
[(∫ ∞
−∞
u(s)dB1s
)(∫ ∞
−∞
u(s)dB2s
)]
=
∫ ∞
−∞
|(Fu)(λ)|2 f(λ)dλ
=
∫ ∞
−∞
|(Fu)(−λ)|2 f(λ)dλ =
∫ ∞
−∞
|(Fu)(λ)|2 f(−λ)dλ
for any u ∈ L2(R). Therefore, for any bounded Borel set A ⊂ R, we have ∫A f(λ)dλ = ∫A f(−λ)dλ by taking
u = F−11A. Consequently, f satisfies (13) due to Theorem 1.40 from [40]. 
7.3 Proof of Theorem 1
Throughout the discussions, for sequences (xJ) and (yJ), xJ . yJ means that there exists a constant K ∈
[0,∞) such that xJ ≤ KyJ for large J . Also, for r > 0 ‖ · ‖r denotes the Lr-norm of random variables,
i.e. ‖ξ‖r = (E[|ξ|r ])1/r for a random variable ξ.
First we note that, without loss of generality, the volatility processes σ1 and σ2 may be assumed to be bounded
by a standard localization argument presented in e.g. Section 1d from chapter I of [29]. In fact, for each K > 0
and each ν = 1, 2, let us define SνK = inf{t : |σνt | > K}. We have |σνs | ≤ K as long as s < SνK . Now define the
process σ
ν,(K)
s by σ
ν,(K)
s = σνs1{s<SνK} + σ
ν
Sν
K
−1{s≥SνK} for s ≥ 0. σ
ν,(K)
s is obviously ca`dla`g and (Fνt )-adapted
because SνK is an (Fνt )-stopping time. So we can define the process Xν,(K)t by Xν,(K)t =
∫ t
0 σ
ν,(K)
s dBνs for t ≥ 0.
We associate ρ̂
(K)
J−j+1(θ) withX
1,(K) andX2,(K). Now since we have {ρ̂(K)J−j+1(θ) 6= ρ̂J−j+1(θ))} ⊂ {S1K ∧S2K <
t+ 1} and
lim sup
K→∞
P
(
S1K ∧ S2K < t+ 1
) ≤ lim sup
K→∞
P
(
max
ν=1,2
sup
0≤s≤t+1
|σνs | > K
)
= 0
because both σ1 and σ2 are ca`dla`g, the results of Theorem 1 hold true once they hold true for ρ̂
(K)
J−j+1(θ). Conse-
quently, in the following we assume that both σ1 and σ2 are bounded.
We begin by proving the following auxiliary result.
Lemma 1. For each n ∈ N, let Xn = (Xnt )t≥0 be a ca`dla`g process. Also, let X = (Xt)t≥0 be a continuous
process. Suppose that the following two conditions are satisfied:
(i) The sequence (Xn)n∈N is tight for the Skorokhod topology.
(ii) Xnt →p Xt as n→∞ for any t ≥ 0.
Then we have Xn
ucp−−→ X as n→∞.
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Proof. First, condition (ii) immediately yields (Xnt1 − Xt1 , . . . ,Xntk − Xtk) →p (0, . . . , 0) as n → ∞ for any
k ∈ N and t1, . . . , tk ≥ 0. Therefore, by Theorem 18.10(iii) of [45] the finite-dimensional distributions of the
processes Xn −X (n = 1, 2, . . . ) converge in law to those of the identically zero function on [0,∞) as n → ∞.
SinceX is continuous by assumption, the sequence (Xn−X)n∈N is tight for the Skorokhod topology by condition
(i) and Corollary 3.33 of chapter VI from [29], hence we conclude that the processes Xn −X converge in law to
the identically zero function on [0,∞) for the Skorokhod topology. Finally, this implies that the processes Xn−X
converge in probability to the identically zero function on [0,∞) for the Skorokhod topology by Theorem 18.10(iii)
of [45], hence we obtain Xn
ucp−−→ X as n → ∞ by the continuity of X and Proposition 1.17 of chapter VI from
[29].
We use the notation LJ = {l ∈ Z : lτJ ∈ GJ} and L+J = {l ∈ Z+ : lτJ ∈ GJ}.We next prove the tightness of
the target processes.
Lemma 2. Under the assumptions of Theorem 1, the sequence of processes ((ρ̂j(ϑJ)t)t≥0)J∈N is tight for the
Skorokhod topology.
Proof. Since ϑJ ∈ GJ , it can be written as ϑJ = lτJ for some l = lJ ∈ LJ . For the simplicity of presentation we
assume that lJ ∈ L+J for all J (this assumption can easily be removed).
According to Proposition 3.26 from Chapter VI of [29], it suffices to prove
lim
A→∞
lim sup
J→∞
P
(
sup
0≤t≤m
∣∣ρ̂J−j+1(lτJ)t∣∣ > A) = 0, (23)
lim
η→0
lim sup
J→∞
P
(
wm(ρ̂J−j+1(lτJ), η) > ε
)
= 0 (24)
for anym ∈ N and any ε > 0. Here for a function g : [0,∞) → R wm(g, η) denote the modulus of continuity of g
on [0,m], i.e. wm(g, η) = sup{|g(s) − s(t)|; s, t ∈ [0,m], |s − t| ≤ η}.
First we show that there is a constant C such that∥∥Wνjk∥∥4 ≤ C√τJ (25)
for any j, k and ν = 1, 2. Since we can rewriteWνjk asWνjk =
∑k
α=0 χν,k−p(α)
∑(Lj−1)∧(k−α)
p=0 hj,p∆k−p−αX
ν ,
the Minkowski and the Burkholder-Davis-Gundy inequalities as well as (16) yield
‖Wνjk‖4 ≤
k∑
α=0
‖χν,k−p(α)‖4
∥∥∥∥∥∥
(Lj−1)∧(k−α)∑
p=0
hj,p∆k−p−αXν
∥∥∥∥∥∥
4
.
k∑
α=0
piα/4ν

Lj−1∑
p=0
h2j,p
2 · τ2J

1/4
.
√
τJ ,
hence (25) holds true.
Next, (25) and the Schwarz inequality imply thatE
[
sup0≤t≤m
∣∣ρ̂J−j+1(lτJ)t∣∣] .∑⌊τ−1J m⌋−lk=Lj−1 E [∣∣∣W1jkW2jk+l∣∣∣] .
m, hence (23) holds true by the Markov inequality.
Finally, for 0 ≤ s ≤ t ≤ m, the Schwarz inequality yields
∣∣ρ̂J−j+1(lτJ)t − ρ̂J−j+1(lτJ)s∣∣ . (⌊τ−1J t⌋ − ⌊τ−1J s⌋) ⌊τ
−1
J
m⌋−l∑
k=Lj−1
∣∣W1jkW2jk+l∣∣2 ,
hence we have P
(
wm
(
ρ̂J−j+1(lτJ), η
)
> ε
)
. ε−1(η + τJ)m by the Markov and Schwarz inequalities as well
as (25). This yields (24). This completes the proof.
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Next we assess the errors induced by interpolation.
Lemma 3. Under the assumptions of Theorem 1, we have∥∥ρ̂J−j+1(lτJ)t − E [ρ̂J−j+1(lτJ)t|X]∥∥2 ≤ C√tτJLj|n− l − Lj + 1|τJ
for any J ∈ N, l ∈ LJ , j ∈ N and t > 0, where C > 0 is a constant which depends only on pi1 and pi2.
Proof. By symmetry we may assume l ∈ L+J without loss of generality. SetXk,l,p,q(α, β) = χ1,k−p(α)χ2,k+l−q(β)−
E [χ1,k−p(α)χ2,k+l−q(β)]. Then, we can rewrite ρ̂J−j+1(lτJ)t − E
[
ρ̂J−j+1(lτJ)t|X
]
as
ρ̂J−j+1(lτJ)t − E
[
ρ̂J−j+1(lτJ)t|X
]
=
τ−1J
n− l − Lj + 1
Lj−1∑
p,q=0
⌊τ−1
J
t⌋−l−p∑
α=0
⌊τ−1
J
t⌋−q∑
β=0
hj,phj,q
×
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2.
(26)
Therefore, the triangular inequality yields∥∥ρ̂J−j+1(lτJ)t −E [ρ̂J−j+1(lτJ)t|X]∥∥2
≤ τ
−1
J
|n− l − Lj + 1|
Lj−1∑
p,q=0
∞∑
α,β=0
|hj,phj,q|
∥∥∥∥∥∥
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2
∥∥∥∥∥∥
2
.
Now, by construction Xk,l,p,q(α, β) and Xk′,l,p,q(α, β) are independent if |k − k′| > α ∨ β. Therefore, noting that
X and Xk,l,p,q(α, β)’s are independent, we have
E

∣∣∣∣∣∣
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2
∣∣∣∣∣∣
2

=
⌊τ−1
J
t⌋−l∑
k,k′=(Lj−1)∨(α+p)∨(β+q−l)
|k−k′|≤α∨β
E
[Xk,l,p,q(α, β)Xk′,l,p,q(α, β)]E [∆k−p−αX1∆k+l−q−βX2∆k′−p−αX1∆k′+l−q−βX2] .
We have
E
[Xk,l,p,q(α, β)2] ≤ E [χ1,k−p(α)2χ2,k+l−q(β)2] = E [χ1,k−p(α)]E [χ2,k+l−q(β)]
= (1− pi1)(1− pi2)piα1 piβ2 ,
and the Burkholder-Davis-Gundy inequality yields
max
ν=1,2
max
k≥0
E
[|∆kXν |4] ≤ c4τ2J
for some universal constant c4 > 0, hence we obtain
E

∣∣∣∣∣∣
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2
∣∣∣∣∣∣
2

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≤ τ−1J t · {2(α ∨ β) + 1} · (1− pi1)(1− pi2)piα1 piβ2 · c4τ2J = c4t{2(α ∨ β) + 1}(1 − pi1)(1− pi2)piα1 piβ2 τJ .
Consequently, we conclude that∥∥ρ̂J−j+1(lτJ)t − E [ρ̂J−j+1(lτJ)t|X]∥∥2
≤ τ
−1
J
|n− l − Lj + 1|
Lj−1∑
p,q=0
|hj,phj,q|
∞∑
α,β=0
√
c4t(1− pi1)(1− pi2){2(α ∨ β) + 1}piα1 piβ2 τJ
=
C
√
tτJ
|n− l − Lj + 1|τJ
Lj−1∑
p,q=0
|hj,phj,q|,
where C > 0 is a constant which depends only on pi1 and pi2. Now, using the inequality
Lj−1∑
p=0
|hj,p| ≤
√√√√Lj Lj−1∑
p=0
h2j,p =
√
Lj, (27)
we complete the proof.
Now we investigate the asymptotic behavior of E
[
ρ̂J−j+1(lτJ)t|X
]
. For ν = 1, 2 and k ≥ Lj − 1, we define
the variables Zνk by Z
ν
k = E
[
Wνjk|X
]
= (1− piν)
∑Lj−1
p=0
∑k−p
α=0 hj,ppi
α
ν∆k−p−αXν . Thanks to the independence
between δ1k’s and δ
2
k’s, we have
E
[
ρ̂J−j+1(lτJ)t|X
]
=
τ−1J
n− l − Lj + 1
⌊τ−1
J
t⌋−l∑
k=Lj−1
ZνkZ
ν
k+l (28)
for l ≥ 0. To analyze the asymptotic behavior of this quantity, we introduce the “de-volatilized” version of Zνk as
follows:
ζνk = (1− piν)
Lj−1∑
p=0
k−p∑
α=0
hj,ppi
α
ν∆k−p−αB
ν .
Since ζνk ’s are centered Gaussian variables, their distribution is completely determined by their covariance structure.
To investigate their covariance structure we introduce the following auxiliary quantity for each θ ∈ R:
ρ¯j(θ) =
∫ ∞
−∞
D(λ)Hj,L(λ)Π(λ)e
√−1τ−1
J
θλfJ(τ
−1
J λ)dλ.
Lemma 4. (a) We have
∣∣E [ζνk ζνk′]∣∣ ≤ τJ(1 − piν)2∑∞α,β=0 piα+βν ∑Lj−1p=0 |hj,p|1{|k′−k−β+α|<Lj} for any ν =
1, 2 and any k, k′ ∈ Z+.
(b) We have
max
k,k′,l∈Z+:k,k′≥N+Lj
∣∣E [ζ1kζ2k′+l]− τJ ρ¯j((k′ + l − k)τJ)∣∣ ≤ τJLj(piN1 + piN2 )
for all J,N ∈ N.
Proof. First, claim (a) follows from the following identity
E [ζνk ζ
ν
k′] = τJ(1− piν)2
k∑
α=0
k′∑
β=0
(Lj−1)∧(k−α)∑
p=0
0≤k′−β−(k−p−α)≤Lj−1
hj,phj,k′−β−(k−p−α)piα+βν
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and the inequality |hj,p| ≤ 1.
Next, using the identity
E
[
∆kB
1∆k+lB
2
]
= τJ
∫ ∞
−∞
D(λ)e
√−1lfJ(τ−1J λ)dλ, (29)
which follows from (10), we have
E
[
ζ1kζ
2
k′+l
]
= (1− pi1)(1− pi2)
Lj−1∑
p,q=0
k−p∑
α=0
k′+l−q∑
β=0
hj,phj,qpi
α
1 pi
β
2E
[
∆k−p−αB1∆k′+l−q−βB2
]
= τJ(1− pi1)(1− pi2)
Lj−1∑
p,q=0
k−p∑
α=0
k′+l−q∑
β=0
hj,phj,qpi
α
1 pi
β
2
∫ ∞
−∞
D(λ)e
√−1(k′+l−q−β−k+p+α)λfJ(τ−1J λ)dλ.
Meanwhile, from the definitions of Π(λ) and Hj,L(λ) we can easily infer that
Π(λ) = (1− pi1)(1− pi2)
∞∑
α,β=0
piα1 pi
β
2 e
√−1λ(α−β), Hj,L(λ) =
Lj−1∑
p,q=0
hj,phj,qe
√−1λ(q−p),
hence we obtain
ρ¯j((k
′ + l − k)τJ)
= (1− pi1)(1− pi2)
Lj−1∑
p,q=0
∞∑
α,β=0
hj,phj,qpi
α
1 pi
β
2
∫ ∞
−∞
D(λ)e
√−1(k′+l−k+α−β+q−p)λfJ(τ−1J λ)dλ.
Therefore, we have∣∣E [ζ1kζ2k′+l]− τJ ρ¯j((k′ + l − k)τJ )∣∣
≤ τJ(1− pi1)(1− pi2)
Lj−1∑
p,q=0
k−p∑
α=0
∞∑
β=k′+l−q+1
+
∞∑
α=k−p+1
∞∑
β=0
 |hj,phj,q|piα1 piβ2 ∫ ∞−∞D(λ)dλ
= τJ(1− pi1)(1− pi2)
Lj−1∑
p,q=0
|hj,phj,q|(1− pi
k−p+1
1 )pi
k′+l−q+1
2 + pi
k−p+1
1
(1− pi1)(1 − pi2)
∫ ∞
−∞
D(λ)dλ
≤ τJ
Lj−1∑
p,q=0
|hj,phj,q|(pik
′+l−Lj
2 + pi
k−Lj
1 )
∫ ∞
−∞
D(λ)dλ (∵ pi1, pi2 ≤ 1)
≤ τJLj(pik
′+l−Lj
2 + pi
k−Lj
1 )
∫ ∞
−∞
D(λ)dλ (∵ (27)).
Moreover, using formula (3.741.3) of [22] we deduce∫ ∞
−∞
D(λ)dλ =
2
pi
∫ ∞
−∞
sin2(λ/2)
λ2
dλ = 1.
Hence we complete the proof of claim (b) because pi1, pi2 ≤ 1.
From now on we investigate the asymptotic behavior of ρ¯j(θ). We need the following auxiliary result.
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Lemma 5. It holds that
sup
λ∈[0,pi]
∣∣∣∣ ddλHj,L(λ)
∣∣∣∣ ≤ (2j − 1)cL, where cL = ( L− 2L/2− 1
)
L− 1
2L−2
.
Moreover, cL = O(
√
L) as L→∞.
Proof. From the proof of Theorem 3 from [32] we have5
d
dλ
GL(λ) = −2 cosL−2
(
λ
2
)(
L− 2
L/2− 1
)
(L− 1) sinL−2
(
λ
2
)
sinλ
2
= −
(
L− 2
L/2− 1
)
L− 1
2L−2
sinL−1(λ),
where we use the double angle formula for the sine function. Since we have HL(λ) = GL(λ+ pi), the first part of
the lemma follows from (15) and the Leibniz rule.
The latter part is a consequence of Stirling’s formula.
We can rewrite ρ¯j(θ) as
ρ¯j(θ) =
J+1∑
i=1
Ri
∫
Λ−i
D(λ)Hj,L(λ)Π(λ)e
√−1τ−1
J
(θ−θi)λdλ =:
J+1∑
i=1
ρ¯j,(i)(θ).
Lemma 6. It holds that
Hj,L(λ) ≤ 2j , D(λ) ≤ 1
2pi
, Π(λ) ≤ 1
for all λ ∈ R and j = 1, 2, . . . .
Proof. Since HL(λ) + GL(λ) = 2 for all λ ∈ R by Eq.(69d) of [36], we have HL(λ) ≤ 2 and GL(λ) ≤
2 for all λ ∈ R. This implies the first inequality. The second inequality follows from the identity D(λ) =
|2 sin(λ/2)/λ|2/(2pi) and the Jordan inequality. The third inequality is evident from the definition of Π(λ).
Lemma 7. There is a universal constant A such that∣∣∣∣∣
∫ pi/2i−1
pi/2i
D(λ)Hj,L(λ)Π(λ)e
√−1aλdλ
∣∣∣∣∣ ≤ 2jcLA|a|
for any positive integers i, j, any even positive integer L and any non-zero real number a.
Proof. Integration by parts yields
∫ pi/2i−1
pi/2i
D(λ)Hj,L(λ)Π(λ)e
√−1aλdλ =
1√−1a
[
D(λ)Hj,L(λ)Π(λ)e
√−1aλ
]pi/2i−1
pi/2i
− 1√−1a
∫ pi/2i−1
pi/2i
d
dλ
{D(λ)Hj,L(λ)Π(λ)} e
√−1aλdλ.
We can easily see that supλ∈R
∣∣ d
dλ {D(λ)Π(λ)}
∣∣ <∞, hence the desired result follows from Lemmas 5–6.
Lemma 8. Under the assumptions of Theorem 1(a), we have ρ¯j(ϑJ)→ 0 as J →∞.
5Note that in [32] the squared gain function of Daubechies’ wavelet filter of length L is defined asHL(λ)/2.
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Proof. Since we have |ρ¯j,(i)(ϑJ)| ≤ 2j(τi−1 − τi) for every i by Lemma 6, it is enough to prove
ρ¯j,(i)(ϑJ)→ 0 (30)
as J →∞ for any fixed i due to the dominated convergence theorem. By Theorem 1 from [32], we have
lim
L→∞
Hj,L(λ) =
{
2j if λ ∈ ( pi
2j
, pi
2j−1
),
0 if λ ∈ [0, pi
2j
) ∪ ( pi
2j−1
, pi].
(31)
Therefore, (30) holds true if i 6= j due to the bounded convergence theorem. On the other hand, if i = j, Lemma
7 implies that there is a universal constant A > 0 such that
∣∣ρ¯j,(i)(ϑJ)∣∣ =
∣∣∣∣∣Ri
∫
Λ−i
D(λ)Hj,L(λ)Π(λ)e
√−1τ−1
J
(ϑJ−θj)λdλ
∣∣∣∣∣ ≤ AτJcL|ϑJ − θj| ,
hence we obtain the desired result by assumption and cL = O(
√
L).
Lemma 9. Under the assumptions of Theorem 1(b), we have ρ¯j(ϑJ) → 2jRj
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ as J →
∞.
Proof. From the above argument it suffices to prove
Rj
∫
Λ−j
D(λ)Hj,L(λ)Π(λ)e
√−1τ−1
J
(lτJ−θj)λdλ→ 2jRj
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ,
which follows from (31) and the bounded convergence theorem.
Proof of Theorem 1. Since ϑJ ∈ GJ , it can be written as ϑJ = lτJ for some l = lJ ∈ LJ . For the simplicity of
presentation we assume that lJ ∈ L+J for all J .
Since lτJ ∈ (−δ, δ) for every l = lJ , every subsequence of (lτJ)J≥1 has a converging subsequence. Therefore,
without loss of generality we may assume that lτJ → θ as J →∞ for some θ ∈ [−δ, δ]. Note that θ = θj for case
(b) by assumption.
Set c = 0 for case (a) and c = 2jRj
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ for case (b). We need to prove ρ̂J−j+1(lτJ)t
ucp−−→
Σt(θ)c as J → ∞. By Lemmas 1–2 it is enough to show that ρ̂J−j+1(lτJ)t → Σt(θ)c as J → ∞ for any fixed
t > 0. Let N = NJ be a positive integer depending on J so that τ
w
J N → a for some w ∈ (0, 1) and a ∈ (0,∞),
we decompose ρ̂J−j+1(lτJ)t as
ρ̂J−j+1(lτJ)t =
(
ρ̂J−j+1(lτJ)t − E
[
ρ̂J−j+1(lτJ)t|X
])
+
E [ρ̂J−j+1(lτJ)t|X]− τ−1Jn− l − Lj + 1
⌊tτ−1
J
⌋−l∑
k=Lj−1
σ1(k−Lj−N)+τJσ
2
{(k−Lj−N)++l}τJ ζ
1
kζ
2
k+l

+
τ−1J
n− l − Lj + 1
⌊tτ−1
J
⌋−l∑
k=Lj−1
σ1(k−Lj−N)+τJσ
2
{(k−Lj−N)++l}τJ ζ
1
kζ
2
k+l
=: IJ + IIJ + IIIJ .
First, since ‖IJ‖2 = O(√τJL) = o(1) as J →∞ by Lemma 3, we obtain IJ →p 0.
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Next, noting (28), we decompose IIJ as
IIJ =
τ−1J
n− l − Lj + 1
⌊tτ−1
J
⌋−l∑
k=Lj−1
{(
Z1k − σ1(k−Lj−N)+τJ ζ1k
)
Z2k+l
+ σ1(k−Lj−N)+τJ
(
Z2k+l − σ2{(k−Lj−N)++l}τJ ζ2k+l
)}
= II′J + II
′′
J .
We have |II′J | .
∑⌊tτ−1
J
⌋−l
k=Lj−1
∣∣∣Z1k − σ1(k−Lj−N)+τJ ζ1k ∣∣∣ ∣∣Z2k+l∣∣ Since we have
Z1k − σ1(k−Lj−N)+τJ ζ1k
= (1− pi1)

k∧N∑
α=0
piα1
(Lj−1)∧(k−α)∑
p=0
hj,p
∫ (k−p−α+1)τJ
(k−p−α)τJ
(σ1s − σ1(k−Lj−N)+τJ )dB1s
+
k∑
α=N+1
(Lj−1)∧(k−α)∑
p=0
hj,ppi
α
1
(
∆k−p−αX1 − σ1(k−Lj−N)+τJ∆k−p−αB1
) ,
it holds that ∥∥Z1k − σ1iτmξ1k∥∥2 . √τJ
∥∥∥∥∥ sups∈[(k−Lj−N)+τJ ,(k+1)τJ )
∣∣∣σ1s − σ1(k−Lj−N)+τJ ∣∣∣
∥∥∥∥∥
2
+
√
τJpi
N
1
by the triangle inequality and (16). On the other hand, since we can rewrite Z2k+l as
Z2k+l = (1− pi2)
k+l∑
β=0
piβ2
(Lj−1)∧(k+l−β)∑
q=0
hj,q∆k+l−q−βX2,
we have ‖Z2k+l‖2 .
√
τJ by the triangle inequality, the boundedness of σ
2 and (16). Hence we obtain
∥∥II′J∥∥1 . τJ ⌊tτ
−1
J
⌋−l∑
k=Lj−1
∥∥∥∥∥ sups∈[(k−Lj−N)+τJ ,(k+1)τJ )
∣∣∣σ1s − σ1(k−Lj−N)+τJ ∣∣∣
∥∥∥∥∥
2
+ piN1
by the Schwarz inequality. Since σ1 is ca`dla`g and bounded, the bounded convergence theorem yields ‖II′J‖1 → 0,
hence II′J →p 0. By an analogous argument we can prove II′′J →p 0, hence we obtain IIJ →p 0.
Finally we prove IIIJ →p Σt(θ)c. It suffices to prove
sup
0≤s≤t
∣∣∣∣∣∣
⌊sτ−1
J
⌋−l∑
k=Lj−1
σ1(k−Lj−N)+τJσ
2
{(k−Lj−N)++l}τJ ζ
1
kζ
2
k+l − Σs(θ)c
∣∣∣∣∣∣→p 0. (32)
Define the process AJ = (AJs )s≥0 by AJs =
∑⌊sτ−1
J
⌋−l
k=Lj−1
(
ζ1kζ
2
k+l − E
[
ζ1kζ
2
k+l
])
. AJ is obviously of (locally)
bounded variation. Moreover, since it holds that ‖ζνk‖2 ≤ (1 − piν)
∑∞
α=0 pi
α
ν
√∑Lj−1
p=0 h
2
j,pτJ =
√
τJ by the
triangular inequality and (16), we have E
[∑⌊sτ−1
J
⌋−l
k=Lj−1
∣∣ζ1kζ2k+l − E [ζ1kζ2k+l]∣∣] = O(1) for any s > 0 by the
Schwarz inequality. Hence AJ is P-UT by 6.6 from chapter VI of [29]. Moreover, the process(
σ1
(⌊sτ−1
J
⌋−Lj−N)+τJσ
2
{(⌊sτ−1J ⌋−Lj−N)++l}τJ
)
s≥0
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converges in probability to the process (σ1sσ
2
s+θ)s≥0 for the Skorokhod topology by Proposition 6.37 from chapter
VI of [29]. Therefore, according to Theorem 6.22 from chapter VI of [29], (32) follows once we show that
sup
0≤s≤t
∣∣∣∣∣∣
⌊sτ−1
J
⌋−l∑
k=Lj−1
ζ1kζ
2
k+l − c(s− θ)+
∣∣∣∣∣∣→p 0.
By Lemma 2 it is enough to prove
∑⌊sτ−1
J
⌋−l
k=Lj−1 ζ
1
kζ
2
k+l →p c(s − θ)+ for any fixed s. Moreover, by Lemmas 4 and
8–9 this follows from
⌊sτ−1
J
⌋−l∑
k=Lj−1
(
ζ1kζ
2
k+l −E
[
ζ1kζ
2
k+l
])→p 0. (33)
To prove (33), let us define the random vector ζ by
ζ =
(
ζ1Lj−1, · · · , ζ1⌊τ−1
J
s⌋−l, ζ
2
Lj−1+l, · · · , ζ2⌊τ−1
J
s⌋
)⊤
. (34)
Then we have
∑⌊sτ−1
J
⌋−l
k=Lj−1
(
ζ1kζ
2
k+l − E
[
ζ1kζ
2
k+l
])
= ζ⊤AJζ − E
[
ζ⊤AJζ
]
, where
AJ =
 0 E⌊τ−1J s⌋−l−Lj+2
E⌊τ−1
J
s⌋−l−Lj+2 0
 .
Therefore, the proof of (33) is completed once we show that Var[ζ⊤AJζ] → 0 as J → ∞. Since ζ is centered
Gaussian, we haveVar[ζ⊤AJζ] = 2 tr[(ΣJAJ)2] from Eq.(4.4) of [13], whereΣJ denotes the covariance matrix of
ζ. Since tr[(ΣJAJ)
2] ≤ ‖ΣJAJ‖2F ≤ ‖ΣJ‖2F by Appendix II(ii)–(iii) from [13], it is enough to prove ‖ΣJ‖2F → 0.
First, by Lemma 4(a) and (27) we have
∑⌊sτ−1
J
⌋−l
k,k′=Lj−1
(∣∣E [ζ1kζ1k′]∣∣2 + ∣∣E [ζ1k+lζ1k′+l]∣∣2) = O (τJL2j) = o(1).
Next, by Lemma 4(b) we have
∑⌊sτ−1
J
⌋−l
k,k′=Lj−1
∣∣E [ζ1kζ2k′+l]∣∣2 = τ2J∑⌊sτ−1J ⌋−lk,k′=Lj+N ρ¯j((k′+l−k)τJ)2+o(1). Therefore,
to complete the proof of ‖ΣJ‖2F → 0, it is enough to show that
τ2J
⌊sτ−1
J
⌋−l∑
k,k′=Lj+N
ρ¯j((k
′ + l − k)τJ)2 → 0. (35)
We rewrite the target quantity as
τ2J
⌊sτ−1
J
⌋−l∑
k,k′=Lj+N
ρ¯j((k
′ + l − k)τJ )2
= τ2J
J+1∑
i1,i2=1
⌊sτ−1
J
⌋−l∑
k,k′=Lj+N
2∏
r=1
Rir
∫
Λ−i
D(λ)Hj,L (λ)Π(λ)e
√−1λ(k′+l−k−θirτ−1J )dλ
=:
J+1∑
i1,i2=1
ΞJ(i1, i2).
Since we have |ΞJ(i1, i2)| . (τi1−1 − τi1)(τi2−1 − τi2), we obtain (35) by the dominated convergence theorem
once we prove ΞJ(i1, i2)→ 0 for any fixed i1, i2. By Lemma 7 we have
|ΞJ(i1, i2)| . τJ + τ2J
⌊τ−1
J
t⌋−l∑
k,k′=N+Lj
θi1 ,θi2 6=(k′+l−k)τJ
2∏
r=1
cL∣∣k′ + l − k − θirτ−1J ∣∣
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. τJ + τ
2
Jc
2
L
2∑
r=1
⌊τ−1
J
t⌋−l∑
k,k′=N+Lj
θir 6=(k′+l−k)τJ
1∣∣k′ + l − k − θirτ−1J ∣∣2 . τJ + τJc2L.
Since cL = O(
√
L), we conclude that ΞJ(i1, i2)→p 0.
Consequently, we complete the proof of the theorem.
7.4 Proof of Theorem 2
Similarly to Section 7.3, a localization procedure allows us to assume that both σ1 and σ2 are bounded as well
as there is a constant K > 0 such that
|σ1t − σ1s |+ |σ2t − σ2s | ≤ K|t− s|γ (36)
for any t, s ≥ 0.
For the proof it is convenient to introduce the Orlicz norms based on the functions ψp(x) = e
xp − 1, x ∈ R,
for p ≥ 1: For a random variable Y , we define
‖Y ‖ψp := inf
{
C > 0 : E
[
ψp
( |Y |
C
)]
≤ 1
}
.
In this paper only the cases p = 1 and p = 2 are necessary. We refer to Section 2.2 of [46] for an exposition of
Orlicz norms.
Before starting the main body of the proof, we give an overview of our strategy. As is suggested by the
similarity of Theorem 2 and [27, Theorem 1], we adopt a strategy analogous to the proof of the latter result. Since
[27, Propositions 3–4] play key roles in its proof, we need to establish their analogs in our context. In fact, an
analogous result to [27, Proposition 3] has already been obtained in Theorem 1(b), so we only need to prove an
analog of [27, Proposition 4]. More precisely, we will show the following result:
Proposition 3. Under the assumptions of Theorem 2, we have maxθ∈GJ :v−1J |θ−θj |>ε |ρ̂J−j+1(θ)| →
p 0 as J →∞
for any ε > 0.
The strategy of the proof of Proposition 3 is as follows. By symmetry and the triangular inequality, it suffices
to prove the following equations:
max
l∈L+
J
:v−1
J
|lτJ−θj |>ε
|ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X]| →p 0, (37)
max
l∈L+
J
:v−1
J
|lτJ−θj |>ε
|E [ρ̂J−j+1(lτJ)|X]| →p 0. (38)
We prove (37) in Section 7.4.1, where the proof is achieved by establishing higher moment bounds for the interpo-
lation errors ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X] in Lemma 12.
Meanwhile, we prove (38) in Section 7.4.2. The proof of (38) is more involved but described as follows. First,
we divide the interval [0, nτJ ] into sub-blocks of the length τm (plus negligible sub-blocks appearing at the edge
of the interval) and approximate the volatility processes by the simple processes that are obtained by freezing the
volatility processes at the beginning of each sub-block. More formally, for any positive integers m ≤ J , N and i,
we set
Im,N (i) = I
(J)
m,N (i) = {k ∈ Z+ : (k − Lj −N)τJ ∈ [iτm, (i+ 1)τm)}
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= {2J−mi+ Lj +N, 2J−mi+ Lj +N + 1, . . . , 2J−m(i+ 1) + Lj +N − 1}. (39)
Then we approximate Zνk with k ∈ Im,N (i) by σνiτmζνk . As a result, E [ρ̂J−j+1(lτJ)|X] is approximated by a
sum of random variables of the form
∑
k∈Im,N (i) ζ
ν
k ζ
ν
k+l multiplied by a bounded random variable. Here, we need
to carefully choose the integers m and N so that the above approximation is good enough while the exponential
moment bounds for the approximators derived in the next step are sufficiently sharp. We remark that this type of
procedure (the so-called blocking technique) is standard in the literature on limit theorems for power variations
(see e.g. the proof of Theorems 3–4 from [5]).
In the next step, we prove the variables
∑
k∈Im,N (i) ζ
ν
k ζ
ν
k+l are negligible. For this purpose we decompose
them into
∑
k∈Im,N (i)(ζ
ν
k ζ
ν
k+l − E[ζνk ζνk+l])’s and
∑
k∈Im,N (i) E[ζ
ν
k ζ
ν
k+l]’s. The negligibility of the latter ones
immediately follows from the estimates established in the proof of Theorem 1. Specifically, Lemmas 4(b) and
8 can be used. In the meantime, we show that the former ones are negligible by establishing their exponential
moment bounds in Lemma 14.
7.4.1 Proof of (37)
As is remarked in the above, we prove (37) by establishing higher moment bounds for the variables ρ̂J−j+1(lτJ)−
E [ρ̂J−j+1(lτJ)|X] (cf. Lemma 3). For this purpose we will use the following moment inequality form-dependent
variables obtained as a consequence of Theorem 2 of [15]. Recall that a sequence (Yk)k∈N of random variables is
said to bem-dependent for some integer m ≥ 0 if {Yk : k ≤ i} and {Yk : k ≥ j} are independent for any positive
integers i, j such that j − i > m.
Lemma 10. Let (Yk)k∈N be a sequence of centered random variables which is m-dependent for some m ∈ N.
Suppose that there is a constant A > 0 and a positive even integer q such that E[(Yk)
q] ≤ A for every k. Then we
have
E
[(
N∑
k=1
Yk
)q]
≤ (2q − 2)!
(q − 1)! A{2N(m+ 1)}
q/2
for any integer N greater thanm.
Proof. Take positive integers p, s satisfying s < p ≤ q and positive integers k1 ≤ · · · ≤ kp arbitrarily. If
ks+1 − ks > m, we have
Cov[Yk1 · · ·Yks , Yks+1 · · ·Ykp ] = 0
by them-dependence of (Yk)k∈N. Otherwise, we have∣∣Cov[Yk1 · · ·Yks , Yks+1 · · ·Ykp ]∣∣ ≤ ∣∣E[Yk1 · · ·Ykp ]∣∣+ ∣∣E[Yk1 · · ·Yks ]E[Yks+1 · · ·Ykp ]∣∣
≤ 2‖Yk1‖p · · · ‖Ykp‖p ≤ 2A
p
q
by the generalized Ho¨lder and Lyapunov inequalities. Therefore, the dependence coefficients Cr,p associated to
(Yk) (see Definition 2 of [15]) satisfy
Cr,p ≤ 2A
p
q 1{r≤m}.
Therefore, applying Theorem 2 of [15] with C = 2, γ = log(A
1
q ),M = 1 and θr = 1{r≤m}, we obtain
E
[(
N∑
k=1
Yk
)q]
≤ (2q − 2)!
(q − 1)! A
{
(2N(m+ 1))q/2 ∨ (2N(m+ 1)q−1)
}
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≤ (2q − 2)!
(q − 1)! A(2N)
q/2(m+ 1)q/2
for any integer N > m. Hence we complete the proof.
We also need the following moment inequality for the maximum of increments of Brownian martingales:
Lemma 11. There is a universal constant c > 0 such that
max
ν=1,2
∥∥∥∥ max0≤k≤N−1 |∆kXν |
∥∥∥∥
p
≤ cp!A
√
τJ log(N + 1)
for any p ≥ 1, J,N ∈ N and any constant A > 0 such that maxν=1,2 supt≥0 |σνt | ≤ A a.s.
Proof. By Proposition 4.2.3 of [4] we have
P (MT ≥ x, 〈M〉T ≤ y2) ≤ exp
(
− x
2
2y2
)
for any continuous martingaleM , stopping time T and x, y > 0. Therefore, we have
P (|∆kXν | ≥ x) ≤ 2 exp
(
− x
2
2A2τJ
)
for all J ∈ N, k = 0, 1 . . . and x > 0. Thus, by Lemma 2.2.1 of [46] we have
‖∆kXν‖ψ2 ≤
√
6A2τJ
for all k = 0, 1 . . . and J ∈ N. Hence Lemma 2.2.2 of [46] implies that there is a universal constant c0 > 0 such
that ∥∥∥∥ max0≤k≤N−1 |∆kXν |
∥∥∥∥
ψ2
≤ c0
√
6A2τJ log(N + 1)
for all k = 0, 1 . . . and J,N ∈ N. Now the desired result follows from the inequality ‖Y ‖p ≤ p!
√
log 2‖Y ‖ψ2
which holds for any random variable Y and p ≥ 1 (cf. page 95 of [46]).
Now we are ready to prove the following result:
Lemma 12. Under the assumptions of Theorem 2, we have
∥∥ρ̂J−j+1(lτJ)t − E [ρ̂J−j+1(lτJ)t|X]∥∥r ≤ C1
√
tτJLj log(τ
−1
J t+ 1)
|n− l − Lj + 1|τJ
for any J ∈ N, l ∈ LJ , j ∈ N, t > 0 and any positive even integer r, where C1 > 0 is a constant which depends
only on r, σ1, σ2, pi1, pi2.
Proof. By symmetry we may assume l ∈ L+J without loss of generality.
We use the same notation as in the proof of Lemma 3. Then, (26) and the Minkowski inequality yield∥∥ρ̂J−j+1(lτJ)t − E [ρ̂J−j+1(lτJ)t|X]∥∥r
≤ τ
−1
J
|n− l − Lj + 1|
Lj−1∑
p,q=0
∞∑
α,β=0
|hj,phj,q|
∥∥∥∥∥∥
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2
∥∥∥∥∥∥
r
.
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By construction, the sequence (Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2)k is (α ∨ β)-dependent conditionally onX
and
E
[|∆k−p−αX1∆k+l−q−βX2Xk,l,p,q(α, β)|r | X] ≤ 2rpiα1 piβ2 2∑
ν=1
max
1≤m≤⌊τ−1
J
t⌋
|∆mXν |2r a.s.
Therefore, by Lemma 10 we obtain
E
∣∣∣∣∣∣
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2
∣∣∣∣∣∣
r
| X

≤ (2r − 2)!
(r − 1)! 2
rpiα1 pi
β
2 {2τ−1J t(α ∨ β + 1)}r/2
2∑
ν=1
max
0≤m≤⌊τ−1
J
t⌋−1
|∆mXν |2r a.s.
Hence, by Lemma 11 there is a constant C > 0 which depends only on r, σ1, σ2 such that
E
∣∣∣∣∣∣
⌊τ−1
J
t⌋−l∑
k=(Lj−1)∨(α+p)∨(β+q−l)
Xk,l,p,q(α, β)∆k−p−αX1∆k+l−q−βX2
∣∣∣∣∣∣
r
≤ Cpiα1 piβ2 {τ−1J t(α ∨ β + 1)}r/2τ rJ logr(τ−1J t+ 1).
Consequently, we obtain
∥∥ρ̂J−j+1(lτJ)t −E [ρ̂J−j+1(lτJ)t|X]∥∥r ≤ C
√
tτJ log(τ
−1
J t+ 1)
|n− l − Lj + 1|τJ
Lj−1∑
p,q=0
|hj,phj,q|
∞∑
α,β=0
pi
α/r
1 pi
β/r
2
√
α ∨ β + 1.
Therefore, there is a constant C1 > 0 which depends only on r, σ
1, σ2, pi1, pi2 such that
∥∥ρ̂J−j+1(lτJ)t − E [ρ̂J−j+1(lτJ)t|X]∥∥r ≤ C1
√
tτJ log(τ
−1
J t+ 1)
|n− l − Lj + 1|τJ
Lj−1∑
p,q=0
|hj,phj,q|.
Now the desired result follows from (27).
Proof of (37). Take ε > 0 arbitrarily. Then, for any even integer r the Markov inequality yields
P
(
max
l∈L+
J
:v−1
J
|lτJ−θj |>ε
|ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X]| > ε
)
≤ ε−rE
[
max
l∈L+
J
:v−1
J
|lτJ−θj |>ε
|ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X]|r
]
≤ ε−r
∑
l∈L+
J
E [|ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X]|r] ≤ ε−r#L+J max
l∈L+
J
E [|ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X]|r] .
We can take sufficiently large r such that 2/r < 1− κ. Then we have
#L+J max
l∈L+
J
E [|ρ̂J−j+1(lτJ)− E [ρ̂J−j+1(lτJ)|X]|r] = O
((
τ
1−2/r
J L
2log2 τJ
)r/2)
= o(1)
by Lemma 12. This yields the desired result.
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7.4.2 Proof of (38)
As is stated at the beginning of this subsection, we need to establish an exponential moment bound for the
variable of the form
Qm,N,l(i) :=
∑
k∈Im,N (i)
(
ζ1kζ
2
k+l − E
[
ζ1kζ
2
k+l
])
,
wherem ≤ J , N , i and l ∈ L+J are given positive integers and Im,N (i) is defined by (39).
We begin by remarking the following result:
Lemma 13. There is a universal constant C > 0 such that ‖Y ‖ψ1 ≤ C‖Y ‖2 for any quadratic polynomial Y of
Gaussian variables.
Proof. Since Y = 0 a.s. if ‖Y ‖2 = 0, it suffices to consider the case ‖Y ‖2 6= 0. Hence, we may assume ‖Y ‖2 = 1
without loss of generality. By Theorem 6.7 of [30], there is a universal constant c > 0 such that P (|Y | > x) ≤ e−cx
for any x ≥ 2. Setting K = 1 ∨ e2c, we have Ke−cx ≥ 1 for all x ≤ 2. Hence we have P (|Y | > x) ≤ Ke−cx for
any x > 0 and thus we have ‖Y ‖ψ1 ≤ (1 +K)/c by Lemma 2.2.1 of [46]. Therefore, the desired result holds true
with C = (1 +K)/c.
Lemma 14. Under the assumptions of Theorem 2, there is a universal constant C > 0 such that
‖Qm,N,l(i)‖ψ1 ≤ C
√
τmτJ
(
L
3/4
j +
√
Lj(piN1 + pi
N
2 ) +
√
Lj | log τJ |
)
for any positive integers J ,m ≤ J , N , i and l ∈ L+J .
Proof. By Lemma 13 it suffices to prove
‖Qm,N,l(i)‖2 ≤ C ′√τmτJ
(
L
3/4
j +
√
Lj(pi
N
1 + pi
N
2 ) +
√
Lj | log τJ |
)
where C ′ > 0 is a universal constant. Let Σm,N,l(i) be the covariance matrix of
((ζ1k)k∈Im,N (i), (ζ
2
k+l)k∈Im,N (i))
⊤
for every i, and set Cm,N,l(i) = Σm,N,l(i)
1/2AmΣm,N,l(i)
1/2, where
Am =
(
0 E2J−m
E2J−m 0
)
.
From Eq.(4.4) of [13] we have ‖Qm,N,l(i)‖2 =
√
2‖Cm,N,l(i)‖F , hence it is enough to prove
‖Cm,N,l(i)‖F ≤ C ′′√τmτJ
(
L
3/4
j +
√
Lj(piN1 + pi
N
2 ) +
√
Lj| log τJ |
)
, (40)
where C ′′ > 0 is a universal constant. By Appendix II(ii)–(iii) from [13], we have
‖Cm,N,l(i)‖2F ≤ ‖Σm,N,l(i)‖2F
=
∑
k,k′∈Im,N (i)
E
[
ζ1kζ
1
k′
]2
+
∑
k,k′∈Im,N (i)
E
[
ζ2k+lζ
2
k′+l
]2
+ 2
∑
k,k′∈Im,N (i)
E
[
ζ1kζ
2
k′+l
]2
.
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Since we have for every k
‖ζνk‖2 ≤ (1− pi1)
k−p∑
α=0
piαν
∥∥∥∥∥∥
Lj−1∑
p=0
hj,p∆k−p−αBν
∥∥∥∥∥∥ ≤ √τJ ,
where we use (16), we obtain |E [ζνk ζνk′] | ≤ τJ for any k, k′ by the Schwarz inequality. Combining this estimate
with Lemma 4(a) and (27), we obtain∑
k,k′∈Im,N (i)
E
[
ζ1kζ
1
k′
]2
+
∑
k,k′∈Im,N (i)
E
[
ζ2k+lζ
2
k′+l
]2
≤ τ2J(2Lj − 1)#Im,N (i)
∑
ν=1,2
(1− piν)2
∞∑
α,β=0
piα+βν
Lj−1∑
p=0
|hj,p| ≤ 4τJτmL3/2j .
Meanwhile, Lemma 6, the Parseval identity and (16) yield
|ρ¯j(θ)| ≤ 1
2pi
∫ pi
−pi
Hj,L(λ)dλ = 1.
Moreover, |E [ζ1kζ2k′] | ≤ τJ for any k, k′ by the Schwarz inequality. Combining these estimates with Lemma 4(b)
we obtain ∣∣∣∣∣∣
∑
k,k′∈Im,N (i)
E
[
ζ1kζ
2
k′+l
]2 − τ2J ∑
k,k′∈Im,N (i)
ρ¯j((k
′ + l − k)τJ)2
∣∣∣∣∣∣ ≤ τmτJLj(piN1 + piN2 ).
Since it holds that ∑
k,k′∈Im,N (i)
ρ¯j((k
′ + l − k)τJ)2 =
∑
k,k′∈Im,N (0)
ρ¯j((k
′ + l − k)τJ)2,
the proof of (40) is completed once we show that
τ2J
∑
k,k′∈Im,N (0)
ρ¯j((k
′ + l − k)τJ)2 ≤ AτJτm(log τJ)2Lj (41)
for some universal constant A > 0. We have
τ2J
∑
k,k′∈Im,N (0)
ρ¯j((k
′ + l − k)τJ )2
≤ τ2J
J+1∑
i1,i2=1
∑
k,k′∈Im,N (0)
2∏
r=1
∣∣∣∣∣
∫
Λ−ir
D(λ)Hj,L(λ)Π(λ)e
√−1τ−1
J
((k′+l−k)τJ−θir )λdλ
∣∣∣∣∣
≤ 2τJτm + τ2J max
l∈L+
J
J+1∑
i1,i2=1
∑
k,k′∈Im,N (0)
θi1 ,θi2 6=(k′+l−k)τJ
2∏
r=1
∣∣∣∣∣
∫
Λ−ir
D(λ)Hj,L(λ)Π(λ)e
√−1τ−1
J
((k′+l−k)τJ−θir )λdλ
∣∣∣∣∣ ,
where we use Lemma 6, the Parseval identity and (16) to obtain the last inequality. Therefore, Lemma 7 yields
τ2J
∑
k,k′∈Im,N (0)
ρ¯j((k
′ + l − k)τJ)2
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≤ 2τJτm + 2jC1τ2J
J+1∑
i1,i2=1
∑
k,k′∈Im,N (0)
θi1 ,θi2 6=(k′+l−k)τJ
2∏
r=1
cL∣∣k′ + l − k − θirτ−1J ∣∣
≤ 2τJτm + 2jC2τJτm(J + 1)2c2L ≤ 2jC3τJτm(log τJ)2c2L
for some universal constants C1, C2, C3 > 0. Hence we obtain (41) because 2
jcL ≤ A′Lj for some universal
constant A′ > 0, and thus we complete the proof.
Proof of (38). Set m = mJ = {(1 − κ) ∧ 12}J2 and let N = NJ be a positive integer depending on J so that
τwJ N → a for some w ∈ (0, 12 ) and a ∈ (0,∞). Then we define the set Im,N (i) by (39). We decompose
E [ρ̂J−j+1(θ)|X] as
E [ρ̂J−j+1(θ)|X]
=
τ−1J
n− l − Lj + 1

Lj+N−1∑
k=Lj−1
Z1kZ
2
k+l +
n−1−l∑
k=2J−mMJ
Z1kZ
2
k+l +
MJ−1∑
i=0
∑
k∈Im,N (i)
(
Z1k − σ1iτmζ1k
)
Z2k+l
+
MJ−1∑
i=0
∑
k∈Im,N (i)
σ1iτmζ
1
k
(
Z2k+l − σ2iτm+lτJ ζ2k+l
)
+
MJ−1∑
i=0
σ1iτmσ
2
iτm+lτJ
∑
k∈Im,N (i)
(
ζ1kζ
2
k+l − E
[
ζ1kζ
2
k+l
])
+
MJ−1∑
i=0
σ1iτmσ
2
iτm+lτJ
∑
k∈Im,N (i)
E
[
ζ1kζ
2
k+l
]
=: IJ(l) + IIJ(l) + IIIJ(l) + IVJ(l) +VJ(l) + VIJ(l),
whereMJ = ⌊2m−J (n− l − Lj −N)⌋.
First we provemaxl∈L+
J
|IJ(l)| →p 0. Since we have ‖Zνk‖4 .
√
τJ by the Minkowski and Burkholder-Davis-
Gundy inequalities as well as (16), we obtain ‖IJ(l)‖2 .
∑Lj+N−1
k=Lj−1
∥∥Z1k∥∥4 ∥∥Z2k+l∥∥4 . NτJ by the triangle and
Schwarz inequalities. Therefore, theMarkov inequality yields P
(
maxl∈L+
J
|IJ (l)| > ε
)
≤ ε−1∑l∈L+
J
‖IJ (l)‖22 .
N2τJ for any ε > 0, hence maxl∈L+
J
|IJ(l)| →p 0.
Noting that L2τJ → 0, we can prove maxl∈L+
J
|IIJ(l)| →p 0 in an analogous manner to the above.
Next we prove maxl∈L+
J
|IIIJ(l)| →p 0. For any k ∈ Im,N (i) we have
Z1k − σ1iτmζ1k = (1− pi1)

k∧N∑
α=0
piα1
(Lj−1)∧(k−α)∑
p=0
hj,p
∫ (k−p−α+1)τJ
(k−p−α)τJ
(σ1s − σ1iτm)dB1s
+
k∑
α=N+1
(Lj−1)∧(k−α)∑
p=0
hj,ppi
α
1
(
∆k−p−αX1 − σ1iτm∆k−p−αB1
) ,
hence it holds that
∥∥Z1k − σ1iτmζ1k∥∥r . √τJ
∥∥∥∥∥ sups∈[iτm,(i+1)τm+(Lj+N+1)τJ )
∣∣σ1s − σ1iτm∣∣
∥∥∥∥∥
r
+
√
τJpi
N
1
.
√
τJ
(
(τm + (Lj +N + 1)τJ)
γ + piN1
)
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for any r ≥ 1 by the Minkowski and Burkholder-Davis-Gundy inequalities as well as (36). Hence we obtain
P
(
max
l∈L+
J
|IIIJ(l)| > ε
)
.
∑
l∈L+
J

MJ−1∑
i=0
∑
k∈Im,N (i)
∥∥Z1k − σ1iτmζ1k∥∥2r ∥∥Z2k+l∥∥2r

r
. τ−1J
{
MJ · 2J−m · τJ
(
(τm + (Lj +N + 1)τJ )
γ + piN1
)}r
= O
(
τ−1J
{
(τm + (Lj +N + 1)τJ )
γ + piN1
}r)
for any ε > 0. We can take large enough r ≥ 1 such that τ−1J
{
(τm + (Lj +N + 1)τJ )
γ + piN1
}r → 0, hence we
obtain maxl∈L+
J
|IIIJ(l)| →p 0.
We can prove maxl∈L+
J
|IVJ(l)| →p 0 in an analogous manner.
Now we prove maxl∈L+
J
|VJ(l)| →p 0. By Lemma 14 and the boundedness of σ1 and σ2, we have
‖VJ(l)‖ψ1 .MJ
√
τmτJ
(
L
3/4
j +
√
Lj(piN1 + pi
N
2 ) +
√
Lj| log τJ |
)
.
Therefore, Lemma 2.2.2 of [46] yields∥∥∥∥∥maxl∈L+
J
|VJ(l)|
∥∥∥∥∥
ψ1
. | log τN |MJ√τmτJ
(
L
3/4
j +
√
Lj(piN1 + pi
N
2 ) +
√
Lj| log τJ |
)
.
SinceMJ
√
τmτJ = O(τ
3/8
J ) as J →∞ becausem ≤ J/4, we obtain
∥∥∥maxl∈L+
J
|VJ(l)|
∥∥∥
ψ1
→ 0 by assumptions.
This especially implies that maxl∈L+
J
|VJ(l)| →p 0.
Finally, by Lemmas 4(b) and 8 we have maxl∈L+
J
|VIJ(l)| = op(MJ · τ−1J τm · τJ). SinceMJ = O(τ−1m ), we
obtain maxl∈L+
J
|VIJ(l)| →p 0. This completes the proof.
7.4.3 Completion of the proof of Theorem 2
We need the following auxiliary result:
Lemma 15.
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ 6= 0 for any j ∈ N and b ∈ [−12 , 12 ].
Proof. Since we have
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ = 2
∫ pi/2j−1
pi/2j
D(λ)ℜ
[
Π(λ)e
√−1bλ
]
dλ and D(λ) > 0 for any
λ ∈ R, it is enough to prove ℜ
[
Π(λ)e
√−1bλ
]
> 0 for any λ ∈ (0, pi). We have
ℜ
[
Π(λ)e
√−1bλ
]
=
(1− pi1)(1 − pi2)
|(1 − pi1e
√−1λ)(1 − pi2e−
√−1λ)|2C,
where C = (1 + pi1pi2) cos bλ− pi1 cos(b− 1)λ− pi2 cos(b+1)λ. Hence it suffices to prove C > 0. Since we have
C = (1 + pi1pi2) cos(−bλ)− pi1 cos((−b+ 1)λ) − pi2 cos((−b− 1)λ), by symmetry we may assume b ≥ 0.
First we note that cos bλ > 0 because bλ ∈ [0, pi2 ). Next, we can rewrite C as
C = (1− pi1)(1 − pi2) cos bλ+ pi1(cos(−b)λ− cos(b− 1)λ) + pi2(cos bλ− cos(b+ 1)λ).
Since −pi ≤ (b − 1)λ ≤ (−b)λ ≤ 0 due to 0 ≤ b ≤ 12 , we have cos(−b)λ − cos(b − 1)λ ≥ 0 because
cos is increasing on [−pi, 0]. Also, if λ ≥ pi2 , we have pi2 ≤ (b + 1)λ ≤ 32pi, hence cos(b + 1)λ ≤ 0. So
cos bλ− cos(b+1)λ ≥ 0. Otherwise, we have 0 ≤ bλ ≤ (b+1)λ ≤ 34pi, hence we have cos bλ− cos(b+1)λ ≥ 0
because cos is decreasing on [0, pi]. Consequently, we have C ≥ (1 − pi1)(1 − pi2) cos bλ > 0. This completes the
proof.
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Proof of Theorem 2. Suppose that there is a number ε > 0 such that P (v−1J |θ̂j − θj| > ε) does not converge
to 0 as J → ∞. Then there is a sequence (Jm)m≥1 of positive integers such that Jm ↑ ∞ as m → ∞ and
P (v−1Jm |θ̂j − θj| > ε) → a as m → ∞ for some a > 0. Moreover, for every m we can take an integer lm ∈ LJm
such that |lmτJm−θj| ≤ τJm/2. In particular, the sequence (τ−1Jm(lmτJm−θj))m≥1 has a converging subsequence.
Without loss of generality we may assume that τ−1Jm (lmτJm−θj)→ b asm→∞ for some b ∈ [−12 , 12 ]. Now since∣∣∣ρ̂J−j+1(θ̂j)∣∣∣ > maxθ∈GJ :v−1J |θ−θj |>ε |ρ̂J−j+1(θ)| implies that v−1J |θ̂j − θj| ≤ ε, we have
P
(
v−1Jm
∣∣∣θ̂j − θj∣∣∣ > ε) ≤ P
(∣∣∣ρ̂J−j+1(θ̂j)∣∣∣ ≤ max
θ∈GJm :v−1Jm |θ−θj |>ε
|ρ̂J−j+1(θ)|
)
≤ P
(
|ρ̂J−j+1(lmτJm)| ≤ max
θ∈GJm :v−1Jm |θ−θj|>ε
|ρ̂J−j+1(θ)|
)
≤ P
(
|ρ̂J−j+1(lmτJm)| ≤
|r|
2
)
+ P
(
|r|
2
< max
θ∈GJm :v−1Jm |θ−θj |>ε
|ρ̂J−j+1(θ)|
)
,
where r = 2jΣT (θj)Rj
∫
Λ−j
D(λ)Π(λ)e
√−1bλdλ. Now, ρ̂J−j+1(lmτJm) →p r as m → ∞ by Theorem 1(b).
Moreover, r 6= 0 because of Lemma 15 and assumption. Therefore, by Proposition 3 we obtain
lim sup
m→∞
P
(
v−1Jm
∣∣∣θ̂j − θj∣∣∣ > ε) = 0.
This contradicts limm→∞ P (v−1Jm |θ̂j − θj| > ε) = a > 0.
Acknowledgments
We thank two anonymous referees for their careful reading of a previous version of the paper and valuable
comments to it. Takaki Hayashi’s research was supported by JSPS KAKENHI Grant Numbers JP16K03601,
JP17H01100. Yuta Koike’s research was supported by JST, CREST and JSPS KAKENHIGrant Number JP16K17105.
References
[1] Aı¨t-Sahalia, Y. & Jacod, J. (2014). High-frequency financial econometrics. Princeton University Press.
[2] Alsayed, H. & McGroarty, F. (2014). Ultra-high-frequency algorithmic arbitrage across international index futures. J.
Forecast. 33, 391–408.
[3] Bacry, E., Delattre, S., Hoffmann, M. & Muzy, J. (2013). Some limit theorems for Hawkes processes and application to
financial statistics. Stochastic Process. Appl. 123, 2475–2499.
[4] Barlow, M. T., Jacka, S. D. & Yor, M. (1986). Inequalities for a pair of processes stopped at a random time. Proc. Lond.
Math. Soc. (3) 52, 142–172.
[5] Barndorff-Nielsen, O. E., Corcuera, J. M. & Podolskij, M. (2011). Multipower variation for Brownian semistationary
processes. Bernoulli 17, 1159–1194.
[6] Bollen, N. P., O’Neill, M. J. & Whaley, R. E. (2017). Tail wags dog: Intraday price discovery in VIX markets. Journal
of Futures Markets 37, 431–451.
[7] Cardinali, A. (2009). A generalized multiscale analysis of the predictive content of Eurodollar implied volatilities.
International Journal of Theoretical and Applied Finance 12, 1–18.
[8] Ceron, A., Curini, L. & Iacus, S. M. (2016). First- and second-level agenda setting in the Twittersphere: An application
to the Italian political debate. Journal of Information Technology & Politics 13, 159–174.
[9] Chan, G. & Wood, A. T. A. (1999). Simulation of stationary Gaussian vector fields. Statist. Comput. 9, 265–268.
35
[10] Da Fonseca, J. & Zaatour, R. (2017). Correlation and lead-lag relationships in a Hawkes microstructure model. Journal
of Futures Markets 37, 260–285.
[11] Dajcˇman, S. (2013). Interdependence between some major European stock markets — a wavelet lead/lag analysis.
Prague Economic Papers 1, 28–49.
[12] Daubechies, I. (1992). Ten lectures on wavelets. SIAM.
[13] Davies, R. B. (1973). Asymptotic inference in stationary Gaussian time-series. Adv. in Appl. Probab. 5, 469–497.
[14] de Jong, F. & Nijman, T. (1997). High frequency analysis of lead-lag relationships between financial markets. Journal
of Empirical Finance 4, 259–277.
[15] Doukhan, P. & Louhichi, S. (1999). A newweak dependence condition and applications to moment inequalities. Stochas-
tic Process. Appl. 84, 313–342.
[16] Duffie, D. (1991). The theory of value in security markets. In W. Hildenbrand & H. Sonnenschein, eds., Handbook of
mathematical economics, vol. IV, chap. 31. Elsevier Science Publishers B.V., pp. 1615–1682.
[17] Ferna´ndez-Macho, J. (2012). Wavelet multiple correlation and cross-correlation: A multiscale analysis of Eurozone
stock markets. Phys. A 391, 1097–1104.
[18] Gallegati, M. (2008). Wavelet analysis of stock returns and aggregate economic activity. Comput. Statist. Data Anal. 52,
3061–3074.
[19] Gatheral, J., Jaisson, T. & Rosenbaum, M. (2018). Volatility is rough. Quant. Finance (forthcoming) DOI:
10.1080/14697688.2017.1393551.
[20] Genc¸ay, R., Selc¸uk, F. & Whitcher, B. (2002). An introduction to wavelets and other filtering methods in finance and
economics. Academic Press.
[21] Gikhman, I. I. & Skorokhod, A. V. (1969). Introduction to the theory of random processes. W. B. Saunders Company.
[22] Gradshteyn, I. & Ryzhik, I. (2007). Table of integrals, series, and products. Elsevier Inc., seventh edn.
[23] Grebenkov, D. S., Belyaev, D. & Jones, P. W. (2016). A multiscale guide to Brownian motion. J. Phys. A 49, 1–31.
[24] Hafner, C. M. (2012). Cross-correlating wavelet coefficients with applications to high-frequency financial time series.
J. Appl. Stat. 39, 1363–1379.
[25] Hayashi, T. & Koike, Y. (2017). No arbitrage and lead-lag relationships. Working paper. Available at arXiv:
https://arxiv.org/abs/1712.09854.
[26] Hoffmann, M., Munk, A. & Schmidt-Hieber, J. (2012). Adaptive wavelet estimation of the diffusion coefficient under
additive error measurements. Ann. Inst. Henri Poincare´ Probab. Stat. 48, 1186–1216.
[27] Hoffmann, M., Rosenbaum, M. & Yoshida, N. (2013). Estimation of the lead-lag parameter from non-synchronous data.
Bernoulli 19, 426–461.
[28] Huth, N. & Abergel, F. (2014). High frequency lead/lag relationships — empirical facts. Journal of Empirical Finance
26, 41–58.
[29] Jacod, J. & Shiryaev, A. N. (2003). Limit theorems for stochastic processes. Springer, 2nd edn.
[30] Janson, S. (1997). Gaussian Hilbert space. Cambridge University Press.
[31] Kawaller, I. G., Koch, P. D. & Koch, T. W. (1987). The temporal price relationship between S&P 500 futures and the
S&P 500 index. Journal of Finance 42, 1309–1329.
[32] Lai, M.-J. (1995). On the digital filter associated with Daubechies’ wavelets. IEEE Trans. Signal Process. 43, 2203–
2205.
36
[33] Lo, A. W. & MacKinlay, A. C. (1990). An econometric analysis of nonsynchronous trading. J. Econometrics 45,
181–211.
[34] Mallat, S. (2009). A wavelet tour of signal processing. Elsevier Inc., 3rd edn.
[35] Mu¨ller, U. A., Dacorogna, M. M., Dave´, R. D., Olsen, R. B., Pictet, O. V. & von Weizsa¨cker, J. E. (1997). Volatilities of
different time resolutions — analyzing the dynamics of market components. Journal of Empirical Finance 4, 213–239.
[36] Percival, D. B. & Walden, A. T. (2000). Wavelet methods for time series analysis. Cambridge University Press.
[37] Protter, P. E. (2004). Stochastic integration and differential equations. Springer, 2nd edn.
[38] Ranta, M. (2010). Wavelet multiresolution analysis of financial time series. Ph.D. thesis, University of Vaasa.
[39] Robert, C. Y. & Rosenbaum, M. (2010). On the limiting spectral distribution of the covariance matrices of time-lagged
processes. J. Multivariate Anal. 101, 2434–2451.
[40] Rudin, W. (1987). Real and complex analysis. McGraw-Hill, Inc., 3rd edn.
[41] Rudin, W. (1991). Functional analysis. McGraw-Hill, Inc., 2nd edn.
[42] Serroukh, A. & Walden, A. (2000). Wavelet scale analysis of bivariate time series i: motivation and estimation. J.
Nonparametr. Stat. 13, 1–36.
[43] Serroukh, A. & Walden, A. (2000). Wavelet scale analysis of bivariate time series ii: statistical properties for linear
processes. J. Nonparametr. Stat. 13, 37–56.
[44] Stoll, H. R. & Whaley, R. E. (1990). The dynamics of stock index and stock index futures returns. Journal of Financial
and Quantitative Analysis 25, 441–468.
[45] van der Vaart, A. W. (1998). Asymptotic statistics. Cambridge University Press.
[46] van der Vaart, A. W. & Wellner, J. A. (1996). Weak convergence and empirical processes. Springer.
[47] Vidakovic, B. (1999). Statistical modeling by wavelets. John Wiley & Sons, Inc.
[48] Whitcher, B., Guttorp, P. & Percival, D. B. (1999). Mathematical background for wavelet estimators of cross-covariance
and cross-correlation. Technical report 038, NRCSE.
[49] Whitcher, B., Guttorp, P. & Percival, D. B. (2000). Wavelet analysis of covariance with application to atmospheric time
series. Journal of Geophysical Research 105, 14941–14962.
37
