INTRODUCTION
The hippocampus is essential to the formation of new episodic memories (Scoville and Milner, 1957) . Those, once encoded in a cell assembly, likely require precise network mechanisms to be reactivated (Wilson and McNaughton, 1994) . Such mechanisms are thought to be at play during sharp wave-ripple (SWR) complexes (Lee and Wilson, 2002) , transient episodes occurring in the local field potential (LFP) of the hippocampal CA1 subfield in several mammalian species (Buzsá ki, 2015) , consisting of a slow potential deflection (the sharp wave, SW) and a high-frequency oscillation (the ripple) (Buzsá ki et al., 1992) . SWRs have been largely associated with memory consolidation (Girardeau et al., 2009; Nakashiba et al., 2009; van de Ven et al., 2016) , and neuronal ensemble activities during some of these episodes indeed correspond to ''replayed'' sequences associated with awake exploration (Diba and Buzsá ki, 2007; Karlsson and Frank, 2009; Lee and Wilson, 2002) . Based on in vivo studies, these phenomena have been hypothesized to involve various mechanisms concurring within the cornu ammonis (CA) hippocampal subfields. In vivo studies suggest SWRs emerge in the CA1 subfield mainly due to afferent CA2-and CA3-ensemble synchronous discharges (also referred to as inducers) (Csicsvari et al., 2000; Oliva et al., 2016) . Furthermore, the sparse SWR-associated CA1 ensembles are likely selected through a bias of the excitation-inhibition (E-I) balance of their postsynaptic currents toward excitation (Mizunuma et al., 2014) . However, the precise cellular and network mechanisms underlying selection, coordination, and modification of the content of SWR-related activities remain a largely open question. On one hand, experimental evidence suggests that CA1 ensembles are coordinated by CA3 through slow gamma oscillations (Carr et al., 2012; Gillespie et al., 2016) ; on the other hand, this coordination likely co-occurs with plasticity of local CA1 circuitry (Dupret et al., 2013; Schoenenberger et al., 2016) , which deserves to be further explored.
While several computational models have investigated the putative mechanisms of ripple rhythmogenesis (Donoso et al., 2018; Malerba et al., 2016; Memmesheimer, 2010; Taxidis et al., 2012; Traub and Bibbig, 2000) , they do not account for two crucial aspects of in vivo SWR phenomena mentioned above: (1) the specific role of LFP activities in other bands than the ripple itself, and (2) the influence of specific types of synaptic connections, which may play a key role in shaping the underlying sparse ensembles of activated principal cells (Dupret et al., 2013) . To study these aspects, we designed a multi-compartmental model of the hippocampal CA3-CA1 network that reproduces in vivo SWR-related activity at multiple levels. We performed a detailed analysis of synaptic interactions to identify the network mechanisms at play, and related them to the features of both LFP recordings and associated replayed sequences. SWs (<20 Hz) originate from CA3 activity impinging on CA1 stratum radiatum (SR), whereas SWR-related slow gamma (25-50 Hz) activity was generated within CA3 but propagated to CA1 cells' somata, coordinating CA3 and CA1 ensembles. We also discovered that CA3-CA1 synapses could additionally shape CA1 sequential activity during SWRs, whereas somatic excitatory synapses from CA1 principal cells onto interneurons were critical to control the sparsity and temporal organization of CA1 firing sequences. Plasticity of these synapses may thus allow accurate SWR replay, acting in concert with Schaffer pathway and local GABA-A plasticity. Finally, our findings account for a broad range of observations of the SWR phenomenon as reported in a large number of experimental studies, including hippocampal LFP recordings from anesthetized rhesus monkeys (Macaca mulatta) recorded in our laboratory. Overall, this work sheds light on key network coordination mechanisms of in vivo SWRs and opens new avenues for a multiscale approach of memory retrieval and consolidation processes at the system level.
RESULTS

A Simple Compartmental Model of the CA3-CA1 Network
We modeled two arrays of neurons accounting for the CA3 and CA1 neuronal populations with electrical properties of cell membranes following Taxidis et al. (2012) . We used two-compartment models for all neurons in order to disentangle dendritic and somatic dynamics. Pyramidal cell models follow Pinsky and Rinzel (1994) , and we developed a simplification of the multi-compartment model in Traub and Miles (1995) and Traub et al. (1994) for inhibitory interneurons (STAR Methods). CA3 and CA1 neuron models are identical, while network connectivity within each field is different (Andersen, 2007; Bezaire and Soltesz, 2013) . CA3 is characterized by strong recurrent excitatory auto-associational (PYR-PYR) connections, together with pyramidal neuron-interneuron (PYR-INT) connections (Andersen, 2007) and short-range interneuron-interneuron (INT-INT) and interneuron-pyramidal neuron (INT-PYR) synapses. In contrast, CA1 connectivity-inspired by recent findings-is implemented as a ''feedback and reciprocal inhibition '' circuit (Stark et al., 2014) , including only PYR-INT, INT-PYR, and INT-INT synapses, all located in their peri-somatic region ( Figure 1A ; STAR Methods). Finally, CA3 principal cells' Schaffer collaterals target both CA1 pyramidal and interneurons' apical dendrites in SR.
Connection probabilities were established based on available anatomical and physiological studies. Connection probability of pyramidal cell axons onto other cells has a decaying Gaussian distance dependence, enforcing 100% connection probability with neighboring cells, and dropping to $60% for the targeted cells located at a radius of 1 mm within each field (Li et al., 1994; Ropireddy et al., 2011) (Figure 1A ; STAR Methods). Interneurons' axons are assumed shorter range and enable the network to operate by balancing the effects of excitation by synapsing to 100% of the cells within 400 mm of the soma in CA3, while CA1 interneurons' axons have a Gaussian decaying probability (as above for principal cells) ensuring $60% targeting at 100 mm from the soma (Sik et al., 1995) . These choices accord with computational investigations (Schomburg et al., 2012; Taxidis et al., 2012) . Due to the relatively small ensemble of simulated cells, the synaptic targeting probabilities are relatively high (>20%) and are expected to drop for networks with broader sizes due to fewer long-range connections. However, connection probabilities are in agreement with Debanne et al. (1995) , Buhl et al. (1995), and Li et al. (1994) , and the bouton target ratios (pyramidal cell:interneuron) are consistent with Bezaire and Soltesz (2013) (STAR Methods; Table S2 ).
Interestingly, the resulting network exhibits disynaptic connectivity motifs occurring beyond chance levels for CA3 excitatory cells, qualitatively in good agreement with the study of Guzman et al. (2016) (Figure S1A ), whereas CA1 (deprived from PYR-PYR synapses) favored divergent triples and disynaptic chains that combine interneurons and pyramidal cells ( Figure S1B ). Such motifs may be key for pattern completion in hippocampus (Guzman et al., 2016) and the coordination of cell assemblies and sequence replays during SWRs, as highlighted throughout this manuscript.
SWR Emergence in the CA3-CA1 Model
We simulated 150 units per field (135 pyramidal cells and 15 interneurons) to limit computational load (no substantial changes were observed with more cells). The mean extracellular field potential (mEFP; <50 kHz, sampling time 0.02 ms) was computed from transmembrane currents following Nicholson (1973) and Schomburg et al. (2012) , recorded at the contacts of two multisite electrodes of 32 tips covering CA1 and CA3 strata (one electrode per field). The mEFP was further decomposed into the synaptic field potential (LFPsyn) created by postsynaptic currents (PSCs, possibly including somatic or dendritic, excitatory or inhibitory currents: sEPSCs, dEPSCs, sIPSCs, and dIPSCs, respectively), and the active transmembrane current-dependent field potential (LFPt) that accounts for the remaining currents (STAR Methods). Oscillatory events were selected based on their elevated ripple band power (>3 SD; STAR Methods). In total, 20 simulation sessions (100 s each) were computed, leading to 3,250 detected SWR episodes used in the following results, unless otherwise stated.
SWR-like episodes emerge spontaneously from the CA3-CA1 network, exhibiting short-lived high-frequency oscillations (ripples) on top of a depolarization (<25 Hz) ( Figure 1B , top subpanels; see also Figures S1D-S1G) with characteristics consistent with those observed experimentally (Logothetis et al., 2012; Skaggs et al., 2007) . These include ( Figure 1C ) full-LFP SW (<20 Hz) and ripple (80-200 Hz) durations (31.86 ± 0.30 ms and 23.01 ± 0.20 ms, respectively, mean full-width at halfmaximum [FWHM] with 95% confidence interval [CI]), ripple peak frequency (122.07 ± 1.05 Hz), proportion of recruited pyramidal cells, and interneuron populations (0.091 ± 0.001 and 0.64 ± 0.003, respectively, for CA3; 0.11 ± 0.001 and 0.72 ± 0.003 for CA1). Also, the proportion of participating cells, inter-SWR intervals, ripple power, and SW amplitude followed log-normal-like distributions ( Figure 1D ), in line with experimental evidence (Buzsá ki, 2015; Mizuseki and Buzsá ki, 2013) . Concurrently with the CA1-SWR, CA3 presents episodes of field activity in the form of gamma-like episodes ($20-100 Hz, containing both the slow-and fast-gamma frequency bands, 25-50 and 55-100 Hz, respectively) together with less prominent high-frequency oscillations (>100 Hz) ( Figure 1B , bottom subpanel; see also Figure S1F) (Sullivan et al., 2011) . Peri-event spike-time histograms (PETHs) and cell discharges were ripple-coherent as illustrated by spike-field coherence (SFC) and detailed PETH analysis (Figures S1H and S1I and Figures 1E and 1F, respectively) . Furthermore, significant spike-to-LFP locking was also observed at the rising phase of the ripple for interneurons, and at the ripple trough for pyramidal neurons (Figures 1E and 1F) (Buzsá ki et al., 1992) . In line with experimental studies (Ramirez-Villegas et al., 2015) , we also found that ripple power significantly correlates with SW amplitude (r = 0.37; p < 10 À50 bootstrapped statistics; Figure 1C ).
These results support that SWs and ripples of our model are related phenomena resulting from CA3 synchronous bursting, and reflect well-known properties of in vivo SWR complexes in primates and rodents (Buzsá ki et al., 1992; Csicsvari et al., 2000; Logothetis et al., 2012; Mizuseki and Buzsá ki, 2013; Ramirez-Villegas et al., 2015) .
Low-and High-Frequency Dynamical Sources of SWRAssociated LFP Activity Synchrony of participating neuronal populations to the LFP, as quantified by SFC maps ( Figure S1I ), suggests that the network coordination reflected in peri-event LFPs during SWR may span the broadband spectrum, instead of being restricted to the ripple band. Exploiting the superposition principle, we isolated the contribution of each type of synapse to LFPsyn and of each compartment to LFPt of both cell types to investigate the frequency signatures of the variety of mechanisms underlying SWRs. Analysis of LFPsyn revealed predominant SW and slowgamma frequency components (<50 Hz) in dendrites (receiving input from CA3) with respect to somata (p < 10
À6
, Wilcoxon's rank-sum test, Bonferroni corrected; Figure 2A , bottom left subpanels; Figure S2A , leftmost subpanels). Ripple-related power was prominent in potentials related to sIPSCs of both INT-PYR and INT-INT synapses (p < 10 À6 , Wilcoxon's rank-sum test, Bonferroni corrected for the comparison between somatic and dendritic averaged spectral power; Figures 2A and S2A ). In addition, INT-INT synaptic currents displayed more widespread influence over high-frequency LFP activity, reaching supra-ripple (>180 Hz) frequencies (p = 0.026, Wilcoxon's rank-sum test for the comparison between PYR-INT and INT-INT supra-ripple-related normalized spectral power; Figure S2B ).
Conversely, analysis of LFPt indicates that pyramidal cells' axosomatic compartments together with fast-spiking GABAergic interneurons present elevated ripple power (>80 Hz), while apical dendrites (SR) elicit increases in SPW and gamma frequency bands, similar to LFPsyn ( Figure 2B ). Supra-ripple frequencies (>180 Hz) originate from the activity of interneurons ( Figure 2B ), reaching a frequency peak higher than that of synaptic currents alone, i.e., sIPSCs and sEPSCs (p < 10 À6 , Wilcoxon's rank-sum test for the comparison between the peri-SWR frequency peak of pyramidal-and interneuron-associated LFPt; Figures 2B and S2B), likely due to the frequency signature of aggregated interneuronal spike shapes. SWR-related LFP thus comprises several components with distinct spectral signatures, tightly intertwined due to network-level interactions. Next, we examined the laminar distribution of each component.
Laminar Distribution of Peri-SWR Dynamical
Components in the Full LFP We quantified the spatial contribution of representative frequency bands (SW, (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) gamma, ripple, supraripple, to the power of the simulated CA1 LFP. The results ( Figure 2C ) are in good agreement with our previous analysis. Ripple and supra-ripple components (mean peak frequency with 95% CI 136.39 ± 1.69 Hz and 246.02 ± 2.78 Hz, respectively) are significantly segregated to stratum pyramidale (SP) (Figures 2D and S2D; p < 10 À5 , rank-sum test for the comparison of SP and SR LFP power). In contrast, gamma and SW components (mean peak frequency with 95% CI 15.06 ± 0.74 Hz and 36.85 ± 0.56 Hz, respectively) are mostly observed in the apical dendrites of CA1 (Figures 2D and S2D ; p < 0.01, rank-sum test for the comparison of SP and SR LFP power; N = 20 simulation sessions, 3,250 SWR episodes).
In order to check the consistency of these results with more realistic models of the configuration of transmembrane currents, we used 24 simulated peri-SWR traces to approximate the LFP generated by passive transmembrane currents using multicompartmental models based on realistic morphologies (Figure 2D , bottom right schema) using the hybridLFPy toolbox (Hagen et al., 2016) . The results ( Figure 2D , right subpanel) show a reasonable agreement with our simple two-compartment model. Barring overall amplitude discrepancies (likely resulting from unmatched geometric configuration of the cells' somata: 3D cylindrical versus 2D linear), the main difference lies in the weaker SP high-frequency activity, very likely corresponding to omitted active currents in such hybrid simulation, as those currents influence supra-ripple activity during spiking. Overall, this suggests that the detailed cell morphology is unlikely to bring crucial additional spatial information about LFPs at the population level.
The spatial distribution of LFP power across bands thus reflects the contribution of differentiated dendritic and peri-somatic mechanisms to the SWR phenomena. Next, we investigated the contribution of CA3 input to these mechanisms.
CA1-Associated Neuronal Correlates of CA3 Input
Experimental evidence suggests that SWs in CA1 LFP reflect incoming CA3 synchronous depolarizations onto the apical dendritic field of CA1, followed by CA1 ripples. We addressed to which extent the activities of CA1 reflect CA3 synaptic input during SWRs using coherence analysis between CA3 full LFP and CA1-associated population PSCs, computed by linear summation of PSCs across neurons in CA1. We observed that CA3 LFP and CA1 dEPSCs, originating from CA3 Schaffer input, had an SWR-related increase in coherence spanning a broad range of fast frequencies; that is, over gamma (<100 Hz) and high-frequency oscillations (>100 Hz) ( Figure 3A) . Furthermore, CA1 somatic PSC ripple-range frequencies were largely (legend continued on next page) incoherent with CA3, but coherent in the slow-gamma band (25-50 Hz) ( Figure 3A ). This effect was particularly prominent and sustained for the sEPSCs, likely controlling feedback inhibition. These findings suggest that CA3 and CA1 ensembles are coordinated by slow-gamma activity and not in the ripple band, although ripples occur simultaneously (Carr et al., 2012) . We went on to examine whether this gamma input manifests itself in the CA1 recurrent dynamics. Thus, we divided each CA1 cell-type population into two subgroups and re-computed the respective peri-SWR PSCs and the coherence between the subgroups for PSC pairs. In line with our reasoning, somatic CA1 population PSCs were coherent at ripple frequencies (80-180 Hz) ( Figure 3B ). Interestingly, we found that these PSCs were also coherent in the slow-gamma range (25-50 Hz). Furthermore, whereas the increase in slow-gamma coherence was prominent between (interneuronal) sEPSCs and pyramidal sIPSCs, sIPSCs measured in interneurons and pyramidal cells were incoherent in this band ( Figure 3B , leftmost subpanel). According to the magnitude of coherence across investigated pairs ( Figure 3B , bottom right boxplots), modulation at slow gamma (25-50 Hz) frequencies during SWRs chiefly involves the two synaptic connections that make up the recurrent inhibition loops: PYR-INT and INT-PYR (p < 0.0001, Wilcoxon's rank-sum test). Overall, coherence analysis suggests that slow-gamma activity plays a central role in coordinating CA3 and CA1 subthreshold activity. Furthermore, we checked whether such a coordination is also present in the unit discharges (Carr et al., 2012) . CA3 slow-gamma-triggered PETHs show both CA3 and CA1 discharges were modulated in this band ( Figure 3C ), with CA3 spikes occurring close to the peak of the oscillation (mean phase with 95% CI À13.8329 ± 6.29; Z = 4.7847, p < 0.0025, bootstrapped Rayleigh test; Figure 3D ), while CA1 spikes occur almost one-quarter period afterward (mean phase with 95% CI 39.1172 ± 13.01; Z = 4.4028, p < 0.0052, bootstrapped Rayleigh test; Figure 3D ). As expected, both CA1 and CA3 also displayed significantly increased spike modulation depths (STAR Methods) during SWR as compared to that of surrogate (non-SWR) epochs (p < 0.03, rank-sum test; Figure 3E ).
To further check the specific involvement of slow gamma in CA3-CA1 coordination, we compared SWRs to CA1 ripple-free SWs: low-frequency deflections in the LFP that did not present ripple oscillations (i.e., with baseline level of ripple power). We determined relevant frequency bands by quantifying the predictive power of peri-event spectrogram features for SWR occurrence (STAR Methods; Figures 3F and 3G ), leading to the definition of SW (5-20 Hz), slow-gamma (25-50 Hz) and fastgamma (55-100 Hz) frequency bands. Peri-event amplitude distributions for SWR complexes and SWs were then compared (N = 504 detected SWs across 7 simulation sessions). We found that SWRs, but not SWs, bear significant differences in peri-event slow-gamma (25-50 Hz) amplitude distribution with respect to baseline levels in CA3 and CA1 ( Figure 3H ; SW, p < 0.11 and p < 0.28; SWR, p < 0.05 and p < 10 À7 ; bootstrapped
Wilcoxon's rank-sum test for CA3 and CA1, respectively). We also found that CA3 and CA1 slow-gamma amplitude predicts the occurrence of SWRs, but not SWs ( Figures 3I and 3J ), unlike fast gamma (55-100 Hz) in CA3, which predicts both ( Figures  S3A and S3B) . These results support a specific role of slowgamma oscillations in coordinating CA3 and CA1 activities during the SWR phenomenon. Having investigated the LFP correlates of SWRs, we turn to the microscopic determinants of ripple coordination.
Coordinated Somatic Excitation and Inhibition Underlie Ripple Oscillations
Selective imbalance between excitation and inhibition has been suggested to control sparse CA1 pyramidal cells participation to SWRs (Mizunuma et al., 2014) , but how the activity of these cells is controlled by the dynamics of EPSCs or IPSCs is still controversial (see Maier et al., 2011; Gan et al., 2017) . Following these studies, we detected events of large postsynaptic activity based on their first-order temporal derivative, possibly reflecting the influence of a coordinated network mechanism (STAR Methods). We then computed the PSC-triggered CA1 ripple-band LFP (80-180 Hz) average across all events and sessions ( Figure 4A displays an example event). Consistent with Gan et al. (2017) , PSC-triggered LFP revealed that, unlike dEPSCs (Z = 0.043, p < 0.9581, bootstrapped Rayleigh test), sIPSCs were locked to the ripple oscillation ( Figure 4B ). Crucially, sEPSC were also rhythmically locked to LFP ripples ( Figure 4B ), suggesting not only concerted sIPSCs, but also sEPSCs are associated with the ripple oscillation. Finally, phase analysis ( Figure 4C ) revealed that sIPSCs occur with largest probability at the rising phase of the ripple (mean phase with 95% circular CI À76.52 ± 2.04 degrees; Z = 34.7568, p < 10
À16
, bootstrapped Rayleigh test), whereas sEPSCs occur closer to the trough of the ripple oscillation (mean phase with 95% circular CI À124.49 ± 2.83 degrees; Z = 14.2765, p < 10
À6
, bootstrapped Rayleigh test). Thus, rhythmic somatic excitation and inhibition, but not dendritic excitation due to CA3 activity, coordinate CA1 ripple oscillations.
Interneurons Pace CA1 Membrane Potentials during SWR Episodes
The above results support previous in vivo and in vitro experimental findings on the crucial role of interneurons in SWR dynamics (Schlingloff et al., 2014; Stark et al., 2014) . They have Figure S4 .
been suggested to pace activity of pyramidal cells (Stark et al., 2014) . In order to study such influence of PSCs over individual spikes, we followed previous work (English et al., 2014; Hulse et al., 2016) and investigated single-cell subthreshold activity, focusing on depolarization events that do not result in action potentials (STAR Methods). The time course of peri-SWR membrane potentials (V m ) matches previous experimental work (English et al., 2014) (Figures 4D and S4A) . V m leads the peri-ripple LFP by approximately 90 degrees ( Figure S4B ; mean phase value with 95% circular CI 85.81 ± 3.35 degrees; Z = 18.72, p < 3.7*10 À11 , bootstrapped Rayleigh test; Figure S4C ), reflecting capacitive coupling of the membrane. We further investigated the temporal relationship between V m and PSC events using cross-correlation analysis, averaged across cells and ripple events ( Figure 4E ; STAR Methods). We found that neither sEPSCs nor dEPSCs were correlated with V m of both pyramidal cells and interneurons ( Figure 4F ). Interestingly, only sIPSCs displayed a large correlation with interneurons and pyramidal V m , with the largest correlation occurring before zero time-lag (p < 10 À5 , bootstrapped sign test; Figure 4F ). The frequent occurrence of sIPSC peaks next to the V m peak suggests sIPSC events cause the V m decay. These results suggest that interneuronal discharges and the resulting inhibitory PSCs onto target cells pace cells by preventing V m fluctuations to turn into action potentials during SWRs. Furthermore, the peri-ripple peak sIPSC, but not the peri-ripple peak dEPSC, was correlated with the magnitude of post-ripple hyperpolarization (r = À0.7879, p = 8.66*10 À30 ; r = À0.1602, p = 0.063, respectively, N = 135 pyramidal cells; Figure 4G ), indicating that CA1 interneuronal activity, but not CA3 excitation, affects the magnitude of post-ripple hyperpolarization.
To further validate the pacing role of interneurons, we injected external tonic currents onto CA1 interneurons ( Figure S4D ; STAR Methods). We found that tonic stimulation to CA1 interneurons desynchronizes the CA1 LFP, displaying reduced likelihood of observing SWR events ( Figures S4D and S4E ), as they get replaced by the occurrence of SWs virtually eliminating ripples (p = 0.00058, Wilcoxon's rank-sum test; Figure S4F ). Thus, the phasic nature of interneuronal activity and its relationship to excitation are critical for the occurrence of ripples, suggesting a key role in pacing ripple activity. In addition, intrinsic cellular mechanisms such as rebound spiking generated by h-currents (denoted I K-AHP ; STAR Methods) (Dickson et al., 2000) may also influence ripple dynamics, but answering this question is left to future work.
Dynamics of Network Excitation-Inhibition Balance
We further investigated the time-resolved relationship between population PSCs to capture the E-I balance dynamics. We computed two measures of E-I balance: the ''exogenous E-I balance'' is the ratio of dEPSC to sIPSC activity (focusing on CA3 excitation), whereas the ''endogenous E-I balance'' is the ratio of sEPSC to sIPSC (focusing on local excitation). Whereas the time course of all PSCs bears some similarity due to the driving of CA3 input, dEPSCs consistently preceded sIPSCs during the time course of individual ripples (Figures 5A and 5C; mean peak time difference with 95% CI 5.96 ± 0.3 ms) (see also Gan et al., 2017) . Figure 5A shows that, while it is largely inhibited during baseline activity, the CA1 network presents a fast increase in excitation, later decaying exponentially ( Figure 5A ).
We observed that sIPSCs slightly preceded sEPSCs (mean PSC-peak time difference with 95% CI À0.28 ± 0.22 ms) ( Figure 5B ; see also Figure S1H ). In addition, sEPSCs preceded sIPSCs in the ripple-associated phase trajectory ( Figure 5D ), in contrast to broadband activity. These results are in line with previous studies suggesting that ripples involve a transient imbalance between excitation (provided by sEPSCs and dEPSCs) and inhibition (provided by sIPSCs) (Mizunuma et al., 2014) , where ripple-band excitation precedes ripple-related inhibition (Memmesheimer, 2010) . Crucially, in line with this assumption, E-I balance, but neither individual IPSC nor EPSC amplitude, was predictive of the participation of individual CA1 pyramidal cells during SWR events ( Figure 5E ). Due to the involvement of synaptic currents in the LFP power at various frequency bands, we sought to predict E-I balance from single-event spectrogram values using a linear epsilon-support vector machine (ε-SVM) (STAR Methods). Regression coefficients suggest that a large spectral power over CA1-local fast-gamma (>55 Hz), ripple, and supra-ripple frequencies is predictive of a stronger CA1 local inhibitory drive with respect to exogenous excitation ( Figure 5F , shades of blue). Larger recurrent excitation is more specifically associated with larger ripple band power ( Figure 5G , shades of red). Furthermore, SW and slow-gamma activity are associated with an increase of both excitatory components (dEPSCs and sEPSCs) (Figures 5F and 5G). The overall prediction of the ε-SVM across all simulation sessions was associated with a correlation coefficient r = 0.6712 for dEPSC to sIPSC and r = 0.2574 for sEPSC to sIPSC (p = 0 and p = 3.03*10 À45 for the pooled dataset; 20-fold cross-validation; N = 20 sessions; Figure 5G ). Overall, these results suggest that LFP activity carries frequency information about elementary network phenomena that shape CA1 E-I balance during SWR-associated events.
To mimic putative effects of plasticity-associated changes within CA1 circuits (McMahon and Kauer, 1997; Norimoto et al., 2018; Younts et al., 2013) , we further generated distinct scenarios to modify this balance: (1) increasing the synaptic coupling of CA3-to-CA1 pyramidal cells to increase CA1 excitation, (2) increasing the synaptic coupling of CA3 pyramidal neurons to CA1 interneurons to increase inhibition, and (3) increasing the synaptic weight of CA1 pyramidal cells to CA1 interneurons while slightly increasing the Schaffer input into pyramidal neurons and the weight of INT-PYR synapses in CA1: this aims at amplifying CA1 feedback inhibition while maintaining E-I balance. We investigated the effects on SWR spectrograms using linear SVM classifiers to discriminate modified SWRs with respect to baseline ones. Classifiers reached above-chance accuracies (84.20% ± 9.05%; 64.36% ± 11.29%; 64.08% ± 1.78%; mean with 95% CI, respectively; N = 50 SWR episodes per condition; Figure S5B ). Overall analysis of classifier weights, as well as changes in spectrogram (Figures S5A and S5C) and cell participation ( Figure S5D ), concur to the following conclusions. For condition (1), increasing excitation broadly increases all frequency ranges, reflecting both increase of dendritic input and pyramidal cell participation ( Figures S5C and S5D ). For condition (2), increasing inhibition decreases gamma, ripple, and supra-ripple ranges, likely due to stronger inhibition of pyramidal activity. Condition (3) resulted in preserved ripple activity (with slightly higher frequency) with a drop in pyramidal cell participation and increased interneuron activity. Interestingly, an amplification of slow-gamma LFP is noticeable in this condition (see spectrogram insets in Figure S5A ), further supporting the key role of somatic PYR-INT CA1 interactions in mediating slow-gamma communication between CA3 and CA1 during SWRs and controlling the sparsity of the spiking ensemble.
Inactivation of Phasic Excitation of CA1 Pyramidal Cells onto Interneurons Enhances SWRs
As sEPSCs may partly mediate CA3-CA1 coordination during SWRs, we asked whether these peri-somatic excitatory synapses onto interneurons were required for SWR complexes to occur. We selectively blocked sEPSCs onto all CA1 interneurons and compared the resulting activity with the unblocked sEPSC condition. Surprisingly, this circuit manipulation did not abolish ripples (Figures 6A and 6B) . Rather, it enhanced their time-frequency characteristics (e.g., ripple band power). SWRs generated without sEPSC dynamics were also associated with larger recruitment of pyramidal cells (from $10% with upper limit of 15% in the control condition, to $15%, reaching an upper limit of $30%). Pyramidal cells also tended to display more peri-SWR bursts ( Figures 6C and 6D ). Pyramidal cells that were driven to spike also displayed less prominent inhibition during Whereas these results suggest that sEPSCs are not causally involved in the genesis of the ripple oscillation itself, they likely implement a feedback inhibition mechanism that allows the selection of a sparse subset of pyramidal cell to take part in the ripple event, and limits the bursting of these cells. Such a mechanism may be key to controlling the selective emergence of well-defined spiking ensembles associated with learned information and associated memory consolidation (Diba and Buzsá ki, 2007; Lee and Wilson, 2002) .
We further tested whether selective blockade of the various CA1 synaptic interactions was critical for SWR emergence. In order to validate the importance of inhibitory control of pyramidal cells, we investigated the network dynamics when somatic inhibition onto excitatory neurons was blocked in CA1, establishing a form of disinhibition. The results (Figures 6F and 6G) show that ripples are replaced by high-frequency oscillations (>200 Hz) together with a broad recruitment of the pyramidal cells (only 25 exemplary pyramidal cells are shown in the plot to ease visualization of individual bursts), supporting the need of inhibition to bound the ripple frequency and limit CA1 pyramidal cell participation. We examined two additional cases: blockade of reciprocal (INT-INT) inhibition and blockade of CA3 input to CA1 (STAR Methods). In both cases, SWR complexes were again abolished, supporting the need for reciprocal inhibition (to control inhibitory cell participation and dynamics) ( Figure S6A ), as well as excitatory input from CA3 (CA1 is otherwise dominated by gamma activity resulting from INT-INT interactions; Taxidis et al., 2012) ( Figure S6B ).
CA1 Sequence Replay Is Shaped by Modulation of Schaffer Inputs and Recurrent Synaptic Strengths
Our model was proven useful to dissect the influence of specific synaptic interactions on SWR LFP dynamics, and these mechanisms may also influence SWR sequence replay. Indeed, the circuit mechanisms underlying this phenomenon remain poorly understood, and we next investigate them with our model.
We first assess how similar are the subsets of CA1 active pyramidal cells during successive SWR episodes by computing the normalized Hamming distance (NHD) between them (STAR Methods). These subsets vary strongly from one SWR episode to the other as indicated by NHDs close to 1 ( Figure 7A , control condition), suggesting that a ''balanced'' CA3-CA1 network can activate a variety of neuronal ensembles (Jackson and Redish, 2007; Karlsson and Frank, 2009) . As place fields can emerge upon manipulations of excitability of CA1 pyramidal cells (Lee et al., 2012 ) and relate to post-learning SWR replay (O'Neill et al., 2008) , we attempted to increase the similarity between firing of successive SWR episodes in this way. We selected 20% CA1 pyramidal cells at random (N = 6 simulation sessions) and injected a constant current of 2 nA, while a current of À2 nA was injected to the remaining cells. This manipulation of excitability induced firing content similarities, as indicated by lower NHDs across distinct SWRs ( Figure 7A ; p < 1.26*10 À47 , bootstrapped Wilcoxon's rank-sum test). Robustness of temporal ordering of fired sequences across successive SWR episodes was quantified with the cosine similarity (CS) between their socalled firing bias vectors (Roth et al., 2016 ) (STAR Methods). We detected significant forward (positive CS) and backward (negative CS) replay between pairs of SWR episodes (see examples in Figure 7B ; p < 0.05, permutation test for the cosine similarities). During physiological brain function, changes in excitability of CA1 principal cells may be aided by selective changes in the synaptic coupling between CA3 and CA1 (Lisman et al., 2018; Norimoto et al., 2018) . We first increased the synaptic coupling between CA3 and 20% pyramidal cells in CA1 and simultaneously decreased that between CA3 and the rest of the CA1 pyramidal cell population. Changing the weights associated with the Schaffer pathway alone led to no greater inter-event co-firing as compared to control condition (Figures 7E and 7A ; p > 0.05, Wilcoxon's rank-sum test), but at the same time a significant, yet scarce proportion of CA1 sequence replays ( Figure 7F , middle right boxplots; mean with 95% CI 0.0746 ± 0.028; p < 10 À6 ,
Wilcoxon's rank-sum test). Besides potentiation of the Schaffer pathway, the ordering of firing ensembles may be further selected within CA1 by modifications of the feedback inhibition circuits. Populations that are not selected are likely shut down by recurrent inhibition by potentiating INT-PYR synapses to Schaffer-depressed principal cells (Dupret et al., 2013) while INT-PYR synapses to Schaffer potentiated principal cells may undergo a form of depression (McMahon and Kauer, 1997; Younts et al., 2013) . Based on CA1 connectivity motifs ( Figure S1B ), we increased the PYR-INT synaptic strength along feedback inhibition pathways linking Schaffer potentiated cells to Schaffer depressed cells. In parallel, we decreased the INT-PYR coupling, only for pyramidal cells that were potentiated in the Schaffer pathway ( Figure 7D ; STAR Methods). Interestingly, inter-event co-firing significantly increased as compared to the previous condition ( Figure 7E , right boxplots; p < 0.01, Wilcoxon's rank-sum test); modifying CA1 synapses led to a greater proportion of replay ( Figure 7F ; mean with 95% CI 0.2184 ± 0.059; p < 10 À3 , Wilcoxon's rank-sum test for the comparison to control and Schaffer conditions). Furthermore, potentiating the Schaffer pathway alone led to comparable observed replay similarity (0.4832 ± 0.2129 versus 0.4991 ± 0.05; p = 0.6, Wilcoxon's rank-sum test). These results suggest that, although CA1 activity may be influenced by CA3, plastic changes in CA1
(E) Averaged E-I balance across participating (left) and non-participating (right) pyramidal neurons.
(F and G) Same as (A) and (B) upon a selective blockade of somatic inhibition onto pyramidal neurons (left schema), displaying very-high-frequency events (>200 Hz) due to the release of pyramidal cells from inhibition (see peri-ripple exemplary raster plots at the bottom; white ticks mark the spike occurrence). See also Figure S6 .
PYR-INT synapses and GABA-A inhibitory plasticity may be important to further organize the sequence of participating pyramidal neurons.
Comparison to In Vivo LFP Recordings from the Macaque Hippocampus
We compared properties of our model with LFP recordings of the CA1 hippocampal subfield in macaque monkeys. Substructures associated with each recording channel were estimated based on anatomical MRI scans, providing a very coarse approximation of the exact location of the recording electrode tip. We additionally checked the oscillatory profiles of the peri-SWR LFP signals to better interpret and identify the anatomical reference ( Figure 8A ). Time courses and frequency characteristics of SWR episodes were in agreement with our model ( Figure 8A ) (Logothetis et al., 2012; Ramirez-Villegas et al., 2015) . The average time course and baseline-subtracted spectrograms of previously selected LFP frequency bands are depicted in Figures  8B and 8C (average across N = 15 experimental sessions, 4 animals). Interestingly, supra-ripple power appears weaker with respect to ripple power in experimental recordings than in our simulations ( Figure 2D ), most likely due to the electrode diameter used in our in vivo recordings (250 mm at the tip), which is much larger than in rodent studies, and affecting the ability to detect high frequencies (Whittingstall and Logothetis, 2013) . We then computed peri-SWR power signals for each component (STAR Methods). Whereas the ripple and supra-ripple components have larger power at recording tips putatively located in SP (Figure S7A ; p < 0.02, Wilcoxon's rank-sum test), gamma and SPW power remained evenly distributed across recording sites (p > 0.15, Wilcoxon's rank-sum test). In comparison with our simulations, these results confirm the somatic origin of ripple and supra-ripple frequencies but suggest a broader spread of low and gamma frequencies along the dendritic tree than in our model, possibly due to the recording configuration (not guaranteed to penetrate normal to CA1 strata). Importantly, SWRs recorded experimentally synchronize to participating neuronal populations in various LFP bands similarly to modeled SWRs ( Figure S1I ), as quantified by SFC maps and their corresponding phase (Ramirez-Villegas et al., 2015) ( Figure 8D ; sessions average N = 15 sessions, 4 animals). Finally, in vivo SWRs are often accompanied by a post-ripple low-frequency hyperpolarization in experimental LFP (Figure S7B) , absent from our simulated traces. We hypothesized that bistratified cells underlie this phenomenon (Varga et al., 2014) , by inducing IPSCs onto the apical dendrite of principal cells of CA1. We tested this hypothesis by simulating dIPSCs in modeled CA1 pyramidal cells (STAR Methods), resulting in raw LFPs with intermingled negative deflections, sometimes associated with ripple oscillations despite the low pyramidal cell participation (3%-5% of active cells; Figures S7C and  S7D ). We found that dIPSCs were associated with these deflections and coincided with the post-ripple hyperpolarization ( Figures S7E and S7F) . Thus, the observed LFP post-ripple hyperpolarization may be partly mediated by dendritic inhibition accounted for by adding an additional cell type to the model.
DISCUSSION Ripple Oscillogenesis by a PYR-INT-INT Mechanism
In line with recent evidence (Gan et al., 2017; Schlingloff et al., 2014; Stark et al., 2014) , our study suggests that absence of inhibition abolishes ripples and induces major changes in the hippocampal dynamics beyond physiological regimes. However, an INT-INT network is not enough to generate SWRs: tonic stimulation of interneurons alone suppresses ripple events, in line with in vivo experimental evidence (Hulse et al., 2016; Stark et al., 2014) . Instead, we confirm a pacing role of inhibition and a PYR-INT-INT mechanism as suggested by Stark et al. (2014) on the basis of optogenetic manipulations in vivo. CA3 input to CA1 was also critical to generate physiological SWR activity, as observed in previous experimental work (Nakashiba et al., 2009) .
Our simulations are in close correspondence with previous experimental studies, consisting in a majority of rodent work, while our data and several other studies originate from non-human primates (Leonard et al., 2015; Logothetis et al., 2012; Ramirez-Villegas et al., 2015; Skaggs et al., 2007) . Overall, studies in both species report similar characteristics, barring the ripple frequency, which is lower in primates. Whereas the ripple frequency observed in our model matches primate observations, addressing species differences was beyond the scope of the present work. Since ripple frequency is affected by inhibitory excitability and GABA-A conductance (Taxidis et al., 2012) , investigating the variations of CA1 interneurons properties across species may help answer this question. we investigated the broad range of physiological activities associated to SWRs in vivo. Our model was able to reproduce the complex dynamics of irregular activity typically observed during slow-wave sleep and quiet wakefulness, during which most ripple events occur. This allows interpreting experimental in vivo observations related to ongoing debates, such as the presence of CA3-CA1 interactions specifically involving the slow-gamma range (25-50 Hz) (Carr et al., 2012; Gillespie et al., 2016; Remondes and Wilson, 2015) .
Furthermore, we establish the specific contribution of CA1 synaptic connections to the SWR phenomenon. In particular, we show for the first time in a realistic model a specific role of CA1 somatic E-I synapses in controlling the sparsity of pyramidal spike ensembles, thus confirming the suggestion of Dupret et al. (2013) on the key role of PYR-INT synapses.
Finally, while in the modeling literature SWR-associated sequences are generated by directly imposing a pattern of spiking activity to the cells (Cutsuridis and Hasselmo, 2011; Malerba et al., 2016; Taxidis et al., 2015) , we demonstrate in a realistic model that modifying individual synaptic strengths in CA1 allows the spontaneous replay of similar sequences in forward and reverse order. In particular, modifying weights related to CA1 inhibition (as opposed to only feedforward excitation from CA3) was key to robustly influencing the sequence pattern, in line with experimental evidence regarding the emergence of new maps during spatial learning (Dupret et al., 2013; Schoenenberger et al., 2016) . Future studies may elucidate the determinants of forward and backward replay based on activities beyond the local CA1 network.
Feedback Inhibition: A Mechanism for Coordinated Sequence Replay and CA3-CA1 Communication SWRs have been associated with coordinated sequence replay, and how these sequences are precisely selected remains unknown. Our results shows that a first possible control is through the spatiotemporal pattern of CA3 input, which can be potentiated or depressed on the basis of learning demands (Norimoto et al., 2018) . A second control is through dynamical associations with interneuron circuits on the basis of spatial learning demands (Dupret et al., 2013) and selective disinhibition of pyramidal cell targets within a vicinity (McMahon and Kauer, 1997; Younts et al., 2013) . Consistent with these studies, we observe that recurrent inhibitory plasticity in CA1 strongly facilitates sequence replay, compared to only manipulating Schaffer plasticity, and is likely a central element to consolidation and retrieval processes previously ascribed to SWR complexes (Girardeau et al., 2009; van de Ven et al., 2016) .
In addition, as CA3 is also able to replay precise sequences (Karlsson and Frank, 2009), CA1 spiking ensembles are likely temporally coordinated with their CA3 inducers. Our model supports such coordination may be mediated by slow-gamma oscillations (Carr et al., 2012; Gillespie et al., 2016) because the CA3 slow-gamma activity modulates the peri-SWR somatic activity in CA1. The propagation of slow-gamma activity to CA1 cells' somata was in addition favored by feedback inhibition loops within CA1, which are also shaping sequence content. Clearly, selection of ensembles may also be controlled by other inputs to CA1, such as those of entorhinal cortex or subcortical nuclei (Nakashiba et al., 2009) , and offer exciting perspectives for future work.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Four male rhesus monkeys (Macaca Mulatta), aged 5-9 years were used in this study. MRI-compatible head holders and chambers were made out of PEEK (polyether etherketone; TecaPEEK, Ensinger, Nufringen, Germany), and implanted stereotaxically on the cranium of four monkeys using standard clinical aseptic techniques. Implants were secured with custom-made ceramic screws (zirconium oxide; Pfannenstiel, Germany). Postoperatively, animals were placed in large, specially designed recovery chairs for 3 days, during which they were taken for walks by the animal caretakers 2 to 3 times per day. The chairs allowed the animals to freely move body and hands, but prevented them from touching the implants. As a prophylactic measure, antibiotics (enrofloxacin; Baytril) and analgesics (flunixin; Finadyne) were administered for 5 days. All surgical procedures were carried out under general balanced anesthesia, whose induction and maintenance was done by trained and qualified personnel. Detailed descriptions of our procedures can be also found in the website of our institute (http://www.hirnforschung.kyb.mpg.de/en/homepage.html). All experimental and surgical procedures were approved by the local authorities (Regierungspraesidium, T€ ubingen Referat 35, Veterin€ arwesen) and were in full compliance with the guidelines of the European Community (EUVD 86/609/EEC) for the care and use of laboratory animals.
METHOD DETAILS
Single Neuron Models The models described in this section represent pyramidal neurons and interneurons in the CA3 and CA1 subfields of the hippocampal formation of the macaque monkey. Pyramidal cells, on the one hand, are modeled by the two-compartmental Pinsky-Rinzel model (Pinsky and Rinzel, 1994) . On the other hand, we developed a simplified two-compartment interneuron on the basis of a model originally with 51 compartments (Traub and Miles, 1995) . Our simplification stands on the basis of minimal active ionic currents (potassium and sodium) in one axo-somatic compartment and one dendrite-like compartment, following the simplification approach of Pinsky and Rinzel (1994) . For simplicity, interneurons are considered perisomatic basket cells, i.e., targeting only the axosomatic compartment of pyramidal cells. Following Pinsky and Rinzel (1994) , all membrane potentials are represented by their deviation from a reference potential of À60mV, and constants (e.g., reversal potentials) are updated accordingly in the entirety of this document. The two models closely reproduce the firing properties of hippocampal cells. Free parameters values are taken as they are in the original models (see also Tables S1 and S4 for the full list of variables, free parameters and values). All simulations reported in this work were performed in MATLAB with custom routines. All systems of equations were solved numerically using the fourth-order Runge-Kutta method with an integration time step of 0.02 ms.
and ½Ca is the intracellular free calcium level (in arbitrary units) in a submembrane portion of the dendritic compartment, following the dynamics:
Finally, the values m N ; h N , n N , s N , c N and q N and their associated time constants are determined by equations of the form
where a y and b y parameters take the following forms (variable dependencies are omitted for simplicity and clarity): The standard maximal conductances (in mS=cm 2 ) of the model are: g L = 0:1, g Na = 30, g KÀDR = 15, g Ca = 10, g KÀAHP = 0:8, g KÀC = 15 (see also Table S4 ). The reversal potentials (in mV) are: E Na = 120, E Ca = 140, E K = À 15, E L = 0. Typical values for the coupling parameters are g c = 2:1 mS cm 2 and p = 0:5. In addition, the capacitance and the function c are 3mF=cm 2 and cð½CaÞ = minð½Ca=250; 1Þ, respectively.
CA1/CA3 Two-compartmental Interneuron
Interneurons are described by a two-compartmental model that obeys the following current balance equations:
The gating variables h, n, s, and c take the forms described in subsection 2.1, Equations 10, 11, 12, and 13. The dynamics of ½Ca for interneurons writes as
and the function c is described by the following equation: cð½CaÞ = minð½Ca=250; 1Þ. Similar to the case of the pyramidal neuron, the functions m N ; h N , n N , s N and c N are described by equations of the form y N = a y =ða y + b y Þ and t y = 1=ða y + b y Þ, where a y and b y parameters are identical to the ones written above for pyramidal cells. The standard values for the maximal conductances (in mS=cm 2 ) of the interneuron model are: g L = 0:1, g Na = 100, g KÀDR = 135, g Ca = 1, g KÀC = 8 (see also Table S4 ). The reversal potentials (in mV) are: E Na = 115, E Ca = 140, E K = À 25, E L = 0. Typical values for the coupling parameters are g c = 2:1mS=cm 2 and p = 0:5. In addition, the membrane capacitance is 0:75mF=cm 2 . Synaptic interactions throughout the CA3 and CA1 models will be described in detail in the next section.
Network Model Connectivity and Synapses CA3 and CA1 models are considered semi-parallel one dimensional arrays of two-compartment pyramidal neurons and interneurons (described in the previous section). No significant variation of the networks dynamics was observed varying the number of simulated pyramidal cells and interneuons. However, we enforce a ratio of 10:1 pyramidal neurons-to-interneurons as it has been estimated for these hippocampal fields (Andersen, 2007) . Single-layer intercellular distance was set to 10mm in all cases and interneurons were distributed in the arrays, such that one interneuron is placed every 10 pyramidal neurons on average. For the joint CA3-CA1 network simulations, the arrays were assumed parallel and the distance between them was set to 1mm (see Figure 1A) . Leakage reversal potentials were normally distributed with a standard deviation of ± 2mV and were refreshed every 5 s of simulation time. Finally, all network simulations were limited to 150 units per layer.
CA1/CA3 Network Connectivity
Connections between neurons of the models are sampled as independent Bernoulli trials. The probability of a connection is assumed dependent on the distance between the neurons. Excitatory synapses are modeled with a Gaussian function, centered in the presynaptic cell's soma with a fixed standard deviation:
where x ij is the distance from the center of the source cell i to the center of the jth cell of the array and s T is a scale parameters that depends on the type of collateral T. We set this scale parameter as s PY = 1mm for connections within each field, and s SCH = 1:2mm for Schaffer colaterals from CA3 to CA1 (note we assumed above a 1mm distance between both fields). Typically interneurons have narrower range than pyramidal neurons, but their connectivity needs to counterbalance excitation. As a consequence (and based on anatomical evidence) we implemented a custom connectivity for inhibtion within each field. In CA3, strong local inhibition was enforced through connection exclusively to 100% of target cells within a 400mm range from the soma. In CA1, we used the custom connectivity
where s CA3ÀIN = 100mm and the 5% offset induces sparse long-range inhibition, in line with anatomical evidence (Sik et al., 1995) . The connectivity of the models is further constrained by the modeled synaptic interactions (see below). Notably, we observed that the network dynamics is robust to changes in connectivity and synapse probabilities.
CA1/CA3 Synaptic Interactions
The CA3 network model is characterized by strong, recurrent excitatory connections and excitation-inhibition (E-I) loops. CA1 synaptic interactions follow a ''feedback and recurrent inhibition'' model ( Figure S1 ) (Stark et al., 2014) . For simplicity only GABA A receptor-mediated and AMPA-mediated synaptic interactions are considered in this model (see also Taxidis et al., 2012; Pinsky and Rinzel, 1994) . The synaptic current is described by
where the maximum synaptic conductance and the synaptic reversal potentials for AMPA and GABA-A in the simulations are g syn = 0:1mS=cm 2 , E AMPA syn = 60mV (corresponding to an actual membrane potential of 0 mV, all potentials being referenced with respect À60 mV by convention in this model), and E GABA syn = À 15mV (corresponding to an actual membrane potential of À75 mV) for all neuron types. We assume that s follows a first-order kinetics:
where
, k is an index that runs over the pre-synaptic neurons, 4 k are the associated synaptic gains and G th = 20mV is a threshold applied to the membrane potential of the pre-synaptic cells that determines the occurence of synaptic interactions. Note that synaptic parameters change accordingly depending on the subfield (CA3 or CA1) and the neuronal group (interneurons or pyramidal cells) (see also Table S4 ).
Determining unitary-PSP amplitudes
In this model, AMPA synapses target the dendritic compartment of pyramidal cells, whereas they target interneurons in the peri-somatic region, except the CA3 Schaffer input to CA1. GABA A synapses are always peri-somatic. In order to obtain biologically-plausible evoked unitary postsynaptic potentials, we recorded unitary EPSP and IPSP in networks with only one type of synaptic connection and adjusted the synaptic gain 4 to match PSP values reported in the literature (Miles and Wong, 1986; Miles, 1990; Miles et al., 1996; Kohus et al., 2016; Bezaire and Soltesz, 2013; Ali et al., 1998; Buhl et al., 1995; Ali et al., 1999; Debanne et al., 1995) , as detailed in Table S3 . Postsynaptic potentials were identified on the basis of local maxima after detecting a pre-synaptic spike. PSPs were recorded at a fixed background membrane potential with the pre-synaptic neuron firing a single spike. Presynaptic bursts (as for the Pinsky-Rinzel model) were excluded from the analysis. Pyramidal cells' and interneurons' background potential was À67.5 mV and À70.1 mV, respectively for CA3, and À69.4 mV and À71.3 mV, respectively for CA1. PSP-amplitude statistics were made on the basis of an average of 8306 unitary PSPs for each type of cell-to-cell synaptic interaction in the network. The main observations regarding these experiments are reported in Table S5 .
Synapses and connectivity motifs
The joint CA3-CA1 network model was simulated with the the full list of network parameters presented in Table S4 . As mentioned before, connectivity between pools of cells is established according to distance dependent equations. With all distance related parameters kept constant, the targeting probability between neurons decreases while the size of the populations increases. Additionally, this connectivity schema is prone to enforce connectivity motifs as suggested by recent experimental evidence (Guzman et al., 2016) . We measured the connectivity within our pools of cells by counting disynaptic connectivity motifs as detailed in the Quantification and Statistical Analysis section (see also Guzman et al., 2016) , reasoning that the simulated CA3 and CA1 populations represent a small patch of connected cells within the hippocampus. We compared these counts with the number of motifs expected by chance in randomly connected populations of the same size.
In a similar vein, we computed the connection probabilities and the convergence for excitatory and inhibitory cells in CA3 and CA1 and compared them with the literature. PYR-PYR and PYR-INT connectivity in CA3 and CA1 In our model, pyramidal cells contact probability is $30%. This is in agreement with that reported by Debanne et al. (1995) , and roughly the same for interneurons in our model (see Table S2 ). In a similar vein, based on calculated bouton density, Li et al. (1994) estimated that roughly 30% to 100% of the neuronal population is postsynaptic to a single CA3 pyramidal neuron. In line with this, it is worth noting that in the early CA3 model of Miles et al. (1988) 1.25% is the connection probability between two pyramidal cells for a large population of neurons (9000 cells), whereas similarly the synapse probability falls below 2% in our model when considering an equally large population. Moreover, PYR-PYR synapses are virtually absent in CA1 (Bezaire and Soltesz, 2013; Andersen, 2007) .
We assumed PYR-INT resulted from similar convergence statistics as those for synapses between CA3 excitatory cells, which is influenced by the pyramidal cell 'sigma' ðs PY = 1mmÞ. The bouton target ratio (pyramidal cell:interneuron) is 92:8 ($11%) (as assumed by Bezaire and Soltesz, 2013 for CA1). Thus, on average, ca. 45 pyramidal cells of CA3 are connected to one other pyramidal cell in CA3, whereas ca. 5 pyramidal cells of CA3 (or CA1) converge into one interneuron. This gives a $11.2% contact ratio which is similar to that reported by Bezaire and Soltesz (2013) . Of course, this proportion results naturally from the proportions of either one type of cell in the population (see next point).
INT-PYR and INT-INT synapses in CA3
In previous computational models of CA3 (Taxidis et al., 2012; Traub et al., 1992) , it has been suggested that pyramidal cell connectivity is widespread, whereas interneuron connectivity remains rather localized. However, interneuron synaptic connectivity is stronger than the excitation provided by the CA3 associational synapses (Taxidis et al., 2012; Traub et al., 1992) . To achieve this, we have enforced the CA3 model to have all to all GABA synapses onto pyramidal cells and interneurons uniformly within a radius of 4s IN of each presynaptic interneuron. We argue that, in practice, this stronger inhibitory connectivity counterbalances the excitatory activity produced by the associational connections in CA3, hence its inherent low pyramidal cell participation during SWR complexes (Csicsvari et al., 2000) . In our model, the connection probability for interneurons onto pyramidal neurons is estimated to be < 50%, in accordance with an estimate of 20%-50% reported elsewhere (Buhl et al., 1995) for nearby neurons.
Schaffer inputs, INT-INT and INT-PYR synapses within CA1
We have assumed that the aforementioned 11.2% convergence ratio is maintained for the Schaffer excitatory inputs onto CA1 pyramidal cells and interneurons, where the connection probabilities are approximately 20% in both cases. These probability estimates are in agreement with anatomical estimates (Li et al., 1994; Andersen, 2007) .
The connection probability onto pyramidal cells and onto interneurons by an interneuron within CA1 is suggested to be the same (Sik et al., 1995) . In our model, convergence of interneurons onto a single pyramidal cell is on average $34 (33.4), whereas that onto a single other interneuron is $4 (3.67). The convergence ratio (pyramidal/interneuron) gives 10.99%, which is in accordance with the 7.53% reported by Bezaire and collaborators (where each PV+ basket cell in CA1 contacts 943 pyramidal cells and 71 interneurons) (Bezaire and Soltesz, 2013) .
Estimating the transmembrane currents of the model Following the early work of Nicholson (1973) , extracellular currents originating from long, thin dendrites-are determined by the internal and membrane properties of the neuron and are little influenced by the dynamics of ions once they enter the extracellular medium. We assume that the dendritic and somatic compartments are narrow cables (line sources of current) surrounded by a thin sheath of extracellular medium. The transmembrane current is defined as the sum of all currents derived from solving the equivalent circuit of resistors, capacitors and voltage sources of each compartment, including the capacitive current. This definition can be reduced to the following general equation:
where V m is the membrane potential of the compartment under consideration and I j is the j th current in the compartment m (including both the synaptic input currents and non-synaptic transmembrane ionic currents) (Nicholson, 1973) .
The transmembrane potentials resulting from the dynamical equations of the model are characteristic complex depolarization events from the model of Pinsky and Rinzel (1994) , and the reduced two-compartmental interneuron model following Traub and Miles (1995) . Typically, pyramidal cell and interneuronal spikes occur first in the axosomatic compartment and then propagate to the dendritic compartment, where a dendritic spike is generated. When this occurs in pyramidal cells, due to the influence of slow dendritic calcium channel activation, a second depolarization event may be generated in the axosomatic compartment, leading to a burst event.
Non-synaptic transmembrane currents
In order to address the contribution of synaptic and non-synaptic currents to the full LFP and their time-frequency signatures, we isolated part of the LFP due to the population PSCs (referred to as LFPsyn) from the part due to the non-synaptic currents (referred here to as LFPt). The rationale behind this procedure is to disentangle the peri-SWR frequency-dependent (spatial) distribution of LFP attributable to synaptic activity, with respect to internal neuronal dynamics. In order to compute the frequency-dependent signature of each neuron segment (soma and dendrite) on the peri-SWR LFP we adopted the strategy of separating the LFP into the aforementioned components. On the basis of Equation 39, we compute LFPt as follows:
where I m j is the j th non-synaptic current in the compartment m.
Recording sites and LFP estimation
We assumed a recording electrode with neglegible thickness and cells to be line sources of current (Schomburg et al., 2012) . Cells were regularly spaced horizontally, and disposed uniformly in a stratum pyramidale of 100mm thickness, with an axosomatic compartments height of 80mm for both pyramidal neurons and interneurons (Traub and Miles, 1995) . We assumed a total dendritic arbor height of 200mm corresponding to the CA1 stratum radiatum. Multiple electrode tips (32 sites in total) were set 20mm apart covering the simulated axosomatic and apical dendritic fields of CA1 and CA3 in order to mimick a laminar electrode. Two multi-channel electrodes in such configuration targeted the center of the CA1 and CA3 array of neurons. We assume a uniform extracellular medium, isotropic and ohmic conductor with resistivity r = 333Ucm. The potential in the extracellular medium is governed by the Poisson equation V 2 f = 1=sdx=dt = À I t =s, where s = 1=r is the conductivity of the extracellular space ½S=m. The solution of the Poisson equation leads to an integral that relates the extracellular potential to the radially-flowing volume current density Ið,Þ distributed over volume u: fðp 0 ; tÞ = 1=4ps RRR u Iðp; tÞ= p 0 À p dxdydz, for a recording electrode placed at p 0 hðx 0 ; y 0 ; z 0 Þ and phðx; y; zÞ indicating the position of the volume current density under consideration. We assume each compatment is a cylinder whose diameter can be neglected with respect to the distance to the electrode contact. Under these assumption, the potential distribution has a radial symmetry around the cylinder's axis and the problem can be reparametrized by the radial distance r from the axis of symmetry and an algebraic depth coordinate z along this axis. Moreover, the volume current density can be turned into a line density, that we assume uniformly distributed along the cylinder's axis. The expression for extracellular potential thus becomes a single integral, measured over the compartment's length limits. Let z 2 be the algebraic depth of the top of the cylindric compartment, and let z 1 be the algebraic depth of the bottom of the cylinder (such that z 2 À z 1 = L). At a given time, the expression for the potential fðz 0 ; r; tÞ at the algebraic depth z 0 and a radial distance r is fðz 0 ; r; tÞ = 1 4psL
after solving the integral with standard algebraic procedures. Accounting for the contribution of all compartments and cells, the total extracellular potential f tot z 0 ; t ð Þis
where f i;j is the potential generated by the total transmembrane current of the j th compartment of the i th cell, located at radial distance r i,j from the electrode.
Note that since the neuron models considered in this work are two-compartmental, it follows from Equations (1,27))) that the total absolute somatic transmembrane currents equals the absolute of the total dendritic transmembrane currents (which also follows the charge conservation principle), leading to a dipolar distribution of the LFP contribution for each cell.
Hybrid model
To check how well our two-compartment cell models approximates the LFP laminar profile at the population level, we tryed the approach proposed in Hagen et al. (2016) to approximate the LFP using realistic cell morphologies. Briefly, this consists in approximating the LFP based only on passive transmembrane currents resulting from the propagation of post-synaptic currents along realistic multi-compartment approximations of cell membranes. Multi-compartment geometries were based on rodent cell morphologies measured by Gulyas and collaborators (Gulyá s et al., 1999; Megías et al., 2001 ), available at neuromorpho.org/. We employed one pyramidal cell morphology and one PV-positive cell morphology, since the authors report that morphological differences between basket cells and other PV-positive cells are minor in this region (Gulyá s et al., 1999) . The original morphology files were converted to a cylinder-based model using the Neuron software.
Using the hybridLFPy Python library (Hagen et al., 2016) , we then generated a cylindric section of CA1 by disposing uniformely the somata of pyramidal and PV+ basket cells within the stratum pyramidale modeled as a cylinder of 100mm radius and 100mm height. The geometry of the cells was obtained by reproducing the original morphology and applying a random rotation along the z axis.
For each post-synaptic cell, synapses were disposed by sampling uniformly at points within a 3D cylinder of 100mm radius corresponding to the appropriate layer (SP or SR depending on the considered type of connection, see inset Figure 3B ). Specifically, synapses originating from Schaffer collaterals were constrained to a 200mm height cylinder representing the part of the stratum radiatum closest to SR, whereas synapses originating within CA1 were constrained to the peri-somatic region defined by a 100mm height SP cylinder (Schomburg et al., 2012) . For each point, the synapse was assigned to the closest compartment of the cell according to Euclidian distances.
Post-synaptic currents were simulated using the exact connectivity matrices and the spikes times produced by the network of twocompartmental neurons, on the basis of the above described synapse Equations 37 and 38. The synaptic weights 4 for each type of connection were manually tuned in order to match the experimentally observed PSP values to a 30% precision. A laminar electrode of 10mm diameter with 50 equally-spaced recording sites was simulated at the center of the cylinder (see Figure 3B , bottom diagram).
Simulations were performed with a time step of :1ms based on the spike time collected from 24 peri-ripple time windows of 1s duration that were collected from the two-compartmental model simulations presented in the Quantification and Statistical Analysis section.
Animal Preparation and Intracortical Recordings
During the experiments balanced anesthesia was maintained with remifentanil (0.5-2 mg/kg/min) in combination with mivacurium chloride (5-7 mg/kg/hr). The physiological state of the animal (body temperature, oxygenation, pH and blood pressure) was monitored continuously and maintained within physiological limits. Body temperature was maintained at 38-39 deg., whereas end-tidal CO2 and oxygen saturation were maintained at 33 mm Hg and 95%, respectively. Custom-made, NMR-compatible 10-channel electrodes were made from a carbon fiber composite (R&G, Waldenbuch, Germany). The 2.6 mm long tip is ground down to a tip-diameter of 250 mm, with 10 linearly-arranged electrode wire tips on its surface. Electrode tips were 150 mm apart from each other. Recordings were taken 8 to 14 mm anterior to the interaural line, around the pyramidal layer of the hippocampal CA1 or CA3 subfields. The electrode was inserted through a fiberglass guide tube with a ceramic tip that penetrated the dura, and advanced carefully toward the hippocampus. Acquired signals were fed into a PowerLab 16/30 system from ADInstruments, Sydney, Australia. Signals were assessed visually and acoustically 15 to 30 min after penetration into the hippocampus. Animal preparation, including induction of anesthesia and electrode penetration and fine-tuning were achieved in 3 to 3.5 hours. Electrophysiological data were typically collected in the next 4.5 hours. To this end, elimination of cross-talk was accomplished by measuring currents at the electrode and converting them into voltage signals under conditions of zero voltage drop. The output voltage from this conversion was filtered, amplified and transmitted to the main amplifier. The voltage signal was then filtered (0.5 Hz cutoff high-pass filter, and 5.5 kHz cutoff low-pass filter). The output was then connected to a 16-bit AD card (PCI-6052E; National Instruments) for collecting broad-band mEFP signals.
QUANTIFICATION AND STATISTICAL ANALYSIS
Quantification of synaptic connectivity motifs within CA3 and CA1 We assessed independently PYR-PYR connectivity within CA3, and PYR-INT/INT-PYR connectivity within CA1. In order to quantify the synaptic connectivity motifs, we tested whether reciprocal, convergence, divergence, and disynaptic chain motifs occurred more frequently than expected by chance. Reciprocal synaptic motifs were defined as any randomly sampled pair of cells that were connected reciprocally to each other; a convergence synaptic motif was counted when any randomly sampled cell pair contacted a third cell, thus forming a 'convergent triple'; a divergence motif (also 'divergent triple') was defined as any randomly sampled cell connected monosynaptically to a pair of other cells; finally, disynaptic chain motifs were defined as any randomly sampled cell linked to another cell, the last one being at the same time linked to a third cell (see schematic diagrams in Figure S1 ). We compared the prevalence of the motifs in networks whose elements were connected on the basis of our distant dependent equations, against networks with the same number of elements connected completely at random, but keeping the same marginal connection probabilities between neuron types. For the statistics, synaptic links were re-assessed 100 times.
Simulations and SWR event detection
For the analyses of modeled data, a total of 500 independent simulations were performed. Simulations were independent since the synaptic connectivity of the model was re-drawn, therefore simulating the activity of a distinct network. A simulation time of 5 s was allowed to pass between each synapse re-drawing. These 500 simulations were grouped in a total of 20 simulation sessions, spanning a total time of 100 s each. Events were detected as increases in the ripple-band power (80-180 Hz; rectified and low-passed again at 130 Hz) using a threshold proportional to the standard deviation of the signal (3 SD in this case). Only ripples with more than one oscillation period were selected for further analysis. A total of 3,250 SWR episodes were detected and analyzed in this work, unless otherwise specified (see below).
Since in this work we consistently differentiated between sharp wave-ripple complexes and sharp waves (field depolarization events with no signs of ripple oscillations), sharp waves were detected on the basis of increases in low-frequency power (< 20 Hz; rectified and low-passed again at 10 Hz) using a threshold proportional to the standard deviation of the signal (empirically > 1 SD was chosen to match the SW amplitude distribution of SWR complexes; see Figure 3H , sharp-wave frequency band). While this procedure selected both SW and SWR complexes, we enforced the ripple band power to fall below a threshold of 1.5 SD for the final selection of the events. A total of 504 sharp waves were detected and analyzed in this work.
Time-frequency analyses SWR time features SWR complexes were characterized on the basis of the sharp wave and ripple duration, sharp wave amplitude, number of ripple cycles, ripple power, inter-SWR intervals, and proportion of participating pyramidal cells and interneurons per event and on each ripple cycle. Sharp wave and ripple duration were quantified on the basis of their time-domain full-width at half maximum (FWHM). FWHM was extracted using 4th-order Butterworth filters (5-20 for SW; 80-200 Hz for ripple), rectified and then low-pass filtered again below 20 Hz. Peri-event sharp wave amplitude was computed as the maximum of the filtered (4th-order Butterworth filter; range 5-20 Hz), rectified LFP signal in a time window of [-50, 50 ] ms around the SWR occurrence. Ripple power was computed as the average of the squared, filtered signal in the ripple band , in a time window of [-20, 20 ] ms around the SWR occurrence. Furthermore, the reported proportions of participating cells were computed as percentages of the total subpopulations (135 pyramidal cells; 15 interneurons per CA subfield). The empirical distributions of participating cells and inter-event intervals were computed by pooling all detected SWR events across sessions. Spectral analysis and spike-field coherence (SFC) Spectral analysis was performed using Morlet-wavelet spectrograms. Spectrograms were Z-scored with respect to random baseline events. SFC was computed for all modeled sites located in the CA1 stratum pyramidale, across all SWR broad-band signal events. This analysis was performed using the Chronux toolbox available at http://chronux.org (tapering window duration of 200 ms with an increment of 10 ms). Ripple-related SFC maps were averaged and Z-scored with respect to randomized events. The resulting map was then analyzed in magnitude (absolute value in the range [0, 1] ) and in the form of a composite phase map (in the range ½Àp; p rad) with the phase-locking values (PLV).
CA3 gamma-triggered time histograms, phase analysis, cell discharge modulation index CA3-gamma triggered time histograms were made on the basis of the filtered CA3 LFP (stratum pyramidale contact with largest amplitude) in the band 25-50 Hz, in order to avoid conflating or leaked low-frequency components. Single-trial signals were aligned with respect to the largest gamma trough, and the LFP-aligned CA3 and CA1 pyramidal spike times were used to produce the histograms (at 1 ms bins resolution). This procedure was performed in a single-session basis, session-wise averages were computed, and population (across sessions) averages were performed. Furthermore, LFP-to-histogram phase relationships were computed at the session level, where each time histogram was smoothed first with a Gaussian kernel s = 15ms in order to reduce high-frequency noise. Histogram local maxima were detected in a time window of ½À0:05; 0:05 s around the largest CA3-gamma trough, the LFP phase (computed via Hilbert transform) corresponding to each maxima was then used to produce the circular histograms across all sessions. Statistical testing was performed across sessions using a standard bootstrapped Rayleigh test. Finally, the modulation indices for both CA3 and CA1 were also computed at the session level, and defined as the difference between the peak and the trough of the spike histogram divided by the sum of the peak and the trough of the spike histogram (after Carr et al., 2012 ). An analogous procedure was followed for surrogate (non-SWR) epochs for statistical comparison with SWR episodes. Prediction of SWR via linear SVM classifier, CA3 and CA1 LFP frequency bands, and LFP amplitude distributions CA3 and CA1 frequency bands of interest were identified on the basis of a linear SVM classifier. The SVM was trained to discriminate between the occurrence of SWR complexes and baseline activity based on the broad-band modeled full LFP signal spectrum (0-300 Hz). Peri-SWR and baseline spectrograms were reconstructed on the basis of their first 15 principal components. For classification, we performed a 10-fold cross-validation: the dataset was partitioned in 10 subsamples (test sets), and the rest of the data were used as training set. Finally, we reported the averaged performance, resulting from each training/testing stage. This procedure was carried out for each simulation session, then all predictions were pooled together for population analysis. In order to identify the peri-SWR bands of interest for CA3 and CA1, session-wise SVM weights were computed according to the mathematical formalism described in Equation (44) below. On the basis of the classification results and weight analysis, empirical distributions of filtered-LFP amplitudes (5-20 Hz, 25-50 Hz; 55-100 Hz for CA3; and 5-20 Hz, 25-50 Hz; 80-180 Hz for CA1) were computed for pooled SWR complexes and sharp waves across all sessions. Amplitude profiles for each band were compared using the Wilcoxon's ranksum test in order to compare the location of the power distributions with respect to baseline levels. Peri-SWR LFP decomposition by a bank of FIR filters, laminar power profiles and component-wise spectral analysis We used a bank of filters to separate the activity of elementary components of CA1 activity (Figures 3 and 8) . To this end, we applied 4th-order Butterwoth finite impulse response (FIR) filters in the frequency ranges where we observe sharp waves, gamma (25-75 Hz), ripples (80-180 Hz) and supra-ripple (190-300 Hz). Filtered peri-event SWR complexes were aligned to the largest oscillation trough, and then averaged across sessions. Component-wise spectral analysis was performed using complex Morlet wavelet spectrograms and then baseline-corrected with respect to random surrogate events. Spectral power peak frequencies were extracted from these spectrograms. Finally, component-wise laminar power profiles were computed as the average of each squared peri-event component in a time window of ± 50 ms around the event occurrence. Population averages were performed on the basis of the results of each individual experimental or simulation session (N = 15 experimental sessions; M = 20 simulation sessions).
Post-synaptic current analyses
Excitation-inhibition balance of single neurons In this work, we studied the conditions that lead pyramidal neurons and interneurons to spike during individual SWR episodes. We observed that in such cases (when neurons spike), incoming EPSCs were precisely timed with respect to IPSCs from local inhibitory recurrences ( Figure 4E ). This establishes a transient imbalance in excitation-inhibition ratio. In order to quantify this effect we used the following measure:
where ε = 1nA (with PSC units in nA). The constant ε was included in order to avoid by-zero division, at the same time, we obtain a conservative estimate of transient E-I imbalances. In particular, E-I balance above 1 is equivalent to an imbalance toward excitation, whereas E-I balance below 1 is equivalent to an imbalance toward inhibition. Note that we observed the two types of imbalances. Thus, the global maxima and minima of this measure was obtained for across all cells and events. Then cells were separated according to SWR-participating and SWR-non-participating for further statistical analysis. PSC-triggered LFP averages and PSC-LFP phase analysis PSC-triggered LFP averages were made on the full LFP (LFPt + LFPsyn) of CA1. To this end, a derivative-based method was used in order to detect the largest PSC (Maier et al., 2011; Gan et al., 2017) (as indicated in the schema of Figure 4A ). Peri-SWR PSC were averaged across all CA1 pyramidal cells (for the IPSC and dEPSC analysis) and across all CA1 interneurons (for the sEPSC analysis). Next, first derivatives were computed to these averages in order to detect the largest population synaptic events. We marked the extrema of each derivative depending on whether it was an excitatory or inhibitory current. EPSC were marked in the downward direction (derivative minima), whereas IPSC in the upward direction (derivative maxima). We computed the LFP averages on the basis of the 10% maxima. Likewise, results were robust even when only absolute maxima were considered. Phase values were computed using the Hilbert transform of the ripple-band LFP, and only the phase value corresponding to PSC-derivative top 10% maxima were taken into account for statistical analysis. Finally, circular histograms were computed for 25 bins evenly distributed in the unit circle, and phase locking value was computed as the absolute of the circular mean phase across events.
Computing the relationship between membrane potential and LFP The relationship between membrane potential ðV m Þ and LFP was assessed on the basis of previous experimental work (Hulse et al., 2016) . The V m associated with each cell and the LFP (in stratum pyramidale) were ripple-band-filtered (80-180 Hz) using a 4th-order Butterworth filter. In order to estimate the instantaneous phase of each signal, we computed the Hilbert transform, and then, computed a PLV in a 25ms window around the SWR occurrence, according to the following equation:
where N is the number of time samples, D4 t nm = 4 t n À 4 t m accounts for the difference between the phase estimates of the signal corresponding to the SWR n, and Vm of the cell m. This procedure was carried out for each cell and event. Cellwise averaged PLV was then computed by averaging across events. Finally, circular histograms were computed for 25 bins evenly distributed in the unit circle, and a single PLV and statistical test was computed as the absolute of the circular mean phase across cells. Excitation-inhibition balance regression via linear ε-SVM For the regression analysis, E-I balance in CA1 was computed from the maximum peri-ripple dEPSC and sIPSC. Population PSC were computed as the mean across all CA1 cells. The ratio of the averaged peak IPSC-to-EPSC is referred in this analysis to as the 'ground-truth' peri-event network E-I balance. We then trained a linear ε-SVM in order to predict the peri-SWR network E-I balance, based on the broad-band modeled full LFP signal spectrum (0-300 Hz) at the time of SWR occurrence. Peri-SWR spectrograms were reconstructed on the basis of their first 7 to 15 principal components (usually retaining 40% to 60% of the variance). For such a purpose, we performed a 10-fold cross-validation: the dataset was partitioned in 10 subsamples (test sets), and the rest of the data were used as training set. Each test subsample is used only once for testing the regression model. Finally, we report the averaged performance, resulting from each training/testing stage. This procedure was carried out for each simulation session, then all predictions were pooled together for population analysis and scatterplots. Similarly, session-wise SVM weights were computed according to the following mathematical formalism:
Let x 
Selective suppression of synaptic interactions
In this work, we designed a series of interventions in the CA1 circuitry in order to assess to what extent synaptic excitation or inhibition were necessary for SWR episodes to emerge. We addressed this issue in four conditions: (1) Blockade of feedback inhibition onto CA1 pyramidal cells; (2) Blockade of reciprocal inhibition between CA1 interneurons; (3) Blockade of incoming excitation due to CA3; (4) Blockade of collateral excitation from CA1 pyramidal cells onto interneurons (see neuron schemas in Figures 6 and S6) . Each blockade was attained by setting the GABA/AMPA (depending on the condition) synaptic weights 4 for all postsynaptic cells to zero.
Selective modification of synaptic interactions
In another series of experiments, we designed interventions in the CA1 circuitry in order to assess whether synaptic-level changes in the network produce predictable changes in the oscillatory properties of SWR complexes. To this end, we generated three distinct scenarios of E/I balance modification:
(1) Increasing the synaptic coupling of CA3-to-CA1 pyramidal cells (from 4 CA3ÀCA1pyr = 2 to 3); (2) increasing the synaptic coupling of CA3 pyramidal neurons-to-CA1 interneurons (from 4 CA3ÀCA1int = 0:8 to 2); (3) increasing the local CA1 PYR-INT synaptic weight (from 4 CA1pyrÀCA1int = 0:8 to 2), at the same time slightly increase the Schaffer input into pyramidal neurons (from 4 CA3ÀCA1pyr = 2 to 2.3), and only very slightly increasing the INT-PYR synaptic weight in CA1 (from 4 CA1intÀCA1pyr = 60 to 65); and Each of the conditions was achieved by setting the indicated GABA/AMPA synaptic weights 4 for all involved postsynaptic cells.
Quantification of SWR-associated sequence replay in CA1 Paired-SWR CA3 and CA1 ensemble co-firing In order to better understand the dynamics of the modeled CA3-CA1 network and to assess the extent to which this model might be useful to study SWR-associated sequence replay, we first quantified neuronal ensemble co-firing for pyramidal cells and interneurons of CA3 and CA1. For this, we defined co-firing as the normalized Hamming distance between the active ensembles of paired SWR complexes: N is the number of cells that fired in event s or event m, whereas x s j takes value 1 to indicate that cell j fired during event s and 0 otherwise. Note that when the same ensemble of cells fired during events s and m, the normalized hamming distance is 0 indicating maximal ensemble co-firing. Also, note that H s;m = H m;s . We collected the Hamming distances for CA3 and CA1 ensembles of neurons for paired SWR complexes ðs > mÞ for each individual session, we then pooled all events across sessions for statistical analysis. Identifying SWR replay In absence of ground-truth sequences expressed during exploration such as the ones observed in vivo, we resort to comparing firing sequences across pairs of SWR complexes. SWR-associated sequence replay was quantified on the basis of the cosine similarity between the so-called 'firing bias vectors' associated with pairs of SWR events (Roth et al., 2016) . Briefly, there are only two possible firing directions between two active neurons i and j in a firing sequence s: i tends to precede j, or the opposite. The firing bias between neurons i and j, denoted b ij is defined as: where c ij is the number of times that a spike of neuron i preceded that of neuron j, whereas c ji is the number of times that a spike of neuron j preceded that of neuron i within the sequence s. The firing bias vector, denoted BðsÞ, is therefore a collection of firing biases across pairs of cells: BðsÞ = ½b ij ðsÞ i < j . We computed the cosine similarity between the bias vectors for all pairs of sequences associated to successive SWR events, considering only neurons active in both sequences. When two sequences have very few co-active neurons, the similarity between these two sequences is likely to be spurius (i.e., it can be obtained by chance). Hence, we computed the significance of the similarity between two sequences by shuffling 500 times the identity of the neurons in one of the sequences and computing an H 0 distribution of surrogate similarities. Similar results were obtained when shuffling the spike times of the neurons in the time interval of interest [-20, 20 ] ms around the event occurrence. We then computed the significance of the ground-truth similarity as the proportion of times the two sequences were as or more similar than the ground-truth similarity. Other mathematical details and application example of this methodology to experimental data can be found in the original publication of Roth et al. (2016) . Selective manipulation of pyramidal cell excitability within CA1 Pyramidal cell excitability within CA1 has been related to the emergence of place fields (Lee et al., 2012) . Thus, we reasoned that SWR replay-like events may emerge upon manipulating the excitability of single-pyramidal cells. We injected a constant delpolarizing current of 2 nA to 30 randomly selected pyramidal cells within the simulated array, and in parallel, injected a hyperpolarizing current of À2 nA to the rest of the pyramidal cells. In this configuration, we produced 6 simulation sessions of 50 s duration, with no redrawal of the synapses and analyzed a total of 435 SWR complexes. We then computed session-wise paired SWR analysis (see Equation 45 and related methodological details) in order to assess whether sequence replays were present. We quantified SWR-associated sequence replay on the basis of sequence similarity and number of observed replays for individual sessions, these statistics were then pooled across sessions for statistical analysis. Selective modulation of synaptic strengths within CA1 In an additional series of experiments, we selectively increased or decreased the synaptic strengths between modeled populations of neurons in order to test for SWR-associated replay. To this end, we first asked whether strengthening or weakening the Schaffer pathway synapses would produce SWR-associated replay. Recent experimental evidence suggests that as a result of spatial learning most of the synaptic connections in this pathway are downregulated (Norimoto et al., 2018) . Thus, we first simulated a scenario wherein CA3-CA1 Schaffer connections to 20% of the CA1 cells (27 cells) were selectively strengthened (from 4 CA3ÀCA1pyr = 2 to 3), whereas those to the remaining ones were weakened (from 4 CA3ÀCA1pyr = 2 to 1). Experimental evidence also suggests that plastic changes likely occur in the CA1 subcircuits as well in order to facilitate the association between subpopulations of pyramidal neurons and interneurons (Dupret et al., 2013; Schoenenberger et al., 2016) , the exact function of which is poorly understood. Thus, we then simulated a second scenario wherein, in addition to the Schaffer pathway, the feedback inhibition loops were strenghtened. To achieved this, we had the 20% CA1 cells with Schaffer-potentiated connections receive reduced inhibition (from4 CA1intÀCA1pyr = 60 to 30) from their presynaptic interneurons; while we increased the strenght of PYR-INT CA1 synapses from 4 CA1pyrÀCA1int = 0:8 to 4 CA1pyrÀCA1int = 1:6 for potentiated afferent CA1pyr and presynaptic CA1int targetting depotentiated principal cells in their neighborhood. Simultaneously we decreased this strength from 4 CA1pyrÀCA1int = 0:8 to 4 CA1pyrÀCA1int = 0:2 for potentiated presynaptic CA1pyr and postsynaptic CA1int targetting potentiated principal cells in their neighborhood. In addition the remaining 80% Schaffer depotentiated pyramidal cells received increased inhibitory input (this increase however was not critical as the level of inhibition onto these pyramidal cells is also increase by the PYR-INT feedback mechanism) (from 4 CA1intÀCA1pyr = 60 to 4 CA1intÀCA1pyr˛½ 80; 90). For these experiments, we performed a total of 100 simulations of 5 s duration, and analized 931 SWR complexes. In order to get a robust statistical estimate, since the network connectivity was not varied, consecutive simulations were pooled together so that we obtained at least 190 SWR pairs to analyze in each pool. We quantified SWR-associated sequence replay on the basis of averaged sequence similarity and number of observed replays for indivudual pools, these individual quantities were then used for final statistical analyses.
Processing of experimental neural data Analyses of experimental electrophysiology data were performed using MATLAB (The MathWorks). Signal denoising and frequency band isolation procedures have been described in detail in a previous study (Logothetis et al., 2012) . In the following we describe the main signal processing and analysis performed on the denoised broad-band signals (0.05-7 kHz). We examined changes of power in the broad band signal (10-250 Hz). We first classified the electrode recording tips into stratum radiatum (SR) and stratum pyramidale (SP) based on several criteria. We visually tracked oscillations with distinct frequency contents (complex spike features, ripple or gamma-like high-frequency events and low-frequency sharp-waves) and inspected synchronous activity across recording sites.
The broad-band signal was rectified, low-pass filtered at 20 Hz and then (z-score) normalized. Candidate events were detected as epochs during which the signal exceeded a 3.5 SD threshold. Since increases in power may result from oscillations occurring in different frequency band, we clustered the spectra using Non-Negative Matrix Factorization (NNMF), an unsupervised algorithm that creates data decompositions for a user-defined number of groups or clusters (Logothetis et al., 2012) . Stable representation of the data was attained by a partition in three clusters, corresponding to power increases over different frequency bands, namely hp-sigma (8-22 Hz), gamma (25-75 Hz) and ripple . Only events with a significant increase of power in the ripple band (corresponding to SWR complexes) were considered 'candidate ripples', additional criteria such as ripple-associated signal-to-noise ratio were discarded so essentially all ripples were considered initially. All candidate ripples were filtered in the ripple band (80-180 Hz) with a 4th order Butterworth band-pass filter. We selected ripples exceeding a threshold of 5 SD. We further refined the procedure with a 'ripple time-localization criterion' by fitting a Gaussian function to the envelope of the signal filtered in the ripple band. Only events with a fitted width of and R-squared greater than 0.6 were considered true ripples and were taken into account for further processing (Ramirez-Villegas et al., 2015) . It should be also clarified that other event detection thresholds, such as 3.5 SD or 4 SD, did not alter the results reported in this work, demonstrating the robustness and validity of the results reported here.
Multi-unit spike times of our electrophysiology recordings were detected by threshold-crossing (3 SD) of the high-pass filtered extracellular signal (1000 Hz cutoff frequency). Single units were not isolated due to limitations of the recording hardware, thus all detected spikes were pooled together in a single multi-unit spike vector in order to compute the SFC as described earlier.
Figures' Boxplots
On each box, the top and bottom are the 25th and 75th percentiles of the samples, respectively; the red dot within each box corresponds to the sample median; sample extrema are indicated by the dashed lines below and above each box; crosses, if any, correspond to outliers.
DATA AND SOFTWARE AVAILABILITY
The data included in this article will be available upon request to the Lead Contact of this study, Dr. Michel Besserve (michel. besserve@tuebingen.mpg.de). The core MATLAB code to simulate cellular and LFP activity is available at https://gitlab. tuebingen.mpg.de/besserve/CA3CA1Model.
