The control transmutation method and the cost of fast controls by Miller, Luc
ar
X
iv
:m
at
h/
03
10
35
8v
2 
 [m
ath
.O
C]
  4
 Fe
b 2
00
4
THE CONTROL TRANSMUTATION METHOD
AND THE COST OF FAST CONTROLS∗
LUC MILLER†
Abstract. In this paper, the null controllability in any positive time T of the first-order equation
(1) x˙(t) = eiθAx(t)+Bu(t) (|θ| < pi/2 fixed) is deduced from the null controllability in some positive
time L of the second-order equation (2) z¨(t) = Az(t) +Bv(t). The differential equations (1) and (2)
are set in a Banach space, B is an admissible unbounded control operator, and A is a generator of
cosine operator function.
The control transmutation method explicits the input function u of (1) in terms of the input
function v of (2): u(t, x) =
∫
R
k(t, s)v(s) ds, where the compactly supported kernel k depends on
T and L only. It proves that the norm of a u steering the system (1) from an initial state x0 to
zero grows at most like ‖x0‖ exp(α∗L2/T ) as the control time T tends to zero. (The rate α∗ is
characterized independently by a one-dimensional controllability problem.)
In the applications to the cost of fast controls for the heat equation, L is the length of the longest
ray of geometric optics which does not intersect the control region.
Key words. Controllability, fast controls, control cost, transmutation, cosine operator function,
heat equation.
AMS subject classifications. 93B05, 93B17, 47D09
1. Introduction. This paper concerns the relationship between the null-con-
trollability of the following first and second order controllable systems:
x˙(t) = eiθAx(t) +Bu(t) (t ∈ R+), x(0) = x0, (1.1)
z¨(t) = Az(t) +Bv(t) (t ∈ R), z(0) = z0, z˙(0) = 0, (1.2)
where x and z are the systems trajectories in the Banach space X , x0 and z0 are
initial states, u and v are input functions with values in the Banach space U , A is
an unbounded generator, B is an unbounded control operator, θ is a given angle in
]−pi/2, pi/2[, each dot denotes a derivative with respect to the time t and R+ = [0,∞)
(the detailed setting is given in §2).
Equation (1.1) with u = 0 describes an irreversible system (always smoothing)
and we think of it as a parabolic distributed system with infinite propagation speed.
Equation (1.2) with v = 0 describes a reversible system (e.g. conservative) and we
think of it as a hyperbolic distributed system with finite propagation speed. For
example, if A is the negative Laplacian on a Euclidean region and the input function
is a locally distributed boundary value set by B, then (1.2) is a boundary controlled
scalar wave equation and (1.1) with θ = 0 is a boundary controlled heat equation (§6
elaborates on this example).
This paper presents the control transmutation method (cf. [9] for a survey on
transmutations in other contexts) which can be seen as a shortcut to Rusell’s famous
harmonic analysis method in [14]. It consists in explicitly constructing controls u
in any time T for the heat-like equation (1.1) in terms of controls v in time L for
the corresponding wave-like equation (1.2), i.e. u(t) =
∫
R
k(t, s)v(s) ds, where the
∗This version: February 4, 2004.
†Centre de Mathe´matiques, U.M.R. 7640 du C.N.R.S., Ecole Polytechnique, 91128 Palaiseau
Cedex, France and E´quipe Modal’X, E.A. 3454, Baˆtiment G, Universite´ de Paris X - Nanterre, 200
Avenue de la Re´publique, 92001 Nanterre Cedex, France (miller@math.polytechnique.fr). This work
was partially supported by the ACI grant “E´quation des ondes : oscillations, dispersion et controˆle”.
1
2 LUC MILLER
compactly supported kernel k depends on T and L. It proves that the exact control-
lability of (1.2) in some time L implies the null controllability of (1.1) in any time
with a relevant upper bound on the cost of fast controls for (1.1). Thanks to the
geodesic condition of Bardos-Lebeau-Rauch (cf. [3]) for the controllability of the wave
equation, the application of this method to the boundary controllability of the heat
equation (cf. §6) yields new geometric bounds on the cost of fast controls (extending
the results of [11] on internal controllability). The companion paper [13] concerns the
quite different case |θ| = pi/2 (in particular there is no smoothing effect).
The relationship between first and second order controllable systems has been
investigated in previous papers, always with θ = 0 and the additional initial data
z˙(0) = z1 in X (i.e. considering trajectories of (1.2) in the state space X × X).
In [7], it is proved that the approximate controllability of (1.2) with z˙(0) = z1 in
some time implies the approximate controllability of (1.1) for any time (the control
transmutation method yields an alternative proof), and proves the converse under
some assumptions on the spectrum of A. The converse is investigated further in [20]
(in Hilbert spaces) and [19]. In a restricted setting, the null controllability of (1.1)
was deduced from the exact controllability of (1.2) with z˙(0) = z1 in [14] and [15] by
the indirect method of bi-orthogonal bases.
The study of the cost of fast controls was initiated by Seidman in [16] with a re-
sult on the heat equation obtained by Russell’s method (cf. [8], [11] for improvements
and other references). Seidman also obtained results on the Schro¨dinger equation
by working directly on the corresponding window problem for series of complex ex-
ponentials (see [12] for improvements and references). With collaborators, he later
treated the case of finite dimensional linear systems (cf. [18]) and generalized the
window problem to a larger class of complex exponentials (cf. [17]). The control
transmutation method generalizes upper bounds on the cost of fast controls from the
one-dimensional setting (which reduces to a window problem) to the general setting
which we specify in the next section.
2. The setting. We assume that A is the generator of a strongly continuous
cosine operator function Cos (i.e. the second-order Cauchy problem for z¨(t) = A(t)z is
well posed and Cos is its propagator). For a textbook presentation of cosine operator
functions, we refer to chap. 2 of [6] or §3.14 of [1]. The associated sine operator
function is Sin(t) =
∫ t
0 Cos(s)ds (with the usual Bochner integral). Cos and Sin are
strongly continuous functions on R of bounded operators on X . Moreover A generates
a holomorphic semigroup T of angle pi/2 (cf. th. 3.14.17 of [1]). In particular S(t) =
T (eiθt) defines a strongly continuous semigroup (S(t))t∈R+ of bounded operators on
X . In this setting, for any source term f ∈ L1loc(R, X), for any initial data x0, z0 and
z1 in X , the inhomogeneous first and second order Cauchy problems
x˙(t) = eiθA(t)x + f(t) (t ∈ R+), x(0) = z0, (2.1)
z¨(t) = A(t)z + f(t) (t ∈ R), z(0) = z0, z(0) = z1, (2.2)
have unique mild solutions x ∈ C0(R+, X) and z ∈ C0(R, X) defined by:
x(t) = S(t)x0 +
∫ t
0
S(t− s)f(s)dt, z(t) = Cos(t)z0 + Sin(t)z1 +
∫ t
0
Sin(t− s)f(s)dt.
Remark 2.1. When A is a negative self-adjoint unbounded operator on a Hilbert
space, T , Cos and Sin are simply defined by the functional calculus as T (t) = exp(tA),
Cos(t) = cos(t
√−A) and Sin(t) = (√−A)−1 sin(t√−A).
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Following [21], we now make natural assumptions on B for any initial data in the
state space X to define a unique continuous trajectory of each system (1.1) and (1.2).
Let X−1 be the completion of X with respect to the norm ‖x‖−1 = ‖(A − β)−1x‖
for some β ∈ C outside the the spectrum of A. X−1 is also the dual of the space
X1 defined as the domain D(A) with the norm ‖x‖1 = ‖(A− β)x‖. We assume that
B ∈ L(U,X−1) is an admissible unbounded control operator in the following sense:
∀t > 0, ∀u ∈ L2([0, t];U),
∫ t
0
S(s)Bu(s)ds ∈ X and
∫ t
0
Sin(s)Bu(s)ds ∈ X. (2.3)
In this setting, for any x0 and z0 in X , for any u and v in L
2
loc(R+;U), the unique
solutions x and z in C0(R;X) of (1.1) and (1.2) respectively are defined by:
x(t) = S(t)x0 +
∫ t
0
S(t− s)Bu(s)dt, z(t) = Cos(t)z0 +
∫ t
0
Sin(t− s)Bv(s)ds. (2.4)
The natural notions of controllability cost for the linear systems (1.1) and (1.2) are:
Definition 2.2. The system (1.1) is null-controllable in time T if for all x0 in
X, there is a u in L2(R;U) such that u(t) = 0 for t /∈ [0, T ] and x(T ) = 0. The
controllability cost for (1.1) in time T is the smallest positive constant κ1,T in the
following inequality for all such φ0 and u:
∫ T
0
‖u(t)‖2dt 6 κ1,T ‖x0‖2.
The system (1.2) is null-controllable in time T if for all z0 in X, there is a v in
L2(R;U) such that v(t) = 0 for t /∈ [0, T ] and z(T ) = z˙(T ) = 0. The controllability
cost for (1.2) in time T is the smallest positive constant κ2,T in the following inequality
for all such z0 and v:
∫ T
0
‖v(t)‖2dt 6 κ2,T ‖z0‖2.
Remark 2.3. Equivalently, for all xT in S(T )X, there is a u in L
2(0, T ;U) such
that x(0) = 0 and x(T ) = xT , and, for all z0 and zT in X, there is a v in L
2(0, T ;U)
such that z˙(0) = z˙(T ) = 0, z(0) = z0 and z(T ) = zT .
3. The results and the method. Our estimate of the cost of fast controls for
(1.1) builds, through the control transmutation method, on the same estimate for
a simple system of type (1.1), i.e. on a segment [0, L] with Dirichlet (N = 0) or
Neumann (N = 1) condition at the left end controlled at the right end through a
Dirichlet condition:
∂tφ = e
iθ∂2sφ on ]0, T [× ]0, L[ , ∂Ns φ⌉s=0 = 0, φ⌉s=L = u, φ⌉t=0 = φ0. (3.1)
With the notations of §2, x = φ, A = ∂2s on X = L2(0, L) with D(A) = {f ∈
H2(0, L) | ∂Ns f(0) = f(L) = 0}, ‖·‖1 with β = 0 is the homogeneous Sobolev H˙2(0, L)
norm, and B on U = C is the dual of C ∈ L(X1;U) defined by Cf = ∂sf(L).
It is well-known that the controllability of this system reduces by spectral analysis
to classical results on nonharmonic Fourier series. The following upper bound for the
cost of fast controls, proved in §4, is an application of a refined result of Avdonin-
Ivanov-Seidman in [17].
Theorem 3.1. There are positive constants α and γ such that, for all N ∈ {0, 1},
L > 0, T ∈ ]0, inf(pi, L)2], the controllability cost κL,T of the system (3.1) satisfies:
κL,T 6 γ exp(αL
2/T ).
This theorem leads to a definition of the optimal fast control cost rate for (3.1):
Definition 3.2. The rate α∗ is the smallest positive constant such that for all
α > α∗ there exists γ > 0 satisfying the property stated in theorem 3.1.
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Remark 3.3. Computing α∗ is an interesting open problem and its solution does
not have to rely on the analysis of series of complex exponentials. The best estimate
so far is α∗ ∈ [1/2, 4(36/37)2] for θ = 0 (cf. [11]).
Our main result is a generalization of theorem 3.1 to the first-order system (1.1)
under some condition on the second-order system (1.2):
Theorem 3.4. If the system (1.2) is null-controllable for times greater than L∗,
then the system (1.1) is null-controllable in any time T . Moreover, the controllability
cost κ1,T of (1.1) satisfies the following upper bound (with α∗ defined above):
lim sup
T→0
T lnκ1,T 6 α∗L
2
∗. (3.2)
Remark 3.5. The upper bound (3.2) means that the norm of an input func-
tion u steering the system (1.1) from an initial state x0 to zero grows at most like
γ‖x0‖ exp(αL2/(2T )) as the control time T tends to zero (for any α∗ and some γ > 0).
The falsity of the converse of the first statement in th. 3.4 is well-known, e.g. in the
more specific setting of §6.
Remark 3.6. As observed in [4], (3.2) yields a logarithmic modulus of continuity
for the minimal time function Tmin : X → [0,+∞) of (1.1); i.e. Tmin(x0), defined
as the infimum of the times T > 0 for which there is a u in L2(R;Y ) such that∫ T
0 ‖u(t)‖2dt 6 1, u(t) = 0 for t /∈ [0, T ] and x(T ) = 0, satisfies: for all α > α∗,
there is a c > 0 such that, for all x0 and x
′
0 in X with ‖x0 − x′0‖ small enough,
|Tmin(x0)− Tmin(x′0)| 6 αL2∗/ ln(c/‖x0 − x′0‖).
It is well known that the semigroup T can be expressed as an integral over the
cosine operator function Cos (cf. the second proof of th. 3.14.17 in [1]):
∀x ∈ X, ∀t ∈ C s.t. |arg t| < pi/2, T (t)x =
∫
k(t, s)Cos(s)xds , (3.3)
where k(0, s) = δ(s) and k(t, s) = exp(−s2/(4t))/√pit for Re t > 0. This equation has
been referred to as the abstract Poisson or Weierstrass formula. Starting with the
observation that k is the fundamental solution of the heat equation on the line, i.e. k
is the solution of ∂tk = ∂
2
sk with the Dirac measure at the origin as initial condition,
the transmutation control method consists in replacing the kernel k in (3.3) by some
fundamental controlled solution on the segment [−L,L] controlled at both ends (cf.
(5.8)). The one dimensional th. 3.1 is used to construct this fundamental controlled
solution in §4 and the transmutation is performed in §5.
4. The fundamental controlled solution. This section begins with an outline
of the standard application of [17] to the proof of th. 3.1. Following closely §5 of [11],
the rest of the section outlines the construction of a “fundamental controlled solution”
k in the following sense, whereD′(O) denotes the space of distributions on the open set
O endowed with the weak topology, M(O) denotes the subspace of Radon measures
on O, and δ denotes the Dirac measure at the origin:
Definition 4.1. The distribution k ∈ C0([0, T ];M(]− L,L[)) is a fundamental
controlled solution for (4.1) at cost (γ, α) if
∂tk = e
−iθ∂2sk in D′(]0, T [×]− L,L[) , (4.1)
k⌉t=0 = δ and k⌉t=T = 0 , (4.2)
‖k‖2L2(]0,T [×]−L,L[) 6 γeαL
2/T . (4.3)
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The operator A defined at the beginning of §3 is negative self-adjoint on the
Hilbert space L2(0, L). It has a sequence {µn}n∈N∗ of negative decreasing eigenvalues
and an orthonormal Hilbert basis {en}n∈N∗ in L2(0, L) of corresponding eigenfunc-
tions. Explicitly:
√−µn = (n+ ν) pi/L with ν = 0 for N = 0 (Dirichlet) and ν = 1/2
for N = 1 (Neumann). First note that th. 3.1 can be reduced to the case L = pi by the
rescaling (t, s) 7→ (σ2t, σs) with σ = L/pi. In terms of the coordinates c = (cn)n∈N∗
of AN/2f0 in the Hilbert basis (en)n∈N∗ where f0 is the initial state of the dual ob-
servability problem, th. 3.1 with L = pi reduces by duality to the following window
problem: ∃α > 0, ∃γ > 0, ∀T ∈ ]0, pi2],
∀c ∈ l2(N∗),
∑
n∈N∗
|cn|2 6 γeαpi2/T
∫ T
0
|F (t)|2dt where F (t) =
∞∑
n=1
cne
exp(iθ)µnt.
Since this results from th. 1 of [17] with λn ∼ ieiθn2 as in §5:2 of [17], the proof of
th. 3.1 is completed.
Now we consider a system governed by the same equation as (3.1) but on the
twofold segment [−L,L] controlled at both ends:
∂tφ− e−iθ∂2sφ = 0 in ]0, T [×]− L,L[, φ⌉s=±L = u±, φ⌉t=0 = φ0, (4.4)
with initial state φ0 ∈ L2(0, L), input functions u− and u+ in L2(0, T ). As in propo-
sition 5.1 of [11], applying th. 3.1 with N = 0 to the odd part of φ0 and with N = 1 to
the even part of φ0 proves that the controllability cost of (4.4) is not greater than the
controllability cost of (3.1) and therefore satisfies the same estimate stated in th. 3.1.
As in proposition 5.2 of [11], we may now combine successively the smoothing effect of
(4.4) with no input (i.e. u+ = u− = 0) and this controllability cost estimate (plugged
into the integral formula expressing φ in terms of φ0 and u± = φ⌉s=±L) to obtain:
Proposition 4.2. For all α > α∗, there exists γ > 0 such that for all L > 0 and
T ∈ ]0, inf(pi/2, L)2] there is a fundamental controlled solution for (4.4) at cost (γ, α)
(cf. def. 4.1).
5. The transmutation of second-order controls into first-order controls.
In this section we prove th. 3.4.
Let x0 ∈ X be an initial state for (1.1) and let L > L∗. Let z ∈ C0(R+;X) and
v ∈ L2(R+;U) be the solution and input function obtained by applying the exact
controllability of (1.2) in time L to the initial state z0 = x0.
We define z ∈ C0(R;X) and v ∈ L2(R;U) as the extensions of ζ and v by reflection
with respect to s = 0, i.e. z(s) = ζ(s) = z(−s) and v(s) = v(s) = v(−s) for s > 0.
They inherit from (2.4):
z(t) = Cos(t)x0 +
∫ t
0
Sin(t− s)Bv(s)ds. (5.1)
Def. 2.2 of κ2,L implies the following cost estimate for v:
∫
‖v(s)‖2ds = 2
∫ L
0
‖v(s)‖2ds 6 2κ2,L‖x0‖2. (5.2)
Since D(A) is dense in X , there is a sequence (xn)n∈N∗ in D(A) converging to x0 in
X . Since X1 is dense in X−1, there is a sequence (fn)n∈N∗ in C
1(R;X1) converging
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to Bv in L2(R;X−1). For each n ∈ N∗, let zn be defined in C2(R;X) by:
zn(t) = Cos(t)xn +
∫ t
0
Sin(t− s)fn(s)ds,
which converges to z(t) in X for all t due to (5.1). Since zn is a genuine solution of
z¨(t) = Azn(t) + fn(t) (cf. lem. 4.1 of [6]), we have for all ϕ in D(A
′):
s 7→ 〈zn(s), ϕ〉 ∈ H2(R) and
d2
ds2
〈zn(s), ϕ〉 = 〈zn(s), A′ϕ〉+ 〈fn(s), ϕ〉.
Hence, 〈zn(t), ϕ〉 = 〈xn, ϕ〉+
∫ t
0
(t−s)〈zn(s), A′ϕ〉+
∫ t
0
(t−s)〈fn(s), ϕ〉. Passing to the
limit, yields 〈z(t), ϕ〉 = 〈x0, ϕ〉+
∫ t
0
(t−s)〈z(s), A′ϕ〉+
∫ t
0
(t−s)〈Bv(s), ϕ〉. Therefore:
s 7→ 〈z(s), ϕ〉 ∈ H2(R) and d
2
ds2
〈z(s), ϕ〉 = 〈z(s), Aϕ〉+ 〈Bv(s), ϕ〉, (5.3)
〈z(s), ϕ〉 = 0 and d
ds
〈z(s), ϕ〉 = 0 for |s| = L. (5.4)
Let α > α∗ and T ∈]0, inf(1, L2)[. Let γ > 0 and k ∈ C0([0, T ];M(] − L,L[))
be the corresponding constant and fundamental controlled solution given by propo-
sition 4.2. We define k ∈ C0(R+;M(R)) as the extension of k by zero, i.e. k(t, s) =
k¯(t, s) on [0, T ]×]−L,L[ and k is zero everywhere else. It inherits from k the following
properties
∂tk = e
iθ∂2sk in D′(]0, T [×]− L,L[) , (5.5)
k⌉t=0 = δ and k⌉t=T = 0 , (5.6)
‖k‖2L2(R+×R) 6 γeαL
2/T . (5.7)
The main idea of the proof is to use k as a kernel to transmute z and v into a
solution x and a control u for (1.1). The transmutation formulas:
x(t) =
∫
k(t, s)z(s) ds and ∀t > 0, u(t) =
∫
k(t, s)v(s) ds, (5.8)
define x ∈ C0(R+;X) and u ∈ L2(R+;U) since k ∈ C0(R+;M(R)) ∩ L2(R+;L2(R)),
z ∈ C0(R;X) and v ∈ L2(R;U). The property (5.6) of k implies x(0) = x0 and
x(T ) = 0. Equations (5.3), (5.4) and (5.5) imply, by integrating by parts:
∀ϕ ∈ D(A′), t 7→ 〈x(t), ϕ〉 ∈ H1(R+) and d
dt
〈x(t), ϕ〉 = 〈x(t), A′ϕ〉+ 〈Bu(t), ϕ〉.
This characterizes x as the unique solution of (1.1) in the weak sense (cf. [2]), which
implies that x and u satisfy (2.4). Since
∫ ‖u(t)‖2dt 6 ∫∫ |k(t, s)|2ds dt ∫ ‖v(s)‖2ds,
(5.7) and (5.2) imply the following cost estimate which completes the proof of th. 3.4:
∫ T
0
‖u(t)‖2dt 6 2κ2,LγeαL2/T ‖x0‖2.
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6. Geometric bounds on the cost of fast boundary controls for the heat
equation. When the second-order equation (1.2) has a finite propagation speed and
is controllable, the control transmutation method yields geometric upper bounds on
the cost of fast controls for the first-order equation (1.1). From this point of view, this
method is an adaptation of the kernel estimates method of Cheeger-Gromov-Taylor
in [5]. This was illustrated in [11] and [12] on the internal controllability of heat
and Schro¨dinger equations on Riemannian manifolds which have the wave equation
as corresponding second-order equation. Some similar lower bounds are proved in
these papers (without assuming the controllability of the wave equation) which imply
that the upper bounds are optimal with respect to time dependence. In this section,
we illustrate the control transmutation method on the analogous boundary control
problems for the heat equation.
Let (M, g) be a smooth connected compact n-dimensional Riemannian manifold
with metric g and smooth boundary ∂M . When ∂M 6= ∅, M denotes the interior
and M = M ∪ ∂M . Let ∆ denote the (negative) Laplacian on (M, g) and ∂ν denote
the exterior Neumann vector field on ∂M . The characteristic function of a set S is
denoted by χS .
Let X = L2(M). Let A be defined by Af = ∆f on D(A) = H2(M) ∩ H10 (M).
Let C be defined from D(A) to U = L2(∂M) by Cf = ∂νf⌉Γ where Γ is an open
subset of ∂M , and let B be the dual of C. With this setting, (1.1) with θ = 0 and
(1.2) are the heat and wave equations controlled by the Dirichlet boundary condition
on Γ. In particular (1.2) writes:
∂2t z −∆z = 0 on Rt ×M, z = χΓv on Rt × ∂M,
z(0) = z0 ∈ L2(M), ζ˙(0) = 0, v ∈ L2loc(R;L2(∂M)),
(6.1)
It is well known that B is an admissible observation operator (cf. cor. 3.9 in [3]). To
ensure existence of a null-control for the wave equation we use the geometrical optics
condition of Bardos-Lebeau-Rauch (specifically example 1 after cor. 4.10 in [3]):
There is a positive constant LΓ such that every generalized geodesic of length
greater than LΓ passes through Γ at a non-diffractive point.
(6.2)
Generalized geodesics are the rays of geometrical optics (we refer to [10] for a presen-
tation of this condition with a discussion of its significance). We make the additional
assumption that they can be uniquely continued at the boundary ∂M . As in [3], to
ensure this, we may assume either that ∂M has no contacts of infinite order with
its tangents (e.g. ∂M = ∅), or that g and ∂M are real analytic. For instance, we
recall that (6.2) holds when Γ contains a closed hemisphere of a Euclidean ball M of
diameter LΓ/2, or when Γ = ∂M and M is a strictly convex bounded Euclidean set
which does not contain any segment of length LΓ.
Theorem 6.1 ([3]). If (6.2) holds then the wave equation (6.1) is null-controllable
in any time greater than LΓ.
Thanks to this theorem, th. 3.4 implies:
Theorem 6.2. If (6.2) holds then the equation:
∂tx− eiθ∆x = 0 on Rt ×M, x = χΓu on Rt × ∂M,
x(0) = x0 ∈ H−1(M), u ∈ L2loc(R;L2(∂M)),
is null-controllable in any time T . Moreover, the controllability cost κ1,T (cf. def. 2.2)
satisfies (with α∗ as in def. 3.2): lim sup
T→0
T lnκ1,T 6 α∗L
2
Γ.
8 LUC MILLER
REFERENCES
[1] W. Arendt, C. J. K. Batty, M. Hieber, and F. Neubrander, Vector-valued Laplace trans-
forms and Cauchy problems, vol. 96 of Monographs in Mathematics, Birkha¨user Verlag,
Basel, 2001.
[2] J. M. Ball, Strongly continuous semigroups, weak solutions, and the variation of constants
formula, Proc. Amer. Math. Soc., 63 (1977), pp. 370–373.
[3] C. Bardos, G. Lebeau, and J. Rauch, Sharp sufficient conditions for the observation, control,
and stabilization of waves from the boundary, SIAM J. Control Optim., 30 (1992), pp. 1024–
1065.
[4] O. Caˆrja˘, The minimal time function in infinite dimensions, SIAM J. Control Optim., 31
(1993), pp. 1103–1114.
[5] J. Cheeger, M. Gromov, and M. Taylor, Finite propagation speed, kernel estimates for
functions of the Laplace operator, and the geometry of complete Riemannian manifolds,
J. Differential Geom., 17 (1982), pp. 15–53.
[6] H. O. Fattorini, Second order linear differential equations in Banach spaces, vol. 108 of
North-Holland Mathematics Studies.
[7] , Controllability of higher order linear systems, in Mathematical Theory of Control (Proc.
Conf., Los Angeles, Calif., 1967), Academic Press, New York, 1967, pp. 301–311.
[8] E. Ferna´ndez-Cara and E. Zuazua, The cost of approximate controllability for heat equa-
tions: the linear case, Adv. Differential Equations, 5 (2000), pp. 465–514.
[9] R. Hersh, The method of transmutations, in Partial differential equations and related topics
(Program, Tulane Univ., New Orleans, La., 1974), Springer, Berlin, 1975, pp. 264–282.
Lecture Notes in Math., Vol. 446.
[10] L. Miller, Escape function conditions for the observation, control, and stabilization of the
wave equation, SIAM J. Control Optim., 41 (2002), pp. 1554–1566 (electronic).
[11] , Geometric bounds on the growth rate of null-controllability cost for the heat equation
in small time. arXiv:math.AP/0307158, preprint, 2003.
[12] , How violent are fast controls for Schro¨dinger and plates vibrations ? to appear in
Arch. Ration. Mech. Anal., arXiv:math.AP/0309040, 2003.
[13] , Controllability cost of conservative systems: resolvent condition and transmutation.
arXiv:math.OC/0402058, preprint, 2004.
[14] D. L. Russell, A unified boundary controllability theory for hyperbolic and parabolic partial
differential equations, Studies in Appl. Math., 52 (1973), pp. 189–211.
[15] T. I. Seidman, Exact boundary control for some evolution equations, SIAM J. Control Optim.,
16 (1978), pp. 979–999.
[16] , Two results on exact boundary control of parabolic equations, Appl. Math. Optim., 11
(1984), pp. 145–152.
[17] T. I. Seidman, S. A. Avdonin, and S. A. Ivanov, The “window problem” for series of complex
exponentials, J. Fourier Anal. Appl., 6 (2000), pp. 233–254.
[18] T. I. Seidman and J. Yong, How violent are fast controls? II, Math. Control Signals Systems,
9 (1996), pp. 327–340.
[19] R. Triggiani, On the relationship between first and second order controllable systems in Ba-
nach spaces, SIAM J. Control Optim., 16 (1978), pp. 847–859.
[20] K. Tsujioka, Remarks on controllability of second order evolution equations in Hilbert spaces,
SIAM J. Control, 8 (1970), pp. 90–99.
[21] G. Weiss, Admissibility of unbounded control operators, SIAM J. Control Optim., 27 (1989),
pp. 527–545.
