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Abstract
Signomial geometric programming (SGP) has been an interesting problem for many authors recently. Many methods have been
provided for ﬁnding locally optimal solutions of SGP, but little progress has been made for global optimization of SGP. In this paper
we propose a new accelerating method for global optimization algorithm of SGP using a suitable deleting technique. This technique
offers a possibility to cut away a large part of the currently investigated region in which the globally optimal solution of SGP does
not exist, and can be seen as an accelerating device for global optimization algorithm of SGP problem. Compared with the method
of Shen and Zhang [Global optimization of signomial geometric programming using linear relaxation, Appl. Math. Comput. 150
(2004) 99–114], numerical results show that the computational efﬁciency is improved obviously by using this new technique in the
number of iterations, the required saving list length and the execution time of the algorithm.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The signomial geometric programming (SGP) problem is stated:
(SGP):
⎧⎨
⎩
Minimize F0(x)
subject to Fj (x)0, j = 1, . . . ,M,
x ∈ X = [x, x] ⊂ RN,
where
Fj (x) =
Tj∑
t=1
j tj t
N∏
i=1
x
j ti
i , j = 0, 1, . . . ,M , (1)
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and j t is a positive and real coefﬁcient; j t = +1 or −1; j ti is an arbitrary real constant exponent; x and x are
N-vectors with x > 0. In general, (SGP) corresponds to a nonlinear optimization problem with nonconvex objective
function and constraints.Without loss of generality, any equality constraint is treated as an equivalent pair of oppositely
restricted inequalities in this paper.
(SGP) has many applications in production planning, location, distribution contexts in risk management, and various
chemical process design and engineering design [2,9,1]. Many local optimization approaches have been developed for
solving (SGP) ([10,6], for example), but the global optimization algorithms based on the characteristics of (SGP) are
scarce. Maranas and Floudas [7] gave a global optimization algorithm of (SGP) based on the convex relaxation. By
using linear relaxation, Shen and Zhang [8] gave a method for ﬁnding global minimum of (SGP).
The main purpose of this paper is to provide an accelerating method for global optimization algorithm of (SGP).
Based on Ref. [8], a new deleting technique is given, and this technique offers the possibility to cut away a large part
of the currently investigated feasible region which does not contain the global minimum of (SGP). By using this new
deleting technique which can be seen as an accelerating device of the global optimization algorithm for (SGP), we
can improve largely the convergence of the algorithm by reducing currently investigated feasible region. Numerical
experiments show that the computational efﬁciency can be improved obviously using this new technique, that is, the
number of iterations, the required saving list length and the execution time of the algorithm can be reduced signiﬁcantly.
The remainder of this paper is organized as follows. In Section 2 the new deleting technique is presented.
In Section 3 the proposed accelerating algorithm is given, and the convergence of the algorithm is proved. Numerical
results of some problems in the area of engineering design are considered in Section 4. Section 5 provides a summary.
2. New deleting technique
In this section, we pay our attention to form a new deleting technique for eliminating a region in which the global
minimum of (SGP) does not exist, and to use this technique as an accelerating device for solving globally the problem
(SGP). To this end, we apply the exponent transformation xi =exp(yi) (i=1, . . . , N) for (SGP) to obtain an equivalent
problem of (SGP):
(P1):
⎧⎨
⎩
Minimize 0(y)
subject to j (y)0, j = 1, . . . ,M,
y ∈ Y 0 = [y0, y0] ⊂ RN,
where
j (y) =
Tj∑
t=1
j tj t exp
(
N∑
i=1
j tiyi
)
, j = 0, 1, . . . ,M , (2)
and y0= ln x, y0= ln x. Next, what we want to do is to ﬁnd global minimum of (P1). For each j =0, 1, . . . ,M , we need
to give a linear lower bound functionRj (y) ofj (y) in order to generate a linear relaxation of (P1). This linear function
is constructed by ﬁnding the linear lower bound function of each implicitly separable term j tj t exp(
∑N
i=1j tiyi).
Theorem 1 provides this linearization technique for generating the linear relaxation.
Assume that Y ⊆ Y 0 represents either the initial rectangle of (P1) or the modiﬁed rectangle as deﬁned for some
partitioned subproblem in a branch-and-bound scheme to be presented. For convenience, for any Y = (Yi)N×1 ⊆ Y 0
with Yi = [yi, yi] and ∀ y = (yi)N×1 ∈ Y , some notations and functions are introduced as follows:
Yjt =
N∑
i=1
j tiyi ,
Y ljt =
N∑
i=1
min(j tiyi , j tiyi),
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Yujt =
N∑
i=1
max(j tiyi , j tiyi),
Ajt =
exp(Y ujt ) − exp(Y lj t )
Y ujt − Y ljt
,
i =
T0∑
t=1
0t0t0t iA0t , i = 1, . . . , N ,
fjt (y) = exp
(
N∑
i=1
j tiyi
)
= exp(Yjt ),
gjt (y) = exp(Y lj t ) + Ajt
(
N∑
i=1
j tiyi − Y ljt
)
= exp(Y lj t ) + Ajt (Yjt − Y ljt ),
hjt (y) = Ajt
(
1 +
N∑
i=1
j tiyi − lnAjt
)
= Ajt (1 + Yjt − lnAjt ),
where j = 0, 1, . . . ,M, t = 1, . . . , Tj .
Theorem 1. Consider the functions fjt (y), gjt (y) and hjt (y) for any y ∈ Y = [y, y] ⊆ Y 0, where j = 0, 1, . . . ,M
and t = 1, . . . , Tj . Then the following two statements are valid:
(i) gjt (y) is an afﬁne concave envelope of fjt (y) overY, and hjt (y) is an afﬁne function corresponding to a supporting
hyperplane of the graph of fjt (y) over Y, which is parallel to gjt (y). Moreover, we have
hjt (y)fjt (y)gjt (y) ∀y ∈ Y .
(ii) The differences 1j t (y) = gjt (y) − fjt (y) and 2j t (y) = fjt (y) − hjt (y) satisfy
max
y∈Y 
1
j t (y) = max
y∈Y 
2
j t (y) = exp(Y lj t )(1 − zjt + zjt ln zjt ),
where j t = Yujt − Y ljt , zjt =
exp(j t ) − 1
j t
.
Proof. The proof can be referred to Theorem 1 in Ref. [8]. 
From Theorem 1 it follows that gjt (y) and hjt (y) converge to fjt (y) as j t → 0. Next, by means of Theorem 1 we
can give the relaxation linear programming problem (P2) of (P1) as follows:
(P2):
⎧⎨
⎩
Minimize R0 (y)
subject to Rj (y)0, j = 1, . . . ,M,
y ∈ Y,
where
Rj (y) =
Tj∑
t=1
j t
L
jt (y), j = 0, 1, . . . ,M , (3)
Ljt (y) =
{
j thjt (y) if j t = 1,
j t gjt (y) if j t = −1.
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Based on the above linear under-estimators, every feasible point of (P1) in sub-domain Y is feasible for (P2), and
the objective function value of (P2) is less than or equal to that of (P1) for all points in Y. Thus, the minimum of (P2)
provides a valid lower bound for the globally optimal value of (P1) over the partition set Y.
According to the above discussion, the linear relaxation problem (P2) is used to derive a lower bound of the solution
of (P1), which can be calculated by solving (P2) inside some rectangle deﬁned by
Y = (Yi)N×1 ⊆ Y 0 with Yi = [yi, yi].
Clearly, the smaller this rectangle, the tighter the linear under-estimatorRj (y)of the corresponding functionj (y), j=
0, 1, . . . ,M , and therefore the closer the solution of (P2) will be to the solution of (P1). To show this, we will give the
new deleting technique to reduce this partitioned rectangle in the next results. This technique can be used to delete a
region in which there is no globally optimal solution of (P1)(see Theorems 2 and 3), and can be utilized to prevent the
rapid growth of the branching tree to some extent, in order to accelerate the convergence speed of the branch-and-bound
algorithm to be presented.
Theorem 2. Assume that0 is a known upper bound of the optimal objective value∗0 of (P1), and letY=(Yi)N×1 with
Yi = [yi, yi] be a sub-rectangle of Y 0. If there exists some index m ∈ {1, 2, . . . , N} satisfying m > 0 and 	m < mym,
then there is no globally optimal solution of (P1) over Y 1; if m < 0 and 	m < mym for some m, then there is no
globally optimal solution of (P1) over Y 2, where
	m =0 −
N∑
i=1,i =m
min{iyi , iyi} −
T0∑
t=1,0t=1
0t0tA0t (1 − ln(A0t ))
−
T0∑
t=1,0t=−1
0t0t (exp(Y l0t ) − A0t Y l0t ), m = 1, . . . , N ,
Y 1 = (Y 1i )N×1 ⊆ Y with Y 1i =
⎧⎨
⎩
Yi if i = m(
	m
m
, ym
]
∩ Yi if i = m,
Y 2 = (Y 2i )N×1 ⊆ Y with Y 2i =
⎧⎨
⎩
Yi if i = m[
y
m
,
	m
m
)
∩ Yi if i = m.
Proof. First, we will show that 0(y)>0 for any y = (yi)N×1 ∈ Y 1. Consider the mth component ym of y, and it
obviously follows that
	m
m
<ymym.
Note that m > 0, then from the expression of 	m and the above inequality, we have
0 < mym +
N∑
i=1,i =m
min{iyi , iyi} +
T0∑
t=1,0t=1
0t0tA0t (1 − lnA0t )
+
T0∑
t=1,0t=−1
0t0t (exp(Y l0t ) − A0t Y l0t ).
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Next, by the deﬁnitions of f0t (y), g0t (y) and h0t (y), it follows from (3) and the above results that
0 <
N∑
i=1
iyi +
T0∑
t=1,0t=1
0t0tA0t (1 − lnA0t ) +
T0∑
t=1,0t=−1
0t0t (exp(Y l0t ) − A0t Y l0t )
=
T0∑
t=1,0t=1
0t0tA0t
N∑
i=1
0t iyi +
T0∑
t=1,0t=−1
0t0tA0t
N∑
i=1
0t iyi
+
T0∑
t=1,0t=1
0t0tA0t (1 − lnA0t ) +
T0∑
t=1,0t=−1
0t0t (exp(Y l0t ) − A0t Y l0t )
=
T0∑
t=1,0t=1
0t0tA0t
(
1 +
N∑
i=1
0t iyi − lnA0t
)
+
T0∑
t=1,0t=−1
0t0t
(
exp(Y l0t ) + A0t
(
N∑
i=1
0t iyi − Y l0t
))
=
T0∑
t=1,0t=1
0t0t h0t (y) +
T0∑
t=1,0t=−1
0t0t g0t (y)
=R0 (y).
Furthermore, by using Theorem 1 we can obtain that∗00 <R0 (y)0(y) for any y ∈ Y 1. This means that there
does not exist globally optimal solution of (P1) over Y 1.
By arguments similar to the above, we can derive that there is no global minimum point on Y 2 if m < 0 and
	m < mym for some m. 
Theorem 3. Assume that0 is a known lower boundof the optimal objective value∗0 of (P1)andY is any sub-rectangle
of Y 0. For each m (m = 1, . . . , N), let

m =0 −
N∑
i=1,i =m
max{iyi , iyi} −
T0∑
t=1,0t=1
0t0t (exp(Y l0t ) − A0t Y l0t )
−
T0∑
t=1,0t=−1
0t0tA0t (1 − lnA0t ).
If there exists some index m ∈ {1, . . . , N} satisfying m > 0 and 
m > mym, then there is no globally optimal solution
of (P1) over Y 3; if m < 0 and 
m > mym for some m, then there is no globally optimal solution of (P1) over Y 4, where
Y 3 = (Y 3i )N×1 ⊆ Y, Y 4 = (Y 4i )N×1 ⊆ Y,
Y 3i =
⎧⎨
⎩
Yi if i = m,[
y
m
,

m
m
)
∩ Yi if i = m, Y
4
i =
⎧⎨
⎩
Yi if i = m,(

m
m
, ym
]
∩ Yi if i = m.
Proof. We ﬁrst show that 0(y)<0 for any y = (yi)N×1 ∈ Y 3 when m > 0 and 
m > mym for some m. By the
assumptions and the deﬁnitions of m and 
m, we have
y
m
ym <

m
m
.
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Note that m > 0, and this implies that
0 > mym +
N∑
i=1,i =m
max{iyi , iyi} +
T0∑
t=1,0t=1
0t0t (exp(Y l0t ) − A0t Y l0t )
+
T0∑
t=1,0t=−1
0t0tA0t (1 − lnA0t )

N∑
i=1
iyi +
T0∑
t=1,0t=1
0t0t (exp(Y l0t ) − A0t Y l0t ) +
T0∑
t=1,0t=−1
0t0tA0t (1 − lnA0t )
=
T0∑
t=1
0t0tA0t
N∑
i=1
0t iyi +
T0∑
t=1,0t=1
0t0t (exp(Y l0t ) − A0t Y l0t )
+
T0∑
t=1,0t=−1
0t0tA0t (1 − lnA0t )
=
T0∑
t=1,0t=1
0t0tA0t
N∑
i=1
0t iyi +
T0∑
t=1,0t=−1
0t0tA0t
N∑
i=1
0t iyi
+
T0∑
t=1,0t=−1
0t0tA0t (1 − lnA0t ) +
T0∑
t=1,0t=1
0t0t (exp(Y l0t ) − A0t Y l0t )
=
T0∑
t=1,0t=−1
0t0tA0t
(
1 +
N∑
i=1
0t iyi − lnA0t
)
+
T0∑
t=1,0t=1
0t0t
(
exp(Y l0t ) + A0t
(
N∑
i=1
0t iyi − Y l0t
))
.
In addition, by the deﬁnitions of g0t (y), h0t (y) and f0t (y), it follows from the above inequality and (3) that
0 >
T0∑
t=1,0t=−1
0t0t h0t (y) +
T0∑
t=1,0t=1
0t0t g0t (y)0(y).
This means that ∗00 >0(y) for any y ∈ Y 3. Hence, there is no globally optimal solution of (P1) over Y 3, and
this proves the ﬁrst part of the theorem.
The proof of the second part of this Theorem is similar. 
By Theorems 2 and 3, we can give the new deleting technique to remove some regions in which the globally optimal
solution of (P1) does not exist.
Next, we will show how this new deleting technique is formed, in other words, we provide a process that show how
a sub-rectangle Y = (Yi)N×1 ⊆ Y 0 with Yi = [yi, yi] can be pruned or deleted. For example, if there exists some m
such that m = 0 (m ∈ {1, . . . , N}), thus 	m and 
m are ﬁrstly calculated as deﬁned in Theorems 2 and 3, and then the
original interval Ym is replaced by a new interval Y˜m, where Y˜m can be determined according to the following deleting
rules:
if m > 0 and
	m
m
<ym then Y˜m =
⎧⎨
⎩
[
y
m
,
	m
m
]
if
	m
m
y
m
,
∅ otherwise,
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if m < 0 and
	m
m
>y
m
then Y˜m =
⎧⎨
⎩
[
	m
m
, ym
]
if
	m
m
ym,
∅ otherwise,
if m > 0 and

m
m
>y
m
then Y˜m =
⎧⎨
⎩
[

m
m
, ym
]
if

m
m
ym,
∅ otherwise,
if m < 0 and

m
m
<ym then Y˜m =
⎧⎨
⎩
[
y
m
,

m
m
]
if

m
m
y
m
,
∅ otherwise.
Consequently, if Y˜m = ∅, the originalY is replaced by a new Y˜ = (Y˜i)N×1 ⊆ Y 0 with Y˜i =Yi (i = m, i=1, . . . , N)
and Y˜i = Y˜m (i =m), which is left for further consideration. On the contrary, i.e., Y˜m = ∅,Y is eliminated from further
being processed. This deleting technique provides a possibility to cut away all or a large part of the sub-rectangle Y
which is currently investigated by the algorithm procedure.
3. New accelerating algorithm and its convergence
In this section, based on the former linear relaxation method and the new deleting technique, a new
accelerating algorithm is proposed to ﬁnd the globally optimal solution of (P1). There are three fundamental pro-
cesses in the algorithm procedure: a deleting process, a branching process, and an updating upper and lower bounds
process.
Firstly, based on the former new deleting technique, when some conditions are satisﬁed, the deleting process can
cut away all or a large part of the currently investigated feasible region in which the globally optimal solution does not
exist.
The second fundamental process iteratively subdivides the rectangleY k into two sub-rectangles. During each iteration
of the algorithm, the branching process creates a more reﬁned partition that cannot yet be excluded from further
consideration in searching for a globally optimal solution for (P1). In this paper we choose a simple bisection rule
which is the same as that in Ref. [8]. This rule is sufﬁcient to ensure convergence since it drives all the intervals shrinking
to a singleton for all the variables. This branching rule is as follows.
Consider any node sub-problem identiﬁed by the rectangle Y ′ = [y′, y′] ⊆ Y 0. Let
p = arg max{y′i − y′i : i = 1, . . . , N}.
We partition Y ′ by bisecting the interval [y′
p
, y′p] into the sub-intervals [y′p, (y′p + y′p)/2] and [(y′p + y′p)/2, y′p].
The third process is to update upper and lower bounds of optimal objective function value of (P1). This process
needs to solve a sequence of linear programming problems and to compute the objective function value of (P1) at the
midpoint of sub-rectangle Y k ⊆ Y 0 for problem (P1). In addition, some bound tightening strategies are applied to the
proposed algorithm.
Let LB(Y k) refer to the optimal objective function value of (P2) for the sub-rectangles Y k and yk = y(Y k) re-
fer to an element of corresponding argmin. The basic steps of the new accelerating algorithm are summarized as
follows.
Algorithm statement. Step 0 (Initialization): Given a convergence tolerance c > 0, a feasibility tolerance f > 0 and
a deleting tolerance d > 0; iteration counter k = 1; the upper bound UB = +∞; the active node set Q0 = {Y 0}; the
set of feasible points F = ∅. Solve (P2) for Y = Y 0 to obtain the lower bound LB0 = LB(Y 0) and y0 = y(Y ). If y0 is
feasible for (P1), update F and UB if necessary. If UB−LB0c, stop, and y0 is the globally optimal solution of (P1).
Otherwise, proceed to Step 1.
Step 1 (Checking midpoint): If the midpoint yˆ of Y k is feasible for (P1), update F and UB such that F = F ∪ {yˆ}
and UB = miny∈F0(y). If F = ∅, the incumbent point is denoted by b := argminy∈F0(y).
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Step 2 (Deleting): For m = 1 to N do
2.0.Calculate m, 	m and 
m as deﬁned in Theorems 2 and 3 for Y k . If m = 0
then go to Step 3. If m > 0 then go to Step 2.1. If m < 0 then go to Step 2.3.
2.1. If y
m
 	m
m
<ym then
if ym −
	m
m
d then
go to Step 2.2
else
set ym =
	m
m
, and go to Step 3.
If
	m
m
<y
m
then
set Qk = Qk\Y k , and go to Step 6.
2.2. If y
m
<

m
m
ym then
if

m
m
− y
m
d then
if m<N then
set m = m + 1, and go to Step 2.0
else
go to Step 3
else
set y
m
= 
m
m
and go to Step 3.
If

m
m
>ym then
set Qk = Qk\Y k , and go to Step 6.
2.3. If y
m
<
	m
m
ym then
if
	m
m
− y
m
d then
go to Step 2.4
else
set y
m
= 	m
m
and go to Step 3.
If ym <
	m
m
then
set Qk = Qk\Y k , and go to Step 6.
2.4. If y
m
 
m
m
<ym then
if ym −

m
m
d then
if m<N then
set m = m + 1 and go to Step 2.0
else
go to Step 3
else
set ym =

m
m
and go to Step 3.
If

m
m
<y
m
then
set Qk = Qk\Y k , and go to Step 6.
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Step 3 (Branching): According to the above rectangle bisection rule for Y k , we can get two new sub-rectangles, and
denote the set of new partition rectangles as Y k .
Step 4 (Fathoming node): For each Y ∈ Y k , compute the lower boundRj ofRj (y) overY, i.e.,Rj =
∑Tj
t=1j t
L
jt ,
j = 0, 1, . . . ,M , where
Ljt =
{
j thjt (Y lj t ) if j t = 1,
j t gjt (Y ujt ) if j t = −1.
If R0 >UB, or 
R
j > f for some j ∈ {1, . . . ,M}, then the corresponding sub-rectangle Y will be removed from Y k ,
i.e., let Y k = Y k\Y and skip to next element of Y k . If Y k = ∅, then solve (P2) for each Y ∈ Y k to obtain LB(Y ) and
y(Y ). If LB(Y )>UB then Y k = Y k\Y .
Step 5 (Updating lower bound): If y(Y ) is feasible for (P1), then updateUB, F and b as Step 1. SetQk=(Qk\Y k)∪Y k
and the new lower bound LBk = minY∈QkLB(Y ).
Step 6 (Checking convergence): Set Qk+1 =Qk\{Y : UB − LB(Y )c, Y ∈ Qk}. If Qk+1 = ∅ then stop and UB is
the optimal value of (P1), b is an optimal solution of (P1). Otherwise, k := k + 1, select an active node Y k such that
Y k ∈ arg minY∈ QkLB(Y ) and yk := y(Y k) for further considering, and return to Step 1.
For the above algorithm, a given sufﬁciently small tolerance d is utilized as a deleting test to determine whether an
interval to be discarded exists or not in Step 2 of the algorithm.
Next, wewill give the convergence of the proposed algorithm.Assume that the number of globally optimal solution of
(SGP) is ﬁnite. Then the above proposed algorithm either terminates ﬁnitely at a globally optimal solution or generates
an inﬁnite sequence of iteration nodes. If the algorithm terminates at some iteration k, then obviously the point b is a
globally optimal solution and UB is the optimal value of (P1). If the algorithm is inﬁnite, its convergence is discussed
as follows.
Theorem 4. Assume that the above algorithm is inﬁnite, then it generates an inﬁnite sequence of iterations such that
along any inﬁnite branch of the branch-and-bound tree any accumulation point of the sequence {LBk}will be the global
minimum of (P1).
Proof. Since the algorithm is inﬁnite, it generates an inﬁnite sequence {Y k} such that a subsequence {Y kl } of {Y k}
satisﬁes Y kl+1 ⊂ Y kl for l = 1, 2, . . .. In this case, since the partition sets used by the proposed algorithm are all
rectangles and compact, it follows from Refs. [4,5] that this rectangle subdivision is exhaustive. Hence, for every
iteration k = 0, 1, 2, . . . , by design of the algorithm there is at least an inﬁnite subsequence {LBkl } of {LBk} such that
LBkl min
y∈D0(y), Y
kl ∈ arg min
Y∈Qkl
LB(Y ), ykl = y(Y kl ) ∈ Y kl ⊆ Y 0,
where D denotes the feasible region of (P1).We see from Refs. [3–5] that {LBkl } is a nondecreasing sequence bounded
above by miny∈D0(y), which guarantees the existence of the limit liml→∞LBkl := LB and LBminy∈D0(y).
Since {ykl } is an inﬁnite sequence on a compact set, it follows that there exists a convergent subsequence {yq} of
{ykl } satisfying limq→∞yq = yˆ, yq ∈ Yq and LBq = LB(Y q) = R0 (yq), where {Yq} is a subsequence of {Y kl }. By
using Theorem 1 and Lemma 1 of Ref. [8], we see that the linear subfunctions Rj (j = 0, 1, . . . ,M) used in the
problem (P2) are strongly consistent on Y 0. Thus limq→∞LBq = LB = 0(yˆ). All remains is to show that yˆ ∈ D.
Since Y 0 is a closed set, it follows that yˆ ∈ Y 0. Suppose that yˆ /∈D. Then there exists somej , j ∈ {1, . . . ,M}, such
that j (yˆ) = > 0. Since Rj is continuous, Theorem 1 and Lemma 1 of Ref. [8] imply that the sequence {Rj (yq)}
converges toj (yˆ) as q → ∞. By deﬁnition of convergence, ∃ q such that |Rj (yq) −j (yˆ)|<  as q >q, and so
when q >q, Rj (yq)> 0 implies that the problem (P2) is infeasible. This contradicts the assumption of yq = y(Y q).
Therefore, yˆ ∈ D, that is, LB =0(yˆ) = miny∈D0(y). 
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Table 1
Computational results for several test examples
Example Ref. Iter. Max-node Time Optimal value f
1 [8] 341 93 4.31 10122.493176362 0
this paper 102 58 1.72 10121.794028763 5 × 10−6
2 [8] 550 153 2.29 6299.842427922 0
this paper 351 123 1.44 6299.842427922 0
3 [8] 1829 505 3.83 −83.249728406 0
this paper 346 118 1.41 −83.249790057 10−6
4 [8] 2100 94 10.64 623249.876118100 0
this paper 17 9 0.43 623249.136172314 10−2
Table 2
Computational results for Examples 5 and 6
SZ This paper
Dim (N) Iter. Time Iter. Time
Example 5 10 34 1.25 13 0.28
30 156 115.26 68 39.9
50 305 1576.68 133 639.84
Example 6 20 99 7.69 2 0.86
4. Numerical experiment
To verify the performance of the new accelerating method, some well-known test problems are implemented on
a Pentium III microcomputer. Although these problems have a relatively small number of variables, they are quite
challenging. The algorithm was coded in C + +, and the linear programming problem (P2) was solved by using the
simplex method. The convergence and deleting tolerances were set to c = d = 10−8 in our experiment. For all test
problems, numerical results show the proposed global optimization algorithm can solve these problems efﬁciently. We
only describe some of these sample problems in order to compare with Ref. [8]. Computational results are illustrated
in Tables 1 and 2.We can see easily that the new accelerating algorithm improves the computational efﬁciency largely.
In Tables 1 and 2, some notations have been used for column headers: Iter: the number of the algorithm iterations;
Max-node: the maximal number of the active nodes necessary; Time: the execution time in seconds; f : the feasibility
tolerance.
Example 1 (Shen and Zhang [8]).
Minimize F0(x) = 5.3578x23 + 0.8357x1x5 + 37.2392x1
subject to F1(x) = 0.00002584x3x5 − 0.00006663x2x5 − 0.0000734x1x41,
F2(x) = 0.000853007x2x5 + 0.00009395x1x4 − 0.00033085x3x51,
F3(x) = 1330.3294x−12 x−15 − 0.42x1x−15 − 0.30586x−12 x23x−15 1,
F4(x) = 0.00024186x2x5 + 0.00010159x1x2 + 0.00007379x231,
F5(x) = 2275.1327x−13 x−15 − 0.2668x1x−15 − 0.40584x4x−15 1,
F6(x) = 0.00029955x3x5 + 0.00007992x1x3 + 0.00012157x3x41,
78.0x1102.0, 33.0x245.0, 27.0x345.0,
27.0x445.0, 27.0x545.0.
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Example 2 (Shen and Zhang [8]).
Minimize F0(x) = 5x1 + 50000x−11 + 20x2 + 72000x−12 + 144000x−13
subject to F1(x) = 4x−11 + 32x−12 + 120x−13 1,
1x1, x2, x3100.
Example 3 (Shen and Zhang [8]).
Minimize F0(x) = 0.5x1x−12 − x1 − 5x−12
subject to F1(x) = 0.01x2x−13 + 0.01x2 + 0.0005x1x31,
70x1150, 1x230, 0.5x321.
Example 4 (Shen and Zhang [8]).
Minimize F0(x) = 168x1x2 + 3651.2x1x2x−13 + 40000x−14
subject to F1(x) = 1.0425x1x−12 1,
F2(x) = 0.00035x1x21,
F3(x) = 1.25x−11 x4 + 41.63x−11 1,
40x144, 40x245, 60x370, 0.1x41.4.
Example 5.
Minimize F0(x) =
N∑
i=1
x2i
subject to Fj (x) =
j∑
i=1
xij, j = 1, 2, . . . , N ,
xi0, i = 1, 2, . . . , N .
Example 6.
Minimize
{
F0(x) = −
N∑
i=1
(
x2i +
1
2
xi
)
: −1.0xi1.0, i = 1, 2, . . . , N
}
.
Note that the notation Dim in Table 2 denotes the number of decision variables for the corresponding test problems,
and SZ indicates the corresponding computational results using the algorithm in Ref. [8]. In addition, the feasibility
tolerance was set to f = 10−8 in computation of Examples 5 and 6.
It is seen from Tables 1 and 2 that the new accelerating method can reduce the number of iterations, the execution
time and the required list length of the algorithm.
5. Conclusion
In this paper, a new accelerating global optimization algorithm is presented for solving the problem (SGP) arising
from various engineering design and robust stability problems. The proposed deleting technique can discard a part of
the feasible region in which the globally optimal solution of (SGP) does not exist, and this technique can be seen as
an accelerating tool to improve the global optimization algorithm for solving (SGP). Several test problems are used to
verify the superiority of the new accelerating algorithm. To compare with those in Ref. [8], the numerical results show
that the new accelerating method can reduce largely the number of iterations, the runtime and the required list length
in executing the algorithm.
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