Intersection properties of line graphs  by Bylka, Stanisław & Komar, Jan
DISCRETE 
MATHEMATICS 
ELSEVIER Discrete Mathematics 164 (1997) 33-45 
Intersection properties of line graphs 1 
Stanis~aw By lka* ,  Jan  Komar  
Institute of Computer Science, Polish Academy of Sciences, 21 Ordona Street, 01-237 Warsaw, Poland 
Received 18 November 1994; revised 22 July 1995 
Abstract 
Each graph is an intersection graph (intersection multigraph) of a family of sets. Such a 
family is called a representation if all sets are different and a pseudorepresentation f some are 
the same. By intersection umber we mean the cardinality of the smallest set on which we can 
construct a representation. So each graph has four intersection umbers. A graph is uniquely 
representable if it has only one representation on the minimal set. We take into account only 
triangle free graphs which are uniquely intersectable in any sense and line graphs. We show that 
line graphs with pendant/{4 - e and clepsydras are line graphs which are not uniquely multiple 
pseudointerseetable (u.m.p.i.) in the class of line graphs. 
I. Introduction 
All graphs and multigraphs considered in this paper are finite, undirected and loop- 
less. Undefined terms can be found in [5]. For any multigraph M we denote its vertex 
set by V(M). For each {u,v} C V(M), u ~ v, let q(u,v) be the number of  parallel 
edges joining u with v. I f  q(u, v) ~ O, then q(u, v) is called multiplicity of the edge 
{u,v}. The multigraph M = (V;q) is a graph if and only if q(u,v)<<,l and the set of 
all edges E(M) = {{u,v} : q(u,v) = 1}. 
Besides the intersection graphs also the intersection multigraphs have been considered 
(see [8]). Intersection multigraphs carry more information about the original family of 
sets. Let S be a nonempty set and ~" = {Fv}vev be an indexed (by a nonempty set V) 
family of  subsets of S. Then the intersection multigraph of ~,  denoted by I2(ff), is 
the multigraph M whose vertex set is V and for {u,v} C V we have q(u,v) = [FunF~l. 
We say also that ~- is a representation of the multigraph f2(~-). 
By Marczewski [7] construction (for each vertex v of M, let Fo be the union of  {v} 
and the set of edges incident with v), we obtain a family J~ such that M = f2(~-). 
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Then we have: 
Proposition 1.1. Every graph is an intersection multi#raph of a family of distinct sets. 
Definition 1.2. The intersection umber tOt(G) (pseudointersection number tOpr(G)) of 
a given graph G is the minimum cardinality of a set S such that G is an intersection 
graph of a family ~- of distinct (not necessarily distinct) subsets of S. We say also 
that ~- is a minimal representation (pseudorepresentation) of G. 
Some results on tOt(G) were given by Erdts et al. [4], Harary [5], Alter and Wang 
[1] and on tOpr(G) by Lira and Peng [6]. 
In the same way we can define multiple intersection umber tOrn(G) and multi- 
ple pseudointersection number tOprn(G) by replacing the notion 'intersection graph' by 
'intersection multigraph' in the definition given above. 
Immediately from the definitions we have 
and 
tOpr(G) ~< tOt (G) ~< tOm(G) 
tOpr(G) ~< tOpm(G) ~< tOm(G)- 
The example in Fig. 1 shows that these four intersection numbers for a graph could 
be different. 
Definition 1.3. Let G be a graph. If every two minimal representations (pseudorepre- 
sentations, multiple representations, multiple pseudorepresentations, respectively) of G 
are isomorphic, then we say, after Alter and Wang [1] and Lim and Peng [6], that G 
is uniquely intersectable (pseudointersectable, m-intersectable, m-pseudointersectable, 
respectively). We write u.i., u.p.i., u.m.i., u.m.p.i, for short, respectively. 
It is easy to see that the graph G in Fig. 1 is u.i., u.p.i, and u.m.p.i, but it is not 
u.m.i. In this paper we shall consider the classes of u.m.p.i, and u.m.i, graphs. 
By a clique K of the graph G we mean any subset of vertices with the property 
that the induced subgraph G[K] is a complete graph. A clique K is maximal if there 
is no clique K ~ ~ K such that K C K t. We denote the set of all cliques of a graph G 
by C(G). A set of cliques ~,~ C C(G) is called a clique cover of the edges of G iff for 
every e E E(G) there exists K E ~ such that e CK. If additionally K is unique, then 
o,~ is called a clique partition of E(G). Clique cover number cc(G) and clique partition 
number cp(G) of a graph G are the numbers of cliques in the minimal (with respect 
to cardinality) clique cover and clique partition of G, respectively (see [10]). It can be 
shown that topr(G) = cc(G) and topm(G) = cp(G) because minimal representation has 
no inessential elements, i.e. elements which belong to exactly one set and are used to 
obtain distinct sets in the representation (see Fig. 1 case tOm, where the set {1,4} for the 
vertex d has 4 as an inessential element). With any clique cover ~c" = {P1 .. . . .  Ps} of 
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_ {~} 
{ 1 , 2 } ~  {1,2,3} 
{1,3} [,~) ~ {I} 
w~(G) = 3 
_ {2}  
{ 1 , 2 } ~  {1,2} 
w~(a)  = 2 
{2,3} 
{ 1 , 2 } ~  {1,3} 
{I} ~)  ~)  {1,4} 
~,~(G) = 4 
{1,2} {1,3} 
{l} {I} 
~pm(G) = 3 
Fig. 1. Different representations on the minimal set. 
G we associate the representation 
R(gff) = {F~}v~v such that F~ = {i: v E Pi}. 
Alter and Wang [1] established some results on unique intersectability of a graph and 
presented some families of graphs which are uniquely intersectable. One such family 
is the family of line graphs of complete graphs Kn with n > 3. 
For every connected line graph G, G ~ K3, there exists exactly one graph H such 
that G = L(H)  (see [5]). The edge-star of a vertex v of a graph H is defined: 
StH(v) = {e E E (H)  : v is adjacent to e}. 
It is easy to see that if G is connected and G ~/(2, then 
~*(G)  = {StH(V) : G = L(H) ,v  E V(H)  and [StH(V)[ > 1} 
is a clique partition of edges of G. We call it star-partition of edges of G. 
Alter and Wang [1] noticed that the line graph G = L(H)  of a u.i. graph H need 
not be u.i. even if H is bipartite. The line graph G = L(H)  of a u.m.p.i, graph H need 
not be u.m.p.i. (see Fig. 2). 
In Section 2 we deal with intersection properties of triangle free graphs. Section 3 
contains some results and remarks on u.m.p.i, line graphs along with some open 
questions. 
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a ~  Graph H 
{2,3} {1,2} {5,7} 
{3,4} {1,4} {5,6} 
First 
representation 
of G = L(H) 
{2,3} {1,2} {7,5} 
{3,4} {1,4} {5,6} 
Second 
representation 
of G = L(H) 
Fig. 2. Two minimal multiple pseudorepresentations of G-L(H) on the set S-{ 1 ..... 7} with IS[ = ¢Opm(G). 
If it does not lead to misunderstanding we shall use the terms 'representation' and 
'unique representable' omitting 'multi' and 'pseudo'. 
2. Representations of triangle free graphs 
By a cover J~ff of edges of a multigraph M = (V;q) we understand a family of 
cliques of M such that for every two vertices u and v 
I{K E ~ff: {u,v} cK}I  = q(u,v). 
Of course the associated multiple pseudorepresentation R(o,Y() has no inessential ele- 
ments. If ~{" is a cover and for each clique K E o,~ we have [K[ = 2, then we say 
that R(Y )  is the edge representation. 
Theorem 2.1 (Harary [5]). Let G be a connected graph with m edges. Then O~r(G)=m 
if and only if G has no triangles. 
Analogously to the Harary Theorem we have the following results: 
S. Bylka, J. Komar l Discrete Mathematics 164 (1997) 33-45 37 
Fig. 3. T1 is a pendant triangle. 7"2 and T3 are not pendant triangles. 
Theorem 2.2 (Bylka and Komar [2]). Let M = (V; q)be a multigraph. The following 
conditions are equivalent: 
( i)  (.Opm(M) = y~v¢uq(u,v) = [E(M)I, 
(ii) M has no triangles, 
(iii) every multiple pseudorepresentation without inessential elements is isomorphic 
to the edge representation. 
Corollary 2.3. Every triangle-free multigraph is u.m.p.i. 
An analogous tatement for u.i. graphs has been proved by Alter and Wang [1] and 
Lira and Peng [10]. 
A triple of vertices {vl,v2,v3} is a pendant triangle of the multigraph M if one of 
its vertices, say vl, is connected with v2 and v3 by single edges and q(vi, v)= 0 for 
every v ([ {Vl,V2, V3} and i - -2 ,3  (see Fig. 3). 
Theorem 2.4 (Bylka and Komar [2]). Let M--(V; q) be a connected multigraph. The 
following conditions are equivalent: 
(i) every triangle in M is a pendant triangle, 
(ii) every multiple pseudorepresentation without inessential elements is isomorphic 
to the edge representation. 
Corollary 2.5. I f  every triangle in M is a pendant triangle, then the multigraph M 
is u.m.i. 
Analogous results for graphs were proved by Tsuchiya [12]. 
3. Star-partitions of edges of line graphs 
We denote by I I(G) the set of all clique partitions of edges of G. Of course, if G 
is connected and G ¢ K2 then ~*(G)  E II(G). We say that two clique partitions ~ 
and ,~2 are isomorphic if there exists an automorphism ~0 of G such that ~1 -- tp(~2). 
The two clique-partitions ~1 and ~2 in Fig. 4 are isomorphic and ~*(G)  = ~1. In 
Fig. 2 the star-partition of G is not isomorphic to the partition ~ such that R(~) is 
the second representation f G. 
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Graph H = K4-x  
{1,2}( 
{I, 4}l 
{2,3} { 1 , 2 } q ~  {1,4} 
{3,4} {2,3] {3,4} 
 (pl) r(p ) 
Fig. 4. Two representations f G = L(H) associated with partitions. ~ = {(a, b, d}, {a, c, e), {b, c}, {d, e}}, 
~2 = {{c,e},{b,d},{c,b,a},{a,d,e}} from/-/(G). 
Proposition 3.1. Two clique-partitions ~1,~2 E II(G) are isomorphic if and only if 
the representations R(~l) and R(~2) are isomorphic. 
We denote by ~ffo(G) the set 
~o(G) = C(G) \ {K: there exists P E ~*(G) such that K CP}. 
Lemma 3.2. Let G be a connected line graph and G ~ 1(2. 
(i) I f  K E ~o(G) then Igl -- 3, 
(ii) Each v E V(G) belongs to at most two cliques from ~*(G), 
(iii) Any particular edge of G is contained in exactly one clique from ~*(G) and 
in at most one triangle from ~o(G). 
Proof. It follows immediately from definitions. See also Lemmas 2 and 3 in [11]. [] 
Corollary 3.3. Let G = L(H) be a connected line graph. I f  H is a triangle free graph 
then G is a u.m.p.i, graph. 
Proof. We have ~ffo(G) = 0 because (i) of Lemma 3.2. If G = K2, then a~pm(G) = 1 
and G is u.m.p.i. [] 
Lemma 3.4. Let G be a connected line graph and ~E/ / (G)  be isomorphic to ~*( G). 
If KE~*(G) and [K[ > 3, then K E ~. 
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( ~. 
( The rest of I 
the graph H~ ( 
\/ 
'~ / b \ .  
\-.._ / (. 
f~  x. ) 
( The rest of 
) I\the graph G ] ( ~  
c \l 
;k / ) ,-_. 
H G = L(H) 
Fig. 5. Graph G with pendant K4 -x  which contains a triangle from )ri0(G). 
K4 
{1 '3}~{1,2}  
{i,4} d~ ~){2,4} 
L(K4) 
Fig. 6. The line graph of K4 with a minimal representation. 
Proof. Isomorphism implies that 
I{g E ~'" Igl -- i}1 -- [{g E ~*(a)  • Ig l  = i}1 
for each i. Starting from the maximal i such that the sets are nonempty and using (i) 
of Lemma 3.2 we prove step by step that 
{g E ~:lg[ -- i} = {K E ~*(a)  : Ig I = i} 
for a l l i>3 .  [] 
Theorem 3.5. Let G be a connected line graph, ~ E II(G) be minimal, ~ ~ ~*(G) 
and ~ isomorphic to ~*(G). f f  K E ~\~*(G)  then either K is contained in a 
pendant K4 - x (see Fig. 5) or G is one of the graphs L(K4 - x) or L(K4) (see 
Figs. 4 and 6). 
Proof. G ¢ K3 because ~ is isomorphic to ~*(G). Let G = L(H) and {1,2,3}C V(H) 
be such that L(H[1,2,3]) = G[K]. Let us denote a = {1,3}, b = {1,2} and c = {2,3}. 
There exists a vertex v E {1,2,3} with degree deg(v) > 2. Suppose that de9(i) > 3. 
Then in ~*(G) is a clique of order more than 3 which contains two vertices belonging 
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Fig. 7. Graphs H and G for Case 1. 
a a ~ ~  ..--- -,.. 
b 
(i) (ii) 
Fig. 8. Graphs (H) for Case 2. 
to G[K] (if, for example, deg(1) = 4 then G is shown in Fig. 1). By Lemma 3.4 this 
clique belongs to ~.  Thus K ~ ~,  a contradiction. It follows that deg(i)<<,3 for all 
i = 1,2,3. Let k be the number of  vertices of  degree 3 in {1,2,3}. 
Case 1: k = 1. In this situation either the graph G = K4 - x or G is of the form as 
in Fig. 7. 
Case 2: k = 2. Let d E Sty/(1) and e E St~t(3). Observe that e and d have a common 
vertex in H. I f  not, as in Fig. 8(i), then J = {{e,a},{e,c},{d,a},{d,b},{a,b,c}} C~ 
but ~ '  = (~\J)U{{a,d,b}, {e,a,c}, {b,c}} E H(G) and I 'l < I~l which contradicts 
the minimality of  ~ .  Let edges e and d meet in 4 (see Fig. 8(ii)). I f  deg(4) > 3 or 
{a, d, e} ~ ~ then J C ~,  which as in the previous case leads to contradiction. 
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~f  \ / 
J 
Fig. 9. Graph H for Case 3. 
Let St~t(4) -- {e,d,#} and {a,d,e} E ~. Then J '  = {{e,g},{d,g},{e,c},{a,b,c}, 
{a, d, e}} C ~ and ~ is not minimal because ~ '= (~\ J ' )U{{a,  c, e}, {a, d, b}, {e, d, 0}, 
{b,c}} E II(G) and I~'1 < I~1. So deg(4) = 2 and we have the situation as in Fig. 4. 
Case 3: k = 3. As in the previous case we check that edges d,e , f  (adjacent to 1, 
3, 2, respectively) meet in 4 (see Fig. 9). 
If de#(4) > 3 then neither {a,e,d} nor {d,b,f} belong to ~ which follows from 
Lemma 3.4. So J = {{a,d},{a,e},{c,e},{c,f},{b,f},{b,d},{a,b,c}}C~ but 
~' = (~\ J )U  {{a,c,e},{b,c,f},{a,b,d}} E II(G) and I 'l < I~1, which is im- 
possible. So deg(4) = 3 and G is the graph in Fig. 6. [] 
4. The main result 
It is easy to observe (see Figs. 2 and 5) that if K4 -x  is a pendant subgraph of a 
graph G then G is not u.m.p.i. 




~1 - -  the subset of all graphs having a strongly (as Hi, Fig. 10) pendant riangle, 
~2 - -  the subset of all other graphs having a pendant riangle, 
~3 - -  the subset of all connected graphs without pendant riangles. 
This partition induces the partition of all line graphs ~ -- ~t U ~q~2 U ZP3, where 
~ i  = {L(H) :H  E ~} for i = 1,2,3. 
We would like to characterize all line graphs which are u.m.p.i. As we have noticed, 
graphs from ~1 are not u.m.p.i, except K4 -x .  We find all graphs in ~3 which are 
not u.m.p.i. Immediately from the definitions we have: 
Proposition 4.1. G E ~-q~3 if and only if for every KE~0(G)  and for every v E K we 
have deg(v) > 2. 
Definition 4.2. Graph G is the n-dimensional c epsydra (n-clepsydra) if there exists a 
partition of V(G) = {x}UAUB, such that Ihl = IBI = n and E(G) = EA UEBUE2 UEx, 







\ / .© 
i 
1 
H, E H, H2 E 7-[2 
C 
H3 E Ha 
Fig. 10. Examples of graphs from ~'~1, Jcfz, and ~3. 
{1,3}~{1,5}  
{2,3}(~{2,4} {2 ,3}~{2,5}  
Fig. II. Two minimal representations of 3-clepsydra G = L(H3 ), where//3 is given i Fig. I0. 
where EA,Es consist of all pairs from A and B, respectively, E2 consists of exactly n 
disjoint pairs {a, b) with a E A, b E B, Ex = {{x, v} : v E A U B). 
It is easy to see that 1-clepsydra nd 2-clepsydra (see Fig. 4) have exactly one 
(with respect to isomorphism) minimal partition. But for 3-clepsydra we have two 
nonisomorphic minimal partitions (see Fig. 11). 
Lemma 4.3. I f  H E ~,~f3 and K is a triangle o f  H, then we can remove an edge e from 
K such that H ~ = H - e E 9f~3 and there are no new vertices o f  degree 1 in H t. 
Proof. Let K -- (1,2,3)  be a triangle with deg(2)/>3, deg(3)j>3. If H - (2 ,3}  E 9f~3 
then we remove the edge e -- (2, 3). If not, then there exists a vertex (say 4) such that 
(1,2,4)  forms a triangle and deg(4) -- deg(2) -1  -- 2. We remove then e -- (1,2).  [] 
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Fig. 12. A graph H such that L(H - e) is a clepsydra. 
Theorem 4.4. Let G E ~3. 
(i) f iG  ~ Ki for i=  1,2, then ~*(G)  is a minimal partition of edges of G. 
(ii) Clepsydras of dimension more than 2 are the only graphs in ~3 which are not 
uniquely representable. 
Proof. By induction with respect o the number of triangles of G which belong to 
~ff0(G). If there are no such triangles then for each minimal ~ E I I(G) we have ~= 
~*(G)  because of Corollary 3.3. Let us assume that the theorem is true for graphs with 
no more than n/>0 triangles. Suppose G has n + 1 triangles. Let 
G = L(H) E ~3 which means that H C ~3- We can remove an edge e from H 
such that G' = L(H - e) E Aa3 has no more than n triangles belonging to ~0(G) and 
H '  has the same number of vertices of degree one as H (see Lemma 4.3). Consider 
two cases: 
Case 1: G' is k-clepsydra, k > 1. Then H is of the form given in Fig. 4. 
It is easy to see that if k > 2, then we can remove x and G' = G - x is not a 
clepsydra. If  k = 2, then H is isomorphic to 1(4 and the two minimal partitions are 
isomorphic (see Fig. 6). 
Case 2: G' is not a clepsydra. From the induction hypothesis there is only one (with 
respect o isomorphism) minimal clique partition ~*(G ' )  = (P~ .... ,P~), ~*(G)  = 
(P1,... ,P t), t I>3, because G and G' have the same number of vertices of degree 1. 
The vertex e (of G) belongs to two cliques, for example P1,P2. Therefore Pi = P~, 
for i > 2. It is easy to check that ~*(G)  is minimal. 
Assume G is not u.m.p.i. It means that there exists a minimal partition 
J = (Jl . . . . .  Jr) E H(G) which is not isomorphic to ~*(G).  Let f=  ( J~,. . . , J [ )= 
(Jl\{e} . . . . .  Jt\{e}). j '  is isomorphic to ~*(G ' )  but from Theorem 3.5 it follows that 
either J '  = ~*(G ' )  or J '  ~ ~*(G ' )  and G' is one of the graphs from Fig. 4 or Fig. 6. 
Claim 1. Suppose that J '  = ~*(G ~) and put J[ = P; (i = 1 . . . . .  t). I f  d 1 = P1 and 
J2 = P2 then ef[ Ji and Ji = Pi for all i > 2. So J = ~*(G). 
Let J1 ~ PI. Then ,I1 = P~ and for each v c P~ the edge {v,e} belongs to a 
triangle from ~o(G), i.e. there exists w C P~ such that {v,e,w} E J .  This implies 
that J2 7 £ P2. So J2 =P2', too. Repeating this reasoning we obtain that IP'~I = leVI = k. 
So in ~ we have k triangles, say J3 . . . . .  Jk+2, each containing e. For i = 1 .... ,k 
P2+, = P2+i = J2.i = Y2+i \ {e} and ]P2+,[ = 2. 
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H: 3-foil 
G = L(H) = ~P3 
Fig. 13. The line graph of the 3-foil graph. 
Thus any v 6 P1 UP2 belongs to exactly two cliques from {PIP2 ...ek+2}. Therefore 
v does not belong to Pi for all i > k + 2. 
We conclude that the induced subgraph G[P1 UP2] is a component of G, therefore 
G would be the clepsydra. 
Claim 2. G' is one of the graphs L(K4 - x) or L(K4). From the construction of G' 
we conclude that G' is exactly the graph L(K4 -x ) .  So G is isomorphic to L(K4) and 
G is uniquely representable contrary to the assumptions. 
Therefore we have proved that if  G is not u.m.p.i., then G is a clepsydra. 
5. Concluding remarks 
1. We have characterized classes ~¢1 and ~3 of line graphs. As far as ~2 is 
concerned we can show that it suffices to check only a subclass of  L#2. It is the family 
= {~01, ~02 . . . .  } where ~0i is the line graph of an n-foil graph (see Fig. 13 for a 
3-foil). 
More precisely, we can prove that if ~* (G)  is a minimal partition for every G 6 4, 
then all graphs from L/'2 which are non u.m.p.i, belong to 4. 
2. Lim and Peng [6] proved that for supercompact graphs the notions u.p.i, and u.i. 
are equivalent. We have a similar situation for u.m.p.i, and u.m.i. In particular, for line 
graphs if G = L(H) and H have no more than 1 vertex of degree 1, then G is u.m.p.i. 
iff G is u.m.i. 
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3. Conjectures. 
(i) COpm(G) -- I~*(G)I for every G E LP \ {K1,K2,K3}. 
(ii) In the class ~2 only tp3 is not u.m.p.i. 
(iii) In the class • only ~03 is not u.m.p.i. 
The conjecture (iii) and our characterization of &el and ~3 imply (i). 
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