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Abstract 
This paper presents a novel online system identification methodology for monitoring the performance of 
power systems. This methodology was demonstrated in a gas turbine recuperated power plant designed 
for a hybrid configuration. A 120-kW Garrett microturbine modified to test dynamic control strategies for 
hybrid power systems designed at the National Energy Technology Laboratory (NETL) was used to 
implement and validate this online system identification methodology. The main component of this 
methodology consists of an empirical transfer function model implemented in parallel to the turbine 
speed operation and the fuel control valve, which can monitor the process response of the gas turbine 
system while it is operating. During fully closed-loop operations or automated control, the output of the 
controller, fuel valve position, and the turbine speed measurements were fed for a given period of time to 
a recursive algorithm that determined the transfer function parameters during the nominal condition. 
After the new parameters were calculated, they were fed into the transfer function model for online 
prediction. The turbine speed measurement was compared against the transfer function prediction, and a 
control logic was implemented to capture when the system operated at nominal or abnormal conditions. 
To validate the ability to detect abnormal conditions during dynamic operations, drifting in the 
performance of the gas turbine system was evaluated. A leak in the turbomachinery working fluid was 
emulated by bleeding 10% of the airflow from the compressor discharge to the atmosphere, and electrical 
load steps were performed before and after the leak. This tool could detect the leak 7 s after it had 
occurred, which accounted for a fuel flow increase of approximately 15.8% to maintain the same load and 
constant turbine speed operations. 
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Development of Real-Time
System Identification to Detect
Abnormal Operations in a Gas
Turbine Cycle
This paper presents a novel online system identification methodology for monitoring the
performance of power systems. This methodology was demonstrated in a gas turbine recu-
perated power plant designed for a hybrid configuration. A 120-kW Garrett microturbine
modified to test dynamic control strategies for hybrid power systems designed at the
National Energy Technology Laboratory (NETL) was used to implement and validate
this online system identification methodology. The main component of this methodology
consists of an empirical transfer function model implemented in parallel to the turbine
speed operation and the fuel control valve, which can monitor the process response of
the gas turbine system while it is operating. During fully closed-loop operations or auto-
mated control, the output of the controller, fuel valve position, and the turbine speed mea-
surements were fed for a given period of time to a recursive algorithm that determined the
transfer function parameters during the nominal condition. After the new parameters were
calculated, they were fed into the transfer function model for online prediction. The turbine
speed measurement was compared against the transfer function prediction, and a control
logic was implemented to capture when the system operated at nominal or abnormal con-
ditions. To validate the ability to detect abnormal conditions during dynamic operations,
drifting in the performance of the gas turbine system was evaluated. A leak in the turboma-
chinery working fluid was emulated by bleeding 10% of the airflow from the compressor
discharge to the atmosphere, and electrical load steps were performed before and after
the leak. This tool could detect the leak 7 s after it had occurred, which accounted for a
fuel flow increase of approximately 15.8% to maintain the same load and constant
turbine speed operations. [DOI: 10.1115/1.4046144]
Keywords: gas turbine, fault detection, system identification
1 Introduction
One of the most critical aspects in the operation of thermal power
plants is the need for reliable and robust solutions that would enable
the early detection and diagnosis of potentially harmful events that
can occur during operations. Due to the substantial cost of mainte-
nance during forced outages, early detection of abnormal operations
or failures represents a critical task that may help to prevent damage
to the system components and could resolve unscheduled outages.
Faults and failures can affect the dynamic operation of the system
in different forms, such as intermittent behaviors and incipient or
abrupt failures that can be defined as a permanent interruption of
system abilities. There are three main methods to enable the early
detection of faults and failures; these include a knowledge-based
method, a data-based approach, and a model-based approach.
In the first method, the knowledge-based approach can be
referred to as fuzzy logic and rule-based inference, which are gen-
erally defined from an expert operator that can implement very
simple control logics that may detect when the system operates at
abnormal conditions [1,2]. The general idea is to reduce the need
of the operator when the system operates around specific conditions
by implementing a set of rules that can be added and removed
easily. The main advantage of this approach is that there is no
need for a model of the process. However, development and main-
tenance of the control logic can be as costly as having a reliable and
knowledgeable expert [3].
In the second method, the data-based approach can be generally
used to detect faults and failures only by exploiting available histor-
ical data and by employing techniques such as principal compo-
nents analysis (PCA), spectrum analysis, and pattern recognition
using neural networks or machine learning techniques [4–6]. For
instance, Sun et al. discuss a dynamic PCA suitable for boiler
leak detection that reduced the false alarms in the existing monitor-
ing system [7].
In the third method, the model-based approach is used through a
variety of techniques such as computational observers (i.e., Kalman
filters) and parameter estimation techniques for fault detection [8].
Addel-Geliel et al. applied a model-based computational observer
for fault detection in the model of an industrial boiler [9]. The
model-based observer was implemented in parallel to the process
to predict the dynamic behavior of the system. A fault condition
was detected when the prediction mismatched the nominal behavior
of the system from an acceptable condition.
The primary downside of a model-based technique is that it
requires developing an accurate model that can predict the
dynamic performance at each operating condition. Although alter-
native activities were focused on combining multi-model-based
techniques to detect faults and failures at different operating condi-
tions [10], the model-based approach is still a challenging technique
because it requires the implementation of multiple models at several
operating points. Recognizing this issue, Chen et al. proposed using
recursive parameter estimation algorithms to identify system
dynamics and model parameters at different operating conditions
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[11]. This approach could overcome the limitation of developing a
model at each operating condition by updating or adapting the
parameters of the model by running a recursive estimation algo-
rithm when the system operates at different conditions [12–14].
To combine the fidelity of a model-based technique with the flex-
ibility of a recursive algorithm, we developed a monitoring tool that
updates the parameters of an empirical model in real time to detect
faults and failures. An empirical transfer function model is generally
used to design single-input single-output computational controllers,
but in this approach, the monitoring tool was used to represent the
main component of the model-based technique. As suggested in
previous work, the model was implemented in parallel to the
process to predict the dynamic behavior of the system [9]. In con-
trast to previous work, the transfer function parameters were esti-
mated only during nominal operations with a recursive linear
least square algorithm that was run for a given period of time.
When the calculations of the parameters converged to new
steady-state values, they were fed into the transfer function model
for online prediction. The prediction from the transfer function
model in combination with a control logic based on a moving
average approach was used to detect when the system operated at
nominal or abnormal conditions.
Thismonitoring toolwas implemented and validated at theHybrid
Performance Project (Hyper) at the U.S. Department of Energy’s
National Energy Technology Laboratory (NETL) [15]. An experi-
mental test was conducted using the bleed-air (BA) valve to
emulate the effect of a leak or fouling in the combustor of the gas
turbine system. An abrupt fault was emulated by leaking 10% of
the working fluid in a single step from the compressor discharge to
the atmosphere using the operation of the bleed-air valve. The
response of the mismatch between the transfer function prediction
and the process measurement was also evaluated by 10 kW electrical
load steps that were performed before and after the leak. Before per-
forming the leak test, a scoping test was conducted to evaluate the
feasibility of using the monitoring tool with a single 10 kW electric
load step.
2 Hardware
The Hyper project at NETL combines physical and virtual com-
ponents to study the integration of diverse power technologies into a
gas turbine cycle [15]. Because of the control issues of hybrid
power systems, the Hyper facility has been used for the develop-
ment and validation of advanced control strategies [16]. Figure 1
shows a schematic diagram of the physical hardware components
of the Hyper facility used in this study. The hardware system is rep-
resented by a gas turbine recuperated cycle designed for hybrid con-
figurations. Two heat exchangers preheat the compressed air
discharged by the turbomachinery with the exhaust gases of the
turbine system. A 2.0 m3 space is located between the heat exchang-
ers and the gas turbine combustor to host the balance of plant
components that could be used to represent a hybrid system, such
as a fuel cell stack or a thermal energy storage device. Downstream
the gas turbine combustor, a mixing volume is located to blend the
exhaust of the combustor and the bypass flow from the compressor
discharge and from the outlet of the heat exchangers. Then, the
mixed flow is expanded in the turbine.
2.1 Gas Turbine Generator. A120 kWGarrett Series 85 aux-
iliary power unit was modified for this testing facility. The gas
turbine compressor system is composed of a single shaft, directly
coupled turbine, and a two-stage radial compressor. The compressor
was designed to deliver approximately 2 kg/s of discharge flow and a
pressure ratio of 4:1. The gas turbine is coupled to a gear-driven syn-
chronous generator, and the load to the generator is transferred to a
120-kW resistor bank that dissipates the power output of the
source. The load bank is used to replicate the real-life demand of
the power system. The turbine operates at a nominal speed of
40,500 rpm. A Woodward proportional-integral-derivative (PID)
controller acts on the swift fuel valve during start-up operations or
tomaintain constant turbine speed during electric load perturbations.
2.2 Swift Fuel Valve. The swift fuel valve is electrically actu-
ated, and a high-speed stepper motor rotates a 2.54-cm sonic needle
and nozzle, which controls the fuel flow going into the combustor at
a 5-ms rate if needed.
2.3 Bleed-Air Bypass Valve. The BA bypass valve exhausts
air from the compressor discharge directly into the atmosphere.
This valve is also used to ensure enough surge margin to the com-
pressor during start-up. A 15-cm valve with a 7.5-cm body is used
as a bleed-air actuator in the Hyper facility. The range of operations
is between 100% and 88% of the closing position when the electric
load is engaged to the turbine. During start-up and nominal condi-
tion operations, the valve is set at 94% to provide a sufficient surge
margin to the compressor. For this study, the valve was also used to
emulate leaks from the compressor discharge to the atmosphere, and
it was opened from a 94% closed position to 90% in a single step.
2.4 Turbine Speed Optical Sensor. Three optical sensors
were installed to measure turbine rotational speed, which is used
as feedback for the PID controller. Each sensor optically acquires
the light reflected from the rotating target on the end of the generator
shaft. This signal is then transmitted to the control system at a 5-ms
rate and averaged.
2.5 Industrial Control Platform. The Woodward industrial
control platform MicroNet Plus is used at the Hyper facility to
control the entire gas turbine process. The MicroNet Plus is a
digital control system that utilizes a 400-MHz Motorola MPC5200
Fig. 1 Gas turbine cycle diagram of the hybrid performance facility at NETL,
Morgantown, WV
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microprocessor designed for control applications such as gas tur-
bines, steam turbines, hydro turbine control, and diesel and gas
engine control. The principle characteristic is the robustness to
control or monitor all process variables simultaneously, including
turbine rotational speed, load control, combustion control, anti-surge
control, and filtering. The MicroNet computer can provide a time
response and time stamping equal to 5–10–20–80–160 ms. Control
algorithms can be implemented using theGraphical Application Pro-
gramming (GAP) language, which is a block-oriented programming
language. Algorithm iterations using the GAP are limited to only a
5-ms time response; otherwise, it has to be implemented in C func-
tions or MATLAB functions that convert MATLAB code into c++.
3 Design of the Monitoring Tool
In previous work, an adaptive tracking technique based on a recur-
sive parameter estimation algorithm was implemented by Lopez
et al. to estimate changes in the system parameters due to degradation
in the health condition [17]. The method presented was capable of
running as a continuous monitoring tool or as an adaptive health rec-
ognitionmechanism tracking slow changes due to natural and abrupt
degradation effects on the system parameters caused by spontaneous
damage events. In this work, a recursive parameter estimation algo-
rithmwas still used as an adaptive health recognitionmechanism, but
it differs from Lopez et al. in that it was combined with a model-
based technique that could provide a better evaluation of failures
or degradation effects during the dynamic operation of a gas
turbine system. In addition, instead of running the recursive algo-
rithm continuously and evaluating a change in the system parameters
continuously, new parameters were only estimated when needed.
3.1 Model Implementation in Parallel to the Process. In this
monitoring tool, the flexibility of a recursive algorithm was com-
bined with the fidelity of a model-based technique, which was rep-
resented by an empirical transfer function model. Figure 2 shows
the architecture that was implemented in the industrial control plat-
form of the Hyper facility to predict the dynamic operation of the
gas turbine system. An empirical transfer function model was
implemented in parallel to the fuel valve/turbine speed response
to provide a real-time prediction of the dynamic system. An
empirical auto-regressive exogenous (ARX) transfer function is a
single-input single-output model that relates input–output data
using previous time steps. The general structure of the ARX transfer
functionestablishes a relationshipbetween the responseofanactuator
and the measurement of a process variable, as shown in Eq. (1) [18].
y(t) + a1 · y(t − 1) + · · · + an · y(t − na) = b1 · u(t − 1) + · · ·
+ bn · u(t − nb)
(1)
In Eq. (1), y and u represent the process variable and the actuator
response, respectively, at the previous time steps, and ai and bi rep-
resent the transfer function parameters that must be estimated to
reproduce an accurate model of the process. Using z−1 as a backward
shift operator to generalize previous time steps, Eq. (1) can be
rearranged in the following format y(t)+ a1 ⋅ y(t) ⋅ z−1 +⋯+ an ⋅
y(t) ⋅ z−na = b1 ⋅ u(t) ⋅ z−1 +⋯+ bn ⋅ u(t) ⋅ z−nb. Then, Eq. (1) can
be rewritten as Eq. (2) by grouping y(t) and u(t) to each side of the
equation and defining a discrete-time transfer function model as
the relationship between the response of a process variable over
the actuator response y(t)/u(t).
G(z) =
Y
U
=
b1 · z−1 + b2 · z−2 + · · · + bn · z−nb
1 − a1 · z−1 + a2 · z−2 + · · · + an · z−na (2)
As previouslymentioned, z−1 represents a backward shift operator
that is used to generalize the plant measurement and the actuator
command time steps using a z-transform variable, which relates the
time domain with the frequency domain.
3.2 Recursive Parameter Estimation Algorithm. An accu-
rate transfer function model is generally obtained with an accurate
estimation of the transfer function parameters ai and bi. These
parameters are generally determined through a mathematical cost
function that minimizes the difference between the plant measure-
ment and the model output estimation. Equation (3) shows the
general cost function that is used to minimize the difference
between the model output and the process measurement [19].
min
θ
J(θ) =
1
N
·
∑N
t=1
‖y(t) − yest(t, θ)‖2 (3)
The cost function is an iterative mean square error calculation
on the full data set that evaluates the difference between the
model estimate, yest(t), and the process measurement, y(t), at
each iteration. The optimal parameters in Eq. (3) are determined
by calculating the minimum value of the objective J in the function
of the vector θ, which groups all the transfer function parameters
that must be calculated θ = a1 · · · ana ... b1 · · · bnb
[ ]T
.
The minimum value of the cost function is generally determined
by setting the first derivative operator to zero (dJ(θ)/dθ)= 0. Equa-
tion (3) can also be rewritten by grouping the process variables time
steps in the vector φ (t) = [−y(t − 1)⋯−y(t− na) ⋮ u(t−1)⋯
u(t − nb)]T, where the number of data points (na and nb) is related
to the order of the model. Hence, Eq. (4) represents the objective
J in the function of θ and φ(t).
min
θ
J(θ) =
1
N
·
∑N
t=1
‖y(t) − φT (t) · θ︸︷︷︸
yest (t)
‖2 (4)
From Eq. (4), y(t) represents the process variable measured at the
current time step, whereas yest(t) represents the estimation of
the process variable at the current time step but using time data of
the previous time step. Equations (3) and (4) represent the basis
of the recursive least square algorithm, which is focused on itera-
tively minimizing the difference between the model output estima-
tion and the process measurement [y(t) − φT (t) · θ︸︷︷︸
yest (t)
]. Equation (5)
represents the recursive least square estimation of the transfer func-
tion parameters that can be implemented online without matrix
inversion.
θest(t) = θest(t − 1) + K(t) · [y(t) − φ(t − 1) · θest(t − 1)︸︷︷︸
yest (t)
] (5)
Optimal parameters are calculated at each iteration as new data is
available. At each time step, the parameters estimated at the previ-
ous iteration θest(t− 1) are modified based on the difference between
the process measurement variable y(t) at the current time step and
the model output estimation yest(t)= φ(t− 1) · θest(t− 1) calculated
at the current time step but with the parameters determined at the
previous time step. At each time step, this difference is adjusted
with a scaling factor K(t) presented in Eq. (6), which provides an
Fig. 2 Monitoring tool architecture that was designed to predict
the dynamic operation of the gas turbine system
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iterative weighting vector that weights the difference between the
process measurement variable and the model output estimation.
K(t) =
P(t − 1) · φ(t − 1)
1 + φT (t − 1) · P(t − 1) · φ(t − 1) (6)
In Eq. (6), φ(t− 1) represents the vector with the input–output
data points of the process, whereas P(t− 1) is a matrix updated at
each iteration that is structured to avoid a real-time matrix inversion
[19]. For example, in the first iteration if no prior knowledge of the
process is known, P(t) can be initiated to a large diagonal matrix; by
doing this, the algorithm will calculate the best first guess by divid-
ing the numerator, which is a vector, by a simple scalar value. Equa-
tion (7) shows the definition of P(t).
P(t) = {P(t − 1) − [K(t − 1) · φ(t − 1) · P(t − 1)]} (7)
In the recursive least square algorithm, P(t) is updated as new
data becomes available. Over time, a large number of data can
make P(t) conservative to old data; on the other hand, a small
number of data can make P(t) reluctant to learn from new data.
3.3 On-Off Implementation of the Recursive Algorithm. As
previously mentioned, instead of running the recursive algorithm
continuously and evaluating a change in the system parameters con-
tinuously (Lopez et al.), in this work, new parameters were only
estimated when needed. If the recursive algorithm was continuously
running, the parameters were also continuously optimized by track-
ing the continuous change in the state of the system based on
dynamic operations. The downside to this approach is that evaluat-
ing a change in the parameters during optimization may not be used
to determine a significant control logic that could detect abnormal
conditions for multiple operating ranges.
Thus, in this work, the parameters were only identified during
normal conditions or when the system operated at a new operating
point. The recursive algorithm only ran for a limited period of
time, and the new parameters were fed to the transfer function
model when they converged to new steady-state values. The algo-
rithm was stopped when there was not a significant difference in
the calculations of the parameters between the two following itera-
tions. This approach significantly simplified the development of
the transfer function model parameters at each operating condition,
and it made it possible to capture sudden failures or degradation
effects when drifting in the transfer function prediction occurred.
Using this approach, the operator has the option to calculate new
parameters when the system operates at multiple operating ranges,
for instance at a different electric load operating point. Figure 3
shows the architecture of this monitoring tool with the switch that
allows turning on and off the recursive parameter estimation
algorithm.
3.4 Threshold Logic. As previously mentioned, it was found
to be more effective to combine the estimation of the multiple
parameters into a transfer function model and obtain a single predic-
tion output. Then, this prediction output was compared against the
process measurement to establish a constant threshold logic that
could confirm normal conditions or detect failure or abnormal oper-
ations. In general, the development of this threshold logic represents
one of the main concerns in any monitoring tool because it can fail
in detecting abnormal conditions or it can generate false alarms that
are useless to the operator.
In this monitoring tool, as shown in Fig. 4, the threshold logic
was developed downstream the calculation of the dynamic response
of the prediction error. The prediction error between the process
measurement and the transfer function model was fed as an input
to the threshold logic. Due to noise and dynamic operations of
the system, as shown in Eq. (8), the prediction error was filtered
through the implementation of a recursive moving average calcula-
tion to prevent false alarms.
S[t] = S[t − 1] + Pe t +
W
2
( )[ ]
− Pe t −
W
2
( )[ ]
(8)
In Eq. (8), Pe represents the prediction error, S represents the iter-
ative summation, and W represents the window size. By using the
recursive formulation of the moving average, the number of calcu-
lations is reduced by adding the newest available data point in the
moving window and subtracting the last data point from the
window. Then, at each iteration, the sum is divided by the size of
the moving window.
The output of the moving average was squared to magnify the
original prediction error and to have only positive values that
Fig. 3 Monitoring tool architecture including the switch that allows turning on and
off the recursive parameter estimation algorithm
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could be compared to a single threshold limit. If the square value of
the prediction error was within the threshold, it was assumed that
the prediction error matched the plant measurement, and the
steady-state or normal operation of the process could be confirmed.
On the other hand, if the square value of the prediction error was
greater than the predefined threshold, it was assumed that a mis-
match between the prediction error and the plant measurement
occurred. This mismatch was used to detect abnormal conditions
during the dynamic operations of the power plant.
4 Derivation of the Monitoring Tool in a Physical Gas
Turbine System
Before simulating any leaks in the gas turbine system, a scoping
test was conducted to evaluate the feasibility of the monitoring tool.
As shown in Fig. 5, a single electric load step of 10 kW was used to
evaluate the feasibility of the algorithm, validate the monitoring
tool, and derive the mathematical approach into a practical case.
Experimental tests at the Hyper facility are generally performed
once the thermal steady-state operation is achieved. The thermal
steady-state of the gas turbine system is achieved when the
turbine rotational speed operates at the nominal setpoint of
40,500 rpm, and the skin temperature of the mixing volume
varies less than 1.0 K for a 30-s period. During start-up and
around nominal conditions, a single-input single-output PID con-
troller controls the turbine speed by handling the fuel flow into
the combustor. At the nominal turbine speed operation, an electric
load bank is used to engage a 40-kW load to the generator shaft.
4.1 Model Implementation in Parallel to the Process. The
challenge of implementing an identification algorithm is based on
selecting the model structure and the order that best describes the
process [20]. The model selected must be accurate enough to repro-
duce adequate characteristics of the physical process. In general,
higher-order models provide better accuracy of the physical
process, but the order selected cannot be too high; otherwise, it
may cause uncertainties in the parameters that can affect the accu-
racy of the model. As shown in Eq. (9), in this work, the order of
the model was initialized as a second-order because it was consid-
ered the best compromise between accuracy and causing uncertain-
ties in the parameters.
G(z) =
Y
U
=
b1 · z−1 + b2
1 − a1 · z−1 + a2 · z−2 (9)
4.2 Recursive Parameter Estimation Algorithm. For a
second-order model, the size of the vector that contains the process
variables was based on four data points, φ(t) = [−y(t−1) −y(t−2)
⋮ u(t−1) u(t−2)]T. Two previous time steps were used for the
process measurement (y(t− 1) and y(t− 2)) and the previous
two-time steps for the inputs (u(t− 1) and u(t− 2)). Similarly, the
size of the vector that contains the transfer function parameters that
were calculated with the recursive algorithm was based on four
values θ = a1 a2 ..
.
b1 b2
[ ]T
, two parameters for the denomi-
nator (a1 and a2) and two parameters for the numerator (b1 and b2).
As shown in Fig. 3, the actuator response, fuel valve position, the
process measurement, and the turbine rotational speed were fed as
inputs to the recursive algorithm to identify the transfer function
parameters for that control loop. Then, as shown in the pseudo-code
of Fig. 6, an initialization of the parameters was required before start-
ing the algorithm.Because it was assumed that no prior knowledge of
the process was known, the θ vector that contains transfer function
parameters was initialized to zero initial condition,
θ = 0 0 ..
.
0 0
[ ]T
. Thus, a1, a2 and b1, b2 were equal to zero
before running the algorithm. Then, the P(t) matrix was initialized
as a large diagonal matrix. The pseudo-code in Fig. 6 was imple-
mented in the Woodward industrial control platform of the Hyper
facility in C language, and it was run at 80 ms time steps.
Fig. 4 Detection module used to evaluate the prediction error and detect abnormal operations
Fig. 5 10 kW Electric load step used to derive and validate the monitoring tool
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4.3 On-Off Implementation of the Recursive Algorithm.
The recursive algorithm was started when the nominal state of the
gas turbine system was confirmed. When the turbine rotational
speed operated at the nominal setpoint of 40,500 rpm, the skin tem-
perature of the mixing volume had a temperature gradient of less
than 0.03 K per seconds, and the turbine electric load was set at
40 kW. As shown in Fig. 7, the recursive algorithm ran for only
10 s and was automatically stopped when the parameters converged
to new constant values, or in other words, when there was not a sig-
nificant difference in the parameter calculations between two fol-
lowing iterations. Figure 7 shows how the parameters changed
while the recursive algorithm was running, and Table 1 presents
the new parameters identified by the algorithm after 10 s of
iteration.
As shown in Fig. 8, when the recursive algorithm was running,
the parameters were not fed to the transfer function model and the
predicted turbine speed was set at the constant value of
40,500 rpm, which represents the nominal turbine speed operation.
After 10 s, when new parameters were determined, they were fed to
the transfer function model. Between 10 and 15 s, the turbine oper-
ates at the nominal condition and the prediction matched the actual
measurement in the turbine speed.
4.4 Threshold Logic. In the threshold logic, the prediction
error was evaluated to isolate abnormal conditions or failures affect-
ing the system using the detection architecture shown in Fig. 4. The
main goal of this architecture is to produce a fault signal or an alarm
that indicates when a fault occurs. As previously discussed and
shown in Fig. 9, before triggering an alarm, a filtering technique
based on a moving average approach was used to reduce the
noise and prevent false alarms in the prediction error. The
moving average had a window size of 40 data points; it was deter-
mined as the best compromise between the lowest noise in the data
and reduction in the sharpness of the signal. The moving average
was implemented in the Woodward industrial control platform of
the Hyper facility in C language, and it was run at 80 ms time steps.
Fig. 6 Pseudo-code of the recursive parameter estimation
algorithm
Fig. 7 Transfer function parameters calculation using the recursive linear least
square algorithm
Table 1 Transfer function parameters
Steady-state parameters using the recursive
algorithm
−0.09741 · z + 0.09741
z2 − 0.9425 · z − 0.002317
Fig. 8 Turbine speedmeasurement and prediction after parameters were estimated
and fed to the transfer function model
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Figure 8 shows an electric load perturbation from 40 kW to 50 kW
applied to the system for around 15 s. Initially, the turbine speed pre-
diction followed themeasurement, but a deviation occurredwhen the
PID controller recovered the turbine speed by increasing fuel flow
going into the combustor. The prediction does not completely
recover 40,500 rpm because thismonitoring tool only takes into con-
sideration the amount of fuel used in the control system without the
feedback of the turbine speed. In other words, in the control system,
the PID controller makes changes in the fuel flow based on the actual
turbine speed measurements, but in the monitoring tool, the transfer
function model does not have the turbine speed as feedback to make
the prediction. However, even though the complete dynamics of the
closed-loop systemwas not reproduced, the change in themagnitude
of the turbine speed predictionwas still used as an advantage to detect
the deviation in the prediction error. Figure 10 showed the averaged
squared error that occurred when an electric load change was applied
to the gas turbine system.
The advantage of this threshold logic was mainly focused on cap-
turing the reaction of the controller during the dynamic operation of
the power plant. During dynamic operations, the controller keeps
the turbine speed constant by increasing or decreasing fuel flow,
and a deviation can be captured in the prediction error when extra
fuel is used to adjust the gas turbine operation.
5 Experimental Methodology
In this work, the fuel valve/turbine speed controller that regulates
the dynamic operation of the gas turbine system was monitored
using the monitoring tool described in the previous sections.
Because the bleed-air valve discharges compressed air into the
atmosphere, it was used to reproduce a potential failure that could
simulate a leak in the working fluid of the gas turbine operation
between the compressor and the gas turbine combustor. When an
opening step in the bleed-air valve is performed, compressed air
is discharged into the atmosphere and less thermodynamic power
is provided to the turbine to generate the same amount of energy.
During this operation, the gas turbine controller increases the
amount of fuel flow going into the combustor to compensate for
the loss of compressed air in the system.
As shown in Fig. 11 an abrupt fault was simulated by leaking
10% of the working fluid in a single step. The bleed-air valve
was opened from a 94% closed position to 90% when the system
operated at the nominal turbine speed operation and at thermal
steady-state, and when it generated 40 kW of electric load. Before
and after the bleed-air valve was changed, 10 kW electric load
steps were also used to characterize the response in the prediction
of the transfer function. The electric load changes created perturba-
tions in the operation of the gas turbine system that was handled by
the fuel valve/gas turbine speed controller. These electric load
changes emulated unpredictable perturbations experienced during
power plant operations and were used to study the threshold
value needed before and after the leak during dynamic operations
of the gas turbine system. As shown in Fig. 11, before the leak,
three series of electrical load changes were repeated. A single
series consisted of 10 kW steps up and down, and each change
was held for 60 s.
Fig. 9 Prediction error and output of the moving average filter when a 10-kW elec-
tric load step was reproduced in the gas turbine system
Fig. 10 Averaged squared error when an electric load change was applied to the
gas turbine system
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6 Results and Discussion
The monitoring tool developed in this work was implemented
and validated in the control system platform of the Hyper facility
at NETL to monitor the real-time performance of the recuperated
gas turbine system. In the experimental tests, the turbine speed
was maintained constant by a single-input single-output controller
that changed the fuel flow in the gas turbine combustor to compen-
sate for electric load perturbations or the simulated leak in the
working fluid of the process. As shown in Fig. 11, multiple steps
in the electric load operation around nominal conditions were repro-
duced to evaluate dynamic prediction from the monitoring tool. As
shown in Fig. 12, a larger amount of fuel flow was used when the
leak was reproduced at 1456 s. The bleed-air valve was opened
by 4% in a single step and right after that change, the controller
increased the amount of fuel flow going into the combustor to main-
tain turbine speed at the nominal setpoint and to compensate for the
compressed air discharged into the atmosphere.
The amount of fuel flow used by the controller had a direct effect
on the prediction error of the monitoring tool. Compared to the elec-
tric load steps performed before the leak, the controller was output-
ting more fuel than before the leak. As shown in Fig. 13, a spike in
the average squared error indicated that a fault occurred in the
system. After the leak and during the nominal electrical load opera-
tion (i.e., 40 kW), the fuel valve operation increased by 4.3%, which
accounted for 15.8%of additional fuelflowused in the combustor. In
addition, after the leak, the amplitude in the average squared error
was higher than before the leak for the same amount of perturbations
in the electrical load. This higher deviation can be used to confirm
that the system operated with a potential failure. The threshold was
setup at an average square value of 10,000, which allowed the mon-
itoring tool to capture the leak 7 s after the valve was opened.
7 Conclusions
Due to the increasing penetration of renewables and the continued
use of power plant cycling, the detection of potential failures, perfor-
mance drifting, and degradation of critical components has become a
critical issue to be resolved. In thiswork, amonitoring tool based on a
combination of a model-based technique and a recursive parameter
estimation algorithmwas developed to detect performance deteriora-
tion due to a leak in the working fluid of amodifiedmicro-gas turbine
system. Experimental tests at the U.S. Department of Energy’s
National Energy Technology Laboratory (NETL) Hyper project
were performed to implement and validate the sensitivity of the
tool when 10% of a leak in the working fluid was emulated by
opening the bleed-air valve in a single step. Electrical load steps
were also performed before and after the leak to characterize the
dynamic prediction of this monitoring tool.
The advantage of this monitoring tool was mainly focused on
evaluating the response of the controller during dynamic operations
by capturing a larger amount of fuel flow when a fault event
occurred. In general, the controller regulates the turbine speed by
increasing or decreasing the amount of fuel flow going into the
gas turbine combustor. This monitoring tool captured the larger
amount of fuel flow by calculating the prediction error between
the process measurement and the prediction of a transfer func-
tion model that was implemented in parallel to the process.
The monitoring technique proposed in this work was mainly
Fig. 11 Electric load steps and leak emulation during turbine operations
Fig. 12 Turbine speed and fuel flow response before and after a leak
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focused to run the parameter estimation algorithm only for a given
period of time and pass the parameters to the transfer function
model when they converged to new steady-state values. This
approach significantly simplified the development of a transfer func-
tion model at each operating condition. The prediction error was cal-
culated and then filtered into a moving average algorithm that
determined the average square error based on 40 data points (i.e.,
the last 3 s of operation). Deviation from nominal operations was
used as an indicator of abnormal conditions based on a threshold
that was set up large enough to tolerate load-following operations
during nominal conditions, but still capable of capturing failures.
Results showed that the monitoring tool was able to detect a 10%
leak in the working fluid of the gas turbine system by detecting an
increase in the amount of fuel flow of 15.8% to maintain the
turbine speed at nominal operations. The fault was detected seven
seconds right after the leak occurred, which indicated to the operator
that the system had a failure within that control loop due to the mis-
match observed in the prediction of the transfer function model.
This monitoring tool provided a beneficial approach compared to
other model-based techniques previously discussed because it pro-
vides the flexibility to develop the model parameters in real-time
starting from zero initial condition without affecting the operation
of the process.
8 Future Work
Future work will extend this monitoring tool to define an adaptive
threshold logic that can detect failures during variable power plant
operations. Generally, most of the monitoring tools found in power
plants apply a fixed value threshold such as the one used in this
paper. However, this approach can create false alarms, and adaptive
threshold techniques would provide a more feasible option because
it considers different operating conditions of the plant. For example,
the adaptive threshold approach will consider that the threshold at
full or nominal condition may have a different value compared to
when the system operates at part-load conditions.
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Nomenclature
a = transfer function parameters in the denominator
b = transfer function parameters in the numerator
n = number of parameters
t = time
u = actuator response
y = process measurement variable
G = transfer function
J = objective function
K = weight matrix
N = number of data points
P = covariance Matrix
S = recursive summation
W = window size
est = estimation
Pe = prediction error
θ = vector including transfer function parameters
φ = input–output data points
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