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Higher order nets were introduced by Dick as a generalisation
of classical (t,m, s)-nets, which are point sets frequently used
in quasi-Monte Carlo integration algorithms. Essential tools in
ﬁnding such point sets of high quality are propagation rules,
which make it possible to generate new higher order nets from
existing higher order nets and even classical (t,m, s)-nets. Such
propagation rules for higher order nets were ﬁrst considered by
Dick and Kritzer (2010) [8] and further developed in Baldeaux et al.
(2011) [2]. Blokh and Zyablov (1974) [4] established a very general
propagation rule for linear codes. This propagation rule has been
extended to (t,m, s)-nets by Schürer and Schmid (2012) [18]. In
this paper we show that this propagation rule can also be extended
to higher order nets. Examples indicate that this propagation rule
yields new higher order nets with signiﬁcantly higher quality.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Quasi-Monte Carlo (QMC) rules are quadrature rules for approximating a high-dimensional integral∫
[0,1]s f (x)dx by the average of certain function values,
1
N
∑N−1
i=0 f (xi), where x0, x1, . . . , xN−1 are
deterministically chosen integration nodes. The crucial question is how to choose the points xi in
order to obtain low integration errors. For this reason, several different classes of point sets and their
* Corresponding author.
E-mail addresses: josef.dick@unsw.edu.au (J. Dick), peter.kritzer@jku.at (P. Kritzer).
1 The author is supported by an Australian Research Council Queen Elizabeth 2 Fellowship.
2 The author is supported by the Austrian Science Fund (FWF), Project P23389-N18.1071-5797/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.ffa.2012.08.003
1170 J. Dick, P. Kritzer / Finite Fields and Their Applications 18 (2012) 1169–1183properties in relation to integration problems have been studied over the past decades (see, e.g., the
monographs [10,12,19] for introductions to this topic). Note that by a point set we always mean a
multiset, i.e., points are allowed to occur repeatedly. One prominent class of point sets commonly
used in QMC algorithms are (t,m, s)-nets as introduced by Niederreiter (cf. [11–13]). It is known that
(t,m, s)-nets can yield the optimal order of convergence (up to powers of the logarithm of the total
number of points) of the integration error in QMC algorithms for functions of ﬁnite variation in the
sense of Hardy and Krause (see again [11–13]).
In [5,6], Dick generalised Niederreiter’s (t,m, s)-nets, and introduced so-called digital higher or-
der nets. Later, the notion of digital higher order nets was embedded in the concept of general
higher order nets which were introduced in [7]. Higher order nets have the convenient property
that the corresponding QMC integration algorithms yield higher order convergence of the error for
smoother functions. Even though the subclass of digital higher order nets was introduced before the
more general notion, we start by recalling the currently most general concept of higher order nets. In
comparison to Niederreiter’s classical (t,m, s)-nets, higher order nets are characterised by additional
parameters n, α, and β , and are referred to as (t,α,β,n,m, s)-nets in base b.
We give the deﬁnitions and some properties of (t,α,β,n,m, s)-nets in base b. We follow [2] in
our presentation.
Let n, s  1, b  2 be integers. For ν = (ν1, . . . , νs) ∈ {0, . . . ,n}s let |ν|1 = ∑sj=1 ν j and de-
ﬁne iν = (i1,1, . . . , i1,ν1 , . . . , is,1, . . . , is,νs ) with integers 1  i j,ν j < · · · < i j,1  n in case ν j > 0 and
{i j,1, . . . , i j,ν j } = ∅ in case ν j = 0, for j = 1, . . . , s. For given ν and iν let aν ∈ {0, . . . ,b − 1}|ν|1 , which
we write as aν = (a1,i1,1 , . . . ,a1,i1,ν1 , . . . ,as,is,1 , . . . ,as,is,νs ).
A generalised elementary interval in base b is a subset of [0,1)s of the form
J (iν ,aν) =
s∏
j=1
b−1⋃
a j,l=0
l∈{1,...,n}\{i j,1,...,i j,ν j }
[
a j,1
b
+ · · · + a j,n
bn
,
a j,1
b
+ · · · + a j,n
bn
+ 1
bn
)
.
From [7, Lemmas 1 and 2] it is known that for ν ∈ {0, . . . ,n}s and iν deﬁned as above and
ﬁxed, the generalised elementary intervals J (iν ,aν) where aν ranges over all elements from the
set {0, . . . ,b − 1}|ν|1 form a partition of [0,1)s and the volume of J (iν ,aν) is b−|ν|1 .
We can now give the deﬁnition of (t,α,β,n,m, s)-nets based on [7, Deﬁnition 4].
Deﬁnition 1. Let n, m, s, α  1 be natural numbers, let 0 < β  min(1,αm/n) be a real number,
and let 0  t  βn be an integer. Let b  2 be an integer and P = {x0, . . . , xbm−1} be a multiset in
[0,1)s . We say that P is a (t,α,β,n,m, s)-net in base b, if for all integers 1 i j,ν j < · · · < i j,1, where
0 ν j  n, with
s∑
j=1
min(ν j,α)∑
l=1
i j,l  βn − t,
where for ν j = 0 we set the empty sum ∑0l=1 i j,l = 0, the generalised elementary interval J (iν ,aν)
contains exactly bm−|ν|1 points of P for each aν ∈ {0, . . . ,b − 1}|ν|1 .
A (t,α,β,n,m, s)-net in base b is called a strict (t,α,β,n,m, s)-net in base b, if it is not a
(u,α,β,n,m, s)-net in base b with u < t .
Informally we refer to (t,α,β,n,m, s)-nets as higher order nets.
For the special case α = β = 1 and n = m, the deﬁnition of a (t,α,β,n,m, s)-net in base b coin-
cides with that of a (t,m, s)-net in base b in the sense of Niederreiter.
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parameter t is often referred to as the quality parameter of the net. By the strength of the net one
means the quantity βn − t .
In [6], Dick introduced the important subclass of digital higher order nets, the construction of
which, as it is also the case for Niederreiter’s digital nets, is based on linear algebra over ﬁnite ﬁelds.
In what follows, let Fq be the ﬁnite ﬁeld of prime power order q. Moreover, we denote by N and N0
the set of positive integers and nonnegative integers, respectively.
Deﬁnition 2. Let q be a prime power and let n,m, s ∈N. Let C1, . . . ,Cs ∈ Fn×mq be n×m matrices over
the ﬁnite ﬁeld Fq of order q. We construct qm points in [0,1)s in the following way: For 0 h < qm
let h = h0 + h1q + · · · + hm−1qm−1 be the base q representation of h. Consider an arbitrary but ﬁxed
bijection η : {0,1, . . . ,q − 1} → Fq where η(0) is the zero element in Fq . Identify h with the vector
h := (η(h0), . . . , η(hm−1)) ∈ Fmq . For 1 j  s, we multiply the matrix C j by h,
C j · h =:
(
y j,1(h), . . . , y j,n(h)
) ∈ Fnq,
and set
x( j)h :=
η−1(y j,1(h))
q
+ · · · + η
−1(y j,n(h))
qn
.
Finally, set xh := (x(1)h , . . . , x(s)h ). The point set consisting of the points x0, . . . , xqm−1 is called a digital
net over Fq . The matrices C1, . . . ,Cs are called the generating matrices of the digital net.
As it can be seen from Deﬁnition 2, the properties of the points of a digital net (such as, e.g., their
distribution in the unit cube) are determined by properties of the generating matrices C1, . . . ,Cs .
We now deﬁne a digital (t,α,β,n ×m, s)-net over Fq . For a characterisation of such nets by the
generating matrices, we refer to [6].
Deﬁnition 3. Let n,m,α ∈N, let 0 < β min(1,αm/n) be a real number. Let Fq be the ﬁnite ﬁeld of
prime power order q and let C1, . . . ,Cs ∈ Fn×mq be n ×m matrices over Fq with C j = (c j,1, . . . ,c j,n) .
The digital net with generating matrices C1, . . . ,Cs is called a digital (t,α,β,n×m, s)-net over Fq for
a natural number t , 0 t  βn, if it is a (t,α,β,n,m, s)-net in base q.
The deﬁnition of classical digital (t,m, s)-nets is obtained by choosing α = β = 1 and m = n in
Deﬁnitions 2 and 3.
While we denote general higher order nets as (t,α,β,n,m, s)-nets, digital higher order nets are
referred to as (t,α,β,n ×m, s)-nets, by which we emphasise the role of the generating matrices in
the construction.
The advantage of the more general concept due to [7] (in comparison to classical (t,m, s)-nets)
is that (t,α,β,n,m, s)-nets in base b can exploit the smoothness α of a function f (which is not
the case for the classical concepts of (t,m, s)-nets and (t, s)-sequences). More precisely, we have the
following result from [1] (and [5,6] for the digital case).
Proposition 1. Let {x0, . . . , xbm−1} be a (t,α,β,n,m, s)-net in base b. Let f : [0,1]s →R have mixed partial
derivatives up to order α  2 in each variable which are square integrable. Then
∣∣∣∣∣
∫
[0,1]s
f (x)dx− 1
bm
bm−1∑
h=0
f (xh)
∣∣∣∣∣=O(b−(1−1/α)(βn−t)(βn − t)αs).
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∣∣∣∣∣
∫
[0,1]s
f (x)dx− 1
bm
bm−1∑
h=0
f (xh)
∣∣∣∣∣=O(b−(βn−t)(βn − t)αs).
Additionally, the following results are known. If α = β = 1 and n =m, then the integration error is
of order O(b−m+tms), see [12].
Proposition 1 underlines the importance of knowing explicit constructions of higher order nets
with a large value of βn − t .
In a series of papers, see for example [3,14,16,17], so-called propagation rules for classical (t,m, s)-
nets were introduced, which allow one to construct new digital nets from known ones and thereby
improve on the parameters, in particular on the strength, of those nets. That such constructions are
very useful can be seen in [18], where the best known parameters of classical (t,m, s)-nets are
listed. A ﬁrst step in establishing and using propagation rules for digital higher order nets (i.e.,
(t,α,β,n × m, s)-nets) was made in the paper [8], where a series of propagation rules for such
point sets were discussed. In the later paper [2], these propagation rules were extended to the case
where the underlying nets need no more be digital, i.e., the rules apply to the more general class of
(t,α,β,n,m, s)-nets.
In this paper, it is our aim to show a further propagation rule for higher order nets, which is a
modiﬁcation of a propagation rule for linear codes by Blokh and Zyablov [4]. Our main result, which
will be prepared in Section 3 and stated in Section 4, is an extension of a Blokh–Zyablov propagation
rule for classical (t,m, s)-nets by Schürer and Schmid in [17]. Before (Section 2), we are going to
review duality theory of higher order nets, as it was introduced in [8] and [2]. Duality theory will be
the main tool in proving our new propagation rule for higher order nets. Finally, we provide examples
of the application of our new propagation rule in Section 5, which highlight the strength of our new
propagation rule.
2. Duality theory
In this section we review the basics of duality theory for higher order nets, as this is going to be
the key ingredient for showing our main results. Duality theory, as introduced for classical (t,m, s)-
nets by Niederreiter and Pirsic [15], is a helpful tool in the analysis and construction of digital nets.
In [8] it was extended to digital higher order nets, and it was further extended to the non-digital case
in [2]. We keep close to [2] and [8] in the following two sections.
2.1. Duality theory for digital higher order nets
In [8], the dual of the row space of a digital (t,α,β,n × m, s)-net was introduced. Given the
generating matrices C1, . . . ,Cs of a digital higher order net, deﬁne the m × sn matrix
C = (C1 ∣∣ · · · ∣∣ Cs ) ∈ Fm×snq .
In the following let F(s,n)q denote the set of vectors A= (a1, . . . ,as) with a j = (a j,1, . . . ,a j,n) ∈ Fnq .
The points of a digital net are obtained from the linear subspace C of F(s,n)q of dimension at most
m, given as the column space of C by Deﬁnition 2. The dual space of C is given by
N = {x ∈ F(s,n)q : x · y= 0 ∈ Fq for all y ∈ C},
i.e., N is the null space of C .
Let A = (a1, . . . ,as) ∈ F(s,n)q with a j = (a j,1, . . . ,a j,n) ∈ Fnq . For 1  j  s with a j = 0 let 1 
ν j  n denote the number of nonzero elements of a j and let 1  i j,ν j < · · · < i j,1  n denote the
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{i j,1, . . . , i j,ν j }). Let α  1 be an integer. Then we deﬁne
μα,n(a j) =
{
0 for a j = 0,∑min(α,ν j)
k=1 i j,k otherwise,
and
μα,n(A) =
s∑
j=1
μα,n(a j).
Let N ⊆ F(s,n)q and let |N | denote the number of elements of N . For A,B ∈ N we deﬁne the
distance
dα,n(A,B) = μα,n(A− B).
Further we deﬁne,
δα,n(N ) = min
A,B∈N
A =B
dα,n(A,B).
If |N | = 1, we set δα,n(N ) := ns + 1. We always have δα,n(N )  1 and δα,n(N )  δα′,n(N ) for α 
α′  1.
The following deﬁnition and result was ﬁrst shown in [8] and is a generalisation of [15].
Proposition 2. The matrices C1, . . . ,Cs ∈ Fn×mq generate a digital (t,α,β,n×m, s)-net over Fq if and only if
δα,n(N ) βn − t + 1,
whereN is the dual space of the column space C . If C1, . . . ,Cs generate a strict digital (t0,α,β,n×m, s)-net
over Fq, where we assume that βn is an integer, then
δα,n(N ) = βn − t0 + 1.
2.2. Duality theory for general higher order nets
Here we review duality theory for higher order nets which also applies to point sets not ob-
tained by the digital construction scheme. The basic tool are Walsh functions in integer base b  2.
For an integer b  2 and k ∈ N0, we denote the kth b-adic Walsh function, evaluated at x ∈ [0,1),
by walk(x). For dimension s  2, x = (x1, . . . , xs) ∈ [0,1)s , and k = (k1, . . . ,ks) ∈ Ns0, we deﬁne
walk(x) =∏sj=1 walk j (x j). The precise deﬁnition of Walsh functions can be found, e.g., in [10].
We recall some background from [2], where also the proofs of the results mentioned in this section
can be found. The following notation will be used throughout the paper: By ⊕ we denote digitwise
addition modulo b, i.e., for x, y ∈ [0,1) with base b expansions x =∑∞l=1 ξlb−l and y =∑∞l=1 ηlb−l , we
deﬁne
x⊕ y =
∞∑
ζlb
−l,l=1
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(for short we use  x := 0 x). In the same fashion we also deﬁne digitwise addition and subtraction
of nonnegative integers based on the b-adic expansion. For vectors in [0,1)s or Ns0, the operations ⊕
and  are carried out componentwise. Throughout the paper, we always use the same base b for ⊕
and  as is used for Walsh functions. Further, we call x ∈ [0,1) a b-adic rational if it can be written
in a ﬁnite base b expansion.
Now we turn to duality theory for nets. Let Ksb,r = {0, . . . ,br − 1}s . We also assume there is an
ordering of the elements in Ksb,r which can be arbitrary but needs to be the same in each instance, i.e.,
let Ksb,r = {k0, . . . ,kbsr−1}. (Note that |Ksb,r | = bsr .) By this we mean that in expressions like
∑
k∈Ksb,r ,
(ak,l)k,l∈Ksb,r , and (ck)k∈Ksb,r the elements k and l run through the set Ksb,r always in the same order.
The following bsr × bsr matrix plays a central role in the duality theory for higher order nets,
Wr :=
(
walk
(
b−rl
))
k,l∈Ksb,r .
We call Wr a Walsh matrix. Let A∗ denote the conjugate transpose of a matrix A over the complex
numbers C, i.e., A∗ = A . In [2] it was shown that the Walsh matrix Wr is invertible and its inverse
is given by W−1r = b−srW∗r .
Let now b  2 and r,N  1 be integers. For a multiset P = {x0, . . . , xN−1} in [0,1)s and k ∈Ksb,r
we deﬁne
ck = ck(P ) :=
N−1∑
h=0
walk(xh)
(note that |ck| N and c0 = N) and the vector
C = C(P ) := (ck)k∈Ksb,r . (1)
For a = (a1, . . . ,as) ∈Ksb,r deﬁne the elementary b-adic interval
Ea :=
s∏
j=1
[
a j
br
,
a j + 1
br
)
.
We also have the following lemma.
Lemma 1.We have
∑
k∈Ksb,r
walk(x y) =
{ |Ksb,r | if x, y ∈ Ea for some a ∈Ksb,r,
0 otherwise.
Let x ∈ Ea for some a ∈Ksb,r . Then, using Lemma 1, we have
1
|Ksb,r |
∑
k∈Ksb,r
ck walk(x) = 1|Ksb,r |
∑
k∈Ksb,r
N−1∑
h=0
walk(xh  x)
=
N−1∑
h=0
1
|Ksb,r |
∑
k∈Ksb,r
walk(xh  x)
= ∣∣{h: xh ∈ Ea}∣∣=:ma.
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Ksb,r = {0, . . . ,br − 1}s .
1. For a ∈Ksb,r let
ma =ma(P ) :=
∣∣{h: xh ∈ Ea}∣∣
and
M = M(P ) := (ma)a∈Ksb,r .
Then we call the vector M the point set vector (with resolution r).
2. The vector C = C(P ) from (1) is called the dual vector (with respect to the Walsh matrix Wr ).
3. The set
Dr =Dr(P ) :=
{
k ∈Ksb,r: ck = 0
}
is called the dual set (with respect to the Walsh matrix Wr ).
The relationship between a point set vector and its dual vector is stated in the following theorem.
Theorem 1. Let P = {x0, . . . , xN−1} be a multiset in [0,1)s and let r ∈ N. Let M be the point set vector with
resolution r and C be the dual vector with respect to Wr deﬁned as above. Then
1
|Ksb,r |
Wr C = M and C =W∗r M. (2)
We need to introduce a function which was ﬁrst introduced in [6] in the context of applying
digital nets to quasi-Monte Carlo integration of smooth functions and which is related to the quality
of suitable digital nets. For k ∈N0 and α  1 let
μα(k) =
{
a1 + · · · + amin(ν,α) for k > 0,
0 for k = 0,
where for k > 0 we assume that k = κ1ba1−1 + · · · + κνbaν−1 with 0 < κ1, . . . , κν < b and 1  aν <
· · · < a1. Note that for α = 1 we obtain the well-known Niederreiter–Rosenbloom–Tsfasman (NRT)
weight (see, for example, [10, Section 7.1]).
For a vector k = (k1, . . . ,ks) ∈ Ns0 we deﬁne μα(k) = μα(k1) + · · · + μα(ks) and for a subset Q ofKsb,r with Q \ {0} = ∅ and α  1 deﬁne
ρα(Q) := min
k∈Q\{0}
μα(k).
For Q⊆ {0} we set ρα(Q) = r + 1.
Let P = {x0, . . . , xN−1} ⊂ [0,1)s . In the following we consider for which cases we have Dr(P ) = {0}
(note that 0 ∈Dr(P ) for any point set P with at least one point). If Dr(P ) = {0}, then we have c0 = 0
and ck = 0 for all k ∈Ksb,r \ {0}. By Theorem 1 we have M(P ) = c0b−rs(1,1, . . . ,1) , that is, each box
Ea contains exactly c0b−rs points for all a ∈Ksb,r and P consists of N = c0 points altogether. This is
the only case for which Dr(P ) = {0}.
Conversely, since the number of points in Ea must be an integer, it follows that c0b−rs ∈ N, i.e.,
brs divides c0 and therefore brs divides N . From this we conclude that if we choose a resolution r ∈N
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we require r >m/s.
The following theorem establishes a relationship between ρα(Q) and the quality of a (t,α,β,
n,m, s)-net.
Theorem 2. Let P = {x0, . . . , xbm−1} ⊂ [0,1)s be a multiset. Then P is a (t,α,β,n,m, s)-net in base b if and
only if ρα(Dβn−t)  βn − t + 1. If P is a strict (t0,α,β,n,m, s)-net in base b, then ρα(Dβn−t0 ) =βn − t0 + 1.
Let now P be a strict (t0,α,β,n,m, s)-net in base b. Let r  βn − t0. Then Dr ⊇ Dβn−t0 and
Dr \Dβn−t0 ⊆Ksb,r \Ksb,βn−t0 . For any k ∈Ksb,r \Ksb,βn−t0 we have μα(k) βn − t0 + 1. Theo-
rem 2 implies that ρα(Dβn−t0 ) = βn − t0 + 1 and hence ρα(Dr) = ρα(Dβn−t0 ) = βn − t0 + 1.
In particular, for all r, r′  βn − t0 we have
ρα(Dr) = ρα(Dr′) = ρα(Dn) = βn − t0 + 1, (3)
since n βn − t0.
3. A generalised Blokh–Zyablov construction
In this section we generalise the Blokh–Zyablov construction for codes from [4] and for classical
nets from [17]. The proofs closely follow those in [17].
We call N ⊆ F(s,n)q an ((s,n),α, K , δ)q-space if K = |N | and δ = δα,n(N ). If N is a linear subspace
of F(s,n)q then we call N a linear [s,n,α,k, δ]q-space if |N | = qk and δ = δα,n(N ).
Note that an ((s,n),1, K , δ)q-space is a generalised ((s,n), K , δ)q-code and a linear [(s,n),1,k, δ]q-
space is a generalised linear [(s,n),k, δ]q-code in the sense of Schürer and Schmid [17,18]. Note,
furthermore, that in the special case n = 1 an [(s,1),k, δ]q-code is an ordinary linear [s,k, δ]q-code
(see [17] or [18] for details).
Lemma 2. Let α,α′  1 and let
{0} =N ′0 ⊂N ′1 ⊂ · · · ⊂N ′r = F(s
′,n′)
q
be a chain of linear [s′,n′,α′,k′u, δ′u]q-spaces and let v1, . . . ,vn′s′ ∈ F(s
′,n′)
q denote vectors such that N ′u is
generated by v1, . . . ,vk′u for u = 1, . . . , r. We call the spacesN ′u the inner spaces.
Let Nu denote (not necessarily linear) ((s,n),α, Ku, δu)qu -spaces with qu = qeu and eu = k′u − k′u−1 for
u = 1, . . . , r. We call the spacesNu the outer spaces.
LetN be given by
N =
{
r∑
u=1
φu(xu): xu ∈Nu for u = 1, . . . , r
}
, (4)
where φu : F(s,n)qu → F(ss
′,nn′)
q replaces each symbol (regarded as a vector of length eu over Fq) of an element
from Nu by the corresponding linear combination of the eu vectors vk′u−1+1, . . . ,vk′u . The elements in the
resulting vector φu(xu) are grouped such that column (a′, τ ′) (with 1 a′  s′ and 1 τ ′  n′) fromN ′u and
column (a, τ ) (with 1 a s and 1 τ  n) fromNu determine column ((a − 1)s′ + a′, (τ − 1)n′ + τ ′).
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((
ss′,nn′
)
,αα′, K1 · · · Kr, min
1ur,|Nu |>1
δuδ
′
u
)
q
-space, (5)
where we formally set min1ur,|Nu |>1 δuδ′u = 1 if |Nu | = 1 for 1 u  r.
Proof. The proof follows along the same lines as the proof of [18, Theorem 3]. We have N ⊆ F(ss′,nn′)q
by the deﬁnition of the mappings φu . Note, furthermore, that each of the φu is injective and linear,
and that, in particular, φu(0) = 0.
If all of the K1 = K2 = · · · = Kr = 1, then this implies that N only contains one vector, and the
result follows.
Let us, in the following, assume that |N | > 1. If one of the Nu only has one element, then this
element has no inﬂuence on dαα′,nn′ (x, y) for x, y ∈N , so it makes sense to include the condition
|Nu | > 1 in the minimum in (5).
The number of elements in N is given by K1 · · · Kr which follows from (4) and the fact that all
elements given by
∑r
u=1 φu(xu) for xu ∈ Nu and u = 1, . . . , r are distinct, which we show in the
following.
Let x,y be two elements of N and let xu,yu ∈Nu , 1 u  r, denote the elements deﬁning x and
y using the sum in (4). If xu = yu for 1  u  r, then it follows that x = y. Assume now that x = y,
then there exists a largest integer 1  u∗  r such that xu∗ = yu∗ . This implies that |Nu∗ | > 1. We
write xu∗ − yu∗ = (zu∗,1, . . . , zu∗,s) where each of the zu∗, j , 1 j  s, contains n elements z( j,l)u∗ ∈ Fqu∗ ,
1 l n.
Since φu is linear, we have
x− y=
u∗−1∑
u=1
φu(xu − yu) + φu∗(xu∗ − yu∗) +
r∑
u=u∗+1
φu(xu − yu),
where the ﬁrst sum is a concatenation of elements from N ′u∗−1 and the second sum is 0 (since
xu = yu for u∗ < u  r, and due to the linearity of φu). Further, φu∗(xu∗ − yu∗) is a concatenation of
elements from N ′u∗ \N ′u∗−1. We denote the elements in this concatenation by w( j,l) for 1 j  s and
1 l  n, and note that w( j,l) is nonzero whenever the corresponding element (z( j,l)u∗ ) of xu∗ − yu∗ is
nonzero.
Thus, x − y is a concatenation of elements from N ′u∗ \N ′u∗−1, since the sum of an element fromN ′u∗−1 and an element from N ′u∗ \N ′u∗−1 is again an element of N ′u∗ \N ′u∗−1. Note that, in particular,
for every nonzero z( j,l)u∗ of xu∗ − yu∗ , there is a nonzero element of a vector in N ′u∗ \N ′u∗−1 in x− y,
since all vectors in N ′u∗ \N ′u∗−1 ⊆ F(s
′,n′)
q are different from the zero vector in F
(s′,n′)
q . Let
μα,n(xu∗ − yu∗) =
s∑
j=1
min(α,ν j)∑
k=1
i j,k,
where ν j denotes the number of nonzero elements and i j,k are the positions of the nonzero elements,
sorted by decreasing index, in zu∗, j . Furthermore, we write w( j,l) = (w( j,l)1 , . . . ,w( j,l)s′ ) where each of
the w( j,l)j′ , 1 j′  s′ contains n′ elements w
j,l
j′,l′ ∈ Fq , 1 l′  n′ . Moreover, let
μα′,n′
(
w( j,l)
)= s
′∑
j′=1
min(α′,ν ′
j,l, j′ )∑
k′=1
i′j,l, j′,k′ ,
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( j,l)
j′ and i
′
j,l, j′,k′ denotes the positions of
the nonzero elements, again sorted by decreasing index, in w( j,l)j′ . Then we have, using that for every
nonzero z( j,l)u∗ of xu∗ − yu∗ , there is a nonzero element of a vector in N ′u∗ \N ′u∗−1 in x− y,
dαα′,nn′(x,y) = μαα′,nn′(x− y)
μαα′,nn′
(
φu∗(xu∗ − yu∗)
)

s∑
j=1
s′∑
j′=1
min(α,ν j)∑
k=1
min (α′,ν ′
j,i j,k , j
′ )∑
k′=1
(i j,k − 1)n′ + i′j,i j,k, j′,k′

s∑
j=1
s′∑
j′=1
min(α,ν j)∑
k=1
min (α′,ν ′
j′, j,k)∑
k′=1
i j,ki
′
j,i j,k, j′,k′
=
s∑
j=1
min(α,ν j)∑
k=1
i j,k
s′∑
j′=1
min (α′,ν ′
j′, j,k)∑
k′=1
i′j,i j,k, j′,k′
μα,n(xu∗ − yu∗)δα′,n′
(N ′u∗)
 δα,n(Nu∗)δα′,n′
(N ′u∗).
The result thus follows. 
Lemma 3. Let {0} =N ′0 ⊂N ′1 ⊂ · · · ⊂N ′r = Fs
′
q be as in Lemma 2 with α
′ = n′ = 1. Let v1, . . . ,vs′ ∈ Fs′q be
deﬁned as in Lemma 2, where we assume without loss of generality that the ﬁrst i − 1 elements of vi are 0.
This means that (v1, . . . ,vs′ ) forms an s′ × s′ lower triangular matrix.
Moreover, let qu and eu be deﬁned as in Lemma 2. For positive integers s1  s2  · · ·  sr let Nu , u =
1, . . . , r, be a (not necessarily linear) ((su,n),α, Ku, δu)qu -space.
Then we can construct an
(
(s1e1 + · · · + srer,n),α, K1 · · · Kr, min
1ur,|Nu |>1
δuδ
′
u
)
q
-space,
where we formally set min1ur,|Nu |>1 δuδ′u = 1 if |Nu | = 1 for 1 u  r.
Proof. The construction is analogous to the construction in the proof of [18, Theorem 4] and follows
in three steps.
• Let s = sr and construct new spaces Mu by embedding each space Nu in F(s,n)qu . This is achieved
by prepending 0 ∈ F(s−su ,n)qu to each element of Nu .• Use Lemma 2 with N ′0, . . . ,N ′r as inner spaces and M1, . . . ,Mr as outer spaces. This yields a
new ((ss′,n),α, K1 · · · Kr,min1u,|Nu |>1 δuδ′u)q-space M.• Finally, for i = 1, . . . , s′ , choose u minimal such that the condition e1 + · · · + eu  i holds and
construct a space N from M by deleting all columns (k, τ ) in M with k = 0s′ + i,1s′ + i, . . . ,
(s − su − 1)s′ + i.
The total number of deleted blocks is e1(s − s1) + · · · + er(s − sr), so the length of N is s1e1 +
· · · + srer . The deleted positions are 0 ∈ Fnq for each φu(xu), either due to a 0 in vi or due to a 0
prepended to xu ∈Nu . Note that this procedure neither inﬂuences the dimension nor the weight
of M. 
J. Dick, P. Kritzer / Finite Fields and Their Applications 18 (2012) 1169–1183 11794. A Blokh–Zyablov propagation rule
4.1. A Blokh–Zyablov propagation rule for digital higher order nets
Lemma 3 can be applied to digital higher order nets which yields a new propagation rule. This
propagation rule generalises the matrix-product construction in [8]. As there were Propagation Rules
I–XIV in [8], we call our new rule Propagation Rule XV.
Theorem3 (Propagation Rule XV). Let v1, . . . ,vs′ andN ′u , qu and eu for u = 1, . . . , r be deﬁned as in Lemma 3.
Let α  1. For positive integers s1  s2  · · · sr let Pu , 1 u  r, denote digital (tu,α,βu,nu ×mu, su)-
nets over Fqu .
Then a digital (t,α,β,n ×m, s)-net over Fq can be constructed, where
s =
r∑
u=1
eusu,
m =
r∑
u=1
eumu,
n =
r∑
u=1
eunu,
β =min(1,αm/n),
t  βn + 1− min
1ur
mu>0
(βunu − tu + 1)δ′u,
where min1ur(βunu − tu + 1)δ′u = 1 if m1 = · · · =mr = 0.
Proof. Let Nu denote the dual space of Pu for u = 1, . . . , r. Then Nu is a linear [(s,n),α,mu,
βunu − tu +1]qu -space. The result then follows by applying Lemma 3 using N ′0, . . . ,N ′r as inner spaces
and N1, . . . ,Nr as outer spaces to obtain a space N and applying Proposition 2. 
4.2. A Blokh–Zyablov propagation rule for higher order nets
In this subsection we consider higher order nets which are not necessarily digital. Again we have
the same theorem as in the previous case by considering the dual set instead of the dual net. Applying
Lemma 3 and Theorem 2 yields the following result, which is Propagation Rule 17 for general higher
order nets (as there were Propagation Rules 1–16 for general higher order nets in [2]).
Theorem4 (Propagation Rule 17). Let v1, . . . ,vs′ andN ′u , qu and eu for u = 1, . . . , r be deﬁned as in Lemma 3.
Let α  1. For positive integers s1  s2  · · · sr let Pu denote (tu, βu,α,nu,mu, su)-nets in base bu = beu
for 1 u  r.
Then a (t,α,β,n,m, s)-net in base b can be constructed, where
s =
r∑
u=1
eusu,
m =
r∑
eumu,
u=1
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σ -Values depending on m (15m 30) for α = 2, β = 1, q = 5, and s = 5.
m σdir σVII σVIII σIX σXI σXI+VIII σXV
15 24 12 17 14
16 26 14 18 16 14 9 19
17 28 14 20 17
18 30 16 21 18 16 10 21
19 32 16 22 20
20 34 18 24 20 18 12 25
21 36 18 25 21
22 38 20 26 22 20 13 27
23 40 20 28 24
24 42 22 29 25 22 14 29
25 44 22 30 26
26 46 24 32 26 24 16 33
27 48 24 33 28
28 50 26 34 29 26 17 35
29 52 26 36 30
30 54 28 37 32 28 18 37
n =
r∑
u=1
eunu,
β =min(1,αm/n),
t  βn + 1− min
1ur
mu>0
(βunu − tu + 1)δ′u,
where min1ur(βunu − tu + 1)δ′u = 1 if m1 = · · · =mr = 0.
Remark 1. Note that in Lemma 2, Lemma 3, Theorem 3 and Theorem 4 it is suﬃcient to require
N ′r ⊆ Fs′q instead of N ′r = Fs′q . Indeed, this slight modiﬁcation is possible as one can use a trivial space
Nu = {0} as an outer space in Lemma 2, which does not inﬂuence the minimal distance of the newly
obtained space (cf. the proof of Lemma 2 and Remark 4 in [17]).
5. Examples
Theorems 3 and 4 provide previously unknown propagation rules for higher order nets. To show
how powerful these are, we show the existence of new digital higher order nets, but it should be
noted that the results are also true for the more general case, as the propagation rules yield the
same parameters and we always start from existing digital nets, which are by deﬁnition a subclass
of general higher order nets. In Tables 1–3, we present, for selected values of m and s, the results
obtained when we use different propagation rules for the case q = 5, α = 2, and β = 1. As we restrict
ourselves to considering only digital nets, we only refer to propagation rules with roman numbers
within this section.
Table 1 covers the case where s = 5, Table 2 the case s = 15 and Table 3 the case s = 25. In
all tables we consider m between 15 and 30. Since α and β are ﬁxed, and different propagation
rules might yield different ratios of n and m, it is most useful to compare the strengths of the nets
obtained. As outlined above, the strength of a digital net refers to the value of σ = σ(β,n, t) = βn− t .
Note that, in some of our new propagation rules, one can make many different choices of smaller nets
that might yield a bigger net with the same parameters. We only give the best values of the strength
σ we can obtain by going through a number of possible choices of the smaller nets involved.
Our tables can be seen as an extension of Table 3 in [8, Section 4]. The digital higher order nets
needed as factor nets for most of the propagation rules are obtained by using the direct construction
method (see the remarks on σdir below) applied to classical digital nets. The classical digital nets
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σ -Values depending on m (15m 30) for α = 2, β = 1, q = 5 and s = 15.
m σdir σVII σVIII σIX σXI σXI+VIII σXV
15 0 4 5 6
16 2 4 5 8 8 6 13
17 2 4 6 8
18 4 6 8 9 10 8 17
19 4 6 9 10
20 6 6 10 12 12 9 19
21 8 8 12 13
22 8 8 13 14 14 9 21
23 10 10 13 14
24 12 12 14 16 16 12 25
25 14 14 16 17
26 16 16 17 18 18 13 27
27 18 18 18 20
28 20 20 20 20 20 14 29
29 22 22 22 22
30 24 24 24 24 22 16 33
Table 3
σ -Values depending on m (15m 30) for α = 2, β = 1, q = 5, and s = 25.
m σdir σVII σVIII σIX σXI σXI+VIII σXV
15 0 0 1 2
16 0 0 1 2 4 2 5
17 0 0 1 2
18 0 0 1 2 6 4 9
19 0 0 1 2
20 0 0 1 2 8 5 11
21 0 0 1 4
22 0 0 1 4 10 6 13
23 0 2 2 5
24 0 2 2 5 12 8 17
25 0 2 4 6
26 0 2 4 6 14 9 19
27 2 4 5 8
28 2 4 5 8 16 10 21
29 4 4 5 9
30 6 6 6 10 18 12 25
underlying the direct construction method are chosen according to the constructive results outlined
in the online database MinT [18]. We consider the following quantities in Tables 1 and 2.
• σdir: The strength of a digital (t,2,1,2m ×m, s)-net over F5 using the generating matrices of an
existing classical digital (t′,m,2s)-net over F5, where we then obtain (cf. [6])
t  2min
{
m, t′ +
⌊
s
2
⌋}
. (6)
We call this construction method the direct construction method.
• σVII: The strength of a digital net constructed from a digital (t1,2,1,2m1 × m1, s1)-net P1 and
a digital (t2,2,1,2m2×m2, s2)-net P2 over F5 using Propagation Rule VII in [8], where P1 and P2
are obtained by the direct construction method from classical nets. Here, n = 2m.
• σVIII: The strength of a digital net constructed from a digital (t1,2,1,2m1 ×m1, s1)-net P1 and
a digital (t2,2,1,2m2 ×m2, s2)-net P2 (s1  s2) over F5 using Propagation Rule VIII in [8], where
P1 and P2 are obtained by the direct construction method. Here, n = 2m.
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(t2,2,1,2m2 ×m2, s2)-net P2, and a digital (t3,2,1,2m3 ×m3, s3)-net P3 (s1  s2  s3) over F5
using Propagation Rule IX in [8], where P1, P2, and P3 are obtained by the direct construction
method. Again, n = 2m.
• σXI: The strength of a digital net obtained by using Propagation Rule XI from [8] with r = 2,
where the higher order nets plugged into Rule XI are obtained by the direct construction method
from classical nets. Note that this rule can, since r = 2, only be applied for the cases where m is
even, and we then have n = m. As Propagation Rule XI with r = 2 only yields higher order nets
with an even value of s, we obtain the values in Tables 1–3 by projection from 6-dimensional,
16-dimensional, and 26-dimensional nets, respectively (this is allowed due to Propagation Rule V
in [8]).
• σXI+VIII: The strength of a digital net obtained by ﬁrst applying the direct construction method
to classical nets, then applying Propagation Rule XI with r = 2 in [8], and then using pairs of the
newly obtained nets to apply Propagation Rule VIII in [8]. Note again that we need to restrict
ourselves to even cases of m here, as we ﬁrst apply Rule XI with r = 2. For σXI+VIII , we again have
n =m.
• σXV: The strength of a digital net by ﬁrst applying the direct construction method to classical
nets, and then Propagation Rule XV with r = 2 (Theorem 3). As the inner spaces (see the proof
of Theorem 3, and Lemma 3) we use (extended) Reed Solomon Codes over F5. These codes are
linear [5, j,6− j]-codes over F5 (see [18]). In view of Remark 1, we can use Reed Solomon Codes
with parameters [5,0,6]5, [5,2,4]5, and [5,4,2]5 as the inner codes, hence r indeed equals 2 and
e1 = e2 = 2 in Theorem 3, which is why we again need to restrict ourselves to even cases of m
here (in general one can of course also obtain odd values for m by different choices of ei and mi).
In the language of Theorem 3, we have δ1 = 4 and δ2 = 2 in this case. For σXV we have n = 2m,
and, as for σXI, we obtain the values in Tables 1–3 by projection from 6-, 16-, and 26-dimensional
nets, respectively (again by Propagation Rule V in [8]).
The results in Tables 1–3 show that our new Propagation Rule XV is superior to the other propagation
rules tested for dimensions 15 and 25, and that also the combination of other rules, such as that of
Rules XI and VIII, does not yield better results. In dimension 5, though still competitive, Propagation
Rule XV is outperformed by the direct construction method. It is likely that the direct construction
performs better for lower dimensions as the t-values of classical digital nets are very small in this
case. Furthermore, the bound (6) depends critically on the value of s, so it is natural that lower
dimensional results for the direct construction method are stronger. The fact that the direct construc-
tion method works well for low dimensions is in line with numerical results in [9], where a similar
phenomenon was observed.
We emphasise that our examples are just illustrations and can by no means systematically cover
all cases one might theoretically consider; to be more precise, we have the following restrictions in
Tables 1–3.
• We only show particular choices of the parameters involved. We restrict ourselves to some illus-
trative cases.
• We do not consider all possible combinations of different propagation rules, as this would lead to
a too high number of parameters.
• Not all propagation rules are applicable for all sets of parameters. This is indicated by void cells
in the tables in cases where a certain propagation rule was not applicable.
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