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Bistability in the dissipative quantum systems I:
Damped and driven nonlinear oscillator
Andrey R. Kolovsky
1Kirensky Institute of Physics, 660036 Krasnoyarsk, Russia and
Siberian Federal University, 660041 Krasnoyarsk, Russia
We revisit quantum dynamics of the damped and driven nonlinear oscillator. In the classical case
this system has two stationary solutions (the limit cycles) in the certain parameter region, which is
the origin of the celebrated bistability phenomenon. The quantum-classical correspondence for the
oscillator dynamics is discussed in details.
I. INTRODUCTION
The damped and driven nonlinear oscillator is one of
the paradigm model of classical physics which introduces
and explains the phenomena of bistability and hystere-
sis [1]. Thus, it not surprising that its quantum coun-
terpart began to attract attention as early as in 1980
[2]. It was concluded in the cited paper that hystere-
sis and bistability are absent in the quantum approach.
This challenging contradiction between the quantum and
classical results was resolved by other researches [3–8]
who identified the metastable character of the quantum
limit cycles. In the present work, which mainly follow
the educational aims, we review the known results on
the damped and driven nonlinear oscillator and comple-
ment them by analysis of the attractor basins and some
results of the pseudoclassical approach. Being more in-
volved than the classical analysis this approach is capable
to reproduce the metastable character of the quantum
limit cycles. The presented studies create a platform for
addressing more complex dissipative quantum systems,
including those with chaotic dynamics [9].
II. CLASSICAL ANALYSIS
We are interested in the dynamics of the damped and
driven nonlinear oscillator,
ia˙ =
∂H
∂a∗
− iγ
2
a , (1)
H = ωa∗a+
g
2
(a∗a)2 + ǫ
(
eiνta+ e−iνta∗
)
, (2)
where ν is the driving frequency, g nonlinearity, and γ
the friction coefficient. For moderate negative detuning
∆ω = ω − ν the system has two limit cycles,
a(t→∞) = b1,2e−iνt , (3)
where b1,2 are given by the stable solution of the following
algebraic equation,(
∆ω − iγ
2
)
b+ g|b|2b+ ǫ = 0 . (4)
Notice that Eq. (4) can be recast into equations for the
squared amplitude,
|b|2 = ǫ
2
(∆ω + g|b|2)2 + (γ/2)2 , (5)
and the phase,
Re(b)
|b|2 =
∆ω + g|b|2
ǫ
,
Im(b)
|b|2 = −
γ
2ǫ
. (6)
Through the paper we use ω = 1, g = 0.02, γ = 0.04,
ǫ = 0.16, and the driving frequency ν, which is our con-
trol parameter, in the interval 0.6 < ν < 2.4. For these
parameters solution of Eq. (5) is depicted in the left panel
in Fig. 1.
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FIG. 1: Left panel: The stationary values of the oscillator
amplitude as the function of the driving frequency. Right
panel: relative size of the basins of the outer (red line) and
inner (blue line) limit cycles. The system parameters are are
ω = 1, g = 0.02, ǫ = 0.16, and γ = 0.04.
Next we fix ν in the bistability region and find the
basins of the attractors. Figure 2 shows the basins of
the limit cycles (red dots) for ν = 1.2 and ν = 1.6. It is
seen that with increase of the driving frequency the basin
of the outer limit cycle gradually vanishes and becomes
zero for ν > ν2 where Eq. (4) has only one real solution.
Analogously, for ν < ν1 the inner cycle disappear. For
intermediate values of ν the relative size of the attractor
basins (which we calculate by counting the blue and yel-
low pixels in the rectangular −10 ≤ Re(a), Im(a) ≤ 10)
is depicted in the right panel in Fig. 1. We mention that
these results allow us to introduce the third critical fre-
quency ν3 where the basin sizes coincide.
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FIG. 2: Basins of the outer (yellow) and inner (blue) limit
cycles for ν = 1.2 (left) and ν = 1.6 (right). The red dots
depict solutions of Eq. (4). Superimposed are contour lines of
quantum attractors, see text.
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FIG. 3: The mean occupation number Eq. (11), solid lines,
as compared to the mean action Eq. (7), dashed lines in the
left panel, and the mean action Eq. (22), dashed lines in the
right panel, for ν = 1.2, 1.4, 1.6, 1.8 (from bottom to top at
t = 0). The time is measured in units of T = 2π/ω.
Let us now address the system dynamics. As the initial
condition we consider an ensemble of classical particles
which are uniformly distributed over a circle of the radius
a0, i.e., a(t = 0) = a0e
iθ, 0 ≤ θ < 2π. Then the rela-
tive number of particles attracted to the outer and inner
cycles is determined by the relative size of the ‘yellow’
and ‘blue’ segments of the circle. For the sake of future
comparison the dashed lines in the left panel in Fig. 3
show dynamics of the mean action I(t),
I(t) = |a(t)|2 , (7)
as the function of time for ν = 1.2, 1.4, 1.6 and a0 =
|b2(ν)|. Relaxation to the stationary regime within the
characteristic time Tγ = 2π/γ is clearly seen.
III. QUANTUM ANALYSIS
Setting the Planck constant to unity, the master equa-
tion for the damped and driven nonlinear oscillator reads
dρˆ
dt
= −i[Ĥ, ρˆ] + Ĝ(ρˆ) , (8)
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FIG. 4: The density matrix in the energy basis at t = 0, left,
t = 20T , right. The system parameters are ω = 1, g = 0.02,
ǫ = 0.16, γ = 0.04, and ν = 1.4.
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FIG. 5: The phase-space representation of the density matrix
shown in the previous figure.
where
Ĥ = ωaˆ†aˆ+
g
2
(aˆ†aˆ)2 + ǫ
(
e−iνtaˆ† + h.c.
)
(9)
is the system Hamiltonian, and Ĝ(ρˆ),
Ĝ(ρˆ) = −γ
2
(aˆaˆ†ρˆ− 2aˆ†ρˆaˆ+ ρˆaˆaˆ†) , (10)
is the Lindblad relaxation operator. The structure of this
operator is fixed by the condition that in the absence of
driving the oscillator relaxes into the ground state.
We solve the master equation (8) in the energy basis
for the initial condition that corresponds to population of
the single energy level with the index n0. As an example
the left panel in Fig. 4 shows the matrix elements ρn,m(t)
at t = 20T for ν = 1.4. Signatures of the classical limit
cycles are clearly seen.
The solid lines in Fig. 1 show the mean occupation
number n(t),
n(t) = Tr[aˆ†aˆρˆ(t)] , (11)
as the function of time for the same values of the param-
eters which were used to calculate the classical dynamics.
For ν = 1.2 we observe a good agreement with the clas-
sical result while for a larger ν there are considerable
deviations. To understand the origin of these deviations
3on the qualitative level we consider the density matrix in
the phase-space representation,
ρ(α, t) = 〈α|ρˆ(t)|α〉 , (12)
where |α〉,
|α〉 = exp
( |α|2
2
) ∞∑
n=0
αn√
n!
|n〉 , (13)
is the coherent Glauber state. The initial and final den-
sity matrices in the phase-space representation are shown
in Fig. 5. As expected, the quantum attractors are not
the δ-functions but distributions with a finite width. In
Fig. 2 we projected the contour lines of these distribu-
tions on the basins of the classical attractors. It is seen
that for ν = 1.2 the region of support of the outer quan-
tum attractor is well inside the basin of the classical at-
tractor. As it will be explained in Sec.V, this results
in an exponentially long lifetime of the outer (quantum)
limit cycle and, as the consequence, in a good agreement
between the classical and quantum dynamics. Unlike the
case ν = 1.2, for ν = 1.4 the tails of the outer quantum
attractor go outside the basin of the classical attractor
that results in considerably shorter lifetime of the outer
limit cycle.
IV. LIFETIME OF THE LIMIT CYCLE
To quantify lifetimes of the limit cycles we rewrite the
master equation (8) in the form
dρˆ
dt
= L̂ρˆ , (14)
where the linear operator L̂ is often referred to as the
super-operator. Due to linearity of Eq. (14) its solution
has the form
ρˆ(t) =
∞∑
j=0
ρˆ(j)eλjt , |λj | ≤ |λj+1| , (15)
where λj and ρˆ
(j) are eigenvalues and ‘eigen-matrices’ of
the super-operator L̂. Notice that the real parts of λj are
negative except for λ0 which is strictly zero. This ensures
relaxation of the density matrix ρˆ(t) into the steady state
ρˆ(0) within the characteristic relaxation time
τ =
2π
|Re(λ1)| . (16)
Numerically one finds λj by truncating the density ma-
trix to a finite size N ×N and constructing the column
vector R of the length N2 by re-ordering the matrix ele-
ments ρn,m in the column-wise manner. Then the super-
operator L̂ is given by a matrix L of the size N2×N2 and
the matrices ρˆ(j) are obtained by re-ordering the eigen-
vectors R(j) of this matrix back to the N × N square
matrices.
0.6 1 1.4 1.8
0
0.1
0.2
0.3
-
R
e(
)
0.6 1 1.4 1.8
10-6
10-4
10-2
100
FIG. 6: The first 100 smallest eigenvalues of the super-
operator L̂ as the function of ν in the linear and logarithmic
scales.
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FIG. 7: Diagonal elements of the matrices ρˆ(0) (solid line) and
ρˆ(1) (dashed line) for ν = 1.19, left panel, and ν = 1.22, right
panel.
Figure 6 shows the real parts of the first 100 eigenvalues
λj as the function of the detuning ν. One easily identi-
fies in the depicted level pattern the decay spectrum of
detuned harmonic oscillator,
Re(λj) = −γ
2
j , (17)
and the eigenvalue associated with the metastable limit
cycle. The frequency interval where Re(λ1) < γ/2 is the
quantum bistability region where the system has one sta-
ble and one metastable attractors. Which of two attrac-
tors is metastable is determined by the inequality relation
between ν and ν3 ≈ 1.2 where |Re(λ1)| is minimal. We
also mention that in the quantum bistability region the
long-time dynamics of the system is determined by the
equation
ρˆ(t) = ρˆ(0) + exp(−t/τ)ρˆ(1) . (18)
Figure 7 shows the diagonal elements of the matrices ρˆ(0)
and ρˆ(1) for ν = 1.19 < ν3, left panel, and ν = 1.22 > ν3,
right panel. (Notice that Tr[ρˆ(0)] = 1 whereas Tr[ρˆ(1)] =
0.) Thus, in the former case Eq. (18) describes proba-
bility leakage from the inner into the outer limit cycle,
while in the latter case the situation is inverted. In both
cases, however, lifetime of the metastable cycle exceeds
the classical relaxation time Tγ by orders of magnitude.
4V. PSEUDO-CLASSICAL APPROACH
In this section we show that the metastable character
of quantum limit cycles can be well reproduced by us-
ing the pseudo-classical approach. The starting point
of this approach is the equation on the Wigner func-
tion w = w(a, a∗, t) of the quantum oscillator which is
uniquely determined by the system density matrix ρˆ(t)
and is a real function of two complex variables a and a∗.
Applying the Weyl transform to the master equation (8)
the equation on the Wigner function reads
∂w
∂t
= {H,w} − i g
4
(
a
∂3w
∂2a∂2a∗
− a∗ ∂
3w
∂2a∗∂a
)
(19)
+
γ
2
(
a
∂w
∂a
+ 2w + a∗
∂w
∂a∗
)
+
γ
2
∂2w
∂a∂a∗
,
where H is the classical Hamiltonian (2) and {. . . , . . .}
denotes the Poisson brackets. In this equation the first
line corresponds to the unitary evolution of the system
and the last line is the Weyl image of the Lindblad re-
laxation operator. The pseudo-classical approximation
(which is also known as the truncated Wigner function
approximation) amounts to neglecting all terms which in-
volve higher than second derivative. Then Eq. (19) takes
the form of the Fokker-Planck equation on the classical
distribution function f = f(a, a∗, t),
∂f
∂t
= {H, f} (20)
+
γ
2
(
a
∂f
∂a
+ 2f + a∗
∂f
∂a∗
)
+
γ
2
∂2f
∂a∂a∗
,
By physical meaning the first term in the r.h.s. of Eq.(20)
is the Hamiltonian evolution of the system, the second
term is the friction term responsible for the phase space
contraction, and the last term is the diffusion term due to
irreducible quantum noise on which we briefly comment
in the next paragraph.
The origin of the term ‘irreducible quantum noise’ be-
comes clear if one consider a slightly more complex prob-
lem where the relaxation term in the master equation has
the form
Ĝ(ρˆ) = −γ(n¯+ 1)
2
(aˆaˆ†ρˆ− 2aˆ†ρˆaˆ+ ρˆaˆaˆ†) (21)
−γn¯
2
(aˆ†aˆρˆ− 2aˆρˆaˆ† + ρˆaˆ†aˆ) ,
In the absence of driving this operator causes relaxation
of the quantum oscillator not in the ground state but
into the Boltzman state where ρn,n ∼ exp(−n/n¯). For
this problem the pseudoclassical approach gives the same
Fokker-Planck equation where, however, the diffusion
term is preceded by the coefficient γ(2n¯ + 1)/2. Thus,
even if we have relaxation to the ground state (i.e., if we
set n¯ = 0), we still have the diffusion term.
To solve the Fokker-Planck equation (20) we employ
the Monte-Carlo approach. In fact, it is easy to show that
Eq. (20) is equivalent to the following Langevin equation
on the canonical variable a(t),
ia˙ =
∂H
∂a∗
− iγ
2
a+
√
γ
4
ξ(t) . (22)
Here ξ(t) is the complex white noise with ξ∗(t)ξ(t′) =
2δ(t − t′). Using Eq. (21) we calculate dynamics of the
mean action, I(t) = 〈|a(t)|2〉, where, as before, the bar
denotes the average over ensemble of initial conditions
and the angular brackets are additional average over dif-
ferent realizations of the random process ξ(t). It is seen in
Fig. 3(b) that pseudo-classical approach well reproduces
the quantum dynamics of the system.
VI. CONCLUSION
We analyzed the quantum damped and driven non-
linear oscillator in the bistable region where its classical
counterpart has two limit cycles. It was shown that these
limit cycles are seen in the quantum dynamics of the os-
cillator as well. However, unlike the classical case, one
of these cycles has finite lifetime which may vary from
a fraction of the relaxation period Tγ to thousands re-
laxation periods. Remarkably, this lifetime can be well
estimated by using the pseudoclassical approach which
takes into account the irreducible quantum noise with
the intensity γh¯/2. (Here we use the unscaled variables,
i.e., the fundamental Planck constant is not set to unity).
This random force can kick the system out the basin of
one attractor into the basin of other attractor that results
in a gradual depopulation of the attractor with smaller
basin size. We mention with this respect that it is very
important to analyze the basins of attractors. Unfortu-
nately, this analysis was missing in Ref. [3–8] that pre-
vented the authors of the cited works from establishing
the full quantum-classical correspondence in the consid-
ered paradigm model of quantum bistability.
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