Consider a point set D with a measure function µ : D → R. Let A be the set of subsets of D induced by containment in a shape from some geometric family (e.g. axis-parallel rectangles, half planes, balls, k-oriented polygons). We say a range space (D, A) has an ε-approximation P if
Introduction
Representing complex objects by point sets may require less storage and may make computation on them faster and easier. When properties of the point set approximate those of the original object, then problems over continuous or piecewise-linear domains are now simple combinatorial problems over point sets. For instance, when studying terrains, representing the volume by the cardinality of a discrete point set transforms calculating the difference between two terrains in a region to just counting the number of points in that region. Alternatively, if the data is already a discrete point set, approximating it with a much smaller point set has applications in selecting sentinel nodes in sensor networks. This paper studies algorithms for creating small samples with guarantees in the form of discrepancy and ε-approximations, in particular we construct ε-approximations of size O(
ε-approximations. In this paper we focus on families of ranges which are geometric in nature (such as balls or axis-parallel rectangles), defining subsets of certain domains which are either finite point sets or Lebesguemeasurable sets. For a family of ranges A and a domain D the range space (D, A) is the set of all subsets of D defined by a range R ∈ A. We say P is an ε-approximation of (D, A) if
where the | · | operator represents the cardinality of a discrete set or the Lebesgue measure for a Lebesgue-measurable set. A is said to shatter a discrete set X ⊆ D if each subset of X is equal to R ∩ X for some R ∈ A. The cardinality of the largest discrete set X that A can shatter is known as the VC-dimension. A classic result of Vapnik and Chervonenkis [35] states that for any range space (D, A), where, if for any discrete set X ⊂ D, the induced range space (X, A) has bounded VC-dimensions v, then there exists a subset P of D consisting of O( v ε 2 log v ε ) points such that P is an ε-approximation for (D, A). Furthermore, if each element of P is drawn uniformly at random from D such that |P| = O( v ε 2 log v εδ ), then P is an ε-approximation with probability at least 1 − δ. Thus, for a large class of range spaces random sampling produces an ε-approximation of size O( Deterministic construction of ε-approximations. There exist deterministic constructions for ε-approximations. When D is the unit cube [0, 1] d there are constructions which can be interpreted as ε-approximations of size O( 1 ε 2d/(d+1) ) for half spaces [20] and O( 1 ε 2d/(d+1) log d/(d+1) 1 ε polylog(log 1 ε )) for balls in d-dimensions [6] . Both have lower bounds of Ω( 1 ε 2d/(d+1) ) [3] . See Matoušek's book [21] for more similar results or Chazelle's book [11] for applications. Let R d describe all axis-parallel rectangles in d dimensions, and let Q k describe the family of all k-oriented polygons (or more generally polytopes) with faces described by k predefined normal directions. More precisely, for β = {β 1 , . . . , β k } ⊂ S d−1 , let Q β describe the set of convex polytopes such that each face has an outward normal ±β i for β i ∈ β. If β is fixed, we will use Q k to denote Q β since it is the size k and not the actual set β that is important. Let [14] . For all homothets (translations and uniform scalings) of any particular Q ∈ Q k , Skriganov constructs an ε-approximation of size O( ) exist for bounded VC-dimension v [23] , and can be constructed in time O(n · 1 ε 2v log v 1 ε ). In this spirit, for R 2 and a discrete point set of size n, Suri, Toth, and Zhou [33] construct an ε-approximation of size O( 1 ε log(εn) log 4 ( 1 ε log(εn))) in the context of a streaming algorithm which can be analyzed to run in time O(n( Our results. This paper expands these results by asking 'for which ranges spaces can we construct ε-approximations of size O( ) for any domain which can be decomposed into or approximated by a finite set of constant-size polytopes for families R d and Q k . The major difficulty has been to piece together several results to be able to make this general statement. In particular:
• For a discrete point set D of cardinality n, we give an algorithm for generating an ε-approximation for (D,
This requires a generalization of the iterative point set thinning algorithm by Chazelle and Matoušek [12] that does not rely on VC-dimension. This implies similar results for R d as well.
• For any d-dimensional domain D that can be decomposed into n k ′ -oriented polytopes, we give an algorithm for generating an ε-approximation of size
We are interested in terrain domains D defined to have a base B (which may, for instance, be a subset of R 2 ) and a height function h :
• For a terrain domain D where B and h are piecewise-linear with n linear pieces, our result implies (D, Q k ) can be given an ε-approximation of size O(k
• For a terrain domain D where B ⊂ R 2 is a rectangle with diameter d and h is smooth (C 2 -continuous) with minimum height z − and largest eigenvalue of its Hessian λ, then we give an algorithm for creating an ε-
. We show applications for these new results. By creating ε-approximations for terrains, we provide simple algorithms for integrating the volume of terrains. This also allows for simple algorithms for comparing or measuring the distance between two terrains. The creation of small ε-approximations also improves on a spatial anomaly detection problem [1] . A generalization of this biosurveillance problem can be recast as a terrain problem for which the techniques of this paper also give a simple algorithm. When an ε-approximation is thought of as a set of sentinel nodes in a sensor network, then our results address an open problem in detecting cuts in the network [27] .
Roadmap.
We introduce a variety of new techniques, rooted in discrepancy theory, to create ε-approximations of size O( 1 ε polylog 1 ε ) for increasingly difficult domains. First, Section 2 discusses Lebesgue and combinatorial discrepancy. Section 3 generalizes and improves a classic technique to create an ε-approximation for a discrete point set. Section 4 describes how to generate an ε-approximation for a polygonal domain. When a domain can be decomposed into a finite, disjoint set of polygons, then each can be given an ε-approximation and the union of all these point sets can be given a smaller ε-approximation using the techniques in Section 3. Section 5 then handles domains of continuous, non-polygonal point sets by first approximating them by a disjoint set of polygons and then using the earlier described techniques. Finally, Section 6 details some applications for these results.
Lebesgue and Combinatorial Discrepancy
Lebesgue discrepancy. The Lebesgue discrepancy is defined for an n-point set P ⊂ [0, 1] d relative to the volume of a unit cube [0, 1] d . 1 Given a family of ranges A, the Lebesgue discrepancy is defined
Optimized over all n-point sets we define the Lebesgue discrepancy of A as
The study of Lebesgue discrepancy arguably began with the Van der Corput set C n [34] , which satisfies D(C n , R 2 ) = O(log n). This was generalized to higher dimensions by Hammersley [15] and Halton [14] 
However, others have shown that many lattices also provide O(log n) discrepancy in the plane. This is generalized to O(log d−1 n log 1+τ log n) for τ > 0 over R d [28, 29, 7] . For a more in-depth history of the progression of these results we refer to the notes in Matoušek's book [21] . For application of these results in numerical integration see Niederreiter's book [25] . The results on lattices extend to homothets of any Q k ∈ Q k for O(log n) discrepancy in the plane [28] and O(log d−1 n log 1+τ log n) discrepancy, for τ > 0, in R d [30] , for some constant k. A longer list of geometric families which include half planes, right triangles, rectangles under all rotations, circles, and predefined convex shapes produce Ω(n 1/4 ) discrepancy and are not as interesting from our perspective.
Lebesgue discrepancy describes an ε-approximation of
Combinatorial discrepancy. Given a finite point set X, a coloring function χ : X → {−1, +1}, and a family of ranges A we say the combinatorial discrepancy of (X, A) colored by χ is
Taking this over all colorings and all point sets of size n we say disc(n, A) = max {X:|X|=n}
Results about combinatorial discrepancy are usually proved using the partial coloring method [5] or the BeckFiala theorem [9] . The partial coloring method usually yields lower discrepancy by some logarithmic factors, but is nonconstructive. Alternatively, the Beck-Fiala theorem actually generates a low discrepancy coloring, but with a slightly weaker bound. The Beck-Fiala theorem states that for a family of ranges A and a point set X such that max x∈X |{A ∈ A | x ∈ A}| ≤ t, we can bound disc(X, A) ≤ 2t − 1.
Srinivasan [31] shows that disc(n, R 2 ) = O(log 2.5 n), using the partial coloring method. An earlier result of Beck [4] showed disc(n, R 2 ) = O(log 4 n) using the Beck-Fiala theorem [9] . This approach reduces to O(n) Gaussian eliminations on a matrix of constraints that is O(n) × O(n). Each Gaussian elimination step requires O(n 3 ) time. Thus the coloring χ in the construction for disc(n, R 2 ) = O(log 4 n) can be found in O(n 4 ) time.We now generalize this result. The proof combines techniques from Beck [4] and Matoušek [22] .
Proof. Given a class Q k , each potential face is defined by a normal vector from {β 1 , . . . , β k }. For j ∈ [1, k] project all points along β j . Let a canonical interval be of the form
2 q for integers q ∈ [1, log n] and t ∈ [0, 2 q ). For each direction β j choose a value q ∈ [1, log n] creating 2 q canonical intervals induced by the ordering along β j . Let the intersection of any k of these canonical intervals corresponding to separate β j be a canonical subset. Since there are log n choices for the qs for each of k directions, each point is in at most (log n) k canonical subsets. Using the Beck-Fiala theorem, we can create a coloring for X so that no canonical subset has discrepancy more than O(log k n). Each range R ∈ Q k is formed from at most O(log k n) canonical subsets. For each ordering by β i , the interval in this ordering induced by R can be described by O(log n) canonical intervals. Thus the entire range R can be decomposed into O(log k n) canonical subsets, each with at most O(log k n) discrepancy. Applying the Beck-Fiala construction of size n, this coloring requires O(n 4 ) time to construct. A better nonconstructive bound exists due to Matoušek [22] , using the partial coloring method. For polygons in the plane disc(n, Q k ) = O(k log 2.5 n log(k + log n)), and for polytopes in
For more results on discrepancy see Beck and Chen's book [8] . Similar to Lebesgue discrepancy, the set P = {p ∈ X | χ(p) = +1} generated from coloring χ for combinatorial discrepancy disc(n, A) describes an ε-approximation of (X, A) where ε = f (n) = disc(n, A)/n. Thus, given this value of ε, we can say P is an ε-approximation for (X, A) of size
The next section will describe how to iteratively apply this process efficiently to achieve these bounds for any value of ε.
Deterministic Construction of ε-approximations for Point Sets
Following closely the techniques of Chazelle and Matoušek [12] we now describe an algorithm for a family of ranges A such that we can bound the combinatorial discrepancy disc(n, A) and the corresponding coloring can be generated in time O(n w ). The function disc(n, A) and parameter w are dependent on the family A, but not necessarily its VC-dimension as in [12] . As described in the combinatorial discrepancy section, let f (n) = disc(n, A)/n be the value of ε in the ε-approximation generated by a single coloring of a set of size n, and let g(ε, A) be the size of this ε-approximation described with ε and not n. We restrict that, f (2n) ≤ (1 − δ) f (n), for δ > 0 and constant; thus it is a geometrically decreasing function. The algorithm will compress a set X of size n to a set P of size O(g(ε, A)) such that P is an ε-approximation of (X, A) by recursively creating a low discrepancy coloring. We note that an ε-approximation of an ε ′ -approximation is an (ε + ε ′ )-approximation of the original set. We start by dividing X into sets of size O(g(ε, A)), 2 here ε is a parameter. The algorithm proceeds in two stages. The first stage alternates between merging pairs of sets and halving sets by discarding points colored χ(p) = −1 by the combinatorial discrepancy method described above. The exception is after every w + 2 halving steps, we then skip one halving step. The second stage takes the one remaining set and repeatedly halves it until the error f (|P|) incurred in the remaining set P exceeds ε 2+2δ . This results in a set of size O(g(ε, A)).
Algorithm 1
Creates an ε-approximation for (X, A) of size O(g(ε, A)).
for w + 1 steps do {or stop if only one set is left} 4: Merge: Pair sets arbitrarily (i.e. X i and X j ) and merge them into a single set (i.e. X i := X i ∪ X j ).
5:
Halve: Halve each set X i using the coloring χ from disc(X i , A) (i.e. X i = {x ∈ X i | χ(x) = +1}).
6:
end for 7: Merge: Pair sets arbitrarily and merge them into a single set. 8: until only one set, P, is left 9: repeat {Stage 2} 10: Halve: Halve P using the coloring χ from disc(P, A).
Theorem 3.1. For a finite range space (X, A) with |X| = n and an algorithm to construct a coloring χ : X → {−1, +1} such that
•
Proof. Let 2 j = 8g(ε, A), for an integer j, be the size of each set in the initial dividing stage (adjusting by a constant if δ ≤ 1 4 ). Each round of Stage 1 performs w + 2 Merge steps and w + 1 Halve steps on sets of the same size and each subsequent round deals with sets twice as large. The union of all the sets is an α-approximation of (X, A) (to start α = 0) and α only increases in the Halve steps. The ith round increases α by f (2 j−1+i ) per Halve step. Since f (n) decrease geometrically as n increases, the size of α at the end of the first stage is asymptotically bounded by the increase in the first round. Hence, after Stage 1 α ≤ 4 f (8g(ε, A)) ≤ The running time is also dominated by the Stage 1. Each Halve step of a set of size 2 j takes O((2 j ) w ) time and is run on n/2 j sets. In between each Halve step within a round, the number of sets is divided by two, so the running time is asymptotically dominated by the first Halve step of each round. The next round has sets of size 2 j+1 , but only n/2 j+w+1 of them, so the runtime is at most 1 2 that of the first Halve step. So the running time of a round is less than half of that of the previous one. Since 2 j = g(ε, A)) the running time of the Halve step, and hence the first stage is bound by O(n · g(ε, A) w−1 ). The second stage only needs O(log(n/2 j )) halving steps, and does not affect the asymptotics.
We can invoke Theorem 3.1 along with Lemma 2.1 and Corollary 2.1 to obtain the following important corollaries. Weighted case. These results can be extended to the case where each point x ∈ X is given a weight µ(x). Now an ε-approximation is a set P ⊂ X and a weighting µ : X → R such that
where µ(P) = p∈P µ(p). The weights on P may differ from those on X. A result from Matoušek [19] , invoking the unweighted algorithm several times at a geometrically decreasing cost, creates a weighted ε-approximation of the same asymptotic size and with the same asymptotic runtime as for an unweighted algorithm. This extension is important when we combine ε-approximations representing regions of different total measure. For this case we weight each point relative to the measure it represents.
Sampling from Polygonal Domains
We will prove a general theorem for deterministically constructing small ε-approximations for polygonal domains which will have direct consequences on polygonal terrains. A key observation of Matoušek [19] is that the union of ε-approximations of disjoint domains forms an ε-approximation of the union of the domains. Thus for any geometric domain D we first divide it into pieces for which we can create ε-approximations. Then we merge all of these point sets into an ε-approximation for the entire domain. Finally, we use Theorem 3.1 to reduce the sample size. Instead of restricting ourselves to domains which we can divide into cubes of the form [0, 1] d , thus allowing the use of Lebesgue discrepancy results, we first expand on a result about lattices and polygons.
Lattices and Polygons
For x ∈ R, let {x} represent the fractional part of x, and for α
is irrational with respect to any polytope in Q β if for all β i ∈ β, for all j ≤ d, and for all h ≤ d − 1, the fraction β i, j /α h is irrational. Lattices with α irrational (relative to the face normals) generate low discrepancy sets. There is an ε-approximation of (Q,
This ε-approximation is realized by a set of lattice points P α,m ∩ Q such that P α,m is irrational with respect to any polytope in Q β∪β ′ .
Proof. Consider a polytope tQ h and a lattice P α,m , where the uniform scaling factor t is treated as an asymptotic quantity. Skriganov's Theorem 6.1 in [30] claims
for τ > 0, as long as P α,m is irrational with respect to the normal of the face f of Q h and infinite otherwise, where θ ∈ (0, 1) and ρ can be arbitrarily large. Note that this is a simplified form yielded by invoking Theorem 3.2 and Theorem 4.5 from [30] . By setting
Now by noting that as t grows, the number of lattice points in tQ h grows by a factor of t d , and we can set t = n 1/d so (4.1) implies that
The discrepancy is a sum over the set of h terms, one for each face f , each of which is small as long as P α,m is irrational with respect to f 's normal β f . Hence this lattice gives low discrepancy for any polytope in the analogous family Q β such that P α,m is irrational with respect to Q β . Finally we realize that any subset Q ∩ Q k for Q ∈ Q β ′ and Q k ∈ Q β is a polytope defined by normals from β ′ ∪ β and we then refer to g D (ε, Q β∪β ′ ) in (2.1) to bound the size of the ε-approximation from the given Lebesgue discrepancy. 
Samples for Polygonal Terrains
Combining the above results and the weighted extension of Theorem 3.1 implies the following results.
Theorem 4.2. We can create a weighted ε-approximation of size O((k
Proof. We divide the domain into n k ′ -oriented polytopes and then approximate each polytope Q k ′ with a point set P α,m ∩ Q k ′ using Theorem 4.1. We observe that the union of these point sets is a weighted ε-approximation of (D, Q k ), but is quite large. Using the weighted extension of Theorem 3.1 we can reduce the point sets to the size and in the time stated.
This
We decompose the terrain so that each linear piece of h describes one 3-dimensional polytope, then apply Theorem 4.2 to get the following result. 
Sampling from Smooth Terrains
We can create an ε-approximation for a smooth domain (one which cannot be decomposed into polytopes) in a three stage process. This first stage approximates any domain with a set of polytopes. The second approximates each polytope with a point set. The third merges all point sets and uses Theorem 3.1 to reduce their size.
This section mainly focuses on the first stage. More formally, we can approximate a non-polygonal domain D with a set of disjoint polygons P such that P has properties of an ε-approximation. 
For terrain domains D defined with a base B and a height function h : B → R, if B is polygonal we can decompose it into polygonal pieces, otherwise we can approximate it with constant-size polygonal pieces according to Lemma 5.1. Then, similarly, if h is polygonal we can approximate the components invoking Corollary 4.1; however, if it is smooth, then we can approximate each piece according to Lemma 5.1. Section 5.1 improves on Theorem 4.1 for the second stage and gives a more efficient way to create an ε-approximation for (D, R d × R) of a terrain when B is a rectangle and h is linear. Section 5.2 focuses on the first stage and uses this improvement as a base case in a recursive algorithm (akin to a fair split tree) for creating an ε-approximation for (D, R d × R) when B is rectangular and h is smooth.
Stretching the Van der Corput Set
The Van der Corput set [34] is a point set P n = {p 0 , . . . , p n−1 } in the unit square defined for p i = ( Halton [14] showed that the Van der Corput set P n satisfies D(P n , R 2 ) = O(log n). We can extend this to approximate any rectangular domain. Note that we can solve for ∆ explicitly and because h is linear it can simultaneously be defined for the x and y direction. Now define the stretched Van der Corput set S n,w,l,h = {s 0 , . . . , s n } for
Theorem 5.1. For the stretched Van der Corput set S n,w,l,h , D(S n,w,l,h , R 2 ) = O(log n) over the domain [0, w] × [0, l] with h : [0, w] × [0, l] → R + a linear weighting function.
The proof follows the proof in Matoušek [21] for proving logarithmic discrepancy for the standard Van der Corput set in the unit square. 
Proof. Let a canonical interval
2 q n )) × I contains a single point from S n,w,l,h and h(r j ) = 1 n , where h(r) = r h(p)dp. So the only part which generates any discrepancy is the canonical rectangle r j which contains the segment a × I. But since |S n,w,l,h ∩ r j ∩ r| ≤ 1 and h(r j ∩ r) ≤ 1 n , the claim is proved. Let C d be the family of ranges consisting of d-dimensional rectangles with the lower left corner at the origin. Let C (x,y) ∈ C 2 be the corner rectangle with upper right corner at (x, y). It follows from Claim 5.1 and Claim 5.2 that disc(S , C 2 ) = O(log n). We conclude by using the classic result [21] that D(S , C 2 ) ≤ D(S , R 2 ) ≤ 4D(S , C 2 ) for any point set S . This improves on the discrepancy for this problem attained by using Theorem 4.1 by a factor of log [21] forms an ε-approximation 
Claim 5.2. Any corner rectangle C (x,y) can be expressed as the disjoint union of at most O(log n) canonical rectangles plus a rectangle M with |D(S n,w,l,h
, M)| ≤ 1.
Remark 5.1. This extends to higher dimensions. A stretched b-ary Van der Corput set
of (D, R d ) of size O( 1 ε log d−1 1 ε polylog(log 1 ε )) for D defined by d i=1 [0, w i ]
Approximating Smooth Terrains
We first create a set of linear functions to approximate h with a recursive algorithm. If the entire domain cannot be approximated with a single linear function, then we split the domain by its longest direction (either x or y direction) evenly. This decreases d D by a factor of 1/ √ 2 each time. We recur on each subset domain.
Lemma 5.2. For a domain D with rectangular base B ⊂ R 2 with a C 2 -continuous height function h : B → R we can approximate h with O(
Proof. First we appeal to Lemma 4.2 from Agarwal et. al [2] which says that the error of a first order linear approximation at a distance d is bounded by λ D d 2 . Thus we take the tangent at the point in the middle of the range and this linear (first order) approximation has error bounded by After running this decomposition scheme so that each linear piece L has error ε/2, we invoke Corollary 5.1 to create an (ε/2)-approximation point set of size O(
The union creates a weighted ε-approximation of (D, R 2 × R), but it is quite large. We can then reduce the size according to Corollary 3.1 to achieve the following result. 
This can be improved to a set of size O(
This generalizes in a straightforward way for B ∈ R d . Similar results are possible when B is not rectangular or when B is not even piecewise-linear, although they may be more efficient by appealing to the more general techniques of Section 4 instead of Section 5.1. The techniques of Section 4 are definitely necessary if Q k is used instead of R 2 .
Applications
As we will demonstrate below, approximating a domain by a point set, while using less space, leads to more efficient and simpler algorithms for dealing with it.
Terrain Analysis
After creating an ε-approximation of a terrain we are able to approximately answer questions about the integral over certain ranges. For instance, a terrain can model the height of a forest. A foresting company may deem a region ready to harvest if the average tree height is above some threshold. Computing the integral on the ε-approximation will be much faster than integrating over the full terrain model. These integrals are complicated but straight-forward as outlined in Appendix A.3.
More interesting analysis can be done by comparing two terrains. These can represent the forest height and the ground height or the elevation of sand dunes at two snapshots or the distribution of a population and a distribution of a trait of that population. Let T 1 and T 2 be two terrains defined by piecewise-linear height functions h 1 and h 2 , respectively, over a subset of R 2 . The height h = h 1 − h 2 may be negative in some situations. This can be handled by dividing it into two disjoint terrains, where one is the positive parts of h and the other is the negative parts. Each triangle can be split by the h = 0 plane at most once, so this does not asymptotically change the number of piecewise-linear sections.
Once an ε-approximation has been created for the positive and negative terrain, the algorithms of Agarwal et. al. [2] can be used to find the rectangle with the largest positive integral. For n points this takes O(n 2 log n) time. The same can be done for finding the rectangular range with the most negative integral. The range returned indicates the region of largest difference between the two terrains. The runtime is dominated by the time to create the ε-approximation in Corollary 4.1.
Anomaly Detection
Given two points set representing measured data M and representing baseline data B, anomaly detection algorithms find the region where M is most different from B. The measure of difference and limits on which regions to search can vary significantly [17, 13, 24, 1, 18, 26] . One well-formed and statistically justified definition of the problem defines the region R from a class of regions A that maximizes a discrepancy function based on the notion of spatial scan statistics [17, 2] . Where m R and b R represent the percentage of the baseline and measured distributions in a range R, respectively, then the Kulldorff scan statistic can be interpreted as the Kulldorff discrepancy function
. This has important applications in biosurveillance [17] where B is treated as a population and M is a subset which has a disease (or other condition) and the goal is to detect possible regions of outbreaks of the disease as opposed to random occurrences. We say a linear discrepancy function is of the form d l (m R , b R ) = αm R + βb R + γ for constants α, β, and γ. The Kulldorff discrepancy function can be approximated up to an additive ε factor with O( 1 ε log 2 n) linear discrepancy functions [2] . The range R ∈ R 2 which maximizes a linear discrepancy function can be found in O(n 2 log n) time and the R ∈ R 2 which maximizes any discrepancy can be found in O(n 4 ) time where |B| + |M| = n.
Agarwal et. al. [1] note that a random sample of size O( 1 ε 2 log 1 εδ ) will create an ε-approximation with probability 1 − δ. This can be improved using Corollary 3.1. We then conclude:
Theorem 6.1. For points sets M and B in R
Generating Terrains with Kernel Functions. A drawback of the above approach to finding maximum discrepancy rectangles is that it places the boundaries of rectangles in some arbitrary place between samples. This stems from the representation of each sample as a fixed point. In reality its location is probably given with some error, so a more appropriate model would be to replace each point with a kernel density function. Probably, the most logical kernel function would be a Gaussian kernel, however, this is continuous and its tails extend to infinity. The base domain can be bounded to some polygon B so that the integral under the kernel function outside of B is less than ε times the entire integral and then Theorem 5.2 can be applied. Alternatively, we can replace each point with a constant complexity polygonal kernel, like a pyramid. Now we can ask questions about spatial scan statistics for a measured T M and a baseline T B terrain.
For simple ranges such as H || (axis-parallel halfspaces) and S || (axis-parallel slabs) finding the maximal discrepancy ranges on terrains reduces to finding maximal discrepancy intervals on points sets in R 1 .
Theorem 6.2. For a terrain T defined by a piecewise-linear height function h with n vertices arg max
R∈H || R h(p)dp and arg max
Proof. (sketch) Project all terrains onto the axis perpendicular to halfplanes (or slabs). Integrate between points where the projected terrain crosses 0. Treat these intervals as weighted points and use techniques from Agarwal et. al. [2] . The full proof is given in Appendix A.1.
However for R 2 , this becomes considerably more difficult. Under a certain model of computation where a set of 4 quadratic equations of 4 variables can be solved in constant time, the maximal discrepancy rectangle can be found in O(n 4 ) time. The details can be found in Appendix A. But using Theorem 6.1 we can answer the question within εn in O(n 
Cuts in Sensor Networks
Sensor networks geometrically can be thought of as a set of n points in a domain D. These points (or nodes) need to communicate information about their environment, but have limited power. Shrivastava et. al. [27] investigates the detection of ε-cuts in a sensor network-regions where at least εn nodes are affected. They consider the class of ε-cuts made by halfplanes. In particular they want to detect any cut that affects at least εn nodes, but no cut that affects fewer than ε 2 n nodes. They present a clever deterministic algorithm for constructing a set of size O( 1 ε ) sentinel nodes that can detect all ε-cuts, but will never return a cut of size less than εn/2. We refer to this set as an ε-sentinel. They note that an ε/2-approximation is an ε-sentinel, but that the standard upper bound for ε-approximations [35] requires roughly O( Subhash Suri [32] has brought to our attention that for any family A with bounded VC-dimension, an ε-net of the family S = {R 1 ∆R 2 | R 1 , R 2 ∈ A}, where ∆ is the symmetric difference operator, creates an ε-sentinel for A. This is an application of Haussler's algorithm [16] for creating an ε-packing. Creating an ε-net takes O(n · (
time [10] , where v is the VC-dimension for S. So in general, the techniques of Corollary 3.2 are asymptotically faster, but give slightly larger sets.
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Let h have n vertices. For both H || and S || , the optimal range can be found in O(n). For H || , simply sweep the space from left to right keeping track of the integral of the height function. When the height function has a point r such that h(r) = 0, compare the integral versus the maximum so far.
For S || , we reduce this to a one-dimensional point set problem. First sweep the space and calculate the integral in between every consecutive pair of points r 1 and r 2 such that h(r 1 ) = 0 = h(r 2 ) and there is no point r 3 such that h(r 3 ) = 0 and r 1 < r 3 < r 2 . Treat each of these intervals as a point with weight set according to its value. Now run the algorithm from Agarwal et al. [2] for linear discrepancy of red and blue points where the positive intervals have a red weight equal to the integral and the negative intervals have a blue weight equal to the negative of the integral. h(p)dp and arg max
Proof. The sweep step of the algorithms described above are performed in the same way, only now the integral of up to O(n) cubic functions must be calculated. However, this integral can be stored implicitly as a single linear function and can be updated in constant time every time a new vertex is reached. time, the time proportional to the complexity of the overlay. Although there are more than n + m vertices in the overlay of the two functions, the equations describing the height functions only change when a vertex of one of the original functions is encountered. This logic does not seem to extend to our decomposition schemes for creating ε-approximations.
A.2 Rectangles
Although the work by Agarwal et al. [2] extends the one-dimensional case for point sets to a O(n 2 log n) algorithm for rectangles, when the data is given as p-l distributions the direct extension does not go through. However, a simple O(n 4 ) time algorithm, under a certain model, does work. Following algorithm Exact from Agarwal et al. [1] , we make four nested sweeps over the data. The first two bound the x coordinates and the second two bound the y coordinates. The inner most sweep keeps a running total of the integral in the range. However, unlike Exact each sweep does not give an exact bound for each coordinate, rather it just restricts its position between two vertices. The optimal position is dependent on all four positions, and needs to be determined by solving a system of four quadratic equations. This system seems to in general have no closed form solution and needs to be done via a numerical solver. However, these equations can be updated in constant time in between states of each sweep, so under the model that the numerical solver takes O(1) time, this algorithm runs in O(n 4 ) time.
For the full correctness of the algorithm, there is actually one more step required. Given that each side of the rectangle is bounded between two vertices, the set of four equations is dependent on which face of the terrain that the corner of the rectangle lies in. It turns out that each possible corner placement can be handled individually without affecting the asymptotics. The n vertices impose an n × n grid on the domain, yielding O(n 2 ) grid cells in which a corner may lie. Because the terrain is a planar map, there are O(n) edges as well, and each edge can cross at most O(n) grid cells. Since no two edges can cross, this generates at most O(n 2 ) new regions inside of all O(n 2 ) grid cells. Since each rectangle is determined by the placement of two opposite corners the total complexity is not affected and is still O(n 4 ).
A.3 Equations
For a piecewise-linear terrain h : R 2 → R we wish to evaluate D(h, R) = R h(p)dp where R is some rectangle over the domain of h. Within R, the value of h is described by a set of triangles T R = {t 1 , . . . , t k }. Let R be described by its four boundaries. Let x 1 and x 2 describe the left and right boundaries, respectively, and let y 1 and y 2 describe the top and bottom boundaries, respectively. Now
Assume that we have computed the integral from x 1 up to x(v) the x-coordinate of a vertex v in the p-l distribution. To extend the integral up to the x(u) where u is the next vertex to the right. We need to consider all of the triangles that exist between x(v) and x(u). Label this set {t 1 , . . . , t k } where t i is below t j in the y-coordinate sense for i < j. Note that no triangle can begin or end in this range and this order must be preserved. We also consider the intersection between the edge of the triangulation and R a vertex. Let the slope within a triangle t i be described h(x, y)dydx is a third order polynomial in x 2 , the x-position of the right endpoint, given that the set of triangles defining h is fixed. Thus to solve arg min 2 , then it is minimized at one of the two end points. It should be noted that by symmetry, the minimum of x 1 and x 2 are independent, given y 1 and y 2 , but that both are dependent on y 1 and y 2 . Also, by symmetry, the previous statements can swap every x 1 and x 2 with y 1 and y 2 
which in general has no closed-form solution.
