Abstract This paper introduces a novel methodology for structural vibration analysis and vibration-based monitoring which utilises a special type of Principal Components Analysis (PCA), known as Singular Spectrum Analysis (SSA). In this study the methodology is introduced and demonstrated for the purposes of damage assessment in structures using their free decay response. The method's damage assessment properties are first demonstrated on a numerical example for a two degree-of-freedom (2DOF) springmass and damper system with non-linear stiffness. The method is then applied to an experimental case study of a composite laminate beam. The method is based on the decomposition of the frequency domain structural variation response using new variables, the Principal Components (PCs). Only a certain number of the new variables are used to approximate the original vibration signal with very good accuracy. The presented results demonstrate the potential of the method for vibration based signal reconstruction and damage diagnosis. The healthy and the different damaged scenarios are clearly distinguishable in the new space of only two reconstructed components where a strong clustering effect is observed.
Introduction
Vibration-based structural health monitoring (VSHM) uses information extracted from the structural vibration response in order to make conclusions about the presence of damage in a structure, its location and its severity [23, 26] . It presents an attractive possibility for structural health monitoring since it is a global non-destructive monitoring method which does not require any apriori knowledge about the fault location. It has become increasingly popular from an application and a research view point.
VSHM methods can be divided in two main groups: model based methods and non-model based ones [4] . The model-based methods make use of a model of the structure considered in order to make conclusions for the presence, the location and the extent of the damage present. Most structural dynamic models are linear, while most real structures contain nonlinearities, which include geometric and/or material ones, as well as nonlinearities related to the boundary conditions. For structures with strong nonlinear behaviour, linear models do not give a proper approximations. Accordingly for structures with strong/well expressed nonlinear dynamic behaviour purely data-based modelling, reconstruction and monitoring methods are preferable since they do not assume any model or linearity. Composite materials are one such example. They are known to have well pronounced nonlinear dynamic behaviour while on the other hand monitoring is a must for such materials.
The non model-based dynamic modelling and damage assessment methods make use of the measured signals in order to extract information for the structure itself and for its health. These methods can operate in the time or in the frequency domain and/or they can be based on experimental modal analysis. One of the simplest and most straightforward data-based damage assessment methods utilise the measured natural frequencies of the structure. The methods that use time series analysis and/or nonlinear dynamics methods have been gaining 2 popularity recently. Such methods use the measured time domain structural vibration signals in order to model and/or analyse its dynamic behaviour and to derive conclusions about its health and integrity. Such methods draw their roots from nonlinear dynamics and they make use of Takens' theorem according to which, any dynamic system can be fully reconstructed in a space made of lagged components of its measured time series. Thus if one is able to measure a time dependent variable from a vibrating structure e.g its displacement or acceleration, the lagged components of this time series can be used to make a new space in which its behaviour can be analysed and ultimately reconstructed.
In practice most purely data-based methodologies make use of data analysis and utilise different statistical methods and characteristics. Principal components analysis (PCA) is one such possibility. In general, PCA is a technique used in data analysis to reduce the dimensionality of the available data. Since vibration signals in the time and/or a frequency domain have quite high dimension, it is obviously appropriate to apply such technique to the measured vibration signals. It also has other properties that are advantageous from view point of SHM. The ability of PCA to distinguish among different categories can be used for the purposes of SHM for distinguishing between e.g. signals measured on damaged and nondamaged structures or signals measured on structures with different damaged extends and/or localizations. PCA is useful for categorical data because it possesses a clustering effect in the sense that it reduces the distance between data vectors from the same category, whilst in the same time, increasing the distance between data vectors from different categories. This is why a number of studies consider the application of PCA for structural damage assessment purposes.
Some of these papers suggest the selection of certain features from the time or frequency domain of the vibration response signals which can be considered as independent and subject them to PCA [25, 24, 13] . Some authors just use the measured time series responses and subject them to PCA [16, 17, 19, 5] . The point is that PCA is generally developed for multiple and independent variables, while time series elements are usually non-independent [11, 6] , in the sense that they are correlated. SSA is a specific application of PCA which is developed for time series. The method suggested here uses SSA, rather than PCA, and in this way it takes care of the inter-correlation between the individual time series elements. Also it should be mentioned that most papers that use PCA apply it in the time domain, while we suggest to apply SSA in the frequency domain, because we think that most of the important information about the system vibration as well as about its health is contained in the frequency domain signal rather than in the time domain one [20] . Furthermore SSA is known to uncover the rotational patterns of certain time series. Thus if one considers a time series from the free response of a structure, it will contain information about the modal frequencies and the mode shapes of the structure. From such a perspective it can be argued that SSA should also contain and uncover the modal contents of a freely vibrating structure from its measured free response [12, 21] . But differently from modal analysis SSA will uncover rotational patterns at any frequency rather than at specific frequencies only. From our view point this is extremely appropriate for nonlinearly vibrating structures which exhibit double or very close modes. For the above reasons we are suggesting the application of SSA for the purposes of structural health monitoring and the method developed here is primarily targeted for nonlinearly vibrating structures and for structures with nonlinearities.
In this paper the method is demonstrated and applied to a composite laminate beam especially since it is meant for application to structures made of composites. Composite materials are at the forefront of the contemporary research due to their wide range of industrial applications. Structures made of composite materials have increasing importance in different industries such as civil engineering, mechanical and aerospace engineering and energy industry among many others. Composite laminates are made of carbon or glass fibres in their majority, and a matrix commonly of an epoxy resin, which is responsible for the hardening of the material. This makes the laminate unique as a structure. Despite their benefits, composite materials have their disadvantages for instance delamination. Due to their layered nature and the interaction between both materials, fibres and matrix, composite materials are prone to different failure modes, the most common of them being delamination, which can cause irreversible damage. Composite materials with the defect of delamination can lose up to 60% of their stiffness and still remain visibly unchanged.
The method suggested here, applies SSA to the frequency domain acceleration signals. From each discretized frequency domain signal a vector is made from the discrete signal values. Each vector is unfolded into a new W −dimensional space which is made of the lagged frequency domain acceleration signals. In this way each measured frequency domain acceleration vector is substituted by a matrix. We assume that one is in possession of a number of realisations of acceleration vectors and embedding them into a higher dimensional space eventually creates our data matrix. Thus, the data matrix is made of multiple realisations of the frequency domain acceleration vector/signals which are unfolded into a higher dimension. PCA is then applied to this data matrix. Using a certain number of PCs it is possible to reconstruct the original acceleration vectors/signals with very high accuracy. Finally for the purposes of visualization we use two-dimensional projections of our original data into the PC space. In this new 2−dimensional PC space it is possible to distinguish between signals from damaged and non-damaged structures as well as between different damage extents.
The rest of the paper is organized as follows, first the suggested method is introduced. It is then applied to a two-degree of freedom spring-mass system to demonstrate its application and properties. The results are analysed in order to extract information about the system at hand. In section §4 the suggested method is applied and demonstrated for damage assessment in the considered simple structure. §5 is devoted to a real case study of a composite laminate beam. Using its measured vibration response, the application of the suggested method for delamination assessment purposes is demonstrated. The paper concludes with discussion regarding the results obtained for the 2-DoF system and the composite laminate beam. Principal Component Analysis (PCA) is a method developed for multiple component (vector) variables. Usually, in the case of VSHM, the data vectors comprise components of the measured time series, which can be displacements, velocities or accelerations. In general, PCA assumes that the components of the data vectors are independent. In the case of time series, the values are generally non-independent and thus a variation or extension of PCA, called Singular Spectrum Analysis (SSA), provides a better alternative [11] . SSA is simply PCA applied to lagged versions of a single time series variable. SSA can be used for different purposes including for smoothing the data, finding a trend and for extraction of periodicities in the form of modulated harmonics [7] . More specifically, the method follows the next steps: a) Embedding: Let us have a time series converted as a vector, with a length N as x = (x 1 , x 2 , ..., x N ). Given the dimension of window length W where 1 < W ≤ N 2 , the W −lagged vectors, placed in columns, define the trajectory matrixX in a phase space. These vectors are padded with zeros to keep the same vector length. The matrix X "embeds" the data vector x into a state space made of the lagged x vectors. The embedding matrix X is the representation of the system in a succession of overlapping W -dimension vectors of the time series components. b) Decomposition: The Empirical Orthogonal Functions (EOFs) are the principal directions of the system. They are calculated by the eigen-decomposition ofX ′X N , which is equivalent to a SVD ofX. The eigen-decomposition yields k−eigenvalues and k−eigenvectors which defines the orthonormal basis of the decomposition ofX. c) Reconstruction: The EOFs represent the data as a decomposition of the orthogonal basis functions with a certain percentage of variance of the original signal corresponding to each EOF. The data inX is projected onto the subspace L k built by the EOFs. This projection yields the corresponding Principal Components (PCs) [6] .
The Principal Components can be in quadrature, but not in phase between each other. The reconstructed components (RCs) are developed to capture the phase of the time series. The set of EOFs and the corresponding PCs define a reconstruction of the original time series.
A full set of RCs contain all the information contained in the original data since no information is lost in the reconstruction process, and the sum of all RCs gives back the original signal [6] .
Multichannel Singular Spectrum Analysis (MSSA)
MSSA is a natural extension of the SSA for multivariate systems. MSSA applies SSA onto several time series. In this case there is more than one time series as
N ) where i = 1, 2, ..., M is the number of time series considered (in this case, the number of realisations) and j = 1, 2, ..., N the number of components in each series. On the other hand the number of M −realisations chosen must be M ≤ W , where W is the window length. Each time series x i is gathered into a matrix X = (x 1 , x 2 , ..., x M ) which collects the time series in columns. Once data matrix X is obtained the procedure detailed in §2.1 is applied. The EOFs obtained by the eigen-decomposition contain information from the whole set of the M −realisations. Similarly to SSA, MSSA can be applied to extract oscillatory behaviour from the multivariate series.
MSSA in frequency domain
MSSA can be applied in the time or in the frequency domain. MSSA in the frequency domain is applied to the spectrum of the time series. Therefore, PCA is applied to the spectral matrix, which operates in the frequency domain [11] . The procedure consists of transfer from the time domain to the frequency domain [11] . The spectral matrix Z is then subjected to SVD and the spectral EOFs with its principal modulations are obtained. They are analogous to the principal components scores.
This study considers vibration signals in the frequency domain, and it is believed that their spectra are more informative and provides superior signal/noise separation [15] . It also allows to observe oscillatory patterns behaviour in the space and time [11] and the spectrum itself looks much more ordered and informative for the purposes of selecting features. These are some of the reasons why the authors chose to work in the frequency domain.
The damage diagnosis procedure
In this study MSSA is applied for the purposes of damage diagnosis. It is used to extract the information from the structural vibration response and to provide insight into the dynamics of the underlying structure. A damage assessment methodology based on the application of MSSA onto the frequency domain measured vibration signals is suggested here. The following paragraphs present the basic steps of the suggested damage assessment methodology. Figure  1 represents the method in a general block diagram.
Data collection and transformation
The data collected is made up of an acceleration response signal measured on a vibrating structure. Multiple realisations of the acceleration response series are measured. Each time series x i is represented as a vector as shown below:
where i = 1, 2, ..., M is the number of realisations and j = 1, 2, ..., N is the number of components in each signal (acceleration vector).
A matrix which collects all the M -realisations of the vectors x i is defined as The matrix X contains the vectors x i as columns. Due to the different scales and magnitudes in the measurements, the original data matrix is standardised to ensure consistency in the amplitude values [22] .
The time series corresponding to each realisation in the data matrix X, is transformed into the frequency domain. In this way the spectral data matrix Z is obtained.
Each vector z i of the matrix Z has a length N ′ where
Embedding and Empirical Orthogonal Functions (EOFs)
The next step is to embed the frequency domain signals into a new space. Dynamic systems cannot be fully unfolded in the two dimensional space of their measured signals due to their highly complex behaviour. By creating an embedding space, more dimensions are introduced and thus more features of the original system dynamics are uncovered. According to Takens theorem [2] , any dynamic system can be fully unfolded in a new space made of vectors which are lagged versions of the initial time domain signals. This study suggests an embedding of the frequency domain rather than the time domain signals. This is because it is suggested that more information about the dynamic system is contained in a measured frequency domain signal rather than in the time domain one. 0 . . .
where i = 1, 2, ..., M and w = 1, 2, ..., W . All the matricesŽ i are collected into a new embedding matrixŽ with a dimension N ′ x(W ·M ) where N ′ is the number of components for each vector realisation i, and W is the length of the window applied. It can be observed from Eq.(5) thatŽ
At the next step, the covariance matrix of the matrixŽ is obtained.
where C Z is the Covariance matrix ofŽ andŽ ′ is the transpose ofŽ. The eigenvalues λ k and the eigenvectors ρ k of C Z are obtained according to the following expression.
The eigenvalues λ k are then ordered in the diagonal matrix Λ Z in decreasing order and the matrix E Z contains their corresponding eigenvectors ρ k written as columns.
The eigenvalues define the partial variance of each eigenvectors, therefore the total sum of all of these variances gives the total variance ofŽ.
Decomposition and Reconstruction
The EOFs represent the original data as a decomposition in an orthonormal basis with a certain percentage of the variance of the frequency domain signal corresponding to each EOF. Projecting the measured dataŽ onto the EOFs matrix E Z yields the corresponding Principal Components matrix A [6] .
It is now required to reconstruct the original signal data in terms of the new PCs. For the purpose a matrix which projects the PCs back into the new subspace is created. The Reconstructed Components (RCs) are obtained according to the Eq. (11). For a given set of indices K corresponding to the set of Principal Components, the RCs are obtained by projecting the corresponding PCs onto the EOFs.
where k−eigenvectors give the k th RC at n−frequency between n = 1...N ′ for each m−realisation (m = 1...M ) which was embedded in a w−lagged vectors with the maximum W −length.
Projection and visualisation. Clustering effect
The decomposition of the oscillatory system by a certain number of components generates a new subspace L k which is with a dimension k, where k is the number of reconstructed components. The decomposition in terms of the principal components reconstructs the original data into a new orthogonal subspace. The new subspace allows us to reconstruct and represent each vibratory signal by using an inner-product, into a single point. The decomposition of the vibratory signals into a new space, which can contain different number of components k, is given by the projection of this point onto the axes of the subspace L k , as it is illustrated in Figure 2 . Suppose now that we are dealing with signals from several categories, which correspond to different damage states, including the healthy (nondamaged) state. Each of these categories will generate an original data matrix Z p . In order to visualize the results, it is considered only 2−dimensional space. This original data matrix Z p is now projected onto the unit basis made of the EOFs,ê 1 andê 2 , generating the reconstructed components r 1 and r 2 . The inner-product (T 1 , T 2 ) between the original data Z and the reconstructed components r 1 and r 2 generates the new set of reconstructed coordinates according to Eq. (12) .
where Z ′ p is the original frequency signal matrix of each p−categories and the matrix R is made of the reconstructed components, which correspond to the healthy structure. A two degree-of-freedom (DoF) spring-mass and damper system with non-linear stiffness described by a second order ordinary differential equation is considered in order to demonstrate the damage detection procedure described in §3. The system is illustrated in Figure 3 below and is described by Eq. (13). [
The following values were considered as initial conditions x
0 = 0m,ẋ 2 . The selection of these values is to define a set of baseline conditions which will be altered in order to simulate damaged in the system [18] . The acceleration was obtained from the free-decay response of the system by the numerical integration of the Eq. (13) . The acceleration of the m 1 was measured each instant of time for 2.56s long and sampled at 400Hz.
Damage assessment
The system with the parameters defined as initial conditions presented in §4.1 was considered as a healthy system. Damage was introduced in the system by a certain percentage of stiffness reduction. The stiffnesses of springs k 1 , k 2 and k n were reduced by 10%, 20% and 30% subsequently.
Natural frequencies and damage assessment
The changes in the natural frequencies are studied with the above stiffness reductions in order to see whether they can provide useful information for the presence of damage/stiffness reduction. It should be mentioned that the effects of delamination/damage on the natural frequencies is usually quite small and this is why in most cases they are not good as damage indicators. The situation is very much the same for the case of this simulated example (see §4.2). The two natural frequencies do not seem to change sufficiently in order to be used as indicators for damage/stiffness reductions. Figure 4 gives the changes in per cent of the two natural frequencies f 1 and f 2 with the different stiffness changes. It can be seen from Figure 4 (a) that the first natural frequency is associated with the reduction in k 1 while the second natural frequency is related to the changes of k 2 (see Figure 4(b) ). The first natural frequency f 1 changes for the 20% k 1 reduction but it is not affected by the 10% reduction. Thus only big changes can be detected on the basis of the changes of this frequency. The second natural frequency changes with the reduction of k 2 and it experiences a 6% reduction with the 10% reduction of k 2 , which grows to 12% and 18% for the 20% and the 30% changes of k 2 , respectively. Thus the second natural frequency might be a good indicator for damages related to k 2 , although the 6% change for the 10% stiffness reduction is rather small. But neither f 1 nor f 2 seem to be related to the changes in the nonlinear stiffness k n . Thus k n reductions cannot be detected on the basis of the changes of the natural frequencies. Therefore, accordingly this example demonstrates and stresses on the need for an alternative damage assessment methodology especially for the case of nonlinear damage. 
Application of the damage assessment procedure
In this paragraph we detail the application of the damage assessment procedure described in §3 to the case of the 2DoF system considered here. The method presented in §3 was applied on the free-decay acceleration signals obtained. First, the acceleration signals for m 1 were obtained and transformed into the frequency domain. White noise was added to the responses by using the command AWGN in the commercial software Matlab. This command adds White Gaussian Noise by the scalar SNR which specifies the signal-to-noise ratio e.g. in dB. In this case, the additive noise level was set to 20dB. Ten random signals were generated for each scenario, vz the healthy system and nine damage scenarios generated by the stiffness reductions scenarios. Figure 5 presents the acceleration signals corresponding to the mass m 1 in the time domain (Figure 5(a) ) and in the frequency domain ( Figure 5(b) ) without noise and Figure 5 (c) and Figure 5(d) give an example of the acceleration signals with noise.
In the case without noise, only one signal from each scenario was used to calculate Z which corresponds to a single vector with the dimension of N ′ = N 2 = 1024 and M = 1 realisations. Therefore, the method applied is SSA as defined in §2. However when white noise was added to the responses, the method applied was MSSA defined in §3 because in this case multiple realisations are created. In this case, the matrix Z was calculated for N ′ = 1024 and M = 7. This was applied for each beam scenario. The window length has a particular significance on the singular spectrum analysis and eventually on the form of the reconstructed signal [3] . The selection of the proper window length depends on the problem at hand and on the preliminarily information about the time series [8] . The main principle for selecting a proper window length is to find the value which produces separable and independent principal components. This is important for the accurate reconstruction of the signal. A general aspect in the selection of W is that longer window length will provide more detailed decomposition. According to this statement, the best detailed decomposition should be obtained for N / 2 . Nonetheless a large window length will require more components but it can in the same time introduce more noise in the reconstruction [1] . In this particular case, we tested different window lengths starting from large values of W until the proper effect was achieved. The selection of W = 7 is due to its capability to produce a distinguishable clustering effect among the different delamination 13 scenarios as will be shown below. It should be mentioned that the selection of W depends on the case to study and this value will be different depending on the system considered.
First following the procedure detailed in §3.4 a new subspace is created where the data is more observable and easy to analyse. The procedure is applied with and without noise added to simulated data. The first two reconstructed components for the four categories considered are presented in Figures 6, 7 and 8 for each stiffness reduction, respectively. The dimension of two RCs was chosen for visualization purposes only. The clustering effect is obvious for all the stiffness reduction cases. The ability of developed methodology to detect changes in a vibratory system is successfully demonstrated. From the results, it can be seen that the method is sensitive to the different stiffness changes and hence to the damage location. The use of more RCs will increase the precision in the reconstruction and is thus expected to enhance/improve the recognition effect (the separability of the categories considered). Figures 6(a), 7(a) and 8(a) present the first two RCs without any noise. It can be perceived that RCs corresponding to the different damage scenarios are well separated from each other and thus each of the damage scenarios can be identified clearly.
For the case when white noise is added the first two RCs for each damage scenario are presented in Figures 6(b) , 7(b) and 8(b). With noise added the clustering effect between the different categories can be still observed for all damage scenarios. The different damage/stiffness reduction categories related to the different damage sizes, vz 10%, 20% and 30% are well separated for the cases of k 1 and k 2 reductions. The situation for k n reductions is a somewhat worse in terms of separation among the different stiffness reductions categories. It can be seen from Figure 8 (b) that the variance within the categories is considerable, which obscures their separation. But still the clustering effect is present for the case of different changes in the non-linear stiffness k n , and the first two RCs only provide a relatively good separation between the cases of 10%, 20% and 30% k n reductions. Five composite laminate beams were manufactured using 10-layered carbon woven laminate multipreg E722 resin. The dimension of the beams is 980x42x2.5mm. Each of the beams represents a damage scenario including the one without delamination as detailed in Table 1 . The five different scenarios are detailed below and they are shown in Figure 9 (a). A small piece of Teflon was introduced to simulate delamination as is shown in Figure 9 (b). The non-adherent property of this material disbonds the layers. The beams were fully-fixed at both ends with a free length of 900mm between the supports. The acceleration of free-decay responses of the specimens was recorded. In Figure 10 , a detailed sketch of the experimental set-up is presented. 
Beam Delamination Position lengthwise Position depthwise Delamination length
B1 N on − delaminated N on − delaminated N on − delaminated B2 M
Data collection and reconstruction
Seven free-decay responses induced by hammering, with a soft hammer, were recorded on each structure. The acceleration signals were fixed at 1.6s length and sampled at 640Hz. Thus, for each damage scenario (for each composite laminate beam) we are in possession of seven data realisations for each acceleration signals (M = 7). They are again gathered in five matrices X p = (x 1 , x 2 , ..., x M ) where p = 1, 2, ..., P and P = 5 is the number of damage scenarios.
The matrix X 1 corresponds to the healthy structure from the data recorded from beam B1. Based on the healthy structure, which is the baseline condition of the system, MSSA was applied as described in §3.
The time domain responses were first transformed into the frequency domain. Figure  11 (a) and Figure 11 The data matrix Z is then constructed using the M −realisations of the N ′ −dimensional frequency domain values (in our case N ′ = 1024). The procedure explained in §3, was applied to the frequency domain data matrix Z. A window size W = 7 was chosen for the purposes of this investigation. The reasoning for this was explained in §4.2.
The Principal Components (PCs) were obtained by projection of the original data onto the EOFs. Nearly 100% (93%) of the whole variance is contained in the first nine EOFs. The first two EOFs are responsible for 88% of the variance where the 83% comes from the first one and 5% from the second one. After the first four EOFs, the low percentage of variance remains constant for the subsequent EOFs, as is shown in Figure 12 . In Figure 12 , only fifteen components are shown since after the ninth component, the percentage of variance for the rest of the components remains very small. The original frequency domain series are eventually reconstructed using the first four Reconstructed Components (RCs).
Results
The results from the reconstruction using the first four RCs is represented in Figure 13 . It can be observed from Figure 13 that the reconstructed signal follows the original frequency domain series more closely, as compared the one reconstructed by using two RCs.
The decomposition in PCs of the original frequency series reduces the distance between the new coordinates for objects from the same category whilst at the same time it increases the distance between objects from different categories. This effect can be seen in Figure 14 , which represents the first two RCs of the original signals for the different damage scenarios. A rather strong clustering effect can be observed in Figure 14 . The results in Figure 14 show that the method is able to detect the presence of delamination in this experimental case of study. The clusters formed by the RCs corresponding to the different damage scenarios can be very well distinguished. This means that the methodology is not only able to detect delamination. It is also able to distinguish among the different delamination scenarios which involve different delamination sizes and locations. These results give an additional potential for further development of the methodology towards more precise damage localization and severity evaluation, which will be a goal in our future studies.
Discussions
It should be mentioned here that the main aim of this study is to introduce a methodology for damage/delamination detection and assessment and to establish it. This paper attempts crude localization and size estimation in the sense of categorization. Different categories related to different locations and sizes were defined and we were able to prove that the suggested methodology is able to distinguish among them. But currently on the basis of the obtained results we are unable to find any trends or patterns in the PCs with the location and/or the size of the delamination. Thus, at this current stage according to our results, we can only claim that the methodology is able to distinguish among different categories, any other claims will be unsubstantiated. In the following two paragraphs we discuss the results obtained for the 2-DoF system and the experimental case study.
2DOF system
The first thing to mention is that the suggested method is undoubtedly able to detect the presence of damage/stiffness reduction for all the three cases investigated. For the cases of Furthermore according to our results for the simulated 2-DoF system the method is able to distinguish among the different categories related to the size of all stiffness reductions, in k 1 ,k 2 and k 3 . Looking at the results for k 1 one can conclude that the distance between the healthy and the different damage/stiffness reduction categories does not increase with the increase of damage. But on the other hand RC2 seems to decrease with damage so it might be used as a feature. According to the other graphs related to k 2 and k 3 reductions, the distance between the healthy vectors and the damaged ones does increase with the size of damage/stiffness reduction. But the establishment of a pattern or trend in any of the RCs is still a matter of further investigation and we need more results in order to be able to answer questions related to the capabilities of the methodology related to size and location estimation.
The composite beam application
The next application is on a real example of a composite beam. In this case again we can say that detection can be achieved even in the case of the smaller delamination, which is 50mm (5% of the total length of the beam). Regarding the experimental case study again at this stage we only attempted crude (categorical) localization and size estimation in terms of categorization. In this case different lengths and different locations of the delamination are introduced. Again with the use of only the first two reconstructed components, the methods clustering abilities are able to distinguish between the different categories, as shown in Figure  14 . The clusters are quite well defined in terms of location as well as in terms of delamination extent. The two sets that correspond to different extent of the delamination are fairly close to each other. Accordingly for this case study we were able to prove that the method can provide this type of categorization and in such a sense it can provide crude localization and size estimation. Our results show that the categories defined are well distinguishable and one can draw boundaries among them to help the recognition process. In this case again, similarly to the simulated example, it is still rather early to talk about size estimation and localization because it is difficult to establish a trend or pattern with the change of the location and/or the size of delamination. What it can claim at the moment is categorical estimation and localization. A further systematic investigation with different sizes and locations of the delamination is needed in order to be able to say if the method is able to provide more precise localization and size estimation.
A further development in terms of damage and delamination diagnosis will be to increase the number of reconstructed components used to model the vibratory behaviour, which are actually used as features in the diagnosis process. This obviously improves the reconstruction of the measured signal and will increase the diagnosis capabilities of the suggested method as shown in Figure 13 . It should be noted that the distances between the different categories/clusters in Figure 14 are rather small. Thus an enhancement procedure is desirable which will increase the distances between the different categories. Work is currently being undertaken to address this issue.
In this study just the two dimensional space of the first two RCs was used mainly for visualisation purposes, but a pattern recognition approach can be developed in higher dimension space using more RCs, which will increase the capabilities of the suggested method.
Conclusions
In this paper a methodology is suggested, which utilizes MSSA for the purposes of vibration analysis and damage assessment in structures using their free decay response. This study uses the methodology for the purposes of vibration-based damage assessment and it demonstrates its application for two case studies. The main aim of this study is to introduce and establish the method and we do this using two applications: for a simulated 2 DoF system and for an experimental case study of a composite beam. At this stage we have attempted damage and delamination detection and we have studied the changes of the first two PCs with different sizes and extents of the damage. Our results show that the first two PCs can be used for damage/delamination detection and furthermore they can be used for categorical damage estimation and localization. Thus at this stage we only claim crude capabilities of the method for localization and size estimation in terms of rather large categories defined. More precise damage estimation and localization are objects of further studies in order to establish different capabilities of the introduced methodology.
