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Abstract
The index of a graph is the largest eigenvalue (or spectral radius) of its adjacency matrix. We consider the problem of ordering
graphs by the index in the class of connected graphs with a ﬁxed order n and index belonging to the interval (2,
√
2 + √5). For any
ﬁxed n (provided that n is not too small), we order a signiﬁcant portion of graphs whose indices are close to the end points of the
above interval.
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1. Introduction
For basic notions and terminology on the spectral graph theory the reader is referred to [7,8]. To make the paper
more self-contained, we will give a few basic facts. The spectrum of a simple graph G is the spectrum of AG, the
adjacency matrix of G. The largest eigenvalue (note all of them are real) is called the index (or spectral radius) of G,
and is denoted by (G). In the case of connected graphs, the index is a simple root of (G, x) (= det(xI − AG)), the
characteristic polynomial of G. An interesting problem that arises in the context of graph eigenvalues is to order graphs
in some class with respect to the index. Note that all the graphs considered for an ordering by index are connected.
The study of this ordering was initiated by Collatz and Sinogowitz [5] in 1957. Lovász and Pelikán [12] proved that
the star K1,n−1 has the largest index, while the path Pn has the smallest index in the set of trees of order n. In 1979, Li
and Feng [11] gave some useful theorems which compare the indices of graphs obtained under certain modiﬁcations
(see [8] for more details).
The value
√
2 + √5=√+ 1/√ (where  is the golden mean) as the upper bound of the index of a class of graphs
has been considered in many papers (see [10]). In [6,4] the authors determined all graphs with index in the interval
(2,
√
2 + √5), and they proved that for any ﬁxed order n all these graphs are trees of diameter d = n − 3 or n − 2.
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It is also worth mentioning that each of these graphs is determined by its spectrum (see [9]). In this paper we study
the ordering of graphs of a ﬁxed order whose indices are in the above interval. Such ordering was considered also in
[17,2,1].
In particular, the authors of [17] gave an asymptotic ordering for these trees with respect to the index, and they also
suggested an interesting problem (see [17, Theorem 3]). In this paper we will attack this problem from the following
point of view. We ﬁrst ﬁx n, the order of the graphs in question, and then the diameter d (=n − 3 or n − 2). Then we
collocate all of these trees in two different tables, where each row consists of all trees with two vertices of degree 3
at equal distance or this distance decreases by 1 from one element to the next (the trees of diameter d = n − 2 are
appropriately inserted in the tables). Some partial orderings are given for the elements of the ﬁrst and the second table.
Such orderings permit us to totally order a signiﬁcant portion of graphs whose indices are close to the end points of
the interval (2,
√
2 + √5). For the remaining trees, besides the partial orderings mentioned above, we conjecture that
some other inequalities are to be veriﬁed. Furthermore, our results give the solution of the problem suggested in [17]
for d = 4r + 2, and a partial solution for d = 4r + 2.
It is worthwhile to observe that this topic is very useful for some investigations in physics and chemistry. The authors
of [17], using the asymptotic ordering determined in their paper, gave some interesting applications about the order-
ing of acyclic Kekulean molecules with large HOMO–LUMO separation. We recall that HOMO–LUMO separation
(i.e. the difference between the least positive and the greatest negative eigenvalues of a molecular graph) is an important
parameter in chemistry, which is extensively studied. We expect that our results will give some improvements to the
applications from [17].
In [14], the author (answering a question posed by Hoffman) proved that for any 
√
2 + √5 there exists a sequence
of graphs G1,G2, . . . such that limi→∞ (Gi)=. Thus, to determine (and order by the index) the graphs with indices
greater than
√
2 + √5 seems to be rather intricate. In [3], the authors of this paper have already investigated the
ordering of graphs belonging to the classTn,n−3 (see Section 2 for the deﬁnition) whose indices are in the intervals
(
√
2 + √5, 32
√
2) and ( 32
√
2,
√
2
√
1 + √2) (see also [16]).
The plan of the paper is as follows. In Section 2 we give some notations and basic tools which will be used later. In
Section 3 we examine the ordering of those graphs whose index is close to 2, and in Section 4 we examine the ordering
of graphs whose index is close to
√
2 + √5.
2. Notations and basic tools
LetTn,d be the class of trees of order n and diameter d. Throughout this paper, if not told otherwise, we assume
that d = n − 3.
In Tn,d we can consider a large subset of caterpillars (trees in which a removal of all pendant vertices makes it
a path, see [15]) denoted by T∗n,d , which consists of all trees of order n, diameter d = n − 3 and with two vertices
of degree 3. In T∗n,d we can say that the vertices of degree 3 are at positions i and j (i = j) (see Fig. 1). Then we
denote such a caterpillar by Mdi,j , where i and j (0< i < j <d) are the vertices of degree 3 in Pd+1, the path of length
d. Clearly, Mdi,j = Mdd−j,d−i . Let k = j − i be the distance between the vertices of degree 3 in Mdi,j ; it will be called
gap. Note that, 1kd − 2.
We will also consider the graphs Md0,j (0<j <d − 1; see Fig. 2) which do not belong to the set Tn,d (since d
is not the diameter of the corresponding graph). We will usually encounter such graphs as the result of some graph
perturbations. Clearly, Md0,j = Md0,d−j−1. So the gap k of this graph can be taken to be either j or d − j − 1.
For d4, the graphs inTn,d\T∗n,d are the trees Mdi (0< i <d) and Ndi (1< i <d − 1) deﬁned as follows: Mdi is
the caterpillar consisting of a path of length d having a vertex of degree 4 at position i, while Ndi is a tree consisting
Fig. 1. The graph Md
i,j
.
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Fig. 2. The graph Md0, j .
Fig. 3. Graphs inTn, d\T∗n, d .
of a path of length d having a hanging path of length 2 attached to the vertex i (see Fig. 3). Clearly, Mdi = Mdd−i and
Ndi = Ndd−i .
For d4, the setTn, d is the (disjoint) union of the following types of trees:
1. Mi,j (see Fig. 1).
2. Mi (see Fig. 3).
3. Ni (see Fig. 3).
Note that, as in the above situations, if d is kept ﬁxed it can be omitted from our notation. We will need the following
lemmas in the next section.
Lemma 2.1 (Li and Feng [11]). Let G(m, n) be a graph obtained from a non-trivial connected graph G by adding at
some ﬁxed vertex two hanging paths whose lengths are m and n. If mn1 then
(G(m, n))> (G(m + 1, n − 1)).
Lemma 2.2 (Cvetkovic´ et al. [8]). Let G′ be a graph obtained from a connected graph G by inserting in an edge e a
vertex of degree 2. Then, if G is not a double snake Tn (=Mn−31,n−4), or a cycle Cn, we have:
(i) if e lies on an internal path then (G′)< (G);
(ii) if e does not lie on an internal path then (G′)> (G).
If G = Tn and G′ = Tn+1, or G = Cn and G′ = Cn+1, then (G′) = (G) = 2.
Lemma 2.3 (Schwenk [13]). Let G be a (simple) graph. Denote by C(v) (C(e)) the set of all cycles in G containing
a vertex v (resp. an edge e = uv). Then we have:
(i) (G, x) = x(G − v, x) −∑w∼v(G − v − w, x) − 2∑C∈C(v)(G − V (C), x),
(ii) (G, x) = (G − e, x) − (G − v − u, x) − 2∑C∈C(e)(G − V (C), x).
We assume that (G, x) = 1 if G is the empty graph (i.e. with no vertices).
In Table 1 we consider all trees inT∗n,n−3 (i.e. the trees denoted by Mdi,j ). For every k (1kd − 2) we have a
horizontal line in the table that contains all treesMi,i+k (1 i(d−k)/2). A vertical line contains all treesMi,j (i < j)
in which the position of vertex i is ﬁxed. So we arrange all trees from T∗n,n−3 in the table form in which they are
ordered with respect to gap k, and the position of vertex i.
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Table 1
Graphs inT∗n,n−3
k = d − 2 M1,d−1
k = d − 3 M1,d−2
k = d − 4 M1,d−3 M2,d−2
k = d − 5 M1,d−4 M2,d−3
. . . . . . . . . . . .
k M1,k+1 M2,k+2 . . . M
(d−k)/2,
(d+k)/2
. . . . . . . . . . . . . . . . . .
k = 1 M1,2 M2,3 . . . . . . . . . M
(d−1)/2,
(d+1)/2
The classTn,n−3 is to a big extent covered by the classT∗n,n−3. In the next lemmas (see [2,17] for details) a partial
ordering with respect to the index for trees inT∗n,n−3 is given. The main result in [2] is the following lemma.
Lemma 2.4. Let Gdi = Mdi,i+k (with Gd0 = Md0,k). Then, for any ﬁxed d, it holds that:
(i) if d > 2(k − 1) then (Gi)< (Gj ) for all 0 i < j
(d − k)/2,
(ii) if d < 2(k − 1) then (Gi)> (Gj ) for all 0 i < j
(d − k)/2,
(iii) if d = 2(k − 1) then (Gi) = (Gj ) for all 0 i < j
(d − k)/2.
The consequence of the previous lemma is that the trees on any ﬁxed row of Table 1 are totally ordered with respect
to the index. So we next need to compare the indices of trees from different rows. The following lemma gives a
partial answer to this question, i.e. we obtain a total ordering of the trees, with respect to the index, for the diagonals
(i, j), (i + 1, j), (i + 2, j), . . . , and for the columns of Table 1.
Lemma 2.5. For d5 the following holds:
(i) (Mi−1,j ) < (Mi,j ), with 1 i < j ;
(ii) (Mi,j )< (Mi,j−1), with 1 i < j − 1;
(iii) (M0,j ) < (M0,j−1), with j
(d + 2)/2.
Proof. Assume ﬁrst that i = 1 in (i). Consider a tree M = Md−1i−1,j−1 and let  = (M). We ﬁrst insert a vertex (of
degree 2) between the vertices i − 1 and j − 1 in M to get a tree M ′ (=Mdi−1,j ). By Lemma 2.2(i) (M ′)< . We next
insert a vertex (of degree 2) between 0 and i − 1 in M to get a tree M ′′ (=Mdi,j ). By Lemma 2.2(ii) (M ′′)> , and so
(i) follows for i = 1. If i = 1 then (M0,j ) < (M1,j ) (by Lemma 2.1), and this completes the proof of (i). Similarly,
we prove (ii). Finally, (iii) is a consequence of Lemma 2.1, and this completes the proof. 
Lemma 2.6 (Belardo et al. [2]). If j − i(d + 2)/2 then (Mdi,j )<
√
2 + √5.
It immediately follows from Lemmas 2.4 and 2.5 that Table 1 is partially ordered. We illustrate this ordering in
Table 2 by taking d ≡ 2 (mod 4). Note that graphs of the type M0,j (with gap k = j ) are added to the upper left part of
the table. We also put G<G′ if (G)< (G′), and G = G′ if (G) = (G′).
The ordering of graphs at diagonal positions (i.e. Lemma 2.5(i)) will be considered in Tables 3 and 4. Similar tables
can be easily obtained for the remaining three cases.
In this paper we order by index the graphs having index in the interval (2,
√
2 + √5); in [6,4], all graphs with
index in the interval (2,
√
2 + √5) were determined (see also [17]). We next list all graphs with index in the interval
(2,
√
2 + √5) by using our notation:
(a) The graphs Md0,1 (d7) and Md0,k (k2, d − k4).
(b) The graphs Mdi,i+k , where 1 i(d − k)/2 and k(d + 2)/2.
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Table 2
Table 1 with the ordering given by Lemmas 2.4 and 2.5(ii) and (iii)
M0,d−1
∧
. . . > . . .
∧ ∧
M0,k > M1,k+1 > . . . > M
(d−k)/2,
(d+k)/2
(
k >
d + 2
2
)
∧ ∧ ∧ ∧
. . . > . . . > . . . > . . .
∧ ∧ ∧ ∧
M0,(d+2)/2 = M1,(d+4)/2 = . . . = . . . = M(d−2)/4,(3d+2)/4
(
k = d + 2
2
)
∧ ∧ ∧ ∧ ∧
M0,d/2 < M1,(d+2)/2 < . . . < . . . < M(d−2)/4,(3d−2)/4
(
k = d
2
)
∧ ∧ ∧ ∧
. . . < . . . < . . . < . . .
∧ ∧ ∧ ∧
M1,k+1 < . . . < . . . < . . . < M
(d−k)/2,
(d+k)/2
(
k <
d
2
)
∧ ∧ ∧ ∧ ∧
. . . < . . . < . . . < . . . < . . .
∧ ∧ ∧ ∧ ∧
M1,2 < . . . < . . . < . . . < . . . < M(d−2)/2,d/2
Table 3
Graphs with the index close to 2
M0,d−2 < M1,d−2 < M2,d−2
∧ ∧ ∧
. . . < . . . < . . . < . . .
∧ ∧ ∧ ∧
M0,d−i < M1,d−i < M2,d−i < . . . < Mi,d−i
∧ ∧ ∧ ∧ ∧
. . . < . . . < . . . < . . . < . . . < . . .
∧ ∧ ∧ ∧ ∧ ∧
M0,(3d+2)/4 < M1,(3d+2)/4 < M2,(3d+2)/4 < . . . < . . . < . . . < M
(d−2)/4,(3d+2)/4
Table 4
Graphs with the index close to
√
2 + √5
M0,(3d+2)/4 < M1,(3d+2)/4 < M2,(3d+2)/4 < . . . < . . . < . . . < M
(d−2)/4,(3d+2)/4
∧ ∧ ∧ ∧ ∧ ∧
. . . < . . . < . . . < . . . < . . . < . . .
∧ ∧ ∧ ∧ ∧
M0,
(d+2)/2+i < M1,
(d+2)/2+i < M2,
(d+2)/2+i < . . . < Mi,
(d+2)/2+i
∧ ∧ ∧ ∧
. . . < . . . < . . . < . . .
∧ ∧ ∧
M0,
(d+6)/2 < M1,
(d+6)/2 < M2,
(d+6)/2
∧ ∧
M0,
(d+4)/2 < M1,
(d+4)/2
∧ ∧
M0,
(d+2)/2 < M1,
(d+2)/2
∧
M0,
d/2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Fig. 4. Graphs with index in (2,
√
2 + √5) which are not inT∗n,n−3.
(c) The graphs M41,2, M82,6, M102,7, M133,10 and M153,11; the graph Md1,(d+2)/2 for d even and 6; the graphs Md1,(d+3)/2,
Md2,(d+5)/2, M
d
1,(d+1)/2 for d odd and 9.
(d) The graphs depicted in Fig. 4; these graphs form a subset ofTn,d\T∗n,d .
3. Graphs with the index close to 2
We now consider the graphs from Table 2 having the gap equal to or greater than (d + 2)/2. These graphs have the
index less than
√
2 + √5. Let us then rewrite the upper part of Table 2 so that in the rows we have the graphs Mi,j with
ﬁxed j, and in the columns the graphs Mi,j with ﬁxed i. In short, the diagonal entries of Table 2 become the rows in
Table 3. Note that the ordering in Table 3 follows directly from Lemma 2.5 while the inequalities coming from Lemma
2.4 should be inserted in the diagonals: M0,d−i ,M1,d−i+1, . . . . We omit to consider the graphs M0,d−1 and M1,d−1
(from Table 2) because the indices of these graphs are not in our interval.
We next prove the following inequality:
(Mdi,d−i ) < (M
d
0,d−i−1) (1)
for i < 
(d − 2)/4. After proving inequality (1) we can immediately see that the graphs of Table 3 are totally ordered
by the index. Since Md0,d−i−1 = Md0,i , we only need prove the inequality
(Mdi,d−i ) < (M
d
0,i )
for i < 
(d − 2)/4.
To complete this task we will consider four cases, namely d ≡ 0, 1, 2, 3 (mod 4).
Case 1: d = 4r , 
(d − 2)/4 = r − 1.
Theorem 3.1. For r > 2 we have
(M4rr−2,3r+2) = (M2r0,r−2).
Proof. We prove this theorem by comparing the characteristic polynomials of both graphs decomposed iteratively by
using Lemma 2.3.
Let us ﬁrst consider the graph M2r0,r−2. Applying Lemma 2.3(i) at the vertex r − 1 we get (recall that by the same
lemma we have x(Pr , x) = (Pr+1, x) + (Pr−1, x))
(M2r0,r−2, x) = x2(Pr+1, x) − x(Pr−1, x)(Pr+1, x) − (Pr+1, x)(Pr , x)
=(Pr+1, x)[x(Pr+1, x) − (Pr , x) − x(Pr−1, x)]
=(Pr+1, x)[(Pr+2, x) − x(Pr−1, x)].
Clearly, the factor of (M2r0,r−2, x) containing the index is (Pr+2, x) − x(Pr−1, x) (since all eigenvalues of Pr+1
are less than 2).
Now we prove that the characteristic polynomial of the graph M4rr−2,3r+2 contains the same factor.
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Then by applying Lemma 2.3(i) to the graph M4rr−2,3r+2 at the central vertex (i.e. the vertex 2r) we obtain
(M4rr−2,3r+2, x) = x2(M2r−20,r−3, x) − 2(M2r−20,r−3, x)(M2r−30,r−3, x)
=(M2r−20,r−3, x)[x(M2r−20,r−3, x) − 2(M2r−30,r−3, x)]
=(M2r−20,r−3, x)[(M2r−10,r−3, x) − (M2r−30,r−3, x)].
In this case the index is in the factor (M2r−10,r−3, x) − (M2r−30,r−3, x).
Now applying Lemma 2.3(i) to the graph M2r−10,r−3 at the vertex r − 2 we get
(M2r−10,r−3, x) = x(Pr , x)(Pr+1, x) − x(Pr−2, x)(Pr+1, x) − 2(Pr , x)
=(Pr , x)(Pr+2, x) − x(Pr−2, x)(Pr+1, x).
In a similar way by applying Lemma 2.3(i) to the graph M2r−30,r−3 at the vertex r − 2 we obtain
(M2r−30,r−3, x) = x(Pr , x)(Pr−1, x) − x(Pr−2, x)(Pr−1, x) − (Pr , x)(Pr−2, x)
=(Pr , x)[x(Pr−1, x) − (Pr−2, x)] − x(Pr−2, x)(Pr−1, x)
=2(Pr , x) − x(Pr−2, x)(Pr−1, x).
Now we combine the above decompositions and get
(M2r−10,r−3, x) − (M2r−30,r−3, x) = (Pr , x)[(Pr+2, x) − (Pr , x)] − x(Pr−2, x)(Pr+1, x)
+ x(Pr−2, x)(Pr−1, x)
=(Pr , x)[(Pr+2, x) − x(Pr−1, x)] + (Pr , x)(Pr−2, x)
− x(Pr−2, x)(Pr+1, x) + x(Pr−2, x)(Pr−1, x)
=(Pr , x)[(Pr+2, x) − x(Pr−1, x)] − (Pr−2, x)[x(Pr+1, x)
− (Pr , x) − x(Pr−1, x)]
=(Pr , x)[(Pr+2, x) − x(Pr−1, x)] − (Pr−2, x)
× [(Pr+2, x) − x(Pr−1, x)]
= [(Pr , x) − (Pr−2, x)][(Pr+2, x) − x(Pr−1, x)].
Since(Pr−1, x)[(Pr , x)−(Pr−2, x)]=(P2r−1, x), the index of the graphM4rr−2,3r+2 is in the factor(Pr+2, x)−
x(Pr−1, x). Then the two graphs M4rr−2,3r+2 and M2r0,r−2 share the same factor containing the index.
This completes the proof. 
Corollary 3.2. For r > 2 we have
(M4rr−2,3r+2)< (M4r0,r−2).
Proof. By Lemma 2.2 we have (M2r0,r−2)< (M4r0,r−2). This completes the proof. 
Corollary 3.3. For 2< i < r we have
(M4rr−i,3r+i ) < (M4r0,r−i ).
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Proof. By Theorem 3.1, for t > 2 we have that (M4tt−2,3t+2)= (M2t0,t−2). For i > 2, let us put t = r − i + 2. Then by
Lemma 2.2 we have the following chain of inequalities:
(M4rr−i,3r+i ) < (M
4(r−i+2)
r−i,3(r−i+2)+2) = (M2(r−i+2)0,r−i ) < (M4r0,r−i ).
This completes the proof. 
Case 2: d = 4r + 1, 
(d − 2)/4 = r − 1.
Theorem 3.4. For r > 2 we have
(M4r+1r−2,3r+3)< (M
4r+1
0,r−2).
Proof. The following chain of inequalities follows from Corollary 3.2 and Lemma 2.2:
(M4r+1r−2,3r+3)< (M
4r
r−2,3r+2)< (M4r0,r−2)< (M
4r+1
0,r−2).
This completes the proof. 
Corollary 3.5. For 2< i < r we have
(M4r+1r−i,3r+i+1)< (M
4r+1
0,r−i ).
Proof. The following chain of inequalities follows from Lemma 2.2 and Corollary 3.3:
(M4r+1r−i,3r+i+1)< (M
4r
r−i,3r+i ) < (M4r0,r−i ) < (M
4r+1
0,r−i ).
This completes the proof. 
Case 3: d = 4r + 2, 
(d − 2)/4 = r .
Theorem 3.6. For r > 1 we have
(M4r+2r−1,3r+3) = (M3r0,r−1).
Proof. The proof is similar to Theorem 3.1.
Consider ﬁrst the graph M3r0,r−1. Applying Lemma 2.3(i) at the vertex r we get
(M3r0,r−1, x) = x2(Pr , x)(P2r+1, x) − (Pr , x)(P2r+1, x)
− x(Pr−1, x)(P2r+1, x) − x(Pr , x)(P2r , x)
= (x2 − 1)(Pr , x)(P2r+1, x) − x2(Pr−1, x)2(Pr , x)
+ 2x2(Pr−1, x)(Pr , x) − x(Pr , x)(P2r , x)
(note that (P2r+1, x) = x2(Pr , x) − 2(Pr , x)(Pr−1, x))
=(Pr , x){[(x2 − 1)(P2r+1, x) − x(P2r , x)]
+ [−x2(Pr−1, x)(Pr , x) + 2x2(Pr−1, x)]}
(note that(P2r+3, x) = (x2 − 1)(P2r+1, x) − x(P2r , x))
=(Pr , x){(P2r+3, x) + [2x2(Pr−1, x) − x2(Pr−1, x)(Pr , x)]}.
Clearly, the factor of (M3r0,r−1, x) containing the index is (P2r+3, x) + [2x2(Pr−1, x) − x2(Pr−1, x)(Pr , x)].
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Now we prove that the characteristic polynomial of the graph M4r+2r−1,3r+3 contains the same factor. Applying
Lemma 2.3(i) to the graph M4r+2r−1,3r+3 at the central vertex (i.e. the vertex 2r + 1) we obtain
(M4r+2r−1,3r+3, x) = x2(M2r−10,r−2, x) − 2(M2r−10,r−2, x)(M2r−20,r−2, x)
=(M2r−10,r−2, x)[x(M2r−10,r−2, x) − 2(M2r−20,r−2, x)]
=(M2r−10,r−2, x)[x2(Pr+1, x) − x2(Pr−1, x)(Pr , x)
− 2(Pr , x)(Pr+1, x) + 2x2(Pr−1, x)].
In this case the index is in the factor
x2(Pr+1, x) − x2(Pr−1, x)(Pr , x) − 2(Pr , x)(Pr+1, x) + 2x2(Pr−1, x)
= [x2(Pr+1, x) − 2(Pr , x)(Pr+1, x)] + [2x2(Pr−1, x) − x2(Pr−1, x)(Pr , x)]
= (P2r+3, x) + [2x2(Pr−1, x) − x2(Pr−1, x)(Pr , x)].
Hence, the graphs M4r+2r−1,3r+3 and M
3r
0,r−1 share the same factor containing the index. This completes the proof. 
Corollary 3.7. For r > 1 we have
(M4r+2r−1,3r+3)< (M
4r+2
0,r−1).
Proof. Similar to Corollary 3.2. 
Corollary 3.8. For 1< i < r we have
(M4r+2r−i,3r+i+2)< (M
4r+2
0,r−i ).
Proof. Similar to Corollary 3.3. 
Case 4: d = 4r + 3, 
(d − 2)/4 = r .
Theorem 3.9. For r > 1 we have
(M4r+3r−1,3r+4)< (M
4r+3
0,r−1).
Proof. Similar to Theorem 3.4. 
Corollary 3.10. For 1< i < r we have
(M4r+3r−i,3r+i+3)< (M
4r+3
0,r−i ).
Proof. The following chain of inequalities follows from Corollary 3.8 and Lemma 2.2:
(M4r+3r−i,3r+i+3)< (M
4r+2
r−i,3r+i+2)< (M
4r+2
0,r−i ) < (M
4r+3
0,r−i ).
This completes the proof. 
Collecting the above results we arrive to our main result in this section:
Theorem 3.11. Let
h =
{
r − 2 if d = 4r or d = 4r + 1,
r − 1 if d = 4r + 2 or d = 4r + 3.
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Then the following order for the indices holds:
(M0,d−2)< (M1,d−2)< (M2,d−2)
< (M0,d−3)< · · ·< (Mh,d−h)< (M0,d−h−1(=M0,(3d+2)/4)).
All other graphs, with the index in the interval (2,
√
2 + √5), have the index greater than (M0,(3d+2)/4) (see
Remark 1).
We observe that the inequality in (1) changes its direction for any i > h + 1. Indeed, for such values of i, the gap of
the graphs Mdi,d−i is k = d − 2i. Furthermore, it is easy to prove that k < (d + 2)/2 and that the graphs in question do
not belong to the set described as in (c). Therefore, to prove that the inequality in (1) changes its direction for i > h, it
is sufﬁcient to prove it only for i = h + 1. Recall ﬁrst that M0,d−h−2 = M0,h+1 = M . Then we arrive at the following
conjecture.
Conjecture 1.
(M)< (Mh+1,d−h−1) (2)
for d > 13.
Note. By a computer evidence this conjecture seems to be true. If it holds, we will then have a complete answer to the
problem posed in [17].
Theorem 3.12. Let d = 4r + 1> 13 and assume that
(M4r+10,r−1)< (M
4r+1
r−1,3r+2)
holds. Then we have:
(i) (M4r0,r−1)< (M4rr−1,3r+1);
(ii) (M4r−10,r−1)< (M4r−1r−1,3r ) (note that 4r − 1 = 4(r − 1) + 3);
(iii) (M4r−20,r−1)< (M4r−2r−1,3r−1) (note that 4r − 2 = 4(r − 1) + 2).
Proof. By Lemma 2.2 the following inequalities hold:
(M4r−20,r−1)< (M
4r−1
0,r−1)< (M
4r
0,r−1)< (M
4r+1
0,r−1)
< (M4r+1r−1,3r+2)< (M
4r
r−1,3r+1)< (M
4r−1
r−1,3r )< (M
4r−2
r−1,3r−1).
This completes the proof. 
By Theorem 3.12, to prove Conjecture 1 it is sufﬁcient to prove (for d = 4r + 1> 13) the following inequality:
(M4r+10,r−1)< (M
4r+1
r−1,3r+2).
The two graphs in question are depicted in Figs. 5 and 6.
Fig. 5. The graph M4r+1
r−1,3r+2.
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Fig. 6. The graph M4r+10,r−1.
In Remark 2 we prove Conjecture 1 for d = 4r + 2.
Remark 1. Recall ﬁrst that any graph other than M0,(3d+2)/4, with the index in the interval (2,
√
2 + √5), has the
index greater than (M0,(3d+2)/4). The graph N2 has the index greater than (M0,
d/2) (see [17]), and therefore it
has the index greater than (M0,(3d+2)/4). For any other graph Mi,j , with the index in the interval (2,
√
2 + √5), we
consider the graph Mi,(3d+2)/4. For any such graph Mi,j , it is easy to observe that i(d − 2)/4 (see Table 4). Then,
by the chain of inequalities described in Table 4, we have that
(Mi,j )(Mi,(3d+2)/4)(M0,(3d+2)/4),
where the equality can hold only on one side.
Remark 2. The inequality (M0,h+1)< (Mh+1,d−h−1) for d = 4r + 2 is an immediate consequence of the orderings
described in Tables 2 and 3. Indeed (Mh+1,d−h−1)= (M0,(d+2)/2)> (M0,(3d+2)/4). So Conjecture 1 is true for the
case d = 4r + 2.
4. Graphs with the index close to
√
2 + √5
Now we consider the graphs with the indices close to but less than
√
2 + √5. We extend Table 3 below the bottom
line with graphs having the index less than
√
2 + √5 (note that 0 i(d − 2)/4) and we obtain Table 4.
Note that the ﬁrst ﬁve graphs from (c) are not considered in Table 4.
In the case that d is even and 12, the only graphs, with the gap less than (d + 2)/2, are M0,d/2 and M1,(d+2)/2.
Also by Lemma 2.4 we have that all graphs Mi,(d+2)/2+i have the same index. In particular, we have (M0,(d+2)/2) =
(M1,(d+4)/2) = · · · = (M
(d−2)/4,(3d+2)/4) = ¯.
Considering the orders given in the previous tables we get
(M1,(d+6)/2)< (M0,(d+4)/2)< ¯< (M0,d/2)< (M1,(d+2)/2).
Consider now the case when d is odd and 17. The graphs with the gap less than (d +2)/2 are M0,(d−1)/2, M0,(d+1)/2,
M1,(d+1)/2, M1,(d+3)/2 and M2,(d+5)/2. Excluding the previous graphs we have that the largest indices in Table 4 are
achieved by one of the graphs M0,(d+3)/2 and M1,(d+5)/2, but by Lemma 2.4 we have (M1,(d+5)/2)< (M0,(d+3)/2).
By the same lemma we also have the following chain of inequalities:
(M0,(d−1)/2)< (M1,(d+1)/2)
(M0,(d+1)/2)< (M1,(d+3)/2)< (M2,(d+5)/2).
So it remains to consider the graph N2.
Theorem 4.1. If d is even then the graphs P1 ∪ Nd2 and P2 ∪ Md−11,d/2 are cospectral.
Proof. Consider ﬁrst the graph P1 ∪ Nd2 . By applying Lemma 2.3(i) at a vertex of degree 1 that is at the minimum
distance from the vertex of degree 3, we have
x(Nd2 , x) = x[x(Md−10,1 , x) − (Pd+1, x)].
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Now we apply the same lemma at the vertex of degree 1 adjacent to the vertex of degree 3 for Md−10,1 . Note that
Lemma 2.3 implies that x(Pt , x) = (Pt+1, x) + (Pt−1, x) for paths. Then we have
x[x(Md−10,1 , x) − (Pd+1, x)] = x{x[x(Pd+1, x) − (P2)(Pd−2, x)] − (Pd+1, x)}
= x[(x2 − 1)(Pd+1, x) − x(x2 − 1)(Pd−2, x)]
= x(x2 − 1)[(Pd+1, x) − x(Pd−2, x)].
Consider now the graph P2 ∪ Md−11,d/2. In a similar way we obtain the following chain of equalities:
(P2 ∪ Md−11,d/2, x) = (x2 − 1)[x(Md−21,d−2, x) − (P(d−2)/2, x)(M(d−4)/21,(d−4)/2, x)]
= (x2 − 1){x[x(Pd, x) − x(Pd−2, x)] + x[−(P(d−2)/2, x)(Pd/2, x)
+ (P(d−4)/2, x)(P(d−2)/2, x)]}
= x(x2 − 1)[x(Pd, x) − x(Pd−2, x) − (Pd−1, x)]
= x(x2 − 1)[(Pd+1, x) − x(Pd−2, x)].
So the two graphs in question are cospectral. This completes the proof. 
Corollary 4.2. For d even, we have
(Md1,(d+2)/2)< (N
d
2 ).
Proof. (Md1,(d+2)/2)< (M
d−1
1,d/2) = (Nd2 ) and the assertion follows. 
Corollary 4.3. For d odd, we have
(Md1,(d+3)/2)< (N
d
2 )< (M
d
1,(d+1)/2).
Proof. By Lemma 2.2 the following chain of inequalities holds:
(Nd2 )> (N
d−1
2 ) = (Md−21,(d−1)/2)> (Md−11,(d+1)/2)> (Md1,(d+3)/2),
(Nd2 )< (N
d+1
2 ) = (Md1,(d+1)/2).
This completes the proof. 
Collecting the above results we arrive to the main result of this section:
Theorem 4.4. The graphs with the indices closest to but less than
√
2 + √5 are in the following order:
(i) For d even and 12,
(Md0,(d+6)/2)< (M
d
0,(d+4)/2)< ¯< (M
d
0,d/2)< (M
d
1,(d+2)/2)< (N
d
2 ).
(ii) For d odd and 17,
(Md1,(d+5)/2)< (M
d
0,(d+3)/2)< (M
d
0,(d+1)/2)< (M
d
1,(d+3)/2)< (N
d
2 )< (M
d
1,(d+1)/2).
Anyway (for d odd) it remains to collocate the following graphs Md0,(d−1)/2 and Md2,(d+5)/2. By the main results
in [17] and by Lemma 2.1 we have that (Md0,(d−1)/2) ∈ ((Md0,(d+1)/2), (Nd2 )), while by Lemma 2.4 we have
(Md1,(d+3)/2)< (M
d
2,(d+5)/2).
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Conjecture 2. If d is odd and 9 then:
(i) (Md0,(d−1)/2)< (Md1,(d+3)/2);
(ii) (Md2,(d+5)/2)< (Nd2 ).
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