Combining adaptive technology and the Extended Kalman filtering (EKF), the spacecraft attitudes are determined based on the measurements from sun sensors, earth sensors and magnetometer. The adaptive choice of the measurements noise covariance matrix and process noise covariance matrix is the main contribution of this proposed paper. The approach is applied to the attitude estimation system of Quicksat simulator successfully.
INTRODUCT
As well known, the application of Kalman filtering to real problems has to depend on the assumptions about having the priori knowledge for the mean _ square variance in both of the state and observation processes (see Kalman 1961) . In the most application of Kalman filter, by the empirical data or computer simulation, a priori statistics are selected as constants (see Jazwinski 1970) . In this case, the non-adaptive estimation may be satisfactory over some global operating regimes, the bad results may appear if the priori statistics are locally as a time function, specially, in the presence of unknown system disturbances. In general optimal state estimators such as Kalman filter, the optimal estimation for the mean-square variance matrices of the state and observation processes does not exist, for improving the problem, many suboptimal schemes have been presented, which estimate one or several parameters of the mean-square variance matrices of the state and observation processes with states (see Weiss 1970) . However, the most of these developments are either too restrictive for nonlinear system such as satellite attitude estimation, or are computationally demanding (see Abramson 1968) . Similar to the Abramson' works, an adaptive sequential approach was presented (see Myers 1976) . In the Myers's work, the sequential estimators are derived for suboptimal adaptive state estimation, however, the scheme was only used to obtain good state model off line.
The EKF have been applied in some spacecraft attitude determination systems (see Clement 1999). Some tuning methods for covariance matrices of the system model error and measurements noises are used, however, these methods such as automatic tuning approach and genetic algorithm are so complicated that its running needs more than one week. These methods only can be used off line so that they are not suitable to the systems with randomly disturbances. In the proposed work, the Myers' work is developed to implement spacecraft attitude adaptive estimation on line. For demonstrating the effectiveness of the approach, it is applied to the attitude estimation system of Quicksat simulator successfully, which is a satellite simulation system with nonlinearity and unknown priori knowledge about measurement noise and process noise.
The observation of the processor is assumed to occur at time discrete point in accordance with the linear relationship
where state vector n k R x ∈ and measurement vector m k R z ∈ , the covariance matrices for the zeros mean vector w k and v k are given
It is assumed that the system is completely observable and controllable. The action of optimal Kalman filtering is to estimate the system states based on the measurements information.
Define the estimation error and its covariance matrix to be
The Kalman filter is follows 
b meas is attached to a rotating vehicle and system vector, b orb is a reference coordinate system vector. The objective is to compute $ q , the minimum variance estimate of q . The dynamic motion equation of an arth orbit satellite and the kinematic equation of the satellite can be found in text book such as (Hughes 1986) . r T c is the control torque, r T s is the gravity gradient torque, also the Ω ( ) r ω s and q are defined as 
The state vector estimate obtained from EKF includes the spacecraft angular velocities as well as quaternion with respect to the spacecraft frame. To avoid the matrix singularity, the scalar part of the quaternion q 0 is not be estimated so that the rank of some relative matrices. To reconstruct the full quaternion, the first element of the quaternion is obtained from follows 
CALCULATION OF KALMAN GAIN
where P k k +1/ is 6 6 × perturbation covariance matrix at time k + 1 given the measurement at time k . K k +1 is Kalman gain matrix, R is 3 3 × measurement error covariance matrix, and H k +1 is a 3 6 × matrix (for only one observation vector), if sun sensor and/or earth sensor are available, the matrix R and H k +1 are expanded to 6 6 × , they are defined as follows respectively 
UPDATA THE STATE
The increased quantity of the updated state vector
When propagation the state and the attitude quaternion, the full quaternion must be handled carefully to obtain a proper rotation. Therefore, in these steps of the algorithm, the quaternion have to be handled separately from the angular velocity. The propagation of angular velocity vector is
The quaternion must be propagated through the
where the ∆ T is the time between two measurements, also ω ω ω ω = + + 
ATTITUDE ESTIMATION WITH SELF_TUNING PARAMETERS
Since the good choice of Q and R are important for obtaining good attitude estimates through the EKF approach. However , rigorous approaches for tuning the filter parameters are consuming and ad hoc approaches can lead to inadequate or improper results (see Gemson 1998). Based on Myers' work , in the above EKF, the following self_tuning choice method of parameters matrices Q and R are used.
For the measurement noise statistics, the linearized observation and updated estimation attitude vector relationship at a given observation time k is given
The following sample mean is taken as an unbiased estimate for r
The expected value of the above
Here an unbiased estimate of R can be related as 
SELF_TUNING ATTITUDEESTIMATION ALGORITHM
The above EKF attitude estimation algorithm can be synthesized as the following steps If the cost are not satisfied, update measurement noise covariance and process noise covariance matrix R and Q by Eqn. (3.5) and (3.10), then, return step 2, and repeat from step 2 to step 8. 9.
If the cost are satisfied , return step 2, and repeat step 2 to step 7.
SIMULATION RESULTS
The initial process noise covariance matrix Q, the initial measurement noise covariance matrix R and the initial state covariance matrix P are chosen as respectively The simulation results are shown in Fig. 1 , Fig. 3 and Fig.5 . For comparing, the results, which uses the EKF without self-tuning action in the same initial conditions, are also given here in Fig.2, Fig.  4 and Fig.6 . When the EKF without self-tuning action is used, matrices R and Q are chosen as 0 R and 0 Q , and they are kept to be constant matrices in whole of running process. , the bad choice of R and Q are taken as initial matrices, and they can be updated on line, the simulation process is divided into 3 stages, in the first stage, the initial matrix 0 Q is kept as a constant matrix, matrix R is updated on line, in the second stage, the updated R matrix is kept as a constant matrix, the matrix Q is updated on line. From the attitude estimation trajectories, the attitude estimation results are better and better as the time, therefore, in the final stage, the self_tuning action is cut down, from 4000 th time steps, the matrices Q and R have been keeping as the updated constant matrices. . The average squares attitude estimation errors are given in the above table.
CONCULATION
The presented work shows how to take state and observation noise samples generated in Kalman filter algorithm to implement the adaptive spacecraft attitude estimation. The main contribution of the work is that the hard problem, which choose parameters matrices of Kalman filter for the system with unknown measurement noise and process noise model, is solved effectively in the spacecraft attitude estimation system. The effectiveness of the approach has been demonstrated in Quickset simulator. Table   algorithm 
