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GEORGE T.  DIDERRICH* 
University of Waterloo, Department ofPure Mathematics, 
Waterloo, Ontario, Canada 
Let f be an information function. We show that, if f is bounded on an 
arbitrarily small nonvanishing interval contained in (0, 1), then f ~ S where S 
is Shannon's measure of entropy on a 2-event space. This answers in the 
affirmative some closely related questions of J. Acz~l and Z. Dardczy, and at the 
same time provides even more evidence for the Acz~l-Dardczy nonnegativity 
question. As corollaries, we obtain a strengthened form of Lee's theorem, an 
improvement to a theorem of Dardczy, and an extension to the author's previous 
result. Furthermore, several different proofs for completing the argument on 
the rationals are given, including one due to P. Erd6s (private communication). 
1. INTRODUCTION 
For unexplained etails and terminology we refer the reader to Acz61 and 
Dar6czy (1975). An information function f is a real valued function defined on 
[13, 1] which satisfies the following functional equation and boundary conditions, 
f (x) + (1 - -  x)f(y/(1 -- x)) =f(y )  + (1 -- y)f(x/(1 -- y)) 
whenever x, y E [t3, 1) and x + y ~ 1, (1) 
with f (0)  = f(1)  and f(½) = 1. 
These conditions fo rce f to  be symmetric on (0, 1) i.e.,f(x) =f (1  - -  x)(x E (0, 1)), 
and also force f (0)  = 0. The above functional equation in (1) was first introduced 
by Tverberg (1958); moreover, one calls this the fundamental equation of 
information because the problem of characterizing Shannon's  measure of entropy 
can be reduced to a study of it. Here log is to the base 2 and S(x) = 
- -x  log x - -  (1 - -  x) log (1 - -  x) is Shannon's  measure of entropy on a 2-event 
space with the convention 0 log 0 :=  0. In  what follows, measurable is meant in 
the Lebesgue sense with/z denoting the measure and by the phrase f  is majorized 
by a measurable function, we mean that there is a nonnegative, real valued, and 
measurable function g defined on (0, 1) such that [ f(x)l  ~ g(x) a.e. 
We prove the following. 
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THEOREM 1. Let f be an information function. I f  f is bounded on an arbitrarily 
small nonvanishing interval contained in (0, 1), then f ~ S. 
COROLLARY 1.1. Suppose that for every E > 0 there is a positive constant K 
and an measurable set EK on which f is bounded by K and t~( EK) >~ 1 -- ~. Then under 
these circumstances, f ~ S. Consequently, iff is majorized by a measurable function, 
then f= S. 
COROLLARY 1.2. I f  f is continuous at any point in [0, 1], then f ~ S. 
COROLLARY 1.3. I f  f is bounded a.e. on (0, 1), then f ~ S. 
The theorem answers in the affirmative some closely related questions in 
Chapter 3 of Aczbl and Darbezy (1975). Moreover, the first corollary strengthens 
Lee (1964) ( f  is measurable on (0, 1)), the second corollary answers till another 
conjecture of Aczbl and Darbczy and improves Darbczy (1969) ( f  is continuous 
at 0 i.e. small for small probabilities), and the theorem and the third corollary 
extend Diderrieh (1975) (f is bounded on (0, 1)). 
The proof of the theorem is carried out in several stages finally culminating in 
Darbczy's "small for small probabilities" theorem. In Section 2, we begin with 
a preparatory lemma, essentially due to P. M. Lee, in order to extend the 
boundedness to every closed subset in (0, 1). And then, we apply the author's 
"approximately" locally Lipschitz lemma to make local and global estimates of 
the boundedness of f. In fact, it is shown that possible unboundedness can 
grow only at a logarithmic rate. Next, in Section 3, a lemma due to P. Erdbs 
(private communication, March, 1975) on additive arithmetic functions is used 
to complete the argument on the rationals. Finally, in Section 4 it is shown thatf  
must be bounded throughout (0, 1), and so, by our previous work, the problem 
reduces to Darbczy,s theorem completing the proof of the theorem. 
In order to deduce Corollary 1.1 from Theorem 1, we make use of the treatment 
of Lee's theorem found in Section 3.4 of  Aczbl and Darbczy (1975) where one 
learns that a nonlinear "Steinhaus-type" lemma due to C. T. Ng plays an 
important role in producing a nonvanishing interval on which f is bounded. As 
to the remaining corollaries, the first contains the third, while the theorem, by 
itself, contains the second as an almost immediate consequence. In Section 5, 
two more proofs for completing the argument on the rationals are presented. 
One proof appeals to a theorem of I. K~tai on the local behavior of additive 
arithmetic functions, and the second proof exploits the author's exponential 
diophantine quation method together with a sharpened form of the theorem of 
A. Baker due to N. I. Feldman concerning the lower bound of linear forms in 
logarithms of algebraic numbers. 
In light of the wording of Theorem 1, it is now appropriate obring up a very 
nice question of J. Aczbl and Z. Darbezy, communicated to the author by 
J. Aczbl in a letter (August, 1974). What could be done assuming only non- 
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negativity ( f  >~ 0) as a possible regularity condition ? He pointed out this would 
be a rather natural assumption to make from an information-theoretic point of 
view. In Chapter 3 of his book (with Dar6czy) the question is stated as follows. 
" Is S the only nonnegative information function ?" The answer is presently 
unknown, but one can cite some strong positive evidence in favor of an affirma- 
tive answer. For example, the general solution of (1) is known (see Theorem 
3.5.46), and it is known that f  >/0  implies that f{ Q ~ S I Q (see Remark 1 in 
Section 3.3 of the book). 1 Furthermore, the history of this problem (weakening 
the regularity o f f )  seems to be running in parallel with the Cauchy equation (see 
Acz61 (1966)). The following question also seems quite natural in this context. 
Can one replace "bounded on an arbitrarily small nonvanishing interval" by 
"bounded on a set of positive measure" in Theorem 1 ?2 
Before we turn to the details of Theorem 1, the reader should realize that many 
of our " lemmas" serve only to delineate the various stages occurring in the proof 
of the theorem i.e. some of our lemma are not wholly self-contained statements. 
The notation f ~ O(g) means that there is a positive constant K such that 
If(x)[ ~< Kg(x) for all x on the domain off ,  g where g ~ 0. 
2. THE ESTIMATION OF BOUNDEDNESS 
The following lemma occurs (implicitly) in Lee (1964). 
LEMMA 2.1. l f  f is bounded on a non-vanishing interval continued in (0, 1), 
then f is bounded on every closed subset of (0, 1). 
For proof see Theorem 3.4.9 in Acz61 and Dar6czy (1975). 
So from this point on, we may assume that f i s  bounded on all closed intervals 
contained in (0, 1). Let n be a positive integer and let ¢(n) :~- In(l/n,..., 1/n) 
where 1~ is the n-place entropy function built up from f i.e., 1~(pl ,..., p,)  ---- 
2~1(P l  -/ "'" + P~)f(P~/Pl + "'" + Pk). Then ~ is a completely additive 
arithmetic function. 
L~MMA 2.2. ¢(n) = O(log n). 
Proof. Let B be a bound fo r f  on the interval [1, 3]. For the positive integer 
n = 2m - /1  (m ~> 1), split the n-tuple (1In,..., 1/n) into two nearly equal groups 
(that is, one of m and the other of m q- 1 fractions 1/n). By strong additivity we 
find that, 
(m)2m+l_  - -2 turn  m+l  ¢(2m ,-{- 1) =f  q- q_~4~(m)  q- L ~- t~~(m -{- 1) (1) 
1 John Lawrence has proved f ~> 0 implies f ~ S on the algebraic numbers in [0, 1]. 
.o The author has answered this question in the affirmative. 
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and similarly for n =- 2m (m >/ 1), 
m ) in m 
¢(2m) = f ~ -? ~-  ¢(m) -k ~-~ ¢(m). (2) 
Equation (2) and certain other expressions which follow are left unsimplified for 
reasons that will become clear as we progress. 
Now for all m /> 1 both (m/(2m + 1)) and m/2m lie in the interval [½, ~], 
therefore If(m/(Zm + 1))] ~< B and ]f(m/2m)l ~ B. Hence from (1) and (2) we 
see that, 
1¢(2m + i)1 ~< B + max(] q~(m)l , [¢ (m+ 1)l) (3) 
and 
] q~(2m)] ~< B -5 max(r c~(m)],  ~b(m)[). (4) 
Next "equal"-splitting trees I~n are constructed for each positive integer n. 
The trees/ '~ are defined by the following rules. 
R z . The initial vertex is labelled with the label n. I f  n > 2 equally split n 
and then draw two edges issuing from this vertex to the two new vertices which 
are labelled respectively m and m'. Here m' - :  m, if n --  2m, and m' = m + 1, if 
n=2m+l .  
R~. Repeat he above process to the newly formed vertices and regard the 
vertices with label 1 or 2 as terminal nodes. Clearly for a given n, the above rules 
R 1 and Rz generate a binary tree whose initial vertex has label n and whose 
terminal vertices have the labels 1 or 2. 
11 
2 I 2 1 1 2 
FId. 1. The tree/'11. 
Apath ~r of length l(l >/ 1) on a tree N,~ is a sequence of nodes @1 ,..., %) such 
that 
(a) v z is the initial nodes i.e., v 1 has label n, 
(b) v z is a terminal node i.e., v has the label 1 or the label 2, and 
(c) an intermediate vertex vs+ 1 (1 ~ j ~ l - -  1, l />  2) is one of the two 
possible vertices immediately following %.  
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Clearly from (3) and (4) and since, by (1) in the Introduction ¢(1) = 0, ¢(2) ~ 1, 
and B ~ 1 we conclude that 
] ¢(n)i ~ BI,~ (5) 
where l. is the length of the longest path on the tree F . .  
By induction, it is now easy to prove that for k ~ 1 and 27~-1 < n ~< 2 k we 
have 
l~ < k. (6) 
This is easy to check for k = 1 and k ~ 2, consequently we shall assume it for 
k ~ 2 and prove it for k + 1. Consider a tree T'. with 2 k < n ~ 2 k+l and 
suppose that n = 2m + 1. A path ~r on T'~ must begin at the initial vertex and 
pass through either the vertex with label m or the vertex with label m + 1. 
However, 2 k <2m+l  <2 k+l implies that 2 ~- l~m <2 k and 2 ~-1 
m + 1 ~ 2 k. So by the induction hypothesis we may estimate l~ or/~+1 in F,, 
or P~+l,  respectively. Whence, Im ~ k and I~,+1 ~ k. Hence, it is clear that 
1~+1 ~ k + 1 which completes the inductive step for n = 2m + 1. The proof 
for the n ---- 2m case is similar. Thus (6) holds. 
Combining (5) and (6), yields 
I¢(n)] ~<Bk, if 2 k -~<n~2 k. (7) 
But 2 k-1 < n ~ 2 ~ gives k --  1 < log n. Therefore (7) implies that [ ¢(n)[ ~< 
B(1 + log n), thus ¢(n) = O(log n). This ends the proof of the lemma. 
A talk by C. T. Ng (1975) inspired the introduction of the trees 1" n in the above 
proof. This allows one to avoid a rather tedious analytic induction argument. 
Furthermore, it is interesting that the equal splitting strategy is precisely the 
same strategy one employs in the game of "Bar Kochba" (c.f. Chapter 1 in 
Acz61 and Dar6czy (1975)). 
LEMMA 2.3. f(1/n) =- O(log n). 
Proof. Now f(1/n) = ¢(n)/n + (1 - -  (1/n))(¢(n) - -¢(n - -  1)) or 
f (1 )  = ¢(n) - -¢ (n - -  1) + ¢(n-  1) 
n 
(8) 
From Lemma 2.2 there is a positive constant K such that 
[ ¢(n)l ~< K logn .  
Using the above estimate in (8) results in, 
f (1 )  ~<2Klogn+K 
log n 
n 
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which clearly implies that f (1 /n )  z O(log n). This completes the proof of the 
lemma. 
In what follows let B ,  = inf{h > 0: I f (x ) !  ~ ,~, x~[1 /n ,  1/2]} and b~ = 
inf{h ~ 0: If(x)] ~ h, x~[1 /n ,  1/(n - -  1)]} where n is an integer n /~ 3. The 
global bounds B~ and local bounds b. exist by Lemma 2.1. 
LEMMA 2.4. 
we have 
Let  N be an integer. For  N >/4  and  11N ~ x o < Yo ~ 11(N - -  1) 
6Ba 
I f(xo) - -  f(Y0)[ ~ -~-  + i Xo - -Yo  I NBN_~.  
Proof .  The proof of this lemma is a simple modification of Lemma 3.2 in 
our first paper where the uniform boundedness case was treated i.e., B~ ~ B 
for all n /~ 3. We present only enough of the detail so that the reader can fill in 
any missing steps. 
The fundamental functional equation may be written (see (1) in the Introduc- 
tion), 
X o 
f(Xo) +(1--xo)f(1-~xo) =f(Yo)+ (1--Yo)f(~) 
or as follows 
f (xo)  - -  f (Yo)  = Yo'[ f (x l )  - -  f(Yl)] ~ zo f (Y l )  (9) 
where x' denotes x' ~ 1 --  x for x ~ [0, 1] and where 
Xo Yo 
xl =~o' '  Yl ---- , and Zo=Yo- -X  o . XO t 
More generally, after iterating n ---- N - -  4 times, (9) becomes 
f(xo) - f (yo )  = yo '  . . .  yn ' [ f (x~+~)  - f (y~+i ) ]  
- -  Zo f (Y l )  - -  yo 'z l f (y~)  . . . .  
- -  yo" ... y~_~z~f (yk+l )  . . . .  
- -  Yo' "" Y~- lz~,f (y~,+l)  (10)  
where xk+ 1 = xk /yk ' ,  Yk+l = y~/xk' ,  and zk = Yk --  xk- 
Next we harmonically partition the interval [0, 1], thus [0 ..... l /N ,  
1 / (N  - -  1) ..... 1/2, 1]. Suppose that 1/N <~ x o <Yo ~< 1/ (N  - -  1) (N > 4). Then 
x k < y~ lie in [1/(N - -  k), 1 / (N  - -  k - -  1)] (1 ~ k ~ N --  2) and x ,+ 1 < Yn+I 
lie in the interval [½, ½] because n = N --  4. In Lemma 3.1 and Corollary 3.1 in 
our previous paper, it was demonstrated that Yo' "'" Yk'  ~ (N  - -  k - -  1 ) /N  for 
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0 ~< k <~ N -- 3 and Yo' "'" Y'k-I(Zk/Zo) <~ (Uo') ?~ for 1 ~< k ~< N - 3 where 
u o ~- 1IN. Taking into account these estimates, we find that (10) becomes 
6Bz 
If(x0) -- f(Yo)[ ~ -~-  + Ix0 - -YoINBN-~ 
and this completes the argument. 
We refer to this lemma as the "approximately" locally Lipschitz lemma. It is 
this lemma which enables one to make local and global estimates o f f  and, in a 
sense, to simulate the operations of differentiation a d integration on a primordial 
level. 
LEMMA 2.5. Bn ---- O(log n). 
Proof. By Lemma 2.3 there is a positive constant K 1 such that rf(1/n)l <~ 
K 1 log n holds for all positive integers n. Next choose a positive integer N >/4 
and fix !t. Lemma 2.4 yields 
6B~ 
lf(Xo) --f(yo)] ~< N + 1 + ] x° -- Yo [ (N + 1) B N (11) 
for 1/(N + 1) <~ x o < Yo <~ 1IN. Furthermore in (11), puty o = l/N, observe 
that Ix o -yo[  < I1 / (N+I ) - - I /N I  = 1/ (N(N+I ) )  and that If(xo) I < 
If(Xo) --f(1/N)] + lf( l /N)l,  and note that If(l/N)! < 1(1 logN. 
Consequently, (11) becomes 
or  
6B 8 B• [ 1 
If(x)[ ~N+I  +-N -+K l l °gN fora l lx in  N+I  
Next put K = max(6Ba, BN, K1), then (12) becomes 
1 
- - '  N]"  (12) 
1 1 N] ]f(x)[ ~ K[  N Q_~-------~ ]- ~ -}- log 
If(x)] < K[1 -1- log N] [ 1 1 ] (13) for a l lx in N+I  ' N " 
Now put 6N+1 = K[1 + log N]. The number bu+l is a bound forfon the interval 
[1/(N -[- 1), 1/N], so by the definition of bN+ 1 we have 
/~N+I > bN+l and bg+l > BN+I" (14) 
The latter inequality follows from the first in (14) and from the definition of 
K = max(6B3, BN, K1). The reader will observe that our local estimate bn+l 
for the interval [1/(N + 1), 1/N] is so generous that ~n+l also serves as a global 
estimate forfon the interval [1/(N -}- 1), 1/2]. 
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We repeat he same argument for the interval [1/(N -}- 2), 1/(N + 1)]. Again 
by Lemma 2.4 we obtain 
6B 3 BN+ 1 [ 1 1 ] 
]f(x)[ ~<N+2 +N+I  +K~log(N+l )  fo ra l l x in  N+2 ' N+I  " 
(15) 
But 6N+ 1 > BN+ 1 from (14), sO (15) becomes 
[ 1 1 + logN ] 
If(x)[ ~<K N~-2  -1- N+I  + l°g(N+l )  
1 <K[I +(1 +~) log(N- ] - l ) ]  fo ra l lx in  [N-~2 ' N+I  ]" 
(16) 
Put 6N+ 2 = K[1 + (1 + (l/N)) log(N + 1)], then clearly bu+2 > bN+2 and 
6N+2 > /~N+I > Bs+I, thus 
bu+2 > BN+2" (17) 
From these two estimates (/~N+I and/~N+2) we see that a pattern is beginning to 
form. We shall prove the following proposition by induction on k (k ~ 0 an 
integer): 
/~N+~+I > BN+k+I (18) 
where bN+k+l --~ K[1 + (1 + 1/N + "" + 1/N k) log(N + k)] 
K -- max(6B3 , BN, K1). 
Note that bN+i > bN+i for j > i (monotonicity of the local estimates). We shall 
assume that (18) holds for some k /> 1 (the k = 0 and k = 1 cases have already 
been settled) and prove it for k + 1. By Lemma 2.4 we have the following 
estimate for fon  the interval [1/(N + k + 2), 1/(N + k + 1)], 
6B8 BN+k+I 
]f(x)] ~< N+k -4-2 + N+k + 1 + K~ log(N + k + 1) 
and using b-N+~+l > Bu+k+l and the definition of K this becomes 
1 1 +(1  +I /N+- - '+ I /N  ~)log(N+k) 
If(x)] <~ K N + k +-~ + N+k+l  
+ log(N + k + 1)] 
hence 
1 If(x)l < K [1 -1- (1 + ~ + "'" -[- -~+1) log(N +k  + 1)] (19) 
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thus (19) gives bN+k+2 < bN+k+2 • So clearly/~N+e+2 > BN+k+2 because 6N+k+2 >
gN+k+l > BN+k+I • This completes the inductive step and we have proved (18) for 
all integer k >~ 0. 
Hence, we may assert hat 
1 B~¢+~ <K, [ l+(1  +~+'"+ N l -~_ l ) log(N+k- -1) ]  (20) 
holds for all integers k ~ 1. But 1 + 1IN + "" + 1/N k-1 < 2 for all k ~ 1 
(because N ~ 4 was fixed), thus (20) becomes 
BN+k < K[1 + 2 log(N + k --  1)] 
or (21) 
BN+ k < K"  3 • log(N + k) 
for all integers k ~ 0. 
Clearly inequality (21) implies that Bn = O(log n) for all positive integers n 




3. f oN THE RATIONALS 
]f(1/n) --f(1/(n -- 1))'~-+ 0 as n--+ co. 
From Lemma 2.4 we have, 
If(x) --f(y)] ~ 6B--!3 + [x - -y ]nBn_~ 
n 
1 1 
-~x  <y ~ - -  and integers n )4 .  
n n - - I  
(1) 
Clearly both terms on the right-hand side of (2) go to zero as n --~ oo. But this is 
our claim and the lemma is proved. 
LEMMA 3.2. 
Proof. Now 
l ¢ (~)  - ¢ (~ - 1)1 ~ o a~ ~ ~ ~.  
However from Lemma 2.5, there is a positive constant K such that B,~ ~< K log n 
for all integers n /> 3. Using this estimate in (1) we obtain 
f[1,~n} 1 6B 3 log(n - -1  ) 
T + K . -1  (2) 
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or after rearranging terms, 
~(n) - -~(n - - I )  =f (1 )  
Similarly, 
¢(n-  l) (3) 
/ 1 \  2) 
~(n --  1 ) -  ~b(n -- 2) =f [n -~- f l )  n-  1 (4) 
Subtracting (4) from (3), taking absolute values, and using the additivity of ~b 
yields, 
l q~((n-- 1) 3 ) - -~( (n - -  1) 2 -  1))] 
f (1 )_ f (n~ ) +]~(n~2)  + q~(nn l )  , (5) 
By Lemma 3. I the first term on the right in (5) goes to zero as n ~ ~ and 
from Lemma 2.2 (~(n) --~ O(log n)) the remaining terms go to zero as well. This 
completes the proof of the lemma. 
At this point in the argument, it is now appropriate to relate P. Erd6s' role in 
the proof of Theorem 1. The author would like to do this now, changing to the 
first person. 
I was planning to apply his theorem on additive arithmetic functions Erd6s 
(1946) (~(n) --  ~(n - -  1) ~ 0 iff~ = c log). Moreover, for a long time (due to an 
error in subtraction), I believed that the above lemma was ~(n) --  q~(n - -  2) --+ 0. 
Fortunately, he just happened to be visiting the university here, at the very time 
I found this error. I asked him about this problem (~(n 2) - -6 (n  ~ - -  1) --~ 0 iff 
~b = c log), and he very kindly sketched, in scarcely a minute, the proof of the 
lemma below. A bit later, I verified all the calculations he instructed me to make 
except I didn't check his remarks that both the "completely" and the "6(n) = 
O(log n)" may be dropped. Thanks to his help, I then knew that Theorem 1 was 
true, and from here, I then saw how to complete the argument on the rationals 
using the exponential diophantine method (see Section 5). Later, I came across 
the paper of I. Kfitai (see Section 5). His proof, presented below, is pretty close 
to the way he originally explained it except that I put in the c~ notation (c.f. 
Feinstein, 1958, pp. 5-7). 
LEMMA 3.3 (Erd6s). Let (~ be a completely additive arithmetic function such 
that ~(n) = O(log n) and q~(n ~) --  ~(n ~ --  1) -+ 0 as n -+ oo. Then (~ is a constant 
multiple of log i.e. there is a constant c such that ~(n) = c log n for all positive 
integers n. 
Proof. Define the following ratios c~ ~ ~(q)/log q over the primes q. There 
must be a prime p such that c~ ~ cq for all primes q. Suppose not. Then it must 
be possible to construct an infinite sequence of primes such that, 
2=pl  <P2<""  <P~ <P~+I<""  (6) 
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where Pi+z is the least prime greater than Pi for which c~+x > co~. Observe that 
if q is a prime < Pi ,  then cq < c~,. Let 
Pi - -  1 = q l  " ' "  q~ (i > 1), 
Pi + 1 = QI "'" QL 
(7) 
be the prime factorizations ofpi  - -  I andp~ + 1, respectively. Then ql .... , q~ and 
Q1,. . . ,Q are primes all less thanp i ( i  > 1). Thusc~,  > Co~(~-~ 1 .... , l )  and 
co, > % (t3 = 1,..., s). 
Write 
4(p?) -4 (p ,  ~ - l) = [4 (p3-  ¢(pi - 1)] + [4(p3 -¢ (p ,  + 1)] (8) 
and consider the first difference on the right-hand side of (8). From the prime 
factorization of Pi - -  1 given in (7), We have 
6(p~) - -  6(p, - -  1) = 6(p~) - -  c~, log(p~ - -  1) + co, log(p~ - -  1) - -  ~b(p~ - 1) 
thus 
Pi 
~(P~) - -  '~(Pi - -  1) = c~, log P~ _ 1 -1- ~ (c~,, - -  Cqe) log qe. 
/3=1 
(9) 
From the assumption that ~(n) = O(log n) i.e., I c~ I I ~< K for some positive 
constant K, and the fact that l ogp i / (P i -  1) -+ 0 as i---~ o% we see that 
ei = co, logpi/(Pi  - -  1) ~ 0 for i -+  oo. Recall that c~ > cq (/3 = 1,..., s). Since 
Pi - -  1 is even, one of the qs s must be the prime 2. Therefore we have the 
following lower bound estimate of (9), 
~(p~) - -  6(p~ - -  1) ~ e, + (co, - -  cz) log 2 (10) 
where ~i --~ 0 as i -+ oo. 
And similarly for the difference ~(Pi) - -  q~(Pi + 1) in (8), we have 
~(Pi) - -  q~(P~ + 1) /> gi + (c~i -  c2) log 2 (11) 
where ~i --~ 0 as i --~ or. Adding (10) and (11) results in 
,}(pi 2) - -  6(pi  ~ --  1) >/~i + Ei + 2(c m - -  c2) log 2 > 3 > 0 (12) 
for some fixed position constant 3, if i is large enough. But this contradicts our 
hypothesis ~(n 2) - -  9b(n 2 - -  1) --+ 0, n -+ oo. Hence there must be a largest cq. 
Let this be c o for some prime p. 
Suppose there is a prime q such that c o ~ cq. We can find positive integers 
n o ---> oo so that q ] (pn~ _ 1). This follows from Fermat's Little Theorem (see 
Chapter VI  in Hardy-and Wright, 1960) which states that a q-1 ~--- 1 (rood q) for 
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a ~ 0 (mod q) and q a prime. Here we take nk = k(q --  1), k = 1, 2, 3,... and 
a ----- p. Clearly, 
¢(p2~k) _ ¢(p2~ 1)>/c~logp~'~k- -co logq- -%log(  p~n~- 1) .  
q 
Rewriting this and using the additivity, 
p2,~-1__ 1 " q) 
¢(p~nk) __ ¢(p~,,~ __ 1) >~ (% logp -- cq log q) + % log ( p2,~ 
>~ (% logp -- Cq log q) + % log ~ -- % log(p --  p-~k+~). 
(13) 
However --% log(p __p-2n~+l)  = __% 1ogp + % where % -+ 0 as k --~ oo. 
Therefore the lower bound estimate in (13) becomes 
¢(p2,~) _ ¢(pe,k _ 1) ~> (% -- Co) log q + ~k > 8 > 0 
for some fixed constant S, if k is large enough. This again contradicts our 
hypothesis that ¢(n ~) --  ¢(n 2 --  1) -+ 0 as n ~ oo. So all the Cq'S must equal % 
and we are done. 
LEMMA 3.4. f(q) -= S(q) for all rationals q E [0, 1] where S(q) = --q log q --  
(1 - q ) log0  - q) .  
Proof. From Lemma 3.2 we have ¢(n 2) - -¢ (n  ~-  1)-+ 0 as n--+ ov and 
from Lemma 2.2 we know that 6(n) = O(log n). Therefore Lemma 3.3 implies 
that 6(n) = c log n holds for all positive integers n. The constant c must be 1 
since 4(2) = 1 = c log 2 from the hypothesis on the boundary conditions in (1) of 
the Introduction. So ¢(n) = log n and from here it is now easy to deduce that 
f(q) ~- --q log q -- (1 --  q) log(1 --  q) for all rationals q ~ [0, 1]. This completes 
the proof of the lemma. 
4. REDUCTION TO DAR6CZY'S THEOREM 
LEMMA 4.1. f i s  bounded on [0, 1]. 
Proof. Let N >/4  be a given integer. It suffices to show that f  is bounded on 
[0, 1/N]. Clearly If(q)[ ~< 1 for all rationals q ~ [0, 1] by Lemma 3.4. Suppose 
that we are given an irrational x in [0, 1/N]. There is an integer M >/N such that 
1/(M + 1) < x < 1/M. Choose a rational y so close to x such that 
'~ x - y 1 (M + 1)B~, < 1 (1) 
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M +----T <x  <y ~<Nr" (2) 
By Lemma 2.4 we have, 
6Ba 
]f(x)l ~< M+I  
and using (1) and (2) we find that, 
6Ba 
Ff(x)[ ~< M+I  
- -  + I x - -y l (M+ 1)Bin + I/(Y)I 
- - -+2~< 6B----~a-+2 
N+I  
for all x in [0, 1/N]. But this is our assertion, and the lemma is proved. 
As noted in the Introduction, Dar6czy's theorem now completes the proof of 
Theorem 1 and we are done. Furthermore, Corollary 1.1 follows from Theorem 1 
as already explained in the Introduction. Specifically, one makes use of the 
method proof given in Theorem 3.4.16 of Acz61 and Dar6czy (1975) i.e., replace 
the sets Bn = {0 < x < 1 ] If(x}] ~< n} (n = 1, 2,.,) there by the sets E K . 
5. Two MORE PROOFS tog ~(N) = LOG N 
We now state the theorem of K~itai (1969) mentioned in Section 1 and 
Section 3. 
THEOREM 5.1 (Kfitai). Let (~ be an additive arithmetic function. Define 
~14(n) = A4(n) = 4(n + 1) 4(n) 
A~'d?(n) = Ak-aq~(n + 1) --  A~-~6(n) (k = 2, 3,...). 
Let k be a positive integer. I f  either 
lim A~q~(n) >~ 0 
n--) oo 
or  
l~m A~¢(n) ~ o, 
then q~(n) is a constant multiple of log n. 
The k = 1 case is the classical Erd6s (conjectured), K~itai-M~te theorem (see 
Chapter 0 in Acz61 and Dar6czy (1975)). Moreover, the reader may now easily 
verify that the k = 2 case (A2(~(n) -+ O) implies Lemma 3.3, giving another way 
to complete the argument on the rationals. 
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Next, we quote a sharpened form of the theorem of A. Baker (1966) due to 
N. I. Feldman (see Theorem 9.1.1 in Stolarsky (1974) and see also the references 
to the papers of 1V[ahler, Gelfond, Feldman, and Baker in the survey paper of 
Lang (1971)). For background on algebraic number theory, we refer the reader to 
Mann (1955). 
THEOREM 5.2 (Feldman). Let n denote a positive integer and let % ..... a n 
denote algebraic numbers, not 0 or 1. Suppose that log % ,..., log % are linearly 
independent over the rationals where log z here denotes any fixed determination of 
the logarithm of z (base e). Further, suppose that rio .... , ~ denote algebraic numbers, 
not all O, with degrees <~ d. Then there are effectively computable numbers 
C = c(n, o~ 1 , . . . ,  O~n, d) > 0 and K = K(n, "1 ..... ~ ,  d) > n 
such that 
C 
l fl0 + fil log ~1 + "" +/3~ log % I > H--~ 
where H denotes the maximum of the heights of flo ,... , fi~ . 
"The height of an algebraic number is the maximum of the absolute values 
of the relatively prime integer coefficients in its minimal defining polynomial." 
So in particular, H(m/h) ---- max(m, k) for relatively prime positive integers m, k. 
An immediate consequence of Theorem 5.2 is a theorem of A. Baker (see 
Stolarsky, 1974, Chap. 10). 
COROLLARY 5.2 (Baker). Either fil log al -< "'" @/3,, loga~ is 0 or trans- 
cendental 
The above corollary may be intrepreted information-theoretically as follows. 
The Shannon entropy (base e logarithm) of a nontrivial algebraic experiment is 
transcendental. Wenow return to base 2 logarithms. Note: log N = log~ N/log e 2. 
COROLLARY 5.3. Let N ~ 3 denote an odd integer. Let m, k denote relatively 
prime positive integers. Suppose that m/k -+ log N for infinitely many suck integers. 
Then there is a positive constant c ~ 2 (depending only on N)  suck that 
m 1 
l ogN- -~-  > k~- (1) 
for k sufficiently large. 
We proceed with the author's exponential diophantine quation argument 
making use of the power in the above corollary. By continued fraction theory and 
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(1), we may assume that there are infinitely many positive rationals talk such that 
1 m 1 
k- ~ > logN- -  ~ > k~ (2) 
where from now on we tacitly assume that k is sufficiently large throughout the 




> k logN- -  m > k- ~ 
1 N k 1 
> log-~-  > k~- 
N k 
2 :/~ > ~-  > 2 ~:k". (3) 
Write Nk= 2 m -k c~ where % is a positive integer remainder term. Thus 
Ne/2 ~ = 1 -k %/2 TM and substitute this into (3) which results in 
or  
% 21/ko 21//~ - -  1 > ~-  > -- 1 
2m (21/k 1) > % 2~ (2 i l k ' -  1) > 1 
Nk -- ~-  > ~-  kc---; (4) 
where c' is some fixed integer constant c' > c. Using the strong additivity of 
¢(n) = In(I/n,..., 1In) with n ~ N k and the exponential diophantine quation 
with growth restrictions N k = 2 ~ @ % to control the split up of the experiment 
(l/n,..., I/n), we obtain 
or  
2T'~ £m 
f (%/N k) 2 '~ m c~ ¢(c~) 
6 (N)= k ~-~T~-+N k k "" (5) 
In our previous work we demonstrated that: talk ~ log N, 2WN ~ -~- 1, and 
(c,JNk)(~(%)/k) ~ 0 for infinitely many positive integers m, k satisfying (2). 
Note: one uses Lemma 2.2 (q~(n) = O(log n)) to prove that the latter limit holds. 
Therefore we see in (5) that we only need to check [f(%/NTc)]/k --+ 0 in order to 
prove that ~(N) ~ log N. However by Lemma 2.5 (B~ ~ O(log n)) and the 
lower bound in (4), we note that this is the case. Hence, we proved that q~(N) = 
BOUNDEDNESS AND SHANNON ENTROPY 307 
log N holds for all odd integers N /> 3. Therefore ¢(N)  = log N holds for all 
positive integers N. Consequently, we have given still another way to complete the 
argument on the rationals. 
The  author would like to make several concluding remarks concerning the 
above proof. I t  should be clear to the reader that one does not require an extra- 
ordinari ly good upper bound estimate in I log N -- (m/k)l i.e., 1/k s suffices. But 
one does require (in the local boundedness case) a good lower bound estimate of 
t log N --  (m/k)l as a quantitative measure of the transcendence of log N i.e. one 
requires that the remainder term %IN ~ in the above argument, stays away f rom 
zero at a fixed rate. That  is, the rare event "%IN ~'' in 1 = 2~/N k ~- %/N k while 
being rare, cannot be that rare, if the event "2m/N k'' is to occur infinitely often. 
Note added in proof. In Diderrich (1976), we found another proof of Theorem 1 along 
the lines indicated in Remark 3 of our first paper i.e., without first determining f on the 
rationals. 
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