Abstract. We examine the reverse mathematics and computability theory of a form of Ramsey's theorem in which the linear n-tuples of a binary tree are colored.
Let 2
<N denote the full binary tree of height . We identify nodes of the tree with finite sequences of zeros and ones, and refer to any subset of the nodes as a subtree. For positive integers n, let [ [8] and also of Theorem 2.1 of [2] . In his dissertation [7] , McNicholl used TT 1 k to find the combinatorial conditions that are necessary and sufficient to carry out a kind of priority construction. Iterated applications of Theorem 2.3 of [2] could be used to prove TT n k for all finite n and k. All these cited results use a stronger notion of isomorphism than is used in our formulation.
The goal of this paper is to examine the reverse mathematics and computability theory of this form of Ramsey's theorem. Section 1 gives the reverse mathematical analysis of TT n k and consequently includes proofs of TT n k . Section 2 proves upper and lower bounds on the complexity of the monochromatic sets, paralleling the similar bounds proved by Jockusch in [5] for Ramsey's theorem on the integers. We conclude the paper by noting extensions of these results to other infinite trees and listing some questions. §1. Reverse mathematics. In this section, we analyze TT n k using the hierarchy of subsystems of second order arithmetic detailed in Simpson's book [10] . We need only three systems. The base system RCA 0 includes induction restricted to Σ 0 1 sets and a form of set comprehension for computable sets. Our proof of TT 1 k uses RCA 0 with induction for Σ 0 2 formulas appended. Proofs for higher exponents require the use of ACA 0 , which adds comprehension for arithmetically definable sets to RCA 0 . We begin by carrying out a proof of TT 1 k in a weak system. Lemma 1.1. (RCA 0 ) Let f : 2 <N → {red, blue} be a two coloring of the nodes of the full binary tree. For any node of the tree either (1) above there is a subtree isomorphic to 2 <N in which every nonempty node is colored red, or (2) can be extended to a node such that every node properly extending is colored blue.
Proof. Suppose f and are as hypothesized. Enumerate the pairs of nodes of 2 <N . Construct the red tree as follows. Let p = . Given p α , let p α 0 and p α 1 be the first pair of incomparable red nodes extending p α . If this process never fails, then {p α | α ∈ 2 <N } is the desired red tree. If the process fails, then there is a least node ⊃ such that all red extensions of are comparable. If no extension of is red, let = . Every proper extension of is blue. If there is a node α ⊃ such that α is red, pick the least such node and write α = ε, where ε ∈ {0, 1}. Then let =
(1 − ε) and note that every proper extension of is blue.
In the following, we will refer to the red tree in the proof of Lemma 1.1 as the standard red subtree (of 2 <N for using f). We will refer to the blue subtree as the full subtree (of 2 <N for ). Proof. Suppose f : 2 <N → k is a finite coloring of the nodes of 2 <N . Consider the set C = {j < k | ∃ ∀ ( ⊇ → j ≤ f( ))}. By bounded Σ 0 2 comprehension, which is provable from Σ 0 2 -IND in RCA 0 (see [10] , page 72), the set C exists. Now 0 ∈ C , so C is nonempty and finite. Find the largest element of C and call it j. Since j ∈ C , there must be a witness ∈ 2 <N such that ∀ ( ⊇ → j ≤ f( )). Consider the two coloring on extensions of defined by g( ) = red if f( ) = j and g( ) = blue otherwise. The existence of a full blue subtree for g contradicts the choice of j as maximal. Consequently, Lemma 1.1 shows there is a standard red subtree for g above , which is an isomorphic copy of 2 <N on which f constantly takes the value j.
It is easy to deduce the infinite pigeonhole principle from TT 1 k ; simply color nodes according to their level. The infinite pigeonhole principle is equivalent to the bounding principle BΠ 0 1 (see [3] 2 → {red, blue} is a two coloring of pairs of comparable nodes of the full binary tree. Given any ∈ 2 <N , we define an induced map on single nodes f : { ∈ 2 <N | ⊃ } → 2 by setting f ( ) = f( , ).
Define p , T , and c as follows. Set p = and T = 2 <N . Suppose p and T have been defined. If there is a full blue subtree of T for p using f p , then make the following assignments:
• c = blue.
• Let p 0 and p 1 be the first two nonempty nodes of the full blue subtree of T for p using f p .
If there is no full blue subtree of T for p using f p , then make the following assignments:
• c = red.
• Let p 0 and p 1 be the first two nonempty nodes of the standard red tree of T for p using f p .
• For ε ∈ {0, 1}, T ε consists of those nodes of the standard red tree of T for p using f p which extend p ε . Let S = {p | ∈ 2 <N }. Since p is arithmetically definable from the values of p and c for ⊂ , ACA 0 proves the existence of S. By the construction, whenever 
. Define p , T , and c as follows. Set p = and T = 2 <N . Given p and T , define c as follows. Let j be the least integer such that there is no p ⊃ p in T such that ∀ ∈ T ( ⊃ p → j < f p ( )). Since j is the least such integer, there is a p ⊃ p in T such that ∀ ∈ T ( ⊃ p → j ≤ f p ( )). Fix this p, and note that by the definition of j, there is no q ⊃ p in T such that ∀ ∈ T ( ⊃ q → j < f p ( )). If we treat the color j as red and the colors greater than j as blue, by Lemma 1.1, the standard j-colored subtree of T for p using f p exists and is isomorphic to 2 <N . Call this tree T . Let c = j. Let p 0 and p 1 be the two level one elements of T . For ε ∈ {0, 1}, let T ε be the subtree of T with root p ε .
Let S = {p | ∈ 2 <N }. Since p is arithmetically definable from the values of p and c for ⊂ , ACA 0 proves the existence of S. By the construction, whenever ⊂ ∈ 2 <N , we have f(p , p ) = c . The map p → c is a finite coloring of S whose existence is provable in ACA 0 . Since ACA 0 implies Σ We complete the proof of TT n k in ACA 0 using the following inductive step. We abbreviate ∀k(TT n k ) by TT n .
Proof. We will generalize the proof of Theorem 1.3 to handle higher exponents by constructing a subtree S such that the color of any n + 1-tuple is determined by its first n elements, and applying TT n to S to obtain the desired monochromatic tree. Suppose f : [2 <N ] n+1 → k is a finite coloring of the n + 1-tuples of comparable nodes of 2 <N . If P = {p | ⊆ } is a sequence of comparable nodes terminating in p , we define an induced coloring of single nodes ⊃ p by setting
where if r is the integer code for the sequence m, then pr( m) is the r th prime. Note that f p uses no more than k |P| n colors. Define p , T , and c as follows. Set p = and T = 2 <N . Given p and T , let c be the greatest integer in the range of f p such that there is a p ⊃ p in T such that
Fix the least such p, and note that the standard c -colored subtree of T for p using f p exists and is isomorphic to 2 <N . Call this tree T . Let p 0 and p 1 be the two level one elements of T and let T be the subtree of T with root p for ∈ {0, 1}. Since p is arithmetically definable from the values of p and c for ⊂ , ACA 0 proves the existence of the tree S = {p | ∈ 2 <N }. By the construction of S, given any increasing sequence of elements of S of the form
. . , p n , p n 0 ) indicates the color of any n + 1-tuple extending (p 1 , . . . , p n ). By TT n there is a subtree of S which is isomorphic to 2 <N , monochromatic for g, and so also monochromatic for f.
The use of ACA 0 in the preceding results is necessary, as shown by the reversal included in the following theorem. Theorem 1.5. For n ≥ 3 and k ≥ 2, RCA 0 proves that the following are equivalent:
Proof. Theorems 1.3 and 1.4 show that (1) implies (2). Since (3) is a special case of (2), it remains only to show that (3) implies (1) . Note that (3) implies Ramsey's theorem for n-tuples and two colors by the following argument.
. From any monochromatic subtree for f, we can construct an infinite monochromatic set for g. Whenever n ≥ 3, Ramsey's theorem for n-tuples and two colors implies ACA 0 (see Lemma III.7.5 of [10] ), completing the proof.
We have shown that TT , we will show that the complement of the desired monochromatic subtree is computably enumerable in 0 and then apply the strong hierarchy theorem [9] . Initially, we will need to enumerate the complement of an analog of the tree S in the proof of Theorem 1.3. This enumeration, also computable from 0 , will be built using moving markers.
Intuitively, the markers used in this proof eventually settle on nodes corresponding to the p nodes of S in Theorem 1.3. By making initial guesses at the associated colors and allowing for later revisions, we can execute the construction using only a 0 oracle. In this respect, this proof closely follows Jockusch's proof. However, arranging for the monochromatic tree to be isomorphic to 2 <N complicates the selection of the nodes, especially when the color blue is assigned to a node.
As in the proof of Theorem In the following construction, the behavior of each marker is very limited. Initially, we place p α and guess that red is the appropriate color for c α . As long as no difficulties arise in locating extensions of p α in standard red subtrees, p α and c α remain unchanged. If the search for extensions fails, then (some) p α must have a full blue subtree for f pα . In this case, we change c α to blue and attempt to move p α to a successor of its current location. This move is a necessary complication, allowing us to decode a monochromatic subtree from the analog of S. If c α is blue at stage s, then p α will not be moved unless the descriptor d (T s α ) is shortened or for some ⊂ α, p is modified.
Thus, we have assigned the empty node the color red, will search for successors of this marker in the standard red subtree of 2 <N for using f , have determined no elements in the complement of the analog of S, and have placed exactly one marker, corresponding to the location of in 2 <N . All other markers are unassigned. • For all other α, set p
s+1 }, and set Though not as obvious, blue markers with no extensions arise from erroneous red nodes in descriptors. To complicate matters, simply changing the color of a marker creates problems with extracting the final monochromatic tree from our analog of S. Consequently, in this case we will move some marker and color it blue.
We will search each tree B in a list for a pair of nodes p 0 ⊂ p 1 such that ∀ ∈ B(p 1 ⊂ → f p 0 ( ) = blue). (p α,0 , red) . . . (p α,k , red) (p α,k+1 , full) (p α,k+2 , full) where k ≥ 0. If so, then for each j ≤ k add the tree with the descriptor d (p α,0 , red) . . . (p α,j−1 , red) (p α,j , full) to the list. Search all trees in the list until p 0 and p 1 as described at the beginning of this paragraph are found. (We allow p 0 to be the root of a tree; in particular, if the descriptor of B terminates in (p α,j , full), we may let p 0 be the root of B, which is the least extension of p α,j lying above all elements of E s .) A proof that this search always terminates is given in Claim 1 below. Remember the descriptor of the tree for which the search succeeded, including the value of α.
Suppose we have found p 0 , p 1 , and α ⊆ as specified in the preceding paragraph. Do the following:
Denote the descriptor of the tree for which the search succeeded by d 0 and do the following:
This completes the construction. The next four claims show that the construction yields the desired enumeration of the complement of the analog of S. 
(Note that the following holds ifd = ∅ and also if j = k.) Since (p α,j , red) was the first pair yielding a finite tree, the tree with descriptor d (p α,j , full) is isomorphic to 2 <N . As in the preceding paragraphs, if we cannot find p 0 and p 1 satisfying the search, then we can construct a computable monochromatic tree, yielding a contradiction. This completes the proof of the claim that the search always succeeds. must eventually be introduced, and will also achieve its limit. Thus, for every α ∈ 2 <N , p α and c α are assigned, and T α is a nonempty tree. Summarizing the proof to this point, we have a subtree {p α | α ∈ 2 <N } which is isomorphic to 2 <N , and satisfies f pα (p ) = c α whenever α ⊂ . Furthermore, the complement of this set is the union of finite sets each of which can be computed with the aid of 0 . Consequently, the complement is computably enumerable in 0 . Thus, we have found an analog of S whose complement is c.e. in 0 . It remains to extract a monochromatic subtree and describe an enumeration for its complement.
First, suppose there is an α such that for all ⊇ α, c = red. Then the subtree T = {p | ⊇ α} is the desired monochromatic red tree. • Define F s+1 by the equation
For some ∈ N s , a predecessor of t s is moved. Let p s be this predecessor node. Because of the way nodes are added in Case 1, there is a unique least α ⊆ such that t s α ⊇ p s . Find this α, and do the following: . It is not difficult to show that for each α, the limit t α = lim s t s α exists, and that it marks some p such that c = blue. Also,
<N } is the complement of a set which is computably enumerable in 0 . Thus, in this situation, {t α | α ∈ 2 <N } is a blue monochromatic tree which is Π 0 2 definable.
We have completed the proof for two colors. To extend the result to an arbitrary finite number of colors, we modify the construction, assigning colors 0 through k in order. Initially c The Π 0 n bound. In the proof of Theorem 2.7, the preceding theorem acts as a base case for deducing the bounds for colorings of n + 1-tuples. In the argument, our goal is to produce a subtree with a controlled level of complexity such that the coloring of any n + 1-tuple depends only on the first n elements. The color blocks defined below aid in controlling the complexity of the desired tree. In all of the following, let f : 2 <N → k. Also, for each α ∈ 2 <N , we let T α denote the full subtree of 2
Definition 1. A color block for f is a set of k + 1 chains with the following properties:
1. Each chain consists of k nodes, exactly one of each color. 2. Any two nodes chosen from distinct chains are incomparable.
Definition 2. For c < k, we say f has a full c-avoiding tree if there is some node such that for all ⊃ , f( ) = c. Lemma 2.3. Either there is a c such that f has a full c-avoiding tree or there is a color block for f.
Proof. We search 2
<N for a color block for f. If the search fails, it is because we have discovered a full c-avoiding tree for some c.
Begin by selecting k + 1 pairwise incomparable nodes in 2 <N , the least k + 1 such nodes will do. For each node in this collection, do the following: Let 0 = . For 0 ≤ i ≤ k − 2, given i , let i+1 be the least node extending i with f( i+1 ) = f( j ) for j ≤ i, if such a node exists.
(Note that establishing the existence of such a i+1 requires a query to 0 when f is computable.) If this search fails for some i, it is because all nodes extending i have f( ) = f( j ) for some j ≤ i, thus T i is c-avoiding for any c ∈ {f( j )|j ≤ i}.
If the search does not fail, we have successfully completed the construction of k +1 non-intersecting chains, each consisting of k distinctly colored nodes. Further, when f is computable, this construction may be carried out with only finitely many queries to 0 .
Definition 3. If f is a k-coloring and S is a subset of the colors, an S color block for f is a collection of |S| + 1 chains, each of which is composed of exactly one node from each color in S, satisfying the incomparability requirement in the definition of a color block.
Given a coloring of [2 <N ] n+1 and an α ∈ 2 <N , we can color nodes of T α by fixing n-tuples at or below α and assigning colors to each node above α. We present some definitions and lemmas about collections of colorings which could be induced in this fashion. Intuitively, the f α -forest defined below consists of finite approximations to the tree used for reducing n + 1-tuples to n-tuples.
For what follows, assume that for each α ∈ 2 <N , the function f α : T α → k α is a finite coloring of T α . For a node α of length n, denote the initial segments of α by Suppose that L n is defined. If some ∈ L n has a tag, then do the following: 1. If the tag on is (S, ) and |S| > 1, then check for an S color block for f * above using the algorithm from the proof of Lemma 2.3.
(a) If such a color block is located, add all the nodes in the color block to L n+1 . Whenever is the supremum of a chain in the color block, define
. . , v | | ) ∈ S} and attach the tag (S , ) to . Remove the tag from . (b) If no such color block is found, then for some c ∈ S and some above there is a c-avoiding tree for f * above . Change the tag on to (S − {c}, ). 2. If the tag on is (S, ) and |S| = 1, then the tree above is monochromatic for f * . Add 0 and 1 to L n+1 . For each ε ∈ {0, 1}, define
. . , v ) ∈ S} and attach the tag (S ε , ε) to ε. Remove the tag from . If no element of L n has a tag, then the calculation of L n+1 is complete, and L n+1 is defined. Note that this process always terminates, and that for each n, L n is finite.
The f α -forest consists of all finite binary subtrees T such that: (1) the k th level of T is empty or contains exactly 2 k elements from L k , and (2) if , 1 , and 2 are nodes of T and 1 and 2 both extend , then f
Observe that by requiring (2), we ensure that when T is a tree in an f α -forest and is in T , then f is monochromatic on the nodes of T above . Lemmas 2.4, 2.5, and 2.6 complete the construction of the tree needed for the proof of Theorem 2.7. Let [T ] denote some canonical integer code for a finite tree T .
Lemma 2.4. Suppose that for each α ∈ 2 <N , f α : T α → k α is a finite coloring of T α . If f α α∈2 <N is a computable collection of computable finite colorings, then the f α -forest is computable from 0 . Furthermore, there is a function g such that g ≤ 0 and for all n, if T is a height n element of the f α -forest, then
Proof. Let T be a finite tree of height n, and F the f α -forest. To determine whether T ∈ F , we first (computably) check that it satisfies the monochromaticity requirement in (2) in the definition above and is isomorphic to 2 ≤n . Then check for each k ≤ n that
Thus membership in F reduces to finitely many questions about membership in the sets L k for k ≤ n. By the proof of Lemma 2.3, the construction of the (finite) set L k can be carried out with the assistance of 0 .
Since each set L k is finite, there are only finitely many trees of a given height n belonging to F . With the aid of 0 , we may find these and set g(n) to exceed the largest of their canonical indices.
Lemma 2.5. If f α is as in Lemma 2.4, then there is a subtree T such that the following hold :
Proof. Let F denote the f α -forest and order its elements by inclusion. By Lemma 2.4, F has the structure of a finitely branching tree bounded by a function g, and both F and g can be computed from 0 .
Once we show below that F is infinite, we can apply the relativized Low Basis Theorem [6] to obtain from F a path P such that P ≤ 0 . The desired tree T is the union of the elements in this path. A node of length n on the path is a finite tree isomorphic to 2 ≤n and they form a nested (increasing) sequence, so their union T is indeed isomorphic to 2 <N . Since T ≤ P and P ≤ 0 , we have T ≤ 0 . Note that the definition of an f α -forest ensures that for all ∈ T , f * is constant on { ∈ T | ⊃ } and so f is also constant on this set.
To see that F is infinite suppose by way of contradiction that there is an upper bound on the height of elements of F . In this case, we may find a sequence of colorings h α such that the maximum height of a tree in the h α -forest is minimal among all choices of colorings. Let H be a tree from the h α -forest that has this maximal height, which we will denote by n. It follows from Lemma 2.3 and the definition of f α -forest that n ≥ 1. Let L 1 be the first level of the h α -forest. We consider two cases.
First suppose L 1 consists of nodes taken from a monochromatic subtree for h ; denote these by 0 and 1 . For each nonempty α ∈ 2 <N , define h By our choice of n, the h 0 α -forest and the h 1 α -forest each contain a tree of height n; call them T 0 and T 1 . Then { } ∪ T 0 ∪ T 1 is a tree in the h α -forest of height n + 1, contradicting the choice of n. Now suppose L 1 consists of nodes in a color block for h and let 0 , . . . , j be the maximal elements of the j + 1 chains in L 1 . Note here that the cardinality of the range of h on nodes in and above the chains is j. As in the previous paragraph, construct the induced sequences of colorings for each i , and a monochromatic tree M i of height n for each i . Two of these, say M i and M j , must agree in the first component of their coloring. Pick i in the chain below i so that { i } ∪ (M i − { i }) is monochromatic for h . Choose j for M j similarly, and note that { , i , j } ∪ (M i − { i }) ∪ (M j − { j }) is a tree of height at least n + 1 in the h α -forest, contradicting the choice of n and completing the proof that F is infinite.
Lemma 2.6. Suppose n > 1 and f : [2 <N ] n+1 → k is computable. There is a tree T which is isomorphic to 2 <N such that the following hold : Proof. Define a computable family of colorings f α α∈2 <N as follows. If lh(α) < n, let f α ( ) = 0 for all . If lh(α) ≥ n, let 1 , . . . , m be an enumeration of the n-tuples of nodes at or below α. For ⊃ α, let f α ( ) = j≤m pr( j ) f( j , ) , where pr( ) denotes the rth prime for some canonical code r for . Apply Lemma 2.5 to f α to obtain a tree T isomorphic to 2 <N with T ≤ 0 . Let denote an increasing n-tuple 1 , . . . , n of comparable elements of T . By Lemma 2.5, f n is constant on { ∈ T | ⊃ n }. Let 1 , 2 ∈ T extend n . Then f n ( 1 ) = f n ( 2 ). From the definition of f n , the prime power factors corresponding to the n-tuple must agree, yielding:
The exponents in the preceding equation must match, so f( , 1 ) = f( , 2 ) as desired.
Finally, we have assembled all the machinery to prove the analog of Theorem 5.5 in [5] . Proof. Essentially quoting the proof of Theorem 5.5 of [5] , we use induction on n. The case n = 1 follows from Theorem 1.2 and n = 2 follows from Theorem 2.2. Suppose the theorem holds for some n ≥ 2, we will prove it for n + 1. Let f : [2 <N ] n+1 → k be computable. Find T as in Lemma 2.6. Given any sequence 0 , . . . , n−1 of comparable elements of T , let n be the least extension of n−1 in T and definef( 0 , . . . , n−1 ) = f( 0 , . . . , n−1 , n ). Note thatf is computable from T . By the induction hypothesis, there is a monochromatic treeT forf which is Π 0 n in T . SinceT is monochromatic for f, it remains only to show thatT is Π 0 n+1 . SinceT is Π 0 n in T , there is a T -computable (n + 1)-place predicate R such that for
