Non-stationarity in the natural mortality of many species has been discussed among research scientists, but no generally applicable models/methods have been developed where a statistical catch-at-age (SCA) model framework is used. Using the Atlantic weakfish (Cynoscion regalis) fishery as an example, several SCA models are developed to assess the population dynamics, then compared. Models used included (i) an SCA with constant natural mortality, (ii) an SCA with unknown natural mortality, but with a hierarchical prior distribution from a mixture of distributions based on life-history information, (iii) an SCA with age-specific unknown natural mortality, (iv) an SCA with time-varying natural mortality, following a random-walk process, and (v) an SCA with age-specific time-varying natural mortality. The last two models imply that the population dynamics are not stationary. A Bayesian approach was used to estimate parameters, and performance of the models was compared through goodness-of-fit and the retrospective patterns of the models. A simulation study was then conducted to test the uncertainty resulting from model selection, the efficiency of using the best model selected based on deviance information criterion, and whether changes in natural mortality could be detected. An SCA with time-varying natural mortality, following a random-walk process, is proposed for the example fishery here. The estimated non-stationary temporal patterns in natural mortality were linked further to climate-ocean oscillation indices, to diagnose possible mechanisms/linkages to these temporal variations in natural mortality.
Introduction
Stationary processes have been assumed in traditional stock assessment models owing to the difficulty in solving non-stationary population dynamics models. In recent years, non-stationary processes have been investigated in both theoretical and applied ecological studies (Priestley, 1988; Fu et al., 2001; Turchin, 2003) , but rarely have they been applied to current fisheries population dynamics and stock assessments, especially when statistical catch-at-age (SCA) models are used. Non-stationary population processes arise under circumstances of lack of population regulation, non-stationary changes in the environment, and growth to potential equilibrium (Royama, 1992) . Further, model selection uncertainty can be great if a specific model is selected without comparison with other possible models, especially those that model non-stationary dynamics. A comprehensive approach needs to be developed to test the possible hypotheses on stationarity and non-stationarity dynamics within the framework of either virtual population analysis (VPA) and/or SCA.
Here, the Atlantic weakfish (Cynoscion regalis) fishery is used as an example to examine non-stationarity hypotheses in temporal variation in natural mortality (M), one of the most influential and uncertain parameters in fisheries assessments (Vetter, 1988; Clark, 1999) . Similar to other fish species, the value of M for weakfish has been treated as non-estimable inside of the VPA and SCA models, and it is assumed to be known when traditional population models are used (ASMFC, 2006; NDPSWG, 2009; NEFSC, 2009) . Recent work shows that weakfish M has not been constant, and the ASMFC Weakfish Stock Assessment Subcommittee has been developing approaches to estimate it (ASMFC, 2006; NEFSC, 2009 ). An approach using total mortality (Z) estimated from an ADAPT-VPA model minus fishing mortality (F) estimated from an index-based method was used to estimate M, and an increase after 1998 was the conclusion (NEFSC, 2009) . Reasons for this variation in M have included predator and prey availability, and environmental change, and these were tested in recruitment modelling and biomass dynamics models (ASMFC, 2006; NEFSC, 2009) . We here developed different SCA models with M considered unknown with temporal variation and/or age variations, to test the hypotheses of increasing M and age-specific M for Atlantic weakfish.
The estimated "known" values of M used in VPA and SCA models are often from maximum age observed (Hoenig, 1983) , life-history theory (Charnov, 1993; Jensen, 1996) , empirical equations based on meta-analysis (Pauly, 1980; Hoenig, 1983) , tagging (Seber, 1970; Xiao et al., 1999) , and catch-at-age or catch per unit effort (cpue) (Paloheimo, 1980; Wang, 1999) . Some methods allow age-or size-specific M to be estimated, e.g. Chen and Watanabe (1989) and Lorenzen (2005) . Estimates of M from these models/approaches are often not consistent with each other. Although we have been developing models without assuming M as known, these methods do aid in developing prior probability distribution values for M in the Bayesian SCAs (see below).
In the weakfish fishery, the methods described by Pauly (1980) , Hoenig (1983) , and others provide different estimates of M, so deciding on a fixed value is a difficult and controversial topic without a clear and objective solution. Although assessments can explore the sensitivity of results to a range of plausible values (Clark, 1999) , rarely is the full uncertainty in the estimation of M incorporated into the assessment or management advice.
Some studies have attempted to estimate M directly from stock assessment models, i.e. without assuming that it is known (Hampton, 2000; Marty et al., 2003; Aanes et al., 2007; Deriso et al., 2008) . Such approaches include (i) change the "known" M values in a VPA or SCA model based on the new observation of maximum observed age or life-history parameters (e.g. summer flounder, Paralichthys dentatus); (ii) instead of using a constant M among age groups, use "known" age-specific values of M in a VPA or SCA model [e.g. Lorenzen (2005) has been used to model the known age-specific M for the red grouper (Epinephelus morio) stock assessment, (SEFSC, 2009)]; (iii) change "known" M to unknown, but use no auxiliary information to assist M estimation from the model (e.g. Lee et al., 2011) ; (iv) change the "known" M to unknown, but use auxiliary information or covariates to assist M estimation from the model (e.g. Marty et al., 2003; Deriso et al., 2008) .
Here, using the Atlantic weakfish fishery as an example, we compared several SCA models, including two non-stationary dynamics models, to evaluate the population dynamics. Models used included (i) an SCA model with constant natural mortality, (ii) an SCA with unknown natural mortality, but with a prior distribution, from a mixture of distributions, based on life-history information, (iii) an SCA with age-specific unknown natural mortality, (iv) a non-stationary SCA with time-varying natural mortality, following a random-walk process, and (v) a non-stationary SCA with age-specific time-varying natural mortality that follows a random-walk process. The last two models imply that the population processes are not stationary.
A Bayesian approach was used to estimate parameters (Punt and Hilborn, 1997; Gelman et al., 2004) . Bayesian approaches are commonly used in solving hierarchical, non-stationary, state-space time-series models because of their flexibility in incorporating information from different sources, and the ability to estimate parameters using a Markov chain Monte Carlo (MCMC) algorithm. Another reason that they are increasingly being used in fisheries stock assessment is because of their ability to provide results for risk analyses of alternative management strategies and to incorporate prior knowledge of the fisheries into the assessment process (McAllister and Kirkwood, 1998; Gelman et al., 2004) .
Recruitment each year is here estimated directly as a distribution of recruitment around a mean, instead of assuming a fixed stock -recruitment relationship, avoiding the possible impact from assumed recruitment models. As the weakfish catch-at-age matrix used consists of several types of catch composition, selectivity can be less regular, and because fishery-specific catch data are lacking, age-specific selectivity was used. We also explored the possibility of time-varying selectivity with the SCA models, with selectivity modelled as a random-walk process. Model performance was investigated through model goodness-of-fit comparisons, and models were compared using the deviance information criterion (DIC) based on a Bayesian estimator. We also compared the performance of the models by investigating their retrospective errors, then correlated the estimates of M with long-term climate oscillation indices to diagnose possible indicators of temporal variation.
Material and methods
The data used were provided by the Atlantic States Marine Fisheries Commission Weakfish Technical Committee (NEFSC, 2009) . Detailed information on the catch-at-age matrix and relative abundance surveys are available from the same report. Catch data from 1982 to 2007 were used ( Figure 1 ); catches were high in the early 1980s, but decreased after the 1990s. Of the 15 relative abundance indices available for the fishery (Supplementary Table  S1 ; Figure 2 ), six provided age-structured relative abundance indices and eight provided age 1 relative abundance, and all were used to calibrate the recruitment dynamics.
Stationary and non-stationary SCA models with different assumptions for M Series of stochastic age-structured models were constructed to represent the dynamics of the weakfish stock, with different assumptions for M. The models consisted of four submodels including (i) an abundance-at-age model to describe the dynamics of the 
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Y. Jiao et al. population, (ii) an observation model to describe the relationship between the estimated catch and observed catch in the fishery, (iii) a series of observation models to describe the relationship between stock abundance and relative abundance indices from the fishery or fishery-independent surveys, and (iv) an M submodel if M was assumed as unknown.
A commonly used SCA model (M1) based on the data structure of weakfish can be written as
where a is age, y the year, N the population abundance, C the observed catch, F the fishing mortality, S a the age-specific selectivity that follows a constant vector, R y the recruitment in year y, j the jth type of fishery-dependent or -independent cpue dataset, and 1 c N(0, s
. M is assumed known and fixed at 0.25 for all age groups and years (ASMFC, 2006; NEFSC, 2009) . A constant vector was used to model selectivity rather than a logistic curve, because the catch-at-age matrix is composed of several types of catch composition, so selectivity can be less regular. The initial numbers of population-at-age are estimated, and a uniform prior is used N a.1,y=1982 U(1, 100) × C a,y=1982 during the Bayesian estimation. The exploitation rate in 1982 was assessed to be .1 from a previous stock assessment, so using the observed C a,y=1982 as the lower bound of N a.1,y=1982 and using 100 × C a,y=1982 as the upper bound of N a.1,y=1982 is biologically reasonable and not restrictive as a prior. R y is highly variable, and the size of the spawning stock can often only explain a small amount of the variation in recruitment, so we assume recruitment in year y (R y ) to be estimated and to follow the distribution of ln(R y ) = ln( R) + 1 R , instead of being modelled using regulated curves, such as Cushing and Beverton -Holt (Ricker, 1975; Quinn and Deriso, 1999) . Recruitment is assumed to have a two-level hierarchically structured prior (Table 1) . For a vague informative prior, Figure 2 . Relative abundance indices (a) aged, and (b) to calibrate age 1 (also see explanation in Supplementary Table S1 ).
Modelling non-stationary natural mortality in catch-at-age models ,y=1982:2007 represents the observed catch of age 1 fish from 1982-2007; C cohort,y represents the total catch over time from the cohort of year y from 1982 to 2007. Given the levels of fishing mortality and natural mortality for Atlantic weakfish, using minimum observed catch as the lower bound of the mean of recruitment, and max[ln(100C cohort,y )] as the upper bound of the mean of log recruitment is biologically reasonable and not restrictive. Recruitment dynamics were analysed further outside the SCA models, precluding influence of the recruitment modelling choices on the non-stationary M models in the study. The prior of F y is assumed to be between 0.001 and 2, that of S a between 0 and 1, that of q j,a=1 to be between min(I j,a¼ 1 /upper bound of R) and max(I j,a¼ 1 /lower bound of R), and that of q j,a.1 to be between min(I j,a.1,y /100C a.1,y ) and max(I j,a.1,y /C a.1,y ).
The second model considered was similar to model M1 except that M was assumed to be an unknown constant following a lognormal distribution (M2):
where 1 M follows a normal distribution with mean 0 and variance s 2 M , i.e. log-transformed M follows a two-level distribution with mean ln( M) and variance s 2 M , and M further follows a uniform distribution between b 1 and b 2 . Hierarchically structured (or multilevel) priors are robust and commonly suggested priors in Bayesian analysis (Andrews et al., 1993; Roberts and Rosenthal, 2001; Gelman et al., 2004; Jiao et al., 2009) . Priors on the mean of M used in some of the proposed models were based on literature search, maximum age, life-history parameters, empirical equations, and knowledge of similar species. Hence, an informative prior for hyperparameter M U(0.1, 0.4) was used in the hierarchically structured M in the Bayesian estimator (Table 1) .
Some studies have suggested that age-specific values of M should be used (Lorenzen, 2005; SEFSC, 2009 ). The third model under consideration here is similar to M2, but instead of treating M as unknown but constant among age groups and years, M is assumed to be unknown, but different among age groups (M3), i.e.
where M a is M at age a and follows a lognormal distribution with mean ln( M a ) and variance s The fourth model (M4) used a random-walk process to model the changes of M among years:
where M y is M at year y and M y follows a random-walk process.
The fifth model (M5) used a random-walk process to model the changes in M among age groups and years:
where M a,y is M at age a and year y, M a follows a two-level distribution and from year y-1 to year y, and M y follows a random-walk process. Clearly, M4 and M5 are non-stationary because of the time-varying M over years.
As the weakfish catch-at-age matrix used consists of several types of catch composition, and fishery-specific data are currently not available, we also explored the possibility of time-varying selectivity, using SCA models with time-varying selectivity in addition to age-specific selectivity, as explained above. For model M1 with time-varying selectivity, with time-varying selectivity modelled as ln(S a,y ) = ln(S a,y−1 ) + 1 S , i.e. a random-walk process (Butterworth et al., 2003; Linton and Bence, 2011) , the model was referred to as model M1S. Similarly, models M2S-M5S were developed from models M2 -M5 with time-varying selectivity. Age-specific mortality can also be modelled as a random-walk process, so model M3A had M modelled as
M5 was further modified as M5A to allow age-varying M also to follow a random-walk process:
Bayesian approach and priors A Bayesian approach was used to fit the model to data collected from different sources. Bayesian methods are computationally feasible for non-stationary time-series models and are effective in solving state -space time-series models and hierarchical models, including fisheries catch-at-age models (Millar and Meyer, 2000; Calder et al., 2003; Carroll et al., 2006) . The Bayesian approach uses a probability rule (Bayes' theorem) to calculate a posterior distribution from the observed data and a prior distribution that summarizes prior knowledge of the parameters (Gelman et al., 2004) . As models M2 -M5 also model M hierarchically, the posterior density distribution for parameters needs also to consider hyperpriors. A Bayesian model (M1) for each species writes a posterior density for parameters [p(u = R, N a.1,1982 , F y , S a , q j,a , s j , s c , s R , s N C, I
| )] using Bayes' theorem as
where L(I N, q, s j ) is the likelihood function of I (all the available relative abundance indices) and is calculated as
In models M2 -M5, the priors of hyperparameters are also assigned to yield the joint posterior. For example, when model M2 is used, the joint posterior is
In the equations above, g(I j,a,y |...) is the probability density function of I j,a,y given parameters N a,y , q j,a , s j , h(C a,y |...) is the probability density function of C a,y given parameters N a,y , M, F y , S a , s c , p(M| M, s M ) is the probability density function of M given hyperparameter M, and p( M) the probability density function of M. The same algorithm can be used to develop the joint posterior for models M3 -M5. Two types of prior distribution are commonly used in Bayesian stock assessment: (i) non-informative and (ii) informative (Gelman et al., 2004) . The choice of a non-informative or informative prior for a parameter was determined by the reliability and details of prior knowledge of the parameter. In fisheries SCA models, non-informative priors are technically difficult. Prior knowledge of fishery parameters came from different sources, including weakfish fishers' experience, results derived from previous studies of the weakfish fishery, and knowledge of similar species and fisheries. Priors that are vaguely informative were explained in the model section described earlier. All the priors of the variances for recruitment, catch, and abundance indices are non-informative, and U(0.001, 10) were used (Table 1) .
Model goodness-of-fit
The goodness-of-fit of Bayesian non-stationary SCA models are compared with the classically used SCA model based on the estimates of the DIC:
where D is deviance, a measurement of prediction goodness for the models, p D the effective number of parameters in a Bayesian model, D the posterior mean of the deviance, andD the deviance of the posterior mean. Here, y is C a,y , I j,a,y , and u includes R y , F y , S a , q j,a M, s j , s c in the non-hierarchical model, R y , F y , S a , q j,a , M, M, s c , s j , s M in the hierarchical model M2, and other parameters in the other models. The DIC is a hierarchical modelling generalization of the AIC (Akaike information criterion) and BIC (Bayesian information criterion, also known as the Schwarz criterion). It is particularly useful in Bayesian modelselection problems, where posterior distributions of the models have been obtained by MCMC simulation (Spiegelhalter et al., 2002 (Spiegelhalter et al., , 2004 Jiao et al., 2008) .
Simulation study
A simulation study was designed to test the performance of the proposed models and the model-selection uncertainty. The results after model comparison indicated that time-varying selectivity was not influencing the hypotheses on M. Age-varying M using the M3 and M3A models resulted in similar M-at-age; age-time-varying M using M5 and M5A models resulted in similar M-at-age-year. Therefore, only models M1 -M5 were used in the simulation study to focus on models with different hypotheses on M. The following simulation algorithm was used: (i) estimate recruitment, fishing mortality, and all other parameters from the models (M1 -M5) using data from the example fishery, and treat these estimates as the "true" population dynamics parameters; (ii) generate natural mortality, population abundance indices data, and catch-at-age data from a Monte Carlo simulation with uncertainty levels
Modelling non-stationary natural mortality in catch-at-age models equivalent to the uncertainties estimated from the original "true" population; (iii) analyse the dataset generated using the five different models; and (iv) evaluate the uncertainty arising from model selection and the performance of using the "best" model selected by the model goodness-of-fit (DIC here), based on the relative estimation error (REE; see the five simulation scenarios in Table 2 for the simulation design). Steps (ii) -(iv) were repeated 80 times to yield 80 sets of estimated fishing and natural mortality rates, selectivity, recruitment, and population size from each model. The relative estimation error REE(F i ) for estimated fishing mortality rate in year y,F y , was calculated as
where i indicates the ith simulation run and n the number of the years. An estimation procedure with small REE suggests that it performs well and tends to have smaller errors in estimating F. The same procedure was used to estimate the REE of recruitment REE(R i ), and the REE of selectivity REE(S i ). Model-selection uncertainty was evaluated through a probability of choosing the "true" model as the best model, based on the lowest DIC value. For example, when the M1 model was used as the true model, in each of the 80 runs, the simulation algorithm would pick the best model based on the DIC values (the smallest DIC means the best model); the best model would be recorded in each of the simulation runs. After the 80 runs, the probability of each model being chosen as the best model was counted. For example, if the M1 model was chosen as the best model in 20 of 80 runs, then the probability is 25%. In this simulation, because the results from the first 40 runs and the second 40 runs were similar, we decided to use 80 runs, considering the long computation time.
Retrospective analysis
Retrospective error has been one of the important issues in fisheries stock assessments (Mohn, 1999) . Here, an extra 5-year retrospective analysis was carried out for each model, and the retrospective error was treated as one of the criteria to compare models, with two measurements of retrospective error being used. The first one measures E1 t = N t data to year t − N t data to year t+1 N t data to year t+1 ,
where N t data to year t is the estimated population abundance in year t when data up to year t were used in the model. The second one is based on Mohn (1999) , and it is calculated as below when 5-year 
Sensitivity analysis
We used non-informative priors widely. The preliminary analysis found that allowing an informative prior for M and noninformative prior for the variance of M tended to result in great variation in M over the past few years, and it further caused retrospective errors in the modelling analysis. The non-stationary models tended to capture the long-term trend well, but might be influenced by noise in estimating parameter trends in recent years. We also developed the sensitivity analysis using informative priors for the variance of M, i.e. s used for the analysis with data to year t was based on the modelling analysis from M2 to M5 when non-informative priors and when data up to year t -1 were used, i.e. 1.5 × s M was referred to as M2*, and similarly for models M3* -M5*. The use of posteriors from the previous year's analysis has been shown in Bayesian analysis (Gelman et al., 2004) to be a useful means of informative prior elicitation. Here, we widened the prior to 1.5 × s (Table 1) .
Fishery-status evaluation
The method of Shepherd (1982) was used to estimate F msy and N msy , combining a yield-per-recruit with a stock -recruitment model. Spawning-stock abundance was estimated as age-specific maturity × age-specific abundance in each year, and the abundance of age 1 fish was treated as recruitment. A Ricker model was used, but further evaluation of the recruitment model is necessary in future when an assessment of the same fishery is carried out. Comparisons among models of the estimated rate of fishing mortality F relative to F msy , F/F msy , and of the population size relative to N msy , N/N msy , were also made. The probability of F being larger than F msy , i.e. p(F . F msy ), was used to define the risk of overfishing, and the probability of N being smaller than N msy , i.e. p (N , N msy ) , was used to define the risk of a population being overfished. Joint posterior distributions of F and F msy were used to estimate p(F . F msy ), and the joint distributions of N and N msy were used to estimate p(N , N msy )-see Jiao et al. (2010) .
Correlation analysis between time-and/or age-specific M and long-term climate -ocean oscillation indices Estimated non-stationary values of M were compared with longterm climate -ocean oscillation indices. Many studies have found non-stationary population dynamics to be heavily influenced by long-term climate -ocean oscillation patterns, such as the Pacific Decadal Oscillation, El Niño -La Niña, the Arctic Ocean Oscillation, and the North Atlantic Oscillation (McGinn, 2002; Jiao, 2009) . Here, we considered the North Atlantic Oscillation (NAO) and the Atlantic Multidecadal Oscillation (AMO), two important, widely recognized climate-ocean oscillation indices influencing the North Atlantic (Goldenberg, 2001; McGinn, 2002; Link et al., 2010) . Three NAO indices were used: the NAO 1-year average, the NAO annual station-based average, and the NAO station-based winter index (Hurrell, 2010) . The AMO used here was the 1-year average value. Studies on whether and how the NAO and AMO influence population dynamics are still limited, especially quantitative studies, but this study provided fresh information on developing applicable non-stationary population dynamics and linking them with possible driving factors, for management purposes.
Results
Increasing model complexity by adding white noise to M (M2) and by assuming age-specific unknown M (M3) did not increase model goodness-of-fit (Table 3 ). The resulting DIC values were similar to those of the basic SCA models with M constant and known (M1). Both non-stationary SCA models (M4 and M5) yielded smaller DIC values than the three stationary SCA models, and the differences in DIC between M4 and M1-M3 were .70, showing that the assumption of time-varying M provides a better model fit than constant M. Comparison of the DICs of M4-M5 and M2-M3 also suggests that hypotheses about age-specific M are less likely to be true. Comparison among DICs suggested that M4 was the most appropriate model, and that the weakfish population is non-stationary, as reflected in M varying over time. The estimated M over time from M4 and M5 showed a similar trend (Figure 3) . M was low in the 1980s, increased in the 1990s, continued to increase after the mid-1990s, but has tended to decrease again recently. The DIC values when M1S-M5S were used indicated that model goodness-of-fit did not improve with time-varying selectivity modelled as random walk (Table 1 ). The estimated variation in natural mortality can still be tested, and the overall conclusion on natural mortality did not change even when time-varying selectivity was included (Supplementary Figure S1) . When M3A and M5A were used, the DIC values were close to the values obtained when M3 and M5 were used (Table 1 ). The estimated M variation over age from M3A was almost the same as from M3, and the estimated age-time-varying M from M5A and M5 were also close (results not shown).
The estimated population trends from the five models were similar, with results from the stationary models being more similar to each other than to the non-stationary models (Figure 4 ). Patterns were similar for fishing mortality estimation (Figure 5) , and as all models were calibrated using the same Table 3 . DIC and retrospective error estimates when different models are used, where E1 year is the retrospective error for the given year (see text for explanation), and E2 is the retrospective error used in Mohn (1999 indices of relative abundance, the population size trends were expected to be close.
The estimated values of N msy and F msy from M1, M2, and M3 were similar, but they could not reflect the variation in biological reference points caused by the non-stationary population dynamics reflected in M. M4 and M5 showed the changes in N msy and F msy . N msy decreased after the mid-1990s (Figure 6a) , and F msy after 2000 (Figure 6b) . Results for the most recent years tended to be less stable.
The risk of overfishing from the early 1980s to the early 1990s was estimated as high in all five models, but the risk decreased somewhat around the mid-1990s, before increasing again in the early 2000s (Figure 7 ). After 2000, the estimated risk of the population being overfished was similar when M1, M2, and M3 were used, but were quite different when M4 and M5 were used. The non-stationary models suggested that the risk of overfishing was ,50% in recent years.
There Figure S2) . Therefore, stock assessment model M4* is proposed for future use because of both its high level of goodness-of-fit and the robustness of its results.
Model-selection uncertainties from the simulation study were large. For the example fishery, the probabilities of determining the true model were, respectively, 67.5, 22.5, 2.5, 75, and 22.5% for models M1 -M5 (Table 2) . However, when the true M was constant, i.e. not varying over time or age (S1 and S2 when M1 and M2 were used as the "true" models in the simulation), the probability of selecting a model with constant M was as high as 67.5% (45 + 22.5%) in S2 or 85% (67.5 + 17.5%) in S1. When the true M was time-varying (S4 and S5 when M4 and M5 were used as the "true" models in the simulation), the probability of selecting a model with time-varying M was as high as 70% (47.5 + 22.5%) in S5 or 85% (75 + 10%) in S4. The probability of detecting the age-varying M seemed low based on this simulation study, which could have been because of the limited difference in M among ages 1 -4 in the example fishery.
The simulation study also showed that the "true" model tended to give the estimate with lower-lowest values of REE, meaning that the parameter estimates are better, but not always best ( Table 2 ). The REE values calculated from the "best model" selected based on DIC were low and very close to the REE calculated when the true models were used ( Table 2 ), implying that Modelling non-stationary natural mortality in catch-at-age models 113 the DIC works well in selecting models among stationary and non-stationary SCAs.
Although the change in M over time was predicted based on historical data, it must be emphasized to predict the change in M in future so that the non-stationary fishery can be managed better. Comparing the correlation between M y and the corresponding NAO and AMO indices, the AMO explained M well in a simple linear regression model (Figure 8 ).
Discussion
The models developed here should help fisheries scientists investigate relatively vague values of M, and also provide an opportunity to model the non-stationary dynamics of populations. The greatly reduced DIC values (DDIC . 70 and .30, respectively) in the non-stationary models of natural mortality (M4 and M5), compared with M1, M2, and M3, suggested that increasing complexity in the temporal variation of M is worthwhile. The increased DIC values using age-specific natural mortality (M3 and M5) suggest that differences in natural mortality among age groups were not as notable as temporal changes (Figure 3, Supplementary Figures  S1 and S2) .
In an age-structured model, non-stationary dynamics can be traced back to either recruitment dynamics or natural mortality dynamics, or both. Here, we estimated recruitment directly rather than assuming a stock-recruitment model, so precluding the possible influence of the assumed recruitment models. As age 1 indices were used to calibrate recruitment, the possibility of confounding recruitment and natural mortality dynamics was minimized.
Results from Mi and Mi* were similar, which indicated that the informative prior for 1.5s M did not further stabilize the results well, but tended to result in a slightly narrower credible interval of the previous year's estimate of M. This could have been because M or M a in M i was modelled as hierarchically structured for years and age groups, or because the use of informative priors of 1.5s M in models M4* and M5* was sufficiently wide in the hierarchical models not to influence the results. Hierarchically structured models provide robust estimates of their parameters (Gelman et al., 2004; Jiao et al., 2008) . The results here suggest that priors elicited from posterior distributions based on analysis in year t -1 when conducting analysis in year t are reasonable with SCA models. Elicitation of priors from the previous year's analysis has been supported in Bayesian analysis (Gelman et al., 2004) , and we believe that priors based on a model with data up to year t -1 can be considered a useful means of informative prior elicitation for a model with data up to year t. Appropriate widening of the informative prior is often used to preclude restrictive influence from the informative priors, such as used here. Whether and how to use informative priors to decrease uncertainty and retrospective errors, but keep the quality of the stock assessment in the most recent year, needs to be explored in the future.
Although model-selection uncertainty is great, as in many examples (Jiao et al., 2008) , the ability to detect whether or not M is time-varying is good in this example fishery. The ability to detect age-varying M is low, probably because "true" age-specific M, based on the example fishery and ages 1 -4, was trivial. A simulation study is probably needed for other fisheries when determining whether or not the detection of a time-or age-varying value of M is robust. Modelling non-stationary natural mortality in catch-at-age models A model-averaging approach can balance the needs for best models and for model-selection uncertainty (Jiao et al., 2008) . Here, because the DDIC is usually much .10, results from model averaging are almost the same as those from "best" models, so we did not consider model averaging for this example fishery. When dealing with real observation data for which the state of nature is unknown, comparison between the commonly used individual models, the "best" model, and the differences between goodness-of-fit protects against overconfidence in the results (Draper, 1995) .
This study provided not only non-stationary age-structured models, but also a framework for researchers to explore ways to incorporate non-stationary population dynamics into management. Currently, constant F msy and B msy values are used widely, so because quantification of possible driving factors and their influences on population dynamics are generally lacking, management is based on the assumption that the population is in equilibrium and stable. The approach here linking natural mortality to possible driving factors provided a useful way of supporting the concept of ecosystem-based management. Although it was only the M y relationship with NAO and AMO that was analysed, other factors, e.g. predator-prey relationships, might also influence M y variation. It may be possible to link estimated M with factors other than NAO and AMO in the future, but although AMO did not explain all the variation in M y , it was significantly correlated with M y . A management strategy evaluation based on AMO variation in future may well be revealing. Frequent updating of the model is also necessary because correlation does not equal causality, and the relationship between M y and AMO may vary over time.
The NAO and the AMO are correlated with the growth, maturity, recruitment, abundance, and distribution of many fish species along the Atlantic coast (McGinn, 2002; NEFSC, 2009; Link et al., 2010) . Brust (2009) stated that the AMO has a strong negative relationship with weakfish harvest, which could be interpreted as an influence on fish numbers or on fishing, although neither has been fully investigated. The possible driving factors of variation in M for Atlantic weakfish have been related to climate -ocean oscillations (AMO: Brust, 2009; NAO: Crecco, 2009 ) and species interactions (NEFSC, 2009). We estimated M from a framework of SCA models rather than seeking the driving factors for weakfish M variation, and encourage further research into possible driving factors on the dynamics of the weakfish population.
Some studies have put environmental factors in the model, i.e. f (X) ¼ f (X) or f (X) + 1, where X are environmental factors (Deriso et al., 2008; Maunder and Deriso, 2010) . This approach is not rejected here, but in most such cases, the environmental factors could not explain the temporal variation well and would lead to either a poorly explained or a biased value of M y because of restrictions on the function f (X) or f (X) + 1. However, the approach here of estimating M y first without restriction, then linking it to environmental factors outside the age-structured models, provides a good opportunity to estimate M y , and allows follow-up investigations of driving factors that caused M y to change. The use of time-varying values of M y with and without a covariate within stock assessments for various other fisheries could be interesting. Model goodness-of-fit and whether the covariate biased the trend in M y should be considered as criteria in selecting the time-varying value of M y .
The results here are not intended to supersede those of the 2009 stock assessment for weakfish (NEFSC, 2009) . Weakfish was instead used simply as a case study to demonstrate the applicability of the models, and the study reflected characteristics of the weakfish fishery dynamics, so the results are applicable primarily to the weakfish fishery for the period examined. Although the conclusion of an optimum model of M may not be globally true for all southeastern US and Gulf of Mexico fisheries, the model-selection procedure and the general conclusions on modelling Bayesian SCA with unknown values of M have global utility.
Supplementary material
The following supplementary material is available at the ICESJMS online version of the manuscript: Table S1 provides a detailed description of the available relative abundance indices (I ) for Atlantic weakfish, Figure S1 provides M estimates from the SCA models when M1S-M5S were used, and Figure S2 provides estimates of M from the stationary and non-stationary SCA models when M1* -M5* were used.
