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C. N.R.S., UER de Matht!matiques et Informatique, Universith de Bordeaux I, 33405 Talence Cedex, 
France 
Abstract. The class of absolutely noncircular (ANC) attribute grammars (AGs) has been heavily 
studied, mainly because simple and recursive evaluators can be automatically produced for such 
grammars. We give a characterization of ANC AGs that includes as special cases most of the 
already existing definitions of this class. Our goal is that of clarifying the relationships among 
these definitions and also among the evaluators corresponding to them. 
We show also that for a more restricted class of AGs (the doubly noncircular AGs) recursive 
incremental evaluators can be constructed in a way very similar to that used for the ANC AGs. 
Introduction 
The study of attribute grammars (AGs) has mainly concentrated on the problem 
of efficiently performing attribute evaluation. One class of AGs is particularly 
interesting in this respect: the class of the absolutely noncircular AGs (ANC AGs) 
[lo]. This class is interesting because simple evaluators can be automatically con- 
structed for them and because the problem of testing whether any given AC is ANC 
is only polynomial. For these reasons ANC AGs have been used in a compiler 
writing system [8] and studied in many theoretical papers [3, 4, 7, 9, 10, 131. 
Several characterizations of the class of ANC AGs exist. We consider the three 
characterizations given by Kennedy and Warren [lo], Courcelle and Franchi- 
Zannettacci [3,4], and Jourdan [9], by Gombas and Bartha [7], and by Riis Nielson 
[13]. After some study, one realizes that all three characterizations can be viewed 
as requiring for an ANC AC the existence of some special graphs: 
(1) The original definition of Kennedy and Warren [lo] states that an AC is 
ANC if, for each nonterminal X, there is a graph D(X) with certain properties 
(given in Section 2). The nodes of D(X) are the attributes of X and the arcs run 
only from inherited to synthesized attributes (abbreviated as i- and s-attributes in 
what follows). Intuitively, D(X) gives for each s-attribute a,, of X the i-attributes 
a,,..., ak of X that are always sufficient for computing a,; a,, . . . , uk are all the 
i-attributes that are sources of arcs of D(X) entering a,; they are said to be connected 
to a,. 
* The work reported in this article was carried out with the support of the group ATTRISEM of the 
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0304.3975/87/$3.50 @) 1987, Elsevier Science Publishers R.V. (North-Holland) 
26 G. File’ 
(2) The characterization given by Gombas and Bartha [7] can be viewed as 
generalizing the original definition in the following sense: an AG G is ANC iff, for 
each nonterminal X of G, there exists a graph S(X) satisfying properties similar 
to those of D(X) above, but different from D(X) in the fact that the nodes of S(X) 
are now sets of i- or of s-attributes of X (and no longer singletons as for D(X)). 
The arcs of S(X) still run only from sets of i-attributes to sets of s-attributes. 
(3) Finally, it is shown by Riis Nielson [13] that an AC G is ANC iff, for each 
nonterminal X of G, there exists a set T(X) of noncircular graphs, satisfying 
properties similar to those of the graphs D(X) and S(X), but which, moreover, 
define a total order of their nodes, i.e., for any two nodes of such graphs, there 
must be a path from one to the other. Such graphs are called totally ordered. For 
satisfying this property, the graphs in T(X) are allowed to contain arcs running 
from sets of s-attributes to sets of i-attributes, in addition to the arcs running in the 
opposite direction of the graphs S(X) and D(X). 
An interesting aspect of these graph-based characterizations of ANC AGs is that 
they lend themselves naturally to the definition of recursive evaluators for these 
grammars. 
Recursive evaluators for ANC AGs are described already in [lo], but they are 
quite complicated. In [3,4,9] it is shown how very simple evaluators can be 
constructed from the graphs D(X) of [lo]. These evaluators consist of a set of 
recursive procedures each of which has the task of computing one s-attribute a,, of 
a nonterminal node, say X, in all occurrences of X in the input tree. Intuitively, 
one can think that such a procedure has as parameters the values of the i-attributes 
a,,..., aA connected to a, in D(X). 
This evaluator model suffers from two drawbacks: 
(i) It computes one attribute at the time (one procedure for each s-attribute) 
and, thus, it does not try to optimize the evaluation by ‘computing attributes together’. 
(ii) It may compute some attributes of an input tree more than once. Intuitively, 
this is due to the fact that the procedures for computing different attributes ignore 
each other and, thus, for any two such procedures, the second one may recompute 
attributes already computed by the first. 
The evaluators proposed in [7], based on the characterization (2) above, do not 
suffer of drawback (i). For each block B of s-attributes in S(X) the evaluator has 
one recursive routine for computing the attributes in B for every occurrence of X 
in the input tree. But, clearly, different procedures are still independent and, thus, 
drawback (ii) is still present in these evaluators. 
The evaluators proposed in [13] (thus based on the characterization (3)) solve 
both drawbacks. The reason why they do not recompute is that the totally ordered 
graphs of T(X) allow ordering the different recursive procedures in the following 
sense: a procedure P for computing a block B of s-attributes of a node n, labeled 
by, say X, ‘arrives’ in n with a graph g E T(X), and g ‘tells’ to P which procedures 
have already been called an n; in this way the procedure for B ‘knows’ what is 
already computed and avoids to do it again. Intuitively, a path in g from a block 
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B of s-attributes to another block B’ of s-attributes implies that the procedure for 
computing B is called before that for computing B’. 
Unfortunately, these evaluators have a new drawback. Their size depends on that 
of the sets of graphs T(X) (whereas the preceding evaluators need only one graph 
for a nonterminal node) and T(X) may contain exponentially many graphs in the 
number of attributes of X. Thus we are confronted with a classical case of trade-off: 
to solve drawback (ii) we risk having to build very large evaluators. 
In this paper we further develop the unifying graph-based view, described above, 
for three purposes: 
(a) to clarify the relation among most of the already existing results and definitions 
concerning ANC AGs and also the relation between each of these definitions and 
the efficiency of the corresponding recursive evaluators; 
(b) to show that another class of AGs, called doubly noncircular [l], can be 
characterized by means of graphs in a way very similar to that of ANC AGs, and 
that these graphs are a natural basis for the construction of incremental recursive 
evaluators for the doubly noncircular AGs; 
(c) to show clearly how both the classical evaluators for the ANC AGs and the 
incremental ones for the doubly noncircular AGs can be constructed automatically. 
We show that an AG G is ANC iff, for each nonterminal X, there is a set II(X) 
of noncircular graphs that satisfies again the properties of characterizations (l)-(3), 
but for which no assumption is made about the arcs. These graphs are called partially 
ordered. Clearly, our DA(X) occupies an intermediate position between characteriz- 
ations (2) and (3), in the sense that from ZIA(X) one can obtain a set T(X) as in 
(3) and a graph S(X) as in (2), roughly, by respectively adding arcs to IIA(X) and 
eliminating arcs from IJIA(X). 
In the same way, the evaluators corresponding to the graphs IZA(X) occupy an 
intermediate position (w.r.t. the size and the recomputation) between the evaluators 
based on the graphs S(X) and those based on the sets of graphs T(X). This is 
interesting because by ‘tuning’ carefully the graphs ITA one may hope to 
construct evaluators that realize a good compromise between their size and their 
amount of recomputation. 
Whereas for ANC AGs we essentially present a unifying frame for better compar- 
ing already known results, the application of these ideas to the doubly noncircular 
AGs is new. This class of AGs was introduced in [l] under the name of ‘ordre 
partiel ~10s’ AGs: for uniformity, we prefer to call it doubly noncircular (abbreviated 
as DNC) AGs. 
We show that recursive incremental evaluators can be constructed for DNC AGs. 
These evaluators are interesting mainly for two reasons: 
(i) They are a natural extension of the classical recursive evaluators for ANC 
AGs: in addition to the recursive procedures for computing sets of s-attributes, 
which ‘descend’ the input tree, they have procedures for computing sets of i- 
attributes, which use the recursion for ‘climbing up’ the tree. 
(ii) As a consequence of (i), they can be constructed in a way very close to that 
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of the classical evaluators of the ANC AGs and, thus, their construction can be 
easily automated. 
For stressing point (ii), our description of the incremental evaluators is quite 
detailed, see Construction 3 in Section 4. We also prove the correctness and the 
optimality of our construction. 
The remainder of the paper consists of five parts. Section 1 contains the usual 
definitions of AGs and related concepts. Section 2 contains the definitions of the 
new notions and the unifying characterizations of ANC and DNC AGs discussed 
above. In Section 3 the construction of the classical evaluators for the ANC AGs 
is described and proved correct. Section 4 contains the construction of the incre- 
mental evaluators for the DNC AGs and the proof of its correctness and optimality. 
The paper ends with a short conclusion. 
1. Preliminaries 
Let us start by briefly recalling the definition of attribute grammars [ 111. A more 
formal definition can be found in [S]. 
Definition 1.1. An attribute grammar (AG) is a 4-tuple G = (G,, ATT, V, SEM). 
(1) G,, is a context-free grammar (iV, T, P, Z), called the underlying context:free 
grammar of G, where, as usual, N is the set of the nonterminal symbols, T that of 
terminal symbols, P that of productions, and Z is the initial symbol of G. Z appears 
only at the left-hand side of productions. A production p E P has the form, X0 + 
WOXIW, . . . WV-,x,w,, where ya 0, Xi E N, and w, E T* for i E [0, 71. Since the 
terminals are not important for our study, we will very often drop them and represent 
p simply as X,,+ X, . . . X,. We assume that the derivation trees of Go have all leaves 
labeled by terminal symbols; such a tree is complete if its root is Z. 
(2) ATT is a function, N + 2A, where A is a set of symbols called attribute names, 
or simply attributes. The set A is partitioned into two subsets: that of the inherited 
and that of the synthesized attributes, shortened as i- and s-attributes, respectively. 
For X in N, ATT(X) is the set of attributes of X. IATT(X) and SATT(X) are the 
sets of the i- and s-attributes of X. The assumption is made that IATT(Z) = (d and 
that SATT(Z) contains an attribute, denoted d, designated to always hold the 
translation of any complete derivation tree of G (this notion will be explained later). 
(3) V: A + Domains, gives for each attribute b its domain of values V(b). 
(4) For each production p E P, SEM(p) is the set of the semantic rules of p. This 
set is defined as follows: Let p be X,+X, . . X,; an attribute of p is a pair (a,j), 
where j E [0, r] and a E AIT( A semantic rule cr in SEM( p) has the form 
(a,,, i(0)) =f((a,, i(l)), . . . , (a,, i(m))), 
where, for jc [0, m], i(j) E [0, ~1, and f is a strict mapping of type, V(a,) X. . . x 
V( a,) + V( a,). Because of such a semantic rule cr, one says that (a,,, i(0)) is defined 
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using (a, 3 i(l)), . . . , (%n, i(m)) us parameters, and also that (a,, i(0)) depends on 
these parameters in p. 
Let Def( p) be the set of the attributes (u,j) of p such that, either j = 0 and a is 
synthesized, or j 2 1 and a is inherited. App( p) contains the remaining attributes 
of p. (Def and App stand for defined and applied, respectively, the reason for this 
should become clear immediately below.) 
The following usual assumptions are made about the set SEM(p): 
6) 
(ii) 
There must be a bijection 8: Def(p)+ SEM(p), such that if cy = s((u,j)), 
then (u,j) is the left-hand side of cy. 
The attributes that are parameters in the semantic rules of SEM(p) must all 
be in App(p) (see [2]). 
We will mainly consider AGs from a ‘schematic viewpoint’, that is, we will not 
be interested in what the AGs compute, but only in the dependency relation that 
the semantic rules determine among the attributes. This relation is interesting because 
it reflects the order in which the attributes must be computed. 
It is useful (and classical in this domain) to represent the dependency relation 
by means of graphs. The dependencies among the attributes of a production p are 
represented by the dependency graph of p, denoted D(p), as follows: the nodes of 
D(p) are all the attributes of p, and D(p) has an arc from the used attribute (b, i) 
to the defined attribute (a, j) iff in p (a, j) is defined using (b, i) as a parameter. In 
Fig. 1 the dependency graphs of the productions of the AG GEX are presented. 
GEX will be our running example throughout the paper. In Fig. 1, for j E [l, 31, i, 
is an i-attribute of X and si an s-attribute of X; d is the designated s-attribute of 2. 
For representing derivation trees, we will use the Dewey notation with the 
following conventions: the root of a tree is denoted by 0, the sons of a node n are 
nl, . . , nk, and n0 represents the same node as n. lab(n) is the label of node n. 
An occurrence of a production p : X0- X, . . . X, in a derivation tree is denoted by 
(no, nl, . . , nr), where p is applied to no. For a derivation tree t, an attribute ofu 
node n oft (and of t itself) is a couple (a, n), where a E ATT(lab(n)). 
As for productions we define the dependency graph of a derivation tree t, denoted 
D(t), as follows: D(t) has all attributes of t as nodes, and, for every occurrence 
(no,. . . , nr) of a production p in t, D(t) contains an arc from (a, nj) to (b, ni), j 
and i in [0, ~1, iff D(p) contains an arc from (u,j) to (b, i). 
Given an AG G = (G,, ATT, V, SEM), an evaluator for G is any program that 
computes for every complete derivation tree t of G a consistent valuation for t. 
For any derivation tree t, a valuation oft is a function 
VAL : {attributes of t} + U { V(u) 1 a E A} u {I}. 
An attribute (a, n) is undefined in VAL if VAL(u, n) = I, otherwise it is defined 
and VAL(u, n) is its value in VAL. A valuation VAL for t is consistent if for each 
attribute (a, n) such that VAL(u, n) # I, either (i) or (ii) below holds: 
(i) If a E SATT(lab( n)), then, if p is the production applied to n, SEM( Q) contains 
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Fig. 1. The AC GEX 
a semantic rule defining (a, 0), say 
(a, 0) =f((a,, i(l)), . . . , (4, i(m))), 
then it must be that 
VAL(a, n) =f(VAL(a,, ni(l)), . . . , VAL(u,, ni(m))). 
(ii) If a E IATT(lab(n)), then a condition similar to (i) must hold, the only 
difference being that the semantic rule defining (a, n) belongs to the production 
applied at the father of n. 
Observe that since the functions used in the semantic rules are assumed to be 
strict, for a consistent valuation VAL, if an attribute is defined, then all the attributes 
it depends on must also be defined in VAL. 
For a valuation VAL of a tree t, the attributes whose values do not satisfy the 
conditions (i) and (ii), are called inconsistent. If all attributes of t are defined in 
VAL, then VAL is said to be full and t (together with VAL) is said to be fully attributed. 
If VAL is a consistent valuation of t, if the root of t is labeled by 2 and VAL( d, 0) 
is defined in VAL, then this value is the translation oft. 
Since in what follows we will often handle graphs, the following notation will be 
of use: for a directed graph g = (V, E), where V is the set of nodes and E that of 
arcs, for any node m E V, the subgruph of g connected to m is the graph g’= (V’, E’), 
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where V’s V is such that VE V’ iff (v, m)E E* and E’= En V2; a sequence 
(n, , . . . , nk) of some nodes of g is said to respect g if for no two i and j such that 
i and j are in [ 1, k] and i <j, there is a path in g from nj to n,. 
2. The characterization of ANC and DNC attribute grammars 
In this section several new concepts are introduced and illustrated by means of 
examples. At the end of the section these notions are used for giving the unifying 
characterization of ANC and DNC AGs that was announced in the Introduction. 
Definition 2.1. A partially ordered partition (po-partition) of a set S is a couple 
ZZ(S) = (A4, +), where M is a partition of S and + is a relation on M. n(S)’ is 
(M, ++). If ++ defines a total order on M, then ZZ(S) is a totally ordered partition 
ofS (to-partition). Clearly, ZZ(S) can be viewed as a graph on M and this point 
of view will be often used in the sequel. 
Definition 2.2. For an AC G, an assignment of po-partitions for G (shortly, a 
pop-assignment for G) is a family of sets 
IIA = {UA(X) 1 X is a nonterminal node of G}, 
where ZZA(X) = {ZZ, . . , Ii’,} and each ZZ, is a po-partition of ATT(X) such that 
if ZZ, = (M,, +), each element of M, contains either only i-attributes or only s- 
attributes (or it is empty). If for every nonterminal X every ZZ E ZZA(X) is a 
to-partition, then LlA is a top-assignment for G. 
There are three restricted types of pop-assignments that are useful to consider: 
(1) a pop-assignment Z7A is trivial if, for every nonterminal X, IIIA(X) = {ZZ} 
and 17 = (M, -) such that M = {{a} 1 a E ATT(X)}; 
(2) a pop-assignment IZA is IS if, for every nonterminal X and every (M, +)E 
ZZA(X), + runs only from blocks of i-attributes to blocks of s-attributes; 
(3) a pop-assignment ZZA is ZSZ if, for any (M, +) as above, + runs either from 
blocks of i-attributes to blocks of s-attributes or vice versa. 
Example 2.3 (pop-assignments for GEX). Two pop-assignments ZZA’ and ZZA for 
the AG GEX of Fig. 1 are given below: 
(1) ZZA’ is defined as follows: 
(a) ZZA’(X) = {IZ=}, where ZZz = ({{d}}, (D); 
(b) nA’(X) = {ZZ:, ZZ:}, where, using the graph representation of 
po-partitions, 
ZZ: : {Q- {i2, 41 is21 IsI, 4, 
ZZ;:{i I,i2,4+{s~,s2,~3k 
32 G. Fill 
(c) IIA’( Y) = {II,}, where 
II, : {i} + {s}. 
(2) I7A is defined as follows: 
(a) IIA(Z) = (D,} and IIA( Y) = {II,}; 
(b) IIA(X) = {II,, If,}, where 
Note that h’A is an IS pop-assignment. 
We want to use po-partitions for constructing new graphs from the dependency 
graphs of the productions of an AG. 
Definition 2.4. Consider an AG G, a production p : X0+ X, . . X, of G and a 
sequence of po-partitions I7, = (M,, +,J, . . . , II, = (M,, + .) of ATT(X,), . . . , 
ATT(X,,), respectively. D(p)[&, . . . , II,] is the graph defined as follows: 
(i) the nodes are all the couples (A, i), where A E M,, i E [0, y], 
(ii) there are two types of arcs: 
(a) arcs that come from each II;: for each i E [0, 71, if A +, B, A and B in 
M,, then there is an edge running from (A, i) to (B, i), 
(b) arcs that come from D(p): if attribute (a, i) of p depends in p on attribute 
(b,j) and a E A E M, and b E B E M,, then there is an edge running from 
(B,j) to (A, i). 
The graph contains no other arc. 
With D(p-j)[Il,, . . . , II,,], jE[O, 71, we denote the graph obtained from 
D( P)[ll;, . . . , Ii’,] by eliminating those edges of (a) coming from Uj. 
Definition 2.5. Given a graph g = D( p)[ZZ,,, . . . , II,,] as described in Definition 2.4, 
for ; E [0, ~1, @,g is the projection of the transitive closure of D(p - i)[I&,, . . , If,,] 
into the nodes {(A, i) 1 A E M,}. 
Example 2.6. Figure 2 shows the graph g, = D(l)[n,, Ll:, II;], where production 
1 is shown in Fig. 1 and the po-partitions L’,, II;, and II; are defined in point (1) 
of Example 1. Figure 2 shows also the graphs @,g, and Qzg,. 
Figures 3, 4, and 5 represent, respectively, the graphs g, = D(l)[L’,, II,, II,], 
g, = 0(2)[ZI,, UT,, II,], and g,= 0(2)[I7,, I7,,, II*]. It is natural to extend the notion 
of attribute of a production to that of block of attributes of a production. Hence, the 
block of attributes {i, , ix} on the left-hand side of the production in Fig. 5 will be 
denoted by ({i, , i3}, 0), whereas that of the X on the right-hand side of the production 
is ({iI, 4,2). 
Definition 2.7. For an AG G, a pop-assignment LlA for G is good if for any 
production p : X0+ X, . . . X,, of G and po-partition II0 E 17A(Xo) the following 
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!_.- 
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Fig. 2. 
holds: there exists a choice II,, . . . , II,,, in UA(X,), . . . , L’A(X,), respectively, such 
that, 
6) W~)[ll,, . . . , I&,] is noncircular, and 
(ii) @JI(p)[&, . . . , I7,,] is a subgraph of I7,. 
Example 2.8 (good pop-assignment). For our example AG GEX the pop-assignment 
LlA of Example 2.3 is good: in Fig. 3 g2 shows that L’A satisfies the conditions of 
Definition 2.7 for production 1 and g, of Fig. 5 shows that these conditions are 
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satisfied for production 2 when IZ, is taken for the left-hand side. It is easy to see 
that Definition 2.7 is satisfied in all other cases. At the contrary, the pop-assignment 
IIA’ given in Example 2.3 is not good for GEX: consider g = D(3)[II{]; @,g is not 
a subgraph of Ii’;. 
Definition 2.9. For an AG G, a pop-assignment 17A for G is jfine if for every 
production p : X,,+ X, . . . X, of G, for every i E [0, ~1, and for every PO-partition 
I7, E ITA( there exists at least one choice of po-partitions: I&E 
ITA(X,), If_, E IIA(X,_,), I7,+, E ITA(X,+,), . . . , I&, E ZIA(X,), such that, 
(i) D(P)]&, . . . , ZI,] is noncircular, and 
(ii) QiD(p)[&, . . , If,,] is a subgraph of II,. 
Example 2.10 (fine pop-assignment). The pop-assignment IIA of Example 2.3 is 
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not fine for GEX: consider Fig. 3, @,g, is not a subgraph of 17r (and similarly for 
$gz and II,). One could think that it would suffice to include the missing dependen- 
cies into Ii’, and Il,, i.e., to consider l?, = Ii’, u @,g, and l!?z = Il,u Q2g2. This is 
not true. Intuitively, the reason is the following: production 1, cf. Fig. 1, through 
the dependencies (s, , 1) + (i,, 2) and (sz, 2) -+ (i,, l), ‘forces’ (i,, 1) and (s, , 1) to 
be before (i2, 1) and (sr, 1) and, through (s,,2)+(i,, 1) and (s2, l)+(i,,2), it also 
‘forces’ ( i2, 2) and ( s2, 2) to be before (i, ,2) and (s, ,2). Clearly, these dependencies, 
put together, would give a circular po-partition, hence one needs at least two 
po-partitions for X, say 17, and IIb, II, for the first occurrence of X in production 
1 and II,, for the second occurrence. But then it is not possible to satisfy condition 
(i) of Definition 2.9 in the case one chooses I7, for the second occurrence of X in 
production 1, or, equivalently, I7,, for the first occurrence. 
One could formally prove that GEX does not admit any fine pop-assignment. 
However, it is easy to modify GEX in such a way that a fine pop-assignment exists 
for the new AG: it suffices to eliminate from production 1 the dependency (s2, 1) + 
(i, ,2). For obtaining a more interesting AG let us replace production 1 of GEX by 
the production shown in Fig. 6. GEX’ is the AG one obtains in this way and what 
is shown in Fig. 6 is its production 1. 
Fig. 6. Production 1 of GEX’. 
It is easy to see that the following pop-assignment IIA is fine for GEX’: 
nA(z) = {&I, IJIA( Y) = (17~1, IIA(X) = {IIx}, 
where 
Let us recall the definitions of the classes of absolutely noncircular and doubly 
noncircular AGs reformulating them in our terminology. These classes were 
defined originally in [lo] (see also [5]) and [l], respectively. In [l] the class of 
doubly noncircular AGs was called OPC for ‘ordre partiel ~10s’. 
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Definition 2.11. (1) An AC G is absolutely noncircular (ANC) if there exists a trivial 
IS pop-assignment that is good for G. 
(2) An AG G is doubly noncircular (DNC) if there exists a trivial IS1 pop- 
assignment that is fine for G. 
In the following theorem we show that Definition 2.11 can be generalized in 
several ways giving rise to characterizations of ANC and DNC AGs that are more 
useful for the automatic construction of efficient evaluators for them. 
Theorem 2.12. Let G be an AG. 
( 1) The following four points are equivalent: 
(a) G is ANC, 
(b) there is an IS goodpop-assignment UAfor G such that, for each nonterminal 
X of G, IIA(X) is a singleton [7], 
(c) there is a good pop-assignment for G, 
(d) there is a good top-assignment for G (cf: De$nition 2.2) [ 131. 
(2) The following four points are equivalent: 
(a) G is DNC, 
(b) there is an ISI$nepop-assignment IIAfor G such that, for each nonterminal 
X of G, DA(X) is a singleton, 
(c) there is a fine pop-assignment for G, 
(d) there is a jine top-assignment for G. 
Proof. The proofs of (1) and (2) are similar. Therefore only that of (1) will be given. 
(a) 3 (b) + (c) is evident. 
(b) + (a) is also easy: Let flA(X) = {II = (M, +)}, and D(X) be the PO-partition 
({{a1 1 a E Awl, -‘), where Ia> +‘{b}iff aEAEM,bEBEM,andA+B;IIA’ 
defined by DA’(X) = {D(X)} IS a trivial IS good pop-assignment for G. 
(c) + (b) is shown in two steps: 
Step 1. Transform any good pop-assignment IIA for G into an IS good pop- 
assignment ITA’ for G. Consider fl E IIA(X) for any nonterminal X and let n’ be 
the po-partition one obtains from ll by taking its transitive closure and then deleting 
all arcs that do not satisfy the IS property. One can readily show that UA’, defined 
by ITA’ = (II’lL E DA(X)}, is good for G. 
Step 2. Transform any IS good pop-assignment ITA for G into one Ii’A” as in 
(b). Let 17A(X) ={Il,, . . . , II,}, with 11, = (M,, +,), in [l, k]. From IIIA(X) one 
constructs n”(X) = (M”, +“) as follows: 
(i) Let P be the set of all nonempty subsets A of ATT(X) such that for each 
j E [ 1, k] there is an element of M, that contains A. M” is the set of the maximal 
elements of P w.r.t. the inclusion. 
(ii) Let M” = {A, , . . . , AY} and let M,(A,), i E [l, q] and j E [l, k], denote the 
element of M, that contains A,; the relation +” is as follows: A, +” A, iff for every 
j E [ 1, k], M,(A,) -+, Mj(A,). Observe that, since UA is IS, n”(X) respects the IS 
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property. It is easy to see that IIA”, defined by nA”(X) = {II”(X)} for every 
nonterminal X, is good for G. 
(d) + (c) is obvious. 
For showing that (c) - (d) it suffices to observe the following (this argument is 
taken from [ 131): Consider a godd pop-assignment IIA for G, and, for any production 
p:X,,+X ,... X,ofG,consideragraphg=D(p)[U,, ,..., n,],withn,=(M,,-+,)~ 
IIA(X,), i E [0, y], such that g satisfies the two conditions of Definition 2.7. Let n{, 
be a to-partition (MO, -+;), where the order on the elements of MO defined by -I, 
respects n,,. The graph g’= D( p)[n& II,, . . . , 17,] is acyclic: otherwise Qog would 
not be a subgraph of fl,. Since g’ is acyclic, one can order its nodes in a way that 
respects it. Clearly, this order defines to-partitions, II; = (M, , + {), . . . , II\ = 
(TM,, + \), such that D( p)[11;, . . , Ii’\] satisfies Definition 2.7. 
The above observation shows that the following top-assignment IIA’ is good for 
G: for each 17 = (M, +) E I7A(X), let B11 be the set of the to-partitions n’ = (M, +‘) 
such that +’ defines a total order on M that respects 111; for each nonterminal X, 
L~A’(X)=U{BZIII~EL~A(X)}. 0 
For concluding this section let us review some complexity results concerning the 
classes of AGs under consideration. 
(1) It is well known that one can decide whether an AG is ANC in time polynomial 
in its size [IO]. A similar result can easily be shown for DNC AGs. 
(2) In [6] it is shown that the following problem is NP-complete: decide whether 
an AG allows a good top-assignment IIA such that, for each nonterminal X, IIA(X) 
is a singleton. This class is called simple multi-visit and also I-ordered. It is not 
difficult to generalize the proof of [6] in order to show that for any k > 2 the following 
problem is also NP-complete: decide whether for any given AG there exists a good 
top-assignment such that for each X, IIA(X) contains at most k to-partitions. 
(3) In [7] the proof from [6] is slightly modified for proving the NP- 
completeness of the following problem: decide whether an AG allows a good 
pop-assignment IIA such that for each X, HA(X) = {(M, +)}, where M contains at 
most two elements. 
3. The classical evaluators 
In this section we will show how, given an ANC AG G and a pop-assignment 
for it, one can construct an evaluator for G. The correctness of the construction 
will also be proved. 
3.1. Construction 1: The ANC evaluator 
In what follows let G be an ANC AG and IIA a good pop-assignment for G; 
for any production p : X0-+ X, . . . X,, of G and n, E ITA( f2( p, II,,) is a sequence 
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w,, . . . , II,) of po-partitions in DA(X,), . . . , IIA(X,), respectively, such that 
D(P)[~~“, . . . , ZZ,] satisfies both conditions of Definition 2.7. fi is called a pup- 
j&rction for G and IlA. For simplicity and without loss of generality, we assume 
that I7A is ISI and that ZIA(Z) = {U,}. 
An ANC evaluator for G consists of a set of recursive procedures and of a main 
program. 
3.1.1. The recursive procedures 
For each nonterminal X of G, po-partition I&E ITA( and block B of s- 
attributes of II,,, there is a procedure, called eval I&B, that has one formal parameter 
of type node of the input tree. The evaluator calls ‘eval &B(n) in order to compute 
the block of attributes (B, n). Clearly, lab(n) must be X. The structure of eval IIoB 
is shown in Fig. 7, where p,, . . . , pm are all the productions of G with X at the 
left-hand side and OPT(p,, B) is a sequence of instructions that is described in Fig. 7. 
procedure eval ll,,B( n); 
begin 
case production applied at I? of 
P,: OPVp,. El; 
pm: OPT( P,,,, B); 
end of case; 
end; 
Fig. 7 
For any input tree t the ANC evaluator uses a variable value(a, n) for each 
attribute (a, n) of t. Clearly, the evaluator stores in value(a, n) the value of (a, n). 
Let us now describe the construction of OPT( pi, B). Let p :X0- X, . . . X,, I&E 
IIA(X,,), and let B be a block of s-attributes of I&, let also 0( p, I&J = (n, , . . , ZI,). 
Consider the graph g = D(p -O)[U”, . . , II,]; by SUB(g, (B, 0)) we denote the 
subgraph of g connected to (B, 0) (cf. Section 1). There are three types of nodes in 
SUB(g, (B, 0)): 
(1) nodes (A, j) where j E [ 1, r] and A contains i-attributes, or j = 0 and A = B, 
(2) nodes (A,j) where j E [l, r] and A contains s-attributes, 
(3) nodes (A, 0) where A contains i-attributes. 
For each node (A, j) of type (1) or (2) we will define a sequence of instructions 
INS(A,j), called an instruction package, as follows: 
Nodes of type (1). INS(A,j) consists of instructions for evaluating the semantic 
rules of p that define the attributes (a,j) with a E A. More precisely, if, for each 
a E A, (a,j) =f((b,, i(l)), . . , (k,, i(q))) is the corresponding semantic rule of p, 
then INS(A,j) contains the following assignment: 
value(u, nj) :=f(value( b, , ni( l)), . . . , value( b,, k(q))). 
The order of these assignments in INS(A, j) is irrelevant. 
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Nodes of type (2). INS(A,j) = eval II,A( nj). 
Let T(g, (B, 0)) be the concatenation of INS(B,, j,), . . , INS(&, jk), where 
((B, j,), . . , (I&, j,)) is a sequence of all the nodes of type (1) and (2) that respects 
SUB(g, (B, 0)). Finally, from T(g, (B, 0)) one obtains OPT(p, B) by the following 
step. 
Optimization step. Let I&, = (M,,, -) and let B,, . . , B, be the blocks of s- 
attributes of M, such that B,, ++ B for each h E [l, q]; OPT( p, B) is obtained by 
eliminating from T(g, (B, 0)) every instruction package that appears also in a 
T(g, (B/l, 0)). 
Observe that this case corresponds to the fact that SUB(g, (B, 0)) and 
SUB(g, (B,,, 0)) have a subgraph in common. Intuitively, one can eliminate the 
above specified instruction packages from T(g, (B, 0)) because, if B,, -++ B, then the 
ANC-evaluator, before executing a call ‘eval h’,>B( n)’ will always have executed at 
least one call ‘eval II,B,,( n)‘. 
3.1.2. The main program 
Let II, = (M,, +) and let (B, , . . . , B,) be a sequence of the blocks of s-attributes 
of Mz that respects D,. The main program is as follows: 
begin 
for i := 1 to n do eval TI,B,(root of f) 
end; 
This ends Construction 1. 
Example 3.1 (ANC-evaluator). Let us construct an ANC evaluator for the AG GEX 
studied in Examples 2.3, 2.6 and 2.8. This evaluator will be based on the good 
pop-assignment 1IA for GEX given in Example 2.3. The following pop-function R 
for I7A and G will also be used: 
R(3, II,) = R(3, n,) = 0(4, II,) =( ). 
The ANC evaluator is described below: 
(1) From the graph g~=D(l-0)[~=,11,,11,] (g2=D(p)[&,...,17,] is given 
in Fig. 3), one constructs easily the graph SUB(g:, ({d}, 0)) and from this graph, it 
is straightforward to obtain the procedure eval17,d. SUB(gi, ({d}, 0)) and eval ll,d 
are shown in Figs. 8(a) and (b), respectively. 
(2) Consider now the graph gi = 0(2-0)[11;, n,, II,] (see Fig. 5 for g4). From 
the two subgraphs SUB&L, ({.r,, d,O)) and SUB(gi, ({s2},0)) one constructs easily 
the two procedures shown in Figs. 9(a) and (b). One obtains similar procedures 
from the graph D(2 -O)[II,, II,,, Ii’,]. 
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procedure eval II,d(n); 
begin 
IW{i,l, 1); 
eval17,s,(nl); 
INS({iJ, 2); 
eval flzsz(n2); 
INWQ, 1); 
eval IT,s,(nl); 
INS({i,, id, 2); 
eval flzs,s,(n2); 
INS({iJ, 1); 
eval Il,s,(nl); 
INS({d}, 0) 
end; 
(b) 
Fig. 8. 
(3) The main program of the ANC evaluator consists simply of the call 
‘eval n,d(root of t)‘, where t is any complete derivation tree of GEX. 
The attentive reader may have noticed that the two procedures of Fig. 9 both do 
the evaluation of the attributes of Y. Thus, these attributes are evaluated twice! We 
will discuss this phenomenon later. Let us first show that Construction 1 is correct. 
It is easy to see that the ANC evaluators compute the attributes ‘by need’, that 
is, such an evaluator, for an input tree f has as goal to compute the s-attributes of 
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procedure eval flzs,s3(n); 
begin 
case production applied at n of 
2: INS({i}, 1); 
eval II+( 
INS({i,, &1,2); 
eval LZzs,s3(n2); 
INS({.v, > d,O); 
3: INS({s,, s,}, 0); 
end of case; 
end; 
(a) 
procedure eval Il,s,(n); 
begin 
ease production applied at n of 
2: INS({i}, 1); 
eval II,s(n 1); 
INS({iJ, n2); 
eval IIzsz( n2); 
INS({s,J, 0); 
3: INS({s,}, 0); 
end of case; 
end; 
Fig. 9 
the root of t and it certainly evaluates the attributes of t that are needed to meet 
this goal, but the other attributes of t (called useless in the sequel) may be left 
inevaluated. The uncertainty of the ‘may be’ is due to the fact that the ANC evaluator 
computes blocks of attributes instead of single attributes: in this way useless attributes 
may be computed simply because they are in a block together with useful ones. 
Notice that the ANC evaluator of Example 3.1 evaluates all attributes of all complete 
derivation trees of GEX. 
Let us be more formal. For an AG G and a derivation tree t of G, an attribute 
(a, n) of t is useful in t if (a, n) is not an i-attribute of the root of t, and if it is in 
the subgraph of D(t) connected to some s-attribute of the root of t. If (a, n) is not 
useful, then it is useless in t. 
In what follows two facts will be shown: 
(i) the ANC evaluator for an ANC AG G, constructed as described in Construc- 
tion 1, computes for each complete derivation tree its consistent valuation such that 
(at least) all the useful attributes are defined in it; 
(ii) it is easy to modify the ANC evaluators in such a way that the obtained 
evaluators compute all attributes of their input trees (and not only the useful ones). 
These new evaluators are called complete ANC evaluators. 
42 G. FilC 
For proving (i) some new notions are needed. Consider the computation of any 
evaluator P on a tree t (and, thus, in particular, of an ANC evaluator). We say that 
P blocks on t if it ‘tries’ to evaluate an attribute (a, n) of t when the attributes on 
which (a, n) depends have not yet been computed. If P never blocks on t, it is 
successful on t. 
For any po-partition L’ = (M, +) of the attributes of a nonterminal X, a correct 
sequence ofll is a sequence S = (B, , . . . , B,) whose elements are blocks of s-attributes 
in M and which satisfies the following two conditions: 
(i) S respects 11, 
(ii) for every i E [l, n], for every block B of s-attributes such that B ++ B,, there 
must be a j < i such that B, = B. 
Note that we allow a block to appear more than once in S. Note also that any 
prefix of S is also a correct sequence of II. 
For a block of s-attributes B E M, the input blocks of B in Ll are all the blocks of 
i-attributes AE M such that there is at least one path in II from A to B and every 
such path does not traverse any other block of s-attributes B’ of 17 such that B’ ++ B. 
The correctness of Construction 1 is based on the following technical result. 
Lemma 3.2. For an ANC AG G and a good pop-assignment L7A for it consider a 
production p :X,,- X, . . . X,, of G and let g = D( p -O)[ll”, . . . , II,], where Ll, E 
llA(X;), i E [0, y], such that it satisfies Dejmition 2.1. Let usfix thefollowing notation: 
(i) S=(@,..., BE) is a correct sequence of ll(,, 
(ii) Seq = INS,, . . , , INS, is the sequence of instruction packages obtained b_y con- 
catenating the sections OPT(p, By), . . , OPT(p, Bi) of the procedures 
eval17,By, . . , eval l&B”,. 
The following holds: 
(1) For any ie[l, k], 3rE[l, q], such that INS,=INS(By,O). 
(2) For any je[l, r] consider in Seq the maximal sequence INS;(,,, . . . , INS;(,,,, 
where i( 1) < i(2) < . . .< i(h), such thatforeachre[l, h], INSi( INS(D,,j), where 
D, is a block of s-attributes of ll, (hence, INSi(,, = eval Ll,D,). 7’he sequence S(j) = 
(D,, . . , D,,) is a correct sequence of n,. 
(3) For any rE [l, q], let INS, = INS(A, j), if (A’, h) is a predecessor of (A, j) in 
g; then either h = 0 and A’ is a block of i-attributes of Ll,,, or there is some I< r such 
that INS, = INS(A’, h). 
(4) From (3) it follows that for any r E [l, q], such that INS, = INS( B, j) where B 
is a block of s-attributes of Il,, for each input block B’ of B in ll,, there exists an 1 
such that INS, = INS(B’, j). 
Proof. Immediate from Construction 1. q 
Theorem 3.3. Let G be an ANC AC and P an ANC evaluator for G constructed as 
described in Construction 1. For any complete derivation tree t of G, P computes a 
consistent valuation of t such that (at least) all the useful attributes of t are dehned 
in it. 
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Proof. Let 17A be a good pop-assignment for G and 0 a pop-function for G and 
IlA. Assume that P is constructed using I7A and 0. Since, by Construction 1, P 
computes the attributes of any input tree t using the appropriate semantic rules, 
for showing the theorem it suffices to show that P computes all the useful attributes 
of t, and, for showing this, it is sufficient, by the definition of useful attributes, to 
prove that P is successful on t. To this end the following fact is proved. 
Fact 3.4. For any derivation tree t of G with root labeled by, say X0, and for any 
PO-partition II, E HA(X,,), let S = (By, . . . , By) be a correct sequence of I&, and let f 
be an arbitrary function such that for each a E IATT(X,,), f(a) E V(a); the following 
program P(S) is successful on t: 
P(S): begin 
for i:= 1 to k do 
begin 
for each (a, no) such that a belongs to an input block of By 
in & do value(a, no):= f(a); 
eval U(,,Bv(root of t) 
end; 
end; 
Proof. The proof is by induction on the height of derivation trees of G. 
Base. A tree t consists of one terminal production p: X,+ w only. Since the only 
useful attributes of such a f are the s-attributes of its root, Fact 3.4 holds by Lemma 
3.2(l) from the fact that S is a correct sequence, and that D( p)[ll,,] satisfies 
Definition 2.7. 
Induction step. Consider a tree t = nO( t,, . . . , tY), where the top-production is 
p : X0 + X, . . . X,. We assume that Fact 3.4 holds for t, , . . . , t,. A second induction 
is needed. Assume the terminology of Lemma 3.2, and consider the sequence 
Seq = INS,, . , INS, of instruction packages defined there. We want to show that 
for each j E [ 1, q], INS, is executed successfully by P(S). Assume that INS, = 
INS(A, i). Two cases are distinguished: 
Case 1. (A, i) is a node of type (1) of g. Consider any direct predecessor (A’, h) 
of (A, i) in g. There are two cases: 
(i) h # 0: by Lemma 3.2(3) and by the second induction hypothesis, INS(A’, h) 
has been already executed successfully, 
(ii) h = 0: let INS, be in OPT( p, By); since g satisfies Definition 2.7 and since S 
is a correct sequence of n,, (A’, h) is an input block of a block By of S with 1s r 
and, thus, see P(S), all the attributes in (A’, no) are defined. 
This shows that the execution of INS(A, i) is successful. 
Case 2. (A, i) is a node of type (2) of g. Consider the prefix S’= (Ol,. . , A) of 
the sequence S(i), see Lemma 3.2(2), that corresponds to the instruction packages 
INS,,..., INS, of Seq. By Lemma 3.2(2), S’ is a correct sequence of fl,. Lemma 
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3.2(4) guarantees, by the second induction hypothesis, that one can apply the first 
induction hypothesis. Thus, P(Y) is successful with input tree ti and, hence, the 
execution of INS(A, j) is successful too. 
This proves Fact 3.4 and, hence, Theorem 3.3: P(S) coincides with the main 
program of the ANC evaluator when t is complete and S contains all the blocks 
of s-attributes of n,. Cl 
Let us describe how complete ANC evaluators are built. 
3.2. Construction 2: The complete ANC evaluator 
Consider an ANC AG G and a good pop-assignment IIA for G. A complete 
ANC evaluator P for G contains all the procedures of a normal ANC evaluator 
for G, plus some new ones. The computation of P on an input tree t consists of 
two phases: in the first one it computes all the attributes that the normal ANC 
evaluator would compute, and in the second one, in which the new procedures 
enter in use, it computes the remaining attributes of t. 
For each nonterminal X0 and PO-partition fl,~ 17A(X,), P has a new procedure 
‘eval&0’ that has the same structure as the procedures described for Construction 
1 (cf. Fig. 7), and where each OPT( p,, $4) is as follows: let pi :X,-X, . . X, and 
g=D(Pi-o)[nfJ,.. . , II,,]. Consider all nodes (A, j) of g such that there is no path 
from (A, j) to a block (B, 0) of s-attributes of X,,. There may be two types of such 
nodes: 
(1) nodes (A,j) where jE [l, ~1, and 
(2) nodes (A, 0) where A is a block of i-attributes. 
Let S = ((A, ,j,), . . . , (Ak,jk)) be any sequence of the nodes of type (1) respecting 
g, then CODE1 is the concatenation of INS(A,,j,), . . . , INS(A,,j,) as defined in 
Construction 1. Let CODE2 be the following sequence of instructions: 
eval n,0( n 1); . . . ; eval n,,@( ny);OPT( pi, 0) is equal to CODEl;CODE2. 
The main program of the complete ANC evaluator is obtained from that of the 
normal ANC evaluator by adding to it a recursive call to a new procedure that 
starts the second phase of the computation: 
begin 
for i:= 1 to k do eval fl,B,(root of t); 
eval nzg(root of t) 
end; 
This ends Construction 2. 
Lemma 3.5. Let G be an ANC AG and P a complete ANC evaluator for G built as 
described in Construction 2. For any complete derivation tree t of G, P computes a 
consistent full valuation oft. 
proof. In a way similar to the proof of Fact 3.4 one can prove the following fact 
and hence the lemma. 0 
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Fact 3.6. Consider the derivation tree t and the program P(S) of Fact 3.4. Assume 
that S = (B:‘, . . , BF, 0), where By,, . . , B”, are all the blocks of s-attributes of UC,, and 
that the input blocks of $4 are those blocks of i-attributes of IlO that are input blocks 
of no BP, i E [ 1, k]. P(S) evaluates all attributes oft. 
Let us now turn our attention to the fact that ANC evaluators may compute some 
attributes several times (clearly, assigning to them the same values each time). This 
phenomenon is studied in the following example. 
Example 3.7 (the recomputation problem). As already remarked the ANC evaluator 
of Example 3.1 does recompute some attributes: both eval f12s,s, and eval flzs, 
contain a call to eval IJl,s (cf. Fig. 9). This is also true for the three procedures 
corresponding to the po-partition I7,. The reason for this is that n, and II2 do not 
give any information about the order in which the procedures eval corresponding 
to their blocks of s-attributes are executed. Thus, for instance, considering II, one 
does not know whether, for any node n of an input tree such that II2 is associated 
to n, eval &s,s,(n) is executed before or after eval U2s,(n). For this reason both 
procedures must contain the call to eval Q,s(nl). 
The notion of po-partition associated to a node n can be made precise as follows: 
consider an ANC AG G, a good pop-assignment L7A for it and a corresponding 
pop-function 0. For any complete derivation tree t of G, the po-partition II 
associated to a node n of t is defined recursively as follows: 
(i) if n is the root of t, then I7 = Il,. 
(ii) otherwise, let m be the father of n and let n = mj, ja 1, if II, is the po- 
partition associated to m and p is the production applied at m, then 17 = lI,, where 
fl(P, &) = WI,. . . 3 I&). 
The first idea for solving the recomputation problem is that of fixing an order 
among the blocks of s-attributes of the po-partitions of I7A, obtaining a new 
pop-assignment IIA’ that contains the same number of po-partitions as IIA. In the 
example under consideration this can be done, but, in general, the pop-assignment 
ITA’, necessary for eliminating the recomputation, may contain many (exponentially) 
more po-partitions than the original one. 
Let us first consider our example. Let IIA’ be the pop-assignment obtained from 
LfA by substituting IfA’ = {II:, Ifi> for DA(X), where 
n:={i,}j{s,}~{i,}j{s,}~{i,}~{s,}, 
fl; = 14 + 14 + {i,, 4+ {s,, 4. 
It is easy to see that ITA’ is good for GEX and that the ANC evaluator based on 
it does no longer recompute any attribute. 
Eliminating the recomputation is not always as simple as in the previous example. 
Consider, for instance, the AG G’ obtained from GEX by adding to it the production 
shown in Fig. 10. 11A is good for G’: D(S)[II, , II,1 and D(5)[II,. II,1 both satisfv 
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Fig. 10. 
Definition 2.7. The ANC evaluator for G’ based on IZA recomputes the attributes 
of Y exactly as that of Example 3.1 for GEX, but this problem can no longer be 
solved transforming IIA into DA’: I7A’ is no longer good for G’! It is easy to see, 
in fact, that both D(5)[n:, n:] and D(5)[ni, ni] are circular. For solving the 
problem one needs to add to DA’(X) a new po-partition LI; as follows: 
n~={i3}‘{S3}~{iZ}‘{SZ}‘{il}‘(S,}, 
that is used in the following way: 
fl(5, n:) = VI;), fi(5, n;) = Wl,), 
W5, n;) = W;>, fi(2, n;) = VI,, n:). 
Theorem 2.12 shows that for any ANC AG G one can find a top-assignment that 
is good for G and, hence, an ANC evaluator without recomputation. It should be 
understood, however, that, for eliminating the recomputation, it is not always 
necessary to find a top-assignment: it may very well be that a pop-assignment suffices. 
In general, for a given ANC AG G there is a whole range of good pop-assignments. 
At one extreme of this range are the trivial IS pop-assignments and at the other 
extreme the top-assignments. The former contain the minimum amount of informa- 
tion about the attribute dependencies that is necessary for constructing ANC 
evaluators, whereas the latter contain more of such information and, therefore, the 
corresponding evaluators do not recompute. Unfortunately, there are ANC AGs 
such that all good top-assignments for them have exponential size w.r.t. the AG 
and w.r.t. some good pop-assignment for them. Because of this, it is interesting to 
be able to find, for any given ANC AG, an ‘intermediate’ good pop-assignment 
(w.r.t. the two extremes defined above) which realizes a ‘good’ compromise between 
the size and the recomputation of the corresponding ANC evaluator. 
This problem has been studied in [12] where an algorithm is given for deciding 
whether a given ANC evaluator (noncomplete) recomputes some attribute. This 
algorithm (that is doubly exponential) gives, in case that recomputation is found, 
the po-partitions responsible for the phenomenon. 
4. The incremental evaluators 
In this section it will be shown that one can construct incremental evaluators for 
DNC AGs in a way essentially similar to that in which ANC evaluators are built 
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for ANC AC&. These incremental evaluators are called DNC evaluators and they 
will be described in Construction 3 below, but let us first explain what one means 
with incremental attribute evaluation (for more details see 1141). 
In syntax-directed editors attributes may be used for checking the static semantics 
of the developed program. At each moment of the construction of a program, the 
editor keeps the parse tree t of the (partial) program P developed so far, together 
with a full and consistent valuation of r (the attributes that cannot be ‘really’ 
evaluated due to the incompleteness of P are given some special value). Any 
transformation of P, either the addition or the modification of a statement, is viewed 
by the editor as the replacement of a subtree of f with a new fully and consistently 
attributed subtree s. The node u of t at which the replacement takes place is called 
the rep-node. Let t’ be the tree obtained in this way, the following valuation VAL,, 
is associated to t’: let VAL, and VAL, be the valuations of t and s, respectively, 
(i) for every node m of t’ such that m # u and m is not a descendant of u, 
VAL,(a, m) = VAL,( a, m) for every attribute of m; 
(ii) for each node uh of t’ with 71 # e, VAL,(a, uh) = VAL,(a, 71); 
(iii) for the rep-node U, for each i-attribute (a, u), VAL,(u, U) = VAL,(u, O), and 
for each s-attribute (b, u), VAL,(b, U) = VAL,(b, u). 
In general, some of the attributes of u have inconsistent values in VAL,, (whereas 
all other attributes are consistent: this is the reason for associating such a VAL,, to 
t’). The task of the incremental evaluator is that of transforming VAL,, into a 
consistent valuation by reevaluating only some of the attributes of t’. Clearly, 
incremental evaluators may be more or less efficient, depending on how many 
attributes of t’they reevaluate w.r.t. the minimum number of reevaluations necessary. 
An incremental evaluator is said to be optimal if, for every input tree f’, it performs 
a number of operations linear in the number of attributes of t’ whose values in the 
consistent valuation of t’ is different from what they have in VAL,,. 
4.1. Construction 3: The DNC evaluator 
We distinguish two parts of this construction. In Section 4.1.1 we fix the notation 
and the concepts to be used in Section 4.1.2, where the program describing the 
evaluator is given. 
4.1.1. Preliminaries 
Let G be a DNC AG and IlA a fine pop-assignment for G. Let also W be a 
function as follows: for any production p :X0+ X, . . . X,, PO-partition 17 E I7A(X,), 
i E [O, rl, TY(P, Kj) = PO,. . ., w, such that, for every i E [O, y], IZ! E IIA(X,), 
fl, = Ii’, and D(p)[IZ,, . . ,11,] satisfies Definition 2.9. Such a function 9 is called 
a jine pop-function for G and IZA. 
The DNC evaluators have procedures traversing the input tree in a top-down 
fashion (essentially similar to the procedures of the complete ANC evaluators of 
Construction 2) and procedures that traverse the tree in a bottom-up fashion. These 
last procedures have the task of computing blocks of i-attributes. In what follows 
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we will distinguish these two types of procedures by calling them top-down and 
bottom-up procedures, respectively. 
Using these two types of procedures, the DNC evaluator can traverse several 
times and in both directions an occurrence (no, . . . , ny) of a production p : X0+ 
x, . . . X, in the input tree, i.e., from n0 to an nj and from an nj to no. Let Il be 
the po-partition associated to n0 in the first case and II’ that associated to nj in the 
second case. If in both cases the function q is used for deciding what sequence of 
po-partitions must be associated to the occurrence of p, an error may occur: it may, 
in fact, be that !P( p, II, 0) f T(p, II’, j). If this would be the case, at different 
moments of the computation, different po-partitions sequences would be associated 
to the same occurrence of p. Clearly, we must avoid this possibility: every occurrence 
of a production must be associated to only one sequence of po-partitions throughout 
the evaluation process. 
To this end we choose to do the following: whenever the occurrence of a production 
is encountered for the first time by the evaluator, the sequence of po-partitions 
associated to it is fixed and this sequence will be used at all other visits to that 
occurrence. More precisely, every internal node n of the input tree is given a Boolean 
variable vis(n) that is true iff n has been already visited by the evaluator; hence, 
initially, all these variables are set to false. Each internal node n will have also two 
variables: above(n) and below(n); both will contain values of the form 
[P,(&,.. . , Ir,)]. In the case of above(n) p is the production applied to the father 
of n and (fl,, . . . , IT,) the sequence of po-partitions that has been fixed for this 
occurrence of p (according to !P); for below(n), clearly, p is the production applied 
at n and (Ii’,, . . . , II,) the sequence fixed for it. 
A node n can be entered by the evaluator from above (top-down procedures) or 
from below (bottom-up procedures). In both cases the evaluator carries the po- 
partition n associated to n (II E nA(lab(n))). Let us describe what must be done 
in the two cases if vis(n) is false: 
Case 1: from above. 
procedure topbo(& n); 
begin 
case production applied at n of 
p,: . . . 
pi: below(n):= [p,, T(P,, K 011; 
for j:= 1 to y do 
above( nj) := below(n); 
allocate space for and initialize the variables associated to the nodes 
nl,. . , ny; 
end of case; 
end; 
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Case 2: from below. 
procedure botop(II, nj); 
begin 
case production applied at n of 
PI: . 
PI ’ 
end 
end. 
. 
below(n):= [ply q(pt, &Al; 
for k:= 1 to y do 
above( nk) := below(n); 
allocate space for and initialize the variables associated to the nodes 
no,. . . ) n,_, ) n;,, ) . . . ) ny; 
of case; 
Consider a node nj such that above(nj) and below( nj) are both defined. The 
DNC evaluator is such that, if above(nj) = (II”, . . . , IZ,) and below( nj) = 
(fib,. . . , II\), then I$ = II; and IZb E nA(lab(nj)). This po-partition is said to be 
associated to nj by the evaluator. Clearly, the po-partition associated to nj is defined 
whenever either above( nj) or below( nj) is defined. 
The DNC evaluator needs to have some Boolean variables associated to every 
node that it visits. For any node n, if L7 = (A4, -+) is the PO-partition associated to 
it, then n must have two Boolean variables tr(B, n) and mod(B, n) for each block 
L? E M: tr(B, n) is true iff the block (B, n) of attributes of n has been already 
recomputed by the evaluator, and mod( B, n) is true iff the new value of at least one 
attribute of (B, n) is different from its old value. The procedures topbo and botop, 
given above, take care of allocating the space for these variables when they are 
needed and of initializing them to false. 
For performing the recomputation of potentially inconsistent attributes, the DNC 
evaluator uses the Boolean function update given in Fig. 11. Clearly, the update 
function returns true iff some attribute of (B, nj) has changed value. 
4.1.2. The evaluator 
As already mentioned, the DNC evaluator has two types of procedures: top-down 
and bottom-up. Since the top-down ones are essentially similar to the procedures 
of the complete ANC evaluator, we will consider first the bottom-up ones. 
The general form of a bottom-up procedure is given in Fig. 12. It is important to 
notice the similarity between these procedures and those of the ANC evaluator 
(compare Fig. 12 with Fig. 7). This is due to the fact that the same ideas are at the 
base of all Constructions l-3. The outer case statement of the procedure of Fig. 12 
takes the place of that for individuating the production applied at n of the procedure 
of Fig. 7; the inner case statement individuates the position of nk in the right-hand 
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function update( B, nj, SEM): boolean; 
{B is a block of attributes, nj the node interested by the 
recomputation, and SEM a set of semantic rules} 
begin 
update:= false; 
for every a E B do 
begin 
let (qj) =f((a,, i(l)), , (a<,, i(q))) be the semantic 
rule of SEM that defines (a,j); 
newvalue:=f(value(a,, i+(l)), , value(a,, ni(q))); 
if value(a, nj) # newvalue then 
begin 
value(a, nj) := newvalue; 
update := true 
end; 
end; 
end; 
Fig. 11 
side of this production. Clearly, in Fig. 12, in the name of the procedure, IIE 
IIA(lab( nj)) and B is a block of i-attributes of II. OPT([ pi, h,], (B, j)) is constructed 
as follows: let p,=p=X,+X,...X, and hi=(Q,,...,17,), let also g= 
D(p-j)[ill,, . . . , II,,]; with SUB(g, (B, j)) we denote the subgraph of g connected 
to (B, j). There are four types of nodes in SUB(g, (B, j)): 
(1) nodes (A, i), where either i E [ 1, y], i Z j and A is a block of i-attributes, or 
i = 0 and A is a block of s-attributes; 
procedure eval UB(nk); 
begin 
if not(vis(nk)) then 
begin 
botop(lf, nk); 
vis(nk) := true 
end; 
case above(nk) of 
[P,, h,l: 
[p,, h,]: case k of 
1: 
i: OPT([p,, h,l, (6.i)); 
end of case; 
end of case; 
end; 
Fig. 12. 
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(2) nodes (A, i), where either i E [l, ~1, i #j and A is a block of s-attributes, or 
i = 0 and A is a block of i-attributes; 
(3) the node (B,j); 
(4) nodes (A, j), where A is a block of s-attributes. 
For each node (A, i) of types (l)-(3) we define an instruction package INS(A, i), 
as follows: 
For a no& (A, i) of type (1). 
INS(A, i): if not(tr(A, ni)) then 
begin 
if 3 an immediate predecessor (A’, k) of (A, i) in SUB(g, (B, j)) 
such that mod(A’, k) = true 
then mod(A, ni) := update( A, ni, SEM( p)); 
tr(A, ni) := true 
end; 
For a node (A, i) of type (2). 
INS(A, i): if not(tr(A, ni)) then 
if 3 an immediate predecessor (A’, k) of (A, i) in SUB(g, (B,j)) 
such that mod(A’, nk) = true 
then eval II,A( ni); {the procedure takes care of tr(A, ni) 
and mod(A, ni)} 
else tr( A, ni) := true; 
For the node (B, j) of type (3). 
INS(B, j): if nj is the rep-node 
then 
begin 
mod( B, nj) := update( B, nj, SEM( p)); 
tr( B, nj) := true 
end; 
else 
begin 
if 3 an immediate predecessor (A’, k) of (B, j) 
in SUB(g, (B, j)) such that mod(A’, nk) = true 
then mod( B, nj) := update( B, nj, SEM( p)); 
tr( B, j) := true 
end. 
OPT([p, h,], (B, j)) is obtained in two steps (as in Construction 1) as follows: 
Step 1. One constructs a sequence T( [ p, hi], (B, j)) of instructions by concatenat- 
ing the instruction packages INS(A, i) of every node of SUB(g, (B, j)) of type (l), 
(2) or (3) in any order that respects SUB(g, (B, j)). 
52 G. Fili 
Step 2. An optimization step is performed: let [I = (M, +) and let B, , . . . , Bk, 
k 2 0, be all blocks of i-attributes of M such that, for each i E [l, k], Bi # B and 
4 ++ B, OPT([P, kl, (B,A) is obtained from T([ p, h,], (B,j)) by eliminating from 
it any instruction package INS(A, i) that is already contained in T([p, hi], (B,,j)), 
f E [I, kl. 
One should notice the fact that for a node of type (3) in INS(B,j) one considers 
separately the case that nj is the rep-node and, if this is so, (B, nj) is recomputed 
directly, i.e., without testing the mod-variables of its predecessors. This behaviour 
is justified by the way the valuation VAL,,, associated to t’, is defined for u, see the 
beginning of the section. For any attribute (a, u), VAL,( a, u) has not been computed 
(in general) with the semantic rule defining (a, u) in t’ and, thus, it must be 
recomputed even though all attributes on which (a, u) depends have already been 
treated and their values are unchanged. Notice that it is precisely with the reevalu- 
ation of some attributes of u that the whole evaluation process starts. 
Let us now turn to the top-down procedures. As for the complete ANC evaluator, 
the DNC evaluator contains two types of top-down procedures: those that have the 
task of computing a block of s-attributes of the node that is passed as parameter 
(see Construction l), and those that are used for completing the evaluation (see 
Construction 2). In what follows these two types of procedures are called top-down 1 
and top-down2, respectively. 
The construction of the top-down1 procedures should present no real difficulty. 
Roughly, they are obtained from the procedures introduced in Construction 1, see 
Fig. 7, by performing the following modifications: 
(1) An initialization part, similar to that of the bottom-up procedures (see Fig. 
ll), must be added, but the procedure topbo must be called in place of botop. 
(2) The case statement that forms the main part of the body of the procedure 
must now depend on the value of below(n), instead of on the production applied 
at n as in Fig. 7, cf. the symmetry with Fig. 11, where above( nj) is used. 
(3) Instead of the code OPT(pi, B) of Construction 1, OPT([p,, h,], B) must be 
a sequence of instruction packages constructed as for the bottom-up procedures 
presented above. Essentially, one needs to add appropriate tests to OPT( p,, B); the 
graph that must be examined for building OPT([pi, h,], B) is the same as that used 
for building OPT( p,, B), i.e., SUB(g, (B, 0)), see Construction 1. 
The top-down2 procedures are obtained from the procedures introduced in 
Construction 2 (let us call them @-procedures) by the following modifications: 
(a) The modifications (l)-(3) above must be applied also in this case. 
(b) In addition to the parameter n of type node of the input tree, the top-down2 
procedures have a second parameter j 2 0. Recall from Construction 2 that the body 
of a +-procedure consists of two parts: CODE1 and CODE2. In the first one 
attributes are evaluated and, in the second one, recursive calls to +-procedures are 
executed. The effect of the new parameter j is as follows. If j = 0, it has no effect; 
ifj > 0, then it has an effect on both CODE1 and CODE2: neither blocks of attributes 
of nj are reevaluated in CODEl, nor a recursive call to nj is executed in CODE2. 
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(c) In CODE2, before making a recursive call to a node ni, it is convenient to 
test whether mod( B, i) is true for at least one of its blocks of i-attributes; if this is 
not the case then the call can be avoided. 
In Fig. 13 the main program of the DNC evaluator is given. In this program the 
following is assumed: 
(a) u is the rep-node, 
(b) for each nonterminal X, Start(X) is a po-partition that must be used for 
beginning the evaluation in case lab(u) = X, 
(c) Start(lab( u)) = I7 = (M, +) and (B, , . . , B.) . k IS a sequence of all the elements 
of M that respects II. 
Main program 
begin 
i 
botop(Start(lab(u)), u); 
(1) topbo(Start(lab(u)), u); 
vis(u) := true: 
case Start(u) of 
(2) 
(a){ II: for i:= 1 to k do eval Us,(u); 
[ 1, 
(b){ eval IIl#J(u, 0); 
end of case; 
m:= U’ 
I repeat 
let m = nj; 
m:= n. 
i 
if not(vis(m)) then 
begin 
(a) let below(m) = [ p, h = (II,,, , II,)]; 
botop(&, ml; 
G(m) := true 
end; 
(3) ( case below(m) of 
( 
[p,.b]: let (B, , , E,) be a sequence of all blocks of I&, 
(b) 
that respects II,; 
for i := 1 to a do 
(4 { 
if not(tr( B,, m)) then eval ll,B, (m); 
eval &Hm, j); 
\ end of case; 
until (m is the root of 1) or (Vi E [ 1, a] not(mod( B,, m))); 
end; 
Fig. 13. 
Let us explain briefly how the main program works. For this purpose, in Fig. 13 
the important sections of the program are marked by distinct numbers. Let us 
examine them in order: 
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(1) The nodes of the production occurrences above and below the rep-node u 
are initialized: above and/or below variables are defined and mod and tr flags are 
initialized. 
(2) According to the po-partition chosen for u one has to: 
(a) evaluate all attributes of u, 
(b) complete the incremental attribute evaluation in the subtree rooted in u, 
i.e., the changes of the values of the i-attributes of u are propagated 
below u. 
(3) The program moves from u towards the root of t a node at a time, until the 
root is reached or a node is found in which all attributes are unmodified. For each 
node m traversed one does: 
(a) initialize the production above m if vis(m) is false, 
(b) evaluate the attributes of m that have not yet been treated, 
(c) propagate the modifications below m with the exception of the subtree 
rooted in mj: mj is on the path from m to u and thus, the subtree rooted 
in mj is already fully evaluated. 
This ends Construction 3. 
The following example illustrates Construction 3. 
Example 4.1 (DNC evaluator). Consider the DNC AC GEX’ and the fine pop- 
assignment ITA, given in Example 2.10. We want to apply Construction 3 in order 
to obtain a DNC evaluator E for GEX’ based on DA. 
The fine pop-function ly for UA that will be used is as follows: 
This example illustrates the main points of the DNC evaluator still remaining 
very simple: each nonterminal node of GEX’ has only one possible po-partition 
and, moreover, GEX’ is such that in all its derivation trees all attributes are useful 
and, therefore, no top-down2 procedures are needed. 
We will first give the bottom-up procedures of E, then a top-down1 procedure, 
and, finally, the main program. 
The bottom-up procedures of E 
These procedures are contained in Figs. 14 and 15. The section 
OPT([L (II,, fl,, flx)l, (Ii,, G, I)), marked by (*) in Fig. 14, is constructed con- 
sidering the graph SUB(g, ({i,, i3}, l)), where g = D(1 - l)[n,, nx, II,]. This graph 
is as follows: 
(ii,, id, I>+ (is,, ~31~2) + (ii,, iJr 2). 
For constructing the section S = OPT([l, (IT,, &, II,)], ({i2}, l)), marked by (*) ir 
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Fig. 15, one must use the graph SUB(g, ({i2}, I)), where g = D(l- l)[n~, &, 11x1. 
This graph is shown in Fig. 16, together with SUB(g, ({i,, i3}, 1)). Since in U,Y, 
{i,, i3} at {iI}, one has applied the optimization step (cf. part 4.1.2 of Construction 
3) and the section S is constructed from the reduced graph, 
SUB&, ({&I, 1)) -SUB&, (ii,, 4, 1)). 
procedure eval Il,i,i,( nk); 
begin 
if not(vis(nk)) then 
begin 
botop(T1,y, ok); 
vis(nk) := true 
end; 
case above( nk) of 
[l, (I7,, II,, U,)]: case k of 
1: INS({i,, i?},2); 
(*) INS({s,, d,2); 
IW{i,, 41, 1); 
2: INS({i,, i3}, 2); 
end of case; 
[2, (fl,~, II,, II,)]: {k must be 2) 
INS({i,, &I. 0); 
IW{i,, &I, 2); 
end of case; 
end; 
Fig. 14. 
procedure eval II&( nk); 
begin 
if not(vis(nk)) then 
begin 
botop(ll,, nk); 
vis( ok) := true 
end; 
case above(nk) of 
[I, ([IL, l7,, fl,)]: case k of 
1: INS({i,}, 2); 
(*) INS({.4,2); 
INS(141, 1); 
2: INS({i,, iJ, 1); 
INS({s,. ~1, 1); 
IW{d, 2); 
end of case; 
[2, (I7,, n,, II,)]: {k must be 2) 
INS({s,, d,O); 
IW{i,l, 0); 
INS({i,l, 2); 
end of case; 
end; 
Fig. 15. 
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Fig. 16. 
The top-down1 procedure of E 
In Fig. 17 the procedure eval fl,s,s, is shown. It should be easy by now to 
understand how the two OPT-sections of this procedure are built. The remaining 
&p-down1 procedures of E are similar to this one. 
The main program of E 
This program is shown in Fig. 18. The following notation is assumed: Start(X) = 
nx and Start( Y) = lly, A, = {i, , i3}, A, = {s, , s } A3 = { iz}, and A, = {s?}. The pro- 3 , 
gram is simpler than that shown in Fig. 13 because E does not need top-down2 
procedures. 
procedure eval Il,s,.~,(n ); 
begin 
if not(vis(n)) then 
begin 
topbo(ll,, n); 
vis( n) := true 
end; 
case below(n) of 
[2, (G, II,, fl,)l: INS((i,, Qr2); 
INS({s,, sjl,2); 
IW{d, 1); 
IW{s), 1); 
IW{s, > %I, 0); 
[3, (&)I: tNS({s, > %lr’J); 
end of case; 
end; 
Fig. 17. 
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In what follows we will show that the DNC evaluators are correct and optimal. 
Throughout the rest of this section the following notation is used. 
Notation 4.2. G is a DNC AC, Ii'A a fine pop-assignment for G, W a fine pop- 
function for them, Start a function as explained in the description of the main 
program in Construction 3 and P a DNC evaluator for G; t’ is a complete derivation 
tree of G and VAL,, an inconsistent full valuation for t’ such that all inconsistent 
attributes in VAL,, are attributes of the same node u (U is different from the root 
of 1’). NEWVAL,, is the consistent full valuation of t’. Intuitively, t’ and VAL,, are 
obtained from a fully and consistently attributed tree t by a tree-replacement at u 
(see the beginning of this section). 
begin 
The main program of E 
botop(Start(lab( u)), u); 
topbo(Start(lah(u)), u); 
vis( u) := true; 
case Start(u) of 
II,, : for i := 1 to 4 do eval ll,A, (u); 
II, : eval fl,i(u); 
eval II+(u); 
end of case; 
m:= li; 
repeat 
continue:= true; 
m := father(m); 
if not(vis(m)) then 
begin 
let below(m) = [p, (II,,, , [Z,,)]; 
botop(G,, m); 
vis( m ) := true 
end; 
case below( m 1 of 
[1, (17,,lI,y, U,)]: eval If,d(m); 
[2, (II,\, II,, fr,)]: for i := I to 4 do 
if not(tr(A,, m)) then 
begin 
eval II,A, (WI); 
end of case; 
if mod(A,, m) then continue:= false; 
end; 
until lab(m) = 2 or continue 
end; 
Fig. 18 
Using Notation 4.2, the following notions are introduced. An attribute (a, n) of 
t’ is to-change if 
VAL,.( a, n) # NEWVALJ a, n). 
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For any internal node n of t’, par(n) is the po-partition that P would associate to 
n if it would visit it. Clearly, par(n) is uniquely determined by Start, and ly (see 
part 4.1.1 of Construction 3). 
Consider an occurrence (no,. . . , ny) of production p :X,,+ X, . . . X, in t’ and 
assume that par(ni)=fl, =(M,, +,), in [0, 71. Let B be a block of s-attributes in 
M,,. For Jo [0, ~1, a block (0, nj), where DE M,, is owned by (B, no) if there is a 
path in g = D( p - O)[n,, . . , I7,] from (D, j) to (B, 0) and no such path exists from 
(0, j) to (B’, 0), where B’ is a block of s-attributes of M, such that B’ +: B. 
A block (0, nj) is at the frontier of (B, no) if it is not owned by (B, no) and if 
there is an arc in g from (D,j) to a block (D’, i) such that (D’, ni) is owned by 
(B, no). Observe that a node (0, nj) at the frontier of (B, no) is owned by some 
block (B’, no) such that B’ -T B. A block is directly linked to (B, no) if it is either 
owned by (B, no) or it is at the frontier of (B, no). 
It is useful to make some remarks about these new notions. Consider the section 
OPWP, VI,,, . . . , II,)], (B, 0)) of the procedure eval IIoB (see Construction 3). Let 
it be Seq = INS,, . . , INS,, where each INS, is an instruction package corresponding 
to a node (A,j) of g. By considering the optimization step of Construction 3 (see 
also that of Construction 1) it is not difficult to see that for each in [l, 41, INS, = 
INS(A,j) iff (A, nj) is owned by (B, no). One can also see that, since in each 
INS(A,j) one tests the variables mod of the immediate predecessors of (A,j) in g, 
such tests in Seq concern the variables mod of blocks either owned by (B, no) or 
at the frontier of (B, no). 
A block (0, m) is linked to (B, no) in t’ if it is in the minimal set K that contains 
(B, no) and it is closed under the ‘directly linked’ relation. 
In a symmetrical way one can define the above notions also for a block of 
i-attributes. 
Lemma 4.3. Consider a node n oft’ and let B be a block of s-attributes of par(n) = II. 
Assume that-for some descendant m ofn there is an attribute (6, m) such that: 
(i) for some i-attribute (a, n) of n there is a path in D( t’) from (a, n) to (b, m), and 
(ii) there is a path in D( t’) ,from (b, m) to an attribute of a block linked to (B, n). 
Let (D, , n) be the block containing (a, n) and ( D2, m) the block containing (b, m). 
The following two points hold: 
(a) II contains an edge D, -+ B, 
(b) ( D7, m) is either linked to (B, n) or to a block (D,, n) such that D, is a block 
of s-attributes and such that, in Il, D, ++ B. 
Proof. Point (a) holds because, otherwise, n would not contain the graph D( p - 0) 
[par(nl), . . . , par( nr)] which is not possible because the fine pop-assignment T is 
used for assigning the po-partitions to the nodes of t’. 
Point (b) is immediate from the definition of directly linked. 0 
A jag-assignment for t’ is a function F that assigns to each block (B, n), where 
n is a node of t’ and BE par( n), a pair F( B, n) = (zI,,, u,) of truth values: u,,, is the 
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value of mod( B, n) and u, that of tr( B, n). In what follows u,,, and u, will be denoted 
by F”‘(B, n) and F’(B, n), respectively. 
For a valuation W of t’, a block (B, n), where B E par(n), is correct in W if all 
attributes of every block linked to (B, n) are consistent in W. 
A couple (W, F), where W is a valuation and F a flag-assignment for t’, is called 
a WF-couple. A WF-couple ( W, F) is correct if for any block (B, n), where BE par(n): 
(i) F”‘(B, n) is true itf for at least one attribute a of B, W(a, n) # VAL,,(a, n), 
(ii) if F”‘( B, n) is true, then F’( B, n) is also true, 
(iii) if F’(B, n) is true, then (B, n) is correct in W. 
Given a valuation W, a block (B, n) is ripe in W if the following holds: let 
par(n)=(M, +); for every block AE M such that A ++ B, (A, n) is correct in W. 
One also says that the block (4, n) is ripe in W if for every block A E M, (A, n) is 
correct in W. 
For a WF-couple ( W, F), (t’, W, F) represents the tree t’ in which the attributes 
have the values indicated in W and the variables mod and tr of each node have 
the values specified in F. From now on, it will be assumed that a triple (r’, W, F) 
is given as input to the DNC evaluator P and to similar programs. The computation 
of P defines a new WF-couple ( W, F) by modifying W and F. 
Lemma 4.4. Assume Notation 4.2. Let ( W, F) be a correct WF-couple,for t’. For any 
node n that is not an ancestor of u (thus, it may be that n = u) the following two points 
hold: 
(a) Let B be a block of s-attributes of par(n) = 11; if (B, n) is ripe in W, then the 
following is true: consider the execution of the program P( B, n), 
begin 
eval LLB( n); 
tr( B, n) := true 
end; 
with input tree (t’, W, F); the WF-couple (W, F) defined by this execution is correct 
and, moreover, F’(B, n) is true. 
(b) If (4, n) is ripe in W, then the following is true: consider the execution of the 
call ‘eval II@( n, 0)’ with input (t’, W, F); the WF-couple ( W, F) dejned by this 
execution is correct and, moreover, all attributes of nodes that are descendants of n 
(including n) are consistent in W. 
In the proof we will use the fact, obvious from Construction 3 that when P sets 
a variable mod( B, m) or tr( B, m) to true, in the remainder of the computation of 
P, neither this variable, nor the value of any attribute of (B, m), will be modified. 
The following fact is also used: 
Fact 4.5. We use the terminology of the statement of Lemma 4.4. At each moment of 
the execution of P(B, n) the block (B, n) is ripe in the current valuation. 
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Proof of Lemma 4.4. The proof of (a) is by induction on the height of the tree 
rooted in n. The base is simple. For the induction step assume that n is n0 in an 
occurrence (no, . . , ny) of production p : X,, + X, . . X, in t’ and that par( ni) = IT, = 
(MI, -r). 
Consider the section OPT([ p, (fl,, . . . , n,,)], (B, 0)) of eval fl,,B and let it be 
Seq=INS,,..., INS,, where each INS, is an instruction package (see Construction 
3). Let (W+,, F, + ,) be the WF-couple defined by the execution of INS,, . . . , INS,. 
Using a second induction on i E [l, 41 we want to show that ( W,,, , F,,,) is correct 
for each ig [l, q]. Let INS, = lNS(D,j) ( recall that (0, nj) is a block owned by 
(B, no)). There are two cases: 
Case 1. INS(D,j) has the goal of, eventually, reevaluating a block of defined 
attributes of p. Clearly, Fi+,(D, nj) = true, thus one must show that (0, nj) is correct 
in W,,,. To this end let us prove the following fact: 
Fact 4.6. Every block (0, , nh) such that, in g = D( p -O)[L’,, . . . , II,,], (0,) h) is an 
immediate predecessor of (D, j) is correct in W,. 
Proof. Two cases must be distinguished: 
(1) h = 0: D, must be a block of i-attributes of n, such that D, +” B, hence, 
(D,, ~0) is correct since (B, ~0) is ripe in W and, by Fact 4.5, in W, too. 
(2) h # 0: again two cases must be distinguished: 
(i) (D,, nh) is owned by (B, no), hence, for some k E [l, q], k < i, INSk = 
INS(D,, h), and the second induction hypothesis guarantees that 
(D,, nh) is correct in W,; 
(ii) (D, , nh) is at the frontier of (B, no), hence it is directly linked to a block 
(B’, no) such that B’ jg + B, and therefore, since (B, no) is ripe in W and 
thus in W,, (B’, no) is correct in W,; this shows that (D,, nh) is correct 
in W, too. 0 
Proof of Lemma 4.4 (continued). From Fact 4.6 it is easy to show that (0, nj) is 
correct in W,, , . Again two cases must be distinguished: 
(i) (D, nj) is reevaluated in INS,: Clearly, the new values of all attributes of 
(D, nj) must be consistent in W,,, . This, together with Fact 4.6, proves that (0, nj) 
is correct in Wi+, . Notice that this is the only applicable case if j = 0 and n0 = u 
(see Construction 3 part 4.1.2). 
(ii) (0, nj) is not reevaluated in INS,: If Fi(D, nj) = true, then, by the second 
induction hypothesis, we are done, otherwise, for every block (D, , nh) as in Fact 
4.6, FT(D, , nh) must be false and hence, the only way (D, nj) can be inconsistent 
in W+, is that some of its attributes are modified w.r.t. VAL,, (here we use the fact 
that nj # u !), but in this case, F:( 0, nj) should be true: contradiction! This shows 
Case 1. 
Case 2. INS(D, j) has the goal of eventually executing a recursive call. More 
precisely, if F:( 0, nj) is false and if, for at least one immediate predecessor (0,) h) 
of (0, j) in g, F”(D,, nh) is true, then the call ‘eval U,D(nj)’ is executed in INS,. 
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Let us first consider the case that this call is not executed. In this case FI+,( 0, nj) 
becomes true, thus it must be that (0, nj) is correct in W,,, . This is guaranteed by 
the assumption made on the position of n w.r.t. u. Any attribute (a, m) is inconsistent 
in W, only if in D( t’) there is a path r from an attribute to-change of u to (a, m). 
Now, if m is a descendant of nj, n must traverse nj, i.e., n must involve an i-attribute 
b of nj such that Wi(b, nj) # VAL,(b, nj). Let t, be the subtree rooted in nj. If there 
is a path in D( t,) from (a, m) to an attribute of a block linked to (0, nj), by Lemma 
4.3(a), one has that, if the block containing the i-attribute (b, nj) is (D2, nj), then 
D2 +, D and since Fm( D,, nj) is true, the call ‘eval n,D(nj)’ should have been 
done: contradiction! 
Let us now consider the case that the call is done. In this case we must show that 
(0, nj) is ripe in W, (this would allow us to apply the first induction hypothesis). 
If (0, nj) is not ripe in W,, there must be a block A of II, such that A +, D and 
such that (A, nj) is not correct in W,. It is not possible that (A, nj) is owned by 
(B, no) because, otherwise, there would be a k < i such that INSk = INS(A, j) and 
thus, F;+,(A, nj) would be true, contradicting, by the second induction hypothesis, 
the above assumption about (A, nj). Then, the only possibility left is that (A, nj) is 
directly linked to a block (B’, no), where B’ is a block of s-attributes of II0 such 
that B’ +,’ B. This is not possible either because it contradicts our initial hypothesis 
that n0 is ripe in W. Hence (0, nj) is ripe in W, and, thus, by the first induction 
hypothesis, ( W,,, , Fi+l) is correct and (0, nj) is correct in W,, , . 
The proof of (b) is again by induction on the height of the tree rooted in n. For 
the call ‘eval114( n, 0)’ one can define the sequence of instruction packages Seq = 
INS,, . . , INS,, exactly as in the proof of (a). Recall from Construction 3 part 
4.1.2 that Seq consists of a prefix INS,, . . . , INS,,, h <q, of ‘normal’ instruction 
packages followed by y instruction packages for calling recursively (when necessary) 
the top-down2 procedures at the sons n 1, . . . , n y of n. 
Using the same argument as in the proof of (a), one can show that at the end of 
the execution of INS,, . . . , INS,,, the WF-couple ( W,,,, , F,,+,) produced is correct 
and that every block (B, nj), j E [0, y], is correct in W;+, . This implies that when 
each call ‘eval n,+(nj, 0)’ is performed (during the execution of INS,,+, , . . . , INS,), 
(4, nj) is ripe in the current valuation. By the induction hypothesis, this shows 
point (b). 0 
Recall the role played in the proof of Lemma 4.4 by the assumption about the 
position of node n w.r.t. u: It was necessary for showing that no ‘useful’ recursive 
call was skipped. Consider now the case that n is on the path from u to the root 
of t’ and that the current WF-couple ( W, F) is such that for each block (0, nj), 
where nj is the son of n on the path from n to u, F’(D, nj) is true, i.e., (0, nj) is 
correct in W. It is easy to see that, in this case, Lemma 4.4 still holds. Thus, we 
have the following result. 
Corollary 4.7. Assume the terminology of Lemma 4.4, but let n be a node in the 
situation described above. Lemma 4.4(a) and (b) are true for such an n and, moreover, 
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Lemma 4.4(b) holds also if one substitutes the call ‘eval II$(n, j)’ .for that of the 
statement of Lemma 4.4. 
Lemma 4.8. Assume Notation 4.2. Let ( W, F) be a correct WF-couple. For any node 
n on the path from u to the root oft’, let A be a block of i-attributes of II = par( n). 
Lf (A, n) is ripe in W, then the execution of the program, 
begin 
eval ILA( n); 
tr(A, n) := true 
end; 
with input (t’, W, F), defines an WF-couple (w, F) that is correct and such that 
F’(A, n) is true. 
Proof. The proof, being very close to that of Lemma 4.4, is only sketched. The 
proof is organized again as a double induction: The first induction operates on the 
depth of the node n in t’ and the second one on the number of instruction packages 
of the appropriate section of eval IIA. The proof of this second induction differs 
from the corresponding proof of Lemma 4.4 only because one has to consider three 
cases, instead of two, for the block (D,j) such that INS, = INS(D, j): in addition 
to the cases that (0, j) corresponds to the evaluation of defined attributes of the 
production applied above n or to a recursive call at the father of n, (0, j) may 
correspond to a recursive call to a brother of n. This new case is handled using 
Lemma 4.4. 0 
Theorem 4.9. Construction 3 is correct, i.e., given any G, P and t’ as in Notation 4.2, 
P computes a consistent full valuation for t’. 
Proof. Notation 4.2 is used. Consider the execution of the main program of P (see 
Fig. 13) with input (t’, VAL,,, F,), where F,(B, m) = (false, false) for all blocks of 
t’. This execution consists of a sequence of phases, where the first one takes place 
at node u, the second one at the father of u, and so on. The phase concerning u 
consists in the execution of section (2) of the main program of P and every successive 
phase consists in the execution of sections (3b) and (3~) of this program. Let 
ml,..., mk be the nodes of t’ interested by this sequence of phases, that is, m, = u, 
m, is the father of u and so on. ( Wj+, , F,,,) is the WF-couple produced after the 
ith phase. 
Let us consider the first phase at node m, = u. Assume, as in Fig. 13, that 
par(u) = II and that S = (B, , . . , B,) is the sequence containing all blocks of Il 
and respecting [I, used by P. The initial WF-couple (VAL,,, F,) is correct and B, 
is clearly ripe in VAL,,. Thus, the appropriate one of Lemmas 4.4(a) and 4.8 shows 
that after the execution of ‘eval IIB,( u)’ one still has a correct WF-couple ( W, F). 
Since B, is correct in W, ( &, u) is ripe in W and one can continue applying Lemmas 
4.4(a) and 4.8. This shows that when P executes ‘eval L74(n, 0)‘, (4, n) is ripe in 
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the current valuation and, hence, by Lemma 4.4(b), the produced WF-couple 
( W,, F?) is correct and, moreover, all attributes of nodes that are descendants of u 
(including U) are consistent in Wz. 
For m, a similar reasoning can be applied. Let (0,). . . , II,,) be the sequence of 
all blocks of 112 = par( m2) used by P (part (3b) of the main program): consider the 
call ‘eval Z12D,( ml)‘: 
(i) If P does not execute it, then F;(D, , m2) = true and, thus (D, , m2) is correct 
in W,. 
(ii) If P executes it then, clearly, D, is ripe in W, and one can apply either 
Corollary 4.7 or Lemma 4.8 for showing what we want. 
Clearly, this reasoning can be applied for all the h calls at m,, after which (4, m2) 
is ripe and Corollary 4.7 tells us that all attributes below m, are consistent in the 
defined valuation W,. 
The same reasoning can be applied for all remaining nodes m3,. . . , mL. All 
attributes of t’ are consistent in Wk+,: 
(i) If m, is the root of t’, this is obvious. 
(ii) If m,, is not the root of t’, then for none of its blocks Fp+, is true. This, 
together with the fact that all these blocks are correct in W,,, and that m, is an 
ancestor of u, implies immediately that all attributes of t’ are consistent in W,,, 
(no attribute of mk is to-change). 0 
Theorem 4.10. The DNC evaluators of Construction 3 are optimal, i.e., for any G, P 
and t’ as in Notation 4.2, for producing the consistent full valuation oft’, P performs 
a number of operations linear in the number of attributes to-change oft’. 
Proof. The optimality of P follows from the following four points (we assume that 
t’ contains at least one attribute to-change): 
(1) From Construction 3 it follows that a recursive call ‘eval IIB( n)’ of a pro- 
cedure, of any of the three types, with n f u is executed only when some attributes 
of n are modified. This implies that the number of nodes of t’ visited by P is linear 
in the number of attributes to-change in t’. Let R be the portion of t’ containing 
all the nodes visited by P (a node n is visited by P if P defines either above(n) or 
below(n)). 
(2) For any node n in R, if I7 = par(n) and B is a block of attributes of I7, then 
the attributes of (B, n) are reevaluated at most once by P: the variable tr( B, n) is 
tested before evaluating and set to true when the reevaluation is performed. 
(3) For each block (B, n), as in (2), the variables mod(B, n) and tr( B, n) are 
tested at most 3p ( LY + 1) times, where (Y is an upper bound on the number of blocks 
of i-attributes and of s-attributes in the po-partitions of IIA, and /? is an upper bound 
on the number of tests to the same variable tr( B, n) or mod( B, n) performed in the 
procedures of P. A rough analysis suffices for showing this fact. For simplicity, 
tr(B, n) and mod(B, n) are treated together in the analysis that follows and they 
are called the variables of (I?, n). 
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The variables of (B, n) can be tested in any of the following ways: 
(a) in section (3b) of the main program of P (see Fig. 13), 
(b) during the execution of a procedure (of any type) called at node n, 
(c) during the execution of a procedure either top-down1 or top-down2 called 
at the father of n, 
(d) during the execution of a bottom-up procedure called at a son of n. 
Let us count how many times the variables of (B, n) can be tested in each of the 
above four ways: 
Clearly, one test only can be done in way (a). 
By point (1) above, the following holds: P(Q + 1) tests at most can be done in 
way (b): at most (Y top-downl, a bottom-up, and 1 top-down2 procedures can be 
called at n. If B is a block of i-attributes, then top-down1 and top-down2 procedures 
can test its variables. Otherwise, if B is a block of s-attributes, the bottom-up 
procedures can test it. Again at most /3(cy + 1) tests of the variables of (B, n) can 
be done in way (c): (Y top-down1 and 1 top-down2 calls at the father of n. At most 
ND tests of the variables of (B, n) can be done in way (d). This case applies only 
if n is different from the rep-node u and it is on the path from u to the root of t’. 
Only in this case bottom-up procedures can be called at a son of n (viz., the son 
on the path from u to n). There are at most LY such calls, hence, at most a/3 tests. 
Summing up the four bounds we get 
1+2p(a+l)+a~<3P(~+l). 
(4) For each node n of R, the number of tests to the variable vis(n) performed 
by P is bounded by 2(a + 1): such a test can be done in the main program of P 
(point (3a); see Fig. 13) and during the execution of a procedure called at n. By 
point (1) above, there can be at most 2a + 1 such calls (a top-downl, 1 top-down2, 
and cx bottom-up) and each can perform at most one test. 0 
5. Conclusions 
The most interesting aspects of the present work are, in our opinion, the following 
three: 
(1) It gives a unifying graph-based characterization of ANC AGs that allows to 
better understand the relation among different results concerning this class. 
(2) It shows how the same graph approach can be used for characterizing the 
DNC AGs. 
(3) It shows that these characterizations are a natural basis for constructing (in 
an essentially similar way) classical evaluators for ANC AGs and incremental 
evaluators for DNC AGs. 
In the future we intend to study the problem of transforming a given good 
pop-assignment DA into another one ZIA’ in such a way that the ANC evaluator 
corresponding to DA does less recomputation than that corresponding to 17A. 
Attribute evaluation by recursic? procedures 6: 
Intuitively, we would like to find conditions on a subset of the po-partitions of 
IlA that allow to ‘improve’ them, independently from the rest of L’A. If the 
recomputation of the evaluator based on I7A is due (also) to po-partitions satisfying 
these conditions, then one can eliminate (reduce) it by improving them being sure 
that the new evaluator still has a reasonable size. 
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