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Abstract
In this paper we consider the two-machine ow shop problem with varying machine
speeds. We present an algorithm which determines the optimal permutations for all
machine speeds in O(n logn) time, where n is the number of jobs. To achieve this bound
on the running time, the algorithm employs an elementary dominance relation.
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The ow shop problem with controllable machine speeds has been introduced by Ishii et al.
[3]. For the case of two machines and n jobs they proposed an algorithm which determines
the optimal permutations for all machine speeds in O(n
2
logn) time. The corresponding
problem with xed machine speeds is solved in O(n logn) time by the well-known algorithm
of Johnson [4]. In this paper we show that the problem with controllable machine speeds can
also be solved in O(n logn) time. To achieve this bound we introduce the notion of dominance
and the related notion of potentially critical job, a generalization of the well-known critical
job. Priority queues like 2-3 trees are used in the implementation of the algorithm to support
operations like searching, deleting and adding elements in O(logn) time.
Besides the two-machine ow shop problem, other scheduling environments with control-
lable machine speeds have been considered in the literature. Van Vliet [7] presents a linear
time algorithm for the two-machine open shop problem, and Strusevich [6] gives an O(n
3
)
algorithm for the two-machine ow shop problem with no-wait in process. All the above
mentioned papers deal with two-machine environments. If more machines are considered the
simple ow shop problem with xed machine speeds is already NP-hard. Van Vliet [8] derives
some worst-case bounds for a class of approximation algorithms for the m-machine ow shop
problem with variable machine speeds.
In Section 1 we describe the two-machine ow shop problem with xed machine speeds,
and Johnson's O(n logn) algorithm for this problem. Furthermore, a dominance relation is
introduced and some of its properties are derived. In Section 2 we describe an algorithm to
determine the optimal makespan as a function of the speed of one machine. This algorithm
makes use of a special set of jobs, the so-called potentially critical jobs. Some properties of
this set of jobs are derived at the beginning of section 2. Finally, we discuss how the algorithm
can be implemented to run in O(n logn) time. Section 3 contains some concluding remarks.
1 The two-machine ow shop problem
In the standard two-machine ow shop problem, two machines, M
1
and M
2
, have to process
n jobs. Each job i 2 f1; : : : ; ng has a non{negative processing time a
i
on M
1
and a non{
negative processing time b
i
on M
2
. The processing of job i on M
2
can only start when its
processing on M
1
is nished; see gure 1. Finally, the jobs should be processed without
preemption on both machines.
The objective is to minimize the makespan C
max
, i.e., the completion time of the last job on
M
2
. An optimal strategy to solve the two-machine ow shop problem is due to Johnson [4].
M
1
M
2
- - -
i
a
i
b
i
Figure 1: The two-machine ow-shop.
Johnson's algorithm
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Partition the job set into two sets L
1
and L
2
, where L
1
:= fija
i
< b
i
g and L
2
:= fija
i
 b
i
g.
Order the jobs in L
1
according to non{decreasing processing times on M
1
. Order the jobs in
L
2
according to non{increasing processing times on M
2
. The optimal job sequence consists
of the jobs in L
1
as ordered above rst, and the jobs in L
2
as ordered above second. This
order is maintained on both machines. A schedule like this, where the order of the jobs on
all machines is the same, is called a permutation schedule.
A simple exchange argument proves the optimality of Johnson's rule. The complexity of the
algorithm is O(n logn): partitioning the jobs in L
1
and L
2
requires O(n) time; sorting the
jobs in L
1
and in L
2
requires O(n logn) time.
Throughout this paper we will assume that all processing times are positive, because the
general problem can be reduced in O(n) time to this special case, as follows. If an instance
contains jobs that have operations with zero processing times, we solve the smaller problem,
where these jobs are deleted. Afterwards, the jobs with zero processing time on machine M
1
are added at the beginning of the optimal ordering, and the jobs with zero processing time on
machine M
2
are added at the end of the optimal ordering. This ensures an optimal solution
for the original problem as can be concluded from the algorithm of Johnson.
The critical job
Let  be a permutation that denes a sequence of the jobs, i.e., (i) is the position of job i
in the schedule dened by . For a job i we dene
A

(0; i) =
X
k:(k)(i)
a
k
and B

(i; n+ 1) =
X
k:(k)(i)
b
k
:
For the computation of C

max
, the makespan of the schedule dened by , it is convenient to
introduce the notion of a critical job. A job i is called critical with respect to  if A

(0; i)+
B

(i; n + 1) is maximum among all jobs. If i is a critical job, then the makespan of the
schedule dened by  is (cf. Monma and Rinnooy Kan [5])
C

max
= A

(0; i) + B

(i; n+ 1) = max
j
fA

(0; j)+ B

(j; n+ 1)g :
The minimum makespan C
max
equals the minimum of C

max
over all permutations , i.e.,
C
max
= min

max
j
fA

(0; j) +B

(j; n+ 1)g :
A permutation for which the minimum makespan is attained is called an optimal permutation.
Example
i 1 2 3 4 5 6
a
i
2 4 6 4 4 5
b
i
3 5 7 4 3 2
L
1
= f1; 2; 3g, L
2
= f4; 5; 6g. An optimal schedule is shown in Figure 2.
In the example job 3 is the critical job and C
max
= a
1
+ a
2
+ a
3
+ b
3
+ b
4
+ b
5
+ b
6
= 28.
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M1
1 2 3 4 5 6
M
2
1 2 3 4 5 6
Figure 2: A schedule.
Dominance
The concept of a critical job can be generalized using the more elementary concept of dom-
inance. For a pair of jobs i and j, where i precedes j in the ordering dened by , i.e.,
(i) < (j), we dene
A

(i; j) =
X
k:(i)<(k)(j)
a
k
and B

(i; j) =
X
k:(i)(k)<(j)
b
k
:
Consider two jobs i and j with (i) < (j). Job i is said to dominate job j with respect to 
if A

(i; j) < B

(i; j); if A

(i; j) B

(i; j), then j is said to dominate i. If i dominates each
job in a set S, then i is said to dominate S.
The following propositions give two important properties of the dominance relation. The rst
proposition describes a structural property, and the second proposition relates the dominance
concept to critical jobs.
Proposition 1 (transitivity)
Let i; j; k 2 f1; : : : ; ng. If i dominates j and j dominates k, then i dominates k.
Proof. The relative order of (i), (j) and (k) denes six cases. We only prove the cases
(i) < (j) < (k) and (j)< (k) < (i). The other cases can be proved analogously.
Case 1: (i) < (j)< (k).
Thus, A

(i; j) < B

(i; j) and A

(j; k) < B

(j; k). Now A

(i; k) = A

(i; j) + A

(j; k) <
B

(i; j) +B

(j; k) = B

(i; k). Therefore, i dominates k.
Case 2: (j) < (k) < (i).
Thus, A

(j; i)  B

(j; i) and A

(j; k) < B

(j; k). Now A

(k; i) = A

(j; i)   A

(j; k) 
B

(j; i)  B

(j; k) = B

(k; i). Therefore, i dominates k.
2
By transitivity, the dominance relation denes a linear ordering on the jobs. Thus, there
exists a job that dominates all others. The following proposition shows the importance of
this job.
Proposition 2 If a job dominates all other jobs, then it is a critical job.
4
Proof. Let i dominate all other jobs. We have to prove that A

(0; i) + B

(i; n + 1) 
A

(0; j)+ B

(j; n+ 1) for an arbitrary j 6= i.
Case 1: (i) < (j): A

(i; j)< B

(i; j).
A

(0; i)+B

(i; n+1) > A

(0; i)+A

(i; j) B

(i; j)+B

(i; n+1) = A

(0; j)+B

(j; n+1).
Case 2: (i) > (j): A

(j; i)  B

(j; i).
A

(0; i)+B

(i; n+1) A

(0; i) A

(j; i)+B

(j; i)+B

(i; n+1) = A

(0; j)+B

(j; n+1).
2
2 Varying the speed of M
1
In this section we assume that only the speed ofM
1
may change. Let a
i
denote the processing
time of job i on M
1
when this machine runs at its \normal speed". Varying the speed of
M
1
causes all processing times on M
1
to change by the same factor, i.e., the processing time
of job i becomes a
i
for some  > 0. The optimal permutation depends, of course, on the
value of . Let C
max
() denote the makespan of the optimal permutation with respect to .
Hence,
C
max
() = min

max
i
fA

(0; i) + B

(i; n+ 1)g :
One can easily verify (cf. Ishii et al. [3]) that C
max
() is continuous, piecewise linear
and monotonically non-decreasing in . However, in general, C
max
() is neither convex
nor concave. Ishii et al. describe an O(n
2
logn) algorithm to determine all breakpoints of
C
max
(). Their analysis implies that the number of breakpoints is O(n
2
), and they show
that the breakpoints can be used to determine optimal machine speeds with respect to a
general class of cost functions. In this paper we derive an algorithm that determines the
breakpoints of C
max
() for all positive values of  in O(n logn) time. It is not dicult to
see that breakpoints only occur at values of  for which the permutation or the critical job
changes. Our analysis implies that the number of breakpoints is O(n). To obtain this time
bound we introduce a set of jobs, the so-called potentially critical jobs, that contains the
critical job as one of its elements. The improvement in the running time is achieved by using
the fact that changes in the set of potentially critical jobs are limited and can be maintained
easily during the algorithm.
In Subsection 2.1 we introduce the notion of potentially critical jobs, and we derive some
results on the changes that may occur in the set of these jobs. Subsection 2.2 contains a
description of the algorithm, which will be proven to be correct in Subsection 2.3. Finally, in
Subsection 2.4, we discuss implementation issues.
2.1 Potentially critical jobs
In order to be able to determine the makespan of a schedule it is sucient to nd a critical
job, or more precisely, the job that dominates all other jobs. This job may vary for dierent
speed factors. For that reason, we introduce the set of potentially critical jobs. This set
consists of those jobs that dominate all their successors with respect to a given permutation
5
, and a given value of . It is denoted by P


. By convention, the last job in a sequence,
i.e., the job i with (i) = n, is potentially critical.
The following lemma characterizes P


. For notational convenience, we dene i
0
= 0 and
(0) = 0.
Lemma 3 Consider a set of jobs i
1
; i
2
; : : : ; i
R
such that (i
r
) < (i
r+1
) for r = 1; : : : ; R 1,
and (i
R
) = n.
P


= fi
1
; i
2
; : : : ; i
R
g if and only if the following dominance relations hold with respect to 
and .
(P1) i
r
dominates i
r+1
for r = 1; : : : ; R  1;
(P2) i
r
dominates fij(i
r 1
) < (i) < (i
r
)g for r = 1; : : : ; R.
Proof. The fact that condition (P1) is necessary follows from the denition of P


as the set
of jobs that dominate all their successors. To prove necessity of (P2), suppose it does not
hold for some r. Let j with (i
r 1
) < (j) < (i
r
) be the latest job in the permutation 
that is not dominated by i
r
. From the transitivity of the dominance relation it follows that j
dominates all its successors. This is a contradiction to the fact that j does not belong to P


.
Suciency of the conditions (P1) and (P2) follows by induction from the transitivity property.
Let fi
1
; i
2
; : : : ; i
R
g be a set of jobs that satises (P1) and (P2), such that (i
R
) = n. By
denition, i
R
is potentially critical. Moreover, because of (P2), the jobs between i
R 1
and
i
R
are not potentially critical. Next suppose that fi
r+1
; : : : ; i
R
g are the potentially critical
jobs after i
r
in the sequence dened by . Then, by induction and (P2), job i
r+1
dominates
all the jobs after i
r
. Thus, by (P1) and transitivity, i
r
dominates all its successors. Finally,
the jobs between i
r 1
and i
r
are dominated by i
r
since (P2) holds. Thus, these jobs are not
potentially critical.
2
Note that if P


= fi
1
; i
2
; : : : ; i
R
g, then i
R
is the last job in the sequence determined by ,
i.e., (i
R
) = n. Moreover, using transitivity one can easily show that i
1
dominates all other
jobs. Hence, i
1
is a critical job.
Of course, when  varies, the set P


may change. However, as will be shown in the lemmas
below, these changes are limited. For a xed permutation  and each pair of jobs i and j
with (i) < (j), we dene 

(i; j) = B

(i; j)=A

(i; j). This is the switching point for the
dominance relation between i and j, as the following lemma shows.
Lemma 4 Consider a permutation . If i and j are two jobs such that (i) < (j), then
i dominates j for  < 

(i; j) ;
and
j dominates i for   

(i; j) :
6
Proof. This follows immediately from the denition of dominance: j dominates i if and only
if A

(i; j) B

(i; j).
2
This lemma shows that, for a xed permutation , and two values of , say 
1
and 
2
(
1
< 
2
), the set of potentially critical jobs for  = 
1
contains the set of potentially critical
jobs for  = 
2
. The following lemma describes at which values of  the set of potentially
critical jobs changes and how it changes.
Lemma 5 Let  be a xed permutation. Let the set of potentially critical jobs with respect
to 
1
be P


1
= fi
1
; i
2
; : : : ; i
R
g. Let 
2
:= minf

(i
r
; i
r+1
) j r 2 f1; : : : ; R   1g and let
Q = fi
r
j

(i
r
; i
r+1
) = 
2
g. Then P


= P


1
for all  2 [
1
; 
2
), and P


2
= P


1
nQ.
Proof. The rst part is easily veried using Lemma 4: (P1) and (P2) continue to hold for
 2 [
1
; 
2
), since the dominance relations of the jobs mentioned in (P1) and (P2) do not
change.
It remains to prove that P


2
= P


1
nQ. From Lemma 4, it follows that P


2
 P


1
. Fur-
thermore, by denition, the jobs in Q are not potentially critical for 
2
, i.e., Q \ P


2
= ;.
Hence, we only need to show that the jobs in P


1
nQ are in P


2
. Suppose this is not the
case and let i
s
be the largest indexed job that belongs to P


1
nQ, but not to P


2
. Note that
i
s
6= i
R
, because i
R
= n trivially belongs to P


2
. We have 

(i
s
; i
s+1
) > 
2
, or equivalently,

2
A

(i
s
; i
s+1
) < B

(i
s
; i
s+1
).
Among the jobs in P


2
with index higher than s, let i
t
be the one with the smallest index.
Note that i
t
is well{dened, because i
R
2 P


2
. Also note that, by its choice, i
t
dominates
each job i with (i
s
) < (i) < (i
t
).
We are going to prove that i
s
dominates i
t
. Using transitivity this implies that i
s
dominates
all its successors. Hence, i
s
is potentially critical, which is a contradiction.
If t = s + 1, then it follows from Lemma 4 and 

(i
s
; i
s+1
) > 
2
that the statement holds.
So suppose t > s + 1, then all potentially critical jobs between s and t are in Q. Therefore,


(i
r
; i
r+1
) = 
2
for all s < r < t. This implies 
2
A

(i
s+1
; i
t
) = B

(i
s+1
; i
t
). We now have

2
A

(i
s
; i
s+1
) + 
2
A

(i
s+1
; i
t
) < B

(i
s
; i
s+1
) +B

(i
s+1
; i
t
). Hence, i
s
dominates i
t
.
Concluding, we have that P


2
= P


1
nQ.
2
In the remainder of this subsection we present results concerning the eect of changes of the
permutation  on the set of potentially critical jobs.
We view each change of position of a job as a deletion of that job from a certain position and
the subsequent insertion of that job into another position. We will analyze these two parts
(deletion and insertion) separately. However, the following lemma is relevant for both parts.
Lemma 6 Consider a job k and let  be such that b
k
= a
k
. Let ~ and  be permutations
of f1; : : : ; k   1; k + 1; : : : ; ng and f1; 2; : : : ; ng, respectively, such that ~ diers from  only
in the omission of k.
7
Let i and j be two jobs not equal to k. Then the dominance relations of i and j with respect
to the two permutations are equal.
Proof. Consider an arbitrary pair i; j 6= k with (i) < (j). If job k is not between i and j
in permutation , then clearly A
~
(i; j) = A

(i; j) and B
~
(i; j) = B

(i; j), and the statement
holds. So suppose (i) < (k) < (j). We show that the values 

(i; j)   and 
~
(i; j)  
have the same sign, which is equivalent to the statement in the lemma. Using a
k
= b
k
, we
obtain


(i; j)   =
1
A

(i;j)
[B

(i; j)  A

(i; j)]
=
1
A

(i;j)
[B
~
(i; j)+ b
k
  (A
~
(i; j)+ a
k
)]
=
1
A

(i;j)
[B
~
(i; j)  A
~
(i; j)]
=
A
~
(i;j)
A

(i;j)
[
~
(i; j)  ] :
Since both A

(i; j) and A
~
(i; j) are positive, the claim follows.
2
The lemma below refers to the deletion step.
Lemma 7 Consider a job k and let  = b
k
=a
k
. Let ~ and  be permutations of f1; : : : ; k 
1; k+1; : : : ; ng and f1; 2; : : : ; ng, respectively, such that ~ diers from  only in the omission
of k, and (k) 6= n. Let l be the successor of k in , i.e., (l) = (k) + 1, and suppose that
a
k
 a
l
. Then P
~

= P


nfkg.
Proof. Let P


= fi
1
; i
2
; : : : ; i
R
g with (i
r
) < (i
r+1
) for r = 1; : : : ; R 1. First, suppose that
k =2 P


. Then, by Lemma 6, the relations (P1) and (P2) are satised for all i
r
(r = 1; : : : ; R)
and P
~

= P


.
Now suppose that k 2 P


, and let t be such that k = i
t
. Because (k) 6= n it follows that
t < R. By Lemma 6, it holds for each pair of jobs that the dominance relation with respect to
~ is the same as the dominance relation with respect to . The only relations to be validated
are that i
t+1
dominates the jobs in I = fij(i
t 1
) < (i) < (k)g with respect to ~. If that
is the case, then (P2) holds for i
t+1
and thus P


nfkg contains exactly the potentially critical
jobs with respect to ~, i.e., P
~

.
From a
k
 a
l
it follows that l dominates each job i 2 I , because A
~
(i; l)  A

(i; k) and
B
~
(i; l) = B

(i; k). The desired result now follows, since either i
t+1
= l or i
t+1
dominates l
with respect to ~, and dominance is transitive.
2
For insertion we have the following lemma.
8
Lemma 8 Consider a job k and let  be such that b
k
= a
k
. Let ~ and  be permutations
of f1; : : : ; k   1; k + 1; : : : ; ng and f1; 2; : : : ; ng, respectively, such that ~ diers from  only
in the omission of k, and (k) 6= 1. Let l be the predecessor of k in , i.e., (l) = (k)  1
and suppose that b
k
< b
l
. Then P


is either P
~

or P
~

[ fkg.
Proof. Let P
~

= fi
1
; i
2
; : : : ; i
R
g with (i
r
) < (i
r+1
) for r = 1; : : : ; R   1. Note that l
dominates k, since a
k
= b
k
< b
l
.
If (k) = n, then i
R
= l. Hence, i
R
dominates k with respect to . It follows from Lemma 3,
Lemma 6 and the transitivity property that P
~

[ fkg is the set of potentially critical jobs
with respect to , i.e., P


.
Now suppose that i
u
2 P
~

is such that fij(i
u 1
) < (k) < (i
u
)g.
If i
u
dominates k with respect to , then it follows again from Lemma 3, Lemma 6 and the
transitivity property that P


= P
~

.
If k dominates i
u
, then we claim that P


= P
~

[ fkg. Since l dominates k, we have that l
dominates i
u
with respect to . Because of Lemma 6 we have that l also dominates i
u
with
respect to ~. Hence, using (k) 6= 1, we have l = i
u 1
and u > 1. Furthermore, the set
fij(i
u 1
) < (i)  (k)g contains only k. Using (P1) and (P2) it can easily be veried that
P


= P
~

[ fkg.
2
Note that the lemmas in this subsection do not assume anything about optimality of the
respective permutations  and ~.
The results above will be used in Subsection 2.3, where we prove the correctness of our
algorithm, which is described in the next subsection.
2.2 Description of the algorithm
We assume that the jobs are numbered such that
b
1
a
1

b
2
a
2
 : : : 
b
n
a
n
:
Moreover, let the permutations  and  be such that
a
(1)
 a
(2)
 : : : a
(n)
; and if a
(j)
= a
(j+1)
then (j)< (j+1) (j 2 f1; : : : ; n  1g);
b
(1)
 b
(2)
 : : :  b
(n)
; and if b
(j)
= b
(j+1)
then (j) < (j+1) (j 2 f1; : : : ; n 1g):
Note that this amounts to sorting the numbers b
i
=a
i
, a
i
and b
i
, and breaking ties properly,
which takes O(n logn) time. As a result of the numbering of the jobs, for any given , the sets
L
1
and L
2
are, respectively, f1; : : : ; kg and fk+1; : : : ; ng, where k is such that
b
k
a
k
>  
b
k+1
a
k+1
.
The ordering in L
1
and L
2
can be deduced from  and , respectively. In the sequel, when
referring to the optimal permutation, we will mean this particular permutation.
In our algorithm, we let  increase from a suitable small value to a suitable large value. Along
the way, we keep track of the optimal permutation and the corresponding set of potentially
critical jobs.
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The range [
min
; 
max
] of interesting values of  is
"
min
i=1;:::;n
fb
i
g
max
i=1;:::;n
fa
i
g
;
max
i=1;:::;n
fb
i
g
min
i=1;:::;n
fa
i
g
#
:
For values of  smaller than 
min
the optimal permutation is , since L
1
= f1; : : : ; ng and
L
2
= ;. Moreover, each job dominates its successor, and therefore P


= f(1); : : : ; (n)g
and (1) is the critical job. For values of  larger than 
max
the optimal permutation is
, L
1
= ;, L
2
= f1; : : : ; ng and P


= f(n)g. Thus, P


contains only the last job in the
permutation .
Initialization and stopping criterion
We start with  equal to 
min
. Then we increase  gradually until 
max
is reached.
The main part of the algorithm consists of a sequence of iterative steps. At the beginning of
such a step we know, for the current value of , the optimal permutation and the correspond-
ing set P


of potentially critical jobs. In the iterative step we increase  to the smallest value
for which the optimal permutation or P


changes, and we update the optimal permutation
and P


. This updating process may consist of several minor iterations. For example, this is
the case when several jobs are deleted from L
1
and subsequently inserted into L
2
at the same
value of . Such simultaneous "jumps" are handled sequentially. In each minor iteration one
job jumps and we update the permutation and P


. Hence, only at the end of the iterative
step we obtain the optimal permutation.
When referring to P , A(i; j), B(i; j) or (i; j) in the description below, i.e., when we drop the
superscript indicating the permutation and the subscript denoting , these values refer to the
current permutation and the current . Furthermore, P denotes the current set of potentially
critical jobs, which is always assumed to consist of i
1
; i
2
; : : : ; i
R
, such that (i
r 1
) < (i
r
)
for r = 2; : : : ; R, where  is the current permutation. For convenience, we let S
r
denote the
set fij(i
r 1
) < (i)  (i
r
)g (r = 1; : : : ; R). This set contains the jobs that are scheduled
between i
r 1
and i
r
, where i
r 1
is not in S
r
whereas i
r
does belong to the set.
Iterative step
Let  denote the optimal permutation with respect to the current value of .
Let k be maximal such that
b
k
a
k
> . Thus, L
1
= f1; : : : ; kg and L
2
= fk + 1; : : : ; ng.
Increase  to minf
b
k
a
k
;minf(i
r
; i
r+1
)jr = 1; : : : ; R  1gg.
For all r 2 f1; : : : ; R  1g for which  = (i
r
; i
r+1
) delete i
r
from P and merge the sets S
r
and S
r+1
.
Move all jobs j with  =
b
j
a
j
from L
1
to L
2
. We will describe this step in detail for k. If
k is not the only job that has to be moved, the step should be repeated for the other jobs
in order of decreasing index. Job k is added to L
2
at the position where it precedes exactly
those jobs l 2 L
2
with b
l
 b
k
.
Denote the permutation after k is moved from L
1
to L
2
by 
0
. Note that it may happen
that k moves from L
1
to L
2
without actually changing its position in the permutation, i.e.,
(k) = 
0
(k). In that case P remains unchanged. Otherwise, we rst delete k from the
permutation  and then reinsert it at its new position.
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First phase: k is deleted from the permutation 
Let t 2 f1; : : : ; Rg be such that k 2 S
t
.
If k 6= i
t
, then we only delete k from the set S
t
.
If k = i
t
, then k is deleted from both S
t
and P ; if t < R, the sets S
t
nfkg and S
t+1
are merged;
if k = i
1
, then i
2
becomes the critical job.
Second phase: k is reinserted into the permutation ~
If 
0
(k) = n, then we only add k to P .
Otherwise, suppose that 
0
(i
u 1
) < 
0
(k) < 
0
(i
u
) for some u 2 f1; : : : ; Rg. If i
u
dominates
k, then we only add k to S
u
; if k dominates i
u
, then the set S
u
[ fkg is split into two sets:
fij
0
(i
u 1
) < 
0
(i)  
0
(k)g and fij
0
(k) < 
0
(i)  
0
(i
u
)g, and k is added to P .
Everytime the set of potentially critical jobs changes, certain values have to be updated.
{ If k 6= i
t
leaves S
t
, then A(i
t 1
; i
t
) and B(i
t 1
; i
t
) are decreased by a
k
and b
k
, respectively.
{ If k 6= i
u
enters S
u
, then A(i
u 1
; i
u
) and B(i
u 1
; i
u
) are increased by a
k
and b
k
, respectively.
{ If i
t
leaves S
t
then the sets S
t
and S
t+1
are merged, and A(i
t 1
; i
t+1
) := A(i
t 1
; i
t
) +
A(i
t
; i
t+1
)  a
i
t
and B(i
t 1
; i
t+1
) := B(i
t 1
; i
t
) +B(i
t
; i
t+1
)  b
i
t
.
{ If k enters S
u
, and k dominates i
u
, then S
u
is partitioned into the two sets fij
0
(i
u 1
) <

0
(i)  
0
(k)g and fij
0
(k) < 
0
(i)  
0
(i
u
)g. Thus, A(i
u 1
; k), B(i
u 1
; k), A(k; i
u
) and
B(k; i
u
) should be calculated.
{ If i
1
, the critical job, changes or if job k jumps from a position before i
1
to a position after
i
1
, then the values A(0; i
1
) and B(i
1
; n + 1) must be calculated; this update is needed to
keep track of the value of C
max
().
Note that in each case a constant number of the values A(i; j) and B(i; j)must be (re)calculated.
How these calculations are implemented eciently will be shown in Subsection 2.4.
2.3 Correctness of the algorithm
It is obvious that at the end of an iterative step we obtain, for the increased value of ,
the optimal permutation. Hence, we only have to show that the set of potentially critical
jobs is updated correctly. First note that if the optimal permutation does not change in the
iterative step, then it follows from Lemma 5 that P is correctly updated. Now suppose that
the optimal permutation does change. It is important to note that, if necessary, P is rst
updated with respect to the old optimal permutation . From that point on the permutation
will change several times, depending on how many jobs jump from L
1
to L
2
. Each jump
results in the deletion of a job from the permutation followed by the insertion of that job into
the permutation. After each of these changes, we update P with respect to the permutation
at hand. Using Lemmas 7 and 8, we are now going to prove that these updates are correct.
Suppose the permutation changes from  to 
0
because job k jumps from L
1
to L
2
. Hence,
b
k
= a
k
and 
0
(k) > (k). Each of the two phases (deletion and insertion) will be analyzed
separately. Therefore, in addition to  and 
0
we will also consider the permutation ~ that
results from  after deleting k.
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First phase. Deletion of k from the permutation .
Note that (k) 6= n, because 
0
(k) > (k). Hence, the correctness follows from Lemma 7 if
we can show that a
k
 a
l
, where l is the immediate successor of k in . If l 2 L
1
, then this
follows from the denition of L
1
. If l 2 L
2
, then l is the rst job in L
2
and k is the last job
in L
1
. Since 
0
(k) > (k), it follows that b
k
 b
l
. Moreover, since l 2 L
2
we have b
l
 a
l
,
and thus a
k
= b
k
 b
l
 a
l
. This implies a
k
 a
l
.
Second phase. Insertion of k into the permutation ~.
Because 
0
(k) > (k), it holds that 
0
(k) 6= 1. Therefore, correctness follows from Lemma 8
if we can show that b
k
< b
l
, where l is the immediate predecessor of k in 
0
. If l 2 L
2
then
b
l
> b
k
, otherwise k is inserted into L
2
before l. If l 2 L
1
, then it is the last job in L
1
(since
k 2 L
2
). It follows that (k) < (l) since 
0
6= , and therefore a
k
 a
l
. Since l 2 L
1
, we also
have a
l
 b
l
. If at least one of these inequalities is strict, then the desired result follows,
since a
k
= b
k
. Otherwise, we have a
k
= a
l
and a
l
= b
l
. Because of the denition of the
permutation  and the fact that k preceded l in L
1
, the rst equality implies k < l. However,
jobs that jump at the same value of  are handled in order of decreasing index. Hence, k > l,
a contradiction.
From the analysis above we conclude that P is updated correctly every time the permutation
changes. It follows that at the end of the iterative step, we obtain the set of potentially
critical jobs corresponding to the new optimal permutation.
We will now turn to the issue of implementing the algorithm eciently.
2.4 Complexity and data structures
As mentioned before, every iterative step consists of one or several minor iterations. In each
minor iteration either one job is deleted from P while the permutation remains the same, or
one job jumps from L
1
to L
2
and P is updated accordingly. We have seen that jP j can only
increase if the permutation changes. Moreover, in a certain minor iteration only the job that
jumps from L
1
to L
2
may be added to P . Hence, 2jL
1
j + jP j decreases by at least one in
every minor iteration. Since 2jL
1
j + jP j  3n at the beginning of the algorithm, the total
number of minor iterations is bounded by 3n.
The data structures are chosen such that the amount of work per minor iteration is O(logn).
From the previous description of the algorithm, the reader can check that the following
operations must be performed a constant number of times per minor iteration.
(a) Calculate A(i; j) and B(i; j) for given i and j.
(b) Calculate (i; j) for given i and j.
(c) For a given job k nd i
r 1
; i
r
2 P such that (i
r 1
) < (k)  (i
r
).
(d) Add a job to P or delete a job from P .
(e) Find i
r
2 Pnfi
1
g, with r minimal, such that (i
r 1
; i
r
) is minimal.
We keep track of the current permutation by storing it implicitly in two 2-3 trees T
1
and
T
2
. This data structure supports the operations SEARCH, ADD and DELETE in O(logn)
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time, n being the number of leaves (cf. [1]). The trees T
1
and T
2
facilitate the execution
of (a) and (b) as follows. Both trees contain n leaves, numbered 1 to n, and each node has
two labels. When i 2 L
1
, the rst label of the leaf numbered (i) in T
1
is equal to a
i
. The
rst labels of the other leaves in T
1
are 0. Intermediate nodes in T
1
have a rst label equal
to the sum of the rst labels of the leaves in the subtree rooted at the node. Analogously,
a leaf (i) in T
2
has rst label a
i
when i 2 L
2
, otherwise the label is 0. With these labels
the value A(j; k) can be calculated in O(logn) time for given j and k. Thus, A(i
r
; i
r+1
) for
i
r
2 Pnfi
R
g can be calculated within this time bound. The B(j; k) values can be calculated
analogously by storing the values b
i
in the same trees, using the second labels of the nodes.
Therefore, the value (i
r
; i
r+1
) can be calculated in O(logn) time for any given i
r
and i
r+1
.
Finally, updating T
1
and T
2
, when a given job k jumps from L
1
to L
2
, is easily seen to take
O(logn) time also.
The data structures used for the execution of (c), (d) and (e) are as follows. Consider the
pairs (i
r
; (i
r
; i
r+1
)) for i
r
2 P . We dene three 2-3 trees which contain these pairs as their
leaves. One 2-3 tree is used to store the pairs ordered according to the values (i
r
; i
r+1
). A
second tree contains the pairs for which i
r
2 L
1
\P , ordered according to a
i
r
, the processing
times on M
1
. Analogously, the third tree contains the pairs for which i
r
2 L
2
\ P , ordered
according to b
i
r
, the processing times on M
2
. This suces to perform (c), (d) and (e) in
O(logn) time.
The following theorem states our main result.
Theorem 9 The breakpoints of the piece-wise linear function C
max
() ( 2 (0;1)) can be
determined in O(n logn) time.
3 Concluding remarks
In Section 2 the speed of M
2
was xed. We may introduce a speed factor  for this machine
as well. The problem is then to minimize a function f(; ; C
max
). However, C
max
(; ) has
the same shape for any xed  as follows from the formula
C
max
(; ) = 

min

max
i
fA

(0; i) +B

(i; n+ 1)g

;
where  = =. Intuitively this is clear: speeding up both machines by the same factor
reduces C
max
by the same factor. Ishii et al. [3] show that this property can be used to nd
the optimal speeds for cost functions of the form
f(C
max
; v
1
; v
2
) = w
1
C
q
1
max
+ w
2
v
q
2
1
+ w
3
v
q
2
2
(w
1
; w
2
; w
3
> 0; q
1
; q
2
 1) :
The complexity of the algorithm to determine optimal speeds and the corresponding optimal
schedule with respect to this class of objective functions has now been reduced to the same
complexity as Johnson's algorithm. Sorting is an essential part of Johnson's algorithm. In
fact, it can be shown that any algorithm that solves the two-machine ow shop correctly in
O(f(n)) time, is capable of sorting numbers in O(f(n)) time. Therefore, in any comparison
based model, one may not hope for any improvement on the running time of the algorithm.
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A similar result has been proved by Van Vliet [7] for the two-machine open shop scheduling
problem. For the no-wait ow shop the complexity gap lies between n logn and n
3
. The
O(n logn) time bound for the original problem is proved by Gilmore et al. [2], whereas the
time bound for the problem with speed-up of machines is given by Strusevich [6]. There is ev-
idence that the gap between the running times of the constant speed problem and the variable
speed problem can be reduced. However, it is an open problem whether the gap can be closed.
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