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Abstract 
A growing desire exists to develop Micro Air Vehicles (MAVs) that fall within a 15cm span. 
Their small scale and low operating flight speeds encourage a low Reynolds Number (Re) 
regime, in the order of Re ~ 104 - 105. Wings under these conditions are highly susceptible to 
separated flows, posing a significant challenge for the MAV. Natural flyers are able to 
confront these issues through flapping flight, which has inspired an entire research field on 
the aerodynamics of oscillating wings. While the number of parameters that govern the 
problem is exhaustive, studies are required to explain the contribution of each and any 
phenomena that may ensue. This lends itself to a canonical approach. This thesis presents an 
experimental study on various wing geometries, undergoing a small amplitude oscillation in 
the form of a pure plunge. The focus lies on understanding the three-dimensional effects of 
oscillating a finite wing with a positive geometric angle of attack, to encourage greater lift 
than that achieved from an unforced wing. This expands on the current research which 
predominantly focuses on the thrust generating capabilities of a ‘flapping’ airfoil. Force 
measurements, hot-film measurements, Particle Image Velocimetry (PIV) and volumetric 
velocimetry, are used to examine the performance and flow topology that ensues from 
actuating the various wings.  
The study presents time-averaged force measurements as a function of Strouhal number 
(non-dimensionalised plunge frequency) for the various low aspect ratio wings. It is shown 
that while the finite nature of these wings suppresses lift, significant improvements are 
nonetheless possible. For example, a semi Aspect Ratio = 2 NACA0012 rectangular wing, is 
able to achieve 180% more lift than the unforced wing. A phenomenon arises in which peaks 
are observed in the time-averaged lift curve, for various rectangular and delta wing 
planforms. This suggests optimal lift conditions at particular Strouhal numbers. In a similar 
manner to a 2D airfoil the oscillating wing stimulates the formation of both leading and 
trailing-edge vortices. The trajectory and timing of these vortices, in relation to the plunge 
cycle, appear to be significantly affected by Strouhal number. At particular frequencies, the 
vortices interact in such a way that their induced flow generates a significant region of low 
velocity, recirculating flow near the wing. The size of the recirculating region closely 
correlates with the shape of the time-averaged lift curve, agreeing well with points of troughs 
and peaks when this region is maximised and minimised, respectively. It is thought that these 
wing/vortex and vortex/vortex interactions contribute to the selection of optimal frequencies, 
and therefore determine optimal lift for the oscillating wing.   
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The effect of profile and planform shape is also considered. Thinner profiles, on rectangular 
wings, appear to influence the manner in which the vortices interact, by enhancing flow 
separation and therefore, earlier formation of the leading edge vortex. This alters its relative 
convection within the plunge cycle, reducing the optimal plunge frequency. Furthermore, 
greater improvements in lift are possible with the thinner profile, however, limited to low 
Strouhal numbers. The effects of different sweep angles on a delta wing are also 
investigated, showing higher optimal plunge frequencies for higher sweep angles. A 
moderate sweep angle of Λ = 27°, is shown to improve the lift coefficient achieved by the 
oscillating wing. 
The spanwise variation of the vortex structures is also studied, using a volumetric 
velocimetry technique which allows simultaneous interrogation of a finite volumetric flow 
field. A numerical simulation was also carried out by Dr. Miguel Visbal at that the US Air 
Force Research Laboratory at the Wright-Patterson Air Force Base for the sAR = 1 
rectangular flat plate. This was compared to the experimental data obtained at the University 
of Bath. A good agreement between the two is provided in this thesis. Leading edge vortices 
are observed to form on the low aspect ratio wings, initially forming a loop with trailing-
edge vortex. While a wake vortex system evolves downstream, the leading edge vortex 
separates and anchors onto the surface in order to satisfy Helmholtz’s Second Theorem, 
evolving in a manner which is highly Strouhal number and planform dependent. In some 
cases, a strong spanwise undulation is observed along the leading edge vortex filament, 
coinciding with a peak in the time-averaged lift curve. In relation to the tip vortex, the study 
shows that at sufficiently high frequencies, a novel ‘tip vortex ring’ appears, consisting 
solely of tip vortices from different half cycles. Its self-induced velocity propels it away from 
the wing in the spanwise direction. To study the effect of planform, these three-dimensional 
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Chapter 1  
Introduction 
1.1 MAVs 
In 1992, RAND’s National Defence Research Institute organised a collaborative workshop 
with the Defence Advanced Research Projects Agency (DARPA), to establish the direction 
and viability of research programmes that could potentially revolutionise military operations 
[1]. The ‘fly on the wall’ metaphor, conceptualised from these discussions, underlined a 
growing desire to merge various technologies, including nano, micro and autonomous, to 
develop ‘fly-sized’ reconnaissance vehicles. These small autonomous systems would be 
equipped with various sensors and processors enabling them to discreetly gather intelligence, 
eliminating the need for manned infiltration. They provide the end user the ability to monitor 
a situation from afar, gaining access to otherwise inaccessible areas. For example, a military 
operative in hostile territory may use them to safely scout nearby buildings or forested areas 
for assailants, or to monitor various locations for bio-chemical agents.  Alternatively, fire 
and rescue services could deploy them for search and rescue missions within structurally 
unstable buildings.  The challenges of designing such small-scale systems not only lie in the 
miniaturisation of sensors, various control modules and power sources, but also in the 
necessity to further understand the flight mechanics at these low operating scales. Only then 
can we adequately optimise designs to maximise performance and minimise aerodynamic 
losses. Feasibility studies were carried out in the early 1990s providing an adequate 
stepping-stone for the $35 million Small Business Innovation Research (SBIR) program, 
initiated by DARPA in 1996. The program called for the development of an air vehicle of no 
more than 15 cm span, now widely known as a Micro Air Vehicle (MAV). A common 
approach has been to implement either a fixed, rotary or flapping wing.  
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1.1.1 Fixed Wing 
A fixed wing MAV essentially relies on a conventional fixed lifting surface that uses various 
control surfaces for manoeuvrability and a dedicated propulsion system. The simplicity of 
the design makes it an attractive and cost effective approach. The most successful to result 
from DARPAs MAV program was the Black Widow [2], developed by AeroVironment Inc. 
(Figure 1.1a). A Multidisciplinary Design Optimisation (MDO) technique, using a design 
space that included vehicle aerodynamics, propeller aerodynamics, motor and battery 
performance and weight build up was used to ensure optimal vehicle efficiency. The vehicle, 
only weighing 80 grams, was able to fly for 30 minutes at a cruising speed of 25 mph, whilst 
sending a live colour video feed of its surroundings.   
 
Figure 1.1: Fixed wing MAVs: a) Black Widow [2] and b) University of Florida 
Membrane MAV [3] 
Naturally, the small scale of these MAVs imposes a low mass moment of inertia that 
predisposes them to rolling oscillations and gusts. The Black Widow tackles this problem 
using yaw dampers, however, other fixed wing MAVs such as those developed at the 
University of Florida [3], use a flexible membrane wing to damp their response (Figure 
1.1b). In essence a flexible wing reacts to the surrounding flow in such a way that it 
improves stall characteristics and thus minimises the impact of gusts [4]. Furthermore, the 
ability to fold and compact an MAV which that adopts a flexible/membrane wing, is more 
desirable.  
MAVs are envisioned as being able to operate within confined areas with limited space, a 
trait which unfortunately becomes a limiting factor in the operation of a fixed wing MAV. A 
rotary or flapping mechanism, however, equips the MAV with a valuable ability to hover, an 
implicit characteristic of the ‘fly on the wall’ metaphor.   
a) b) 
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1.1.2 Rotary Wing 
A combination of low speed capabilities, compactness and abundance of studies on the 
performance of rotary wings, provides the MAV developer with an attractive option to 
miniaturising air vehicles. Much like larger scale aircraft, MAV designs may come in the 
form of a combined single rotor and tail rotor. However, the addition of a tail boom 
significantly compromises the miniaturisation of the vehicle. Coaxial designs also exist, 
using contra-rotating blades to counter balance torque. The Micro Coaxial Rotorcraft 
(MICOR) from the University of Maryland (Figure 1.2a) is an example of such a design. The 
advantage here is that each rotor contributes to the overall lift, allowing further reductions in 
the overall rotor diameter. However, aerodynamic efficiency is compromised by the 
interaction between the generated wakes. Multiple off-axis rotor designs are also very 
popular due to their improved manoeuvrability (Figure 1.2b), as well as single rotor designs 
with articulated vanes used as an anti-torque mechanism (Figure 1.2c).  Naturally, a common 
goal is to maximise flight endurance, while maintaining a low physical footprint. One 
approach is to minimise the power requirements of the vehicle. 
 
Figure 1.2: Rotary MAVs: a) MICOR, b) TU Delft University and c) University 
of Maryland “Giant” 
Unfortunately for the MAV developer, the relatively small chord lengths and blade velocities 
result in low Reynolds number flows, having a significant impact on blade performance. 
Viscous effects dominate leading to greater susceptibility to separated flows and poor lift to 
drag ratios (this is discussed in more detail in the following chapter). As a result, large 
unsteady inner wake regions are inherently commonplace within rotary-based MAVs, 
a) b) 
c) 
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resulting in significant induced losses and thus reduction in hover efficiency.  The Figure of 
Merit, a ratio between the ideal and actual power required for hover, is typically around 0.8 
for large-scale helicopters, however, this is significantly reduced for MAVs, typically 
experiencing values of less than 0.5.   
1.1.3 Flapping Wing 
Flapping wings have been shown to require less power than rotary wings for certain mission 
objectives. For example, Woods et al. [5] showed that in cases where loitering is a prevailing 
requirement and windspeeds are relatively low, flapping wings have the potential to be more 
efficient. Therefore, a preference for flapping flight exists where indoor missions are 
required. A flapping wing essentially relies on unsteady aerodynamics. The encouragement 
of flow separation and the subsequent rolling up of the shear layer to form a vortex, a 
coherent low pressure structure on the suction surface, provide a wing with the ability to 
exceed performance brought about under steady-state conditions. Such a phenomenon is 
inherently possible with delta wings, even at low angles of attack. In the case of a low aspect 
ratio rectangular wing, the absence of any leading edge sweep makes it less susceptible to 
both vortex formation and shear layer reattachment. A flapping wing tackles this problem by 
generating a rapidly changing effective angle of attack. This has the effect of altering the 
wings susceptibility to flow separation, throughout the cycle, in order to control the 
formation of the leading edge vortex.  In Figure 1.3 a conical vortex structure is shown on a 
fruit fly wing, bearing some resemblance to those that appear on delta wings. 
 
Figure 1.3: Streamlines around a fruit fly wing [6] 
With respect to a micro air vehicle, the number of unknowns involved in the design of a 
flapping mechanism makes it a difficult feat to implement successfully.  These unknowns 
generally force the designer to carry out extensive fundamental studies on the aerodynamics 
to optimise various aspects of the vehicle, including its wing design and operating 
parameters. An increasing number of studies have gradually appeared on the flapping wings 
a) 
b) 
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of insects, however, these are usually characterised by complex kinematics. The wing 
undergoes combined translation, pitch and rowing throughout the cycle, as well as passive 
deformation of its membrane. It is believed that this intricate motion encourages both the 
strengthening and recapture of the leading edge vortex to further enhance aerodynamic 
performance. MAVs require a more pragmatic approach and are thus commonly subject to 
wing kinematics limited to one or two degrees of freedom. For example, the DelFly Micro 
(Figure 1.4a) uses a tailed-biplane configuration with mylar foil wings, which is only able to 
control the motion of its wings about one axis. However, the two wings also deform 
passively and come together periodically, during the flapping motion, in an attempt to 
maximise thrust. Controlling the flapping frequency, as well as its vertical and horizontal 
rudders allows various manoeuvres to be performed including hover. It weighs only 3 grams 
and has a total wingspan of 10cm. The Nano Hummingbird by AeroVironment Inc. (Figure 
1.4b) uses a rather different control system, and is able to regulate pitch, yaw and roll 
through a tailless design. Instead, this MAV generates control moments using a form of twist 
modulation by regulating the amount of tension in each wing, and thus susceptibility to twist 
during motion. It works on the basis that a wing has a natural tendency to minimise its 
incidence angle with the oncoming flow, given a pivot point at its leading edge. A flapping 
wing that is allowed to passively twist and adjust itself in such a manner can be used to 
reduce its aerodynamic forces. Independently changing the twist on each of the two wings 
alters the balance of forces that they each generate and so allows the vehicle to generate 
control moments in all three axes. For example, a rolling moment is generated by reducing 
the tension of one of its wings, reducing the lift and inducing a roll. Pitching moments are 
generated by concentrating the slack of the membrane forward or aft of the vehicle and yaw 
moments are applied by unbalancing drag on either side by using stoppers to limit wing 
rotation.   
 
Figure 1.4: Flapping MAVs: a) DelFly Micro b) Nano hummingbird 
 
a) b) 




The main theme underlying this thesis is when, how and to what extent, are the subsequent 
vortices of an oscillating foil manipulated to benefit performance and how can one 
standardise the operating parameters to ensure repeatability of these conditions. An 
abundance of studies exists on the vortex dynamics of flapping two-dimensional airfoils [7-
10], with particular attention to propulsion. The emphasis in these studies is placed on the 
vortices that emanate from the trailing edge of the wing, which when adequately positioned, 
can impart momentum into the wake of the airfoil to generate thrust. This is particularly 
beneficial for forward flight and underwater propulsion. In this thesis our greatest motivation 
is the possibility of substantial lift improvements by imposing asymmetry on the upper and 
lower surface flows of a flapping wing. One way to achieve this is by imposing a non-zero 
flapping-bias angle on the motion or imposing camber on the wing. An extensive study is 
still lacking in the literature on the lift forces generated by the consequential position of the 
leading edge vortex with respect to various forcing variables, furthermore, not restricted to 
two dimensional airfoils.  
Given the periodic inception and convection of these vortices, what is also of interest to us in 
this thesis are the instability frequencies and any correlation they may have with the lift 
performance of the oscillating wing.  Abiding to existing studies on oscillating wings, one 
knows that in the case of a rolling and even pitching non-slender delta wing, increasing the 
driving frequency close to the natural leading edge shear layer instability frequency, can 
result in the reattachment of the shear layer and the delay of vortex breakdown [11].  This 
suggests an improvement in lift performance for the wing.  Lam [12] showed that for a flat 
plate inclined at α = 30°, for a Reynolds number of 30,000, oscillating the wing at a 
frequency close to natural shedding frequency, greatly enhanced the two-dimensionality of 
the flow, resulting in a neighbouring range of frequencies for which the shedding frequency 
locked into the driving frequency. Wu et al. [13] reported similar lock-in phenomena for a 
NACA0012 airfoil, operating at post-stall angles of attack and subject to periodic blowing-
suction. They were able to show that certain frequencies were able to deal with the nonlinear 
interaction of competing shedding and forcing modes more adequately than others. At the 
enforced high angles of attack, the shear layer was sufficiently far from the surface of the 
wing, to allow a ‘rolling up coalescence’ of smaller vortices embedded in the shear layer, 
and thus more effective entrainment of the disorganised fluid. Enhancing the periodicity of 
the flow at various frequencies had the effect of strengthening the leading edge vortex and/or 
minimising the influence of the trailing edge vortex, thus improving lift and reducing the 
size of the wake.  As will later be discussed in the literature review and experimental study, 
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applicability of these optimal frequencies in the generation of lift may hold true even for the 
flapping wings of MAVs. 
The above is examined by investigating the aerodynamic performance and the corresponding 
transient fluid structure, through a parametric study involving the effects of frequency, 
Reynolds number, amplitude and incidence. Here, the aim is to tackle the three-
dimensionality of low aspect ratio wings, undergoing small amplitude harmonic heave 
oscillations, at a Reynolds number typical of MAVs. Asymmetric vortex flows are generated 
in this study by changing the flapping bias angle. A combination of direct force 
measurements, hot-film measurements, flow visualisation, particle image velocimetry and 
volumetric three-component velocimetry techniques has been used to undertake this study. 
  8 
Chapter 2  
Literature Review 
2.1 Introduction 
The following chapter summarises some of the findings relating to oscillating wings. Some 
of the known challenges imposed by low Reynolds number flows, are initially explored, 
briefly considering the implications for fixed wings before going into detail regarding the 
performance and flow characteristics of oscillating wings. The latter is divided up into three 
sections: flows encountered in nature, two dimensional flows generated by harmonically 
oscillating airfoils and three-dimensional flows from oscillating finite wings.   
2.2 Low Reynolds number flows 
The Reynolds number (Re = ρVL µ ) at which a wing operates is an important parameter, 
which essentially provides a ratio between inertial and viscous forces of the surrounding 
flow. It gives a good indication of the proclivity of laminar and turbulent flow, which can 
have a significant impact on how the wing performs. Due to their small scale, MAVs are 
expected to operate within a range of 104-105, which is similar to the Reynolds numbers 
encountered by large insects and small birds. In the interest of MAVs, numerous studies 
have emerged to improve our understanding of the flow behaviour within this regime, 
allowing us to devise ways to improve performance through various wing configurations. 
It is well established that when operating at Re < 5×105, a significant deterioration in 
performance can exist. Figure 2.1 illustrates the dependence of (CL CD )max  on Reynolds 
number and the decline in performance where MAVs are envisioned to operate. Various 
studies indicate that the point at which this occurs varies not only with Reynolds number, but 
also with freestream turbulence levels, profile thickness, angle of attack, surface roughness 
and leading edge profile. Nevertheless, performance degradation is commonplace and poses 
a significant problem for the MAV developer. 





Figure 2.1: Maximum section lift-drag ratio as a function of Re [14] 
2.2.1 Laminar Separation Bubbles 
The reduction in performance at low Reynolds number can be explained by looking at the 
shear layer that develops on the suction surface of the wing. A highly laminar boundary layer 
coupled with an adverse pressure gradient, such as that imposed by increasing the angle of 
attack, often results in laminar separation. This forms a free shear layer, which at lower 
Reynolds numbers can fail to transition from laminar to turbulent flow, sufficiently early to 
cause reattachment and form a laminar separation bubble (LSB), shown in Figure 2.2.  As 
the Reynolds number or angle of attack of attack is increased, the suction peak travels 
towards the leading edge, growing in the process, thereby resulting in a greater pressure 
gradient to recover from. This amplifies disturbances in the laminar free shear layer, 
enhancing the mixing process which encourages it to transition earlier to turbulent flow and 
cause it to reattach and form the separation bubble. The region of dead air contained in the 
LSB modifies the upper surface pressure distribution in such a way, that the region where the 
LSB resides, appears as locally separated flow. A zero pressure gradient exists along the 
length of the bubble, to the point of transition which is indicated by a sudden increase in 
pressure..Carmichael [15] reported that flows within a range of 1×104 < Re < 3×104 were 
completely laminar, with reattachment of the free laminar shear layer only occurring for a 
higher range of 3×104 < Re < 7×104. Therefore, although the LSB introduces pressure drag, 
which worsens with decreasing Reynolds number, the effect is worsened. When the 
Reynolds number is low enough that the shear layer is unable to reattach and the flow is 
completely separated. This tendency for separated flows poses a grave problem for the MAV 
developer in trying to develop a wing which is capable of carrying the required payload, 
whilst maintaining low drag so as to improve its power and thus endurance. In the case of 
high Reynolds number flows, designers aim to prolong a laminar state to reduce profile drag.  
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However, MAV developers find it more pertinent to encourage transition to turbulent flow.  
This promotes earlier reattachment of the shear layer, which reduces the level of pressure 
recovery, and thus, the prevailing bubble pressure drag which improves performance.   
 
Figure 2.2: Laminar Separation bubble [16] 
2.2.2 Effect of profile 
Wing designs made specifically for MAVs must adequately tackle the low Reynolds number 
regime. Schmitz [17] performed wind tunnel tests on rectangular wings (AR = 5) to examine 
the effect of wing profile within a range of Re = 2.1×104 - 4.2×105. These are presented in 
Figure 2.3. Observe that thicker profiles exhibit greater sensitivity to Reynolds number, 
resulting in substantial degradation in performance compared to thinner profiles. Thin 
cambered wings are concluded to be better suited within the required Reynolds number 
regime. This is consistent with the findings of Okamoto [18] and Schmitz [17] explains that 
thinner profiles promote earlier transition of the boundary layer from laminar to turbulent 
flow, especially in the case of one with a sharp leading edge, which in effect fixes the point 
of transition. Thinner profiles, as a result, exhibit greater insensitivity to variations in 
Reynolds number, effectively minimising the adverse effect of operating within a low Re 
range. 
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In fact, Laitone [19] showed that a reversed NACA0012 wing (AR = 6) operating at Re = 
20,700, exhibits an increase in max)( lC  of 50% as well as a delay in stall of +3.5°, compared 
to its conventional orientation. This emphasises the pertinent requirement to extend our 
database of knowledge with regards to wing performance at low Reynolds number. It 
specifically demonstrates not only preference for a sharp leading edge, but also the fact that 
it no longer becomes necessary to have a sharp trailing edge, used conventionally to ensure 
satisfaction of the Kutta condition. Blunt trailing edges were also investigated by Sato [20] 
using truncated NACA 4 series airfoils, operating at low Reynolds number and scaled to 
keep the same chord and thickness across the studied profiles. At a low Reynolds number of 
Re = 3.3×104, the greatest ( )
MAXDL
CC  was achieved by a profile with a truncated trailing 
edge. Separated flows prevailed throughout the incidence range, resulting in more immediate 
effect in performance by reducing the nose radius than increasing the trailing edge bluntness.  
Overall, studies converge on the predisposition of separated flows within the low Reynolds 
number regime. It is not without reason that in nature, insect wings employ some form of 
corrugation and effective camber on their thin wing [21]. 
2.2.3 Effect of aspect ratio 
The interaction between wing tip vortices and the inherent chordwise unsteadiness due to the 
separation of laminar free shear layers is believed to be increasingly noteworthy for low 
aspect ratio wings. The downwash imposed by tip vortices has the effect of modifying the 
local pressure distribution on the wing surface, resulting in a lower effective angle of attack. 
In terms of wing performance, this usually results in a reduction of the lift curve slope, non-
linear effects and a delay in stall. Mueller [22] studied various stationary wings at low 
Reynolds numbers, illustrating this effect between sAR = 0.5 and the equivalent two-
dimensional case; the results are presented in Figure 2.4 for Re = 1.4×105. A less extensive 
comparison was also made for Re = 8×104, however, similar patterns with respect to stall 
angle and lift curve slope were observed. In the distinguishing case of low Reynolds number 
flows, what becomes interesting is how the aspect ratio affects the spanwise flow topology, 
with respect to bubble formation, and thus the extent of performance degradation in the 
presence of this phenomenon. 
A study on the effect a low aspect ratio has on the location of free shear layer separation, 
transition and reattachment, with the use of in-line pressure tappings, is provided by Bastedo 
et al. [23].  Figure 2.5 provides a sketch of the upper-surface flowfield, derived from their 
results.  Two major repercussions can be inferred from the presence of the tip vortex: it 
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delays both laminar and turbulent separation as well as lengthens the laminar separation 
bubble. In fact, outboard sections of the wing (60-80%), significantly affected by this 
spanwise component, showed pressure distributions similar to those of lower angles of attack 
in two-dimensional flows. Approaching the tip of the wing (80-100%), the bubble disappears 
altogether, governed no longer by streamwise separation, but instead the roll-up of the shear 
layer from the tip which surrounds a strong freestream axial flow. The dominance of the tip 
vortex prevails with increasing angle of attack, making it capable of modifying more than 
45% of the surface flowfield.  Reducing the aspect ratio even further has a similar affect on 
the influence imparted by the tip vortex, as shown by Cosyn and Vierendeels [24], who 
































Figure 2.5: A suction surface flowfield comparison between AR = 2.0 and AR = ∞.  
Lines represent separation or reattachment. [23] 
Lamar [25] investigated the contribution of the tip vortex to the lift exhibited by low aspect 
ratio wings. The author extended Polhamus’ leading edge suction analogy [26] to wings with 
side edges, assuming that the suction force imposed by the low pressure region of the tip 
vortex also acted normal to the surface of the wing. Good agreement was found between the 
theoretical prediction and experimental lift data of an AR=1 rectangular wing, when taking 
into account the side-edge vortex lift.  These non-linear equations were used by  Torres and 
Mueller [27] for various aspect ratio wings to empirically determine the necessary factors 
involved, that best matched their direct force measurements. Aspect ratios of less than 1.25, 
achieved a significantly higher CLmax, albeit at higher stall angles, which, when compared to 
the LE suction analogy showed good agreement up to the point of stall. Despite poor 
performance at low angle of attack, where potential flow generally dominates, at higher 
incidences, required by highly manoeuvrable systems, tip vortices have the potential to 
generate a substantial level of vortex lift, favouring the low aspect ratio wing. This provides 
a promising feature for the design of MAVs.   
2.2.4 Natural vortex shedding 
An interest into the development of any disturbances within the separated shear layer, and 
their effect on the flowfield has also emerged. Studies have shown that as the boundary layer 
separates from the airfoil, the inherently large velocity gradient of the shear layer induces the 
Kelvin-Helmholtz instability which has the effect of amplifying disturbances; subsequently 
causing its roll-up and so the formation of small coherent vortices (Figure 2.6a). 
Furthermore, the shear layers emanating from both upper and lower surfaces have been 
observed to interact with one another in the wake of the airfoil, to generate a Kármán type 
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array of vortices (Figure 2.6b). The frequency of vortex shedding in the wake of the wing is 
approximately an order of magnitude smaller than the leading-edge shear layer instability 
frequency [28].  
Early work by Fage and Johansen [29] on the vortex shedding characteristics of inclined flat 
plates, restricted to two-dimensional flows, ascertained that as the incidence is increased the 
frequency of vortex shedding falls. Akin to the effect of increasing the Reynolds number 
across a circular cylinder [30], there exist four modes characterising the nature of vortex 
shedding as the angle of attack of an airfoil is increased: laminar, subcritical, transitional and 
supercritical [31, 32]. A laminar mode occurs at low angle of attack, in which the wake 
velocity time-series exhibits a smooth periodic signal. This mode is the result of a growing 
instability in the wake. The flow on the surface of the airfoil is generally attached or slightly 
separated. At a moderate angle of attack, a subcritical mode is encountered, in which vortex 
shedding develops on both pressure and suction sides. The velocity time-series typically 
shows a large amplitude signal superimposed by small concurrent fluctuations resulting from 
upstream free shear layer instabilities. In the transitional mode, turbulence intensity 
increases, enhancing the mixing process, leading to a highly disorganised flow, absent of any 
coherent vortex wake structure. However, at sufficiently high incidence, a supercritical mode 
exists and periodicity is somewhat recovered; here, the flow is dominated by turbulent vortex 
shedding.   
       
Figure 2.6: Flow visualisation of a NACA0025 airfoil at α=5° operating at 
Re=1×10
5
, illustrating the a) shear layer structures and b) wake structures [28] 
In order to adequately compare measured frequencies of various bluff bodies and airfoil 
profiles, a variety of non-dimensional parameters have emerged. The Strouhal number (St = 
fL/U) allows the fluid dynamicist to non-dimensionalise with respect to a characteristic 
length (L) and velocity (U); the former of which is generally defined as the diameter for the 
cylinder, and chord length for the airfoil. Alternatives, such as non-dimensionalising with 
respect to the airfoil projection height [29], wake width [33] and vortex vertical spacing [34], 
a) b) 
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have also been considered, in order to investigate convergence of these frequencies to a 
universal Strouhal number.   
In Figure 2.7 the non-dimensional vortex shedding frequency (Stc) is presented for various 
wings, with respect to angle of attack. The effect of Reynolds number at Re = 104 - 105 has 
been shown to be negligible for incidences of α > 10° [31, 35]. However, at lower angles of 
attack (α < 10°), separation usually occurs on the surface of the wing. Therefore, varying the 
Reynolds number, can determine when, and if, separation and reattachment occur. This can 
have a considerable effect on the subsequent characteristics of the wake [28, 36]. While little 
difference exists between the shedding frequencies of two-dimensional and finite wings at 
moderate to high incidence, at low incidence, Reynolds number effects are significant. A 
constant Strouhal number based on the vertical projection of the airfoil is satisfied only at 
















AR=1, flat plate, Re=24,300 (Rojratsirikul et al.)
AR=2, flat plate, Re=24,300 (Rojratsirikul et al.)
AR=10, NACA0012, Re=11,000 (Huang and Lin)
AR=10, NACA0012, Re=20,265 (Huang and Lin)
AR=10, NACA0012, Re=40,000 (Huang and Lin)
2D, flat plate, Re=15,800 (Fage and Johansen)
2D, flat plate, Re=21,000 (Chen and Fang)
2D, flat plate, Re=53,100 (Rojratsirikul et al.)
St =0.17
 
Figure 2.7: Comparison of natural shedding frequency vs. angle of attack 
With respect to the variation of the shedding frequency across a finite aspect ratio wing, 
Huang and Lin [31] reported a reduction in the vortex shedding frequency close to the wing 
tip of their semi span model as well as at the junction formed with the end wall.  This was 
attributed to the separation of the tip vortex and the deceleration of flow, respectively, and 
only observed at low angles of attack. No periodicity was achieved within half a chord 
length from the wing tip and a chord length from the base. Interestingly, Castro et al. [37, 38] 
looked at the spanwise variation for tapered flat plates demonstrating their ability to generate 
cellular structures of constant Strouhal number based on the local plate width.  Such vortex 
d 
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dislocations, although not usually associated with rectangular flat plates may be relevant to 
the flows of delta wings. 
2.3 Flapping Wing Aerodynamics 
The Knoller-Betz effect, the act of generating thrust via some oscillatory plunging motion, 
was first explained by Knoller [39] in 1909 and Betz [40] in 1912.  They showed that an 
oscillating wing generated both a lift and a thrust component, which oscillate according to 
the kinematic motion. Wind tunnel tests were then carried out by Katzmayr [41] in 1922, 
verifying this by alternately oscillating the freestream to also periodically change the 
effective angle of attack; this is sometimes known as the Katzmyr effect.  In 1935 von 
Kármán and Burgess [42] were the first to explain the generation of thrust based on the 
vortex formations behind a flapping wing.  Modelling the wake behind bluff bodies results in 
the formation of a von Kármán street, imparting a momentum deficit in the wake of the 
body.  This is characterised by two rows of vortices in which the top row consists of counter 
clockwise vortices and the bottom row of clockwise vortices (Figure 2.8a).  An oscillating 
wing on the other hand has the potential to rearrange this staggered array of vortices to yield 
a “reverse” von Kármán street (Figure 2.8b): a thrust-indicative wake.  The top and bottom 
rows effectively swap, generating a time-averaged momentum jet away from the airfoil, 
resulting in a favourable downstream velocity profile.   
 
Figure 2.8: a) Drag indicative wake (von Kármán street), b) Thrust indicative 
wake ("reverse" von Kármán street) [43] 
As is the case in producing thrust from an oscillating airfoil, the careful manipulation of 
vortices to generate increased lift is also possible.  As is discussed in the remaining sections 
of the literature review, the process through which this occurs relies heavily on the vortices 
generated at the leading edge of the wing. 
a) b) 
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2.3.1 Dynamic Stall 
One way to increase lift is to rapidly pitch a wing beyond the stationary stall angle. The stall 
that follows from such a motion is referred to as dynamic stall. It relies on the formation of a 
leading edge vortex, whose suction force temporarily enhances lift as it travels across the 
upper surface of the wing.  In contrast to the laminar separation bubble observed in the 
stationary case, the vortex contains high velocity fluid. This induces a region of low 
pressure, enhancing the pressure differential that generates lift.  As the vortex reaches and 
convects away from the trailing edge, dynamic stall follows, usually in a more severe fashion 
than static stall. This phenomenon has received considerable interest, given that the severity 
of stall can place excessive aerodynamic loads on helicopter blades in forward or 
manoeuvring flight, however, it also has the advantage of enhancing lift and manoeuvrability 
of fighter aircraft. There are some similarities between the dynamics stall vortex and 
structures that ppear on insect wings and other oscillating wings at high incidence. It is 
therefore interesting to look at this phenomenon and its effect on lift. 
Figure 2.9, from a study performed by Carr et al. [44] on a NACA0012 airfoil, shows the 
typical response of lift and pitching moment as the airfoil is forced to undergo a  rapid 
change in angle of attack, as well as the corresponding flow fields.  As the airfoil undergoes 
a pitch-up motion the flow remains attached through to the static stall angle (a).  Exceeding 
this angle results in a reversal of flow on the upper surface (b), followed by the separation of 
the shear layer and eventual roll up into a leading edge vortex (e), which then travels across 
the contour of the wing (f–i). As the LEV is formed, the lift curve slope increases (e-f), 
causing a large surge in lift (g) as it modifies the upper surface pressure distribution through 
to the point of dynamic stall (h).   




Figure 2.9: Dynamic stall events on a NACA0012 airfoil [44] 
Manipulating this leading edge vortex to alter the aerodynamic performance is possible by 
altering various parameters, one of which is the frequency at which the oscillation is driven.  
Studies indicate that increasing the reduced frequency ( ∞= Ufck pi ) has the effect of 
delaying the onset of dynamic stall, as well as enhancing lift [44-48].  McAlister et al. [48] 
performed various force measurements illustrating this effect as well as the growing 
hysteresis loop, with increased frequency (Figure 2.10).  Increasing the frequency had the 
effect of almost doubling the attainable lift over the stationary aerofoil.  They noticed that 
the level of suction imposed by the vortex grew with frequency, relating the strength of the 
leading edge vortex to the maximum lift.      




Figure 2.10: Effect of reduced frequency on a NACA0012 wing undergoing 
dynamic stall [44] 
Another method of altering the dynamic stall effects is to change the mean incidence and 
amplitude.  Reducing the former below the static stall angle can have the effect of altering 
the direction of hysteresis [46, 49], generating highest lift during the pitch down motion; a 
figure of eight curve is usually observed at intermediate values.  However, operating in and 
out of the static stall angle with higher mean incidences provides greater lift performance, 
due to the generation of a stronger leading edge vortex [45].  In general, increasing the 
amplitude as well, for a constant frequency, has the effect of increasing peak lift, at the 
expense of greater hysteresis. Evidently, such a motion is highly vortex-dominated, requiring 
a focus on developing the leading edge vortex if the objective is to enhance lift. Such can 
only really be undertaken by promoting flow separation, which intuitively should occur at 
higher incidences, frequencies and amplitudes. 
A numerical simulation performed by Akbari et al. [45], again on a NACA0012 airfoil, 
operating at a Reynolds number of Re = 104, was performed to validate its vortex method, 
and subsequently investigate the effect of various parameters. The loss of dynamic lift is 
shown to correlate well with the formation of the trailing edge vortex, which in effect 
interacts destructively with the dynamic stall vortex as it propagates across the airfoil.  
Therefore points of maximum lift are achieved at incidences immediately prior to this 
interaction, with a recovery of lift containing secondary peaks, as a result of the trailing edge 
vortex shedding multiple times within the oscillation.  In particular cases where a large 
coherent TEV is observed to be absent within the pitching process, a severe loss of lift is 
avoided.  Instead, a gradual loss is incurred, as a result of the gradual shedding of the LEV.  
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The TEV may result in an acceleration of flow from the lower surface, feeding the shear 
layer that eventually rolls up into the TEV, thereby reducing the pressure on the lower 
surface and thus the pressure differential which defines lift. The pressure distribution, at 
similar points on the upstroke and downstroke confirms the low pressure induced by the sole 
LEV on the upstroke, and the preceding flow separation at about x/c=0.5.  However, on the 
downstroke, the interaction of the counter-rotating vortices results in a stagnant region close 
to the trailing edge, resulting in a significant deceleration of flow.  The lower surface 
negative pressure is observed to exceed that of the upper surface, reducing the vertical net 
force.  In effect, both the interaction of vortices and acceleration of lower surface flow, result 
in the adverse pressure differential, highlighting that within these complex unsteady flows, 
the evolution of the LEV, in relation to other vortices, must also be considered. 
2.3.2 Biological Inspiration 
Just as a dynamic stall vortex has the potential to increase the lift on rapidly manoeuvring 
aircraft, vortices have also been known to play a vital role in nature.  The similarity of 
operating Reynolds numbers between small birds, insects and foreseeable MAVs, makes it 
furthermore a convenient place to look, in order to strengthen our understanding of both the 
aerodynamics and requirements to generate lift within these highly viscous regimes.  Flow 
visualisations, on rare occasions, have been produced to study the wakes of birds [50-53].  
Kokshaysky [51] was the first to do this, and in Figure 2.11 visualisations are presented 
using dust particles around a chaffinch, indicating the presence of counter-rotating vortices 
forming a favourable reverse von Kármán Street (see Figure 2.8 for comparison).        
 
Figure 2.11: Tracing the wake of a flying bird [51] 
In terms of the kinematics of a bird’s wing, early work by Brown [54] on a pigeon in slow 
forward flight, revealed that a bird regularly employs an asymmetric wing beat; a large 
incidence downstroke for the generation of lift and a rearward rotation on the upstroke, 
postulated to minimise the downward vertical net force.  This was similarly observed by 
Hedrick et al. [55] who investigated the different cruise conditions of cockatiels.  Like many 
other birds, they undergo a high amplitude high frequency oscillation during take-off and 
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landing.  At higher flight speeds, on the other hand, both frequency and wing rotation are 
reduced allowing the upstroke to produce 35% of the lift achieved during the downstroke.  
As pointed out earlier by Hedrick et al. [56], the inverse relation between reduced frequency 
and flight speed implies a greater reliance on unsteady flows at low speeds, where plunge 
velocities can greatly exceed the free stream velocity.  More recently high resolution particle 
image velocimetry has been used to better analyse the surrounding flow.  However, studies 
on the presence of leading edge vortices on birds and bats have not been as prevalent as 
those on the emanating wake structure.  Warrick et al. [57] found remnants of a leading edge 
vortex in the wake of a hovering hummingbird.  This was later investigated in a following 
study [58], however, discrepancies seemed to exist with regard to its expected contribution to 
lift.  Muijeres et al. [59] were also able to capture the leading edge vortex, this time on a 
slow-flying bat, estimating  a contribution of 40% to the total lift, resulting in a maximum 
lift coefficient of 4.8.  This was observed at various spanwise locations; however, the 
strongest circulation appeared close to the tip where the relative wing speed is greatest. 
Studies on insect flight are considerably more common.  In quasi-steady analysis, the 
instantaneous velocity and angle of attack, during the wing oscillation, are used to determine 
the instantaneous aerodynamics forces by considering a wing undergoing steady motion for 
that given incidence and velocity. This results in a close approximation of forces exerted by 
a bird’s wing at high flight speeds, however, studies on insect flight have proved this to be 
highly inadequate.  Insects rely continuously on high amplitude motions in the region of 2.8 - 
5.8 wing chord lengths [60], moreover at high frequency.  The assumption effectively 
neglects the proliferation of transient unsteady mechanisms, which are associated with 
correspondingly high reduced frequencies.  Studies have converged on a number of these 
unsteady mechanisms, including: rotational circulation, delayed stall and wing-wake 
interaction.  For a comprehensive review on insect flight, the reader is directed to the work 
of Sane et al. [61] and Lehmann [62].  The most consistent mechanism seems to be the 
formation of a leading edge vortex on the translational phase of the flapping motion, which 
generates the majority of the required lift [63].  As is the case for a rapidly pitching wing, in 
which increasing the angle of attack has the effect of delaying stall, a translating wing 
inherently increases its effective angle of attack upon accelerating from rest, at the top of the 
downstroke.  This causes pressure forces to overcome local viscous forces leading to flow 
separation, and subsequently to the formation of a leading edge vortex.  In fact, in line with 
Helmholtz’s theorem, the vortex forms a closed loop consisting of the tip, trailing edge and 
root vortex.  An iso-vorticity surface is provided in Figure 2.12a as well as a decomposition 
of the vortical flows to illustrate the typical unsteady flow of a beating wing in Figure 2.12b.  
The angle encountered by the wing is in effect determined by the advance ratio (J - the ratio 
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of freestream velocity to plunge velocity), which inherently corresponds to large reduced 














Insects tend to practice very complex wing kinematics, continuously altering this angle and 
thus the surrounding flows by combining active translation, rotation and feathering  with 
passive deformation of flexible membranes.  For example, as the wing rotates at both 
extremities, parameters such as timing, rotational axis and angular acceleration all play 
fundamental roles both in generating optimal rotational circulation and recapturing vortices 
to extract energy from the wake of the wing[64-66]. Modelling and recreating the fluid-
structure interaction can be quite difficult, although attempts have been made in the past, at 
the expense of simpler, more pragmatic models.   
 
Figure 2.12: a) Iso-vorticity surface of a hovering fruitfly [67] and b) a schematic 
of the vortical flows of a typical insect wing [68]. 
An insect wing usually has a thin airfoil with a sharp leading edge to enhance the level of 
flow separation and aid in the generation of leading edge vortices, moreover, these wings 
tend to have low aspect ratios.  For example hawkmoths [69], bumblebees [70] and fruitflies 
[71] have aspect ratios of 2.76, 6.34 and 1.4 respectively.  An interesting topic at the moment 
is how and why the leading edge vortex is stabilised during the motion of the wing.  One 
possibility is that the tip vortex generates downwash, which in turn reduces the effective 
angle of attack, thus inhibiting the growth of the LEV [72].  Another relates to the conical, 
helical structures that contain strong axial flows observed on hawkmoths [6, 64] which have 
been compared to the structures that appear on delta wings.  Stabilisation of these vortices is 
a) b) 
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regularly possible via an equilibrium state between the diffusion and convection of vorticity.  
In the case of a delta wing, the leading edge sweep provides a significant spanwise 
component, allowing energy to be continuously drawn from the vortex through its axial core 
[73].  This allows a balance to be achieved, so that the vortex remains attached and improves 
lift.  An insect’s wing undergoes azimuthal rotation, resulting in larger relative wing speeds 
close to the tip of the wing.  A strong pressure gradient along the span of the wing drives 
spanwise flow through the core of the insect’s LEV, transporting vorticity and thus energy 
from the vortex, repressing growth and thus shedding.  In Figure 2.13 flow visualisation of a 
hovering flapper is presented, used by Ellington [64] to identify the formation of a leading 
edge vortex upon translation of the wing. The LEV formed during the downstroke (blue) 
remains attached and gradually breaks down at the bottom of the oscillation.  However, 
conditions in which stabilisation has occurred in the absence of axial flow, for example the 
low Reynolds number flow around a fruitfly wing [72] and the higher Reynolds number flow 
of a butterfly wing [74] have left the topic, hitherto, unresolved.   
 
 
Figure 2.13: Vortical structures from a hovering flapper [64].  Red represents a 
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2.3.3 Harmonically oscillating airfoils 
There exists an elusive tie between sensory receptors and the wing kinematics of insects.  An 
insect wing in effect reacts to the surrounding fluid, modifying its trajectory, to adequately 
exploit unsteady mechanisms in the generation of lift or thrust, for example, full rotation of 
the wing to generate lift on the upstroke.  As important as it may be to understand the 
intricacy of insect flight, mimicking this behaviour can be a difficult task for MAVs.  It is 
sometimes more constructive to strip a problem of its complexities to develop a better 
understanding of the fundamental phenomena in play, simultaneously, contributing to a more 
feasible and pragmatic solution for MAVs.  One approach is to investigate the aerodynamics 
of steadily oscillating airfoils, confined to an exclusive or combined, plunge or pitch motion; 
however, plunging is of most interest to us, in the following report.  As is the case with most 
aerodynamic studies, two-dimensional flow analysis is far more prevalent.   
Freymuth [75] was the first to provide a time-sequential flow visualisation of a plunging 
airfoil.  A NACA0012 profile was used operating at a low Reynolds number of 5,200, set to 
a fixed geometric angle of attack of α=5°, resulting in a weak LEV forming solely on the 
downstroke of the oscillation.  Whereas an insect rotates its wing to either minimise the 
inertial work requirement or recapture vortices on the upstroke, a plunging airfoil relies 
heavily on the asymmetry of the simplified kinematic motion, to generate most of the lift on 
the downstroke.   
Andro and Jacquin [76] recently carried out a numerical study on a plunging NACA0012 
airfoil operating at Re = 1,000 with a geometric angle of attack of 15°.  Lift performance was 
investigated with respect to frequency, whilst simultaneously adjusting the amplitude to fix 
the peak-to-peak effective angle of attack.  Increasing the frequency had the effect of 
increasing maximum lift and, probably more importantly, mean lift, by more than 100%; this 
is shown in Figure 2.14a together with vorticity fields at various Stc corresponding to end of 
the downstroke, in Figure 2.14b.  It is interesting to see the existence of a peak in lift at about 
Stc = 0.4, followed by a recovery beyond Stc = 0.6.  Andro and Jacquin [76] confer that as the 
frequency increases, the LEV strengthens to boost lift performance, and that up to Stc = 0.4, 
leading edge vortices remain ‘efficient’ as they travel downstream, even at the rear side of 
the airfoil.  On the other hand, at a slightly higher frequency, these vortices become smaller 
remaining efficient only at the leading edge of the wing.  At larger frequencies, the recovery 
of lift is the result of the wing ‘recapturing’ these smaller vortices on the rear side of the 
airfoil, thus appearing as multiple structures. Lewin et al. [10] also performed a 
computational study on a plunging airfoil with the incidence set to zero to model thrust 
generation.  Increasing the frequency relatively delays the convection of vortices, resulting in 
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a destructive interaction with the trailing edge vortex that weakens its strength at particular 
frequencies.  The destructive interaction may be the phenomenon preventing recapturing of 
the LEV that Andro et al. discusses.  Other frequencies may provide a ‘window’ for the LEV 





Figure 2.14: a) Mean lift coefficient of a plunging 2D airfoil with respect to Stc 
with fixed maximum αeff and b) corresponding vorticity contours at the bottom of 
the oscillation. [76] 
Lewin et al. [10] also showed that at large frequencies the LEV alters its course completely, 
dissipating, and spilling over to the trailing or leading edge.  For the higher amplitude cases, 
the LEV was in fact observed to circumnavigate the leading edge and pair up with the LEV 
from the following half stroke.  This was similarly observed by Visbal [77] and Cleaver  et 
al. [78] for the plunging case of a NACA0012 airfoil. 
A parameter commonly used in the analysis of oscillating airfoils is the Strouhal number 
based on amplitude (StA=fA/U∞).  A constant StA has previously shown to define a point 
where separation occurs, providing a hyperbolic lower bound on a (Stc, A) space [9].  As 
discussed earlier on, an oscillating airfoil has the potential of altering the structure of its 
wake to generate thrust.  The changeover to a thrust-indicative wake, can spur the 
appearance of multiple vortices within the vortex street [7, 8, 79].  Whereas, drag-thrust 
transition is strongly correlated to StA [80], the onset of a thrust-indicative wake has a 
weaker correlation [80, 81].  In fact, Godoy-Diana et al. [80] showed that the reverse von 
Kármán street usually precedes drag-thrust transition.  Another recent study, by Young et al. 
[82], has shown that the nature of the vortical street, is also dependent on the natural vortex 
shedding frequency of the stationary airfoil set to zero incidence.  As discussed previously in 
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a laminar mode in which velocity periodicity can be achieved in the wake, characteristic of 
laminar vortex shedding.   At low StA, vortex shedding is in essence governed by this 
frequency.  However, there exists a vortex lock-in boundary loosely correlated with StA, for 
which, at high enough frequency and amplitude, vortex shedding locks onto the oscillation 
frequency.  At frequencies less than half of the natural vortex shedding frequency, there also 
exists a harmonic region, in which the vortex shedding frequency locks into a higher 
harmonic of the forcing frequency.  As the incidence was set to zero, no leading edge 
vortices were observed within the study.  It is already known that manipulating the vortex 
structure in such a manner is beneficial for generating thrust; however, the effect the natural 
vortex shedding frequency has on the leading edge vortex of a pitching or plunging airfoil 
and so the ensuing effect this has on lift is yet to be explored.    
Transitional flows past a plunging airfoil have also been studied computationally by Visbal 
[77] by comparing 2D and 3D simulations within a low Reynolds number range of Re=1 - 
6×104. Flows within this regime were characterised by mixed laminar-transitional flows, in 
which spanwise instabilities were observed to introduce fine scale three-dimensional 
structures within the transitional leading edge vortex (see Figure 2.15). Reattached flows 
between vortices nevertheless remained laminar. Spanwise breakdown is a precipitant 
process that promotes a loss of coherency with increased Reynolds number and plunge 
amplitude. For example a change of Reynolds number from 1×104 to 4×104, had the effect of 
promoting these instabilities, which when phase-averaged resulted in the appearance of a 
single larger vortex of reduced core vorticity, as opposed to the multiple smaller compact 
vortices that appeared for the lower Reynolds number case.  Despite the aforementioned 
effect, mean lift coefficients were largely unaffected by the process.  
 
Figure 2.15:  Iso-surfaces of instantaneous vorticity magnitude at various phases 
of a plunging airfoil [77] 
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High frequency, small amplitude motions have shown to be every effective in suppressing 
stall for an airfoil set to an angle of attack corresponding to an incipient post-stall regime.  In 
Figure 2.16, instantaneous iso-vorticity surfaces are provided with mean streamlines 
comparing the static and oscillating airfoil.  The motion is equivalent to a ‘small vibration’ 
which effectively reduces the size of the recirculation region.  As discussed earlier, 
transitional effects are slightly attenuated at lower Reynolds number, resulting in the 
propagation of more coherent two-dimensional structures further away from the surface. 
Although, the oscillation becomes less effective at the lower range, plunging, as a form of 
active flow control, shows very promising results. It is worth noting that the term coherency 
refers to how organised and long-lived a vortex is.    




Figure 2.16: Iso-surface of vorticity magnitude and time-averaged streamlines for 
the a) stationary airfoil and b) plunging airfoil with k=10 and h0*=0.005. α=14°, i) 
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2.3.4 Harmonically oscillating wings 
Recently, experimental and computational studies have emerged attempting to characterise 
the three-dimensional flow structures that emanate from oscillating finite span wings. 
Freymuth [83] showed early on, using smoke flow visualisation, that the interaction between 
wing tip vortices and successive trailing and leading edge vortices from an oscillating wing, 
significantly modifies the typical vortex sheet creating a far more complex and distinct 
vortical wake structure.  Table 1 lists some of the studies which have aimed to visualise the 
flow topology of a harmonically pitching and/or plunging wing.  
Table 1: Studies focussing on the visualisation of the wake of a pitching/plunging 
wing 
Paper Technique Motion Re Planform Profile AR 
von Ellenrieder 





164 Rectangular NACA0030 3 




Pitching 640 Rectangular Flat plate 0.54 





Elliptical Flat plate 1.27 – 5.09 





164 Rectangular NACA0030  3 
 
Von Ellenrieder et al. [84] identified an alternating series of trailing and leading edge 
vortices, in which interconnected ring like structures were formed downstream of the wing.  
Their interpretation of these structures is presented in Figure 2.17; the leading and trailing 
edge vortices have been labelled according to half stroke. Observe the manner in which 
leading edge and trailing edge vortices combine with the tip vortex to form these ring 
structures, which evidently interact with those formed in the previous half cycles. Observe 
how the leading edge vortex (L1) is forced to wrap around the trailing edge vortex due 
similar directions of circulation. The schematic was shown to be typical across the different 
conditions tested within the study. 
















Figure 2.17: Vortical wake structure interpretation of von Ellenrieder et al. [84] 
Frequency dependency was addressed by Buchholz et al. [85] using dye flow visualisation 
on a flat plate wing pitching about its leading edge; this is illustrated in Figure 2.18. Strouhal 
number appeared to have a significant effect on the overall flow structure. For example at a 
low Strouhal number of 0.23, flow visualisations show the presence of a clear von Kármán 
street at the mid-span location, similar to that of a 2-dimensional airfoil. However, at a 
higher Strouhal number of 0.43, two bifurcating branches of vortices appear, each diverging 
from the wake centreline. This has proved to be a very distinct characteristic of three-
dimensional flows from finite wings oscillating at high frequency. ‘Horseshoe’ vortices, 
were observed to emanate from the oscillating wing, whose interaction with those formed in 
the neighbouring half cycles, strengthened with increasing Strouhal number. The authors 
explain that the effect is two-fold; a greater mutual induction manifesting in this instant as 
spanwise compression of the downstream structures (Figure 2.18b), and a more complex 
structure. 
  
Figure 2.18: Water tunnel dye flow visualisations for the top and side view for a) 
Stc = 0.23, and b) Stc = 0.43 [85] 
(a) 
(b) 
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A comprehensive numerical study was also carried out by Dong et al. [86] on the three-
dimensional flows of elliptical planforms undergoing sustained pitching/plunging. This 
detailed numerical simulation was able to show the transition between high aspect ratio 
wings exhibiting single deflected jets and the bifurcating wakes on low aspect ratio wings. 
This is presented in Figure 2.19. The authors were able to illustrate that reducing the aspect 
ratio has the effect of bringing the tip vortices closer to one another allowing them to form 
the vortex rings which propagate downstream under their own self induced velocity.  The tip 
vortices that form these rings are formed on the same half cycle from opposing wing tips and 
are of opposite sense. These vortex rings, contain strong jets which, due to their orientation, 
form two deflected jets in the time-averaged flow, resembling those visualised by Buchholz 
et al. [85]. Observe that at high aspect ratios, the tip vortices fail to connect, and instead wrap 
around neighbouring structures; this is associated with a weak bifurcating jet. It should be 
noted that spanwise compression of the downstream vortex structures was also observed. 
The tip vortices from adjacent half cycles, and from the same wing tip, position themselves 
in such a way that their induced velocity acts towards the midspan of the wing, therefore 
instigating its compression.    
a)  b)   
c)  
Figure 2.19: Iso-vorticity surface of a combined plunging and pitching wing 
operating at Stc=0.6 for (a) AR=1.27 and (b) AR=2.55 and (c) AR=5.09 [86] 
While these studies play a vital role in understanding the wake of an oscillating wing, in 
order to investigate the effects on lift enhancement, the near surface flow needs to be 
investigated, moreover, on a wing set to a non-zero fixed geometric angle of attack, or pitch-
bias angle.  Dong et al. [86] briefly examined the effect of angle of attack, and showed that 
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by implementing such asymmetry in the kinematic motion, mean lift can be increased.  This 
also had the effect of weakening a branch of the bifurcating street, and so, promoting an 
asymmetric wake. Yilmaz and Rockwell [88] performed dye flow visualisations and cross-
flow PIV on the suction surface of a plunging flat plate of AR = 2, operating at Re = 10,000 
and α = 8°.  The wing was oscillated with a frequency of Stc = 0.34 and amplitude of h0/c = 
0.25. A leading edge vortex was observed to rapidly grow at the midspan of the wing, whilst 
generating a significant level of spanwise flow. Upon formation of the leading edge vortex, 
the dye was observed to travel from the tip to the midspan of the wing. This axial flow is in 
contrast to that studied on insect wings, in which flow follows a path from the root to the tip 
due to the azimuthal rotation of the wing. Visbal [89] tackles, in detail, the near surface flow 
of a plunging flat plate inclined at α = 8°. The numerical study shows the leading edge 
vortex, initially pinned at the front corners, markedly anchoring itself on the wing, and 
deforming throughout the cycle to adopt and arch-type structure. This is shown in Figure 
2.20. The anchor points of the vortex structure evoke a significant low pressure region on the 
surface of the wing. As the cycle progresses, they move inboard, and the vortex legs join at 
the trailing edge to form a separate vortex ring that proceeds to travel downstream. The 
anchoring and deformation of the leading edge vortex, in this manner, appears to be a 
characteristic trait of plunging/pitching wings. Spanwise lift distribution was also analysed, 
showing that the tip vortex can enhance lift. Furthermore, lift is reduced at spanwise 
locations where the leading edge vortex ‘lifts away’ from the surface of the wing. Greatest 
lift appeared to be generated within the first half of the downward motion of the wing. 
 
Figure 2.20:  Iso-surface of computed phase-averaged total pressure (C p t / C p t
0
= 0 . 9 9 ) 
at selected phases of the plunging motion [89]. 
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Chapter 3  
Experimental Methods 
3.1 Water Tunnel 
Experiments were carried out in a free-surface closed-loop water tunnel (Eidetics® Model 
1520) at the University of Bath. The tunnel has a test section of 381 mm × 508 mm × 1520 
mm, and is capable of freestream velocities of up to 0.45 ms-1. An error of less than 1% exist 
in the water tunnel flow speed. The turbulence intensity is stated by the manufacturer to be 
less than 1%, and has been verified independently through the use of Laser Doppler 
Velocimetry (LDV) [90]. The glass panels that form the test section provide a view from 
beneath and the sides. In addition, a viewing window downstream of the test section 
provides a view of the length of the water tunnel. All windows provide photographic and 
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3.2 Wing Models 
Various planform shapes were tested in the following study and are presented in Figure 3.2, 
as half-span models, beside their corresponding wing (root) profile. A flat plate was used 
predominantly across the wing models, however, the sAR = 2 rectangular wing was also 
tested with a NACA0012 profile. The latter was manufactured using a selective laser 
sintering (SLS) process from polyamide (PA220, DuraformTM), and later sprayed for a matt 
black finish. The flat plates were manufactured from mild steel and have a thickness to chord 
ratio of t/c = 0.03. All the wings have a square tip. The delta wings have a 45° bevel at the 
leading edge of the wing, while the rectangular flat plates have a round leading edge profile. 
All the flat plates have a round trailing edge profile.   
100 mm
100 mm
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3.3 Test Section 
The experimental rig is placed on top of the test section and consists of a crank-arm 
mechanism that forces the vertically mounted, fully submerged wing to oscillate laterally 
along the width of the tunnel, consistent with a plunging motion. A full schematic of the 
experimental rig is provided in Figure 3.3. The crank arm mechanism is powered by an AC 
0.37kW Motovario three-phase motor with a 5:1 gearbox reduction ratio. In order to ensure 
that the wing displacement is sufficiently close to that of a sinusoidal curve, the crank arm 
was designed to be sufficiently longer than the turning radius. This is verified further on in 
section 3.5 (kinematic parameters). The motor spin rate, which determines the plunging 
frequency, is regulated by an IMO Jaguar Controller and the amplitude is simply defined by 
the crank arm turning radius. The geometric angle of attack is kept constant throughout the 
oscillation to ensure a pure plunging motion. A close-up of the crank–arm mechanism is 






1.   Rotary Encoder
2.   Motor
3.   Force Balance
4.   Laser 
5.   Camera
6.   Laser Sheet/Cone
7.   End Plate









Figure 3.3: Water tunnel test section 




Figure 3.4: Wide angle view of the crank-arm mechanism 
An end plate was positioned at the root of the wing, to produce a half-span setup. However, 
in order to allow the wing to oscillate, while avoiding the need for a moving end plate, slots 
were made to accommodate the supporting shafts of the half span wings. The dimensions of 
these slots were minimised to reduce contamination of the surrounding flow, and the rig was 
raised to ensure that only a small portion of the shafts was submerged. The sAR = 2 
rectangular wing, which has a clearance of 258 mm from the water tunnel bed produces the 
greatest blockage ratio. Its position relative to the test section is illustrated in Figure 3.5. At 
the highest angle of attack of 20°, this corresponds to a maximum blockage ratio of 4.2%. A 
blockage ratio of less than 6% has been reported to have negligible effect on the natural 
vortex shedding frequency of a circular cylinder [91]. No corrections were applied to 
compensate for the small error imposed by this effect. A clearance of at most 1mm was set 
between the root of the wing and the end plate, providing a gap of 1%c. Moreover, a good 
agreement was achieved with the data from a numerical simulation, in which a basic half 



























        
Figure 3.5: A schematic of the wing position (sAR = 2 rectangular wing) 
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3.4 Measurement Techniques 
3.4.1 Particle Image Velocimetry 
The TSI Inc. 2D-PIV system consists of a dual Nd:YAg 150 mJ pulsed laser, used to 
illuminate a streamwise plane. The flow was seeded with 8-12 µm hollow glass particles and 
the illuminated plane was captured with a 2MP Powerview Plus 12bit CCD camera. The 
camera was placed directly below the test section An incremental shaft encoder, attached to 
the worm gear emits a pulse 360 times per revolution, and was used in combination with in-
house circuitry to isolate any desired pulse. This is used to trigger the LaserPulse 
synchroniser to fire the laser at the desired point in the cycle. Two laser beams are fired 
through a selection of cylindrical and spherical lenses to form a laser sheet of 2mm thickness 
and of sufficient width to illuminate the camera’s viewing field. The pair of laser sheets were 
fired 350-1300 µs apart, depending on freestream velocity and frequency, straddling two 
neighbouring camera frames. Phase-averaged measurements were obtained by averaging 100 
image pairs, for each point in the cycle, however, for time-averaged measurements, 500 
image pairs were taken at random instants. Captured images were then processed using 
commercially available software, TSI Insight 3G. A recursive Nyquist grid generation, 
forming interrogation windows of 32 by 32 pixels on the first pass and 16 by 16 pixels on the 
second pass, prepared the image for processing. An FFT correlation algorithm and Gaussian 
peak engine, for sub-pixel accuracy, was used to produce a series of velocity vectors with a 
spatial resolution of approximately 1%c.   
3.4.2 Volumetric Velocimetry Measurements 
A volumetric three-component velocimetry (TSI V3V) laser system was used, based on the 
techniques developed by Pereira et al. [92, 93] on defocusing digital particle image 
velocimetry (DDPIV). The volume of interest was illuminated using a dual ND:YAG 200 mJ 
pulsed laser, equipped with two cylindrical lenses. The two lenses are offset by 90 degrees to 
allow expansion in both the horizontal and vertical axes, generating the required laser cone. 
Seeding is carried out using 50 µm hollow glass particles.  
The defocusing concept exploits the ability to use multiple off-axis apertures to generate 
multiple defocused particle images whose separation distance and location can give an 
indication of the particles’ position in three-dimensional space. Three 4MP 12 bit CCD 
cameras were placed to form an equilateral triangle whose common focal point is set at the 
most distant plane within the volume of interest. Any particles within the observable domain 
of these three cameras, set by the intersection of their viewing cones and the reference plane, 
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are effectively defocused, and their location also offset along the common CCD plane with 
respect to the other CCDs.  If the three images were superimposed, a particle in a three 
dimensional space would appear thrice, on the vertices of a triangle, corresponding to each 
of the three cameras.  The centre and size of the triangle determines the particle’s in-plane 
and out-of-plane location, respectively.   
Volumetric measurements consist of 4 principal stages: calibration, particle identification, 
particle tracking and velocity post-processing. The calibration procedure consists of 
translating a rectangular plate with 5 mm spaced grid dots across the volume of interest, 
capturing an image at 5 mm intervals, in order to generate a camera signature graph. This 
consists of triangles that correspond to the location of the grid center point, in each of the 
three camera frames, at various distances from the cameras. A 2D particle identification 
algorithm is performed on each of the 6 captured images, after which a triplet search is 
performed, whereby a particle is only recognized in 3D space if it can be identified in each 
camera using the triangles generated during the calibration stage. A pair of laser cones were 
fired 700-1250 µs apart, depending on freestream velocity and Strouhal number, straddling 
two neighbouring camera frames.  A 3D particle tracking algorithm based on the relaxation 
method first proposed by Baek and Lee [94] is performed on the triplets identified in each of 
these camera frames. This essentially uses an iterative process to update the probability of 
two particles matching between two frames, based on the relative displacements of 
neighbouring particles. This is outlined in more detail by Pereira et al. [95].  The velocity 
post-processing stage uses Gaussian interpolation on the randomly spaced vectors to 
generate a series of uniformly spaced velocity vectors centred within voxels, 8 mm in size, 
with 50% overlap. 
3.4.3 Force Measurements 
Force measurements were carried out using a two-component binocular load cell (Figure 
3.6). The two binocular style cut outs correspond to the perpendicular forces lift and drag.  
Four strain gauges are placed on opposite sides and configured in such a way they form a full 
Wheatstone bridge.  A deflection due to these forces induces a subsequent strain gauge 
deformation, which is then measured as a change in output voltage.  Each channel is fed 
through to an input AD624 instrumentation amplifier and is then amplified once more at the 
output stage, to provide sufficient gain adjustment. The input stage provides a maximum 
gain of 1000, whereas the output stage has a gain of 0.87-10.9.  A 2 pole low pass 
Butterworth filter, set at 30Hz is implemented to filter out undesired noise.  An AD/DA 
converter converts the signals which are then sent to the data acquisition card.  The signals 
are then monitored and stored in a program written in LabView.   
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The oscillating wing brings about an inertial component which is determined by the mass of 
wing and the added mass from the displaced fluid as the wing accelerates through that given 
fluid, moreover, the component is directly proportional to the frequency squared and occurs 
along the axis of acceleration. This inertia component is therefore contained within the 
instantaneous lift measurement; however, time-averaging removes this component due to 
symmetry about the centre point of the oscillation.   
Inevitably, the inertial component can have a significant effect on the standard deviation of 
the instantaneous data points. A sufficient number of samples were obtained in order to 
minimise the standard error used in determining the uncertainty of the mean value. A total of 
30,000 voltage data points, sampled at a rate of 360 per revolution for the oscillating case 
and 1,000 per second for the stationary case, were used to determine the time-averaged force. 
Three load cells were designed, two of which were used for the oscillating case (SG-1 and 
SG-2) and the other for the stationary case (SG-3), see Figure 3.6. They were each designed 
with different rigidities. 
                                         
Figure 3.6: Two-component load cells 
The PIV system was used to track the tip of the wing, whilst the wing was oscillating. 
Inherently, the load cell requires some flexibility to allow for the strain gauge to deform and 
so it was important to compare the amplitude of the actual wing displacement, compared to 
the set amplitude, and so the deformation of the load cell. This was performed for various 
plunge frequencies, amplitude and Reynolds numbers using the two load cells of different 
stiffness designed for the oscillating case. The results are illustrated in Figure 3.7, where 
amplitude is represented as a ratio between the measured and the set amplitude.  Evidently, 
Oscillating 
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in order to stay within a 10% deformation, an upper bound frequency of 2Hz and preferably, 
2.8Hz, were identified for SG-1 and SG-2, respectively, virtually independent of Reynolds 















































Figure 3.7: Maximum tip displacement as a function of frequency 
A simple pulley system was used to calibrate the load cells. This was carried out for both 
positive and negative, lift and drag. A sufficient number of points was taken, minimising the 
uncertainty of the regression line making up the necessary calibration curve. This was 
performed regularly, between tests in order to avoid any cumulative error due to possible 
drift in the signal. A sample of 20,000 voltage data points was used to determine the voltage 
associated with a particular force, sufficient to reduce the voltage standard error to an order 









Figure 3.8: Force calibration pulley 
 
3.4.4 Hot-Film Measurements 
A TSI Inc. hot-film probe was used together with a DISA 56C16 general purpose bridge and 
a DISA 56C01 CTA unit to form a constant temperature anemometer. The output signal 
from the bridge unit was passed through two instrumentation AD624 amplifiers to adjust the 
zero and amplify the signal once more before digitising and sending the signal to the digital 
acquisition card. The mount and probe body were positioned in the water tunnel, parallel to 
the oncoming flow. Orientation of the film appeared to have no noticeable effect on the 
overall signal; the film was placed nonetheless, consistently, with its length along the 
spanwise direction. A set of 18,000 data points sampled at a rate of 60Hz was recorded in a 
similar manner to the force measurements using a program written in LabView. Frequency 
analysis was later performed using an in-built FFT function in Matlab, based on Welch’s 
method, distributing the data into windows of 2,000 data points, with 50% overlap.  
3.5 Kinematic Parameters 
Theoretically, a simple crank mechanism does not produce a linear displacement in the form 
of a sine function. However, if the crank radius is small compared to the crank arm length, 
the error becomes very small. The exact equation for the displacement is given below: 
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Crank Arm = AB 
Crank Radius = BC 
Displacement = x(t) 
 
Figure 3.9: Crank arm displacement 
For AB = 0.5 m, BC = 0.015 m, f = 0.86 Hz, the following graph compares theoretical crank, 




























Figure 3.10: A comparison between theoretical crank, sinusoidal and actual 
displacement 
The maximum difference between the curves is: 
max xsin − xcrank( ) h = 0.0015  
which gives an error of 0.075% of the peak-to-peak amplitude.  
A sinusoidal displacement is therefore assumed, described and illustrated in Equation 1 and 
Figure 3.11, respectively. 





x t( ) = AB+BC − AB2 − BC sin ωt( )( )2 −BC cos ωt( )
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h(t)
 
Figure 3.11: Vertical location of wing with respect to t/T 
Differentiating the displacement with respect to time gives us the plunge velocity as 
described in Equation 2. 
 up t( ) = −2pi fh0 sin 2pi ft( )   (2) 
This in turn allows us to calculate the effective angle of attack, such that αg is the geometric 
angle of attack: 









The plunging frequency described in the following study is non-dimensionalised and 
expressed as a Strouhal number. The literature has a common definition, in which the trailing 








However, in order to facilitate a more direct comparison with previous work carried out at 
the University of Bath, as well as the vortex shedding frequencies from stationary wings 
which are not subject to forced oscillations (A = 0), this is also non-dimensionalised with 





The time averaged non-dimensional force coefficients are calculated using the lift and drag 





















3.6 Flow Calculations 
3.6.1 Vorticity 
Vorticity provides a quantitative indication of the degree of rotation of a fluid element and is 
defined as the curl of the velocity. PIV and volumetric measurements were used to determine 




















































































 are unit vectors, parallel to the x, y and z axes, respectively, and the 








. Unlike volumetric velocimetry, the use of 
two-dimensional PIV provides neither the information of the velocity component 
perpendicular to the region of interest, nor the variation of in-plane velocity vectors with 
respect to out of plane position vectors.  Therefore, in the case of PIV, vorticity as a scalar 
quantity representative of the out of plane vorticity is calculated. The various vorticity 
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A second-order central difference discretisation, based on the neighbouring velocity vectors 
generated by the image processing methods outlined in section 3.4.1, is used to determine 
this quantity. 
3.6.2 Circulation 
Also important is circulation, which is used to determine the strength of a vortex. It is 
defined as the line integral of the velocity about a closed curve, C: 
 ∫ ⋅=Γ C dsV

 (9) 
It is also possible to define circulation as the surface integral of the curl of velocity, or 
vorticity, which is derived from Equation 9 using Stokes’ theorem: 




Using the limit sum of an integral, for which the spacing (dy, dx), is limited by PIV 













3.6.3 Vortex Identification 
3.6.3.1 γ-method 
Analysing the location of vortices emanating from an oscillating wing is an interesting 
procedure.  These coherent vortices convect along the surface of the solid body, altering its 
contribution to body forces due to their strength as well as location.  To accurately present 
the position of these vortices, a vortex identification algorithm was implemented in the PIV 
which effectively uses the topology of the velocity vector field to locate the vortex core [96, 
97].  A dimensionless scalar quantity is assigned to each point (P) in the field using the 
following expression: 












γ  (12) 
where S is the two dimensional interrogation area, M is a second point of comparison within 
S, PM is the position vector of M relative to P, UM is the velocity vector at M and z is the unit 
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normal vector to the plane.   Intuitively, at the location of a vortex core, velocity vectors in 
the neighbouring area will tend to be perpendicular to the relative position vector (PM), 
which maximises the magnitude of the cross product.  Furthermore, at locations not 
consistent with a vortex core, for example in uniform flow, similarly directed velocity 
vectors about that point will alter the sign of the cross-product either side, reducing the 
absolute value of their sum which leads to the quantity γ(P).  Normalising the sum assigns a 
maximum value of 1 to this quantity which corresponds to an axisymmetric vortex.  The 
discrete nature of the PIV data is then used in a similar manner to the circulation method, by 
expressing the integration as a summation of a finite number of terms: 










∑ ,  (13) 
where N is the number of sample points in a specified interrogation area (S) of size 9 by 9.  
The true centre is then computed by weighting each coordinate position within the 





















In order to distinguish between vortical structures and shear flows, an additional vortex 
detection algorithm, the Q-criterion, is put to use. Hunt at al. [98] first suggested that a 
vortex can be characterised based on the second invariant of the deformation tensor.  The 
criterion is based on the ability to decompose the deformation tensor ∇u  (Equation 15) into 
symmetric and antisymmetric parts, S = 0.5(∇u+∇uT )  and Ω = 0.5(∇u−∇uT )  (T is the 
transpose), defining the rate-of-strain and vorticity tensors, respectively. If 








(Equation 16), such that ⋅
E
 represents the Euclidean norm, 
rotational effects dominate and a vortex is said to be identified. Further details on the ‘Q-









































 Q = 0.5 Trace ΩΩ
T( )−Trace SST( )( )  (16) 
 
3.7 Uncertainty Analysis 
Experimental studies require a measure of the level of uncertainty associated with any 
results, imparting credibility and a level of repeatability.  Moffat [100] describes methods of 
tackling the uncertainties involved in both single and multiple-sample experiments.  The 
following analysis is based on the above techniques. 
Assuming that a result R is calculated from a set of independent measurements, Xi{ }i=1
n
, 
such that R = R X1,X2,...,Xn( ) , then the uncertainty R∂  is the root sum-square (RSS) 
combination: 
























where each individual term represents the contribution to uncertainty each variable has on 
the uncertainty of the overall result. This holds true, more specifically for a single-sample 
experiment, which by definition, relies on a single measurement, giving no statistical 
information on the variable error. In relation to multiple-sample measurements, this is not the 
case, and so ‘random’ errors of individual measurements, are then described by its precision 
index, and are calculated as follows: 
 SXi =























Since the uncertainty of the mean value is required, the contribution is described by: 
 S
Xi
= SXi N  (19) 
where N is the sampling size.   
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3.7.1 Force Measurements 
An average of 20,000 – 30,000 voltage data points was used to determine the force at a 
particular stationary angle of attack, or forcing frequency, implying a multiple-sample 
measurement technique. The definition of the force coefficient CF = F 12ρU∞
2bc( )  allows 
individual uncertainty contributions from each variable to be computed for the final result, 
i.e. δCF = δCF F,Q( ) , where Q=0.5ρU∞
2
bc.   
Possible sources of uncertainty associated with the force value (F) include errors carried over 
from the calibration, variable errors due to the variance of the measured value, coupling 
effects, in which a force applied in one direction may result in a force measured in the other 
direction, as well as errors imposed by the resolution of the measurement, output by the data 
acquisition system.  The uncertainties were quantified using the above techniques. 
The uncertainty involved in non-dimensionalising the force measurement (δQ ), is calculated 
in a similar manner, using individual contributions.  The density, ρ, can be expressed as a 3rd 
order polynomial as a function of temperature and so its uncertainty contribution 
isδρ = (∂ρ /∂T )δT , such that δt = 0.5K. The uncertainty of the span, δb, and chord, δc, both 
have values of 0.1 cm, and the uncertainty of the freestream velocity, δU∞, is 0.1 cm/s.  




































































The aerodynamic coefficient uncertainty is then calculated using the above uncertainties as 
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The largest contribution to the uncertainty value was expected to be from the variance of the 
data set used to calculate the mean, particularly for the oscillating wing at relatively high 
plunging frequency. Added mass and wing mass inertia are proportional to the frequency 
squared, providing a strong periodic variation to the force parallel to the direction of the 
plunging motion. In order to maintain an adequate level of uncertainty, a large enough 
sample size had to be taken to calculate the mean, thereby reducing the precision index 
described in Equation 19.  
Whereas the calibration uncertainty is under 3 ×10-3 N which when operating at Re = 10,000 
is about 0.03 of a force coefficient, variable errors reached levels of 0.3 of a CL. This was the 
case when operating the wing at the highest frequency achievable by the crank arm 
mechanism and at the largest amplitude of h0/c = 0.15. At this extreme case, the inertia 
component dominated significantly over the mean aerodynamic value. Although it is 
possible to predict quite accurately the wing mass inertia, the added mass component is far 
less trivial and was not subtracted from the instantaneous data. Various runs were performed 
to sufficiently reduce the uncertainty at the highest plunge frequency to within ±5%.  
3.7.2 Particle Image Velocimetry 
Quantifying the uncertainty involved in PIV usually involves considering a number of 
factors, including calibration errors, displacement estimation errors, time interval errors, 
three dimensional effects, particle velocity lag due to differences in density between particle 
and fluid and many others. Every effort has been made so far to ensure that not only the 
calibration was accurate, taking into account camera focus, ruler alignment and pixel to 
distance estimation, but also that the laser sheet thickness never exceeded 2mm, there was a 
sufficient number of particles and the time interval provided a displacement of less than a 
quarter of the interrogation window.   
Any anomalous vectors were conditioned out using customary SNR filters.  At most 2% of 
the velocity vectors were classified as bad vectors, which were then omitted without 
interpolation to ensure only measured vectors were used. The use of 500 successive vector 
fields, to generate the time-averaged velocity was more than enough to create a sufficiently 
smooth flowfield, and proved to be extremely repeatable, furthermore reducing any 
associated uncertainty to within ±2.5%. 
3.7.3 Volumetric Velocimetry 
The errors involved in calculating the velocity vectors using the V3V system are primarily 
attributed to the laser timing and the particle position accuracy. A small error of 1 ns is 
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associated with the laser timing and therefore considered to be negligible. The particle 
positions, on the other hand, have a spatial error of 10 µm in the x-y directions and 40 µm in 
the z-direction. Based on the timing used, this gives an error of 0.01ms-1 in the x-y directions 
and 0.04 ms-1 in the z-direction. Relative to the free stream velocity, this results in a 4% and 
16% error, respectively. However, it is important to note that all the velocity vectors were 
phase-averaged thereby reducing the standard error. A group of 140 images was used to 
generate the averaged velocity vector fields, which results in an overall uncertainty of less 
than 1% in all directions. It is also important to note that flow speeds in excess of three times 
the freestream velocity were observed, limiting the amount by which the laser timing could 
be increased in order to reduce the instantaneous velocity uncertainty. The particle tracking 
algorithm appeared to fail due to the large particle displacement at these locations.  
3.7.4 Hot-Film Measurements 
As mentioned above, hot-film measurements were used to analyse the frequency spectra in 
the wake of a stationary wing. The resolution of these spectra is essentially determined by 
the length and not the sampling rate of the data set. A resolution of Stc ~0.003 was achieved 
using the Discrete Fourier Transform (DFT) and Stc ~0.03 with Welch’s method. 
3.8 Summary of uncertainties 
A list of uncertainties is presented in Table 2 for a number of variables used in the current 
experimental study.  As expressed by Equation 17 each variable may have dependence, not 
only on the uncertainty of another variable, but also on the value itself.  For example Stc = 
Stc(f,c,U∞), and so the uncertainty differs for each frequency that is considered similarly at 
different Reynolds number, for which the freestream velocity is changed.  The list presented 
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Table 2: Uncertainty values 
 
Variable Values Considered Uncertainty 
f 0 – 3 ± 0.001Hz 
b 8.4 - 20 cm ± 0.1cm 
c 10 cm ± 0.1cm 
U∞ 10 – 33 cm/s ± 0.1cm/s 
h0 2.5 – 15 mm  < 10% 
ρ 997.995 – 999.61 kg/m3 ± 0.0084 kg/m3 
Re 10.000 – 30,000 ± 200 
Stc 0.1 – 3 < 1.5% 
StA 0 – 0.45 < 5 % 
CL (Stationary wing) Re =10,000 to 30,000 < 2.5 % 
CD (Stationary wing) Re =10,000 to 30,000 < 5 % 
CL (Oscillating wing) Re =10,000 to 30,000 < 10% 
CD (Oscillating wing) Re =10,000 to 30,000 ± 0.04 to 0.01 
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Chapter 4  
Low Aspect Ratio NACA0012 Wing 
 
This chapter begins by examining the three-dimensional effects of oscillating a low aspect 
ratio (sAR = 2) NACA0012 wing by comparing its performance to a NACA0012 airfoil. This 
is followed by a comprehensive study on the effect of various parameters such as frequency, 
amplitude and angle of attack. Various measurement techniques are used, including direct 
force measurements, hot-film measurements and Particle Image Velocimetry. While, later on 
in the thesis the flow is examine with the volumetric velocimetry system, here, PIV allows us 
to analyse a larger number of cases within a shorter time-frame. The system allows us to 
focus on the leading edge and trailing edge vortex size, strength and location for a wide 
range of operating parameters. The intention is to relate the characteristics of the vortex to 
lift and drag. 
4.1 Stationary wing 
4.1.1 Force Measurements 
Force measurements are presented in Figure 4.1 for the stationary sAR =2 NACA0012 wing 
and NACA0012 airfoil operating at various Reynolds numbers. This allowed us to choose a 
post-stall geometric angle of attack for the oscillating case, as well as to validate the 
stationary lift against the measured values obtained with the stiffer load cell (SG-1), which 
was used during the dynamic force measurements. Lift is compared to the NACA0012, 2-D 
airfoil studied by Cleaver et al [101], showing a loss of lift and delay in stall with the finite 
aspect ratio wing. In the case of the sAR = 2 wing, a weak dependence is observed on 
Reynolds number within a range of Re = 1×104 and 3×104, largely occurring at low to 
moderate angles of attack, 2° ≤ α ≤ 9°. Here, non-linear effects become more pronounced 
with reduced Reynolds number. The stall angle is α ≈ 14°. Drag coefficients are also 
presented, illustrating a reduction in minimum drag with increasing Reynolds number.
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Figure 4.1:  Lift and drag measurements for the stationary sAR = 2 NACA0012 
wing and NACA0012 airfoil for Re = 10,000 – 30,000 
4.1.2 PIV Measurements 
The Particle Image Velocimetry (PIV) system was used to take measurements at the midspan 
of the wing model (z/c = 1) and are presented in Figure 4.2. This was carried out for various 
angles of attack and Reynolds numbers. Time-averaged non-dimensionalised velocity 
magnitude is presented, based on streamwise and chordwise velocity components. This is  
superposed with streamlines to indicate flow direction. Angles of α = 10°, α = 15° and α = 
α=10° 
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20° were used in the present study for the oscillating case, corresponding to pre-stall, stall 
and post-stall regimes, respectively. Differences in the size and location of the recirculating 
region, between the different Reynolds numbers, predominantly exist at pre-stall angles of 
attack. Increasing the Reynolds number has the effect of reducing the extent of separated 
flow. This is in agreement with the stationary force measurements. At incidences of α = 15° 
and α = 20° the effect of Reynolds number is, however, indiscernible. Leading edge vortices 
favour separated flows, and so, based on the PIV and force measurements, angles of α = 15° 
and α = 20° would be best suited.   
 Re = 1×104 Re = 2×104 Re = 3×104 
   
   
   





Figure 4.2: Time-averaged PIV measurements at the midspan plane of the 
stationary sAR = 2 NACA0012 wing at various angles of attack and Reynolds 
number.  
PIV measurements were carried out at separate spanwise locations are presented in Figure 
4.3. Observe a similar time-averaged flow between the near-root (z/c = 0.1) and mid-span 
(z/c = 1) planes and the presence of a distinct, modified flow near the tip (z/c = 1.9). Close 
proximity of the laser to the root end plate, introduced significant noise. However, the mid-
span plane measurements were considered to be sufficiently representative of the overall 
flow within at least one-half of the span from the root and are used hereon in the chapter. 
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Figure 4.3: Time-averaged PIV measurements showing velocity magnitude 
superimposed wirh streamlines, for the sAR =2 NACA0012 stationary wing at α = 
15° and Re=1×10
4
 at three spanwise locations z/c=0.1, z/c=1.0 and z/c=1.9.   
4.1.3 Vortex Shedding Frequencies 
Hot-film measurements were performed for the low aspect ratio wing, for which the probe 
across the wake at various downstream locations. A typical signal for the case of α = 20° and 
Re = 1×104 is shown in Figure 4.4a. The quasi-periodic nature of the flow at the midspan, is 
akin to the supercritical mode observed by Huang and Lin [31] and proved to be adequate to 
produce a distinct spectral peak, presented in Figure 4.4b. An average was taken of the 
measured frequencies at the different locations and then repeated for different angles of 
attack. This method was furthermore along the span of the wing, resulting in a variation of 
Stc of ±0.04. The average at each spanwise location is presented in Figure 4.5. No periodicity 
was obtained within 0.4 of a chord length from the root and 0.6 of a chord length from the 
tip; the lack of a distinct shedding frequency at these locations is in agreement with Huang 
and Lin [31]. A comparison has also been made, in Figure 4.6, with the vortex shedding 
frequencies reported in the aforementioned study, using the same NACA0012 profile at Re = 
1.1×104, albeit with a larger semi aspect ratio of 5. This is superimposed with a dashed line 
of constant Strouhal number Std ≈ 0.17, as proposed by Rojratsirikul et al. [102], for which 
the projected height is used, instead of the chord length, as the characteristic length. 
Prevailing bluff body effects at these moderate to high angles of attack ensure that with the 
modified Strouhal number, the literature data approximately collapses to a common value, 
irrespective of angle of attack. The presented hot-film measurements reveal a good fit with 
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Figure 4.4: A typical a) time-series and b) spectral analysis of the supercritical 
regime observed in the wake of the sAR = 2 NACA0012 wing at α = 20° (x/c = 0.5, 


















Figure 4.5: Spanwise variation of the vortex shedding frequency of the sAR =2 














St  = 0.17
sAR = 2 NACA0012 Re = 10,000
sAR = 5 NACA0012 Re=11,126
Huang and Lin (1995)
 
Figure 4.6: A comparison between the natural vortex shedding frequency of the 
sAR = 2 NACA0012 wing operating at Re = 10,000 and the sAR = 5 NACA0012 
wing studied by Huang and Lin [31]. 
d 
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4.2 Optimal Frequencies of Oscillation 
Cleaver et al. [103] performed an experimental study on an oscillating two-dimensional 
NACA0012 airfoil, through which multiple peaks in time-averaged lift were identified at 
particular Strouhal numbers based on the chord length. Cross-correlation measurements at 
two spanwise locations suggest that the flow locks into a state of greater spanwise regularity 
at these frequencies. Moreover, the plunging frequencies were observed to be in the region 
of the sub-harmonic and harmonics of the natural wake vortex shedding frequency of the 
stationary wing. It is interesting to consider whether this phenomenon persists in three-
dimensional case of a finite aspect ratio wing. In Figure 4.7 a comparison of the time-
averaged lift coefficients of the two-dimensional airfoil and the sAR = 2 rectangular 
NACA0012 wing is presented. Both wings are subject to an oscillating amplitude of h0/c = 
0.15 and a geometric angle of attack of α = 20°. Overall the optimal frequencies are quite 
similar between the two wings with peaks observed at Stc ≈ 0.475, Stc ≈ 0.925 and Stc ≈ 
1.475 for the low aspect ratio case. The presence of peaks in the time-averaged lift curve of 
the low aspect ratio wing, illustrates that the phenomenon is not confined to quasi-two-
















Figure 4.7: A comparison between the time-averaged lift measurements of the 2D 
and sAR = 2 NACA0012 wing oscillating at h0/c = 0.15 and α = 20°, for Re = 1×10
4
. 
The finite aspect ratio wing generates ~ 40% less lift when operating at Strouhal numbers 
that result in a peak in the lift curve. This is marginally higher than that encountered for the 
stationary wing. In the case of oscillating finite wings, it is known that tip vortices can alter 
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significantly the characteristic of the overall flow structure of the wing [86]. The force 
measurements suggest that these peaks are stronger at least in a quasi-two-dimensional flow, 
implying a mitigating effect from the tip vortex. Reducing the aspect ratio may inhibit the 
formation of leading edge vortices close to the tip of the wing, thereby reducing their 
effectiveness at generating lift. This is tackled further on in the thesis. 
The vortex shedding frequencies obtained through hot-film measurements are presented in 
Figure 4.8, together with the locations of the first and second time-averaged lift peaks. These 
peaks are similar to the ones observed in Figure 4.7, marked out by the vertical dashed lines. 
Corresponding frequencies of the peaks observed at three geometric angles of attack are 
presented, details of which will be provided further on in the chapter. Figure 4.8 shows that 
the first peak for α = 20°, is very close to the natural vortex shedding frequency in the wake.  
However, for α = 10°, the data seem to suggest that the first peak is close to the sub-
harmonic of the natural vortex shedding frequency.  The interpretation is even more difficult 
for α = 15°, for which the first peak corresponds to the sub harmonic in the two-dimensional 
airfoil case.  For all incidences, the peaks in the lift are in the same order as the frequencies 
of the wake instabilities of the stationary wings. However, the first peak remains remarkably 
unchanged for all three incidences, while the fundamental frequency of the wake instability 
varies. This implies that there may be other phenomena contributing to the selection of these 


















Figure 4.8: Variation of peak location for h0/c = 0.15, Re = 1×10
4
, in relation to 
the natural vortex shedding frequencies of the stationary wing. 
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4.3 Overview of Oscillating Wing  
A lower amplitude case of h0/c = 0.025 is first of all investigated with a fixed geometric 
angle of attack of α = 20°. The latter was chosen as it corresponds to a post-stall regime, 
deduced from the stationary wing force measurements. The small amplitude is also desirable, 
as it closely resembles a real vibrating wing. Time-averaged lift and drag measurements are 
presented in Figure 4.9. A substantial increase in lift is recorded with peaks occurring at Stc ≈ 
0.45-0.5 and Stc ≈ 0.9. Evidently, even a very small amplitude plunge motion, has the 
potential to increase lift, in this case, by over 70%. These are again close to the fundamental 
and first harmonic frequencies of the vortices shed by the stationary wing. Increasing the 
frequency beyond the second peak, results in a plateau being reached, albeit with underlying 
attenuated undulations. The Reynolds number effect between Re = 1×104 and Re = 3×104, is 
negligible. In this thesis the primary focus is on the wings ability to enhance lift through a 
plunging motion. However, considering the substantial interest in the propulsive nature of 
oscillating wings, drag measurements have also been presented. A peak in drag occurs 
simultaneously with the initial peak in lift, followed by a gradual reduction with increased 
frequency. Within the frequency range of Stc = 0-3, the plunging wing was unable to 


































Figure 4.9: Time averaged lift (left) and drag (right) measurements for the sAR=2 
NACA0012 wing oscillating at h0/c = 0.025, α = 20° and Re =10,000-30,000. 
Time-averaged velocity magnitude, superimposed with streamlines at the midspan plane, is 
presented for various Strouhal numbers in Figure 4.10. Whereas, the stationary wing at a 
geometric angle of attack of 20° experiences complete separation, oscillating the wing 
promotes a reduction in size of the recirculating region, furthermore, significantly reducing 
the wake width.  The effect is more pronounced with increased frequency, for which the 
time-averaged bubble is observed to reside closer to the leading edge of the wing. This 
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agrees well with the flow observed on a 2D NACA0012 airfoil [104]. Despite taking PIV 
measurements at the midspan plane, close agreement is observed with the lift and drag 
measurements. At Stc = 2.7 a momentum jet appears, originating from the trailing edge of the 
wing. This is associated with the generation of thrust. However, as mentioned above, this is 








Figure 4.10: Time-averaged non-dimensionalised velocity magnitude at various 
Stc for the sAR = 2 NACA0012 wing, operating with h0/c = 0.025, α = 20°, Re = 
1x10
4














4.3 Overview of Oscillating Wing LOW ASPECT RATIO NACA0012 WING 
 
 60 








Figure 4.11: Phase-averaged non-dimensionalised a) spanwise vorticity and b) 
velocity magnitude, superimposed by streamlines for the sAR = 2 NACA0012 
wing operating with h0/c = 0.025, Re = 1x104 and α = 20° at t/T = 0.5 (bottom).  
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Figure 4.11 the phase-averaged vorticity and velocity magnitude taken at the bottom of the 
oscillation are compared. At this point in the oscillation, the LEV is well formed and easily 
distinguishable in the PIV measurements. Multiple vortices appear to exist on the suction 
surface of the wing, the number of which depends on the frequency of the oscillation. 
Multiple distinct LEVs have been observed in two-dimensional flows [78, 105], and are 
evidently still present to at least one chord length outboard of the root of this low aspect ratio 
wing. At the location of the initial peak in lift, Stc = 0.45, one can observe the size and 
location of the generated vortex (LEV1). It is interesting to see that at this frequency a single 
vortex is observed over the wing, reflecting the single large bubble structure observed in the 
velocity magnitude plot. The reduction in size of the recirculating region, observed in the 
time-averaged flow of Figure 4.10, is the result of the free shear layer rolling up to form the 
leading edge vortex. The second peak in lift (Stc = 0.9) has two visible leading-edge vortices 
over the wing (LEV1 and LEV2) formed in neighbouring plunge cycles. This seems to 
suggest that these optimal frequencies are selected based on the number of vortices 
captured/travelling over the surface of the wing. A coupling between the wake instabilities 
and vortex/wing interactions may therefore determine these optimal frequencies for lift. A 
Strouhal number close to 0.5 suggests a balance between forcing frequency and vortex 
trajectory ensuring flow reattachment through to the bottom of the cycle. At multiples of Stc 
= 0.9, an additional leading edge vortex remains on the surface, given that any increase in the 
plunge frequency, reduces, by a similar factor, the distance travelled per cycle.   
4.4 Effect of Amplitude  
Numerous studies on the propulsive nature of oscillating wings consider the effect amplitude 
has on the formation of the reverse von Kármán street [80] and therefore the effect on drag. 
However, sutdies of the effect of amplitude on lift are scarce. Figure 4.12 provides lift and 
drag measurements for the wing oscillating with a geometric angle of attack of α = 20°, for 
amplitudes of h0/c = 0.025 and h0/c = 0.15, operating at Re = 10,000. The benefit of 
operating at higher amplitudes is an increase in lift, as well as a reduction in drag, 
encouraging a more precipitous switch to thrust-producing conditions. Moreover, the change 
in amplitude has, within experimental uncertainty, not affected the required forcing 
frequency of the local peaks in lift. This was verified for all Reynolds numbers and 
intermediate amplitudes. The two investigated extremes, albeit still considered low 
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amplitude motion, exhibit a 67% and 126% increase in lift over the stationary case, even at a 






































Figure 4.12:  Time-averaged lift (left) and drag (right) measurements for the sAR 
=2 NACA0012 wing operating with h0/c = 0.15 and h0/c = 0.025, α = 20° at Re = 
10,000. 
 
Figure 4.13 shows a series of PIV measurements for h0/c = 0.15, illustrating the time-
averaged velocity magnitude for different frequencies. Observe that akin to the h0/c = 0.025 
case, at Stc = 0.45, the size of the recirculating region has reduced.  Note also the 
considerable cutback in low velocity flow (dark blue) in the near wake of the oscillating 
wing. At Stc = 0.6, on the other hand, the low velocity flow is reintroduced into the wake.  As 
will later be discussed, this is in fact due to the interaction between the leading edge and 
trailing edge vortices. Increasing the frequency beyond this value has the effect of reducing 
even further the size of the recirculating zone, furthermore, encouraging the formation of a 
jet of high velocity fluid, greater than that achieved by the lower amplitude case. The latter is 
observed to have a considerable effect on the drag curve, resulting in a significant difference 
between the two amplitudes at Stc ≈ 0.9. Within the investigated frequency range, an 
amplitude of h0/c = 0.025 generates a sufficiently strong jet to overcome drag and therefore 
generate overall thrust. 
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Figure 4.13: Comparison of time-averaged non-dimensionalised velocity for h0/c 
= 0.15, α = 20°, Re = 1x10
4
 and designated Stc.  Dashed airfoil profiles indicate 
total excursion of the wing. 
Phase-averaged vorticity contour plots are shown for various Stc, in Figure 4.14, at 4 separate 
locationsI in the cycle. An increase in frequency results in the vortices forming closer to the 
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0.2 compared to Stc = 0.45.  The higher frequency reduces the distance travelled within the 
cycle, allowing the vortex to remain close to the upper surface, through to the bottom of the 
cycle Delayed vortex shedding helps to generate greater lift, resulting in the monotonic rise 
in lift up to a Strouhal number of Stc=0.45.  Once again, in a similar fashion to h0/c = 0.025, 
two LEVs are present on the upper surface, at the bottom of the oscillation (Figure 4.14b), 
for Stc = 0.9.  Although the LEV from the preceding cycle is located further away from the 
upper surface of the wing, than that of h0/c = 0.025, the streamwise convection distance is 
very similar.  In the two-dimensional case of the airfoil, a very intriguing phenomenon 
exists, whereby the LEV begins to move forward and dissipates against the upward moving 
airfoil [78, 101, 105], at a sufficiently high amplitude and/or frequency. It is thought that the 
large negative effective angle of attack during this part of the motion drives the LEV in this 
direction. Observe here that oscillating the wing at such a high frequency also has the effect 
of destroying the LEV on the upstroke of the oscillation.  This has not been shown before for 
a finite aspect ratio wing. This in effect precludes any further formation of multiple vortices 
on the upper surface. 
A vortex tracking algorithm, described in section 3.6, was used to identify the LEV core. The 
results are presented in Figure 4.15, for various Strouhal numbers.  It more concisely, 
illustrates the proximity of the vortex for Stc = 0.45 compared to Stc = 0.2, as well as the 
upstream movement of the LEV towards the leading edge of the wing with increased 
frequency.    
LEV circulation is presented, both as a function of time (Figure 4.16a), and Strouhal number 
(Figure 4.16b).  These calculations were performed as long as the vortex remained detectable 
by the ‘γ-method’. The leading edge vortex appeared to dissipate substantially beyond the 
trailing edge of the wing, and so the data is limited to within the region over the surface of 
the wing. The strengthening LEV agrees well with the increase in lift observed in Figure 
4.12.  However, the vortex increases abruptly beyond Stc = 1.15 up to at least Stc = 2.0.  This 
monotonic and precipitous rise in strength is unlike what is observed from the lift 
measurements.  It is believed that in a similar trend to the two-dimensional case [101], the 
formation and stabilisation of a lower surface LEV may counteract suction forces on the 






















Figure 4.14: Phase-averaged normalised vorticity plots for h0/c = 0.15, α = 20°, Re 
= 1x10
4
 and stated Stc, at a) t/T=0.25, b) t/T=0.5, c)  t/T=0.75, d) t/T=1.0. 
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Figure 4.15: Vortex evolution with respect to Stc for h0/c = 0.15, α = 20°, Re = 
1×10
4










































Figure 4.16: Variation of the normalised: a) phase-averaged LEV circulation 
with cycle location and b) peak circulation with Stc, with the wing operating at Re 
= 1×10
4 
and α = 20°: 
So far, both amplitudes of 2.5%c and 15%c have shown an increase in lift. Furthermore, this 
increase strongly correlates with the formation of the leading edge vortex. In both cases a 
peak in lift appears at Stc = 0.45. Here, the leading edge vortex is roughly positioned halfway 
between the leading edge and trailing edge at the bottom of the cycle, encompassing the 
entire surface, despite the change in amplitude. The advetion of the leading edge vortex may 
be largely driven by the freestream velocity and so the similar position may not be that 
surprising, considering similar Strouhal numbers. It is unclear whether there is in fact a dip 
in the leadinge vortex strength at the trough (Stc = 0.6) of the time-averaged lift curve.  In 
Figure 4.17 the velocity magnitude is compared at t/T=0.5 for various Strouhal numbers.  
This cycle location was chosen so as to show the fully formed trailing edge vortex.  At this 
Strouhal number it becomes apparent that the leading-edge vortex from the previous cycle 
and trailing edge vortex (of opposite rotation) form a vortex pair near the trailing edge, with 
an induced velocity directed upstream.  This interaction between counter-rotating vortices 
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was, interestingly, observed for different Reynolds numbers and amplitudes, consistently at 
the location of the local minimum in lift.  This vortex-vortex interaction is also apparent in 
the vorticity contour plots in Figure 4.14a, at t/T=0.25.  This interaction between the two 
vortices explains the large region of low velocity flow in the vicinity of the wake of the time-
averaged velocity magnitude plots in Figure 4.13.  As the frequency is increased, the delayed 
convection of the LEV repositions these vortices so as reduce the region of low velocity 
flow.  Whether or not the peaks are the result of regularising the flow by oscillating the wing 
close to the wake instability frequency, or the dip, the result of the aforementioned vortex-





Figure 4.17: Velocity magnitude and streamline plots for h0/c = 0.15, Re = 1×10
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and α = 20°, taken at middle and bottom of the plunge cycle (t/T = 0.25 and t/T = 
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4.5 Effect of Incidence 
To analyse the effect of changing the geometric angle of attack on the multiple peaks 
observed thus far, in Figure 4.18 the time-averaged lift and drag measurements are presented 
for α = 10°, 15° and 20°. The peaks presented in Figure 4.8, showing a comparison with the 
natural vortex-shedding frequencies have been deduced from these lift measurements. The 
primary significance of reducing the angle of attack is a mitigation of lift throughout the 
investigated Strouhal number range. At Stc = 0.45, corresponding to the first peak, lift is 
improved by 126%, 99% and 44% with decreasing angle of attack, with respect to the 
stationary case. With regard to drag, the opposite is observed; conditions improve at lower 
angles of attack, allowing the wing to generate greater thrust. This relationship has been 
observed numerically using a finite aspect ratio elliptical wing [86], albeit at a very low 
Reynolds number of Re = 200, and at a single investigated frequency. Evidently, the trade-
off between lift and thrust, via some adjustment of the geometric angle of attack is an 

































Figure 4.18: Time averaged lift (left) and drag (right) measurements for the sAR 
= 2 NACA0012 wing oscillating at h0/c = 0.15, Re = 1×10
4 
and angles of attack of α 
= 10°, 15° and 20°. 
Circulation measurements were also performed for the LEV at different angles of attack; 
peak values are presented in Figure 4.19.  Observe that at a sufficiently high Strouhal 
number (Stc ≥ 1.15) the voritces appear to have similar strength, despite operating at 
different incidences; this is in contrast to the circulation measurements at low frequency.  
Whereas, the strength of the vortex at low frequency agrees well with the reduction in lift 
with angle of attack, at high frequencies, they do not.  A lower surface LEV was observed to 
exist at these high frequencies due to the large negative effective angle of attack during the 
upstroke of the oscillation.  Although the shadow cast by the wing prevents analysis of the 
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entire surface, its presence is clearly visible at the top of the oscillation for α = 10° and α = 
15° in Figure 4.20.  Although absent in the vorticity contours of α = 20°, a curvature in the 
streamlines on the lower surface of the wing seems to suggest its presence here as well.  This 
suggests that in a similar manner to the two-dimensional case [101], in which the rapid 
growth of the lower LEV was sufficient enough to match that of the upper surface, the 
reduced lift at high Strouhal number, is the result of a lower surface suction force, 
counteracting the upper LEV.  Consequently, a significant loss of lift is recorded at a 
sufficiently high Strouhal number, the extent of which is more prominent for the lower 
angles of attack of α = 10° and 15°.  It is highly likely that when operating at α = 10°, the 
higher negative effective angle of attack experienced by the lower surface on the upstroke, 
results in this stronger formation of a lower surface LEV compared to the wing set to α = 




















Figure 4.19: Comparison of peak normalised LEV circulation with respect to 
Strouhal number for the sAR =2 NACA0012 wing α = 10°, α = 15° and α = 20°, 
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Figure 4.20: Phase-averaged streamlines and vorticity contours of the sAR =2 
NACA0012 wing plunging with α = 10°, α = 15° and α = 20°, taken at the top of 
the plunge cycle (t/T =1.0), for the sAR =2 NACA0012 wing operating at Stc = 
1.75, Re = 1×10
4 
and h0/c = 0.15. 
4.6 Velocity Field at Different Spanwise Stations  
In this section, a limited investigation has been carried out on the flow at different spanwise 
locations.  Results shown thus far have been taken at the midspan plane. During the initial 
phase of the project, this was shown to be comparable to the plane close to the root of the 
wing, while significantly different to the plane slightly inboard of the tip.  It is therefore 
interesting, given the finite aspect ratio of the current wing to analyse the flow between these 
two distinct planes, where it is expected that three-dimensional effects are prominent. 
In Figure 4.21, phase-averaged vorticity contours are presented at various spanwise locations 
at the first optimal frequency of Stc = 0.45.  A LEV of comparable strength and size is 
present along the span, mid downstroke, to at least 0.2 chord lengths from the tip of the 
wing.  However, at the bottom of the cycle the LEV varies significantly between z/c = 1.4 
and the tip.  This suggests that the tip vortex is strongly influential during the latter half of 
the downstroke.  The reduction in size of the LEV towards the tip strongly resembles the 
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characteristics of a ‘bulge’ in the central part of a impulsively translated wing [106].  This 
consists of a starting vortex which eventually sheds due to accumulation of vorticity and the 
inability to maintain the vortex attached.  In the case of an oscillating wing, shedding is 
strongly influenced by the kinematic motion.  However, in both cases downwash brought 
about by the tip vortex has the effect of reducing the local effective angle of attack which has 
the result of locally attenuating the LEV.  At inboard locations, the LEV grows significantly 
as it carries out the upstroke, apparently diffusing in the process. Furthermore, at ouboard 
locations of z/c = 1.6 - 2.0, the leading edge vortex grows significantly. At the plane of z/c = 
2.0, which is expected to slice through the tip vortex, flow is considerably modified and the 
LEV no longer forms at any point in the cycle. 
In Figure 4.22, phase-averaged vorticity contours are presented for a higher Strouhal number 
of 2.  This frequency was shown to be high enough to result in the LEV travelling forward 
and impinging the upward moving wing or a lower surface LEV. In a similar manner to the 
lower frequency case, an attached leading edge vortex resides up to 0.2c from the tip of the 
wing, halfway through the downward plunging motion.  However, as the wing begins to 
return to the top position, observe that the vortex is destroyed across the entire span.  In fact, 
closer to the tip, this process is occurs more quickly between t/T = 0.5 and 0.75. Closer to the 
root, the vortex has a greater tendency to move forward of the leading edge due to the large 
negative effective angle of attack, however further outboard, the LEV remains closer to 
upper surface resulting in its destruction with the impinging wing.  The latter may be due to 
the reduction of effective angle of attack closer to the tip of the wing.   
The deflection of vortex pairs has been reported here at the midspan plane at various 
frequencies. However, the spanwise analysis in Figure 4.22 illustrates that part of the trailing 
edge vortex breaks away at 1.4c.  This smaller vortex filament wraps around the trailing edge 
vortex which then propagates downstream together with a branch of the counter-rotating 
TEV from the following half cycle. Time-averaged velocity magnitude plots in Figure 4.23 
illustrate that this has the result of generating a near wake bifurcating jet, which resides 
closer to the tip of the wing. Coexisting dual-deflected jets have recently been associated 
with the oscillation of low aspect ratio wings, predominantly studied with the wing set to a 
zero incidence. The asymmetry imposed by the high angle of attack results in a preference 
for  a single deflected jet at the midspan plane, however, the existence of a dual deflected jet 
elsewhere along the wing can not be ruled out. At outboard locations, three-dimensional 
effects result in a shortened time-averaged jet. The upward branch of this is the result of 
couter rotating vortices breaking off and interacting with one another.   






    
 
    
 
    
 
    
 
    
 
    
 








Figure 4.21: Phase averaged vorticity contours at various spanwise locations for 



























    
 
    
 
    
 
    
 
    
 
    
 










Figure 4.22: Phase averaged vorticity contours at various spanwise locations for 
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Figure 4.23: Spanwise variation of time-averaged velocity magnitude for the sAR 
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4.7 Force Analysis 
So far, frequencies have been non-dimensionalised in the form of Stc.  This is important, if 
the performance and flows are to be compared at different freestream velocities.  However 
this only takes into account the chord length which remains unchanged in the current study.  
Drag forces from an oscillating wing, are regularly compared to the Strouhal number based 
on amplitude (StA), considering the evident effect of plunge amplitude on wake vortex 











The effective angle of attack is also related to the arctangent of the ratio of these 
characteristic velocities. In view of the considerable effect the two have on the strength of 
the leading edge vortex, it would be interesting to investigate the relation between the lift 
performance and this parameter as well. An extensive set of force measurements was 
performed for Re = 2×104 and 3×104. It is evident from Figure 4.24 that a change in 
amplitude has the effect of significantly altering the lift and drag performance for a given 
frequency, however, if this is then compared to the results presented in Figure 4.25 for which 
frequency is non-dimensionalised with respect to amplitude, the data effectively collapses 
for a given geometric angle of attack. This is shown for α = 10°, 15° and 20°, irrespective of 
amplitude and Reynolds number. As the angle of attack is increased, the relation between StA 
and lift becomes increasingly nonlinear. However, at low angle of attack (α = 10°), the initial 
peak is significantly attenuated resulting, in almost linear dependence with StA. Drag to thrust 
conditions are observed to occur at StA = 0.19-0.2, 0.28-0.3 and 0.3-0.34 for α = 10°, 15° and 
20° respectively. 
 




























































































          
 
Figure 4.24: Force Coefficients as a function of Stc, for a) α = 10°, b) α = 15° and c) 


































































































Figure 4.25: Force coefficients for various plunge amplitudes (h0/c = 0.025, 0.05, 










The vortex formation and lift performance of a plunging finite wing oscillating at non-zero 
angle of attack have been studied experimentally through the use of Particle Image 
Velocimetry, direct force measurements and hot-film measurements. At Re = 1x104, a 
plunging rectangular sAR = 2 wing, with NACA0012 cross-section, set at α = 20°, can 
experience lift enhancements in the region of 80% when undergoing an oscilation with an 
amplitude of h0/c = 0.025. Within a range of Re = 1×10
4-3×104, the Reynolds number effect 
is negligible.  A comparison has been made between two small amplitudes of h0/c = 0.025 
and h0/c = 0.15, highlighting the presence of multiple peaks in lift.  Although shown 
previously for a two-dimensional airfoil, the phenomenon has been identified now for the 
three-dimensional wing.  Hot film measurements show that the optimal frequencies at which 
lift is locally maximised are close to the vortex shedding frequency in the wake of a 
stationary wing.  Resonance with the sub harmonic, fundamental and first harmonic is 
thought to be similar to that observed for the two-dimensional airfoil.  Furthermore, the 
number of leading-edge vortices generated during a cycle and their arrival time at the 
trailing-edge appear to determine whether favourable or unfavourable interaction of these 
vortices will take place.  It is suggested that these wing-vortex and vortex-vortex interactions 
may contribute to the selection of the optimal frequencies for lift.   
At the relatively lower amplitude of h0/c = 0.025, the presence of multiple vortices on the 
upper surface are believed to enhance overall suction forces.  In the case of h0/c = 0.15, 
vortices are observed to take a completely different path.  At a critical value of Stc = 0.9-1.15, 
the LEV no longer convects downstream due to a destructive interaction with the wing.  
This, in conjunction with the appearance of a growing lower surface LEV opposing the 
upper surface suction force, results in a substantial deterioration in lift.  Investigation of the 
flow at various spanwise locations indicates that the LEV is both formed and destroyed at 
least 0.2 chord lengths from the tip; moreover a coexisting upward and downward jet is 
observed towards the tip of the wing.  
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Chapter 5  
Effect of Wing Geometry  
In this chapter the effects of wing geometry on the performance and flow topology of various 
plunging finite wings are considered. Particle Image Velocimetry is used to show the effect 
geometry has on the positioning and strength of the leading edge and trailing edge vortices. 
It is important to consider whether certain characteristics of the sAR = 2 rectangular 
NACA0012 wing occur with other wing types, for example, the impinging leading edge 
vortex at high plunge frequency and the optimal plunging frequencies identified for 
generating lift. Flat plates are explored using both rectangular and delta-wing planforms.  
5.1 Stationary wings 
The lift measurements for the stationary wings are initially investigated as a point of 
reference for the oscillating case. Figure 5.1a shows the variation of CL with respect to angle 
of attack, for the rectangular wings operating at Re =10,000 and 20,000. In agreement with 
the literature, observe that the thinner profile of the flat plate improves lift at low Reynolds 
number (see for example, Laitone [37]). In the case of the sAR = 2 rectangular wing, CL 
increases by 31% at the point of stall, which occurs at α = 13°. 
The flat plate appears to be insensitive to a change in Reynolds number between Re = 10,000 
and 20,000. Observe also that the lift curve is linear over a wide range of angles of attack, 
reaching a plateau at higher incidences, revealing no abrupt stall. These features are in 
agreement with the results of Pelletier and Mueller [38], even though the minimum Reynolds 
number is 60,000 in their study. It is also interesting that the slope of the lift coefficient can 
be predicted well using the lifting line theory for a finite wing, as also demonstrated by 
Pelletier and Mueller [38]. Glauert [107] suggested the following modified version of the 
lifting line theory:   
 














with a and a0 both in radians
-1 and the aspect ratio AR = 2sAR. The τ parameter allows one to 
predict the lift curve slope for a finite rectangular wing, and is determined by solving for the 
Fourier coefficients used to express the circulation and induced velocity along the span of a 
finite wing. It follows from its definition that given a semi aspect ratio of 2 and 1, the Fourier 
coefficients may be solved with the assumption of a 2pi lift curve slope for the corresponding 
2D airfoil section, to give a value of τ = 0.121. The comparison between the theoretical slope 
and the experimental results show good agreement.  
The time averaged lift coefficients for the two delta wings considered in this thesis are also 
presented in Figure 5.1b. Observe that for the delta wing with Λ = 27°, CLmax is similar to the 
sAR = 2 rectangular flat plate, albeit at a higher stall angle of αstall = 16°. Increasing the 
sweep angle delays stall (α = 24°), increases maximum lift and reduces the lift curve slope. It 
is interesting to consider the effect of periodic oscillations on the performance of delta 
wings, considering their susceptibility to leading edge vortex flows. It is important however, 
to consider the post-stall regime in all cases to fully exploit these oscillations.  
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Figure 5.1: Comparison of CL vs. angle of attack for a) the sAR = 2 and sAR = 1 
rectangular flat plates against the sAR = 2 rectangular NACA0012 wing and b) 
the Λ = 27° and Λ = 50° delta wings. 
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5.2 Oscillating Wings 
5.2.1 Effect of Profile 
In Figure 5.2 the time-averaged lift coefficients of the NACA0012 profile and the flat plate, 
are compared while operating under similar flow parameters and wing kinematics. Observe 
that despite the change in profile, the multiple peaks persist with the oscillating flat plate. 
The plunging frequencies at which they develop, however, do appear to differ between the 
profiles, suggesting that the peaks are shifted to lower plunging frequencies with the sAR = 2 
rectangular flat plate. While the shift of the first peak lies within the experimental 



















Figure 5.2: A comparison of the time-averaged lift coefficient of the sAR = 2 
rectangular NACA0012 wing and flat plate operating with h0/c = 0.15, α = 20° 
and Re = 20,000. 
 
In relation to the overall change in lift, the flat plate increases lift by about CL ≈ 0.2 for the 
stationary case at this geometric angle of attack. This remains true even in the dynamic case 
of a Strouhal number of Stc ≈ 0.4. However, the benefits of using the thinner profile are 
confined to this relatively low selection of relatively low frequencies. Similar lift 
performance exists over a moderate range, and at higher driving frequencies (Stc > 0.75) the 
wings undergo a completely different response in lift at least under these conditions. The 
NACA0012 wing maintains high lift, achieving a value of 136%, at Stc ≈ 1.35, in excess of 
the stationary wing, and lift performance for the flat plate quickly deteriorates, achieving an 
increase in lift of only 18% over the stationary case. This switch in performance is 
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interesting as it illustrates that despite the general consensus that thinner profiles are more 
effective at low Reynolds numbers, wing kinematics may sway the preference to a thicker 
profile under certain conditions. Therefore, thinner profiles are not always better performers 
at low Reynolds numbers. 
In Figure 5.3 the time-averaged flow at the midspan plane of the sAR = 2 rectangular flat 
plate for various plunging frequencies is considered. Akin to the NACA0012 wing, the size 
of the recirculation region is significantly reduced with the onset of the plunging motion. 
This appears to be minimised at Stc = 0.4-0.45, which coincides with the first peak in time-
averaged lift. This is consistent with what was observed with the NACA0012 wing. It is 
interesting to observe that the flow structure undergoes a significant transformation at about 
Stc =0.55, corresponding to the trough in the time-averaged lift. This too is similar to what 
was observed for the NACA0012 wing. In agreement with the force measurements, at Stc = 
0.65, the wake width begins to diminish reaching a minimum once again at Stc = 0.75, 
coinciding with the second peak. Beyond this frequency, the streamlines indicate the 
presence of a strengthening trailing edge vortex and momentum jet, while the flow on the 
upper surface of the wing indicates the presence of a relatively large leading edge vortex. 
The latter is very dissimilar to the flow encountered with the NACA0012 wing, in which the 
leading edge vortex remained close to the leading edge and impinged the upward moving 
wing. The resulting time-averaged flow reflected this through the absence of any significant 
rotating flow away from the upper surface of the wing. Moreover, observe here that the flat 
plate develops a large region of low velocity flow on the upper surface, agreeing well with 
the time-averaged force measurements, which indicate less lift than the NACA0012 wing.    
The phase-averaged flows of the NACA0012 and flat plate operating at a low plunging 
frequency of Stc = 0.2 are compared in Figure 5.4. At this frequency, the flat plate is able to 
generate greater lift than the NACA0012 wing. In both cases, the frequency is sufficiently 
low to prevent the free shear layer forming a trailing edge vortex structure within a chord 
length of the wing. The flat plate appears to encourage flow separation; and so, in contrast to 
the NACA0012 wing, a shear layer with significant vorticity can be observed on the upper 
surface at the top of the motion. As the plunging motion takes place, the additional flow 
separation results in a more advanced leading edge vortex, and so a significant difference 
exists in vortex location across the surface of the wing. At the middle of the downward 
motion, the circulation contained within the leading edge vortex is |Γ/U∞c| = 1.17 and 1.01, 
for the flat plate and NACA0012 wing, respectively. This increase in vortex strength for the 
flat plate agrees well with the increase in lift. 
 











Figure 5.3: Contours showing time-averaged, non-dimensionalised velocity 
magnitude, superposed by streamlines, for the sAR = 2 rectangular flat plate 
operating with h0/c = 0.15, α = 20° and Re = 20,000. The flat plate profile is 


































Figure 5.4: A comparison of non-dimensionalised vorticity magnitude, at 4 
phases in the cycle, between the NACA0012 and flat plate sAR = 2 rectangular 
wings operating at Stc = 0.2. 
 
The phase-averaged vorticity magnitude is also presented for a plunge frequency of Stc = 
0.45 which is close to the first peak in the time-averaged lift. In Figure 5.5 the flat plate and 
the NACA0012 wing over 12 phases of the plunge cycle are compared. Observe that the free 
shear layer at the top of the motion fails to extend over the upper surface of the wing, due to 
the reduction in time scale. Instead the free shear layer quickly rolls up into a coherent 
leading edge vortex, remaining close to surface of the wing and within half a chord length of 
the leading edge, throughout the downstroke. Once again, observe that the vortex forms at an 
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it reaches the middle of the downstroke, with a maximum of |Γ/U∞c| = 1.67 and 1.39 for the 
flat plate and NACA0012 wing, respectively. This agrees with lift measurements at this 
frequency. It is interesting to see that the positioning of the leading edge vortex appears to be 
out of phase between the two profiles; compare for example phase g and h for the flat plate 
and NACA0012 wing, respectively. Therefore, while the point at which the leading edge 
vortex forms is different, the trajectory and convection speed appear to be similar. In both 
cases the vortex appears to dissipate significantly as it passes the trailing edge during the 
upstroke.  
In relation to the trailing edge vortices, good agreement exists between the two profiles at 
this frequency. Notice the similar trailing edge vortex locations at similar points in the cycle, 
including the agreement between the smaller vortices embedded within the trailing edge 
shear layer, throughout the upstroke of the motion.  
In Figure 5.6 the corresponding velocity magnitude plots are presented, superimposed by 
streamlines. Observe that the region of high velocity flow around the leading edge vortex is 
extended for the flat plate, agreeing well with the observation of a stronger vortex and 
greater lift. At the top of the motion, a disruption in the flow topology is observed through an 
interaction between the passing leading edge vortex, from the previous cycle, and the trailing 
edge vortex that is forming in the current cycle. Analysis, so far, of the flow around the 
NACA0012 wing has revealed an adverse interaction between these two vortices coinciding 
with the trough in the time-averaged lift. At this plunging frequency, the vortices position 
themselves in such a way that their induced velocity is directed upstream, resulting in the in 
the disruption of the upper surface flow. The first peak in the time-averaged lift of the sAR = 
2 rectangular flat plate occurs at Stc = 0.4 and so a plunge frequency of Stc = 0.45, presented 
here, represents a frequency beyond that peak. It is quite interesting to see that the 
appearance of this interaction, agrees well with the end of the peak in lift for the flat plate. At 
the middle of the downstroke, the adverse interaction disappears, due to the weakening and 
















Figure 5.5a: A comparison of non-dimensionalised vorticity magnitude, 
throughout the downstroke of the plunging cycle, between the NACA0012 and 
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Figure 5.5b: A comparison of non-dimensionalised vorticity magnitude, 
throughout the upstroke of the plunging cycle, between the NACA0012 and flat 
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Figure 5.6a: A comparison of non-dimensionalised velocity magnitude, 
throughout the downstroke of the plunging cycle, between the NACA0012 and 






























Figure 5.6b: A comparison of non-dimensionalised velocity magnitude, 
throughout the upstroke of the plunging cycle, between the NACA0012 and flat 
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In Figure 5.7 and Figure 5.8 the flow topology is considered at a point corresponding to the 
local trough in lift. This corresponds to a Strouhal number of Stc ≈ 0.6 and Stc ≈ 0.55 for the 
NACA0012 profile and flat plate, respectively. In the case of the NACA0012 wing, it has 
previously been shown that a vortex pair appears at the trailing edge of the wing. This is also 
observed for the flat plate wing. The similar vortex locations result in a similar streamline 
pattern. Considering that the flat plate encourages earlier formation and shedding of the 
leading edge vortex, it is unsurprising that the trough is observed at a lower frequency than 
for the NACA0012 wing. The notion that the synchronization of the trajectory of these two 









Figure 5.7: A comparison of non-dimensionalised vorticity magnitude, at 4 
phases in the cycle, between the NACA0012 and flat plate sAR = 2 rectangular 
wings operating at the trough in lift for h0/c = 0.15, α = 20°, Re = 20,000, 




























Figure 5.8: A comparison of non-dimensionalised velocity magnitude, at 4 phases 
in the cycle, between the NACA0012 and flat plate sAR = 2 rectangular wings 
operating at the trough in lift for h0/c = 0.15, α = 20°, Re = 20,000, indicating 
streamwise matching of TEV with LEV.   
In Figure 5.9 and Figure 5.10 the phase-averaged vorticity and velocity magnitude plots are 
presented for Stc values corresponding to the second peak in lift. Yet again, observe that 
despite operating at different Strouhal numbers, the chordwise location of the LEV is similar 
between the two wings. At these particular frequencies, the point in the cycle at which the 
LEV reaches the trailing edge is out of phase with the formation of the trailing edge vortex. 
This minimises the adverse interaction that was observed earlier at Stc = 0.55-0.6. Observe 
that the leading edge vortex reaches the trailing edge at the bottom of the following cycle, at 
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to note that the leading edge vortex generated by the flat plate evolves further away from the 
surface of the wing. Therefore, the interaction between the vortex and the surface flow is 
reduced. This is evident from the reduced region of secondary flow. Compare for example 











Figure 5.9: A comparison of non-dimensionalised vorticity magnitude, at 4 
phases in the cycle, between the NACA0012 and flat plate sAR = 2 rectangular 





























Figure 5.10: A comparison of non-dimensionalised velocity magnitude, at 4 
phases in the cycle, between the NACA0012 and flat plate sAR = 2 rectangular 
wings operating at the second peak in lift for h0/c = 0.15, α = 20°, Re = 20,000. 
 
Phase-averaged vorticity contour plots for the flat plate and NACA0012 wing are presented 
in Figure 5.11 and Figure 5.12, respectively, to show the difference in vortex formation and 
evolution at the higher Strouhal numbers. It is interesting to observe that in the case of the 
flat plate, the leading edge vortex undergoes a more precipitous shedding process with 
increasing plunge frequency. At a Strouhal number of Stc = 0.75, observe that the leading 
edge vortex on the flat plate forms further away from the wing surface compared with Stc = 
0.65. Note the reduction in secondary flow on the surface of the wing. This is exacerbated at 
higher plunge frequencies coupled with a sudden breakdown of the vortex. This differs from 
the NACA0012 wing which is able to retain the leading edge vortex close to the upper 
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flat plate operating at Stc = 1.35, observe a region of opposite sign vorticity close to the 
leading edge vortex, suggesting a possible coupling with a lower leading-edge vortex to form 
a vortex pair at these higher frequencies. It is interesting to consider that this phenomenon 
appears to persist in the three-dimensional case of finite wings. The destruction and lack of 
retention of the leading-edge vortex close to the surface agrees well with the force 
measurements presented in Figure 5.2. 









Figure 5.11. Phase-averaged vorticity contours at three phases in the cycle, for 
various Stc values for the sAR =2 rectangular flat plate operating with h0/c=0.15, 





























Figure 5.12: Phase-averaged vorticity contours at three phases in the cycle, for 
various Stc values for the sAR =2 rectangular NACA0012 wing operating with 
h0/c=0.15, α = 20° and Re = 20,000.   
 
5.2.2 Effect of Aspect Ratio 
In this section the effect of further reducing the aspect ratio is considered, intrinsically 
enhancing the three-dimensionality of the flow. So far, mid-span-plane measurements on a 
low aspect ratio wing with sAR = 2 indicate qualitative resemblance to the vortex pattern 
produced by a two-dimensional airfoil . Given the growing influence of the tip vortex, the 
flow patterns and wing performance are expected to be significantly affected for even lower 
aspect ratio wings. In Figure 5.13 the lift performance of the rectangular flat plates is 
compared with sAR = 1 and sAR = 2. Overall an attenuating effect on lift, and therefore any 
resulting peaks, is observed. It is encouraging to see that the performance of the sAR = 1 
wing is still improved over the stationary case, reaching a maximum improvement of 60% at 
the second peak. Akin to the sAR = 2 rectangular flat plate, a loss of lift is observed beyond 


































Figure 5.13. A comparison between the time-averaged lift generated by the 
rectangular flat plates operating with h0/c = 0.15, α = 20° and Re = 20,000, 
indicative of the effect of AR. 
 
It is interesting to comparing the time-averaged velocity magnitude of the sAR = 1 and sAR = 
2 rectangular flat plates, the latter of which was presented in Figure 5.3. In Figure 5.14, the 
velocity contours for the sAR = 1 wing, illustrate that the region of separated flow is 
significantly reduced throughout the Strouhal number range. The substantial wake width, 
observed on the sAR = 2 wing, between Stc = 0.55 and 0.65 is absent on the lower aspect 
ratio wing. Following on from our previous observations on the relation between vortex-
vortex interactions and the abrupt trough in the time-averaged lift, it appears that the 
apparent mitigation of this phenomenon results in an attenuation of the undulations in the 
time-averaged lift curve. A less severe change in the flow topology across the frequency 
range, agrees well with the force measurements. 
In Figure 5.15 vorticity contours are presented for both wings, at various cycle locations, at a 
frequency corresponding to the initial peak in lift. In the case of the lower aspect ratio wing, 
detachment of the leading edge vortex occurs within the first half of the downstroke, thereby 
preventing any secondary vorticity, due to the interaction with the boundary layer flow. The 
higher aspect ratio wing, encourages the leading edge vortex to remain close to the wing for 
a longer period of the oscillation. Moreover, maximum non-dimensionalised circulation of 
the LEV achieved by the sAR = 2 and sAR = 1 wing is 1.67 and 1.22, respectively. Both 
these observations of a weaker LEV which also sheds prematurely, agrees well with the 
reduced lift achieved by the lower aspect ratio wing. It also interesting to note that at the 
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bottom of the cycle the leading edge vortex on the sAR = 1 wing undergoes a sudden 
expansion; this is delayed on the sAR = 2 wing. Good agreement exists between the trailing 








Figure 5.14: Contours showing time-averaged, non-dimensionalised velocity 
magnitude, superposed with streamlines, for the sAR = 1 rectangular flat plate 
operating with h0/c = 0.15, α = 20° and Re = 20,000. The flat plate profile is 





























Figure 5.15a: A comparison of non-dimensionalised vorticity magnitude, for the 
downstroke of the plunging cycle, between the sAR = 1 and sAR = 2 rectangular 
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Figure 5.15b: A comparison of non-dimensionalised vorticity magnitude, for the 
downstroke of the plunging cycle, between the sAR = 1 and sAR = 2 rectangular 
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Phase-averaged vorticity and velocity magnitude plots are presented in Figure 5.16 
representing the mid-span flow at the frequency of the trough in lift. While at the top of the 
oscillation the leading edge vortex is positioned at the trailing edge, thereby resulting in an 
interaction with the trailing edge vortex, this fails to persist throughout the downstroke. 
Instead, early expansion and breakdown of the leading edge vortex on the lower aspect ratio 
wing appear to inhibit the interaction of the two counter-rotating vortices. Therefore, while 
on the sAR = 2 wing, one observes considerable flow reversal between the two vortices, this 
is avoided at the midspan location of the sAR = 1 wing. Preventing a drastic change in the 
flow topology within this range of plunge frequencies, results in an attenuated peak and 
trough within the lift curve of the sAR = 1 wing. This also explains the time-averaged 
velocity magnitude plots presented in Figure 5.14. 
   
  
   
    
 
 
Figure 5.16: Non-dimensionalised vorticity and velocity magnitude at four phases 
in the cycle for the sAR =1 rectangular wing operating at Stc = 0.55 corresponding 
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At the second peak in lift, presented in Figure 5.17, observe that in a similar manner to the 
sAR= 2 rectangular flat plate, the leading edge and trailing edge vortices are positioned in a 
more favourable location. Sudden expansion of the leading edge vortex occurs later in the 
cycle between the bottom and middle of the motion (Figure 5.17 c-d).   
 
   
   
   
   
 
 
Figure 5.17: Non-dimensionalised vorticity and velocity magnitude at four phases 
in the cycle for the sAR =1 rectangular wing operating at Stc = 0.65 corresponding 
to the 2
nd
 peak in the time-averaged lift. 
At the highest plunge frequency, considered in this study, force measurements indicate that 
the benefits of oscillating a wing, with respect to lift, are very small for both rectangular flat 
plates. A flow comparison is presented in Figure 5.18 at Stc = 1.35. Similarly to the higher 
aspect ratio wing, the leading edge vortex on the sAR = 1 flat plate forms and evolves away 
from the wing. However, this organised structure appears to be maintained for a larger 
portion of the cycle than the sAR = 2 wing. Note the qualitative difference in vortex size and 
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that the breakdown of the leading edge vortex is inhibited by the tip vortex. Further inboard 
of the wing, the tip vortex has less of an effect and so the leading edge vortex, is allowed to 
grow significantly. Positive vorticity upstream of the leading edge vortex increases with the 
higher aspect ratio wing, furthermore driving the leading edge vortex away from the wing. A 
region of high velocity flow can be observed in the velocity magnitude plots of the sAR =2 
flat plate, which is relatively attenuated for the sAR = 1 flat plate. Note also how the 
streamlines at the bottom of the cycle indicate expansion of the vortex of the sAR =2 wing, in 
comparison to the sAR =1 wing, for which the streamlines converge to the vortex core. 
 
    
    
 
 
    





Figure 5.18.  h0/c=0.15, α=20°, Re=20,000 and Stc=1.35: Phase-averaged vorticity 
and velocity magnitude plots comparing vortex evolution at high Stc for 
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5.2.3 Effect of Planform Shape 
In this section, the flow physics and lift of a delta wing of similar root chord length and wing 
span as the sAR = 2 rectangular wings are considered; the sweep angle is Λ = 27°. In Figure 
5.19, time-averaged lift coefficient is compared between sAR = 2 flat plate and the 
aforementioned delta wing. Tests were performed at angles of attack of α = 20° and α = 25°, 
to ensure post-stall operation of the wing. The Λ = 27° delta wing delays the onset of a peak 
to a higher plunge frequency. It is interesting to observe that only a single peak exists if the 
wing is set to a geometric angle of attack of α = 25°. In this case the peak occurs at a higher 
frequency of Stc = 0.65, compared to 0.4 for the rectangular flat plate.  Moreover, lift 
increases by 156% for the delta wing, compared to 108% achieved by the flat plate over the 
stationary case. At Stc = 0.7 the delta wing exhibits an abrupt loss of lift, preceded by a more 
gradual decline in performance. Despite the high CLmax achieved by the delta wing, the 
rectangular flat plate appears to perform better within the lower range of 0≤ Stc ≤ 0.4, 
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Figure 5.19: Time-averaged lift coefficients generated by the delta wing (Λ = 27°) 
and sAR =2 rectangular flat plates operating with h0/c = 0.15, Re = 20,000. 
 
In Figure 5.20 the time-averaged velocity magnitude is considered at the midspan of the 
delta wing, for various plunge frequencies operating at α = 25°. Although the spanwise 
variation of the flow is considered further on in the thesis, observe that despite the variation 
in chord length, along the span of the wing, the wake width and size of the recirculating 
region agrees well with the lift curve. As the Strouhal number is raised to Stc = 0.65, 
corresponding to the peak in lift, a reduction in recirculating flow and low velocity flow is 
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observed downstream of the trailing edge of the wing. At Stc = 0.7, a larger wake is observed 
in the flow field which grows with further increases in plunge frequency. Therefore, an 
optimum flow condition, resulting in a peak in lift is only reached once in the same 
frequency range. This differs from the rectangular wing, where the flow recovers once again 
beyond the first peak, resulting in a second peak in the force measurements. Therefore, in a 
similar manner to the rectangular wings, the time-averaged flow agrees well with the time-




Figure 5.20: Contours showing time-averaged, non-dimensionalised velocity 
magnitude at the midspan plane, superposed by streamlines, for the Λ = 27° delta 
wing operating with h0/c = 0.15, α = 20° and Re = 20,000. 
Phase-averaged vorticity and velocity magnitude plots are presented in Figure 5.21 and 
Figure 5.22, respectively. The top and bottom of the oscillation are presented for each of the 
Strouhal numbers. The vortex characteristics are similar to those of the rectangular flat plate. 
For example, increasing the operating Strouhal number generates a more compact and 
organised LEV which effectively reduces the size of the recirculating region observed in the 
time-averaged flow. Also, at the higher frequency range, the leading edge vortex expands 
significantly while developing further away from the surface of the wing. In relation to the 
growing wake observed for Stc > 0.7, the phase-averaged plots indicate that both the TEV 
and LEV contribute to this phenomenon. The vortex pattern resembles a von Kármán Street, 
such that the clockwise LEV is positioned above the anti-clockwise TEV. In a similar 
manner to the rectangular wings, the strengthening and close proximity of these vortices, 
with increasing frequency, strengthens their adverse interaction. It is interesting to note, 
however, that the distinct coupling between TEV and LEV observed on the sAR = 2 
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for the Λ = 27° delta wing. The passing of the LEV can be seen to coincide with the 
formation of the TEV at Stc = 0.8, at the top of the motion. However, a significant reduction 








Figure 5.21: Vorticity magnitude plots, at the top and bottom of the motion, for 
various Stc values, for h0/c = 0.15, α = 25°, Re = 20,000, Λ = 27°, at the midspan 

































Figure 5.22. Velocity magnitude plots, at the top and bottom of the motion, for 
various Stc values, for h0/c = 0.15, α = 25°, Re = 20,000, Λ = 27°, at the midspan 
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5.2.4 Effect of Sweep Angle 
In Figure 5.23, the time-averaged lift is presented for delta wings with different sweep 
angles. The delta wing with Λ = 50° was set to a geometric angle of attack of α = 27° to 
ensure post-stall operation. Oscillating the Λ = 50° delta wing appears to result in a delayed 
peak, occurring at Stc = 0.85. A single peak is observed once again, unlike that of the 
rectangular wings. Despite being capable of generating a higher CL at this geometric angle of 
attack when unforced, the Λ = 50° delta wing is unable to perform as well as the Λ = 27° 
delta wing. In the stationary case, higher sweep angles promote the convection of vorticity 
along the axial core, thereby encouraging a more stable attached leading edge vortex. 
Observe here that the improvement in lift does not persist into the plunging case. 
Investigating the time-averaged velocity magnitude in Figure 5.24 illustrates that the flow 
conditions improve at Stc = 0.85, agreeing well with the presented force measurements. 
Beyond this Strouhal number, which corresponds to the peak in lift, the recirculating region 
on the upper surface grows. Akin to the Λ = 27° delta wing, a low velocity region extends 
into the wake of the wing at these higher frequencies. With respect to analysing a two-
dimensional plane in a three-dimensional flow, the results prove to be encouraging as they 
very well reflect the characteristics of the lift curve. This is the case, despite the significant 
level of spanwise flow one would expect on a delta wing.  
Figure 5.25 presents the phase-averaged vorticity contours and velocity magnitude plots for 
the top and bottom of the oscillation. In a similar fashion to the Λ=27° delta wing, with 
increasing driving frequency, the vortex forms and remains closer to the surface of the wing 
for a greater portion of the oscillation (see the bottom of the motion). However, despite 
similar chord lengths at the midspan location, the leading edge vortex on the Λ = 50° delta 
wing appears to travel and reach the trailing edge of the wing, at the top of the oscillation, at 
a relatively higher Strouhal number than the Λ = 27° wing. The Λ = 50° delta wing appears 
to be less effective at encouraging the free shear layer to roll up to form a coherent vortex, 
allowing it to form further downstream and convect earlier than the lower swept delta wing. 
This is the opposite effect of increasing the sweep angle within this range for an unforced 
wing. The delay in vortex formation illustrated in the phase-averaged contour plots, therefore 
results in optimal flow conditions occurring at higher frequencies. Likewise, a higher plunge 
frequency is required to provoke the adverse interaction between the passing LEV and 
forming TEV. In the case of the Λ=50° delta wing, this can be observed at the top of the 
oscillation at a frequency beyond that of the peak in lift (Stc = 1.0). This is different to the 
Λ=27° delta wing, for which the interaction is observed at a lower Strouhal number of Stc = 
0.8. It is also interesting to observe that at the higher plunge frequencies, the leading edge 
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vortex on the higher sweep delta wing, fails to exhibit the same level of vortex breakdown 
observed for the delta wing with lower sweep. A similar effect was observed when reducing 
the aspect ratio of the rectangular wings. Maximum circulation of the leading edge vortex at 
the corresponding peaks in lift is |Γ/U∞c| = 1.43 and 1.2 for the Λ=27° and Λ=50° delta 
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Figure 5.23. Time-averaged lift coefficients for h0=0.15, comparing the 
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Figure 5.24: Contours showing time-averaged, non-dimensionalised velocity 
magnitude at the midspan plane, superposed with streamlines, for the Λ = 27° 
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Figure 5.25a: Vorticity magnitude plots, at the top and bottom of the motion, for 
various Stc values, for h0/c = 0.15, α = 27°, Re = 20,000, Λ = 50°, at the midspan 

































 Figure 5.25b: Velocity magnitude plots, at the top and bottom of the motion, for 
various Stc values, for h0/c = 0.15, α = 27°, Re = 20,000, Λ = 50°, at the midspan 
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5.3 Optimal Frequencies 
In order to investigate any correlation between natural wake instabilities and the selection of 
driving frequencies which corresponded to the greatest time-averaged lift, typical frequency 
power spectra are presented in Figure 5.26, taken half a chord length from the trailing edge 
of the stationary wing, below the shear layer.  Measurements were repeated at different 
spanwise, streamwise and cross-stream locations.  With the exception of the Λ = 27° delta 
wing, which seemed to exhibit an increase in shedding frequency beyond 0.6 semi-span 
lengths from the root of the wing, good repeatability was attained elsewhere. Figure 5.27 
presents the time-averaged lift data for each of the wings, superimposed with a band of 
frequencies which cover a 95% uncertainty range associated with the peak measured in the 
power spectral density analysis.  A general correlation exists between the natural shedding 
frequency and the driving frequency which generates optimal time-averaged lift.  It appears 
that the first peak, for the sAR = 2 flat plate may be the result of a lock-in with the 
fundamental shedding frequency, and the second peak a lock-in with the first harmonic.  
However, for the lower aspect ratio flat plate, the second lift peak is closer to the 
fundamental wake shedding frequency of the stationary wing.  Furthermore, observe that by 
lowering the aspect ratio of the wing, be that delta or rectangular, a broader band of 




















































































     
Figure 5.27: Time-averaged lift coefficients for various wing geometries 
superimposed by a band representing the natural vortex shedding frequency of 
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Water tunnel experiments were performed to investigate the performance and flow 
characteristics of various plunging finite aspect ratio wings. Profile and planform shape were 
investigated in this study.  
The flat plate experienced peaks in the time-averaged lift curve, similar to the NACA0012 
wing, occurring at different plunge frequencies. The benefits of using a flat plate over a 
thicker NACA0012 profile, were investigated and shown to be limited to low operating 
Strouhal numbers (Stc ≤ 0.45). The thinner profile promotes flow separation and triggers 
early formation of the leading edge vortex. This was shown to result in similar leading edge 
vortex patterns occurring at different plunge frequencies for each of the profiles. This agreed 
well with the lift measurements. An adverse interaction between LEV and TEV was again 
observed at the trough in the time-averaged lift. PIV measurements showed that at 
frequencies beyond the second peak, the LEV undergoes precipitant shedding forming at a 
significant distance away from the upper surface of the wing, resulting in a significant loss of 
lift. Such behaviour has not been observed for the NACA0012 profile, which was able to 
retain the LEV closer to the wing throughout the entire cycle.  
A sAR = 2 and sAR = 1 rectangular flat plate were also compared, illustrating the attenuating 
effect on time-averaged lift of reducing the aspect ratio. Nevertheless, a maximum increase 
of 54% over the stationary case was observed for the sAR = 1 wing. Time-averaged velocity 
magnitude plots demonstrate that while the recirculating region is diminished with increasing 
frequency to the 2nd peak in lift, the abrupt growth in wake width between the 1st and 2nd 
peak, observed on the sAR = 2 rectangular wings, was not observed for the sAR = 1 flat plate. 
This appeared to agree well with the lack of any significant trough in the lift curve. Reduced 
strength and early separation of the LEV is believed to contribute to the drop in lift 
performance of the lower aspect ratio wing.   
Two delta wings with sweep angles of Λ = 27° and Λ = 50°, have also been tested with post-
stall geometric angles of attack. The delta wing of 27° sweep has produced the greatest CLmax 
of all the wings, albeit at a higher Stc of 0.65 compared to the rectangular wing. The delta 
wing appeared to delay the onset of a peak in the time-averaged lift, while only exhibiting a 
single prominent peak within the frequency range. In a similar manner to the rectangular 
planforms, velocity magnitude plots indicate a clear reduction in the recirculating region at 
the peak in time-averaged lift. Similar vortex patterns were observed as for the sAR = 2 
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rectangular flat plate, however, without the abrupt disruption of flow topology at an 
intermediate frequency, thereby preventing a double peak lift curve. 
Velocity magnitude plots for the Λ = 50° delta wing reinforce the correlation between an 
optimal reduction of the recirculating region and the peak in the time-averaged lift. This 
appeared to occur at a higher plunge frequency of Stc = 0.85, agreeing well with the time-
averaged lift measurements. Despite performing well while unforced, the more slender wing 
performed the worst of the two oscillating delta wings. It is believed that while in the case of 
a stationary wing, the sweep has a stabilising influence on the leading edge vortex, the 
inevitable shedding process during the oscillation places more importance on the strength of 
the LEV which appears to be adversely affected by sweep. 
Hot-film measurements in the wake of the stationary wings indicate that optimal frequencies 
for maximum lift are closely correlated to the natural vortex shedding frequency of the 
stationary wing. The fundamental frequency, subharmonic and first harmonic of the natural 
vortex-shedding are related to multiple optimal frequencies for rectangular wings. On the 
other hand, there is a single peak for delta wings, corresponding to the fundamental vortex-
shedding frequency. 
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Chapter 6  
Volumetric Velocimetry Measurements  
 
In the following chapter the three-dimensional fluid structures generated by a plunging finite 
wing using volumetric velocity measurements are investigated. So far the analysis has been 
carried out using a 2D PIV system which has predominantly been used to investigate the 
midspan plane of the finite wings. This has revealed close correlations between the 
formation and interaction of leading-edge and trailing-edge vortices with the time-averaged 
lift. However, it is imperative in the study of three-dimensional flows, to consider the entire 
spanwise variation of the flow, moreover, not limited to two velocity components. Similar 
planform shapes are investigated operating with similar kinematic parameters and flow 
conditions to allow us to improve on our understanding of the flow behaviour.   
  
6.1 Experiments vs. simulation 
To initiate this chapter a comparison is made between computed and experimental results for 
the sAR = 1 rectangular flat plate, plunging at Stc = 0.65. This wing was chosen, due to its 
particularly low aspect ratio, which reduced significantly the required computing time. 
Numerical simulations were carried out by Dr. Miguel Visbal from the US Air Force 
Research Laboratory of the Wright-Patterson Air Force Base. For these plunging wing 
simulations, the governing equations are the full unfiltered compressible Navier-Stokes 
equations cast in strong conservative form by introducing a general time-dependent 
curvilinear coordinate transformation (x, y, z, t) → (ξ, η, ζ, τ) from physical to computational 






































= denotes the solution vector and J is the transformation 
Jacobian. The inviscid and viscous fluxes can be found, for instance, in Anderson [108]. In 
the expressions above, u, v, w are the Cartesian velocity components, ρ the density, p the 
pressure, and T the temperature. The perfect gas relationship p=ρT/(γM2), Sutherland’s law 
for viscosity, and a constant molecular Prandtl number (Pr = 0.72) are also assumed.  
The above governing equations correspond to the original unfiltered Navier-Stokes 
equations, and are used without change in laminar, transitional or fully turbulent regions of 
the flow. Unlike the standard LES approach, no additional sub-grid scale (SGS) and heat 
flux terms are appended. Instead, a high-order low-pass filter operator is applied to the 
conserved dependent variables during the solution of the standard Navier-Stokes equations. 
This highly-discriminating filter selectively damps only the evolving poorly-resolved high-
frequency content of the solution. This filtering regularization procedure provides an 
attractive alternative to the use of standard SGS models, and has been found to yield suitable 
results for several canonical turbulent flows [109, 110] on LES-level grids. 
All simulations are performed employing the extensively validated high-order FDL3DI 
Navier-Stokes solver, described in more detail by Visbal and Gaitonde [111].  In this code, a 
finite-difference approach is used to discretize the governing equations, and all spatial 
derivatives are obtained employing a 6th-order compact-differencing scheme. In order to 
eliminate high-frequency spurious components, an 8th-order Pade-type low-pass spatial 
filtering operator [111] is also incorporated. This filter is applied to the conserved variables 
along each transformed coordinate direction after each time step or sub-iteration.  For 
transitional and turbulent flows, this filtering technique provides a high-order implicit LES 
approach, as previously noted. 
For the case of a manoeuvring wing, the grid is moved in a rigid fashion using the prescribed 
wing motion. To ensure that the Geometric Conservation Law (GCL) is satisfied, the time 
metric terms are evaluated employing the procedures described in detail in Visbal and 
Gaitonde [112]. 
Computations were carried out employing the low-aspect-ratio plate wing configuration 
considered in an earlier computational study [113]. The plate has an aspect ratio of two, a 
uniform thickness t/c = 0.016 and all edges are squared-off.  This configuration differs from 
the present experiments, which employ rounded edges. The sensitivity of the plate thickness 
and edge rounding was studied computationally for a more affordable 2D plunging plate 
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case.  No fundamental changes in the overall unsteady flow structure were found for the low 
Reynolds number and highly forced conditions of interest in this paper. 
Computations were performed on a stretched Cartesian mesh containing approximately 30 
million grid points.  The grid consisted of five zones and had overall dimensions of 440 x 
469 x 146 in the streamwise, normal and spanwise directions respectively.  Clustering was 
provided near the plate in order to capture the complex near-field vortical structure generated 
by the plunging motion.  The mesh was decomposed into a set of 256 overlapped sub-
domains or blocks which were assigned to individual processors.  A five-point inter-block 
overlap was employed in order to retain high-order numerical accuracy. 
The boundary conditions were prescribed as follows. Along the entire wing surface, a no-slip 
adiabatic condition was employed in conjunction with a zero normal pressure gradient.  The 
surface velocity components were determined from the imposed plunging motion. In order to 
improve spatial resolution with available computational resources, the flow was assumed to 
be symmetric about the wing centerline.  This simplification was considered based on 
examination of previous plunging wing experiments by Yilmaz and Rockwell [88].  
Furthermore, the present experiments are performed for a half-wing configuration with a 
small gap as noted earlier. On the far field boundaries, located approximately 100 chords 
away from the wing, freestream conditions were specified. It should be noted that prior to 
reaching this boundary, the grid is stretched rapidly.  This stretching in conjunction with the 
low-pass spatial filter provides a buffer-type treatment found to be quite effective in reducing 
spurious reflections. 
Plunging simulations were started from the previously computed static solution at the 
corresponding mean angle of attack.  Simulations were then advanced in time for ten cycles, 
and phase-averaged information was obtained from the last eight cycles to isolate start-up 
transients. A very small computational time step ∆tU∞ /c = 6.158 x 10
-5 was prescribed in 
order to provide sufficient temporal resolution of the fine-scale transitional vortical structure. 
This value of ∆t corresponded to 25,000 time steps per cycle for a Strouhal number Stc 
=0.65. Finally, all computations were performed employing a low freestream Mach number 
M = 0.05, as required with the present compressible Navier-Stokes solver.  
The flow structures are presented in Figure 6.1, reflected about the wing centreline (z = 0) 
with the assumption of lateral symmetry. (Note that the calibration process near the end 
plate, outlined in section 3.4, resulted in a loss of 3 mm at the root of the wing. Therefore a 
discontinuity in the measured vortical structures appears near the symmetry plane in Figure 
6.1). The three-dimensional phase-averaged flow structure is represented using an iso-
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surface of the Q-criterion (Qc/U∞ = 20). It should be noted that the computational grid is 
much finer than the prescribed spatial resolution in the experimental measurements, and 
therefore the computational results were filtered onto the PIV mesh using a procedure 
described elsewhere [114]. Despite the fact that many more cycles have been used in the 
experiment to achieve a smoother phase-averaged representation, overall good agreement is 

















Figure 6.1: A twelve-phase comparison between CFD and experimental results, 
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As the wing plunges downward (Figure 6.1b-e), a leading-edge vortex is formed due to the 
increasing effective angle of attack. This vortex is fairly coherent in the spanwise direction 
and is pinned at the front corners of the plate. In the experiments, the vortex does not extend 
all the way to the symmetry plane as explained above. The formation and strengthening of 
the tip vortices is also observed during the downstroke motion. The tip vortices join with the 
trailing-edge vortex (containing vorticity generated on the bottom surface) to form a vortex 
loop extending from one wing front corner to the opposing edge. Near the end of the 
downstroke (Figure 6.1f,g), spanwise undulations of the leading-edge vortex are observed.  
As the wing moves upwards (Figure 6.1h-k), the leading-edge vortex detaches from the wing 
front corners. Following its detachment, the leading-edge vortex evolves into an “arch-type” 
structure similar to that found by Visbal [115]. The legs of the arch-vortex move downstream 
and towards the wing centerline and the vortex height also increases. During the upstroke, 
the tip vortices appear to break down and the trailing-edge vortex is shed into the wake. 
Although the basic flow structures are similar in the experiments and computations, there 
appears to be a small relative shift. For instance, in Figure 6.1k, the legs of the vortex are 
closer to the centerline in the experiments.  Also in Figure 6.1k, both the computed arch and 
trailing edge vortices are displaced slightly upstream of the experimental counterparts. For 
this relatively moderate-amplitude high-frequency heaving motion, the arch-vortex remains 
over the wing well into the next plunging cycle. For instance, in Figure 6.1d, the arch vortex 
is still located near the mid-chord and does not reach the plate trailing edge until the 
initiation of the subsequent upstroke (Figure 6.1h).  
A comparison is made wtih the results obtained with the 2D PIV system, by plotting 
spanwise vorticity of the phase-averaged measurements in Figure 6.2, acquired at the 
midspan of the wing (z/c = 0.5). Again, there appears to be a good overall agreement with 
respect to vortex size, location and strength. However, finer shear layer structures appear to 
be poorly resolved with the volumetric system. This can be explained by the difference in the 
grid spacing. It is interesting to consider that the case shown so far consists of a leading edge 
vortex on the midspan plane that appears to ‘detach’ from the surface of the wing and 
undergo a considerable loss of vorticity, as it is subject to the oncoming flow. CFD and 
volumetric measurements, indicate that the vortex has a tendency to move towards the wing 
centreline. Therefore, while 2D-PIV provides a relatively quick and high-resolution 
interrogation of the flow, it is unsurprising that it is unable to reveal whether the reduction in 
vortex strength is the result of vortex breakdown or of reorientation of the vortex filament. 
Both phenomena would affect the spanwise component of vorticity, ωz.  






Figure 6.2: A comparison of non-dimensional spanwise vorticity, ωz* = ωzc/U∞, 
between CFD, PIV and volumetric velocimetry measurements, at a plane halfway 
along the span of the b/c = 1 rectangular wing (z/c = 0.5). 
 
6.2 Effect of Strouhal number 
From this point forward we present the volumetric velocimetry measurements. In Figure 
6.3(a-f), the effect of Strouhal number on the vortex structures generated by the sAR = 1 
rectangular flat plate is investigated. Iso-surfaces are defined by non-dimensionalised 
vorticity magnitude and the contours represent the non-dimensionalised spanwise component 
of vorticity. In Figure 6.3, Strouhal number is organized by column and cycle location by 
row. In agreement with the 2D PIV measurements, the time scale diminishes with increasing 
Strouhal number, and so the separation distance between leading edge vortices, formed in 
adjacent cycles, also diminishes. At a Strouhal number of Stc = 0.4, which is closer to the 
value of Stc = 0.34 studied by Yilmaz and Rockwell [88] and Visbal [115], a single plunging 
cycle is enough to allow the leading edge vortex to pass over the entire wing. This prevents 
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undergoes rapid growth and deforms significantly at the bottom of the oscillation (t* = 0.5). 
The sudden expansion of the leading edge vortex was also observed at the midspan using 2D 
PIV measurements, however, the location coincides more importantly with the curvature of 
the vortex. Therefore, as described in the above subsection, the disappearance of the vortex 
from the 2D PIV measurements should not be attributed to vortex breakdown, but instead 




Figure 6.3(a-c): Isometric views of the vortices that surround the b/c = 1 
rectangular wing at 4 phases in the cycle for various frequencies: a) Stc = 0.4, b) 
Stc = 0.6 and c) Stc = 0.8. Iso-surfaces represent constant vorticity magnitude, |ω*| 
= |ωc/U∞| = 8, 15 and 25 and colour maps indicate spanwise vorticity. 
Increasing the Strouhal number appears to have a significant effect on the compactness of 
the vortex as well as the deformation of the filament. This is evident when comparing the 
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to be highly Strouhal number dependent, remaining closer to the tip of the wing with 
increasing Strouhal number.  This effect is far more evident at the higher frequencies of Stc = 




Figure 6.3 (d-f): Isometric views of the vortices that surround the b/c = 1 
rectangular wing at 4 phases in the cycle for various frequencies: d) Stc = 1.0, e) 
Stc = 1.2 and f) Stc = 1.35.  Iso-surfaces represent constant vorticity magnitude, 
|ω*| = |ωc/U∞| = 8, 15 and 25 and colour maps indicate spanwise vorticity. 
At these frequencies, rather than developing into an arch-shaped structure, the vortex 
filament takes a sharp 90° turn from the surface of the wing. As the cycle progresses, the 
gradual inboard movement of the leading edge vortex becomes less evident. Also, note that 
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than being parallel to it, as for low Strouhal numbers. It is interesting to observe that this 
phenomenon of vortex tilting was not observed for the high Strouhal number case 
investigated by Visbal [116]. Bearing in mind a much smaller amplitude of h0 = 0.0625c was 
investigated, it appears this may be limited to high amplitude high frequency motions. 
Vorticity iso-surfaces from a side view are presented in Figure 6.4 (a-f). At the lower 
Strouhal numbers, the inboard portion of the LEV travels further as the outboard portion near 
the tip stretches (see Figure 6.4b at the top of the oscillation), which is similar to what was 
observed by Visbal [113]. At higher Strouhal numbers, this stretching near the tip is notably 
attenuated (see Figure 6.4f at the top of the oscillation). Observe also the formation of a 
lower surface leading edge vortex at the top of the oscillation. This is similar to the 
observations of Visbal [113].  It first appears at Stc = 0.8 and grows rapidly as the Strouhal 
number is increased.  Time-averaged lift measurements indicate a reduction in lift beyond Stc 
= 0.75.  The formation of a lower surface LEV, which effectively provides a suction force 
counteracting the effects of the upper surface LEV, indicates good correlation with the 
characteristics of the mean lift curve.  
Considering the low aspect ratio of the wing as well as the high mean angle of attack, it is 
important to consider the nature and possible role of the tip vortex on the ensuing near-
surface flow structures.  Regardless of Strouhal number, the tip vortex forms in-phase with 
the oscillation, developing during the downward motion of the wing. Whilst the upstream 
section of the tip vortex is pinned to the front corners, the downstream section is seamlessly 
connected to the trailing edge vortex. The first half of the downstroke sees a completely 
attached tip vortex, whose downstream portion begins to ‘detach’ during the second half of 
the downstroke (see for example Figure 6.4c). Lower plunging frequencies promote the 
detachment process due to the high geometric angle of attack and early shedding of the 
trailing edge vortex. It is also interesting to observe that halfway through the upstroke, a 
vortex ring appears close to the rear corner of the wing (see Figure 6.4 (d-f)). 
Iso-surfaces defined by Q-criterion at t* = 0.75 in the cycle are presented in Figure 6.5 to 
further explore the vortex ring. Although the iso-surfaces represent a constant Q-criterion 
value, colour maps have been superimposed to illustrate any variation in the streamwise 
component of vorticity, ωx. This allows the reader to differentiate between tip vortices 
formed during the downstroke and upstroke. It is interesting to consider that increasing the 
Strouhal number has the effect of increasing the effective angle of attack, which has a direct 
consequence on the tip vortex. At higher Strouhal numbers the effective angle of attack is 
negative enough during the upstroke to generate a tip vortex of opposite sign, on the lower 
surface, despite the high positive geometric angle of attack. The Q-criterion effectively 
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isolates a vortex from its adjacent shear flow, to allow one to more easily visualize the vortex 
structure. It is now evident that the vortex ring consists of an interaction between lower and 
upper surface tip vortices. The comparison at various Strouhal numbers suggests that the 
phenomenon is associated with high frequency oscillations. 
 
 
Figure 6.4(a-c): Side views of the vortices that surround the b/c = 1 rectangular 
wing at 4 phases in the cycle for various frequencies: a) Stc = 0.4, b) Stc = 0.6 and 
c) Stc = 0.8.  Iso-surfaces represent constant vorticity magnitude, |ω*| = |ωc/U∞| = 
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Figure 6.4(d-f): Side views of the vortices that surround the b/c = 1 rectangular 
wing at 4 phases in the cycle for various frequencies: d) Stc = 1.0, e) Stc = 1.2 and f) 
Stc = 1.35.  Iso-surfaces represent constant vorticity magnitude, |ω*| = |ωc/U∞| = 8, 
15 and 25 and colour maps indicate spanwise vorticity. 
 
In Figure 6.6, a lower surface isometric view of the Q-criterion iso-surface at t* = 0.75 is 
provided to clarify how the vortex ring is formed. A complex interaction occurs in which the 
lower surface tip vortex remains connected to the trailing edge vortex and its fine shear layer 
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Figure 6.5: A side view of the Q-criterion iso-surfaces surrounding the b/c = 1 
rectangular wing at t* = 0.75 for various frequencies: a) Stc = 0.4, b) Stc = 0.6, c) 
Stc = 0.8, d) Stc = 1.0, e) Stc = 1.2 and f) Stc = 1.35.  Iso-surfaces represent constant 
















Figure 6.6: An isometric view of the lower surface of the b/c = 1 wing at t* = 0.75, 
for Stc=1.35.  Iso-surfaces represent constant Q-Criterion, Qc/U∞ = 15, 30 and 45 
and colour maps represent streamwise vorticity. 
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In Figure 6.7 a cross-stream slice through the tip vortex ring, 0.1c upstream of the trailing 
edge is analysed. Observe that with increasing frequency, both the upper and lower surface 
tip vortices strengthen.  Moreover, their close interaction results in an induced velocity with 
a strong spanwise component. This results in a spanwise expansion of the wake vortex 
system at least in the vicinity of the wing.  It should be noted that in the previous work on 
pitching wings at high Strouhal number, wake vortices have been observed to undergo 
spanwise compression [86, 116], for which tip vortices have an induced velocity directed 
towards the symmetry plane of the wing.  Although, conclusions can not be made on the 
manner in which the wake vortices evolve further downstream, the tip vortices, do, at least in 
the vicinity of the trailing edge, seem to differ significantly from these studies.   
Previous findings of vortex rings report vortex loops consisting of leading-edge vortex, tip 
vortex, and trailing-edge vortex. Vortex rings have in the past been visualized using a similar 
volumetric velocimetry technique [106]. The literature also provides flow visualizations [84, 
85] and numerical simulations [86, 87] that exemplify the vortex rings that one generally 
encounters downstream of an oscillating wing. However, the composition of these vortex 
loops is fundamentally different from the tip vortex ring discovered in this study. Unlike 
previous findings, the tip vortex ring, is derived solely from the joining of two tip vortices 
that originate from the same wingtip, however, from different half cycles (for upward and 
downward motion of the wing). Uniquely, the induced velocity has a dominant spanwise 
component that propels the tip vortex ring in an outward direction from the tip of the wing. 
To the best of our knowledge, this is the first observation of such vortex rings. This 




















Figure 6.7: Cross-stream slices through the tip vortex of the b/c = 1 rectangular wing, 
taken 0.1c upstream of the trailing edge, show non-dimensionalised vorticity along the 
x-axis (left column), ωx* = |ωxc/U∞|, and non-dimensionalised spanwise velocity (right 
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6.3 Effect of planform shape 
In this section, the flow structures of four planforms are directly compared. In Figure 6.8, the 




Figure 6.8: A comparison between planforms at Stc = 0.6. Iso-surfaces represent 
constant vorticity magnitude, |ω*| =7, 15 and 25 and colour maps represent 
spanwise vorticity. 
The higher aspect ratio rectangular wing generates a very similar vortex structure to the one 
that appears on the lower aspect ratio rectangular wing. Observe that increasing the span has 
little effect on the flow generated closer to the tip. Outboard of the wing, the LEV evolves in 
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vertically on the surface of the wing.  However, further inboard, the span has greater 
influence and the two show dissimilar flows.  At the top of the oscillation observe that the 
LEV is more distorted.  Moreover, as the LEV begins to deform, half an arched shaped 
structure is absent, and instead, the vortex filament is redirected back towards the surface 
and then levels out before it reaches the endplate. Effectively, the full span wing would 
encounter a double peak structure rather than a single peak structure, which then advects 
downstream. 
Yilmaz and Rockwell [117] compared the vortical flow patterns for rectangular and elliptical 
wings for a pitch-up motion. In this study, the effect of plunging an elliptical planform for 
periodic plunging motion is also considered. The LEV appears to deform and progress 
inboard in a very similar manner. While the overall filament shapes are similar, the reduction 
in chord length along the span of the elliptical wing has a significant impact on its interaction 
with the trailing edge vortex. For example, at the middle of the downstroke the anchor point 
of the leading edge vortex has reached the trailing edge of the wing and attempts to join with 
the trailing edge vortex. The filament of the leading edge vortextherefore reorientates in 
order to match the orientation of the trailing edge vortex. This continues into the upstroke. 
With respect to the tip vortex, the two planforms are quite dissimilar. The change in 
planform not only affects the shape and strength of the tip vortex, but it also appears to affect 
the ‘detachment’ process it undergoes during the upward motion of the wing. Whereas the 
rectangular planform encourages an abrupt detachment from the leading edge vortex, the 
elliptical planform ensures a relatively slow release whilst remaining connected to the 
leading edge vortex (see phase a).  
Figure 6.9 considers a higher Strouhal number of Stc = 0.8. Once again, similar vortex 
structures are observed at the tip region of the rectangular planforms. However, in this case, 
the increase in Strouhal number encourages the vortex to remain more coherent in the 
spanwise direction, inboard of the b/c = 2 wing. The effect on the elliptical wing is different 
at this Strouhal number and instead, the leading edge vortex undergoes a remarkable 
transformation, developing a distinct undulation (see phase c). To the authors’ knowledge 
this is the first time that this has been reported. This Strouhal number coincides with the 
second peak in lift. It is interesting to see that the structure does bear some resemblance to 
the LEV on the rectangular wing at the lower frequency (see phase c in Figure 6.8).  The 
overall outboard shape of the leading edge vortex is very similar.  Since only a select number 
of Strouhal numbers are considered, it is possible that the extreme undulation encountered on 
the elliptical wing also occurs on the rectangular wing at some intermediate Strouhal number 
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not considered in this study. Therefore, concluding that this is simply an elliptical wing 
phenomenon is not possible.  
The tip vortex ring is also of particular interest. The comparison of planforms for an 
operating frequency of Stc = 0.8, indicates that the phenomenon continues to exist on the 
larger aspect ratio rectangular wing. Furthermore, the overall shape and positioning of the 
ring, appears to be unaffected by the change in span length. The effect of an elliptical 
planform, is considerably different in that it evidently prevents the formation of the tip 




Figure 6.9: A comparison between planforms at Stc = 0.8. Iso-surfaces represent 
constant vorticity magnitude, |ω*| =7, 15 and 25 and colour maps represent 
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A similar comparison of flow structures is shown in Figure 6.10 at a Strouhal number of Stc 
= 1.0. The higher plunging frequency appears to damp any strong undulations across the 
span of the wings. Observe, instead, that the LEV anchor point remains quite close to the tip, 
developing a strong kink, similar to that observed for the lower aspect ratio case, and moves 
further away from the surface further inboard of the wing. This is the case for both 
rectangular and elliptical planforms. The considerable vertical movement agrees well with 
the time-averaged measurements, which indicate a reduction in lift performance at the higher 
Strouhal numbers. This appears to be exacerbated by the larger span wings.  
 
 
Figure 6.10: A comparison between planforms at Stc = 1.0. Iso-surfaces represent 
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Evidently, the three-dimensional structures that reside on the surface of these plunging wings 
are quite complex, and require that all three velocity components be resolved to understand 
how these vortex filaments evolve across the surface. It is interesting to consider in more 
detail how the spanwise undulations form during the plunging motion. Vortex core locations 
are presented in Figure 6.11 using the Q-criterion as a core identification tool. This has been 
carried out for the elliptical wing at various cycle locations and Strouhal numbers. It allows 
one to more adequately superimpose the entire vortex trajectory onto a single figure. For 
example, the relative motion of the LEV anchor point can be observed more clearly 
throughout the cycle for the different Strouhal numbers, as well as how the spanwise peak in 
the filament travels inboard of the wing. The large undulation observed in Figure 6.9, 
appears in Figure 6.11b. Apparently, the undulation exists quite early on in the cycle, 
initially existing close to the tip of the wing (see Figure 6.11b at the bottom of the cycle). As 
the cycle progresses, the undulation both amplifies and travels inboard. This occurs for all 
three Strouhal numbers; however, the change in Strouhal number alters the time scale and 
therefore, the progression of this ‘travelling wave’. For example for Stc = 0.6, the trough is 
quite close to the root of the wing, for Stc = 0.8 the trough is closer to the midspan of the 
wing, and for Stc = 1.0, the trough is closer to the tip of the wing. 
A more detailed analysis of the progression of the undulation is shown in Figure 6.12 for 
both the elliptical and rectangular wing. This was carried out at Stc = 0.75 as it coincided 
with the second peak in the time-averaged lift. Twelve phases in the cycle were used to 
develop this figure. Observe the progression of the undulation at each of the twelve phases. It 
is interesting to observe that the undulation appears far more prominent for the rectangular 
wing.  This emphasises that although the phenomenon appears at a range of Strouhal 
numbers, its overall shape is highly sensitive to Strouhal number and is not limited to the 
elliptical planform. 
   
 
 







Figure 6.11: Vortex core tracking for the b/c =2 elliptical wing at a) Stc = 0.6, b) 
Stc = 0.8 and c) Stc = 1.0, viewed from downstream of the wing. The wing 
corresponds to its location at the bottom of the cycle. 
 






Figure 6.12: Vortex core tracking for the b/c = 2 a) rectangular and b) elliptical 
wings, at Stc = 0.75, viewed from different angles. The wing corresponds to its 
location at the bottom of the cycle. 
 
6.4 Summary 
A volumetric velocimetry technique has been used to analyse the three-dimensional flow 
generated by plunging elliptical and rectangular wings. The wings were set to a fixed 
geometric angle of attack of 20° and forced to undergo a sinusoidal vertical displacement. 
This study focussed on the small-amplitude oscillations. Three-dimensional vortex structures 
have been analysed including the formation and evolution of the leading edge vortex with 
respect to Strouhal number. A comparison between experimental and computed results 
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shows good agreement between the main flow features. At low Strouhal numbers the vortex 
anchors itself to the surface of the wing gradually moving inboard as the cycle progresses. 
Increasing the Strouhal number forces this vortex to remain closer to the tip of the wing. 
Several distinct fluid dynamic features have been identified including the presence of a tip 
vortex ring at sufficiently high Strouhal number. Vorticity iso-surface plots reveal it consists 
of tip vortices generated on both the downstroke and upstroke of the oscillation, despite the 
large positive geometric angle of attack. The tip vortex ring contains a region of strong 
spanwise induced velocity, propelling itself outward from the wing tip. This phenomenon is 
absent on the elliptical wing within a range of Stc = 0 - 1.35.  
At particular Strouhal numbers, the LEV deforms significantly as it travels across the wing, 
in some instances developing large undulations in the spanwise direction. A vortex core 
identification tool has been used to illustrate its resemblance to a travelling wave that 
propagates inboard as the wing oscillation takes place. This phenomenon appears to be 
affected strongly by Strouhal number. In some cases for higher aspect ratio wings, two 
arched shaped vortical structures may exist on the full wing. 
A lower surface leading edge vortex has also been identified, which strengthens with 
increasing Strouhal number. This is shown to coincide with the reduction of time-averaged 
lift beyond a Strouhal number range of Stc = 0.65-0.75. The reduction in lift is further 
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Chapter 7  
Conclusions 
This chapter summarises some of the main findings of this Thesis. 
7.1 Low Aspect Ratio NACA0012 Wing 
A sAR = 2 rectangular NACA0012 wing, has been studied at Re = 10,000-30,000 to 
investigate the aerodynamic forces and fluid structures generated when forced to undergo a 
small-amplitude harmonic plunge. The wing is set to a positive geometric angle of attack (α 
= 10°-20°) 
• A lift coefficient of CL = 1.65, 162% more than the stationary wing, is achieved by 
plunging the wing with α = 20° and h0/c = 0.15. 
• Peaks in the time-averaged lift curve are shown to exist for the finite wing, 
demonstrating optimal lift at particular Strouhal numbers. 
• The peak locations are on the order of the natural vortex shedding frequency of the 
stationary wing. 
• At locations corresponding to troughs in the lift curve, an adverse interaction occurs 
between the leading edge and trailing edge vortex, resulting in time-averaged 
separated flow. These separated flows are minimised at Strouhal numbers 
corresponding to peaks in the curve. 
• Similar vortex patterns to those on a plunging 2D airfoil are shown to exist at the 
midspan plane of the finite wing. 
• At high Strouhal number (based on amplitude), leading edge vortex dissipation with 
the upward moving wing persists even with the finite wing. 
  140 
• The peaks in the time-averaged lift curve are suppressed by reducing the angle of 
attack. 
7.2 Effect of Wing Geometry 
Rectangular and delta wings are studied using flat plate profiles in order to extend the study 
carried out on the rectangular NACA0012 wing. 
• A sAR = 2 rectangular flat plate promotes earlier formation and shedding of the 
leading edge vortex than the NACA0012 wing. 
• Peaks in the time-averaged lift curve occur at lower Strouhal numbers for the sAR = 
2 rectangular flat plate. 
• Improvements in lift are observed with the sAR = 2 rectangular flat plate compared 
to the NACA0012 wing, while operating at moderate Strouhal numbers (Stc < 0.75), 
with α = 20° and h0/c = 0.15. 
• At high Strouhal numbers (Stc > 0.75), the sAR = 2 rectangular flat plate loses lift due 
a precipitant detachment process of the leading edge vortex. 
• A moderate sweep of Λ = 27° generates greater CL than a sAR = 2 rectangular wing 
while operating at similar parameters of α = 20° and h0/c = 0.15.  
• Delta wings generate similar vortex patterns at the midspan plane. 
• Peaks are shown to exist even in the time-averaged lift curve of the delta wing 
planform; occurring in the order of the natural vortex shedding frequency of the 
stationary wing.  
• At these frequencies, time-averaged separated flow is consistently minimised, in a 
similar fashion to the rectangular planforms. 
7.3 Volumetric Velocimetry Measurements 
Volumetric velocimetry measurements were performed on various low aspect ratio wings in 
order to resolve the three-dimensional structures that evolve with time and Strouhal number.  
7.3 Volumetric Velocimetry Measurements  
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• The leading edge vortex anchors itself to the surface of the wing, in order to satisfy 
Helmholtz’s Second Theorem, and allowing the tip vortex to detach and shed 
downstream with the trailing edge vortex. 
• The leading edge vortex travels inboard during the plunge cycle; however, the 
inward motion is suppressed at higher Strouhal numbers. 
• At high enough Strouhal number (Stc > 0.8), the rectangular wings exhibit a 
phenomenon in which the tip vortices, from neighbouring half cycles, combine to 
form a vortex loop whose self-induced velocity propels it outward in a spanwise 
direction. 
• The rectangular wings, experience similar flow characteristics at the tip of the wing. 
At the root, undulations in the leading edge vortex, in the form of a travelling wave, 
may develop at moderate Strouhal numbers (Stc ~ 0.8). This is intensified with 
higher aspect ratio wings. 
• The elliptical planform prevents the formation of the tip-vortex ring, however, 
experiences similar leading edge vortex characteristics as the rectangular planforms. 
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Chapter 8  
Future Work 
Following the study described in this thesis, a number of ideas have surfaced regarding 
further work that may be carried out. 
Time-averaged force measurements are presented as a function of Strouhal number 
throughout this thesis. However, the instantaneous aerodynamic forces generated by the 
various wings are also of interest. While time-averaging adequately describes the overall 
performance of a given wing, knowledge of the instantaneous, or phase-averaged, forces 
allows a direct comparison with phase-averaged velocity measurements. This requires 
further analysis. 
A number of geometries are investigated in this thesis, however, cambered wings were not 
considered. This again may merit some investigation considering their prevalence in nature. 
Its effect on oscillating wings is not well known. In this thesis, the NACA0012 wing 
demonstrated an ability to maintain the leading edge vortex close to the leading edge surface 
at high Strouhal numbers. This failed to occur for the thinner flat plate. It would be 
interesting to consider how the leading edge vortex would react to a cambered wing.  
An interest lies in the effects flexibility have on the aerodynamic forces generated by the 
oscillating wing. Studies at the University of Bath are now in place to investigate these 
effects on a low aspect ratio wing set to a positive geometric angle of attack. Moreover, this 
introduces the ability to investigate the effects of oscillating the wing at a resonant frequency 
and its effect on the fluid mechanics and thus performance.   
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Leading-edge vortex formation and breakdown have been measured over a periodically 
plunging nonslender delta wing at a high angle of attack, using a three-dimensional particle 
tracking method.  A very rare type of vortex breakdown in the form of a double helix has 
been captured in the phase-averaged flow at a specific phase of the oscillation cycle. 
 
1. Introduction 
Vortex breakdown is a sudden expansion of vortices, which was first observed over 
delta wings.  Related experimental investigations also included vortex breakdown generated 
in tubes.  This has subsequently, been investigated in detail, as this phenomenon affects both 
steady and unsteady aerodynamics of delta wings.  Aspects of vortex breakdown over delta 
wings and tubes were reviewed by Hall (1972), Leibovich (1984), Escudier (1988), 
Rockwell (1993), Délery (1994), and Gursul (2005). Different explanations of this 
phenomenon were put forward over several decades. 
Basically, two types of breakdown were identified, a bubble-type and spiral type. 
The former appeared axisymmetric, whilst the latter appeared strongly nonaxisymmetric 
with a spiral or corkscrew shape.  Both types of breakdown were observed over delta wings 
and vortex tubes, although the spiral type is more common over delta wings (Gursul 2005). 
Upstream of breakdown the flow was found to be stable and perturbations to the 
vortex do not grow. However, downstream of breakdown the flow was found to be unstable 
and contained nonaxisymmetric disturbances with periodic oscillations (Garg and Leibovich 
1979; Gursul 1994).  The disturbances may be presented as exp{i(kx+nφ−ωt)}, where ω is 
the frequency, k the wavenumber in the axial direction, and n the wavenumber in the angular 
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direction.  It was shown that the periodic oscillations downstream of breakdown correspond 
to |n| = 1.  This is consistent with the observations of the spiral breakdown.  The bubble type 
is very rare over delta wings and it was suggested that the spiral form is a consequence of the 
instability of the essentially axisymmetric (bubble-like) form (Escudier 1988).  The 
axisymmetric type is generally found in axisymmetric geometries (tubes). 
Higher modes (|n| > 1) are theoretically possible and may have increasing growth 
rate with increasing |n| (Lessen et al. 1974). However, these higher modes are very rare 
experimentally. Instead, |n| = 1 mode is commonly found, which is the only mode having 
nonzero radial velocity component on the axis (Leibovich 1984). The boundary condition at 
the vortex axis requires finite and bounded velocity components. This condition requires that 
the amplitude of the azimuthal and radial velocity components must vanish at the vortex axis 
for all |n| ≠ 1, this may explain why |n| = 1 mode is preferred experimentally as it is difficult 
to eliminate disturbances. 
Only rare observations of a higher mode with |n| = 2 were made by Sarpkaya (1971) 
and Escudier and Zehnder (1982) in vortex tube experiments. Sarpkaya reported that extreme 
care for axisymmetry was essential in obtaining the |n| = 2 double-helix mode. (The vortex 
was perfectly centred and every precaution was taken to eliminate any disturbances). This 
mode was found highly sensitive to small disturbances, explaining why it is so rare to 
observe. To the best knowledge of the authors, the double-helix mode was not previously 
observed over delta wings. This can be attributed to the lack of symmetry and possibly added 
disturbances due to the small scale vortices that exist in the shear layer that wraps around the 
leading-edge vortex. 
In this paper, we show for the first time, that the double helix mode exists over a 
plunging delta wing during some part of the oscillation cycle; it is repeatable and can be 
found in the phase-averaged flow field. This is accomplished by the application of a three-
dimensional particle tracking method for the three-components of the velocity vector field in 
a volume. 
 
2. Experimental Methods 
Experiments were carried out in a free-surface closed-loop water tunnel (Eidetics® 
Model 1520) at the University of Bath.  It has a working test section that is 381 mm deep, 
508 mm wide and 1520 mm long.  A speed controller allows variable flow speeds of up to 
0.5 ms-1.  The flow is conditioned by a series of interchangeable elements, located upstream 
from the contraction section, in order to reduce turbulence intensity to less than 0.5%.   
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The forced plunging motion is provided by a ‘shaker mechanism’, consisting of an 
AC 0.37 kW Motovario three-phase motor, using a 5:1 gearbox reduction and a basic rotary 
to linear crank mechanism.  The crank arm was long enough to allow the wing to perform a 
near sinusoidal displacement. The maximum difference between a sinusoidal displacement 
and the theoretical displacement achieved by the crank mechanism is 0.75% of the peak to 
peak amplitude. In order to verify this prediction, a PIV camera was used to track the trailing 
edge of the wing. The trailing edge location was within 1.25% of the sine curve. Conforming 
to a pure plunging motion, the angle of attack is fixed throughout the cycle.  The frequency 
is managed by an IMO Jaguar Controller and the amplitude is set by fixing the link bar at 
various distances from the centre of rotation.  An illustration of the rig has been provided in 
Figure 13.  
Experiments were carried out on a delta wing with a sweep angle of Λ = 50°. This 
sweep angle was chosen because of the large amount of available data in the literature 
(Gursul et al. 2005). The wing was made from stainless steel, has a bevelled leading edge of 
45° and round trailing edge.  It has a root chord length of c = 100 mm, span of b = 83.9 mm 
and thickness of t = 3 mm.  The wing design represents a half-span model that sits fully 
submersed in water, for which an endplate is used at the root to simulate the location of a 
symmetry plane.  Clearance between the splitter plate and the wing was maintained at 1 mm, 
providing a gap of 1.2%c.  The blockage ratio achieved by the stationary wing is less than 
1.0% at 27° angle of attack.  The latter was chosen based on the previous work (Gursul et al. 
2005), in order to operate within a post-stall regime, consistent with vortex breakdown at the 
wing apex as well as fully separated flow over the wing.  Force measurements and dye flow 
visualisation were carried out to confirm all the above. 
The flow speed (U∞ = 0.214 ms
−1) was adjusted to operate at a Reynolds number of 
20,000 based on the root chord length.  The enforced oscillatory plunging motion had an 
amplitude of h = 0.15c and operated at a non-dimensional frequency of Stc = fc/U∞ = 0.4, 
corresponding to a reduced frequency of  k = pifc/U∞ = 1.26. The maximum plunge velocity 
was 0.081 ms−1 (38% of the freestream velocity), which corresponds to a change of effective 
incidence of 20.7°. Hence, the minimum and maximum angles of attack were 6.3° and 47.7° 
respectively. 
The flow measurements presented in this study were acquired using a volumetric 
three-component velocimetry (TSI V3V) laser system based on the techniques developed by 
Pereira and Gharib (2002) on defocusing digital particle image velocimetry (DDPIV).  The 
volume of interest was illuminated using a dual ND:YAG 200 mJ pulsed laser, equipped 
with two cylindrical lenses placed at 90 degrees to each other to generate the required laser 
cone.  Seeding was carried out using 50 µm hollow glass particles.  The defocusing concept 
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exploits the ability to use multiple off-axis apertures to generate defocused particle images 
whose separation distance and location can give an indication of the particles’ position in 
three-dimensional space. Three 4 MPixel 12 bit CCD cameras are placed to form an 
equilateral triangle.  The intersection of their viewing cones produces an observable domain 
whose most distant point is set as the intersection of the three focal planes. If the three 
images were superimposed, a particle in three dimensional space would appear thrice, on the 
vertices of a triangle, corresponding to each of the three cameras.  The centre and size of the 
triangle determines the particle’s in-plane and out-of-plane location, respectively.   
A rectangular plate with 5 mm spaced grid dots is translated across the volume of 
interest, capturing an image at 5 mm intervals, which are then filtered through a particle 
identification algorithm in order to calibrate the system and generate a camera signature 
graph.  Experiments were carried out using a pair of laser cones, fired 900 µs apart, 
straddling two neighbouring camera frames.  The particles are identified in each of the 6 
captured images using 2D Gaussian fitting.  Three dimensional coordinates are then 
determined using triangulation of the particle images based on the calibration triplets for 
each set of captured images. A 3D particle-tracking algorithm, first proposed by Baek and 
Lee (1996) is performed based on the triplets identified in each of these camera frames.  The 
relaxation method essentially uses an iterative process to update the probability of two 
particles matching between two frames, at each step, using neighbour particle displacement 
similarity criteria as well as flow estimates, and then choosing the particle match with 
greatest probability.  This is outlined in more detail by Pereira et al. (2006).  In addition, a 
median filter was applied to remove any outliers.  The final step uses Gaussian interpolation 
on the randomly spaced vectors to generate a series of uniformly spaced velocity vectors 
centred within 8 mm voxels with 65% overlap, producing a spatial resolution of 2.8%c.  
These instantaneous velocity vectors have a combined uncertainty of less than 3%.  
A rotary encoder was fitted to the worm gear that generated 360 pulses per cycle.  
This was used to trigger the LaserPulse synchroniser and thus fire the laser repeatedly at any 
desired phase in the plunging motion.  The velocity vectors presented in the current study are 
all computed based on phase averaging 140 vector fields. The grid interpolation ultimately 
produced around 80,000 grid vectors within a measurement volume of 165.2 × 156.8 × 98.0 
mm.  The size and relative position of the measurement volume, with respect to the wing and 
its motion, is illustrated in Figure 14. The calibration procedure near the end plate resulted in 
a loss of 3 mm at the root of this half model wing. Note that a small portion of the leading-
edge vortex is not captured near the apex because of this reason. 
Velocity vector fields were processed within Matlab, in order to compute the desired 
flow properties.  These were then passed over to Tecplot 360 for final analysis.  Iso-surfaces 
were developed, predominantly based on vorticity magnitude.  However, in order to 
  160 
distinguish between vortical structures and shear flows, an additional vortex detection 
algorithm, the Q-criterion, has been put to use. Hunt at al. (1988) first suggested that a vortex 
can be characterised based on the second invariant of the deformation tensor.  The criterion 
is based on the ability to decompose the deformation tensor ∇u  into symmetrical and 
antisymmetrical parts, S = 0.5(∇u+∇uT )  and Ω = 0.5(∇u−∇uT )  (T is the transpose), defining 






)> 0 , such that ⋅
E
 
represents the Euclidean norm, rotational effects dominate and a vortex is said to be 
identified. Further details on the ‘Q-Criterion’ can be found in Jeong et al. (1995).   
 
3. Results 
Volumetric velocimetry measurements were acquired at four phases in the cycle and 
are presented in Figure 15.  In the left column, iso-surfaces are defined by positive Q-
criterion in order to exclude localised regions in which shear effects dominate over rotational 
flow. Values of the streamwise velocity component at two separate cross-stream planes have 
also been presented together with an iso-surface representation of the zero streamwise 
velocity. The phases correspond to the vertical extremities and centreline of the plunging 
motion.  The rectangular region sketched at the root of the wing represents the endplate, or 
symmetry plane.   
Despite the high geometric angle of attack, a coherent leading edge vortex structure 
is present at t/T = 0, the top of the oscillation. At this point in the cycle the effective angle of 
attack, induced by the plunging motion, is equivalent to the geometric angle of attack, after 
having passed a minimum at phase d.  The leading-edge vortex forms close to the surface of 
the wing, in a similar manner to stationary wings at low angles of attack.  Despite the 
formation of a coherent leading edge vortex at the top of the oscillation, there appears to 
exist no axial jet-like profile. For stationary wings, it is not uncommon to observe axial 
velocity profiles with no excess velocity, or even broad wake-like velocity, at low angles of 
attack and Reynolds numbers (Gursul et al. 2005). This is in contrast to the observations for 
the leading-edge vortices over slender delta wings.   
As the wing progresses through the plunging motion reaching maximum plunge 
velocity at t/T = 0.25, the centre of the vortex begins to move inboard and away from the 
wing.  It is interesting to see that this is consistent with the relationship between vortex 
location and increasing angle of attack of a stationary non-slender delta wing.  Reversal of 
the mean axial velocity is now observed near the trailing-edge, which is an indication of 
vortex breakdown. The onset of breakdown is not abrupt, with the core expanding in a 
conical fashion, as is typically seen in non-slender delta wings. We also observe the 
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concurrent formation of a trailing edge vortex, which in agreement with Helmholtz’s Second 
theorem, remains connected to the leading edge vortex, resulting in the deformation of the 
leading edge vortex structure. 
At t/T = 0.5, we observe the presence of a double helix structure with a sense of 
rotation opposite to that of the two vortex filaments.  The structure represents a form of 
vortex breakdown that has not been reported before over a delta wing.  Moreover, the 
measurements are phase-averaged which indicates an adequate level of repeatability of this 
structure between cycles. (Maximum standard deviation of the phase-averaged velocity 
magnitude has been found to be about 30% of the freestream velocity near the vortex axis. 
Although this appears to be large, it is typical for the vortex meandering over delta wings 
(Gursul, 2005)). Slices at different chordwise locations indicate the presence of flow reversal 
at the centre of the structure, enclosed by a region of zero streamwise velocity (see Phase c, 
middle column in Figure 3). Interestingly, the iso-surface of zero velocity exhibits a clear 
undulation (see Phase c, right column in Figure 3). Remnants of the helix structure are 
observed downstream of the wing halfway through the upstroke.  
Figure 16 compares the effect of using non-dimensional vorticity magnitude to 
define iso-surfaces at the bottom of the oscillation (t/T=0.5).  Similarities between the two 
defining parameters (Q-criterion and vorticity magnitude) are evident. Various parameters 
are shown at a plane near the trailing-edge of the wing and normal to the vortex axis in 
Figure 5. This plane is shown by the dashed line in the figure and its intersection with the 
vortex axis is located 0.14c from the trailing-edge as also sketched in the same figure. The 
double helix structure is better represented in this plane with all three variables (axial 
vorticity, total vorticity magnitude, and Q-criterion), while the Q-criterion provides the 
clearest view.  
 
4. Conclusions 
A double helix structure has been observed over a nonslender delta wing with a 
sweep angle of 50° undergoing a small amplitude plunging motion with fixed geometric 
angle of attack of α = 27° in the post-stall region.  A region of reverse axial flow resides at 
the centre of this structure that occurs at the bottom of the oscillation.  Various parameters 
have been used to analyse the flow.  A vortex identification algorithm, the Q-criterion, has 
been shown to improve visualisation of this structure.   
The |n| = 2 mode of breakdown is highly sensitive to external disturbances and rare 
in the vortex-tube experiments and has never been observed over stationary delta wings. We 
show in this paper that the double helix mode exists over a plunging nonslender delta wing.  
It is highly repeatable and appears in the phase-averaged flow.  This study is also the first to 
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perform volumetric measurements of vortex breakdown using a three-dimensional particle 
tracking method. Without this volumetric measurement technique, the reported vortex 
breakdown structure would be very difficult to capture. 
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Figure 15: From left to right: an isometric view of Q-criterion (Qc/U∞=23.5, 28 and 42) 
iso-surfaces, cross stream slices showing streamwise velocity and zero streamwise 


























Figure 16: An isometric view of a) the Q-criterion (Qc/U∞=23.5, 28 and 42) and b) 
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Figure 5: A comparison between a) non-dimensionalised axial vorticity, b) vorticity 
magnitude and c) positive Q-Criterion at a plane near the trailing edge of the wing 
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