Abstract
Introduction
Shape-based indexing uses feature vectors from an image to access an index structure, rapidly recovering possible matches to a database of object models. This procedure is much more efficient than the alternative of exhaustive comparison, at a cost of some offline preprocessing to create the index, and the extra memory required to store it.
The goal of indexing is to recover from the index themost similar model shapes to a given image shape. In terms of feature vectors, or points in a feature space, this corresponds to finding a set of nearest neighbours (NN) to a query point. Virtually all previous indexing approaches in model-based vision [4, 5, 9, 10, 16, 18, 191 have used hash tables for this task. This is somewhat surprising since it is well-known 1063-6919/97 $10.00 0 1997 IEEE in other communities (e.g. pattern recognition, algorithms) that tree structures do the job much more efficiently. In large part this oversight can be explained by the fact that indexing techniques are generally applied in lowdimensional spaces, where hash table search can be quite efficient. Such spaces are adequate when the number of objects is small, but higher-dimensional feature vectors are essential when the model database becomes large, because they provide a much greater degree of discrimination. Unfortunately, nearest-neighbour search times depend exponentially on the dimension of the space.
One data structure that has been used extensively for NN lookup is the k-d tree [6] . While the "curse of dimensionality" is also a problem for k-d trees, the effects are not as severe. Hash table inefficiency is mainly due to the fact that bin sizes are fixed, whereas those in a k-d tree are adaptive to the local density of stored points. Thus, in some cases (high-density region), a hashing approach will have to do a long linear search through many points contained in the bin in which the query point lands; in other cases (low-density), an extensive search through adjacent bins may be required before the best neighbour can be determined. In addition, there is the difficulty of choosing an appropriate bin size.
In aprevious paper [2] , we presented an indexing method which uses k-d trees to recover a small set of nearest neighbours to an image feature vector. The neighbours are used to compute probabilities for each model-image match hypothesis, which allows the hypotheses to be ranked so that the most likely of them can be verified first. This process was shown to be effective in a 4 0 feature space, with a small model database of 4 objects. In this paper we will demonstrate that the technique is feasible in spaces with up to 10 or 20 dimensions. The combination of highly specific feature vectors and probabilistic hypothesis generation provides extremely efficient indexing.
Our method relies on the rapid recovery of nearest neighbours from the index. In high-dimensional spaces, standard k-d tree search often performs poorly, having to examine a large fraction of the points in the space to find the exact nearest neighbour. However, a variant of this search which efficiently finds approximate neighbours will be used to limit the search time. The algorithm, which we have called Best Bin First (BBF) search, finds the nearest neighbour for a large fraction of queries, and finds a very good neighbour the remaining times. This type of search has wider application than for shape indexing alone: another vision-related use would be for closest point matching in appearance-based recognition (see e.g. [15] ).
Previous work
We first discuss several prominent indexing methods which have used hash tables for indexing. Forsythe, et al. [5] , outlined several types of projective invariant features for indexing planar objects viewed in arbitrary 3 0 orientations. However, their experiments were carried out using a 2 0 index space generated by pairs of conics. Rothwell, et al.[ 161, used 4 0 indices defined by area moments of planar curves, that were first transformed into canonical reference frames. Clemens and Jacobs [4] generated 4 0 and 6D index spaces from hand-grouped point sets. For each of the methods above, the dimensionality of the spaces and the number of models were too low for the inefficiency of hashing to be critical.
The geometric hashing indexing technique (e.g. [lo] ) is also generally applied in low-(2-or 3-) dimensional index spaces. While this technique differs substantially from other indexing methods in that voting overcomes some of the difficulty with bin boundaries, Grimson [7] notes that performance is poor even with small amounts of noise and clutter. This is due to the hash table becoming overloaded with entries, and indicates that the use of higher-dimensional spaces is important. In [9] , geometric hashing is applied with larger (8 0 ) indices generated from planar curves ("footprints"). However, the experjments did not truly test indexing performance because only a few models were used, with 3 or 4 features each.
Stein and Medioni presented a method for 2D-from-2D [18] and 3D-from-3D [19] indexing that also used hash table lookup. While the former method used index spaces of between 3 and 6 dimensions, the latter work considered higher-(up to about 14-) dimensional spaces. They avoided the exponential (with dimension) search for NN by using extremely coarse quantization of the bins (e.g., 60' for angle features), and looking only in the single bin containing the query point. This leads to the recovery of a large number of hypotheses, with a low signal-to-noise ratio, since highly dissimilar shapes are allowed to match. Nor does it preclude missing a significant percentage of good hypotheses which lie just across one of the many bin boundaries.
In [3] , Califano and Mohan argue for the use of higherdimensional spaces. Their analysis indicates a dramatic speedup from increasing the size of the feature vectors used for indexing. However, they again use hash tables for the lookup and do no search. Thus, in their method a pose clustering stage is required to accumulate results, presumably because of the high likelihood that a query will land in a different bin than that of the best neighbour.
In the pattern classification literature, various types of tree have been used to find nearest neighbours. Just as in hashing, these methods divide the space into bins; unlike hashing, the methods are adaptive in that the partition of the data space depends on the data points to be stored.
The best-known and most widely used of these is the kd tree [6] , a complete binary tree having smaller bins in the higher-density regions of the space. The analysis in the original paper shows expected logarithmic time lookup, but experiments in higher dimensions [17] have shown that the method often suffers from inefficient search, in many cases having to examine a large fraction of the stored points to determine the exact nearest neighbour. Other trees specialized to fast NN lookupexist (e.g. [8, 14] ), but are sub-optimal because more constraints are set on where bin boundaries can be placed.
Instead of finding the exact nearest neighbour, if we are willing to accept an approximate neighbour in some fraction of the cases, then processing time can be greatly reduced. One early method [13] uses a hierarchical tree data structure in which internal nodes are the centers of mass of the nodes at the next lower level. The point recovered from the first leaf node encountered provides an approximate NN in a very short search time, but the quality of this neighbour is relatively low.
In [I] , Aryapresents an approach based on neighborhood graphs. While his main results concern the asymptotic behavior of one particular algorithm, which contains impractically large constant factors, he does give a practical variant (RNG*) that demonstrates good results for moderate dimensionalities (816). Independent of our own work, he also develops the equivalent of BBF search which he terms "priority k-d tree search." Comparisons between RNG" and the priority algorithm show comparable performance for moderate dimensionalities.
Most recently, Nene and Nayar [ 151 have used a different type of approximation to NN lookup. They only guarantee recovery of the best neighbour if it is within t of the query point, by using a set of sorted lists of the coordinates of the storedpoints, and successively eliminatingpoints further away than t, one dimension at a time. This method is effective if E can be kept small (5 0.25 when each dimension has unit extent), but in higher-dimensional spaces that is only possible when the number of points is extremely large, on the order of ( $)k.
-. -IgUre 1. Examples of feature groupings, including a parallel egment grouping (upper left) and a segment chain grouping (lower right). Each model segment may be redundantly included in several groupings, which may be of various cardinalities and extend to different areas of the object.
Shape-based indexing
We now outline our method of shape-based indexing [2] , within which the BBF algorithm provides an important component. To create a shape index, a preprocessing stage is required in which a set of feature vectors is extracted from the database of object models. These are stored in the index, each with a pointer to the model feature set that generated it. At runtime, feature vectors are extracted from an image and used to access the index, recovering a set of neighbours to each image vector that provide model-image match hypotheses.
Our approach is somewhat unusual in that most other methods have used feature vectors that are invariant to the full set of model transformations (rotation, translation, scaling, and projection). Presumably this has been due to fears of excessive memory usage or lookup time. We have found that neither fear is justified, and that requiring objects to include invariant feature sets is too restrictive.
Our method instead uses features that are partially invariant (i.e. to translation, scaling, and image plane rotation), but vary with out-of-plane rotations. Simple perceptual grouping methods [ 111 that use the properties of parallelism and cotermination in various combinations have been used to build complex feature sets, with straight edge features serving as the primitives (Figure 1 ). Angles and edge length ratios, both of which satisfy the partial invwiance property, are extracted from these groupings and used to form high-dimensional feature vectors.
Each view of an object in general contains several, possibly overlapping feature groupings. As well, all groupings satisfy the additional perceptual grouping property of proximity. This combination of locality and redundancy of the feature sets means that indexing can succeed even with significant occlusion and noise. A second form of redundancy, the use of several different cardinalities of grouping simulta- neously, provides robustness for those cases where none of the larger segment groupings are faithfully detected.
To deal with the variation of shape with viewpoint, it is necessary to store feature vectors for a set of views that provides a good coverage of the viewing sphere. This introduces two problems: (a) the need to interpolate between nearby views; and (b) the possibility that so many views will be required that memory or NN lookup times will be excessive.
We solve these problems as follows. At runtime, a set of nearest neighbours is found using a new form of k-d tree search (BBF) which sets an absolute time limit on the search. Then, a kernel-based density estimation method (weighted k-NN) uses the recovered neighbours to interpolate between views, at the same time generating a posteriori probability estimates for the likelihood that a given match hypothesis is correct. Hypotheses can thus be prioritized so that the least ambiguous are verified first, an important aspect of any efficient recognition system [20] .
From each match hypothesis, it is possible to estimate object pose [12] . False positives are then rejected using an iterative back-projection procedure. At each stage, the image is examined for further matches near the predicted object feature locations, and a least-squares fit of predicted versus actual image locations is computed. This is over-constrained, so it is highly unlikely that an incorrect initial match will lead to many additional feature correspondences. Therefore, the final recognition can be robust and accurate despite the fact that the initial indexing is probabilistic.
All of the above components (grouping, indexing, hypothesis ranking, and verification) have been integrated into a fully functioning recognition system. Rapid recovery of nearest neighbours is a key to making the entire process ef- ficient. The NN search described below keeps lookup time manageable, with the proviso that a neighbour will occasionally be missed. The large degree of redundancy built into our method means that this is rarely a problem. Our current system is capable of recognizing 3 0 objects from a small (10) model database, in real images of complex scenes with clutter and occlusion, in a few seconds (e.g. Figure 2) . Experiments with synthetic data show that performance should scale well to a larger number of models.
k-d tree lookup of nearest neighbours
Before introducing the BBF search algorithm, we first review the standard version of the k-d tree, which is built as follows. Beginning with a complete set of N points in ?Rk, the data space is split on the dimension i in which the data exhibits the greatest variance. A cut is made at the median value m of the data in that dimension, so that an equal number of points fall to one side or the other. An internal node is created to store i and m, and the process iterates with both halves of the data. This creates a balanced binary tree with
The leaves of a k-d tree form a complete partition of the data space, with the interesting property that bins are smaller in higher-density regions and larger in lower density areas. This means that there is never an undue accumulation of points in any single bin, and that the NN to any query should lie, with high probability, in the bin where the query falls, or in an adjacent bin.
To look up the NN to a query point q , a backtracking, branch-and-bound search is used. First the tree is traversed to find the bin containing the query point. This requires only d scalar comparisons, and in general the point recovered from the bin is a good approximation to the nearest neighbour. In the backtracking stage, whole branches of the tree can be pruned if the region of space they represent is further from the query point than D,,, (the distance from q to the closest neighbour yet seen). Search terminates when all unexplored branches have been pruned.
This process can be very effective in low-dimensional spaces, but in higher dimensions there are many more bins adjacent to the central one that must be examined, and performance degrades rapidly. Interestingly, a great deal of this search is spent examining bins in which only a small fraction of their volume could possibly supply the nearest neighbour (see Figure 3 ). If we are willing to settle for an approximate NN, then we can avoid prolonged search by limiting the number of leaf nodes we are willing to examine (to Emaz), and settling for the best neighbour found up to that point. This modification extends the domain of k-d trees for fast NN recovery a small amount. However, the backtracking search described above is still inefficient because the order of examining leaf nodes is according to the tree structure, which depends only on the stored points, and does not take into account the position of the query point. A simple idea for a more optimal search is to look in bins in order of increasing distance from the query point. The distance to a bin is defined to be the minimum distance between q and any point on the bin boundary. Such a search can be easily implemented with a small amount of overhead using a priority queue. During NN lookup, when a decision is made at an internal node to a branch in one direction, an entry is added to the priority queue to hold information about the option not taken. This includes the current tree position and the distance of the query point from the node. After a leaf node has been examined, the top entry in the priority queue is removed and used to continue the search at the branch containing the next closest bin.
This Best Bin First (BBF) search strategy provides a dramatic improvement in the NN search for moderate dimensionality (e.g. [8] [9] [10] [11] [12] [13] [14] [15] , making indexing in these regimes practical. For fairly small values of E,,,, the method discovers the exact NN a large percentage of the time, and a very close neighbour in the remaining cases. The next section provides experimental evidence to support this claim. This point is on all curves, and we believe it provides a challenging scenario for current indexing systems.
We refer to the standard k-d tree search as "exact" search, (Uniform distribution; 100,000 stored points; dimension of space= 12; averaged over 1000 queries. E,,,(restricted) was 2.
times Ema,(BBF).)
and define "restricted" search to be standard k-d tree search terminated after examining at most E,,, leaves. Because of the overhead involved in keeping the priority queue for BBF search, it would be unfair to make a straight comparison with the restricted search. Based on timing experiments which covered the entire range of parameters used below, the number of leaves that standard k-d tree search is able to visit in the same time that BBF completes its search is a factor of between 1.8 and 2.4 times the number that BBF sees. Therefore, we adopt the conservative approach of allowing restricted search to visit 2.4 times the number of leaves that BBF does in the experiments that follow. Figure 4 sketches the performance of approximate search with respect to the dimension of the space. Restricted search becomes poor quickly after D=8 whereas BBF degrades smoothly. In some sense this curve is the most important to indicate that indexing in moderate dimensionalities is practical. In 12 dimensions, for example, BBF recovers the closest neighbour 94% of the time (versus 59% for restricted search) while on average examining only 200 of the 100,000 leaf nodes. For this same case, the "exact" search has to examine over 2400 leaves. Figure 5 shows that even when the method does not discover the exact nearest neighbour, it does not fail by much. Even up to dimension 20, the average distance of recovered neighbours is only 2% greater than the true NN distances. This is important when considering our method of indexing (Section 3), which uses the distance-weighted support of several neighbours, recovered with k-NN search. Even if the exact NN is not among this set, it is likely that some other close neighbours, corresponding to other nearby training views of the same object, will contribute to the correct classification (i.e. match hypothesis). Figure 6 gives performance with respect to Em,,. For this graph, the z-axis values are for BBF only, and the val- 
-
ues for restricted search are those for BBF multiplied by 2.4. For reasonable values of Em,,(BBF) (150-400) the closest neighbour is found by BBF more than 90% of the time. Figure 7 shows that performance of BBF varies remarkably slowly with the number of stored points. In this 1 2 0 space, the algorithm uncovers better than 92% of the exact neighbours for up to 300,000 points. In the latter case, BBF examines only one out of every 1500 points, as compared to one out of every 100 points for exact k-d tree search.
In order to demonstrate that the overhead involved in BBF search is not large, we performed some timing experiments in which we compared the algorithm both to exhaustive search and to the exact k-d tree search algorithm (Figure 8) . Emax was set to recover 95% of the exact neighbours, determined by running the experiment for several values of E,,, at each dimensionality. In dimension 10, for example, BBF provides speedup by a factor of 60 over exhaustive search, and in dimension 20 it is still an order of magnitude faster.
Hash table lookup
While the above experiments demonstrate the advantages of BBF search over restricted A-d tree search, it is important to note that k-d trees are already a significant improvement over hash table lookup. In this section we compare with the method used in [3, 18, 191 , in which only a single hash bin is accessed. This can be considered another form of approximate NN search, but one which performs very poorly in high-dimensional spaces. More extensive hash searches that would perform better are infeasible: searching to either side of the query bin in each dimension would mean accessing 3k bins; and the computations required to do a more intelligent search, similar to BBF (i.e. to determine the next closest hash bin to check during a search of adjacent bins) are too expensive.
For this "single bin" hash lookup we have chosen a situation quite favorable to the method: the dimension of the space is not extreme (8D); the distribution of points is uniform (best case for hashing), in the unit hypercube; and the bin sizes are relatively large (as suggested by [3, 191) . The number of points (4' = 62,536) is chosen to give 1% in the moderate-density regime, when e = 4. This leads to l o w when = 3 ("high-density"), and to 0 . 1 7 s when E = 5 ("low-density"). Table 1 shows that, no matter how coarsely the bins are quantized, the method performs poorly. As a comparison, for the same problem BBF requires E,,, = 57 to recover an average of 95% of the exact neighbours.
As the dimensionality increases, the numbers for hashing become even worse very quickly, for two reasons. First, there is the inevitable decline due to the fact that a larger fraction of the points become potential nearest neighbours. Secondly, unless the number of points is increased exponentially with dimension, even with the coarsest possible quantization (2%) the average bin will be very unlikely to contain any points. Then the performance will look more like the low-density entry of Table 1 than either of the others.
Synthetic model database
We also performed an experiment using non-uniform data, provided by our database of object models ( Figure 9 ). From each of the 10 models we extracted 10,000 feature vectors by taking synthetic images from random viewpoints, which required an average of 103 images per object. The feature groupings we used were 6-segment chains, which provided a 10D feature space consisting of 5 angles and 5 edge-length ratios.
Recall from Section 3 that in our indexing method, rather than using a single NN, hypotheses are formed using a distance-weighted combination of a small number of recovered neighbours, in this case 10. Hypotheses are then sorted into a list, based on the weightings. In this experiment we compare the "approximate" lists generated by BBF with very small E,,, (50), to the "true" lists as determined by the exact algorithm. We averaged results over 1000 test images, each one comprised of a single database model chosen at random, and viewed from a random viewpoint. The average length of a "true list" generated from an image was 93 hypotheses.
The speedup from using BBF over exact k-d tree search was a factor of 14. Even though only 50 of the 100,000 stored points were being examined, BBF missed less than 4% of the hypotheses, and even more significantly, the average ranking of the first missing hypothesis was 80th out of 93. As well, the average difference in the rank of a hypothesis between the lists was less than 2 positions. As mentioned earlier, these results are partially due to the fact that most of the good hypotheses have the support of a few neighbours (which correspond to the same grouping as seen from nearby viewpoints in the training set), so if only one of these is missing, indexing is still able to succeed.
Summary and conclusions
We have argued for the use of k-d trees in shape-based indexing. To this end, we presented an efficient, approximate nearest neighbour algorithm which makes indexing in high-dimensional spaces practical. High-dimensional feature spaces provide a degree of discrimination that is essential for large model databases, which is the natural domain of application for indexing techniques. Our experiments demonstrated that BBF search is capable of finding close neighbours over a wide range of dimensions and for very large numbers of stored points, by examining only a small fraction of the points. We also presented some results indicating that the hash table method most commonly used for indexing breaks down in higher dimensions.
The BBF method may also be applicable to other areas such as appearance-based recognition. There, objects are represented as low-dimensional manifolds embedded in high-dimensional spaces, and stored as point sets sampled from the manifolds. Object classification is achieved using NN lookup in the large-dimensional spaces, and BBF appears to be more efficient than the methods currently used for this task (e.g. [15] ).
