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SUMMARY
One of the common research goals in disciplines such as computer graphics
and robotics is to understand the subtleties of human motion and develop tools for
recreating natural and meaningful motion. Physical simulation of virtual human
characters is a promising approach since it provides a testbed for developing and
testing control strategies required to execute various human behaviors. Designing
generic control algorithms for simulating a wide range of human activities, which can
robustly adapt to varying physical environments, has remained a primary challenge.
This dissertation introduces methods for generic and robust control of virtual char-
acters in an interactive physical environment. Our approach is to use the information
of the physical contacts between the character and her environment in the control
design. We leverage high-level knowledge of the kinematics goals and the interac-
tion with the surroundings to develop active control strategies that robustly adapt
to variations in the physical scene. For synthesizing intentional motion requiring
long-term planning, we exploit properties of the physical model for creating efficient
and robust controllers in an interactive framework. The control design leverages the
reference motion capture data and the contact information with the environment for
interactive long-term planning. Finally, we propose a compact soft contact model for
handling contacts for rigid body virtual characters. This model aims at improving the
robustness of existing control methods without adding any complexity to the control





Natural animal motion has fascinated scientists and engineers for centuries. Hu-
man motion is the most relevant and observable motion of all the animals. Yet,
understanding the precise nature of human movements and complexities involved in
modeling and controlling the human body has remained an unsolved problem. One
of the common approaches of the researchers and scientists in the disciplines such as
computer graphics and robotics is to observe human behavior to understand natu-
ral human control. An in-depth understanding of the subtleties of human behavior
would give them the ability to develop tools for recreating human motion. Physical
simulation of virtual human characters is a promising approach as it provides a plat-
form for developing and testing control strategies required to execute various human
behaviors. Such a framework enables us to create novel human motion that alleviates
the need to capturing real human motion in potentially dangerous situations such as
stunt shots in movies or fighting scenarios in computer games.
Early research in physical simulation of characters focused on designing control
methods for synthesizing specific human activities. However, the quest of synthesizing
more complex behaviors demands robust and general control techniques that can be
adapted to a variety of situations. In addition to the control forces generated inter-
nally by the human body, physical interaction with the surroundings plays a crucial
role in performing any activity. The contacts with the environment provide kinematic
constraints and external forces to affect the motion thereby being an important as-
pect of control. In this dissertation, we focus on exploring generic control algorithms
that exploit the physical contacts between the character and the environment in the
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control design. We further investigate the impact of soft contacts on the robustness
of various control algorithms designed for physically simulated virtual characters.
There are two important aspects for animation of virtual characters: First, physi-
cal modeling and second, simulation and control. Physical modeling includes physical
descriptions of the character such as the mass and inertia properties along with how
the anatomy of the human body is abstracted into a practical physical structure. The
human body consists of 206 distinct bones and an extremely complex neuromuscular
system with an average of 300 trillion cells. Modeling the entire human body is im-
practical due to limited scientific tools and lack of complete knowledge of the human
body. Figure 1 illustrates the complex musculoskeletal structure of the human body.
In practice, vast simplifications are made in modeling the human body character that
are practically suited for building control mechanisms mimicking some aspects of the
human motion. For physics-based simulation and control of virtual characters, artic-
ulated rigid body models are extremely popular. Figure 2 illustrates the abstraction
of the complex human body into an articulated rigid body system connected through
different types of rotational joints. Robots that are built to emulate the human mo-
tion are also commonly constructed as rigid bodies connected through joints that are
powered by motors. These simplified models have continued to provide a foundation
for building advanced control algorithms for physical characters in different environ-
ments. However, it is necessary to bridge the gap between these simple models and
the human anatomy in hope to successfully capture the nuances of natural human
motion. For example, the effects of the skin that covers the bone and interacts with
the environment through contacts, and the complex muscle structure that provides
necessary forces to the human body are hard to replicate using the simple models. It
is not immediately clear whether there are some enhancements to these simple models
that can help improve the control problem drastically. In addition, it is necessary to
avoid adding complexities that could make the modeling and control impractical.
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Figure 1: Illustration of the human musculoskeletal system. Photograph retrieved
on June 29, 2011 from website: http://www.britannica.com
Extensive research in the animation and robotics disciplines has advanced our
understanding and ability to controlling the physical models such as an articulated
rigid body system. However, apart from the physical model of the character, the
success of any control algorithm in the simulated or the real world is closely tied to
handling the interaction between the character and her environment. Most of the
human activities involve frequent interactions with the physical surroundings such
as taking support from the ground while walking or running. Contacts with the
environment provide kinematic constraints and external forces to counteract under-
actuation (the inability to directly control the position and orientation of the entire












Figure 2: Illustration of an articulated rigid body structure. The bones are modeled
as rigid bodies connected through hinge, universal or ball and socket joints with 1, 2
and 3 rotation DOFs respectively. The free joint connects the root of the structure
to the world frame with 3 translation and 3 rotation DOFs. The muscle forces are
abstracted as joint torques at all the joints except the free joint. As an example, the
torque applied at the elbow is denoted by τelbow.
forces as a reaction to the control forces, the control algorithms may use the contact
information to simultaneously compute the control and contact forces. This approach
makes the control algorithms “aware” of the contacts, thereby directly incorporating
their effect on the control forces during the computation.
In this dissertation, our goal is to develop generic and robust control algorithms for
interactive physical environments that contribute to a better understanding of human
control. The important challenges in controller design for interactive environments are
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robustness and efficiency in the control computation. Traditional controllers involved
significant effort in tuning of control parameters for synthesizing specific motions.
These controllers being highly efficient worked only for a narrow range of conditions.
Our approach is to use the information of the physical contacts between the character
and her environment in the control design. This allows us to build robust control
algorithms for interactive environments. We leverage high-level knowledge of the
kinematics goals and the interaction with the surroundings to develop active control
strategies that robustly adapt to variations in the physical scene. For synthesizing
intentional motion requiring long-term planning, we exploit properties of the physical
model for creating an efficient and a robust controller. The control design leverages
the reference motion capture data and the contact information with the environment
for interactive long-term planning. Finally, we propose a compact soft contact model
for handling contacts for rigid body virtual characters. The soft contact formulation
aids the existing control algorithms in performing more robustly while opening up
a new dimension that the future control algorithms can leverage to synthesize agile
human motion.
1.1 Animation of virtual characters
Animation implies specifying trajectories in time using analytical functions or discrete
samples. Only a small subset of all the possible trajectories resembles natural or
believable motion. Synthesizing meaningful animation is hard due to several factors.
First, high dimensionality of the animation domain increases the complexity of motion
synthesis. Second, several phenomenon are governed by the laws of nature that are
encoded by complex equations of motion. Third, domain knowledge and artistic skills
may be required to synthesize some motions as ensuring physical correctness may not
lead to natural looking motion.
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Physics-based animation of natural phenomenon such as water is usually associ-
ated with high dimensionality and complex physical equations of motion. Physics-
based animation of virtual characters poses other important challenges as well. Sim-
ulation of characters represented as articulated rigid bodies is governed by physics
as well as the “choice” of the actuator forces representing muscle and tendon forces
that the character can apply to affect her motion. These internal forces add more
degrees of freedom (DOFs) to the animation that are not entirely constrained or gov-
erned by any physical equations. This makes the animation system under-constrained
implying that there are multiple solutions that satisfy some given constraints. How-
ever, for character animation, only a few such solutions may be desirable since all
the possible motions may not look natural or believable. This qualitative measure for
the synthesized motion makes the problem of synthesizing natural human-like motion
even harder. Finally, the human character is under-actuated i.e. the character cannot
generate forces that can control the global position and orientation of the center of
mass (COM) of the entire body. This poses an important challenge for the control
of full body human motion since the COM can only be controlled indirectly through
contacts with the environment. In addition, the forces at these contact points do zero
work and can only push apart.
The redundancy in human control and the observation and knowledge of everyday
human motion can help to counter some of the challenges posed by the physics-based
methods. Data-driven techniques use captured motions of a real human subject to
acquire naturalness of human motion. High fidelity captured motion can be very
expressive and is hard to synthesize using other techniques. Data-driven methods
synthesize motions using a database of captured motion sequences. The synthesized
motions are always similar to the ones in the database. Therefore, to synthesize a wide
range of behaviors, it is necessary to have a large database of motions that capture the
desired behaviors and their variations. This makes data-driven techniques limited to
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the available motion sequences rendering them unsuitable to producing novel motion
sequences in different environments.
Despite many shortcomings of the data-driven techniques, captured motion sim-
plify some of the challenges in physics-based motion synthesis. Most contemporary
animation methods that simulate the character’s motion in a physically simulated
environment employ a combination of these techniques. In the next section, we dis-
cuss various approaches to character animation using physics-based techniques and
the challenges posed by these methods.
1.2 Physically-based character animation
The ability to automatically synthesize responses to the changes in the interactive en-
vironment makes physics-based controllers a promising avenue to pursue for animation
of virtual characters. The earliest work in physics-based controllers for animating full
body human motion such as walking, running, jumping and sitting [38, 37, 36, 28]
focused on computing the forces by manually tuning the control parameters required
to follow motion pre-defined trajectories for every joint. However, this methodology
was limited to synthesizing behaviors specialized for a given physical scene and the
character thus making it hard to adapt to environments and characters with different
physical descriptions. Recent advances in controller design [105, 22] have resulted
in more robust controllers that adapt to changes in the physical properties of the
character or the environment. The control force computation consists of feedback
error correction not only for the joint angle trajectories but also for global orientation
of the character required for maintaining balance. However, the feedback gains for
error correction need to be manually determined. The joint trajectories are related
to the accelerations (hence the forces) by integrating the accelerations twice resulting
in cumbersome and non-intuitive process of determining gains for computing forces.
Physics-based controllers based on optimal feedback control [24, 69, 103] leverage
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the captured motion data and the contact configuration to compute the optimal gains
necessary to perform the given reference motion. This approach offers two advantages:
First, the synthesized motion is similar to the reference motion thereby preserving the
naturalness of the human motion. Second, the control parameters are computed using
an offline optimal control calculation performed on the entire motion sequence that
liberates the user from computing the control parameters manually. The controller is
able to adjust to small perturbations or changes in the environment. However, in the
scenarios that require a change in the strategy to counter any changes to the physical
setup, the method fails since the reference motion trajectory cannot be changed online
during the simulation and the control parameters need to be recomputed.
In addition to control, virtual modeling of the character is an important aspect
of character animation. For physics-based control of virtual human characters, the
character is commonly represented as an articulated rigid body system that abstracts
away the complex musculoskeletal structure of the human body with a tree structure
of rigid bodies representing the bones that are connected through joints with rotation
DOFs (Figure 2). Each joint is equipped with an actuator that can produce a torque
modeling the muscle and tendon forces. The articulated rigid body model is effective
in capturing the key aspects of the human behavior expressed in full body motion.
However, there remains a huge gap in complexity between the articulated model
and anatomical model that limits the synthesis of natural human motion. Many
researchers have developed separate advanced models such as biomechanical models
for neuromuscular control of the upper body and the neck [52, 51], hand models
for detailed manipulation control [9, 86] and muscle and skin deformation models
[70]. Though these methods drastically improve the aesthetics of the human model
along with detailed local control, they do not target the improvement in full body
control of the character. These advanced models tremendously increase the number
of control parameters making the control formulation even harder. Therefore, the
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added complexity and the inability to improve the robustness of the full body control
problem limits the choice of these advanced models in controlling an under-actuated
character.
1.3 Thesis contributions
Physics-based control for virtual characters offers a generic platform to synthesize
novel motion sequences with varying physical properties of both the character and the
environment. However, control design remains a tedious task with skilled engineers
involved in the fine tuning of the control parameters to deliver robust controllers
for dynamic virtual characters. As a result, there are a few questions that arise
regarding the design of controllers: First, how can we leverage high-level domain
knowledge in the design of complex control strategies such that it becomes easier to
adapt the control to different physical configurations? Second, how can the control
design leverage the physical properties of the character and her surroundings for
robust and efficient control? Third, what is the most effective enhancement to the
design of the physical model that can largely improve full body control with minimal
complexity added to existing control algorithms?
In this thesis, we attempt to answer these questions by developing control meth-
ods that are generic to be adapted to different physical properties of the character
and her environment. We focus on interactive methods that exploit the physical con-
tact configuration of the character with her surroundings. In addition, we propose
an enhancement to the articulated rigid body model that augments the character
with deformable bodies at the sites of contact. This model aims at improving the
robustness of existing control methods without adding any complexity to the control
design. The contributions of this thesis are summarized as follows:
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Optimization-based interactive motion synthesis. We depart from the exist-
ing approach of controlling virtual characters in an interactive setting using physics-
based controllers, which compute forces to be applied to the character. We explore
an alternative framework in Chapter 3 for active character simulation that formulates
motion synthesis as a sequence of non-linear optimization problems. In this frame-
work, the controller takes the state of the character and her contact configuration as
input, and directs the motion by providing kinematic goals to the optimization.
Long-term control planning in modal space. We present a novel control al-
gorithm for simulating full body motion of a character performing a given reference
motion and its variations (Chapter 4). The input motion provides the algorithm
with the reference joint angle trajectories and the contact configuration. Our algo-
rithm computes the control parameters by solving a long-term plan at every time
step thereby allowing a wide range of variations to the reference motion during on-
line simulation and does not have dependency on any offline precomputation. Our
framework exploits the natural frequencies of the physical system describing the char-
acter in formulating an efficient control problem in the dynamically decoupled modal
coordinates.
Soft contacts for robust control. We hypothesize that modeling the virtual
character as a deformable body at the site of contacts is an effective step towards
synthesizing accurate and natural human-environment interaction with small added
complexity. In Chapter 5, we introduce a compact representation for an articulated
character with deformable meshes and develop a practical system to simulate two-way
coupling between rigid and deformable bodies in a robust and efficient manner. We
demonstrate the advantages of this approach by conducting experiments comparing





In the context of physics-based animation, a human character is commonly repre-
sented as an articulated rigid body structure (Figure 2), which is a multi-body system
of rigid bodies connected through joints. In this chapter, we derive the equations of
motion for such a system of connected rigid bodies. We start by revisiting the dynam-
ics for a single rigid body defined by the Newton-Euler equations in Section 2.1 and
derive the Lagrange’s equations of motion in the generalized coordinates in Section 2.2.
We then derive the Lagrangian dynamics of an articulated rigid body in Section 2.3
by defining the set of generalized coordinates and extending the Lagrangian equations
of a rigid body.
Generalized coordinates are a set of coordinates used to describe the configura-
tion of a system relative to some reference configuration. Dynamics formulation in
generalized coordinates has the advantage over the Cartesian coordinates since the
equations of motion are parametrized by much fewer coordinates, often representing
the independent degrees-of-freedom of the system, as opposed to the maximal repre-
sentation with explicit constraints to enforce connectivity of the rigid bodies. This
reduction in the parameters is often convenient for the formulation of control algo-
rithms and simulation frameworks. Many physics simulators such as Open Dynamics
Engine [5], PhysX [6], Havok [3] or Bullet Physics [2] use maximal representation in
Cartesian coordinates rather than generalized coordinates. Since the parametrization
is different for Cartesian and generalized coordinates, any quantity such as the posi-
tion, the velocity or the force has different corresponding representations. Therefore,
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to use the third-party physics simulators on top of the formulation in the general-
ized coordinates, it is important to correctly transform the quantities from one space
to the other. In Section 2.4, we derive the transformations that convert quantities
between the Cartesian and the generalized space.
2.1 Rigid body dynamics: Newton-Euler equations
This section summarizes the Newton-Euler equations of a single rigid body. We refer
the reader to the SIGGRAPH course notes on Physically-Based Modeling by Witkin
and Baraff for a comprehensive understanding of rigid body dynamics [93, 94].
Consider a rigid body whose mass, position of the center of mass (COM), rotation
matrix corresponding to the orientation, linear velocity of the COM, and angular
velocity are denoted by m, x, R, v, and ω respectively. The linear momentum p is
defined as p = mv. The angular momentum L is defined as L = Icω, where Ic is the
inertia tensor of the rigid body defined about the COM (see [93, 94]). Note that the
inertia tensor can be written as Ic = RI0R
T , where I0 is the constant inertia tensor
defined at zero rotation. The angular velocity in the skew-symmetric form is related
to the rotation matrix R as [ω] = ṘRT . Also [ω]T = −[ω]. The notation [a]b denotes



















Therefore the following identities hold: [a]b = −[b]a and [a]T = −[a].
Now, the dynamics of a rigid body can be written as f = ṗ, τ = L̇. Evaluating




































where I3 is the 3× 3 identity matrix.
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2.2 Rigid body dynamics: Lagrange’s equations
We begin with giving a brief review of the Lagrangian dynamics for any general
physical system. We apply these principles and derive the equations of motion for a
rigid body.
2.2.1 Review of Lagrangian dynamics
Consider a physical system described by a vector of generalized coordinates q =
(q1, . . . , qn)
T . Now, the position of any point r of the system, in the Cartesian space
at time t, can be written as:
r = r(q1, . . . , . . . , qn, t) (3)
The virtual displacement δr refers to an infinitesimal change in the system co-
ordinates while the time is held constant, such that the constraints of the system
remain satisfied. Equivalently, the virtual displacement δr is a tangent vector to the







We can write virtual work of force f acting on particle r as














f is defined as the component of the generalized force associated
with coordinate qj. In the vector form, Q is the generalized force corresponding to
the Cartesian force f with the relation Q = JT f , where J is the Jacobian matrix with
the jth column defined as ∂r
∂qj
.
From the D’Alembert’s principle and the definition of the generalized force in
Equation 5, the Lagrange’s equations of motion for each generalized coordinate qj










−Qj = 0 (6)
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where T is the kinetic energy of the system. We write the Lagrange’s equations in










−Q = 0 (7)
The kinetic energy of a physical system can always be represented as T = 1
2
q̇TM(q)q̇,
where M(q) is the Mass matrix that depends non-linearly on the configuration q.
Substituting the expression for T in Equation 7, the equations of motion in generalized
coordinates can be written as:
M(q)q̈+ C(q, q̇) = Q (8)
where C(q, q̇) denotes the Coriolis and the centrifugal term that is quadratic in q̇.
2.2.2 Rigid body dynamics in generalized coordinates
The Newton-Euler equations for a rigid body in Equation 2 are defined in terms of
the velocities instead of position and orientation. We now derive the equations in
generalized coordinates q that define the position and orientation. The first three
coordinates are the same as the position of COM. The next three represent the ro-
tation of the rigid body such as an Exponential map or three Euler angles (or four
coordinates can be used for a quaternion).
We start by computing the kinetic energy of the rigid body by summing up the














µ(v + ω × r′i)






µ(vTv + vT [ω]r′i + r
′T
i [ω]
Tv + r′Ti [ω]
T [ω]r′i) (9)
where µ is the mass of the infinitesimal mass point, ri is its position in the space and r
′
i





(property of the COM), the second term and the third term in Equation 9 vanish.
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Using the identity [ω]r′i = −[r
′























Note that we used the definition of the Inertia tensor Ic = The kinetic energy of a

























where V = (vT ,ωT )T , Mc = blockdiag(mI3, Ic). We now relate the velocities in the
Cartesian space V to the generalized velocities q̇. Let x(q) and R(q) represent the
position of the COM and the rotation matrix of the rigid body. The linear velocity
of the COM is computed as:
v = ẋ(q) =
∂x
∂q
q̇ ≡ Jvq̇ (12)
The angular velocity is computed as:












RT is always a skew-symmetric matrix that we represent as [jj] (skew-symmetric
form of the vector jj). ω can be now be represented in the vector form as:
ω = Jωq̇ (14)
where jj is the j
th column of the matrix Jω.










q̇ ≡ J(q)q̇ (15)
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= (J)Tj McJ q̇ (17)
where the notation (A)j denotes the j













= (J)Tj McJ q̈+ (J)
T





j McJ q̇ (18)












































= (J)Tj McJ q̈+ (J)
T




























q̇k. We now simplify the third, fourth and the fifth terms one by
one. Let us start with the third term:
(J)Tj ṀcJ q̇ = (Jω)
T
j İcJωq̇ (The linear term in Mc is constant: see Equation 11)
= jTj İcω (jj represents the j
th column of Jω: see Equation 13)
term 3 = jTj [ω]Icω (Since İc =
˙(RI0RT ) = [ω]Ic) (21)
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= ωT [jj]Icω (From Equation 13)
term 4 = −jTj [ω]Icω (Using the identity a.(b× c) = −b.(a× c))(22)


























































































term 5 (linear) = 0 (24)
The above derivation uses the property of the Jacobian of the linear velocity (Jv)j =
∂x
∂qj
∀j (See Equation 12).


































































































= −[jj][jk] + [jk][jj] (Using the identity [a]
T = −[a])
= [jk × jj] (Using the identity [u× v] = [u][v]− [v][u])
⇒ zjk = jk × jj = [jk]jj (26)


































T Icω = ([ω]jj)
T Icω
term 5 (angular) = −jTj [ω]Icω (27)
Finally, we substitute the terms computed in Equation 21, Equation 22, Equa-










= (J)Tj McJ q̈+ (J)
T













































Derivation using Newton-Euler equations. We can alternatively derive the
result in Equation 29 from the Newton-Euler equations in Equation 2. Using Equa-
tion 15, we substitute the Cartesian velocities v,ω in terms of the generalized veloc-
ities q̇ into Equation 2 and get:




























From the principle of virtual work in Equation 5, we convert the Cartesian-space
forces to the Generalized space by pre-multiplying the above equation with the trans-









q̇ = JTv f + J
T
ω τ (31)
The LHS of Equation 31 is identical to the RHS of Equation 29 and they are of the
form M(q)q̈+C(q, q̇) = Q, where the Mass matrix, the Coriolis and the centrifugal
term and the generalized forces are defined as:
M(q) = JTMcJ
C(q, q̇) = (JTMcJ̇ + J
T [ω̃]McJ)q̇
Q = JTv f + J
T
ω τ (32)
2.3 Articulated rigid body dynamics
We now derive the equations of motion for an open-chain articulated rigid body
structure. We follow the derivation of rigid body dynamics in generalized coordinates
from Section 2.2.
An articulated rigid body system is represented as a set of rigid bodies connected



































Figure 3: An open-chain articulated rigid body system.
joint corresponding to the root of the tree is special since it does not link the root
to any other rigid link. The generalized coordinates are the DOFs of the root link of
the tree (that may represent the global translation and rotation), and the joint angles
corresponding to the admissible joint rotations for all the other joints.
2.3.1 Definitions
The state of an articulated rigid body system can be expressed as (xk, Rk,vk,ωk),
where k = 1, · · · ,m and m is the number of rigid links. Here xk and Rk are the
position of the COM and the orientation of the rigid link k, and (vk,ωk) are the
linear and angular velocity of the rigid link k viewed in the world frame. Similarly,
we define the Cartesian force and torque applied on rigid link k as (fk, τk), both of
which are expressed in the world frame.
The same articulated rigid body system can be represented in generalized coordi-
nates. We define the generalized state as (q, q̇), where q = (q1, . . . ,qk, . . . ,qm) and
each qk is the set of DOFs of the joint that connects the link k to its parent link (see
Figure 3).
We list a few notations and definitions for an articulated rigid body system with
m rigid links.
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• p(k) returns the index of the parent link of link k. For example in Figure 3,
p(4) = 2. p(1, k) returns the indices of all the links in the chain from the root
to the link k (including k). For example, p(1, 4) = {1, 2, 4}
• n(k) returns the number of DOFs in the joint that connects the k to the parent
link p(k). For example in Figure 3, n(2) = 3, n(3) = 1 etc. We denote the total
number of DOFs in the system by n. e.g. n = 7 in Figure 3.
• Rk is the local rotation matrix for the joint k and depends only on the DOFs
qk. R
0
k is the chain of rotational transformations from the world frame to the
local frame of the link k. Therefore, R0k = R
0
p(k)Rk. Since the link 1 does not
have a parent link, R0p(1) = I3.
2.3.2 Cartesian and generalized velocities
For a single rigid body, Equation 12 and Equation 14 describe the relation between
the Cartesian velocities and the generalized velocities. For an articulated rigid body
system, we use the same recipe as rigid body dynamics in Section 2.2 and define
the Jacobian for each rigid link that relate its respective Cartesian velocities to the
generalized velocity of the entire system.
We start with deriving the relation for the angular velocity. The angular velocity







































In the above equation, we define [ω̂k] = ṘkR
T
k that denotes the angular velocity of the
link k in the frame of its parent link p(k) since the rotation matrix Rk is the rotation
of the rigid link k with respect to p(k). We can further write ω̂k = Ĵωkq̇k where Ĵωk
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is the local Jacobian matrix that relates the joint velocity of link k to its angular
velocity in the frame of the parent link p(k). The dimension of Ĵωk is 3× n(k).
Using the property of skew symmetric matrix, [Rω] = R[ω]RT , we can express
Equation 33 in the vector form as:






R0p(l)Ĵωlq̇l (By unrolling the recursive definition)
≡ Jωkq̇ (34)
where the Jacobian Jωk is:
Jωk =
(
Ĵω1 . . . R
0
p(l)Ĵωl . . . 0 . . .
)
(35)
Note that the zero matrices 0 of size 3× n(l) in Jωk correspond to joint DOFs ql
that are not in the chain of transformations from the root to the link k. Let us look
at a couple of examples using the articulated rigid body system in Figure 3:
ω1 = (Ĵω1 0 0 0)q̇





where Ĵω1 ∈ ℜ
3×2, Ĵω2 ∈ ℜ
3×3 and Ĵω4 ∈ ℜ
3×1. Depending on the representation of
the rotation qk, Ĵωk can assume different values. For example, if the joint between
link 1 and link 2 in Figure 3 is represented as three Euler rotations, R(x), R(y), and

































































If the joint is represented as a quaternion or an exponential map, Ĵωk does not have
a simple form. As an example, the relation between the rotation matrix Rk and the
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exponential map representation qk = (qk1, qk2, qk3) can be written as:
Rk(qk) = e































For the case when θ → 0, Rk and Ĵωk can be approximated as follows:













Similar to the angular velocity, the linear velocity of the center of mass of the link
k can be expressed in terms of the generalized velocity:







where the chain of homogeneous transformations from the world frame to the local
frame of link k is denoted as W 0k . Note that W
0
k is different from R
0
k in that W
0
k
includes the translational transformations. ck is a constant vector that denotes the
center of mass of link k in its local frame.























2.3.3 Equations of motion in generalized coordinates
We now derive the equations of motion of an articulated rigid body system in gener-
alized coordinates. The kinetic energy T of the entire system can be expressed as the
sum of kinetic energies of all the rigid links as T =
∑
k Tk. Therefore the equations




































































≡ M(q)q̈+ C(q, q̇) (43)
In deriving the above equation, we use the equations of motion in generalized coordi-
nates for a single rigid body defined in Equation 29 subscripted by k for the dynamics
of kth link in the multi body system. The Jacobian Jk for the k
th link is defined in
Equation 42.
2.4 Conversion between Cartesian and generalized coordi-
nates
In practice, we often want to use third-party rigid body simulators rather than de-
velop our own. There are a few widely used physics engines that provide efficient,
robust, and fairly accurate rigid body simulation and collision handling. Open Dy-
namics Engine [5], PhysX [6], Havok [3] and Bullet Physics [2] are perhaps the most
popular choices among game developers and academic researchers. These commer-
cial simulators use the maximal representation rather than generalized coordinates
described above. That is, these simulators represent each link in the articulated rigid
body system as six DOFs, leading to a redundant system with additional constraints
24
between links. A common practice is to develop control algorithms in generalized
coordinates and do forward simulation using a commercial physics engine, such as
ODE. This requires some conversion between Cartesian and generalized coordinates.
2.4.1 Velocity conversion
We can concatenate all 2m Jacobian matrices corresponding to each link into a single







































































































q̇ ≡ J q̇ (44)
Typically, the Jacobian J is full column rank because the number of DOFs in
the maximal representation is more than that in the generalized representation, i.e
6m > n. To compute q̇ from V, we will end up solving a over-constrained linear
system. We can use pseudo inverse of J to compute q̇:
q̇ = J+V (45)
where the pseudo-inverse notation J+ = (JTJ)−1JT . If this least-square solution
does not exactly solve the linear system (i.e. J q̇ = V), it indicates that V cannot be
achieved in the generalized coordinates without violating constraints of the system
(e.g. constraints that keep links connected).
Computing J+ may be expensive for a system with many rigid links. Alternatively,
we can rewrite the equation using the relative velocity between a child and a parent
link expressed in the local frame of the parent, instead of using velocities of each link
expressed in the world frame. As an example, we write the simplified expression for
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the angular velocity of link k using Equation 34 as:















Combining these equations for all the links, we get:
Dω = DJωq̇ = blockdiag(Ĵω1, . . . , R
0
p(m)Ĵωm)q̇
= blockdiag(I3, . . . , R
0
p(m))blockdiag(Ĵω1, . . . , Ĵωm)q̇
≡ RĴωq̇ (47)
where D is a constant matrix that encodes the connectivity between links. For ex-











I3 0 0 0
−I3 I3 0 0
0 −I3 I3 0











The relations between ω̂ and ω, and Ĵω and Jω follow from Equation 47:
ω̂ = RTDω
and Ĵω = R
TDJω (49)
The matrix Ĵω being block diagonal is much sparser as compared to Jω.
If q satisfies the over-constrained system of equations V = J q̇, using any n inde-
pendent constraints out of 6m to solve this linear system will result in the same q̇.
This can be explained by the problem of fitting an unknown plane to 6m 3D points as
Ax = b, where A ∈ ℜ6m×3. If all 6m points happen to lie on a plane, i.e. there exists
an x that exactly satisfies the over-constrained system, any three distinctive points
we pick as the constraints will result in the same plane. Therefore, if we know V can
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be achieved in the generalized coordinates, we can pick a subset of rows from J to
form a J ′ such that the rank of J ′ is n, and compute q̇ = J ′+V′, where V′ are the
velocity components corresponding to the rows in J ′. The solution q̇ to this system
will be the same for any J ′.
For a system with only rotational DOFs, it is sufficient to invert only Jω which
is also a full column rank matrix (Jω ∈ ℜ
3m×n and n ≤ 3m). This is because each
rotational joint can have at most three independent DOFs. We then can compute
the velocities of the rotational DOFs q̇ as:










or q̇k = Ĵ
+
ωkω̂k , k ∈ 1 . . . m (50)
From this formulation, we see that the problem of computing pseudo-inverse of a
matrix Jω is reduced to computing m pseudo-inverses of much smaller constant-sized
matrices Ĵωk. Note that q̇ computed in Equation 50 also satisfies the linear velocity
relation v = Jvq̇.
For systems that include translation DOFs as well, we can separately solve for the
rotational DOFs as in Equation 50 and solve for the translational DOFs for any link
k as q̇k = J
+
vkvk. In most of the cases, only the root joint has translational DOFs
making the computation of generalized translational velocities extremely simple as
Jv1 becomes an identity matrix.
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2.4.2 Force conversion




































where rk is the point of application of the Cartesian force fk and τ
′
k is the body torque
applied to link k expressed in the world frame.
Note. Body torque τ
′
k is the torque applied on link k in the world frame and does
not include the torque induced by the linear forces fi. However, the definition for
torque in Equation 32 includes the torque [rk − xk]fi due to each force fk (xk is the
COM of the link i). As a result, the linear Jacobian Jv in Equation 32 is defined for
the COM of the respective rigid link and J
′
v in Equation 51 is defined for the point









i.e. τk = τ
′
k + [rk − xk]fk.
Often many controllers (such as a tracking controller) find it convenient to com-
pute the Cartesian-space joint torques in the local frame of the parent link rather
than body torques in the world frame. Joint torque τ̂k in the frame of parent link
p(k) is defined such that positive torque in the world frame R0p(k)τ̂k is applied to the
link k and negative torque −R0p(k)τ̂k is applied to the parent link p(k). Therefore, the
body torque τ
′









kτ̂l, ∀l : k = p(l). Collecting the body torques for all the rigid




= DTRτ̂ = (RTD)T τ̂ (52)




















































(Using Equation 49) (53)
Equation 53 gives the relation to convert the given Cartesian forces f and joint
torques τ̂ to the generalized forces Q.
We now describe the process to convert the given generalized forcesQ to Cartesian
forces and torques. In general, the transposed Jacobian in Equation 51 can be inverted
using pseudo-inverse to get the Cartesian forces and torques. Note that the relation
represents an under-constrained system when solving for f and τ
′
. This is because
the size of the unknowns is 6m and the number of constraints are n with n ≤ 6m.
Therefore, we get particular solutions for the Cartesian forces and torques out of
many possible solutions.
Based on the information about the form of Q, we can solve for the Cartesian
forces and torques in different ways. We describe the solutions to the following cases:
1. General case. In the most general case, the points of application of the
Cartesian forces are not known. Therefore, we cannot use the Jacobian J
′
v in
Equation 51. This forces us to assume the points of application to be the COM
of each link and compute the torques τ instead of body torques τ
′
. i.e. , we
can invert the transposed Jacobian by computing its pseudo-inverse and a get
















If the points of the force application are known, the Jacobian in Equation 53
can be inverted to obtain the forces f and the joint torques τ̂ .
2. No linear forces. The more common case for many controllers involves the
conversion of only the joint torques from generalized to the Cartesian coordi-
nates. Therefore, the linear forces f are zero and Equation 53 can be simplified
further to result in the following conversion relation:
τ̂ = (ĴTω )
+Q
or τ̂k = (Ĵ
T
ωk)
+Qk ∀k ∈ 1 . . .m (55)
where Qk denotes the components of the generalized forces corresponding to
the rotational DOFs qk. Note that the size of the matrix Ĵ
T
ωk is n(k) × 3 and
n(k) ≤ 3. This implies that we get a particular least squared solution for each
τ̂k out of possibly many solutions that would give rise to the same Qk using the







In this chapter, we present a physics-based approach to synthesizing motion of a
virtual character in a dynamically varying environment [41]. Our approach views
the motion of a responsive virtual character as a sequence of solutions to the con-
strained optimization problem formulated at every time step. This framework al-
lows the programmer to specify active control strategies using intuitive kinematic
goals, significantly reducing the engineering effort entailed in active body control.
Our optimization framework can incorporate changes in the character’s surroundings
through a synthetic visual sensory system and create significantly different motions
in response to varying environmental stimuli. Our results show that our approach is
general enough to encompass a wide variety of highly interactive motions.
3.1 Introduction
To date, animating the behavior of human characters in a dynamic environment
remains primarily an animator-driven activity. Unlike simulation of passive phe-
nomenon such as smoke, water, and clothing where automated algorithms have seen
wide commercial adoption, the reaction of a virtual human character depends largely
on the interaction between her own goals and environmental factors, in addition to
the laws of physics. For example, when losing balance a real person will reposition
her body to slow the fall while grabbing onto any nearby object that appears stable.
Even for such a simple task, the sheer scale of possible objects and environments
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a character can interact with makes designing a generic simulation algorithm chal-
lenging. Consequently to date, character animation is still primarily done through
key-framing or blending pre-recorded motion sequences.
Physical simulation via robotic controllers has the potential to be a general frame-
work for simulating believable character interactions without the need of extensive
data or user effort. In the past, specialized control algorithms have proven capable
of generating diverse motions such as balancing, running, and diving. Despite these
successes, robotics controllers exhibit two main drawbacks. First, designing robotics
controllers is a difficult and time consuming process. Good controller design requires
modeling of the musculoskeletal system and tuning of model parameters that have
nonlinear relationships with the output motion. Second once designed, controllers
are often brittle, only working under a narrow range of conditions. Changes in the
environment often necessitate significant tuning of control parameters or a redesign
of the controller itself.
We explore an alternative framework for active character simulation, physics based
optimization, which formulates motion synthesis as an optimization problem. Up
to now, physics based optimization has been applied to generating motions in pre-
planned situations where all the constraints and objectives are known a priori. Within
this domain, the framework has proven capable of synthesizing a wide class of realistic
human motions from walking to complex gymnastics. In addition, user control of the
animation is straightforward. To specify a motion, the programmer only needs to
describe the goals of the motion (e.g. jump to this position). The optimization
framework handles how the motion is achieved. These traits make physics-based
optimization an appealing framework to synthesize character animations.
This chapter describes a physics-based optimization framework for interactive
character animation. In our system, the motion of responsive virtual character is
a sequence of solutions to a constrained optimization problem formulated at every
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time step. In this framework, the controller is a process that directs the motion
by providing kinematic goals, such as desired body position or velocity, into the
optimization problem at each time step. Instead of explicitly solving for internal
joint torques and numerically integrating them to solve for motion, our approach di-
rectly optimizes the joint configurations subject to the laws of physics, environment
constraints, bio-mechanical limitations, and task-level control strategies. When the
character is in contact with the environment, we also explicitly optimize the contact
forces to achieve desired tasks while maintaining physical realism. For a passive dy-
namic system, there is no benefit in using the optimization to solve for the motion,
since the problem is well constrained and can be solved efficiently by a standard for-
ward simulator. The real advantages of our method are exposed when simulating
an active dynamic system in sustained contact with the environment, such as most
everyday human activities. The unknown actuation and contact forces in such a
dynamic system pose an under-determined problem. By solving the actuation (im-
plicitly), contact forces, and the final motion all in one procedure, our method allows
the control policies to be intuitively formulated into functions of joint configurations
without referring to forces and torques.
In this chapter, we demonstrate several benefits that arise from casting interactive
motion synthesis as an optimization problem. First, the programmer can specify ac-
tive control strategies through a controller using kinematic goals, thus retaining the
intuitive user-level control that optimization offers in offline motion synthesis. Sec-
ond, the programmer can compose complex control strategies by combining simple
control strategies in a finite-state machine-like structure. We demonstrate a versatile
virtual character coping with a series of unexpected disturbances using a combina-
tion of control strategies in an autonomous fashion (Figure 13). Third, the character
can perceive changes in the environment through a synthetic visual sensory system.
Our optimization incorporates this information along with other high-level decisions
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as additional objectives and constraints. Consequently, the same controller creates
significantly different motions in response to different environmental stimuli. As ex-
amples, we demonstrate a character that can use environment features to retain her
balance while dodging flying objects. Finally, as our results show, this framework
is general enough to encompass a wide variety of highly interactive motions. We
demonstrate that from a simple balance controller, to wall climbing, and gymnastics.
3.2 Related work
Designing a virtual human character that actively responds to the physical envi-
ronment is a long standing challenge in computer animation. The variational opti-
mization based approach directly solves for the entire motion trajectory according
to energy consideration and user specifications. Solving for nonlinear dynamic con-
straints and energy-based objective functions produces good results on simple skele-
tons [95, 18, 60], as well as on abstract human models [72] with simplified dynamics
[59, 29]. With the aid of motion data, researchers have formulated the optimization
problem in a reduced space biased towards natural human motion [75, 85], or ex-
tracted parameters from the data that capture muscle preferences and joint stiffness
[58]. The optimization approach allows the programmer to describe the motion
task by providing keyframe-like constraints in the joint space. However, standard
optimization-based approaches are not suited for interactive applications because all
the constraints and objectives need to be specified a priori. Our method treats every
simulation time step as an independent optimization problem with a new set of con-
straints and objectives. Any unscripted events in the current time step, such as user
input or collisions, will be responded to appropriately in the next time step.
Active body control with physical simulation presents many obvious advantages
over optimal trajectory approach in the domain of creating responsive virtual char-
acters. Researchers have designed basic balance controllers for bipedal systems [73,
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50, 89, 79, 7, 49], as well as more versatile motion such as running, vaulting, and
cycling [38]. Yin et al. reduce control design to a few kinematics poses with the
help of a robust balance strategy for walking and running [105]. Wooten and Hod-
gins [96] concatenated a sequence of transition controllers that generate successive
motion sequences. Faloutsos et al. [28] demonstrated that a virtual character can
be simulated by composing multiple primitive robotic controllers. Several companies
have successfully applied similar technologies to commercial products by providing
a repertoire of motor skills [4]. The specific details regarding their implementation
are unknown, but it is likely that each individual controller requires fine tuning of
the physical parameters. To synthesize animations involving interactions with the
environment, they rely on users to establish contact constraints at the right timing.
Robotic controller simulation yields physically plausible motion, often in real-time,
but requires an expert to tune the parameters properly. Our work provides a generic
framework for rapid designing active control procedures that require minimal physical
parameter tuning, yielding an adaptable controller for characters of arbitrary design.
To circumvent the issues of over-specialization, many researchers suggested ex-
ploiting online, local optimization techniques that adjust the current dynamic pa-
rameters to new situations [7, 100, 83, 82]. Our method is inspired by the same
idea, but instead of adjusting the parameters in the force domain and obtaining the
motion by numerical integration methods, we directly optimize the joint configura-
tions according to the control policies. By directly controlling the joint configuration
instead of joint acceleration, we can formulate constraints that are satisfied exactly
in the joint space without numerical errors due to the integration. Furthermore, we
do not require the constraints and their first derivative to be satisfied initially. This
flexibility allows us to arbitrarily add or change constraints in the position space.
Much previous work in robotics has addressed the problem of controlling multiple
tasks for robots or manipulators [55, 63, 77, 76]. In computer graphics, Abe and
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Popović [8] demonstrated a prioritized control approach that allows a virtual char-
acter to execute tasks at different priority levels without interfering with a posture
tracking controller. They later proposed an optimization-based control that formu-
lates the multiple objectives into a quadratic programming problem. This formulation
allows for a compromise between several conflicting objectives, such as balancing and
pose tracking [7]. Our framework also addresses the problem of multiple objectives
by formulating an optimization. Instead of solving for the control, however, we di-
rectly solve for motion that achieves the coordination among multiple objectives. The
weights of the objectives directly influence the task priority in the motion without
interference from other physical parameters. Furthermore, because we use a con-
strained optimization to solve for motion, we can formulate a primary task that can
never be violated as a constraint instead of an objective.
Using keyframe-like control to create physically responsive animation provides a
practical tool for many computer animation applications [39, 83]. Our simple frame-
work for specifying control strategies is inspired by earlier systems designed by Stew-
art and his colleagues [82]. Their proposed control schemes allows the programmer
to control any linear combination of the state variables in the second derivative do-
main, such as the acceleration of the center of mass. Our optimization formulation
further allows the programmer to control variables themselves, rather than a more
complicated second derivative domain. Liu [56] described a similar optimization
framework for synthesis of hand animation based on specifications of the manipu-
lated objects. She demonstrated that simple grasping-like tasks can be produced
with a few keyframes on the object. Our approach addresses more complicated is-
sues such as postural balance and coordination in full body motion. In addition, our
approach aims for designing an autonomous dynamic system by incorporating the
sensory information to the control system.
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3.3 Overview
We view responsive character motion as a sequence of solutions to a constrained
optimization formulated at every time step. Each optimization yields an optimal joint
configuration based on the user-specified goals and energy consideration, subject to
the laws of physics. We breakdown our motion synthesis framework into following
main components:
1. Motion Synthesizer : The motion synthesizer forms the core of the framework.
Given the current dynamic state of the character, motion synthesizer formulates
an optimization that solves for the joint configuration of the next time step.
To ensure physical realism in the synthesized motion , we enforce Lagrange’s
equations of motion and Coulomb’s friction model as constraints and minimize
the change of muscle force usage as objective in the optimization.
2. User-specified Controller : To synthesize an active character behavior, the con-
troller adds kinematic goals to the objective function of the optimization at
current time step. The programmer creates this controller by specifying the
goals conforming to the character’s internal dynamic state and/or the external
environmental state.
3. Environment Knowledge from Visual Sensory : Complex control strategies of-
ten depend on sensory inputs the character gathers from the environment. We
endow our virtual characters with a synthetic visual sensor and allow the pro-
grammer to formulate control strategies that depend on the sensor input.
4. User Interaction : The user can interact with the on-going character motion















Figure 4: The controller provides control strategies to the motion synthesizer which
takes in the current dynamic state of the character, qN , and outputs new joint con-
figuration, qN+1, for the next time step. Additional inputs can be provided to the
synthesizer in the form of user interactions and environment knowledge through visual
sensory system.
Figure 4 illustrates the relationship between the components described above. At
each time step, the user-specified controller formulates appropriate objectives and
constraints based on the current dynamic state of the character and the environment
information from the visual sensory system. The motion synthesizer formulates an
optimization problem comprising the controller-generated objective and constraints,
external disturbances, and objectives and constraints enforcing physical realism. The
solution to the optimization problem yields the character’s joint configuration for the
next time step.
3.4 Optimization setup for motion synthesis
The heart of our framework is the formulation of an optimization problem to syn-
thesize the character’s motion at each time step. Given physical constraints and
objectives specified by the programmer, we solve for character’s joint configuration
for the next time step and external contact forces simultaneously in the optimization.
Solving for external contact forces is equivalent to determining how much force the
character applies at the point of contact. We do not solve for internal joint muscles
explicitly in the optimization.
We represent the character’s skeleton as a transformation hierarchy of 18 body
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nodes with 31 degrees of freedom (DOFs) in reduced coordinates representing joints
and 6 DOFs representing the global translation and rotation.
To enforce physical realism in the synthesized motion, we formulate Lagrange’s
equations of motion as constraints in our optimization. Lagrange’s equations are
reformulation of Newton’s equations of motion in generalized coordinates (DOFs in
our case). We enforce Lagrange’s constraint Lj on each DOF qj of the root of the




















where q ≡ (q0, q1, . . .)







represent the gravitational force, contact force, and an
additional external force respectively in generalized coordinates.




correspond to the gravity force
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mig and
the user input force Fext. The force Fext acts on the body node k at point pk in its



















where ci is the center of mass (COM) of body node i in its local coordinate frame.
The first two terms in Equation 56 measure the inertia force due to the acceleration
of DOF qj in generalized coordinates. Ti denotes the kinetic energy of body node i
and N(j) is the set of body nodes in the subtree of DOF qj. In the transformation
















where tr () gives the trace of a matrix and Wi is the chain of homogeneous transfor-
mations from the root node to body node i. Mi denotes the mass tensor of the body
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node i defined as:
Mi ≡
∫ ∫ ∫
ρxxTdx dy dz (60)
where an infinitesimal point x ≡ (x, y, z, 1)T in the local coordinates of body node i
has mass density ρ.
Because we represent time as discrete samples, all the functions of time-varying
variables need to be represented in a discrete domain. We discretize the time into
samples with small intervals ∆t. We define the velocity and the acceleration of a











































For clarity, we drop the superscript henceforth, for quantities at time sample N .





can be computed analytically, since Wi is a
differentiable function of q.
In this discrete formulation, the optimization at each time step N solves for the
DOFs at the next time step, qN+1, given the current and previous DOFs, qN and

























terms can be readily evaluated using qN−1 and qN , which serve as constants in the
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optimization. Once this optimization is solved, we advance our time by ∆t, making
N + 1 as current time sample.
Our formulation has the same order of accuracy as the second-order Runge-Kutta
method in solving ordinary differential equations numerically. To improve the time









This definition of joint velocity sacrifices the second-order accuracy, however, the
Lagrange’s equation becomes a linear function of unknowns qN+1 and λN , allowing
for a much more efficient quadratic programming formulation.
Our optimization framework deals with constraints that, in general, are non-linear
in qN+1 and λN . However, solving a constrained non-linear optimization problem is
slow, in general, as compared to solving a quadratic programming (QP) problem
which consists of linear constraints and quadratic objectives. Thus, it is desirable
to have as many linear constraints as possible for the solver. Any constraint C = 0
can be used as an objective function e.g. as CTC or (‖C‖2) to be minimized in the
optimization along with other objectives. Thus, linear constraint can be used as an
quadratic objective in a QP problem.
1. Lagrange’s constraint. Equation 65 gives the discretized Lagrange’s constraint
as a function of qN+1 (by using Equation 64 and Equation 62) and λN . From
Equation 72, we see that the generalized contact force Qc
j
is linear in λN . The
constraint is also linear in Ẅi’s, which are functions of q
N+1. Now if we use
the definition of joint velocity as in Equation 61, Lagrange’s constraint becomes
quadratic in qN+1. However, if we use the definition in Equation 66, the con-
straint becomes linear in qN+1. This motivates us to sacrifice the second order
accuracy for a practical speedup in solving an optimization. Note that this
makes the corresponding objective (as used in Section 3.4.1) quadratic.
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2. Position constraint. A position constraint CP which fixes the position of some
point pl on body node i to a world position p0 i.e. CP = W
N+1
i pl − p0 = 0, is
non-linear in qN+1. We linearize it by approximating the position of this point
by using its position at current time sample N and velocity at time sample
N + 1:
CP (q
N+1) = WN+1i pl − p0
≈ WNi pl + Ẇi
N+1
pl∆t− p0








Similarly other functions of positions e.g. COM position constraint, which can
be computed as a linear combination of COMs of individual body nodes, can
be approximated in this fashion.
3.4.1 Muscle control
With only 6 equations (Equation 65) on the root DOFs, this system is largely under-
determined and has infinitely many solutions. We do not enforce Equation 65 on joint
DOFs as they are implicitly equipped with muscles or actuators that can generate
arbitrary forces to satisfy Equation 65. This formulation is equivalent to computing
the aggregate force and torque [29] and the low-order dynamic constraints [85].
To bias the solution towards a more plausible configuration, we incorporate the
minimal torque change model in the optimization [43, 88]. Natural human motion
tends to remain smooth in the acceleration domain with limited ability to change the
muscle activation rapidly over time.
Therefore, minimizing the change of joint torques in time discourages the muscle
forces from changing abruptly and excessively.




, which represents the sum of torques generated internally by musculoskeletal com-
















N ,λN−1) is the muscle force at previous time step and serves as constant
in the equation.
We propose a simple method to regulate the muscle forces to achieve natural
human motion. We add objectives, L̇j(q
N+1,λN ), for each actuated DOF qj, to min-
imize the change in muscle forces over time. When the character reacts to unexpected
events, such as being pushed by the user, we simulate the activation delay in adjusting
the muscles by minimizing the objective Lj(q
N+1,λN) − Lj(q
N0 ,λN0−1) for a small
time interval (≈ 200ms), where Lj(q
N0 ,λN0−1) is the muscle force usage at the mo-
ment of the push. This delay in muscle response is due to the delay in internal spinal
feedback loop and external visual feedback loop [43, 61] Such simple feature results
in a natural passive reaction to the push.
3.4.2 Contact model
Our method explicitly optimizes the contact forces subject to Lagrange’s equations
of motion and the Coulomb’s friction model. This implies that the character can use
any contact forces, within correct range of the friction model, to satisfy Equation 56
and help achieve other objectives.
The standard optimization formulation usually handles a sustained contact by
adding a positional constraint and Lagrangian multipliers parameterizing the contact
force in the dynamic equations. The drawback of this setup is that, instead of breaking
off the contact, the optimization will become infeasible when the equations of motion
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cannot be satisfied simultaneously with the constraints imposed by the friction model.
We instead enforce a more relaxed non-penetrating constraint that prevents inter-
penetration of the points in contact but allows for contact slippage and breakage.



















Figure 5: Contact force parametrization for different types of contacts
Static: A static contact has zero tangential velocity along the surface. According
to Coulomb’s friction model, the repulsive contact forces should lie within the cone
defined by the static friction coefficient µ whose generatrix forms an angle θ = cot−1µ
with the surface of contact. We approximate this friction cone by four basis vectors
with non-negative basis coefficients (Figure 5a). The contact force is computed as a
linear combination of these bases V as:
Fc(λ) = Vλ, λ ≥ 0 (70)
where λ represents the coefficient vector (λ1, λ2, λ3, λ4)
T .
Dynamic: A dynamic contact slips along the surface with the friction force directed
opposite to the velocity, v, of the contact point (Figure 5b). The contact force is
computed as
Fc(λ) = (F̂n − µv̂)λ, λ ≥ 0 (71)
where λ is a vector of one coefficient representing the magnitude of the normal contact
force Fn.
44
The generalized contact force, Qc
j









where pb is the contact point in the local coordinates of body node b. Depending on
the type of contact, Fc is parameterized by λ consists of either one or four coefficients.
When a contact k is established, we add a non-penetrating inequality constraint,
Cknp(q
N+1) > 0, to the optimization, and solve for the contact forces that help satisfy
the constraint. In addition, these contact forces are constrained either by static or
dynamic friction forces based on the tangential velocity at the contact point. If the
normal velocity is nonzero, the contact breakage occurs and we simply remove the
contact from optimization for the next time step.
Apart from these contacts based on unilateral friction constraint, the character
can be in contact with an object by grabbing onto it. In such a case, the contact forces
are unconstrained due to the bilateral grip and we simply add three unconstrained
coefficients for the forces in the optimization.
Because we only enforce a non-penetrating constraint on the contact, the character
might choose to use her own muscles to unnecessarily slide along the surface or even
break off the contact. Therefore we need an incentive for the character to move the
contact point only when it is physically impossible to maintain the contact, or when an
overpowering conflicting objective occurs. To this end, we add an objective Gkc (q
N+1)
to minimize the movement of the contact point. By using these objectives to reduce
the voluntary slippage and breakage, the character behaves in a more human-like
manner without sacrificing physical correctness.
One drawback of this contact model is that it does not enforce the principle of
zero virtual work for contact forces. That is, the contact force is not guaranteed to be
zero at the moment of the breakage, resulting in a nonzero amount of work is done.
When this situation is detected, we rollback our motion to the previous frame and
enforce the contact force to be zero.
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3.4.3 Optimization summary
Equation 73 summarizes the formulation of the optimization problem at each time




















N+1,λN) = 0, j = 0, · · · 5
Cknp(q
N+1) > 0, ∀k
(73)
3.5 Framework for active control
The motion synthesizer described in Section 3.4 produces physically plausible motion
with regards to frictional contacts and smooth changes in muscle activations. Without
any active control, however, the character will quickly fall on the ground under the
influence of gravity. The goal of the controller is to direct the virtual character’s
active motion in reaction to the environment to achieve a specified task.
In our framework, the controller comprises a user-specified control strategy that
maps the character’s dynamic state and the environment state to an appropriate set of
objectives and constraints. These objectives and constraints describe the desired goal
of an active motion as a function of the character’s joint position and derivatives. At
each time step, the controller determines appropriate control strategies and adds the
desired objectives and constraints to the current optimization problem. Consequently,
the optimizer must generate a motion that follows the dictates of the controller while
also satisfying the physical constraints in the environment.
Our framework allows for a more intuitive specification of controller behavior than
prior optimal control algorithms for dynamic system. In prior optimal control algo-
rithms, a controller is a model of the physical actuators responsible for generating the
internal force that creates a desired motion. In our framework, a controller is essen-
tially a statement of the kinematic goal of the motion, specified as functions of joint
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DOFs qN+1 and the external contact forces λN . To design a controller for complex
interaction with the environment, our approach allows the programmer to intuitively
describe control strategies as a sequence of kinematic actions, such as desired poses
and potential contacts with the environment. The entire process of controller design
does not require the programmer to fine tune the physical parameters representing
the joint actuators. However, to create a specific output motion, the programmer has
to find a balance set of weights for the objectives. In our experience, tuning objective
weights is relatively easier because the weights only determine the high-level relative
importance among competing objectives, rather than the physical properties of joints
and muscles. Consequently, one set of weights is consistently applied across all joints
and can be used for different characters in different environments. Furthermore, a
wide range of weights can produce different but equally plausible motion sequences.
We provide the exact weight settings used in our examples in Section 3.6, but the
programmer can vary these values to create a variety of motions.
3.5.1 Controller specification
Formally we define a controller as a finite-state machine (FSM) M = (S,T) with
states S and allowed transitions T. Each state is a basic control strategy comprising
a set of control objectives (G1, G2, . . .) representing the kinematic goals of the desired
motion, and a boolean condition D representing when the strategy is applicable (a
condition returns false when it fails or is not applicable). Control objectives, Gi’s, can
be represented as functions of the character’s joint positions: Gi = ‖f(q
N+1)‖. Each
objective function has an associated weight which indicates its relative importance
in the optimization. We assign these weights based on our understanding of human
locomotion and experimentation. In our experiments, we never needed to scale the
weights for different joints. Once these values are tuned, we do not need to change
them for different characters or environments.
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Transitions determine allowable changes in control strategy within a single sim-
ulation time step. If the current control strategy is not applicable, then the state
machine searches for an adjacent control strategy that is reachable through a transi-
tion. Our formulation is inspired by an approach described by Faloutsos et al. [28].
The main difference is that in Faloutsos’s work, a state has both a precondition for
entering and postcondition for leaving. In all our examples, a single condition suf-
fices for the behaviors we wished to implement. At each simulation time step, the
FSM searches for a control state in S that is applicable to the current dynamic state
of the character and the environment state described by the condition D associated
with each control state. The motion synthesizer then adds the state objectives to the
current optimization.
To demonstrate the ease of controller design using our API, we show the imple-
mentation of a balance controller, a climb controller and a swing controller in the
next section.
3.5.2 Environment knowledge
Realistic virtual characters incorporate sensor information about their surrounding
environment to determine the appropriate action according to the desired task. We
demonstrate the capability of our framework to model this behavior for a simplified
synthetic sensory system. We endow our character with a sensor that can evaluate
the reachability of environment objects and surfaces with respect to the character.
For example, the character can regain balance using anything she can reach and
grab onto in her immediate surroundings, such as handles, poles, or walls. In terms
of the control algorithm, this entails augmenting the environment state with a list
of objects that are reachable by the virtual character’s end effectors. We can then
specify control strategies where the condition incorporates information about the
reachability of particular objects, and the objectives can describe desired spatial or
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derivative relationships between the character and object.
3.6 Implementation and results
We now discuss the design of several controllers that enable the character to perform
various actions in a varying environment.
The motion for all the examples discussed in this section is simulated at 2-10
frames per second on a single core of 2.93 GHz Intel Core 2 Duo processor. The
variance in simulation time is primarily due to the complexity of the controllers. Full
animations can be seen in the supplemental video available online in the ACM digital
library [41]. We used SNOPT [33] to solve the optimization problem at each time
step. The time step used for simulation is 0.01 seconds. Our framework does not
require any motion capture sequences.
3.6.1 Balance controller
Balancing is the basis for all locomotion tasks for bipedal character. In this section,
we describe the implementation of a balance controller using the controller specifi-
cation described in Section 3.5.1. We start by describing a basic balancing strategy
that allows the character to stand on the ground and maintain balance. We then
enhance this basic control strategy with complex ones that allow the character to
take protective steps when required or utilize nearby surfaces to recover balance.
The same balance controller can be applied to different behaviors (dodging incom-
ing objects, standing one one foot), different physical models (child character), and
different environments (balancing on the ice) by adding a few high level objectives.
3.6.1.1 Basic Balance Strategy
We implemented a basic balance strategy with the following high level objectives:
1. Support the COM, Gcp = ‖proj(COM(q
N+1)) −Csp(q
N+1)‖, where COM is
the center of mass, proj() projects a point to the ground and Csp is the center
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of support polygon evaluated at time sample N + 1.
2. Keep upper body upright, Gspine = ‖dspine(q
N+1) × ĵ‖, where dspine is spine
orientation at time sample N + 1 and ĵ is the direction of gravity.
3. Avoid sudden movements, Gqv = ‖q̇
N+1‖
We create a state representing the balance strategy, balance, with the weighted sum
of objectives mentioned above:
balance Objective: 5.0Gcp + 70.0Gspine + 0.5Gqv
balance Condition: if COM is outside the support polygon, return false; else re-
turn true
This state machine comprising of only one state with three simple strategies is ca-
pable of maintaining a balanced pose for the character even under small perturbations
(see supplemental video).
The exact same balance strategies also allow the character to balance on one
foot. By reducing the supporting polygon to an arbitrarily chosen supporting foot,
the character automatically shifts her weight toward the supporting foot. Once the
character balances herself with one foot, we add kinematic objectives to make the
character mimic one given pose (Figure 9a).
3.6.1.2 Enhanced Balance Strategies
The balance state fails when the COM of the character falls outside the support
polygon. To handle this failure, we add two states, relaxFoot and takeStep, to
the basic balance controller that enable the character to take protective steps, by
automatically deciding when and where to place the foot for recovering balance. The









relaxFoot. The relaxFoot state is responsible for reducing the ground contact
forces on the foot about to be lifted before taking a step. The decision of which
foot is to be lifted depends on a simple heuristic that assumes the foot farther from
the ground projection of the COM is easier to lift. To relax the forces on the foot,
we add the following objectives:
1. Move COM to the supporting foot, Gcf .
2. Relax contact forces on the foot to be lifted, Gc = ‖λ
N‖, where λN are the
contact force parameters for the contact points on the foot.
This helps the character to shift her weight away from the foot to be lifted
and eventually reduce the contact forces. The rationale behind moving the COM
towards the supporting foot comes from our observations of recorded human motion
in which the COM accelerates towards the supporting foot before the subject breaks
the contact from the other foot.
relaxfoot Objective: 0.2Gqv + 50.0Gcf + 1.0Gc.
relaxfoot Condition: if contact forces on foot are relaxed, return false; else return
true
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takeStep. In the takeStep state, we have an objective to move the lifted foot to
the desired position. The desired foot position is updated at each time step when the
character is in this state. It is based on the simple heuristic that the COM should
lie in the center of support polygon. Thus, the new foot position, pf , is chosen such
that ground projection of COM lies midway between the feet. The objective Gp for
moving a body point, pi, defined in local coordinates of body node i, to any desired
position p0 is written as Gp = ‖W
N+1
i pi − p0‖. Thus, we substitute the desired
position p0 in this equation by pf .
takeStep Objective: 3.0Gqv + 20.0Gspine + 0.8Gp
takeStep Condition: if distance between the moving foot and the desired position is
increasing, return false; else return true
At each time step, progress of moving foot is monitored and when the above
condition fails i.e. situation is getting worse as the character is not able to move her
foot as fast as it should, the state machine decides to place the foot on the ground
and transition to the balance state once again.
This completes one protective step to recover balance and if the balance fails
again, this cycle is repeated. e.g. in case of a strong push, the character has to take
multiple steps to recover (see Figure 6).
To demonstrate the robustness of the balance controller, we just change the friction
coefficient of the floor from 1.0 to 0.2 to model icy surface. When the character tries
to recover from a push on a slippery surface, she often slips and cautiously takes
smaller steps to reduce this slipping (see Figure 7).
3.6.1.3 Support using Environment Features
By incorporating the balance controller with information from a synthetic visual
sensory system, we develop a balance controller that synthesizes significantly different
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(a) pushed backwards (b) trying to balance (c) taking step
(d) still not balanced (e) taking additional step (f) finally balanced
Figure 6: Character going through a series of states of the balance controller after
she is pushed and finally balances after taking a couple of steps (red arrow depicts
the applied force).
(a) pushed backwards (b) slipping while trying to
balance
(c) taking small steps
Figure 7: Character trying to balance on an icy surface when pushed by taking
small steps and slipping occasionally
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motions in response to different environmental stimuli.
The visual sensory component takes as input the character’s current configuration
and the current state of all objects in the environment, and outputs a list of objects
reachable by any end-effector on the character’s body. We define an end effector, ei,
as a point on the body that can be used for support (e.g. a hand or a foot) against
a reachable object, oj. For each (ei, oj) pair, the character evaluates whether oj is
reachable by ei. If so, we add an objective in the motion synthesizer that moves ei
towards oj.
We demonstrate that the character autonomously determines to use the nearby
wall for support when pushed by a large force. The character automatically decides
when to move her hand for support and tries to reach for the nearest point on the wall
(projection of her hand on the wall). By increasing the distance between the wall and
the character, she takes extra steps before reaching the wall. The reaction changes
significantly when there are two walls available for support (Figure 8). When there
are multiple available contact points, the character simply reaches out for the closest
one. Nonetheless, more sophisticated strategies can be encoded in the controller.
This capability of using environment features for support is added on top of the same
balance controller as described earlier. We refer the reader to the supplemental video
for full animations.
(a) nearer wall (b) further wall (c) two nearby walls
Figure 8: Character’s reaction to the same push in different environment settings
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3.6.1.4 Balance and Dodge
To create more interesting behavior in a dynamically varying environment, the pro-
grammer can add simple high level objectives to the balance controller. For example,
we create a behavior where a character dodges the objects thrown at her while main-
taining balance. We add a dodging objective that keeps the character’s body parts
away from the object. For an object at position p and traveling with velocity v,
we add objectives to maximize (by putting negative weight for objective) distance of
some points pi (defined in local frame of body node i) on the body which lie near to
the line l passing through p with direction v (parametric representation l(t) = p+vt).
Thus, the objective can be written as Gdodge = dist(W
N+1
i pi, l), where dist() eval-
uates the distance of a point pi, when expressed in world coordinates, to the line l.
We weight the dodge objectives as inversely proportional to the distance to the line
(-0.05 to -0.15) and are active when the object is within a certain distance (e.g. 1
meter) from the character.
In addition, by adjusting the relative importance of each objective, the same con-
troller can produce a variety of behaviors. In the synthesized example, the character
easily dodges the tennis ball by bending her spine (Figure 9b) but gets hit on the arm
by the object coming from behind. The programmer can adjust the importance of
dodging objective based on the incoming object. If the character sees an flying object
that appears harmful, she quickly moves out of way (Figure 9c). To realize this,
we changed the weights of objective function in the balance state (Section 3.6.1.1) to
2.0Gcp + 30.0Gspine + 0.5Gqv for a harmful object.
Better dodging strategies or hazard assessment rely on domain knowledge in con-
troller design. [107] learns different anticipation strategies from motion capture data
and automatically chooses which to employ at runtime according to a damage and
energy assessment calculated from simulation results. Their results exhibits a wide
variety of dodging strategies with compelling realism. [65] uses psychological insights
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and motion capture data to formulate protective anticipatory movement parameter-
ized by a model of approaching object. This is combined with a physically-based
dynamic response to produce animations with anticipation and reaction to impacts.
We do not aim at thoroughly solving a particular problem of anticipation, rather
emphasize the ease of designing control strategies with limited domain knowledge.
(a) balancing on one foot (b) dodging a less harmful
object
(c) dodging a more harm-
ful object
Figure 9: Character performing variety of tasks while balancing
3.6.1.5 Multiple Character Interaction
The same balance controller can operate across characters with different mass distri-
bution and skeletal structures. In addition, the programmer can simulate interactions
between multiple characters by adding objectives or constraints that model the phys-
ical contacts. We synthesize a child reaching out for an adult’s hand for support in
the event of balance loss (see Figure 10). The natural reaction for both the characters
is synthesized automatically, since the objective of holding hands and force exchange
affects both the characters’ joint configuration.
All the examples described in this section took 2-4 frames per second to simulate.
The slow simulation speed is due to the complexity of the balance problem as the
objectives conflict and compete with each other in the optimization.
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Figure 10: Adult character preventing the child character from falling by holding
hands when the child character is pushed.
3.6.2 Climb controller
We next move to a control task that requires a much more sophisticated interplay
between the character and environment. We implement a climbing controller that
facilitates wall climbing using attached holds. The holds are placed at random posi-
tions and the character automatically decides which ones to grab in order to progress
upwards. A complex wall climbing motion can be generated by specifying kinematic
constraints at the hand holds and foot holds.
We create five states allSupport, relaxHand, moveHand, relaxFoot, moveFoot
and define the state machine for the climb controller as follows:
CLIMB Machine:
States:









allSupport. In this state, the character grabs both the hand holds and places her
feet on the foot holds. This state consists of following objectives:
1. To raise her COM to the highest possible position, so that she is comfortable to
stretch out her hand and grab the next hand hold. The objective for the COM
can be written as Gcom = ‖COM(q
N+1)−C0‖, where C0 is the center of hand
holds that is high enough for the COM to reach.
2. To reduce the joint velocities for smooth movements, Gqv.
allSupport Objective: 0.2Gqv + 20.0Gcom
allSupport Condition: if the character is stable, return false; else return true
relaxHand. The goal of the character is to relax the contact forces on the hand
so that it can release the hold and move to the desired position. We achieve this by
setting objectives for reducing the contact forces from the corresponding hand hold
(moveFoot has similar objectives for relaxing the contact forces on the foot).
relaxHand Objective: 0.2Gqv + 1.0Gc
relaxHand Condition: if the contact forces fall below a small threshold, return
false; else return true
moveHand. In this state, the controller adds the position of next nearest hand hold,
along with minimization of joint velocities as control objectives (see Figure 11b).
moveHand Objective: 0.2Gqv + (0.1 to 0.25)Gp + 10.0Gcom
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moveHand Condition: if hand reaches the hand hold, return false; else return
true
We vary the weights for Gp according to the distance of the hand to the desired
position (higher weight when nearer). When the condition fails, i.e. hand reaches the
hand hold, grasping contact is established and state transitions to allSupport. Next,
to raise her body up and move her foot, the character relaxes the forces on her foot
by making a transition to relaxFoot state. Once relaxed, she moves to moveFoot
state.
moveFoot. In this state, the position of next foot hold is set as an objective for
the moving foot and the character begins to move her foot to the desired position
(see Figure 11c). When the foot reaches close to the hold, we add an objective,
Gpose = ‖q
N+1 −q0‖, to guide the joint angles close to the starting pose, q0, to make
the character assume a realistic looking pose. This starting pose (see Figure 11a) is
created using simple inverse kinematics.
moveFoot Objective: 0.2Gqv + (0.01 to 0.30)Gp + 10.0Gcom + 2.0Gpose
moveFoot Condition: if foot reaches the foot hold, return false; else return true
(a) allSupport (b) moveHand (c) moveFoot
Figure 11: Character in different states of climb controller
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This completes one cycle of the state machine which moves the character up by
one hold and makes her reach a stance similar to the starting pose. By looping over
this cycle, the character can climb arbitrary number of holds.
In the synthesized example for climbing a wall (see supplemental video), the pro-
grammer only needed to specify the starting pose for the character designed using
simple inverse kinematics, and the placement of holds on the wall. With the help of
simple strategies and kinematic constraints described above, the character automat-
ically climbs up the wall using required amount of external contact forces from these
randomly placed hand and foot holds. The simulation rate for this example varied
from 5-10 frames per second.
3.6.3 Swing controller
Our framework facilitates synthesis of natural motion by defining a few high level
objectives. Thus, it can serve as a test-bed for designing new motor skills. In this
section, we describe a simple swing controller, based on only one objective function,
maximize the center of mass velocity in the direction tangential to her movement. The
character starts from a rest pose holding a high bar with both hands. We create a
simple state machine SWING consisting of two states trySwing and passiveSwing.
In trySwing state, the character tries hard to increase her COM velocity in the
direction perpendicular to the plane joining her COM and grasps on the bar. The
objective for increasing the COM velocity is defined as Gcv = ‖ ˙COM(q
N+1) − vd‖,
where vd is the desired velocity (a value more than the current COM velocity).
trySwing Objective: 0.1Gqv + 4.0Gcv
trySwing Condition: if the angle of swing increases a threshold, return false; else
return true
When the angle of swing increases above a threshold, a transition to passiveSwing
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occurs. This state’s objective is to maintain constant velocity in the perpendicular
direction to create a smooth passive swing.
Based on only one objective function and no knowledge in gymnastics, the char-
acter tries hard to increase her velocity and is able to start swinging. However, she is
not able to increase her angle of swing beyond a certain limit because of the lack of
coordination of her joints and skills possessed by gymnasts (see Figure 12a). When
started from a higher angle, the character still fails to maintain the momentum and
the velocity diminishes rapidly
Adding some more objectives to improve the coordination of joints help the char-
acter maintain her velocity. To achieve this, we added joint position objectives to
make her body more stiff and legs straightened, then let her start from a higher
swing angle. These objectives are meant to keep her legs close to a specific pose
(straight legs) and the stiffness is achieved by setting a relatively higher weight for
these objectives.
The objective function now becomes 0.1Gqv+15.0Gcv+5.0Gpose. Gpose is respon-
sible for stiffening the body and straightening the legs. We do not add pose objectives
for DOFs of the abdomen to allow easier bending of the abdomen.
The character is now able to swing more smoothly and is able to maintain her
velocity (see Figure 12b). The examples were synthesized at 5-10 frames per second.
3.6.4 Composition of multiple controllers
Primitive controllers can be easily composed to create an autonomous and versatile
virtual character. The cable car example (Figure 13) highlights realistic behaviors and
responsive reaction of the character to unexpected events in a dynamically varying
environment. Initially, the character comfortably counteracts small disturbances of
the cable car with her balance strategies. When the car shakes violently, she decides
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(a) start from rest position (b) start from high angle
Figure 12: Character swinging with different initial swing angle
to take protective steps and grab onto nearby walls and bars to prevent herself from
falling. When the ground breaks, she resorts to holding the bar and apply her swing
motor skills to hang on (see supplemental video). The programmer just key-framed
the events like rocking the cable car and breakage of walls and the floor, and the
character autonomously decides what and when to grab, depending on her immediate
surroundings and her dynamic configuration.
Figure 13: An autonomous character reacting to unexpected events inside a cable
car and trying hard to prevent herself from falling
3.7 Discussion
The design of our approach raises some important issues and questions in practice.
First, to what degree of physical realism can the system provide when the user-
specified objectives are conflicting or unrealistic? Second, is the weight adjustment
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in the objective function any easier than parameter tuning for designing robotic con-
trollers? Third, what types of motions/tasks are mostly appropriate to our frame-
work?
3.7.1 Physical realism
We enforce exact equations of motion on the global dynamics of the character i.e. at
the root of character’s hierarchy where no actuators exist. These equations (Equa-
tion 65) alongside the contact model (Section 3.4.2) are physically correct up to
discretization error that is similar to numerical integration methods used for forward
simulation.
For all the other joints, we do not enforce these equations implying that the ac-
tuators at these joints can assume arbitrary values. However, we add an additional
objective for minimizing the change in joint torques (see Section 3.4.1), that restricts
arbitrary changes in joint torques leading to smooth and plausible muscle forces. We
chose not to enforce explicit joint torque limits (constraints) in the optimization be-
cause, in practice, the values of these torques remain in reasonable limits. Therefore,
removing these constraints help reduce the computation time without affecting the
output motion.
The ratio of the weight of muscle minimization to the weight of kinematic ob-
jectives specified by the programmer indicates the responsiveness of the character
to the control goals. The user can adjust the ratio to explore the tradeoff between
the naturalness of the movement and the satisfaction of control goals. However, the
global physical realism is ensured regardless of the value of this ratio.
3.7.2 Weight adjustment
Our framework facilitates easy design of control strategies for articulated characters
(see Section 5). The parameters required to be tuned in our framework are the
weights associated with each objective function used in the optimization. These
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objectives indicate high level behaviors that can be described by the joint angles
such as basic balance strategies or reaching for objects. Consequently, the user can
express controllers at the kinematic level without knowing the mechanical details
of each joint. For example, the user only needs to tune two weights to maintain
a supported center of mass and to achieve a specific location for an end-effector.
In other methods such as robotic controller framework, the physical parameters for
each joint need to be individually tuned and tested. Often time the values of those
parameters cannot be easily translated to high level task description. Moreover, when
the physical properties of the articulated body system change, readjusting physical
parameters is likely to be required. In our framework, however, the same weights can
be reused as long as the relative importance of the objectives remains the same.
3.7.3 Suitable range of tasks
In principle, with careful design and sufficient engineering effort, most tasks demon-
strated by our framework can also be achieved by robotics controllers. However, we
believe our method significantly reduces the engineering effort for the following types
of tasks:
1. Tasks that require precise positional control: For example, hand reaching out
for a moving point in space. Our method directly imposes positional control as
objectives or hard constraints, rather than employing additional inverse kine-
matics and inverse dynamics computation to obtain the required joint torques.
This type of control was frequently applied in our examples, such as step taking
in the balance controller (Section 3.6.1.2).
2. Tasks that are highly constrained by the environment through resting contacts:
In general, having more resting contacts complicates the computation in a dy-
namic system. Our approach, in contrary, works particularly well with multiple
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resting contact. This is because contacts introduce additional degrees of free-
dom, contact forces, in the optimization, that “help” the character meet the
various objectives with ease. Furthermore, contacts provide additional kine-
matic hints for solving an under-determined joint configuration.
3. Multi-objective tasks with conflicting objectives: Our optimization method re-
solves the trade-offs between conflicting objectives simultaneously with other
dynamic and kinematic constraints imposed on the character. This flexible
framework allows the programmer to compose simple tasks in the position do-
main to create complex behaviors. For example, dodge and balance tasks (Sec-
tion 6.1.4) have conflicting preferred joint configurations. The programmer only
needs to tune the weights of these two objectives to arrive at a solution satis-
fying both. In our experience, there is a wide range of weights that achieve the
goal.
There are certain situations where our framework does not offer many advantages
and use of other approaches might be more appropriate:
1. Existing forward simulation methods score over our approach in two situations.
First, when the character does not exhibit active control in the motion (e.g.
ragdoll), our optimization formulation adds unnecessary computation to a rel-
atively trivial simulation problem. Second, when the motion involves frequent
passive colliding contacts (e.g. falling off the stairs), our approach becomes
very inefficient because each contact increases the number of constraints and
expands the dimension of degrees of the freedom in the optimization.
2. We sacrifice the anticipatory property of spacetime optimization for interactiv-
ity. Our system can only generate anticipatory motion enforced by kinematic
constraints, such as changing the kinematic goals gradually, but is not able to
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create natural anticipation and follow-through involving a change of dynamics,
such as a broad jump.
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CHAPTER IV
LONG-TERM CONTROL PLANNING IN MODAL SPACE
In the previous chapter, we did not use any reference motion for synthesizing novel
motions for the character. In this chapter, we present a control algorithm for simu-
lating an articulated character performing a given reference motion and its variations
[40]. The unique feature of our controller is its ability to make long-horizon plan
at every time step. Our algorithm overcomes the computational hurdle by applying
modal analysis on a time-varying linear dynamic system. We exploit the properties
of modal coordinates in two ways. First, we design separate control strategies for
dynamically decoupled modes. Second, our controller only applies long-horizon plan-
ning on a subset of modes, largely reducing the size of the control problem. With
this decoupled and reduced control system, the character is able to execute the ref-
erence motion while reacting to unexpected perturbations and anticipating changes
in the environment. We demonstrate our results by simulating a variety of reference
motions, such as walking, squatting, jumping, and swinging.
4.1 Introduction
The ability to respond to the changes in the environment and predict the consequences
of our own action is fundamental for everyday motor tasks. Physically simulating
a virtual character who exhibits both reactive and anticipatory behaviors presents
immense challenges in many facets. First, the human motor system is both under-
actuated and redundant. The former leads to complex issues with balance while
the latter results in a high-dimensional and under-constrained problem. Second, the
interaction with the environment via contacts is discrete in nature. The discontinuity
introduced by the change of contact states further complicates both simulation and
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control problems.
One possible approach to achieving both reactive and anticipatory virtual char-
acter is to formulate a long-term planning problem, such as spacetime optimization,
and update the plan at every time step according to the current state of the charac-
ter and of the environment. Motion produced by long-term planning usually appears
more compliant because the character is not always in the urgency of matching the
immediate goal. In addition, the frequent replanning allows the character to respond
to unexpected perturbations in a timely manner. Though straightforward, this prob-
lem is extremely difficult and prohibitively expensive to solve in practice. Long-term
planning on a full human dynamic system requires us to resolve all the aforemen-
tioned challenges. To date, offline solutions to optimal trajectory problems are very
sensitive to parameters and initial conditions of the problem. We certainly cannot
apply such brittle solutions at every time step in an online fashion.
In this chapter, we tackle a more feasible problem: designing a control system
capable of long-term planning and frequent replanning for simulating a specific motion
sequence. We introduce a new control system that tracks the reference motion while
reacting to unexpected perturbations and adapting to anticipated changes in the
environment. Our key insight is that the long-term planning can be largely simplified
by approximating the dynamic system using modal analysis. In our formulation, we
do not solve one long-term planning problem in the generalize coordinates, rather, we
formulate a set of control strategies in a reduced and dynamically decoupled modal
coordinates. Modal analysis offers two advantages to our problem:
• Independent control: In the modal space, each mode is governed by an
independent equation of motion. This reduces a N -dimensional optimal control
problem to N independent one-dimensional problems.
• Model reduction: Modal analysis organizes modes by the natural frequencies
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of the dynamic system. Typically a few modes are sufficient to capture the dy-
namic behaviors of the system. This property potentially reduces the dimension
of the control variables.
In spite of these great advantages, modal analysis is only suited for linear dynamic
systems. We circumvent the issue by linearizing the nonlinear dynamic equations
around the current state at each time step, resulting in a time-varying linear dynamic
model.
We propose a new control system that makes long-term plans based on the ref-
erence motion and revises the plan at every time step in response to perturbations
in the environment. We present our results by simulating a few drastically different
human motions, including walking, squatting, jumping, and swinging. The virtual
character can passively respond to external forces and actively replan for new tasks.
For example, we demonstrate an online modification of a normal walk motion to walk
on slopes, with different step sizes and different timing of steps. We also show that
anticipated changes can be achieved by modifying the reference motion on the fly,
such as modification of a squatting action to pick up a heavy box, or transition from
a broad jump to swing.
4.2 Related work
Synthesizing natural motion for virtual characters has been a long standing chal-
lenge in computer animation. For offline applications, physics-based trajectory op-
timization is able to create human-like motion that exhibits anticipatory behaviors
[95, 18, 60, 72]. With some variations in formulations, these methods essentially solve
for a motion sequence while minimizing a chosen objective function under physical
constraints, such as the equations of motion, joint limits, or contacts. Due to high di-
mensionality and nonlinearity in constraints or objective function, these methods are
limited to simulating simple characters [18, 60, 72] or simplified dynamics [59, 29].
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Researchers have utilized motion capture data to reduce the dimensionality of the
motion[75, 85], but the problem remains highly nonconvex and prone to local min-
ima. Our method takes a different approach to simplifying the long-horizon planning
problem using an approximate dynamic system. We leverage the advantages of modal
coordinates such that the optimization only involves a subset of decoupled dynamic
equations.
Departing from the offline approach, physics based simulation methods coupled
with active control are capable of synthesizing responsive motion in an interactive
setting. Much research has focused on designing controllers for performing specific
tasks such as standing balance [73, 89, 79, 7, 49, 62], locomotion [38, 50, 105, 80, 90], or
other complex human movements [38, 96, 28]. These controllers generate impressive
results, but they usually depend on highly customized control parameters or prior
knowledge of the motion. Consequently, they do not generalize well to other types
of activities. Our method makes no assumption of the underlying reference motion,
leading to a generic control algorithm suitable for a wide variety of motions.
Recent research work in physics-based locomotion controllers [21, 26, 68, 91, 97]
improves upon the previous work in terms of robustness to changes in environment,
character topology and physical properties. Intuitive interfaces to author controllers
for responsive and robust locomotion tasks are presented [21, 26]. Several methods
specialize in adapting walking characters on uneven or unknown terrains [68, 91,
97]. In contrast to all these methods that employ strategies specific for locomotion,
our method is generic to execute different tasks. The ability to replan and change
the reference trajectories online makes our method suitable to adapt to different
situations.
Incorporating motion capture data with dynamic controllers has a potential to cre-
ate more natural and human-like motion. A number of control algorithms have been
proposed to directly track the reference mocap motion using proportional-derivative
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(PD) servos and their variations [108, 104, 8, 81, 12]. With proper physical param-
eters for the controllers, these methods can effectively generate passive responses to
external perturbations. However, many of these methods require fine tuning of phys-
ical parameters or expensive pre-computation specific to the target motion and the
skeletal model. The former limits the range of the variations generated by the con-
troller, while the latter eliminates the possibility to modify the reference motion on
the fly. Our control system does not require manual tuning of physical parameters
or any pre-computation, making it suitable to track reference trajectories that can
be modified online. In a recent work, Lee et al. [53] demonstrated a locomo-
tion controller that modifies the reference motion by synchronizing it with the online
simulation based on the contact changes. This results in improved robustness of the
tracking controller while retaining the quality of motion capture data. However, their
method is based on SIMBICON-style control ([105]) for locomotion making it hard
to generalize to completely new motions.
To generalize control methods for different activities, many researchers suggested
exploiting optimization techniques to compute control forces based on the current
state of the character. Quadratic programming is applied to regulate body center
of mass [7] and momenta [62]. Multiple quadratic objectives can also be organized
by prioritized optimization control [25]. Similarly, nonconvex optimization can be
used to directly control kinematic goals [41]. The control forces computed from an
optimization process usually result in more robust motion than simple PD tracking,
but these methods still rely on short-horizon optimization, lending themselves poorly
for activities that require long-term planning. In contrast, our method optimizes a
window of the control forces towards a future goal, rather than meeting the immediate
goal.
To circumvent the issues of short-horizon planning, some researchers explored
optimal feedback control techniques which consider the entire motion trajectory for
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computing the control forces. da Silva et al. [24] applied a linear quadratic regulator
(LQR) to control a simplified model for maintaining dynamic balance in locomo-
tion. The optimal control policy derived from the LQR framework minimizes the
cost throughout the entire trajectory, taking into account the future. Their controller
tracks a reference motion and allows some variations due to perturbations. Muico
et al. [69] modified the time-varying LQR to account for the dynamic constraints
violations. They developed a look-ahead control policy by constructing the ground
contact force predictions. Both methods are capable of responding to small pertur-
bations in a passive manner. However, the control forces are driven by the deviation
between the current state and the reference trajectory, rather than the anticipation
of the changes in the environment. To actively replan for a new task, the under-
lying reference motion must be modified accordingly. Unfortunately, these methods
require an offline process (Ricatti Equations) to compute control parameters for each
new reference motion. In contrast, our method allows online editing of the reference
motion and employs a completely online process to replan a look-ahead control policy
at each time step. As a result, we are able to create motion drastically different from
the reference motion.
Modal analysis has been previously applied to deformable models [27, 35, 42, 14],
and character animation [47]. We draw inspiration from Kry et al. [47] and develop
a control algorithm that fully takes the advantage of the reduced and decoupled
dynamic system in modal coordinates. Kry et al. [47] select a few modes based on
heuristics and manually create motions for each selected mode. They are able to create
dynamic motions for simple characters but can only synthesize kinematic motions for
complex characters like dog and human since they do not use any control algorithm
that can handle balance issues. We demonstrate that time-varying linearized dynamic
system can be a good approximation to the dynamics of a full-body, articulated
character. In our method, we control the low frequency modes by formulating a
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long-term control problem at every time step, resulting in robust control algorithm.
The reference trajectory for each mode is derived from the given reference motion
sequence rather than being manually defined.
Much previous work has explored a variety of dimension reduction techniques
for character motion synthesis. Some techniques parametrize a subspace for control
based on the motion data [75, 16, 102], while others define an abstract model based on
domain knowledge or heuristics about the motion and the character model [103, 68].
Safonova et al. [75] employed Principal Component Analysis (PCA) to a small set
of similar example motions and selected a reduced bases to synthesize physically
plausible motion in a spacetime setting. However, their algorithm still needs to solve a
coupled dynamic system which requires offline computation unsuitable for interactive
applications. In addition, the synthesized motion is restricted to a linear subspace of
example motions. Our algorithm employs modal analysis to decouple the equations
of motion. Decoupling gives a significant speedup allowing us to interactively replan
for a window of time at every time step. In addition, we control a subset of modes,
that depend on the physical properties of the character rather than example motions,
allowing us to synthesize interactions and variations in the motion that are not present
in the given reference motion. Ye and Liu [103] solved an optimal control problem
based on a simplified model that abstracts the degrees of freedom (DOFs) of the
character into a small number of parameters. This simplification greatly reduces the
complexity of the control problem rendering it suitable to be solved for the entire
motion trajectory. The computation for the optimal feedback parameters is done
offline, hence the reference trajectory cannot be altered online. In other concurrent
work, Mordatch et al. [68] used a spring loaded inverted pendulum model to solve for
optimal control in an online fashion. The control algorithm is designed for walking
or running and does not use any motion trajectory. In our method, modal analysis
allows for fast computation suitable for online replanning. In addition, tracking a
73
reference trajectory gives us benefits of constructing a generic control strategy that
is independent of the performed task and synthesizing more natural motion.
4.3 Review of Modal Analysis
Modal analysis is used to transform a multi-degree of freedom (DOF) system into
decoupled single-DOF systems. We review modal analysis for linear systems [78] and
discuss approximations to apply modal analysis for non-linear systems.
4.3.1 Linear multi-DOF systems
For a system with N DOFs q = (q1, q2, . . . , qN)
T and linear dynamics, the general
equations of motion are given by:
M q̈+Dq̇+Kq = b+ f(t) (74)
whereM ,D andK are constants that denote the mass, damping and stiffness matrices
respectively. b is some constant vector and f(t) denotes a time dependent generalized
force being applied to the system. It is convenient to choose a proportional damping
model for D i.e. D = αM + βK for some damping parameters α and β.
Now, we define a modal transformation matrix Φ whose columns, φi’s, are the
eigenvectors of the generalized eigenvalue problem Kφ = ω2Mφ i.e. M−1K =
ΦΩΦ−1, where Ω is a diagonal matrix of eigenvalues or squared natural frequen-
cies Ω = diag(ω21, ω
2
2, . . . , ω
2
N ). The columns of matrix Φ are both M and K-
orthogonal i.e. we can write ΦTMΦ = Md = diag(m1,m2, . . . ,mN) and Φ
TKΦ =






Using the modal transformation matrix Φ, we transform the generalized coordi-
nates q to a set of modal coordinates p as: q = Φp. Pre-multiplying Equation 74 by
ΦT , we arrive at a new set of equations of motion that govern the modal coordinates:
Mdp̈+ (αMd + βKd)ṗ+Kdp = Φ
Tb+ ΦT f(t) (75)
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Because Md and Kd are diagonal matrices, Equation 75 can be decoupled into N
independent one-dimensional equations, each of which is written as:
mip̈i + diṗi + kipi = bi + fi(t) (76)
where di = αmi + βki and bi and fi are the i
th elements of vectors ΦTb and ΦT f(t)
respectively. For those modes with ki 6= 0, called deformation modes, the unforced
solution (fi = 0) for an under-damped system (ξ
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where ωd,i = ωi
√
1− ξ2i , and Si and ψi are amplitude and phase respectively de-
termined from the initial conditions p0,i and ṗ0,i by solving p0,i = Sisin(ψi) and
ṗ0,i = Si(ωd,icos(ψi)− ξiωisin(ψi)). The initial conditions for all the modes, (p0, ṗ0),
can be transformed from the generalized space as p0 = Φ
−1q0 and ṗ0 = Φ
−1q̇0.
If If is an impulse applied at time tf (i.e. If =
∫ tf+ǫ
tf
f(t)dt), the impulse response











fi(t)dt is the i
th element of vector ΦT If . Adding the unforced
solution (Equation 77) to the impulse response (Equation 78) gives the closed form
solution for the modal state pi(t) = p̃i(t) + p̌i(t) when the impulse If is applied at
time tf .
Modes with ki = 0 are called rigid body modes. In this case, Equation 76 reduces
tomip̈i+diṗi = bi+fi(t). Assuming there is no damping in rigid body modes (di = 0),
the unforced solution is given by:












Consolidating different modes in a common equation, we collect the coefficients
of the impulse from Equation 78 and Equation 80 into a time dependent diagonal
matrix A(t − tf ). The modal state at any time t > tf , with response to impulse If
can be expressed as:
p(t) = p̃(t) + A(t− tf )If (81)
ṗ(t) = ˙̃p(t) + Ȧ(t− tf )If (82)
Finally, the solution in the original space can be recovered by q(t) = Φp(t) and
q̇(t) = Φṗ(t).
4.3.2 Articulated characters
The motion of an articulated character is governed by non-linear dynamic equations,
to which modal analysis does not directly apply. These non-linear equations of motion
for articulated characters can be written as:
M(q)q̈+ (C(q, q̇) +D(q))q̇+G(q) +Kq+ k0 = f(t) (83)
where M is the mass matrix, C is the matrix for Coriolis and centrifugal forces, G
represents gravity forces and f(t) are the generalized forces. To model passive forces,
each joint is equipped with a spring and a damper. Matrices K and D then represent
the stiffness and damping coefficients of the coupled system and k0 is a constant
vector. q represents the character’s root position, root orientation, and joint DOFs
in generalized coordinates.
Time-varying linear dynamics At any time t0, we linearize these equations
around the pose q0 of the character at time t0 and zero velocity. For any deviations
in the position and velocity around the state (q0,0), ∆q = q− q0 and ∆q̇ = q̇− 0,
we approximate the equations of motion as:
M(q0)∆q̈+ (C(q0,0) +D(q0))∆q̇+G(q0) +K(q0 +∆q) + k0 = f(t)
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Note that C vanishes at zero velocity. Denoting −(G(q0) +Kq0 + k0) by a constant
b , we rewrite the equation as:
M∆q̈+D∆q̇+K∆q = b+ f(t) (84)
This equation represents an approximate linear dynamics model in ∆q and is similar
to Equation 74. Therefore, modal analysis discussed in Section 4.3.1 can be applied
to this equation as well. The continuous force function f(t) is broken down into a
series of impulses. If we assume that the force f(t) remains constant over a small time
step ∆t, we can approximate the impulse at current time t0 as I0 = f(t0)∆t. Based
on Equation 81, the position in modal space after time step ∆t is then given by:
p(t0 +∆t) = p̃(t0 +∆t) + A(∆t)I0
Using the modal transformation, we recover the pose at the next time step: q(t0 +
∆t) = Φp(t0 + ∆t). Advancing the time by ∆t , we linearize the dynamic system
around the new pose and repeat the same process to compute the next modal state.
4.4 Control methodology
Given a reference motion, we seek to design control strategies that track the reference
motion while responding realistically to both unexpected perturbations and antici-
pated changes in the environment. Our approach to controlling an articulated charac-
ter leverages the advantages offered by the modal coordinates. We apply modal analy-
sis to the linearized N -DOF dynamic system (Equation 84), resulting in N decoupled
one-dimensional equations. This transformation allows us to compute the control
forces for each decoupled mode independently. We now classify these modes into
three categories and develop separate control strategies for each type (Section 4.5).
1. Rigid body modes: Because the global DOFs are not equipped with springs,
the stiffness matrix K in Equation 84 is always singular. These under-actuated
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DOFs result in six eigenvectors in Φ that correspond to zero eigenvalues. These
six eigenvectors, called the rigid body modes, are only affected by external
forces.
2. Low frequency modes: Except for the rigid body modes, all the remaining
modes of the articulated system are actuated. For those modes with correspond-
ing eigenvalue less than a chosen threshold, we classify them as low frequency
modes. The choice of this threshold depends on the application and is discussed
in Section 4.7. The motivation to focus on low frequency modes is due to the
observation that visually more significant movements in human motion typically
correspond to low-frequency motion. In our experiments, we applied frequency
analysis on recorded human motion projected on its principal components. The
results show that the first few principal components, that capture most of the
variations in the motion [75], have dominant lower frequencies (Figure 14a) while
the last few have dispersed frequency components biased toward the high fre-
quency range (Figure 14b). This implies that controlling low-frequency modes
can effectively change visually significant movements of the character.
3. High frequency modes: All the remaining modes above the threshold belong
to the high frequency modes. Comparing to the low frequency modes, the
motion in the high frequency modes has a little visual effect to the appearance
of the motion (Figure 14b). Because of the high stiffness, controlling the motion
in these modes usually requires large forces.
Once we classify the modes for the linearized dynamic system around the current
state of the character, we apply long-horizon planning to the rigid body and the low
frequency modes and short-horizon planning to the high frequency modes. The choice
of horizon for different modes is due to the following two reasons. First, because the
long-term planning is more computationally costly, we only apply it on the modes
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(a) Three most important principal components





















(b) Three least important principal components
Figure 14: We apply principal component analysis on the poses of a captured walk-
ing sequence. The first three principal components have dominant low frequencies.
The last three principal components have dispersed frequency content biased towards
high frequency range. Note that the scales of the vertical axes in the plots are different
for better illustration.
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that can make significant visual differences, namely, rigid body and low frequency
modes. Second, because the long-term planning allows for temporary deviation from
the reference trajectory, applying it to high frequency modes can cause large corrective
forces, leading to instability and unnatural oscillations.
4.5 Control formulation
We now discuss our formulation of control strategies for each class of modes. Our
goal is to compute the required contact forces and joint actuation within a window of
time, such that the character can reach the corresponding reference state at the end
of the window. We choose a window size of n = 1 for the short-horizon planning and
a larger number for the long-horizon planning (Section 4.7).
Notation. Our simulation discretizes the time domain with a fixed time step ∆t.
t0 indicates the current time while tk = t0 + k∆t is the time at k time steps in the
future, where k ∈ Z+. The horizon for each planning problem is determined by the
window size of n frames or n∆t seconds. We represent the state of the character
at time tk as (qk, q̇k). Similarly, the corresponding state of the reference motion is
represented as (q̄k, ˙̄qk).
Applying the modal transformation to Equation 84, we express the equation in
the modal coordinates p, with the linear invertible relation ∆q = Φp. The modal
transformation matrix Φ is updated at each time step based on the current state
of the character, q0: M
−1(q0)K = ΦΩΦ
−1. The desired state at the end of the
current window, (q̄n, ˙̄qn), can be transformed into modal coordinates as (p̄n, ˙̄pn) =
(Φ−1(q̄n − q0),Φ
−1 ˙̄qn).
4.5.1 Estimate contact forces: rigid body modes
Because the rigid body modes are not equipped with actuators, they are directly
controlled by the contact forces. Our goal is to compute the contact forces such that,
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at the end of the planning horizon tn, the states of rigid body modes are as close as
possible to the desired states. To express the contact forces in the modal coordinates,
first we must determine the number of contact points at each time step within the
planning window [t0, tn]. The contacts at the current frame t0 is determined by a
collision detection routine. For any other time step in the window, tk, k = 1, . . . , n,
the contact information is directly taken from the reference motion.
We denote the contact forces fk,i, i = 1 . . . nk at a given time tk, where nk denotes
the number of contact points at time tk. The sum of these contact forces in the modal




i fk,i, where Ji =
∂xi
∂q0
. Ji is the Jacobian
evaluated at the point of application xi. If we assume that the contact forces hold
fixed over a small interval of time ∆t, we can approximate the effect of the contact
forces by an impulse Ick = Zkfk, where Zk = ∆tΦ
TJTk , Jk = [J
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Based on Equation 81 and Equation 82 , the states of rigid body modes at time



















These modal state equations are linear in fk’s. Now, we formulate an optimization
problem to solve for the optimal contact forces f∗ and minimize the state deviation














where f represents all the contact forces (fT0 , . . . , f
T
n−1)
T and W1,W2 and W3 are
positive diagonal weighting matrices (see details in Section 4.7). ‖v‖W denotes the
norm (vTWv)
1
2 for any vector v. Equation 87 is an unconstrained convex quadratic
programming (QP) problem and can be solved efficiently. This formulation is valid
for bilateral contacts such as a hand grasp.
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Coulomb friction. We apply unilateral forces for the ground contacts. The contact
forces are constrained within a cone defined by friction coefficient µ. Assuming static
contact, we define a contact force f by its component f along the contact normal n̂
and tangential component fT such that ‖fT‖ ≤ µf . We approximate fT by a set of
unit vectors d̂js.These unit vectors span the tangential plane as described in [84, 13].
We arrange these vectors as columns of matrix D. The coefficients corresponding to
the unit vectors d̂’s are represented by β (with β ≥ 0). The legal contact force can
be approximated by a polyhedral friction cone:
f = f n̂+Dβ with
∑
j
βj ≤ µf and f,β ≥ 0 (88)
Now, substituting Equation 88 in Equation 87, and adding the boundary conditions,














subject to µf − eTβ ≥ 0 with f,β ≥ 0
(89)
where e = [1, . . . , 1]T .
4.5.2 Estimate joint actuation: low frequency modes
The low frequency modes can be controlled by the contact forces, as well as their
own actuators. Given the contact forces f∗ optimized for the rigid body modes, the
control strategy for the low frequency modes is to optimize the actuation such that,
at the end of the planning horizon tn, the states of the low frequency modes match
the desired reference states.
The state of these modes at time tn under the influence of actuation impulses I
a
































Again, these equations are linear in Ia. In addition, because matrix Al(t) is diagonal,




















where alm and ȧ
l
m are the diagonal elements of A
l and Ȧl respectively, corresponding
to mode m. cln and ċ
l
n indicate the first two terms of Equation 90 and Equation 91
respectively.
Now, we formulate an optimization to solve for actuation Iam = (I
a




for each mode m independently. Our goal is use the least amount of actuation to

















where w4 and w5 are scalar weights for position and velocity matching respectively,
and W6 is a positive diagonal matrix. This is again an unconstrained convex QP
problem. Since these problems are uncoupled for all the modes, we can solve them
independently and efficiently.
4.5.3 Track high frequency modes
We use a short-horizon to plan the control forces for the high frequency modes,
namely, n = 1. Similar to Equation 92, the state of each high frequency mode at the






0,m. Since there is only one








4.5.4 Enforce physical contact model
If we directly apply the optimal contact forces f∗0 and actuation impulses I
a∗
0 at the
current time step, we can analytically compute the modal state at the next time step
t1 by the virtue of Equation 81:





However, the estimated state p∗1 might cause artifacts at contact points, such as
slipping, penetration, and breakage of contacts. We formulate a linear complemen-
tarity problem (LCP) to solve this issue. Specifically, we adjust the contact forces
by ∆f = (∆fT1 , . . . ,∆f
T
n0
)T and the joint actuation by ∆Ia, such that the movement
of each contact point, ∆xi ≈ Ji∆q = JiΦp1, and the corrective forces, ∆f and ∆I
a,




1 + A(∆t)(Z0∆f +∆I
a) (97)
Control preference. Because there can be many solutions for the corrective con-
tact forces ∆f and the corrective joint actuation ∆Ia that satisfy the Coulomb friction
model, we can formulate an optimization with an objective function, E(∆f ,∆Ia), that
minimizes a certain desired criterion.
However, we cannot directly include this objective function in the LCP formulation
(LCP is not an optimization problem). If we choose a quadratic form for E, the
LCP solution can be biased towards the minimum of E, by deriving a linear relation
between ∆Ia and ∆f using the optimality condition. We can then express ∆Ia in
terms of ∆f in the LCP formulation. In our implementation, we choose to minimize
the impact of corrective forces in the state of rigid body modes and the low frequency
modes:






Based on the optimality condition, the gradients of E vanish at the minimum. We
obtain a linear relation between ∆Ia and ∆f :
P∆Ia +Q∆f = 0
The coefficient matrix of ∆Ia may not be full rank and invertible, but we can solve
this issue by reformulating the objective function:
min
∆Ia
‖P∆Ia +Q∆f‖2 + ‖∆Ia‖2Wa (99)
where Wa is a positive definite weighting matrix. We now solve for the corrective ac-
tuation ∆Ia that minimizes the error in optimality condition of E and the magnitude
of ∆Ia. The optimality condition of the new objective function is given by a linear
relation:
∆Ia = Xf∆f (100)
where Xf = −(P
TP +Wa)
−1P TQ
Note that Xf is well defined since P
TP +Wa is always positive definite. This is a
similar treatment as in [69], in that the relation was derived based on matching the
acceleration of certain chosen features.
For the high frequency modes, we would like to maintain the planned actuation
computed in Section 4.5.3. We define the components corresponding to the high
frequency modes in Xf such that for m
th high frequency mode, ∆Iam = −(Z0∆f)m
resulting in p1,m = p
∗
1,m.
We can now rewrite the modal state p1 in Equation 97 as:
p1 = p
∗
1 + A(∆t)(Z0 +Xf )∆f (101)
Note the only explicit variables are the corrective contact forces, ∆f . We now can
formulate a LCP based on the following constraints derived from Coulomb friction
model.
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Unilateral contact force. Breaking down each force in normal and tangential
components (as in Equation 88), we have:
f∗0,i +∆fi = fin̂i +Diβi, with fi,βi ≥ 0 (102)
Normal constraints. In the normal direction, the movement of the contact point
xi is given by n̂
T
i ∆xi. The following complementarity conditions must be satisfied for
each contact:
(n̂Ti ∆xi)fi = 0 with fi ≥ 0, n̂
T
i ∆xi ≥ 0 (103)
Tangential constraints. In the tangential direction, we need to ensure that if the
point moves, the contact force lies on the boundary of the cone and in the direction
opposite to the movement. Using the formulation similar to [84, 13], we introduce a
parameter λi that represents the relative tangential movement of the contact point.




Tβi = 0 with λie+D
T
i ∆xi ≥ 0,βi ≥ 0 (104)
(µfi − e
Tβi)λi = 0 with µfi − e
Tβi ≥ 0, λi ≥ 0 (105)
Colloquially, Equation 104 enforces that the direction of movement is opposite to the
friction force and Equation 105 enforces that the friction force is on the boundary if
the point of contact moves.







T and rewrite Equation 102 as ∆fi = Nizi−f
∗
0,i, where Ni = [n̂i, Di, 0].
Stacking all the points together, we write:
∆f = Nz− f∗0 (106)
where N is a block diagonal consisting of Ni’s. Using Equation 101 and Equation 106,
we can write p1 as a function of z:
p1 = (p
∗
1 − A(∆t)(Z0 +Xf )f
∗
0 ) + (A(∆t)(Z0 +Xf )N) z (107)
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Recalling ∆xi ≈ Ji∆q = JiΦp1 and using Equation 103, Equation 104 and Equa-
tion 105, we write the complementarity conditions for each contact point xi as
wi = Fip1 +Gizi and w
T

































Stacking the equations for all the contact points together, we get w = Fp1 +
Gz and wTz = 0 with w, z ≥ 0, where matrices F = (F T1 , . . . , F
T
n0
)T and G =
blockdiag(G1, . . . , Gn0). Substituting Equation 107 in the above we get the following
LCP problem:
w = Cz+ h and wTz = 0 with w, z ≥ 0 (108)
where
C = FA(∆t)(Z0 +Xf )N +G
h = F (p∗1 − A(∆t)(Z0 +Xf )f
∗
0 )
Once the solution z is obtained, we compute the required forces using Equation 106
and Equation 100. Finally, we compute the modal position at next time step p1 using
Equation 97 and the next pose q1 as Φp1.
4.5.5 Summary
We summarize the control procedure that advances the character from the current
time step to the next. Starting out with a new current state t0, we solve the control
forces for a time window [t0, tn] by following steps:
• Solve for the ideal contact forces f∗ such that the components of the state of
the rigid body modes at tn match the corresponding reference state.
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• Given f∗, solve for the ideal actuation for the low frequency modes Ia∗ such
that the state of the low frequency components at tn matches the corresponding
reference state.
• Compute actuation for the high frequency modes such that the state of the high
frequency modes at t1 exactly matches the next reference state.
• Compute the corrective forces ∆f and ∆Ia to satisfy the Coulomb friction model.
Once the corrective forces are added to the ideal forces, we get the state at the next
time step q1. We then advance the time step and repeat the same procedure. The
ideal forces computed for the rest of the window have to be recomputed again at
the next time step for two reasons. First, the environment state can change at any
moment and the character must adapt her plan accordingly. Second, the ideal forces
are computed based on a locally linearized dynamic system. Replanning ensures that
more accurate control forces are applied to the character.
The control and simulation are performed with respect to linearized dynamics and
no numerical integration is needed since the next state can be computed analytically
using Equation 97.
4.6 Interaction and motion editing
To create variations from the original reference motion, our system allows the user
to apply external forces to the character, as well as directly modify the reference
trajectory on the fly.
Perturbations. We assume that the character reacts to unexpected perturbations
with 200 ms latency to simulate the muscle activation delay in the sensory feedback
[66, 32]. We denote the response time as tr and perturbation time as t0. For a
simulation time tk in the time interval [t0, t0 + tr], we replace the current state of the
character, (qk, q̇k), by the corresponding state in reference motion, (q̄k, ˙̄qk) for the
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purpose of computing control forces in the rigid body and the low frequency modes.
During this response interval, the control system makes a long-term plan as if the
character has not sensed the external force. Once the control forces for the rigid body
and the low frequency modes are computed, we restore the current state (qk, q̇k) and
compute the forces for the high frequency modes and the corrective forces for the
contacts. After the response interval, we compute the control forces in the usual
manner to recover back to the reference motion.
Motion editing. When the character responds to larger perturbations or changes
behaviors volitionally, tracking the original reference trajectory becomes a poor con-
trol strategy. Since our control algorithm does not require any offline computation
based on the reference trajectory, we are free to edit the reference motion on the fly.
In theory, any online trajectory editing technique can be applied, we implemented
following three generic methods:
• Forward and inverse kinematics (FK/IK): The user can directly change the joint
angles of the reference motion via FK or modify the position of a body point
via IK.
• Time warping: The user can select parts of the motion and change their speed.
• Motion transition: The user can select a new motion sequence and blend the
current state of the character into the new motion over a time interval.
4.7 Results
We now present our results and report all the parameters for controlling a 3D human
articulated character under perturbations and changes of the environment. Full ani-
mations can be seen in the supplemental video available online in the ACM Digital
Library [40].
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Character description. The skeleton for our articulated character consists of 18
rigid links and 42 DOFs. We define the stiffness for each DOF as the total mass
of the subtree rooted at the joint where the DOF resides. We use zero damping in
all our examples. The threshold for classifying the modes (Section 4.4) is chosen as
100 (rad/s)2. For our articulated character, this choice of threshold results in 14 low
frequency modes and 22 high frequency modes apart from 6 rigid body modes. i.e.
we use around half of the total number of modes to formulate the long term planning
problem and track the motion for the rest of the modes using a short term plan.
Global constants. We use time step ∆t = 1.0/120 s for all our examples. The
friction cone in Equation 88 is approximated using six basis vectors defining a hexag-
onal boundary for the cone. The friction coefficient µ is chosen to be 1.0 for all the
simulations.
Control parameters. We use the same set of weights in the control algorithm
for synthesizing all the motions sequences. For Equation 89, we define W1 as a
diagonal matrix with first three components corresponding to global positions as 0.1
and the remaining three corresponding to global rotations as 0.5. The matrix W2 is
an identity matrix, I, and W3 = 0.1I. For Equation 94, we choose w4 = 0.5, w5 = 2.0
and W6 = 5 × 10
−3I. In our experience, penalizing velocity terms more than the
positions gives more robust solution for control. Finally, we choose the weighting
matrix in Equation 99 as Wa = 10
−3I.
We use MOSEK (mosek.com) to solve the convex QPs formulated in Equation 89
and Equation 94. We solve the LCP in Equation 108 through a C++ interface to
MATLAB’s ‘lcprog’ solver. All the results are synthesized on a single core of Intel
Core 2 Duo 2.8 GHz processor.
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4.7.1 Tracking a reference motion
With all the global constants and control parameters defined, the only parameter
specific to each sequence is the window size for long-term planning.
We choose a window size of 12 frames to synthesize a biped character walking on a
flat surface while tracking a mocap reference motion. In our experience, window sizes
ranging from 10− 15 work well with walking motion. We synthesize walking motion
at 4−10 frames per second (fps) or 3-10% real-time speed. The bottle neck in control
computation is solving the QP for the rigid modes (Equation 89) due to a large number
of contact force parameters, and takes more than 80% of the computation time at
every time step. The rest of the computation involves eigenvalue decomposition for
modal analysis, QP solution for low frequency modes actuation (Equation 94) and
LCP for contact correction.
We use a window size of 16 frames for tracking a squatting motion and 24 frames
for a swinging motion. For these motions, we simplified the QP problem for the rigid
modes by choosing a single force for a contact point that lasts for a few frames in the
window, thereby largely reducing the number of unknowns. As a result, the control
algorithm can reach 30− 40 fps or 25-30% real-time speed.
4.7.2 Responding to external perturbations
To demonstrate that the character is able to passively respond to arbitrary external
perturbations, we synthesize responses of the character to user-applied forces while
performing different tasks, such as walking, squatting, and swinging. When pushed
at different body parts with different direction and magnitude of forces, the character
reacts passively and eventually recovers (Figure 15). We apply forces varying between
100− 175 N on walking motions for a period of 10 frames, 75− 250 N on squatting
for 20 frames and 75− 175 N on swinging for 20 frames.
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Figure 15: Perturbation responses while performing different tasks.
4.7.3 Editing the reference motion
Our control algorithm also allows the reference motion to be modified online. We
edit the reference motion using following three editing techniques.
FK/IK. We use a very simple online editing technique to modify the original walk-
ing motion to walking on a ramp. The editing only involves changing the vertical root
translation to align with the slope and using IK to match the feet to the surface of
the ramp. We synthesize motions walking up the slope of up to 3 degrees and walking
down the slope up to 5 degrees. Similarly, we can modify the length of the strides in
walking motion by changing the horizontal root translation and using IK to maintain
the original duration of contacts. With these simple edits, we can increase the stride
lengths by 10 cm and reduce it by 15 cm for every step of the reference motion.
To demonstrate more drastic changes on the reference motion, we modify the
squatting motion to a weight-lifting motion by applying IK to the hands so they
come into contact with a 30 kg barbell. The edited motion looks very unrealistic
because the modification does not consider the changes in dynamics. However, the
motion simulated by our system appears more natural as the character struggles to
balance when she lifts the bell. In addition, we compare the results with two long-term
window sizes of 12 and 36 frames (0.1 s and 0.3 s resp., Figure 16). Simulating with
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12 frame window, the character picks up the barbell but topples forward eventually.
Increasing the window size to 36 frames allows the character to plan control forces
further ahead of time. As a result, the character chooses to lean backward to balance
the weight and remains steady after picking up the weight.
(a) original (b) shorter window (c) longer window
Figure 16: Weight-lifting simulation with different window sizes.
In addition to editing existing mocap sequences, we synthesize a completely new
motion by interpolating a few edited keyframes. Starting out from a single pose of
character hanging from the bar, we create a very rough chin-up motion by changing
the vertical root position and applying IK to maintain the hand positions (Figure 17a).
The character in this hand-crafted reference motion appears stiff and unnaturally
strong. In contrast, the output motion exhibits realistic dynamics and responses to
the external perturbations (Figure 17b).
Time warping. In addition to spatially editing the motion trajectories, we also edit
the timing to speed up or slow down parts of a motion as desired. To demonstrate
this, we speedup the walking motion by 10% and simultaneously increase the stride
length by 15 cm per step. The character is able to walk steadily while tracking
this edited motion. Time warping can also be used to aid in better recovery from
unexpected perturbations. We give a strong backward push to a walking character.
Losing forward momentum, the character fails to walk soon after the push because
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(a) key frames (b) simulation
Figure 17: Simulation of a chin-up exercise from two key frames.
she is not able to keep up with the timing of the original motion. We repeat the
experiment with time warping immediately after the push to let the character recover
back to original motion. We slow down the reference motion by 25% for an interval
of 1 second after the push. Now, the character is able to recover and walk steadily
with a different phase as a result of warping.
Motion transition. Finally, we demonstrate tracking two different reference mo-
tions in sequence. We edit a jumping motion of the character by raising her arms.
When the character is airborne, we add constraints on the hands to simulate bilateral
contacts with a high-bar. The character passively swings on the bar while still track-
ing the jumping motion. We then transition into a swinging motion by blending into
a swing reference motion over a time interval of 0.5 s. Just before the transition, the
pose of the character differs from the reference motion including the contact points on
the hand. We seamlessly synthesize the transition and the character starts tracking
the swinging motion.
4.8 Discussion
To demonstrate the effectiveness of our modal analysis approach, we conducted a few
quantitative experiments and produced qualitative results to support the following
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two claims. First, we argue that dimension reduction is critical for online (re)planning
and modal analysis approach is very efficient due to modal decoupling. Second, we
argue that using natural frequency to select controlled modes is appropriate for human
motion. We also address a few limitations of our work in this section.
4.8.1 Analysis
Optimal control for a long horizon is computationally expensive and typically pro-
hibitive for online applications. A standard method for long-term optimal control
in computer animation is to formulate a spacetime optimization problem. For our
problem, a 12 frame window of spacetime results in more than 700 unknowns and
70 constraints. This highly nonconvex optimization requires computation of several
Jacobians and Hessians for every frame, leading to an excruciatingly slow motion
synthesis method at a rate of several minutes per frame. On the other hand, modal
analysis reduces computational time by transforming the optimal control problem
into a low dimensional space. Furthermore, modal analysis exploits the fact that the
equations of motion can be decoupled, which significantly improves the performance
in addition to the speed gain from dimension reduction. The details of performance
can be found in Section 4.7.1.
For online long-term optimal control, the necessity of dimension reduction is
evident, but the selection of the low-dimensional space is also critical. Similar to
PCA and other spectral embedding methods, modal analysis reduces the domain to
a subspace spanned by a subset of modes, which can be organized in a specific order.
For modal analysis, the modes are ordered based on the natural frequencies of the
physical model. We conduct two experiments to show that mode selection based on
natural frequency can effectively control human motion.
Our algorithm applies long-term control only in low frequency modes. To justify
the choice of this control scheme, we compare the motions generated by selecting
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different frequency ranges. In the first experiment, our algorithm selects the lowest
frequency modes (mode 6 to 18) to simulate a walking sequence. This baseline is
compared against motion sequences generated with control modes numbered from
6 + k to 18 + k, where k ∈ Z+. The error metric used for comparison is defined as
the norm of the difference in the global orientation in the simulated and the input
motion. Figure 18 shows sequences controlled by the modes in different frequency
ranges. We notice that the error increases and the system becomes more unstable as
the value of k in increased. We also simulate a few motion sequences with randomly
selected modes. The simulation becomes unstable quickly after a few frames. These
results suggest that controlling the low frequency modes leads to the most stable
control algorithm.


















Figure 18: Error comparison for control of different set of modes
As we demonstrated, dimension reduction based on natural frequency is a viable
approach for long-term, online optimal motion control, but what is the cutoff thresh-
old that defines “low” frequency? In the second experiment, we analyze our choice
of the threshold for classifying the modes as low frequency. Our chosen threshold
works for all of the demonstrated examples. In our experience, the control algorithm
works successfully within a variance of 3-4 modes from the chosen threshold. If the
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chosen threshold is too small, most of the modes are categorized as the high frequency
modes, resulting in very kinematic, less responsive motion. On the other hand, if the
threshold is too large the resulting motion becomes very jerky and unstable. This
is because the objective function in our control policy in Equation 94 penalizes the
actuation in the modes below the threshold. However, modes with high frequency
require large forces to execute the desired motion; hence our control policy for low
frequency modes is clearly not suited for these modes.
The recent work of Ye and Liu [103] shares some common goals of our method of
simulating a given reference motion and its online variations using a generic control
method. They perform an offline control computation based on a given reference
motion that restricts their method to handle small changes during online simulation.
In contrast, our completely online control computation handles larger changes in the
reference motion. To compare the performance of these two methods, we analyze two
examples. First, walking motion with perturbations and second, squatting motion
while lifting heavy weights. In the first example, it is not necessary to change the
reference motion online since the perturbations are relatively small. Therefore, the
computation time for method in [103] consists of one time offline computation of 1-
2 minutes and online feedback computation that runs at an average of 20 fps. Our
online control computation runs at 4-10 fps. For the second example of squatting while
lifting weights, it is required for the method in [103] to change the reference trajectory
to successfully perform the motion. The control has to be re-evaluated frequently that
would make their computation prohibitively expensive during online simulation. In




Despite the advantages offered by our approach, it suffers from a few limitations.
Our control algorithm works better for physically correct reference motions. More
challenging activities, such as walking, require a higher quality reference motion than
other activities, such as squatting. To use motion capture data as reference, we must
ensure two conditions. First, we compute the contact forces required to achieve the
global trajectories (six underactuated degrees of freedom) from the reference motion.
The computed contact forces need not satisfy the dynamic and friction constraints for
the entire reference motion, but the longest interval that violates these constraints
must be less than 10-15 frames (at 120 fps). Second, the contact points should
remain in contact with the environment for their expected duration. For the first
condition, we simply use a motion capture data that looks physically plausible without
glaring artifacts. For the second condition, we preprocess the motion by applying
inverse kinematics. To utilize keyframe animation or physically inconsistent mocap
data (violating above two conditions), we could employ the spacetime optimization
process as used in [69] as a preprocess to produce higher quality reference motion.
Online editing of the reference motion should also satisfy these two conditions. Our
current editing method modifies the root position in accordance with the changes
in the contact positions. This simple kinematic editing might result in motions that
occasionally violate the equations of motion, but as long as the physically inconsistent
frames do not stretch longer than 10-15 frames, our controller can successfully handle
the edited motion.
Although our system can synthesize large variations from the reference motion
by editing the reference motion online, the modification is artificially done by user
intervention, rather than caused by a physical response. Since the modification of
the reference motion does not incorporate high-level strategies based on human pos-
tural responses to physical perturbations, the character can only handle relatively
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small pushes. To recover from large perturbations using drastically different control
strategies, it is inevitable to modify the reference trajectory or use an entirely differ-
ent trajectory. Our method suffers from the inherent drawback of tracking controller
in that deviations have to be confined in a small neighborhood of the reference tra-
jectory. However, since our controller does not rely on any offline computation based
on the reference trajectory, we can directly modify the trajectory online, resulting
motion largely different from the original reference trajectory (e.g. from squatting to
weight lifting).
The contact information and the timing is obtained from the reference motion.
In the event of perturbation, we continue to use the same contact information for
planning, but the actual contacts might be different from those in the reference motion
e.g. earlier or later heel strike for double support. To increase the robustness in
recovering from larger perturbations and environment changes, we would like to design
dynamic policies to estimate the contact position and the timing.
We use a simple rigid body to model the foot with its four corners as the contact
points. We suspect that the forces generated in our system have significant discrep-
ancy from those measured by the force sensing platforms due to this simplification
in modeling of foot geometry and contacts. However, though the individual forces
computed at the contact points may not be realistic e.g. the forces at the corners face
opposite directions, the aggregated force strictly satisfies the following two physical
constraints. First, the center of pressure lies within the convex hull formed by the
contact points on the foot. Second, the net ground reaction force produced by the
foot obeys the Coulomb friction law. These constraints are enforced by solving a
LCP (Equation 108), which corrects the difference in expected contact forces by the
character and the actual physical forces.
Our control algorithm does not run in real-time. The bottleneck is the estimation
of contact forces for controlling the rigid body modes, especially when the number of
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contacts is large. One possible solution is to replan less frequently for control forces.
Size of the planning window plays an important role in the control policy. De-
spite the apparent advantages of having larger window sizes for farther look ahead,
approximation of dynamics for the entire window introduces errors that limits us from
choosing arbitrarily large windows. For example, choosing window size of 1 frame is
similar to having a per-frame PD control. In this case, the character is extremely
stiff and fails to track under-actuated tasks. Increasing the window size significantly
improves the stability and ability to handle perturbations. However, the quality of
control starts to degrade if the window size is too large as large errors accumulate due
to the approximation of the dynamic equations (i.e. linearization of dynamics around
the current frame). In the current implementation, the window size is chosen manu-
ally for every motion. We would like to explore ways of choosing the optimal window
size automatically and adaptively based on the reference motion and the simulated
state.
Approximation of the dynamics equation in Equation 84 works well for demon-
strated motions such as walking. This linearization around zero velocity may intro-
duce larger errors in dynamics for motions involving high joint velocities. We would
like to explore higher order approximations to the dynamic equations that are more
suited to high velocity motions.
We demonstrated our examples based on an under-damped system, specifically
with zero damping. However, our control design is generic to include over-damped
system as well. We choose an under-damped system because it better captures the
natural dynamics that exploits the passive elements of a character.
Currently, we manually choose the constant stiffness parameters for the articulated
character irrespective of the reference motion. Inspired by biomechanics studies on
how stiffness of the passive elements varies by different activities [30], we would like to
automatically design the stiffness parameters of the character based on the reference
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motion. Our design goal is to solve an inverse problem of modal analysis such that




SOFT CONTACTS FOR ROBUST CONTROL
In this chapter, we investigate the impact of the deformable bodies on the control al-
gorithms for physically simulated characters. We hypothesize that ignoring the effect
of deformable bodies at the site of contact negatively affects the control algorithms,
leading to less robust and unnatural character motions. To verify the hypothesis, we
introduce a compact representation for an articulated character with deformable soft
tissue and develop a practical system to simulate two-way coupling between rigid and
deformable bodies in a robust and efficient manner. We then apply a few simple and
widely used control algorithms, such as pose-space tracking control, Cartesian-space
tracking control, and a biped controller (SIMBICON), to simulate a variety of behav-
iors for both full-body locomotion and hand manipulation. We conduct a series of
experiments to compare our results with the motion generated by these algorithms
on a character comprising only rigid bodies. The evaluation shows that the character
with soft contact can withstand larger perturbations in a more noisy environment, as
well as produce more realistic motion.
5.1 Introduction
One of the fundamental simplifications that researchers in physics-based human mo-
tion synthesis make, is that motion is the product of an articulated rigid body sys-
tem with actuated joints representing bones and active skeletal muscles. On the
surface this abstraction does capture the most fundamental aspects of the human
musculoskeletal system. Utilizing this assumption, researchers have developed sev-
eral control algorithms that can synthesize movement for various tasks like balance
and walking. Although these controllers work well in their specific problem domain,
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they still cannot achieve the same level of agility the human body displays.
In this chapter we revisit the fundamental assumption that an articulated rigid
body system, by itself, captures the fundamental properties that enable human-like
motion. We focus on one aspect of the motion that is not captured by this sim-
plified model: the contact with the environment primarily occurs through the soft
tissue. This factor comes into play in any situation where there is a collision between
the character and the environment. Collisions between rigid bodies usually result in
sporadic contact points and highly discontinuous pressure distribution. Although a
character consist of only rigid bodies is ideal for efficiently simulating human move-
ment, we postulate that the simplified rigid contact model inadvertently increases the
difficulty in controller design and results in unrealistic motion.
Figure 19: Various controllers for character animation can be improved by simulat-
ing soft tissue deformation at the site of contact.
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The primary contribution in this chapter is to demonstrate that simple control
strategies coupled with the simulation of soft tissue deformation at the site of con-
tact can achieve very robust and realistic motion. We develop a practical system
that allows us to simulate two-way coupling between rigid and deformable bodies
in a robust and efficient manner. We then apply a few simple and widely used con-
trol algorithms, such as pose-space tracking control, Cartesian-space tracking control,
and SIMBICON, to simulate a variety of both full-body locomotion and hand ma-
nipulation. The resulting motions are compared with the motion generated by these
algorithms on a character comprising only of rigid bodies. These simple controllers
demonstrate that the character with soft contacts can withstand larger perturbations
in a more noisy environment, without the need of designing more sophisticated control
algorithms.
Simulating deformable bodies can be achieved in a few different ways and the
design choice often has to balance the required accuracy and performance. We hy-
pothesize that the accuracy offered by sophisticated but expensive methods, such as
Finite Element Method (FEM) is unnecessary for our application for two reasons.
First, unlike most previous work that simulates deformation of complex volumetric
meshes for aesthetic purpose, the primary goal of our work is to produce deformation
for more physically correct contacts. Second, average human body deforms marginally
due to the support of bones. In particular, the deformation due to contacts is typi-
cally small and localized. We take advantage of these properties to design a simple
and accurate model that only computes the surface of deformable bodies, rather than
the entire volume.
To this end, we introduce a new representation for human skeleton consist of an
articulated rigid body system, in which each rigid body is surrounded by a set of point
masses representing the surface of flesh. Each point mass is attached to the rigid body
as a child link with three translational degrees of freedom (DOFs). The dynamics
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of bones and flesh can be expressed in a unified manner by Lagrangian equations
of motion in the generalized coordinates. This compact representation allows us to
soften or harden any part of flesh at any time, by simply adding or removing the
translational DOFs of involved point masses, without switching dynamic regimes
or introducing any instability. Based on this flexible representation, we develop an
efficient system where only the site of collision needs to be simulated as deformable
body while the rest of the character remains rigid.
5.2 Related Work
Recent work in physics-based character animation explored a variety of approaches
to develop more robust virtual characters in a dynamically changing environment.
Despite the differences in control algorithms, one common focal point of these methods
is the improvement of contact control mechanisms. For example, Yin et al.[105] used
the position and the velocity of the center of mass to continuously modulate the
contact point of the next step. Abe et al. [7] formulated a quadratic program to
solve for optimal joint torques subject to frictional contact constraints. Muico et
al. [69] developed an online method to adapt the idealized control policy based on
the current contact situation. Mordatch et al. [68] planed ground contact positions
and the foot trajectory of the center of pressure. Lee et al. [53] showed that robust
feedback controller can be achieved by carefully synchronizing the reference trajectory
at contact changes. Similarly, in hand animation, Kry and Pai [48] accounted for
joint compliance due to contact. Liu [57] optimized the contact positions and forces
to synthesize detailed manipulation. Our motivation is similar in that we seek to
create more realistic human motion through a better understanding of the contact
phenomenon, but we take a drastically different approach. Instead of improving the
control algorithm, our method aims to improve the physical realism of contact by
simulating the contact points as deformable bodies rather than rigid bodies.
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Creating body deformation for an articulated figure is an important and prac-
tical problem in computer animation. Common skeleton-driven techniques, such as
skeleton-subspace-deformation [64, 1], have been widely adopted by graphics prac-
titioners. These basic methods can be enhanced by adding pose examples [54, 46]
or additional degrees of freedom [92, 67]. Data-driven methods based on scanned
data [11] or dense motion capture data [70] can also create detailed body deformation
driven by skeletal motion. These interpolation-based methods are able to produce
visually appealing secondary motion. In contrast, our goal is to investigate the im-
pact of deformations caused by collisions on control strategies for physically simulated
characters.
One promising way to achieve realistic deformation at the site of contact is to ap-
ply physics-based modeling and simulation of skin layer around the skeleton. Earlier
work has used mass-spring systems to synthesize deformable skin wrapped around
the kinematic articulated figure [34, 87]. Gourret et al. [34] showed that realistic
hand deformation in contact with an elastic object can be computed by a numerical
method based on FEM. More recently, Pauly et al. [71] used a quasi-rigid model to
simulate small deformations at the site of contact to improve the robustness of con-
tact resolution for point cloud surface representations. Capell et al. [15] introduced
a framework for simulating skeleton-driven, elastically deformed characters. Their
method used a coarse volumetric finite element mesh to represent the deformation
of skin, driven by the underlying skeleton motion. Their results highlighted large
secondary motion due to inertia rather than the impact of collision. In addition, the
skeletal motion was completely pre-scripted and the effect of skin movement did not
affect the skeletal motion.
Our work is most relevant to two methods that consider two-way coupling between
the skin and skeleton. Kim and Pollard [44, 45] described an efficient coupled system
using meshing embedding with FEM. Their method leverages reduced deformable
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models and linear-time algorithms for rigid body dynamics to achieve real-time per-
formance. The primary focus of their work is to develop an interactive user interface
to control skeleton-driven deformable characters. In contrast, our work aims to in-
vestigate the effect of deformable contact on robustness of the control algorithms.
Therefore, we choose to implement a more accurate contact model based on the
Linear Complementarity Problem (LCP) formulation instead of the penalty-based
contact model used in their work. The computational cost of LCP motivated us to
design a more compact representation than FEM for deformable bodies. Galoppo et
al. [31] introduced a fast formulation to compute skin displacement due to dynamic
interplay with bones. They proposed a very efficient but specialized contact model
by decoupling skeleton and skin computations using an approximated mass matrix.
We believe with an additional implementation of a more accurate contact model, ei-
ther of the above methods for simulating deformable bodies will be suitable for our
applications.
Modeling soft bodies has also generated significant interest in robotics due to its
wide range of potential applications. When a full-body humanoid robot moves in
an unknown environment or interacts with humans in an unstructured setting, the
motion of the robot must be stable and compliant to protect the robot’s structure and
ensure humans’ safety. Researchers have demonstrated that integrating a compliant
sole or shock absorbing materials under a humanoid robot’s foot improves the stability
of dynamic biped walking [17, 99]. Much research effort has also focused on emulating
the compliance of anthropomorphic hands. Unlike rigid linked robots, soft robotic
hands can conform better to the manipulated objects , enabling more sophisticated
tasks and improving dexterity and robustness [23, 98]. Our work is inspired by this
line of robotic research, but we aim to create a unified simulation framework for
controlling a variety of human movements.
Apart from virtual control and display, modeling contacts are also important for
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haptic interfaces that give force feedback to the user synchronized with the visual dis-
play. For manipulation of objects, penalty-based contact methods haven been used
since humans have a poor position sense that allows tolerance for penetration into
the object. However, there are drawbacks associated such as popping through thin
objects, force discontinuities due to multiple surfaces near the penetration etc. Meth-
ods such as “virtual proxy” [74] and “god-object” [106] overcome these challenges by
tracking a virtual point on the surface on the object along with the actual penetrated
point. In addition to computing the feedback forces, is it desired of the haptic in-
terfaces to be “passive”, which means that the collisions in the system should only
extract energy out of the system. The work of Colgate and Schenkel [19] give the
condition of how the real damping of the system is related to the virtual stiffness and
damping of the modeled system and the sampling rate of the discrete-time controller.
Constantinescu et al. [20] use switching stiffness for handling collisions and contacts
to perceptually emphasize rigidity of the manipulated object. They resolve collisions
using impulse-based resolution and demonstrate passivity for arbitrarily chosen resti-
tution coefficient. In our work, we use LCP method to resolve the collisions. When
the object collides with another for the first time, LCP results in forces that are just
enough to reduce the velocity of the contact to zero, thereby reducing the kinetic
energy of the system. During sustained contact, the force in the normal direction
always does zero work. During slipping, the force to the normal of the surface always
acts in the direction opposite to the velocity. These conditions ensure that the contact
resolution never adds energy to the system.
5.3 Coupled dynamics
Our representation for human skeleton comprises of articulated rigid bodies, each of
which is surrounded by a set of point masses representing the surface of the deformable
flesh. In this section, we describe the equations of motion coupling the articulated
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rigid bodies and the deformable surface.
5.3.1 Articulated rigid body dynamics
The equations of motion of an articulated rigid body system parametrized by gener-
alized coordinates r (see Equation 43), are given by:
M(r)r̈+ C(r, ṙ)ṙ+ g(r) = τ + Jc(r)
T fc (109)
where M is the mass matrix, C is the Coriolis matrix, g are the gravitational forces
and τ are the applied generalized forces. The first six values in τ , which correspond
to the global rotation and translation of the system, are zero, resulting in an under-
actuated system. fc and Jc are the contact force and the Jacobian respectively for a
single contact point. M , C, g and Jc are non-linear functions of r while C is linear in
ṙ. It is straightforward to add more contacts to the equation; for clarity, we describe
our equations with only one contact. Note that in the above equation, the Coriolis
term is represented as a multiplication of the matrix C with the velocity vector ṙ
whereas in Equation 43, C is simply this product vector. Here, we separate out the










The matrices J̇k and [ω̃k] in the above equation are linear in ṙ making the matrix C
linear in ṙ.
5.3.2 Deformable body dynamics
We define the surface of a deformable body as a 3D manifold triangle mesh formed
by a set of point masses at the vertices. The elastic forces applied on each point mass
are modeled as linear spring forces. We measure two kinds of deformations and their
corresponding restoring forces at each vertex vi:
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• Vertex deformation. For a vertex vi, we measure the deformation from its rest
position x̄i as xi − x̄i. The corresponding restoring spring force with a spring
stiffness kv is written as:
f1,i = −kv(xi − x̄i) (111)
• Edge deformation. The deformation of the edge eij connecting two vertices
vi and vj is given by (xi − xj) − (x̄i − x̄j). The corresponding restoring force






(xi − xj)− (x̄i − x̄j)
)
(112)
where N(i) denotes the subset of vertices of the mesh connected to the vertex
vi via an edge.
The force in Equation 111 attempts to keep each vertex at its rest position while
the force in Equation 112 tries to maintain the relative position of the vertex with
respect to its neighbors. These forces attempt to keep the mesh in its undeformed
state and also penalize translation and rotation of the entire mesh in the defined
frame of reference.
We collect the positions of all the vertices in a vector x ≡ (x1
T , . . . ,xN
T )T , where
N is the number of vertices in the mesh. The restoring forces defined in Equation 111
and Equation 112 for all the vertices can be represented as the product of a sparse
stiffness matrix Kx and the deformation x− x̄ i.e. f = Kx(x− x̄). We add a velocity
damping force using a damping matrix Kẋ. The equations of motion for this linear
system are written as:
M ẍ = −Kx(x− x̄)−Kẋẋ− g (113)
where M is the diagonal mass matrix with diagonal entries corresponding to each










Figure 20: Left: An articulated rigid body system coupled with deformable surface
at the site of contact. Solid dots indicate the active DOFs. Right: A contact force fc
represented by a normal force and a tangent force in coordinates defined by matrix
D
5.3.3 Coupled equations of motion
The deformable body dynamics described above are defined for a fixed frame of
reference. To drive the deformable body using a rigid body (node) of the articulated
skeleton, we need to attach the frame of reference of the deformable body to the rigid
node. In addition, we must ensure two-way dynamic coupling between the deformable
body and the articulated rigid body system.
We augment the articulated body system with point masses corresponding to the
vertices of the deformable body (Figure 20, Left). Each point mass is attached to
the rigid node through a 3-degree-of-freedom (DOF) translation joint. The DOFs of
this joint are the vertex coordinates xi. By expressing the DOFs of each point mass
as a child link of the rigid body, we automatically set the frame of reference of the
deformable body to the rigid body. This results in an augmented articulated body
system that has a tree structure comprising of rigid nodes and point masses. The new
set of DOFs or generalized coordinates is represented as q ≡ (rT ,xT )T . The dynamics
for this articulated system is similar to Equation 109 and can be represented as:
M q̈+ Cq̇+ g = τ + JTc fc (114)
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whereMr and Cr are the mass and Coriolis matrices and gr are the gravitation forces
defined in Equation 109, Mx is the mass matrix and gx are the gravitation forces
defined in Equation 113. Equation 115 also introduces a few new coefficients. Mrx
and Crx are dense matrices coupling the rigid and deformable DOFs and M̄x, C̄x
and ḡx are the contributions of the point masses to the dynamic equations of rigid
nodes. These matrices can be derived from standard multibody system dynamics.




















where τr are the generalized forces in Equation 109. For an actively controlled artic-
ulated system, τr is usually computed by an external controller.
Adaptive deformable simulation. A mesh with large number of vertices makes
the dynamic system very expensive to compute. Since we are interested in simulating
the deformable body at the site of contact, we only simulate a subset of the vertices
at the site of contact and treat the rest of the surface rigid. Intuitively, this implies
that we change the stiffness of the rest of the point masses such that they provide
the constraint forces required to keep the surface rigid. Now, given the contact
points on the surface, we traverse a p-ring neighborhood of the vertices and mark
these visited vertices. We simulate those marked vertices until they are no longer in
contact and reach the equilibrium at their rest positions. This adaptive scheme for the
deformable body simulation is a practical solution for situations involving small and
stiff deformations. However, we also need to consider the dynamic contribution of the
point masses not simulated, because their effect on the mass matrix in Equation 115
112
changes over time due to their dependency on the rigid pose r. To efficiently compute
the mass matrix, we precompute the contribution of the point masses in their rest
positions relative to the local frame of the parent rigid body. This contribution
effectively changes the mass and inertia of the parent rigid body. At each time step
during the simulation, since we visit all the simulated point masses that are potentially
not at their rest positions, we simply subtract their rest pose contribution to the mass
matrix from the computed value.
Discrete equations. In our implementation, we discretize the equations of motion
in time. Quantities at any time tk are subscripted by k. For clarity, we time-subscript
the quantities only to disambiguate; otherwise they are assumed to be evaluated at
time tk. We use backward and central differences to discretize velocity and accelera-











Substituting the above in Equation 114 and rearranging terms, we arrive at:
M(q̇k+1 − q̇k)− hJc
T fc = h(τ − Cq̇k − g) (118)
Large spring stiffness or damping in Equation 116 may cause instabilities for large
time steps. Therefore, we apply the spring forces in an implicit manner i.e. the spring
forces are evaluated at time tk+1 by using Equation 117 as:
τ̂x = −Kx(xk+1 − x̄)−Kẋẋk+1
= −Kx(xk + hẋk+1 − x̄)−Kẋẋk+1
= −Kx(xk − x̄)− (hKx +Kẋ)ẋk − (hKx +Kẋ)(ẋk+1 − ẋk) (119)
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Replacing τx with τ̂x in Equation 118 and rearranging terms, we get:
M̂(q̇k+1 − q̇k)− hJc
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This semi-implicit system of equations is stable with respect to the deformable
forces. Some of other instabilities due to large velocities can be tackled by making
the Coriolis term implicit in q̇. From Equation 110, we use the linear dependence of
C on q̇ and evaluate C(q, q̇)q̇ using the velocities at the next time step q̇k+1:
C(qk, q̇k+1)q̇k+1 = C(qk, q̇k +∆q̇)(q̇k +∆q̇)
= (C(qk, q̇k) + C(qk,∆q̇)) (q̇k +∆q̇)
≈ C(qk, q̇k)q̇k + C(qk, q̇k)∆q̇+ C(qk,∆q̇)q̇k
= C(qk, q̇k)q̇k + 2C(qk, q̇k)(q̇k+1 − q̇k) (121)
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Given the current state (qk, q̇k), the only unknowns in Equation 120 are q̇k+1 in
the absence of contact. We can then directly integrate to the next state after we solve
for q̇k+1. To incorporate the effect of contact, however, we need to consider additional
constraints described in the next section.
5.4 Contact model
Similar to the numerous options for modeling deformable bodies, there are many
existing methods for modeling collisions as well. We choose a model that accurately
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simulates unilateral contact forces at the points of contact. In addition, we consider
the Coulomb friction model that allows for slipping. These conditions for the contact
force and the contact point can be formulated into a linear complementarity problem
(LCP), as described in [13].
The contact force is represented by its normal and tangential components, fc =
fnn̂ + Dβ, where n̂ is the normal vector at contact and D is a matrix with its
columns as the vectors that span the tangent plane at contact. The contact force is
parametrized by a scalar fn and a vector β in the normal and the tangential space
(Figure 20, Right).
Let p(q) be the coordinates of the contact point. The point velocity is linearly
related to the generalized velocity as ṗ = Jcq̇. In the normal direction, the projection
of the point velocity and the normal force have to satisfy the following condition to
prevent penetration of the surface and enforce work-less and unilateral properties of
the contact force:
(ṗk+1 · n̂) ⊥ fn
or (n̂TJcq̇k+1) ⊥ fn (122)
where the notation a ⊥ b implies the complementarity condition aTb = 0 with
a,b ≥ 0. Note that non-negativity ensures component-wise complementarity ai ⊥ bi.
In the tangential direction, we introduce a parameter λ that represents the relative
tangential movement for the point at contact. If there is slipping (λ > 0), the
tangential force should lie on the boundary of the polyhedra in the direction opposite
to the movement. If the contact is static, the magnitude of the tangential force should
be bound by the normal force modulated by friction coefficient. These two conditions
can be enforced by:
(λe+DTJcq̇k+1) ⊥ β
and (µfn − e
Tβ) ⊥ λ (123)
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where µ is the friction coefficient and e is a vector of ones. We refer the reader to
[84, 13] for a more detailed explanation of the complementarity conditions.
Let z = (fn,β















+ b = 0 (124)
where b = −M̂ q̇k − h(τ̂ − Cq̇k − g). Combining the above constraint with the













n̂TJc 0 0 0
DTJc 0 0 e




































with w ⊥ z (125)
Equation 125 represents a mixed LCP problem with w, z and q̇k+1 as unknowns.
Given the current state of the character (qk, q̇k) and the contact points, we solve this
problem to get the generalized velocities q̇k+1 for the next time step tk+1 and compute
the new state as (qk + hq̇k+1, q̇k+1).
5.5 Implementation of controllers
Without active control forces τr applied at the actuated joints of the skeleton, the
system described in previous sections is completely passive. To demonstrate the utility
of our coupled dynamic system, we implement the following control algorithms based
on existing controllers widely adopted in computer animation and robotics. Their
applications in locomotion and manipulation are demonstrated in Section 5.6.
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5.5.1 Pose-space tracking control
We formulate an implicit PD control for tracking a given pose or a sequence of poses
for the articulated skeleton. Let (rk, ṙk) denote the current state for the rigid skeleton
and r̄ be the desired pose. Further, let Kr and Kṙ be diagonal stiffness and damping
matrices respectively. To provide more stability in the system, we calculate the
feedback force based on the deviation of the next state from the desired pose, similar
to Equation 119:
τr=−Kr(rk+1 − r̄)−Kṙṙk+1
=−Kr(rk − r̄)− (hKr +Kṙ)ṙk − (hKr +Kṙ)(ṙk+1 − ṙk) (126)
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5.5.2 Cartesian-space tracking control
Sometimes it is more effective to track a position in Cartesian-space rather than
in the pose space. Let pi(r) represent the world coordinates of a point on a rigid
body. Let the desired position of this point be p̄i. For small deviations, we can
approximate it as ∆pi ≡ pi − p̄i ≈ Ji∆r, where Ji is the Jacobian evaluated at pi.
With this approximation, we can simply use the pose-space PD control as described
in Equation 127 to track the new desired pose as r̄ + ∆r. The same approximation
can be applied to tracking multiple Cartesian points:
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Similarly, body orientation in Cartesian-space can be controlled using the same mech-
anism: ∆ωb = Jωb∆r, where ∆ωb is the change in orientation of the body and Jωb is
the Jacobian defined as ωb = Jωb ṙ.
5.5.3 Locomotion control
In addition to basic tracking controllers, we also apply our coupled dynamic system
to a biped controller, SIMBICON [105], which has been adopted widely by other
researchers in computer graphics community [22, 21, 90, 91, 53].
SIMBICON uses maximal coordinates to compute joint torques and employs Open
Dynamics Engine [5] to solve for the simulation time step. The algorithm for advanc-
ing one time step in original SIMBICON can be summarized as:
step 1: Compute joint torques τs
step 2: Detect collisions
step 3: Create contacts to be solved for in ODE
step 4: Apply τs to character in ODE
step 5: Advance one time step in ODE to get next state
Our method follows the SIMBICON algorithm except for the contact force handling.
To compute the contact forces for our coupled dynamic system, we first need to
convert the torques and the state from maximal coordinates used in SIMBICON
to our generalized coordinates. We then solve for contact forces via Equation 125
and use them to override the contact forces solved by ODE. Our contact handling,
summarized as follows, replaces the step 3 of SIMBICON algorithm.
step 3.1 Convert τs to generalized torques τr (see Section 2.4.2)
step 3.2 Convert state to generalized coordinates (rk, ṙk) (see Section 2.4.1)
step 3.3 Solve (qk+1, q̇k+1) and fc using Equation 125
step 3.4 Apply fc to character in ODE
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Performance improvement. Although our contact handling for the coupled dy-
namic system inevitably increases the computation time, our semi-implicit scheme in
τ̂ potentially allows for a larger time step than the one used by SIMBICON (0.5ms),
resulting in less frequent computation of Equation 125. However, using a smaller
frequency for the contact handling poses problems to the rest of the simulation algo-
rithm; infrequent updates of the deformable state and the contact forces can lead to
inaccurate collision detection and dynamic inconsistency. To address this problem of
asynchronous time updates, we introduce a mixed-frequency simulation algorithm.
Let hs be the SIMBICON time step used in step 5 and hd = nhs be the time
step for solving Equation 125 in step 3.3 for some integer n. At time t0, we execute
step 3.1 to step 3.4; i.e. we solve Equation 125 and record the contact forces fc
and the new deformable state (xk+1, ẋk+1). The new deformable state and contact
forces are applied at time t0 + hd. For any time t ∈ (t0, t0 + hd), we interpolate the
deformable state as (xt, ẋt) = (1 − u)(xk, ẋk) + u(xk+1, ẋk+1) where u = (t − t0)/hd.
For the contact force during t ∈ (t0, t0+hd), we could simply treat the deformable as
a rigid body and use step 3 to compute the contact forces. However, this treatment
largely reduces the overall effect of the coupled dynamic system. Instead, we take into
account the impact of deformable body on the rigid DOFs as an additional generalized
force, τ̄x, applied to the character before solving the ODE time update:
τ̄x = −(M̄xr̈+Mrxẍ+ C̄xṙ+ Crxẋ+ ḡx) (129)
Equation 129 can be derived from Equation 114 and Equation 115:
(Mr + M̄x)r̈+Mrxẍ+ (Cr + C̄x)ṙ+ Crxẋ+ (gr + ḡx) = τr + J
T
c fc
⇒Mrr̈+ Crṙ+ gr = τr + J
T
c fc − (M̄xr̈+Mrxẍ+ C̄xṙ+ Crxẋ+ ḡx)
Leaving out the last term in the RHS (i.e. τ̄x), the above equation represents the
equations of motion of an articulated rigid body system with DOFs r (Equation 109).
The accelerations r̈ and ẍ for the duration (t0, t0 + hd) can be computed using their
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discretizations (Equation 117) since we have both the velocities, q̇k and q̇k+1 at times
t0 and t0 + hd respectively.
Stability improvement. Because the applied torques τs computed by SIMBICON
are based on a very small time step, directly applying them to our formulation with a
much larger time step can sometimes lead to instability. To counter this, we add one
term to the converted generalized torques τr to approximate the effect of an implicit
integration scheme. This modified τr are only used to compute more stable contact
forces in step 3.3, and we still use the original τs in ODE forward simulation (step
4). We define a vector kτ such that τr = Kτ (rk +hdṙk)+kτ for some chosen positive
definite matrix Kτ . We now make an approximation by replacing ṙk with ṙk+1 thus
making the forces implicit since ṙk+1 is unknown: τr ≈ Kτ (rk + hdṙk+1) + kτ . The
resulting deviation added to τr equals hdKτ (ṙk+1 − ṙk) or h
2
dKτ r̈. Introducing this
additional term produces more stable contact forces without altering the original
torques generated by the SIMBICON controller.
5.6 Results
We tested results on controllers for biped locomotion and hand manipulation. All
the results were produced on a single core of 2.7 GHz Intel i7. For each behavior, we
applied the identical control algorithm to a character with soft tissue at the site of
contact (soft character) and a character comprising only rigid bodies (rigid character).
We compared the motions of these two characters.
Biped locomotion controller. Using the SIMBICON-based controller described
in the previous section, we designed three experiments to evaluate the impact of soft
contacts. We directly used the source code of SIMBICON and ODE for the control
force computation and the forward simulation. The only modification by our method
was the contact force handling.
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In the first experiment, we applied large push forces to the character and compared
the motion with and without soft contact simulation. SIMBICON is known for its
robustness to external perturbations. However, when a strong push that induces a
large torque, the rigid character tends to lose contact easily and fails to recover. In
contrast, the deformable bodies allow our character to maintain more contact points
on the ground with more evenly distributed pressure (Figure 21). Losing a few contact
points due to the perturbation does not critically affect the balance state.
Figure 21: Simulating deformable body at the site of contact results in more contact
points and smoother center of pressure.
The second and third experiments focus on evaluating the controller under differ-
ent sources of uncertainty. We first considered the noise in the motor control system
of the character. We implemented the same simplified, biologically-inspired model
as Wang et al. [91]. This model adds noise to the joint torques produced by the
controller at every time step. The noise is drawn from a Gaussian density with zero
mean and a standard deviation depending on the magnitude of the joint torque and
the strength of the joint. We used middle noise level (i.e. β = 75 defined in their pa-
per) to test our controllers. As a result, the rigid character quickly becomes unstable
when small pushes are applied. The soft character, on the other hand, is still able to
maintain balance and withstand large pushes.
The last experiment evaluates the biped controller operating on a noisy surface.
We first segmented the floor into small tiles of 5× 5 cm2. For each vertex, we added
a random offset, uniformly sampled from a range of [0,2] cm, to its vertical and
horizontal positions. We then reconstructed a bumpy surface based on the modified
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vertices. The controllers were tested on several randomly generated different floors
from which we demonstrate three. The uncertainty on the surface greatly affects the
rigid character’s ability to walk. In some cases it wanders to various locations and
other cases it simply falls. The soft character is able to stay in the original course
for all cases with small variations. A close-up observation shows that the deformable
foot mesh of the soft character conforms better to the noisy surface and maintains
more contact points when the character is pushed.
Cartesian-space tracking controller. We designed a manipulation controller
based on tracking the center of pressure on the finger. The intended function of
the controller is to flick a marble ball in the desired direction using the distal phalanx
of the index finger and the thumb. The controller attempts to match the relative
center of pressure between the thumb and the index finger to a desired vector, in
addition to tracking an equilibrium pose.
The rigid hand demonstrates no control over the direction of the ball. In some
cases, it fails to launch the ball because the loss of contact points occurs too early.
The soft hand shows much more accurate control in different directions and the ball
never slips off the fingers before the launch. We also tested the robustness of the
controller by adding noise to the surface of the ball. By applying the same control
forces several times, the fingers with soft contact manage to flick the ball in the
similar directions, but the rigid fingers produce motions with huge variance. The key
difference that leads to better dexterity is that the soft hand maintains more contact
points and smoother movement of the center of pressure at all times.
Pose-space tracking controller. We tested pose-space tracking control strategy
on a human upper body and a human hand. For the human upper body, our goal is to
track an arm-folding pose (Figure 22). Although it is not a difficult control problem,
this particular pose is very difficult to simulate due to a large area of contact against
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multiple body parts. In our results, the rigid character immediately gets stuck when
the hand collides into the opposite upper arm. In contrast, the soft character is able
to fold her arms with the hands and upper arms brushing against each other and
smoothly moving into their own desired positions.
Figure 22: Comparison of the arm folding pose between a “rigid character” (Left)
and a “soft character” (Right).
We also developed a controller capable of pinch-grasping a thin object. We em-
ployed PD controllers to track an equilibrium pose such that a pen can be held
horizontally in between the index finger and the thumb (Figure 23). Without any
perturbation, both the rigid hand and the soft hand can successfully hold the pen.
However, when external forces are applied to the pen, the rigid hand quickly loses
contacts and drops the pen while the soft hand can withstand perturbation in any
direction. The total contact forces applied on the pen are comparable between two
hands, but the pressure distribution is much smoother on the soft hand.
We summarize the performance and the parameters used in our simulations in
Table 1. The stiffness parameter km is the representative stiffness for kv and ke in
Equation 111 and Equation 112. We define the values kv = 0.4km and ke = 0.6km
for all our examples. In addition, we define the damping matrix Kẋ = 0.1kmI,
where I is the identity matrix. For the locomotion examples, we define Kτ =
103 (Section 5.5.3). The bottleneck in the computation is the number of contacts
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Figure 23: Soft fingers enable a more robust pinch-grasp.
Table 1: Performance and parameters of the examples. “total DOFs” is the number
of DOFs that can be potentially simulated while “simulated DOFs” is the number of
DOFs in adaptive simulation. “fps” is the frame rate for our simulations and “LCP
time” is the percentage of the simulation time to solve Equation 125. For biped walk,
the LCP is solved every 8 SIMBICON time steps (SIMBICON time step is 0.5 ms).
total simulated num fps LCP Time Stiffness
DOFs DOFs contacts time (%) step (ms) km
finger 2573 576±88 39±6 3.9±3.2 86±6 1.7 1.5× 104
flick
arm 2802 322±89 33±10 3.5±1.7 68±10 8.3 104
fold
pinch 1427 258±22 29±4 5.2±3.2 85±6 1.7 1.5× 104
grasp
biped 334 197±43 16±3 18.5±4.5 63±5 4.0 103
walk
solved by LCP for every time step. We use the publicly available PATH LCP solver
(http://www.cs.wisc.edu/cpnet/cpnetsoftware/) to solve for Equation 125 for both
the cases of rigid and soft contacts.
5.7 Discussion
In addition to the comparisons described in Section 5.6, we performed quantitative
analyses to show the impact of soft contact, the effect of a few key parameters, and
comparisons with alternative design decisions. We also address a few limitations of
the current system in this section.
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5.7.1 Evaluation
Center of pressure. We plotted the center of pressure of the character’s foot from
one of the biped examples (Figure 24). The comparison shows that a soft contact
has a much smoother center of pressure than the rigid contact. Because the center
of pressure is crucial to maintaining the angular momentum, this result is consistent
with our observation that the rigid character loses balance more easily when large
external torque is applied. Similarly, we compared the magnitude of the total contact
force from the same example (Figure 25). Open Dynamics Engine (ODE) uses the
constraint force mixing (cfm) parameter to control the “softness” of the constraints.
In order to compare our soft contacts with the softer constraints at the contacts points
for rigid body collisions in ODE, we increase the cfm parameter by 10 and 20 times
respectively. SIMBICON uses cfm= 10−5. Figure 26 and Figure 27 compare the
force magnitude and the center of pressure during a step between the soft contacts
and softer ODE contacts. The average contact force is usually similar between a rigid
and a soft contact, but the rigid contact has a larger variance in the magnitude of
contact force. Note that more sophisticated biped controllers might achieve similar
results, but we deliberately choose very simple control algorithms to highlight the
effect of soft body contact.
Contribution to robustness. The main reason that soft bodies can generate con-
tact forces resulting in a more robust motion is due to the increase in the number of
contact points. In all our examples, the number of contacts of soft bodies is signif-
icantly greater than that of rigid bodies. For example, we compared the number of
contact points of rigid and soft fingers in a pinch-grasp motion (Figure 23). Figure 28
suggests that soft fingers maintain a large number of contacts at all times and do
not abruptly change the number of contacts under external forces. In contrast, the
number of contacts on rigid fingers is much smaller and fluctuates drastically when
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Figure 24: Comparison of the center of pressure on the left foot in the direction of
heel to toe for one step (frames 400-1500)






































Figure 25: Comparison of the magnitude of the total contact force on the left foot
for one step (frames 400-1500).
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Figure 26: Comparison of the magnitude of the total contact force on the left foot
for one step (frames 400-1500). The red and green plots correspond to the softer
contact constraints in ODE.

























Figure 27: Comparison of the center of pressure on the left foot in the direction of
heel to toe for one step (frames 400-1500). The red and green plots correspond to the
softer contact constraints in ODE.
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Figure 28: Comparison of the number of contacts from the pinch-grasp example.
an external force is applied, leading to unpredictable and less stable results. We also
verified that the robustness of the motion was not due to the implicit formulation. In
this experiment, we replaced all the implicit formulations with explicit ones and sim-
ulated the same biped examples with a smaller time step. Both implicit and explicit
characters recover from the push in a similar manner.
System parameters. Our framework performs robustly for a wide range of param-
eters such as the stiffness of the mesh and time steps. We use a time step of 4ms for
locomotion controllers (see Table 1). We also performed experiments with an larger
time step of 8ms. The resulting controller was still robust to large forces as compared
to the original SIMBICON controller. In addition, we experimented with stiffness of
the foot meshes increased by a factor of 10-20 and the controller performed robustly.
Different LCP solutions. In theory, the mixed LCP problem in Equation 125
can have multiple solutions depending on the initial point given to the PATH solver.
In practice, we empirically showed that our particular LCP, i.e. the contact force
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init with all 1.0
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Figure 29: Comparison of the magnitude of contact forces for simulations with
different initial points for the LCP solver.
problem, is not sensitive to the initial point. We repeatedly simulated the same
motion in Figure 21 by solving the LCP with different initial points: a vector with all
zeros, a vector with all ones, and a vector of different random values at every frame.
Figure 29 shows little variation in the force magnitudes and the simulated motions
are close to identical.
Flexible rigid foot vs. deformable foot. Since the compliance near the contact
comprises of joint level compliance and the surface compliance, one possible approach
to generate robust locomotion is to represent the foot with many rigid links, allowing
for more flexible foot motion. We therefore increased the complexity of the rigid foot
to four links, each of which is connected to its parent link by a hinge joint. The
simulations suggest that a rigid foot represented by four links results in more robust
motion when comparing with a rigid foot with fewer links. However, our deformable
feet still exhibit more stability than the four-linked rigid feet due to more continuous
changes of contacts. In addition, modeling the feet with multiple links increases
the complexity of controller design, as more parameters need to be tuned for the
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additional actuators on the foot. Increase in the number rigid links that are small as
well, the disparity in the maximum and the minimum mass in the system increases
leading to numerical instabilities forcing further smaller time steps.
Penalty methods. Penalty-based methods are commonly used to approximate the
compliance at the site of contact due to their simple formulation and less intensive
computation. However, our approach is advantageous due to the following reasons.
First, LCP formulation models more accurate contact by enforcing work-less normal
force, no penetration, and realistic slipping. Second, our method explicitly deforms
the geometry of the body parts, introducing more contact points which, in turn,
increase the robustness of the control algorithms. Third, using low stiffness for penalty
methods may lead to frequent penetration artifacts. For a detailed, contact-rich
motion, such as hand manipulation, the artifacts can be very visible. We compared
the penalty method with our soft contacts for a simple case of a box falling on the
ground (see Figure 30). We modeled the penalty forces in the normal direction as
described in [101] and vary the stiffness and damping parameters to model different
levels of softness and the duration of contact. For the deformable box with soft
contacts, we chose the mesh stiffness such that the duration of contact is similar to the
corresponding penalty method case. When the stiffness of the box is low, the contact
force profiles look similar for both cases in Figure 30. However, the motion generated
by the penalty method shows large penetration between the box and the ground while
our approach does not. To reduce the penetration, we increase the stiffness of the box;
however, it results in larger forces as compared to the LCP method since the latter
correctly generates just enough force to stop the hard box and produces no extra
bounce. Using high damping in conjunction with high stiffness for penalty methods
is a solution; however larger stiffness and damping parameters imposes stricter time
step restrictions in the discrete simulation. To have compliance in the contacts, it is
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necessary to have less stiffer forces that would lead to some penetration. In addition,
simulation would be physically different as compared to our soft contacts method
since the soft contacts allows the geometry to change and conform to the surface.































Figure 30: Comparison of the contact force magnitudes from penalty method and
soft contacts with LCP by varying the stiffness parameter while keeping the damping
constant.
To understand the effect of the stiffness and damping parameters for penalty
method and our soft contacts method, we plot the penetration depths and the ratios
of the kinetic energy after and before the collision by varying the stiffness and the
damping parameters one at a time. Figure 31 shows that the stiffness parameter is
responsible for reducing the penetration depth and the damping parameter is respon-
sible to damp out the kinetic energy after the collision. Note that the damping forces
start to dominate with the increasing damping parameter and eventually the pene-
tration depth starts to increase. Figure 32 shows a similar comparison for the case
of soft contacts that use LCP for contact resolution. Since the LCP method never
leads to penetration, both the stiffness and the damping parameters can be used to
control the kinetic energy after the contact. This gives an extra degree-of-freedom
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to the soft contact formulation that can control the amount of geometry deformation
along with the desired bounciness of the contact using these two parameters without
leading to any penetration.































Rigid+Penalty: varying stiffness k
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Figure 31: Comparison of the effect of the stiffness and the damping parameters in
the penalty method on the maximum penetration depth during the collision and the
ratio of kinetic energy preserved after the collision.
Deformation of the body that stores and releases potential energy during a col-
lision can be observed using our approach. This property allows us to control the
bounce of the object after collision mimicking the coefficient of restitution (without
any penetration). Figure 33 shows how the time of contact and the kinetic energy
changes with the stiffness km of the deformable box. The softer box is able to store
more potential energy which gets converted back to the kinetic energy after the box
leaves the ground.
5.7.2 Limitations
There are a few limitations in the current implementation of the algorithm. Our
implementation does not handle a deformable body across multiple rigid bones. For
motions with large areas of contact, such as rolling on the floor or sitting on a chair, it
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Soft+LCP: varying stiffness k
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Figure 32: Comparison of the effect of the stiffness and the damping parameters in
the soft contacts method on the penetration depth during the collision and the ratio
of kinetic energy preserved after the collision. The penetration plot for the penalty
method with varying damping in Figure 31 is shown here for reference.

















































Figure 33: Comparison of responses of the deformable box with different stiffness
to the collision with the ground while using the LCP method for contact resolution.
is essential to allow the contact to move continuously across the bones. With moderate
effort to convert between frames of reference, we can modify our implementation such
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that two connected point masses can be parented to different rigid bones.
Our algorithm is not optimized for the performance. The computation of a few
components, such as collision detection and handling can be largely reduced by de-
coupling the surface mesh resolution and the number of contacts such as using volume
contacts as described in a recent work [10]. In addition we can incorporate existing,
efficient methods that simulate a fine surface mesh embedded in a coarse control mesh
to improve the performance [45].
We have noticed some self-intersection between legs in the biped examples. Our
algorithm can handle collision between two body parts at the deformable layer, but
when the intersection is deep in the bone level, our algorithm does not handle the
collision. This type of deep self-intersection is usually due to the control force gen-
erated by a controller that does not take into account self collision. Having a better
collision detection routine can improve the situation (we use ODE’s build-in collision
detection routine), but a more effective solution is probably to design a controller




In this dissertation, we have presented methods for efficient and robust control of
virtual characters in dynamic environments. The main approach of our work is to use
the contact configuration of the character with her environment in the control design
and solve for both the pose and the contact forces together. We emphasize the impact
of the contacts on various control methods by demonstrating superior robustness of
the controllers when they employ the soft contact model as compared to the standard
rigid body contact model.
In Chapter 3, we described a new approach to synthesize reactive virtual characters
in a physical environment based on constrained optimization. Our approach provides
a generic framework for rapidly designing a variety of controllers by formulating high-
level objectives and tasks in terms of character’s pose and contact configuration. This
approach gives us the following advantages:
• Our goal-driven formulation of control strategies expedites the design of physics-
based motion controllers, enabling the programmer to rapidly create a wide
range of motion repertoires for virtual characters.
• The controllers designed in this framework can be robustly adapted to differ-
ent virtual characters (e.g. adult or child characters) and environments (e.g.
slippery surface, cable car environment etc.).
The above approach does not use any motion capture data for guiding the motion
synthesis process. Captured motion of a real human provides guidelines for synthesiz-
ing natural intentional motion that results from skills acquired by humans over time.
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Therefore to successfully synthesize such motions, longer term planning of control is
often required during the simulation. In Chapter 4, we presented an algorithm to in-
teractively simulate and control an under-actuated articulated character performing a
given reference motion and its variations. We applied modal analysis to transform the
space of DOFs to the modal space based on the natural frequencies. The design of
control scheme exploits modal analysis to reduce the control space and decouple the
equations of motion. In addition, the input motion sequence provides the reference
joint angle trajectories along with the contact configuration of the character for the
entire motion. This approach offers the following key advantages:
• Robust control: Long-horizon optimization produces look-ahead control that
allows the under-actuated character to operate robustly when tracking the ref-
erence motion and recovering from small perturbations.
• Online editing of reference trajectory: Because the look-ahead control is com-
puted online at every time step, our algorithm does not rely on any offline
computation for control policy. This allows us to edit the reference trajectory
online in response to large changes in the environment.
We demonstrated the ability to synthesize anticipatory motion and passive responses
to external perturbations. The control policy is generic as it does not depend on the
performed task. In addition, chosen weights and parameters work with a wide variety
of motions and scenarios.
We presented novel control methods in Chapter 3 and Chapter 4 that use the
contact configuration of the character in computing robust contact forces. Rather
than focusing on designing new control algorithms, we investigated the impact of soft
contacts on the existing control algorithms in Chapter 5. We developed a compact
soft contact model based on deforming surfaces at the sites of contact. The primary
contribution in Chapter 5 is demonstrating that simple control strategies coupled
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with the simulation of soft tissue deformation at the site of contact can achieve very
robust and realistic motion. We developed a practical system that simulates two-way
coupling of rigid and deformable bodies efficiently and robustly. We then applied a
few simple and widely used control algorithms, such as pose-space tracking control,
Cartesian-space tracking control, and SIMBICON to simulate a variety of behaviors
for both full-body locomotion and hand manipulation. We compared the results with
motions of a character comprising only of rigid bodies and demonstrated that soft
contacts help the control algorithms perform more robustly in comparison to the
standard rigid body contacts.
Within this dissertation, we have asserted that the problem of determining control
forces for successful execution of any desired behavior is closely tied to the contact
configuration and the way these contacts are handled by the control algorithm. This
leads to a few interesting avenues for future research.
Biped controllers such as found in [24, 69, 103] do not not use PD feedback control.
These controllers are usually more “aware” of contact situations when planning the
control forces. We believe that the simulation of deformable bodies at the site of
contact could have a great impact on these controllers.
Recent advent in biped controllers primarily focused on robust locomotion. Mo-
tion with large impact due to collisions has not been demonstrated on physically
simulated character. One exciting future direction is to design new controllers that
exploit soft contact to achieve motion with frequent high-speed collisions, such as
fighting, parkour, or American football.
A related topic that remains relatively un-explored is the control in the presence of
contacts between human characters. Successful rigid body collision algorithms do not
lend themselves well to contacts for human motion because human is made of neither
passive nor rigid bodies. We believe that the problem of contact with human body is
unique and needs to be considered together with the problem of motion control. Our
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