An explicit second-order finite-difference scheme has been used to solve the elastic-wave equation in the time domain. Solutions are presented for the perfect wedge, the lossless penetrable wedge, and the plane parallel waveguide that have been proposed as benchmarks by the Acoustical Society of America. Good agreement with reference solutions is obtained if the media is discretized at 20 gridpoints per wavelength. There is a major discrepancy (up to 20 dB) in reference-source level because the reference solutions are normalized to the source strength at 1 m in the model, but the finite-difference solutions are normalized to the source strength at I m in a homogeneous medium. The finite-difference method requires computational times between 10 and 20 h on a super minicomputer without an array processor. The method has the advantage of providing phase information and, when run for a pulse source, of providing insight into the evolution of the wave field and energy partitioning. More complex models, including velocity gradients and strong lateral heterogeneities, can be solved with no additional computational effort. The method has also been formulated to include shear wave effects.
scheme of Madariaga 7 and Virieux s is promising both for stability and accuracy. They solve the equivalent first-order system to Eq. ( 1 ) or (2) in terms of particle velocity and we have removed the terms that are dependent on shear modulus (the shear-wave velocity and tangential stress). Equations ( 1 ) and (2) then reduce to acoustic-wave equations with range-and depth-dependent compressional wave velocity and density.
We compute pressure (p) from displacements using .=
for Cartesian coordinates, and for cylindrical coordinates.
B. Geometry
Depending on the application, we can use either Cartesian coordinates or cylindrical coordinates. Because of the symmetry assumed to reduce the above systems [Eqs.
( 1 ) and (2) ] from three dimensions to two, an omnidirectional source in Cartesian coordinates is actually a line source along they axis and any range-dependent structure in cylindrical coordinates will wrap around the axis of symmetry like an annulus. In cylindrical coordinates, the point source must be on the axis of symmetry. Otherwise, it would represent a "ring" or "doughnut" source. So, an omnidirectional source in cylindrical coordinates (on the axis of symmetry) is solving a full three-dimensional problem for a point source with cylindrically symmetrical range-dependent structure.
An omnidirectional source in Cartesian coordinates is solving either the line source problem in three dimensions or the point source problem in two dimensions. In either case, there is inherent dispersion in the solution and waveforms distort with range even for perfectly elastic, homogeneous media. This inherent dispersion should not be confused with the grid dispersion of finite-difference schemes discussed further below.
C. Initial and boundary conditions
For the models presented here, the initial conditions are zero displacement and velocity everywhere on the grid.
The top boundary is a free surface of a liquid (• = r• = 0). This is simulated by introducing an imaginary row along the top of the finite-difference grid at n ----1. The free surface is at n = 2. The horizontal displacement at the free surface is set identically to zero [ u, (m,2,k) ----0 ] and the vertical displacement at the imaginary row is set equal to the vertical displacement just below the free surface The right-hand edge for the models in both coordinate systems is an absorbing boundary based on the second-order scheme of Clayton and Engquist 9 as above.
We normally use the same paraxial approximation scheme at the bottom boundary of the grid. However, at the long time intervals required for some of the benchmarks, this scheme was unstable. We used instead an absorbing region 50 grid points deep in which we solved the "telegraph" equa- For sharp boundaries within the grid, we did not specifically code boundary conditions. The effects of the boundary can be adequately treated by the implied derivatives of the medium parameters in Eqs. ( 1 ) and (2). This is important for further applications of the method where boundaries of arbitrary shape could be introduced. If boundary conditions were specifically coded, the code would change depending on the shape of the boundary.
D. The source
The source is introduced into the grid as horizontal and vertical forces.
•2 Previous applications of the code used pulse sources in order to study multipathing and scattering in sea bottom structure. Continuous wave sources are used in the benchmarks, and these were synthesized by using a continuous wave as the source function and running the code long enough that steady state was reached at all of the receivers. Obviously, this is a cumbersome way to solve a continuous wave problem. However, it has the advantages (i) of automatically including phase information (not assigned for the benchmark problem) and (ii) of being able, with the same code, to run a pulse source and to track the energy partitioning as a function of time in the model. In order to calibrate the propagation loss curves for source strength, we ran a homogeneous model for both the Cartesian and cylindrical geometry codes. We then computed the power at a line of receivers away from the source in the same fashion as for the benchmark models. These power-loss curves (power in dB versus the logarithm of the range) * were then extrapolated back to a range of 1 m to get the reference source strength. (These curves were linear with slopes of --10 dB/log r and --20 dB/log r for Cartesian and cylindrical geometry, respectively.) The power results for the benchmark models were then corrected for this value to get loss in dB relative to the source strength at I m.
E. Stability and dispersion
Virieux 8 gives a necessary stability criteria for the scheme outlined above. For a given space increment (Ax), the time increment (•xt) must satisfy Ax /Xt( (8) where Vpmax is the maximum compressional wave velocity in the model. This relationship is based on analysis of the scheme for homogeneous media. However, the stability condition for homogeneous media is only a necessary condition for heterogeneous media. 6 Sufficient conditions for heterogeneous media are not known. Some codes are unstable for heterogeneous media even though the stability criteria for homogeneous media is satisfied locally. Tests of this scheme indicate that it is stable over a broad range of contrasts in Poisson's ratio at sharp, rough interfaces.
Stability at absorbing boundaries is another issue that is not well understood. The absorbing boundary formulation based on the paraxial approximation used above absorbs the initially incident compressional and shear waves. However, if run to sufficiently long times, as was required for these benchmark models, instabilities arose at the boundaries and rendered the results unusable. The combination of a paraxial approximation on the right-hand edge, and a telegraph equation region along the bottom boundary has given acceptable results for these models.
Any finite-difference scheme has numerical dispersion in which velocity across the grid becomes frequency dependent. Because the effective grid spacing normal to a wavefront varies with direction, the grid dispersion is anisotropic.12'13 The effect of grid dispersion introduces inaccuracies in the results. Analysis of the grid dispersion for the above scheme in homogeneous media 8 shows that: (i) the dispersion relation for P waves is independent of Poisson's ratio; (ii) the numerical Swave always travels slower than the true S wave; and (iii) grid dispersion for S waves does not degrade as Poisson's ratio approaches 0.5 (very slow S waves). For acceptable grid dispersion, there should be at least ten grid points per wavelength. In previous work, we have found this acceptable for models out to 100 wavelengths. For the models shown here, we used 20 grid points per wavelength.
Grid dispersion yields progressively less accurate results as the wave propagates to longer times and ranges. For the benchmark models, we ran the code to longer durations than usual to get the steady-state continuous-wave response and thus required more dense sampling. Even finer grid spacing may improve the accuracy for some models, but this was not carried out in this study. This problem is particularly challenging for a numerical scheme because of the highly oscillatory nature of the propagation-loss curve. The separation between minima in the curve is about 40 m and the wavelength of 25-Hz sound in water is about 60 m. So the propagation-loss curve, the amplitude envelope of the wave field, oscillates more in space than the free-space wave field itself. In the context of finite differences, we normally sample at 10 grid points per wavelength but in order to sample this solution adequately, we used 24 grid points per wavelength.
For the bottom of the wedge, we set the parameters on the Cartesian grid to represent the sloping bottom stepwise (Fig. 3) . By sampling the grid finely enough, we should obtain the solution for the actual sloping bottom case. The effect of the free surface at the bottom was simulated by setting the compressional wave speed to zero, and holding the density constant at those grid points below the stepwise interface. geneous media is more meaningful since it is independent of the model. It can be used to compare propagation-loss levels between models and also to compare modeling results with laboratory or field experiments. The general character of the two curves in Fig. 5 is similar, but there are small offsets in the locations of the peaks and nulls. This could be due to the coarseness of approximating the sloping bottom by a stepwise function (Fig. 3) . The COUPLE solution used 500 steps over the 4 kms, but the finite-difference solution used only 80 steps. The contoured field solution for this model (Fig. 6) ß shows more dearly the separation of the wedge into three regions, one region each corresponding to three-mode, twomode, and one-mode propagation. As the wedge gets shallower, progressively fewer modes are supported by the waveguide.
B. Wedge with a lossless penetrable bottom
The solutions in this case were computed in a similar fashion to the previous model. However, a point source in cylindrical geometry was employed. The problem corresponds to a point source over an inverted cone. Time and space increments were identical to the previous model, but total model dimensions varied. The left-hand edge is an axis of symmetry and the bottom and right edges are absorbing boundaries to handle the energy penetrating the bottom.
The solutions are given in Fig. 7 
C. Wedge with a Iossy penetrable bottom
In order to introduce loss into the bottom, we tried the telegraph-equation approach as outlined in See. I(F) above. For a loss of 0.5 dB/wavelength, the attenuation parameter a would be --2.88 (for a Q of 54.6). We tried this, but the code was unstable at the water-sediment boundary. Since 2.88 is not a small value, approximating attenuation using the telegraph equation is inappropriate. We conclude that this approach should not be taken for large attenuations. The contoured field solution for this problem is given in Fig. 10. 
III. COMPUTATIONAL PERFORMANCE
The computational performance for the three models given in this paper is summarized in Table I For the benchmark problems, we removed the shear modulus terms from the wave equation to improve performance. Models with shear wave effects in the bottom would require longer computational times than those indicated above. However, shear waves excluded, the models above could be made more generally complex without increasing computational time. For example, we could add vertically and horizontally varying sound speed and/or density in the water column, including high-velocity inclusions. We could add an arbitrarily rough seafloor to the models. We could introduce velocity gradients (vertical and/or horizontal) to the subbottom in the penetrable-wedge case. We could add statistically varying velocity and density in the seafloor to look at the effects of scattering due to heterogeneity. All of these additional complexities can be added without increasing the cost or run time of the calculations.
IV. DISCUSSION
The finite-difference solution to the two-way wave equation provides good solutions to the acoustic-benchmark models. Although computationally more intensive than other methods, it has the flexibility to handle more generally complex media including shear-wave effects in the seafloor. Since these models were run to longer times than are usually carried out, it may be necessary to go to finer grid spacings to obtain the best accuracy. Further computations should be carried out along these lines. Finer grid spacing would also represent the sloping bottom better in the wedge models.
The inaccuracy at low-propagation loss for the lower line of receivers in the penetrable wedge model was surprising. Further studies should be carded out to quantify this and minimize it.
We regard the comparison of techniques for benchmark models to be an extremely useful process: (i) Relatively minor coding errors can be detected and fixed; (ii) There is incentive to calibrate the code and produce output in a standard format; (iii) Comparison of codes can be readily made in terms of versatility, accuracy, computational effort, etc.; (iv) We can identify the range of parameters over which acceptable answers can be obtained; and (v) it provides a framework within which further work can be defined.
