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La Biofísica Computacional se ha convertido en una de las ramas más dinámicas de la biología 
contemporánea, ocupándose principalmente del estudio de los procesos celulares a nivel molecular. 
La unidad fundamental de investigación son las macromoléculas, las proteínas sobre todo. Sin 
embargo, el estudio del movimiento de una proteína muestra una notable dificultad. Una de las 
alternativas más prometedoras para estudiar los sistemas biológicos son sin duda los métodos de 
simulación molecular tales como el de Dinámica Molecular (DM). La DM se ha convertido en una 
de las herramientas numéricas más poderosas para estudiar propiedades termodinámicas de 
macromoléculas como son las proteínas y otras biomoléculas. 
 
Por lo anterior, en este trabajo nos enfocamos en realizar la implementación de los algoritmos en los 
ensambles NVE y NVT de dinámica molecular basada en los operadores de Liouville [22-23]. En el 
ensamble NVT se usan las denominadas cadenas de termostatos Nose-Hoover [21]. Estos algoritmos 
se implementaron haciendo uso de la tecnología basada en Unidades de Procesamiento Gráficos 
(GPU) con lo cual nos permitió reducir el tiempo de ejecución de estos algoritmos para el desarrollo 
de las simulaciones. 
 
Se publicó el artículo titulado “In silico Analysis of the Structural Properties of PSMA and its 
Energetic Relationship with Zn as Cofactor”  en la revista Journal of Nuclear Physics, Material 
Sciences, Radiation and Applications Journal con DOI: 10.15415/jnp.2018.61020 con una simulación 
de dinámica molecular del PSMA con el propósito de caracterizarlo de forma energética y estructural 
en donde se dilucidaron las diferencias de PSMA con sus dos iones Zn2 como cofactores y sin ellos 
en el perfil de energía libre, y en cuatro parámetros estructurales: desviaciones cuadráticas medias de 
la raíz y fluctuaciones cuadradas medias de la raíz por átomo y residuo de aminoácido, radio de giro 
y SASA. 
 
Del mismo modo, un segundo artículo pre aceptado titulado “High-throughput of measure-preserving 
integrators for constant temperature molecular dynamics simulations on GPUs” con 
doi:10.20944/preprints201811.0250.v1 en la revista High-Throughput, en el cual se presenta el 
desempeño de los algoritmos NVE y NVT con las cadenas de Nose-Hoover implementadas en GPUs 








Una de las alternativas más prometedoras para estudiar los sistemas biológicos son sin duda los 
métodos de simulación molecular tales como el de Dinámica Molecular (DM). La DM se ha 
convertido en una de las herramientas numéricas más poderosas para estudiar propiedades 
termodinámicas de macromoléculas como son las proteínas y otras biomoléculas. Sin embargo, la 
DM presenta dos grandes limitantes cuando se pretende estudiar sistemas de gran tamaño como son 
las proteínas a nivel molecular, estas son: el tamaño del sistema (el número de átomos a estudiar) y 
el tiempo de integración usado para evaluar las ecuaciones de movimiento. El uso convencional del 
tiempo de integración es del orden de femtosegundos, lo cual garantiza la conservación de energía 
principalmente dando así confiabilidad a los resultados obtenidos. Sin embargo, los procesos 
dinámicos de mayor interés que suceden en las proteínas son del orden de microsegundos o más allá. 
Por lo tanto, se requiere contar con programas de simulación cuya tecnología de programación logre 
superar estas limitantes en cuanto al tiempo de integración, y poder así realizar simulaciones a grandes 
escalas de tiempo. La otra limitante es referente al número de átomos a estudiar en una simulación 
con DM [1-5]. 
 
En general, los sistemas moleculares son complejos y consisten de un gran número de átomos, por lo 
cual sería imposible determinar sus propiedades de forma analítica. Para usar la DM en el estudio de 
sistemas biológicos se necesita contar con una infraestructura computacional robusta que supere estas 
dificultades. Actualmente, la tecnología empleada para la fabricación de tarjetas gráficas o GPUs 
(Graphics Processing Unit) han evolucionado de una manera muy significativa, de tal forma que 
dejaron de ser procesadores exclusivos para el procesamiento de gráficos y se convirtieron en 
sofisticados co-procesadores de bajo precio y alto rendimiento, que permitieron aumentar la 
capacidad de una computadora personal de escritorio o portátil con las mejoras en su arquitectura y 
un modelo flexible de programación para el manejo masivo de datos en paralelo, lo que los convierte 
en una atractiva alternativa de cómputo de alto rendimiento (High Performance Computing en inglés 
HPC). Por lo anterior, se pretende desarrollar el código de dinámica molecular HIMD (Simulaciones 









2.1 Algoritmos de integración a través del operador de Liouville 
 
En los últimos años se ha hecho común los métodos de dinámica molecular a sistemas de gran tamaño 
permitiendo desarrollar metodologías aplicables a diferentes condiciones termodinámicas donde se 
ha uso del concepto de ensamble colectivo. Un ensamble es un ente constituido por un conjunto de 
sistemas que se encuentran en el mismo estado termodinámico, pero en diferentes estados 
microscópicos. De esta manera, un ensamble queda definido por una serie de variables naturales que 
se suponen fijas y cuyas propiedades se obtienen a partir del potencial termodinámico asociado a 
dichas variables. 
Los ensambles se clasifican en función de las magnitudes termodinámicas que permanecen 
constantes: 
 NVE. Ensamble microcanónico. Son aquellos en los que la única condición es mantener la 
energía constante dado un volumen y un número de moléculas fijo. Corresponde a un sistema 
aislado. 
 NVT. Ensamble canónico. Las variables termodinámicas que se mantienen constantes son 
el número de moléculas, el volumen y la temperatura. Corresponde a un sistema cerrado. 
 NPT. Ensamble isotérmico-isobárico. La presión como la temperatura y el número de 
moléculas permanecen fijos. Es de suma importancia en la validación de campos de fuerza. 
 
Para poder simular cualquiera de estos ensambles, es necesario contar con un buen integrador 
numérico, esto es, un algoritmo que nos permita determinar las posiciones y momentos de un sistema 
en cualquier instante de tiempo dadas las condiciones iniciales. 
 
2.2. Generación de ensambles de equilibrio vía el operador de Liouville 
 
La metodología está basada en los esquemas propuestos por Tuckerman para la generación de 
ensambles de equilibrio vía el operador de Liouville [22-23]. Para más detalles vea Roberto López 










La discusión se basa en los sistemas Hamiltonianos puesto que son de gran importancia en 
simulaciones de DM ya que poseen características especiales, incluyendo la estructura simpléctica, 
conservan el volumen del espacio fase y además cumplen con la propiedad de reversibilidad en el 
tiempo. Cualquier integrador numérico debe cumplir con estas propiedades. Se mostrará un 
formalismo general para derivar integradores reversibles y simplécticos partiendo de una formulación 
basada en el operador de Liouville introduciendo algunos conceptos básicos. En mecánica clásica, 
todo sistema conservativo viene caracterizado por su Hamiltoniano, función que define la energía del 
sistema para cada estado termodinámico en términos de sus posiciones y momentos. Por ello 
examinamos un sistema simple de una partícula moviéndose en una dimensión con un Hamiltoniano 
dado por 





Las ecuaciones de movimiento para este sistema están dadas por 
?̇? =  
𝑝
𝑚









=  {𝐴, 𝐻} 
 
Donde 𝐻, es el Hamiltoniano clásico dado por 2.1 y los corchetes representan el paréntesis de Poisson 
definido según 














La evolución de A nos dará como resultado las ecuaciones de Hamilton. Para verificar este punto  
podemos elegir 𝐴(𝑥, 𝑝) = 𝑥 y sustituirla  en la ecuación 2.3 para evaluar 2.4, teniendo como resultado 
𝑑𝑥
𝑑𝑡
=  {𝐴, 𝐻} 

























Lo cual es equivalente a la primera relación que aparece en 2.2 puesto que 𝜕𝑥/𝜕𝑝 = 0, y por lo tanto 
la posición evoluciona según ?̇?  = 𝑝/𝑚 como es de esperarse. De igual manera, haciendo 𝐴(𝑥, 𝑝) =




=  {𝑝, 𝐻} 


















Donde hemos obtenido la segunda relación de 2.2. De esta manera vemos que la evolución de los 
momentos nos da la fuerza. Además, usando los paréntesis de Poisson podemos obtener las 
ecuaciones de movimiento para cualquier sistema dado un Hamiltoniano. Ahora, si definimos un 
vector bidimensional dado por 𝚪 =  (𝑥, 𝑝) y escribimos las ecuaciones  de Hamilton en términos de 
𝚪 según la ecuación 2.3 de tal forma que  
𝑑𝚪
𝑑𝑡
= {𝚪, H} 
 
Y definimos un operador  actuando sobre 𝚪 que sea equivalente a los paréntesis de Poisson 
i𝐿𝚪 =  {𝚪, H} 
 
donde el operador i𝐿 es conocido como el operador de Liouville. Siempre y cuando el Hamiltoniano 
no dependa explícitamente del tiempo, las ecuaciones de movimiento de acuerdo con este operador 
pueden escribirse como 
?̇? = i𝐿𝚪 
𝑑𝚪
𝑑𝑡
=  i𝐿𝚪 
 
integrando ésta última relación desde 𝚪(0) hasta 𝚪(𝑡) el lado izquierdo y desde 𝑡0 = 0 hasta t el lado 
derecho, encontramos que la solución para 2.9 queda formalmente determinada por 
𝚪(t) = 𝑒𝑖𝐿𝑡 𝚪(0) 
 
Donde el operador exp (𝑖𝐿𝑡) es conocido como el propagador clásico, 𝚪(0) son las condiciones 




integración y 𝚪(𝑡) el estado final del sistema al tiempo 𝑡 =  ∆𝑡 con las nuevas posiciones y momentos 
𝑟𝑖(𝑡), 𝑝𝑖(𝑡). Aunque la ecuación 2.10 es solamente una solución formal a la ecuación 2.9, es el punto 
de partida para la derivación de esquemas de integración numéricos.  
 
2.3 Algoritmos simplécticos 
 
En la construcción de esquemas de integración, es importante tener en cuenta dos propiedades 
características de los sistemas Hamiltonianos. 
 
La primera es que deben cumplir con el Teorema de Liouville, el cual establece la conservación del 
elemento de volumen del espacio fase. Por otro lado, la segunda propiedad se refiere a la 
reversibilidad en el tiempo de las ecuaciones de Hamilton. Esta propiedad implica que si una 
condición inicial 𝑥0 evoluciona a un tiempo 𝑡, el sistema regresará a su estado inicial en otro intervalo  
de tiempo de longitud 𝑡. Cualquier esquema de integración aplicado a las ecuaciones de Hamilton 
deben respetar estas dos propiedades. Los integradores que cumplen con estas dos propiedades son 
llamados integradores o algoritmos simplécticos. 
 
 
2.4 Ensamble microcanónico (NVE) 
 
Un algoritmo que nos permita determinar las posiciones y momentos de un sistema en cualquier 
instante de tiempo usando las condiciones iniciales se le llama un integrador numérico. Existen 
buenos algoritmos de movimiento, es decir que cumplan con la conservación del volumen del espacio 
fase y que cumplan con las propiedades de reversibilidad. 
 
A continuación, se muestra el algoritmo para energía constante implementado en el código HIMD 
aplicando la tecnología de GPU. Para mayor detalle de las ecuaciones y resultados véase de Roberto 






Fig. 1 Algoritmo Verlet de velocidades al utilizar la metodología de los propagadores. 
 
Donde Fi es la fuerza, Pi es el momento de la partícula i, respectivamente, ri es la posición, mi es la 
masa y ∆t es el tiempo de integración de la dinámica. Este pseudocódigo representa el algoritmo 
llamado Verlet de velocidades que se obtiene de forma natural al usar la metodología de los 
propagadores. La descripción es como sigue. Para avanzar los átomos ∆t se necesita conocer la 
posición y el momento a un tiempo inicial t0. Primero se calcula el momento a la mitad del tiempo 
∆t/2, con ese momento se calculan las nuevas posiciones al tiempo ∆t, con esas posiciones se calcula 
la fuerza al tiempo ∆t y finalmente con la fuerza al tiempo ∆t y el momento al tiempo ∆t/2 se calcula 




2.5 Ensamble canónico (NVT) 
 
Una manera eficiente de mantener la temperatura constante en una dinámica molecular es con la 
metodología del llamado espacio fase extendido propuesta por Andersen [17]. En esta metodología 
las posiciones y momentos de las partículas están complementadas por variables adicionales en el 
espacio fase que controlan las fluctuaciones de la temperatura. Los métodos ampliamente utilizados 
para realizar la simulación de un ensamble NVT que se basan en el esquema de sistemas extendidos 
son el Termostato de Nosé-Hoover (NH) [18-19] y el de Cadenas de Termostatos de Nosé-Hoover 
(NHC). 
 
La metodología de NHC es una generalidad del método de NH y fue propuesta por Martyna, Klein y 
Tuckerman (MTK) [21]. La idea es acoplar el termostato del sistema físico real a una cadena de 
termostatos, e incorporar el Hamiltoniano extendido estos grados de libertad. Solo el primer 
termostato ya definido por NH interactúa con el sistema real y los demás están acoplados entre ellos. 







que evolucionan tanto sus posiciones como los momentos. De esta manera un punto en el espacio 
fase está complementado por dichas variables extendidas de la siguiente manera 
𝚪(𝑡) = (𝒑𝑖, 𝒓𝑖, {𝑝𝜂}, {𝜂} 
 
Donde 𝑝𝜂 es el momento y 𝜂 es la posición por molécula de las variables extendidas. Las ecuaciones 
de movimiento propuestas por MKT para simular un sistema en el ensamble canónico son: 




?̇?𝑖 =  𝐅𝑖 −  
𝑝𝜂𝑖
𝐐1
𝐩𝑖   
?̇?𝑘 =  
𝑝𝜂𝑘
𝑄𝑘
              𝑘 = 1, … , 𝑀 
𝑝𝜂𝑘 =  𝐺𝑘 −  
𝑝𝜂𝑘+1
𝑄𝑘+1
𝑝𝜂𝑘              𝑘 = 1, … , 𝑀 − 1 
?̇?𝜂𝑀 =  𝐺𝑀 
 
Donde 𝑄𝑘 es la masa de los termostatos, las G’s son las fuerzas del baño 











− 𝑘𝑏𝑇   
 
La temperatura está controlada mediante estas fuerzas que a su vez influyen en los momentos de los 
termostatos en la cadena. Si hacemos 𝑀 = 1 es equivalente a tener el termostato original de NH y 
eliminando los termostatos  nos lleva al ensamble NVE. La física incorporada en las ecuaciones 2.12 
está basada en el hecho de que el término  −(𝑝𝜂1/ 𝑄1)𝒑𝑖 actúa como un tipo de fuerza de fricción 
dinámica. Esta fuerza de fricción regula la energía cinética de modo que su promedio es el valor 
canónico correcto. De una manera similar, la variable del baño (𝑘 + 1) sirve para modular las 
fluctuaciones en la k-ésima variable de modo que cada variable del baño es conducida  a tener un 
promedio canónico propio. 
 






+ 𝑘𝑏𝑇 [𝑑𝑁𝜂1 +  ∑ 𝜂𝑘
𝑀
𝑘=2
]    
 





De acuerdo al trabajo de Roberto López Rendón [43], aplicando matemáticas y álgebra se puede 
llegar al siguiente esquema: 
 
 
Fig. 2 Algoritmo NVT incorporando los termostatos de NHC.  
El ensamble NVE se encuentra en la parte central. 
 
En estas ecuaciones se puede ver la implementación del algoritmo NVT en un código de Dinámica 
Molecular. La parte central corresponde al ensamble NVE. Termo − update es la rutina donde se 
incorporan los termostatos de NHC y se aplica al inicio y al final de la dinámica. Las siguientes 
ecuaciones que se programan en la rutina Termo − update escritas en términos  de velocidades, 
corresponde a escalar las velocidades de las variables extendidas del primer termostato que esta 
acoplado a las partículas o átomos del sistema. 
 
 
2.6 Ensamble Isotérmico-Isobárico (NPT) 
 
En estos algoritmos, el volumen es introducido como una variable dinámica adicional junto con una 
variable correspondiente al momento con el fin de mantener las condiciones isobáricas del sistema. 
Para entender la metodología que genera un algoritmo de movimiento que conserva el espacio fase, 
ver López Rendón [43], en el cual se implementa un algoritmo en un código de Dinámica Molecular 































Derivado de la estructura de los algoritmos utilizados para el termostato de las cadenas de Nose-
Hoover, se intuye que su implementación en arquitecturas unificadas para cómputo en paralelo es de 









Los objetivos del presente proyecto son: 
4.1 Objetivo General 
El objetivo general de este proyecto de tesis conlleva dos componentes principales. Una va dirigida 
a la implementación de novedosos algoritmos para realizar simulaciones de sistemas biológicos a 
gran escala en diversos ensambles estadísticos como son a temperatura constante. La segunda 
directriz va encaminada en el desarrollo e innovación de tecnología de software de simulación 
molecular con el desarrollo del código HIMD (Simulaciones Atomísticas). 
4.2 Objetivo Específico 
La manera de garantizar llevar a buen término las metas propuestas de este proyecto es mediante la 
ejecución de los siguientes objetivos específicos: 
1.- Revisar y documentar la derivación de algoritmos de dinámica molecular a partir del operador de 
Liuoville [22-23].  
 
2.-  Revisar y documentar la derivación de ensambles estadísticos a temperatura y presión constantes 
(Canónico e Isotérmico-Isobárico) bajo el contexto de sistemas extendido como las Cadenas de Nose-
Hoover [21]. 
 
3.- Implementar los algoritmos desarrollados por Roberto López-Rendón y colaboradores en el 
código de simulación molecular HIMD en tecnologías de GPUS [43]. 
 
4.- Validar los resultados obtenidos del código escrito en GPU contra los resultados reportados por la 
literatura. 
 
5.- Realizar pruebas de desempeño del código escrito en GPU en las diferentes tarjetas GTX de Nvidia 













La metodología utilizada en la realización de este proyecto se centra en los métodos de simulación 
molecular. Específicamente, el método de dinámica molecular el cual se basa en resolver 
numéricamente las ecuaciones clásicas de movimiento. El estudio teórico - computacional de 
cualquier sistema a nivel molecular involucra hacer uso de un modelo de potencial de interacción, tal 
modelo debe estar conformado por un conjunto de ecuaciones analíticas o empíricas que describan 
las interacciones moleculares. La calidad de los resultados obtenidos con esta metodología depende 
básicamente del potencial de interacción o campo de fuerzas usado para describir cada uno de los 
grados de libertad del sistema. Para lograr este desafío, es necesario contar con una infraestructura 
metodológica capaz de atacar estos problemas. Se han desarrollado algoritmos más eficientes para 
estudiar la dinámica de sistemas complejos bajo distintas condiciones termodinámicas, estos 
algoritmos diseñados bajo en contexto de operadores de Liouville son capaces de conservar el espacio 
fase.  
 
5.1 Dinámica Molecular 
 
La dinámica molecular [26] es una técnica de simulación computacional que estudia el 
comportamiento de un sistema de muchas partículas calculando la evolución en el tiempo y 
promediando una cantidad de interés sobre un tiempo suficientemente largo. Para esto es necesario 
integrar numéricamente las ecuaciones de movimiento de un sistema de N partículas a través de la 
segunda ley de Newton: 
𝑭𝑖 =  𝑚𝑖
𝑑2𝒓𝑖
𝑑𝑡2
  𝑖 = 1, … , 𝑁 
Donde 𝑭𝑖 son las fuerzas que actúan sobre cada partícula debidas a un potencial por pares 𝑈(𝑟𝑖𝑗), 
esto es: 
 

































Donde rij = |ri – rj| es la distancia relativa entre los centros de las 2 partículas. 
 
Fig. 4 Interacciones en el modelo átomo-átomo entre moléculas distintas donde el átomo a = 1 de la molécula i 
interacciona con los átomos de la molécula j y así sucesivamente con los demás átomos. 
 
El corazón de una simulación con dinámica molecular depende de una descripción adecuada del 
sistema en términos del potencial de interacción. 
 
5.2 Condiciones Iniciales 
 
El primer paso en la simulación de cualquier sistema mediante DM es especificar las posiciones 
iniciales de las partículas que lo constituyen. Consideremos un sistema compuesto por N partículas. 
La forma más sencilla de establecer la estructura inicial de un fluido, cuya densidad numérica de 
partículas sea ρ, consiste en asignar posiciones aleatorias a las N partículas dentro de un volumen 
N/ρ. Sin embargo, este procedimiento plantea serios inconvenientes prácticos, ya que algunas 
partículas pueden quedar muy próximas entre sı́, ocasionando que la energía de interacción entre ellas 
sea extremadamente alta, una situación muy improbable en la realidad y que, además, dificulta la 







partículas inicialmente en las posiciones de una red cristalina, lo que evita traslapes fortuitos entre 
ellas. Esta estructura cristalina se fundirá al iniciar la propagación del sistema, equilibrándose para 
llegar a las temperaturas y densidades típicas de los fluidos simulados. En principio puede elegirse 
cualquier tipo de red cristalina. En la práctica, se comprueba que los resultados de la simulación son 
independientes de cuál sea la red cristalina inicial. Por ello, se utiliza la más sencilla de todas, la red 
cúbica centrada en las caras (FCC, face centered cubic) [25]. El número de átomos contenidos en una 
red será 𝑁 =  4𝑛3, siendo n un número entero positivo. Ello implica que la red solo puede construirse 
con unos determinados números de átomos: 32, 108, 256, 500, 864 y así sucesivamente. 
 
 
Una vez asignadas las posiciones de todos los átomos del líquido, deben especificarse también sus 
velocidades iniciales. Lo usual es elegir estas velocidades de forma aleatoria dentro de cierto 
intervalo, distribuidas de manera uniforme o mediante una distribución gaussiana. 
 
5.4 Distribución inicial de velocidades 
 













donde 𝑣𝑖,𝛼 es el componente α (= x, y, z) de la velocidad del átomo i. La distribución puede ser 










que relaciona la energía cinética media con la temperatura (<…> - promedio de conjunto). Ec. (5.6) 
se puede obtener directamente de la Ec. (5.5). Porque la media del conjunto corresponde a la media 
de todas las velocidades de los átomos, la temperatura instantánea T (t) es 
 













donde Nf es el número de grados de libertad. Por lo tanto, la Ec. (5.7) nos permite calcular la 
temperatura instantánea a partir de la distribución de velocidades. También está claro que, para una 
dada la realización de la distribución de velocidad, T (t) no es estrictamente igual a T. Aunque las 
velocidades se generan utilizando la distribución en la ec. (5.5) a la temperatura T, la el sistema 
molecular contiene solo un número finito de átomos y el (instantáneo) la temperatura T (t) se desviará 






Es sencillo mostrar que la temperatura instantánea después de volver a escalar T’(t) ≡T. Si no se 
realiza el reescalamiento, las fluctuaciones relativas de temperatura en el sistema de N átomos están 













5.5 Condiciones de frontera periódica 
 
Una característica especial cuando se realiza una simulación de DM es principalmente el número de 
partículas que integran el sistema a modelar. Principalmente cuando se realizan simulaciones que 
implican a cientos o miles de átomos. El tiempo que realizan de uso de cómputo en los programas de 
DM crece exponencialmente con el número de átomos que se desean modelar, esto se debe por la 
evaluación que realizan las fuerzas entre los átomos, por lo que es necesario mantener un número tan 
reducido como sea posible. Sin embargo, el problema es que en un sistema de tamaño tan reducido 
(comparado con el número de partículas de una mol, del orden de 1023) no es representativo del seno 
de un líquido, ya que el sistema está dominado por los efectos de superficie. 
 
Debido a lo anterior, esto se logra resolver cuando se aplican las denominadas condiciones de frontera 
periódica [54]. Con esta técnica el cubo en el cual se encuentra el sistema, la celda primaria, es 
rodeado por réplicas exactas en todas las direcciones, las cuales son llamadas celdas imágenes, con 
la cual se forma una red infinita. Con esto las celdas imágenes almacenan los mismos átomos que la 




   (5.10)  
 
de la misma forma que los átomos de la celda primaria. Así́, si un átomo de la celda primaria la 
abandona por una de sus caras, su imagen de la cara opuesta entra en la celda primaria. 
 
Fig. 5 Condiciones de frontera periódicas en un sistema periódico bidimensional.  
La celda sombreada corresponde a la celda central. 
 
5.4 Potencial de interacción 
 
El éxito de una simulación con DM dependerá del empleo de un modelo de potencial adecuado que 
contendrá la física esencial del sistema. De la fidelidad con que éste represente las interacciones reales 
entre las partículas dependerá de la calidad de los resultados. El campo de fuerza de CHARMM [55] 
es un campo de fuerza que va encaminado al modelado de grandes biomoléculas tales como proteínas 
o polímeros. Se divide en 2 contribuciones: 
 
5.4.1 Potencial intramolecular 
 Se refiere a las contribuciones dentro de una molécula que se toman en cuenta para realizar 
una dinámica [55], como son: 
 
Distancia de enlace (armónica o rígida) 
 Se pueden modelar mediante una función de tipo armónico. 






 𝑟𝑖𝑗 es la distancia relativa entre los átomos i y j 
𝑟0 es su distancia de equilibrio 
𝑘𝑟 constante de enlace 
 
 




Ángulo de enlace (se forma con 3 ángulos adyacentes) 
 
 Están relacionados con la estructura de la molécula que a su vez están relacionados con la 
disposición de los pares de electrones. 
 






 𝜃𝑖𝑗𝑘 es el ángulo de enlace entre los átomos i , j y k 
𝜃0 es el ángulo de equilibrio 




Fig. 7 Ángulo de enlace. 
 
Ángulo de torsión (se forma entre el plano de 4 átomos consecutivos) 





[1 + cos (𝑛𝜙 − 𝜙0)] 
Donde: 
𝑛  indica en número de mínimos que presenta la superficie de energía potencial de 0o a 360o 
𝑉𝑛 es la constante asociada a la barrera de rotación 
𝜙 es el ángulo de torsión relativo que conforman los dos planos formatos por las partículas i, j, k en 
un caso y j, k, l en el otro caso 





Fig. 8 Ángulo de torsión. 
 
   (5.11)  
 





5.4.2 Potencial intermolecular 
 
Potential de Lennard-Jones. 
Describe las interacciones entre átomos de líquidos y las interacciones tipo Van der Waals entre 
átomos de moléculas diferentes [55]. Para el sistema analizado en el presente estudio la interacción 
entre el átomo a en la molécula i y el átomo b en la molécula j es representado por la siguiente 
expresión. 







































describe la atracción entre los átomos, 
𝜎𝑎𝑏 es la medida del diámetro de los átomos que interactúan y 𝜖𝑎𝑏 es el parámetro que representa la 
medida de atracción entre los sitios en moléculas distintas, 𝑟𝑖𝑎𝑗𝑏 es la distancia entre el sitio a en la 
molécula i y el sitio b en la molécula j, Figura 9. 
 
Figura 9. Potencial de Lennard-Jones. La línea azul representa lo atracción de los átomos y la línea roja su repulsión. 
 
 






Potencial de Coulomb. 
Teniendo en cuenta las cargas puntuales atómicas, este potencial permite modelas las interacciones 







Donde 𝜖0 es la permitividad en el vacío y 𝑟𝑖𝑎𝑗𝑏 la distancia relativa entre la carga 𝑞𝑖𝑎 del átomo a en 





5.5 CUDA: Una plataforma para cómputo heterogéneo 
CUDA [51] es una de las interfaces de programación para cálculo paralelo desarrollado por la 
empresa NVIDIA la cual aprovecha la gran potencia de las GPU (unidad de procesamiento gráfico) 
en donde se obtiene un incremento considerable en la ejecución de operaciones de un sistema. Hoy 
en día, miles de personas dedicadas al desarrollo de software, científicos e investigadores han 
encontrado un gran aliado al desarrollar aplicaciones prácticas para esta tecnología. El diseño de la 
arquitectura de trabajo de CUDA permite la operación y comunicación de un GPU con un CPU a 
través de un bus PCI-Express.  
 
 Fig. 10 Comparación arquitectura de CPU y GPU 
 
Un típico procesamiento de un programa basado en CUDA sigue el siguiente flujo: 
- Se copia datos de la memoria del CPU a la memoria del CPU 
     
(2.19) 





- Se invoca el kernel para ejecutar los datos almacenados en la memoria de la GPU 
- Se copian los datos de la memoria del GPU al CPU 
 
 
 Fig. 11 Flujo de ejecución de un programa basado en CUDA 
 
 
La plataforma de CUDA es accesible  a través de bibliotecas basadas en C y C++ que cuenta con 
directivas de compilación y aplicaciones para interfaces de programación. Debido a su alto potencial 
de cálculo se han realizado extensiones a lenguajes estándar en la industria entre los que se pueden 
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The prostate-specific membrane antigen (PSMA) is a 100 kDa type II transmembrane glycoprotein 
with enzymatic activity similar to the family of zinc-dependent exopeptidases. This protein is of great 
medical and pharmacological interest as overexpression in prostate cells is related to the progression of 
prostate cancer; therefore, it represents an important target for the design of radiopharmaceuticals. The 
presence of two Zn2  ions in the active site is crucial to the enzymatic activity and the design of 
high-affinity inhibitors. The amino acid residues coordinating these ions are highly conserved in 
PSMA orthologs from plants to mammals, and site-mutagenesis assays of these residues show a loss of 
enzymatic function or reduction of the kinetic parameters. In the present work, we performed molecular 
dynamics simulation of PSMA with the purpose of characterizing it energetically and structurally. We 
elucidated the differences of PSMA with its two Zn2  ions as cofactors and without them in the free 
energy profile, and in four structural parameters: root mean square deviations and root mean square 
fluctuations by atom and amino acid residue, radius of gyration, and solvent accessible surface area. 
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1.  Introduction 
 
Prostate cancer is a global problem since it is the second type 
of cancer with the highest incidence and the fifth with the 
highest number of deaths among men, while in Mexico it 
is the cancer type with higher incidence and mortality rate 
[1]. The Prostate-specific Membrane Antigen (PSMA) is a 
type II transmembrane glycoprotein of 100 kDa composed 
of 750 amino acids with at least three functions: hydrolytic 
NAALADase activity, folate  hydrolase and  dipeptidyl 
peptidase IV activity [2-4]. This protein is overexpressed 
in poorly differentiated and metastatic cells; consequently, 
it is considered an important indicator of prostate cancer 
and a target for the development of many inhibitors [5-6]. 
Recently, small molecule inhibitors (SMI) targeting PSMA 
have been developed; these are zinc- binding compounds 
linked to  glutamate or a glutamate isomer. Urea-based 
SMI (Glu-urea-R) have demonstrated to specifically bind 
to PSMA and inhibit its activity in the LNCaP cell line. 
In such compounds, Glu-urea is the binding terminal and 
the R-group is the coupling terminal to other chemical 
groups such as a linker and a chelator associated with 
radionuclides [7-10]. 
The theranostic agents are based on  the  use of  a 
radionuclide with the  same PSMA-targeting ligands for 
therapy and diagnosis; for this purpose 177Lu, 225Ac, and 131I 
have been used. Particularly, 177Lu associated with PSMA- 
617 has provided a safe and effective therapy in patients 
with metastatic castration-resistant prostate cancer [11-14]. 
PSMA-617 is a ligand conformed by a DOTA  chelator 
(1,4,7,10-Tetraazacyclododecane-1,4,7,10-tetraacetic acid) 
conjugated with Glu-urea-Lys pharmacophore by a linker 
composed of two aromatic rings; it was designed for labeling 
177Lu         68Ga with and to  achieve high-quality image and 
efficient endotherapy [15-16]. 
Crystallographic structural studies of  PSMA made 
possible to elucidate the interaction of the protein with the 
inhibitors. Structural information of PSMA is available only 
for the extracellular part of the protein (residues 44-750). It 
reveals that the protein exists as a symmetrical homodimer 
in vivo, each polypeptide monomer having three structural 
domains: a protease-like domain (residues 56-116 and 352- 
591), an apical domain -also called the protease-associated 
domain- (residues 117-351),  and  the  helical domain  - 
also called the  C-terminal domain- (residues 592-750). 
[Figure. 1]. The active site of the protein contains a binuclear 
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Figure 1. PSMA structural domains. a) lateral view and b) superior view. The protease domain (56-116 and 352-591) is colored in red, the 
apical domain (117-351) in blue, and the helical domain in green (592-750). 
Zn active site, catalytic residues, and a substrate-binding 
arginine-rich patch. A water ligand bridges the two zinc 
atoms, each coordinated by endogenous ligands: Zn(1) by 
His553 and Glu425, Zn(2) by His377 and Asp453, both 
atoms bounded by Asp387. Glu424 and Tyr552 have the 
catalytic function. A substrate/inhibitor-binding cavity with 
an area of about 1100 A2, and a diameter and deep of about 
20 A, is formed in the interface between the three domains; 
this interface is considered large as it buries around 4600 A2. 
It is localized in the helical domain and is formed by two 
pockets, S1'(pharmacophore) and S1(non-pharmacophore). 
The cavity has an arginine patch (Arg463, Arg534, and 
Arg536) involved in the right orientation of the substrate 
for catalysis; it is aligned with the S1 which has a chlorine 
ion that keeps Arg534 in a conformation that allows the 
interaction with the substrate, while Arg536 and Arg463 
are flexible conferring tolerance to different chemical groups 
[Figure 2]. The "glutarate sensor" is responsible of detecting 
the absence or presence of glutamate in S1' pocket and 
is formed by residues 692-704 together with Lys699 and 
Tyr700, which are also important for the specific binding of 
glutamate along with Arg210 in the apical domain [17-19]. 
The pharmacophore Glu-urea-Lys (iPSMA) [Figure 
3] is capable of binding with PSMA because it has three 
carboxylic acid  groups. The  glutamate-urea fraction of 
the inhibitor has a predisposition to be oriented towards 
S1', and lysine is used for conjugation or derivatization, 
through the free amine, with a linker region or a chelating 
agent residing in S1. When both pockets are occupied, the 
hydrophobic contact (due to an aromatic agent) increases 
resulting in higher affinity [20,21]. The affinity to PSMA is 
due to the binding of glutamate by its -carboxylate, which 
forms a bridge with the guanidinium group of Arg210, and 
hydrogen bonds with the hydroxide groups of Tyr552 and 
Tyr700, while the -carboxylate interacts with Lys699 and 
Ans257. The catalytic activity is carried out by Glu424, that 
extracts a proton from the water molecule situated between 
the zinc atoms and activates it [19,22]. The urea group 
serves as a zinc-binding group (ZBG) because the oxygen 
of the molecule interacts with Tyr552, His553, the active 
water molecule and Zn(1), while N groups form hydrogen 
bonds: N(1) with the main carbonyl chain of Gly-518 and 
the carboxylate of Glu-424, and N(2) with -carbonyl of 
Gly-518 [19, 23-24]. 
Figure 2. PSMA active site. Zinc ions are observed as red spheres, 
while the  coordinating ligands of these ions are presented as 
magenta sticks. The substrate binding cavity is colored in blue, the 
arginine patch in orange and stabilizing ligands in green. 
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Figure 3. iPSMA structure (Glu-urea-Lys. a) The pharmacophore  is composed by a glutamate (red), urea (green) and lysine (blue). b) Oxygen 
atoms are colored in red sticks, carbon colored in green sticks, hydrogen colored in white sticks and nitrogen colored in blue sticks. 
2.2  Methodology 2.  Method 
 
2.1  Theoretical model For in silica analysis  we used classical Molecular  Dynamics 
(MD),  the atomic coordinates for PSMA were extracted 
from the 1Z8L crystal structure in the Protein Data Bank. 
The protein was solvated using atomistic TIP3P water in a 
cubic box with at least 10 A distance around the complex. 
We used the CHARMM force field. The two initial stages 
in the preparation of the systems, the stages of minimization 
and equilibration, were carried out using the NAMD2.6 
program. First, the  systems were minimized for 10000 
steps, then thermalized for 10 ps at 300 K reinitializing 
the velocities every 20 ps. The equilibration of the systems 
was carried out with NAMD2.6 under periodic boundary 
conditions, time step 2 fs, cutoff 9 A, Langevin damping 0.1/ 
ps. The long-range electrostatic interactions are accounted 
for using the particle mesh Ewald method, with a maximum 
grid spacing of 1.0 A. Bond lengths are maintained rigid 
with the SHAKE. A final run of 100 ns was executed to 
assure that all properties, such as potential energy, van der 
Waals and electrostatic interactions, are in thermodynamic 
equilibrium. After 15 ns these quantities remain stable. 
After the initial equilibration phase, the production 
simulation (100 ns) was carried out using platform ACEMD. 
To evaluate the structure of a biomolecule, we calculate the 
Root Mean Square Deviation (RMSD) between its atoms 
or residues, which allows comparing its molecular structure 
reached at any time t
1
, with respect to another structure 
that occurred at a reference t
2
















is the mass of the atom or residue i in the position 
r
i
, and therefore M  
i1 
m
i     
is the total mass of  the 
system. 
It is possible to analyze the flexibility of the protein 
through the oscillations of its amino acids, this property can 
be estimated through the Root Mean Square Fluctuation 
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2  (2) This simulation was conducted in the NVT ensemble which  T                                                 resulted from the  equilibration phase. We use a longer 
timestep of 4 fs thanks to the use of the hydrogen mass 
repartition scheme implemented in ACEMD. Coordinate 
snapshots were generated every 5 ps collecting a total of 
5000 conformational states for subsequent post-production 
analysis. The structural analysis presented in  this  work 
was held on 100 ns of simulation time. Molecular images 
displayed in  this  work  were produced  using  PyMOL. 
All simulations referred were performed at  our  Cluster 
OLINKA, a platform designed to run molecular simulations 
to multiscale with GPUs. 
Where T is the time over which the average is calculated. 
To have a rough measure for the compactness of a 
protein structure, we calculate the radius of gyration with 
 
1 






is the mass of atom i and r
i 
the position of atom i 
with respect to the center of mass of the molecule. 
The  Solvent Accessible  Surface Area (SASA) of  a 
molecule is the region of its surface that has contact with 
the solvent and is, therefore, an indicator of the structural 
changes generated during the folding of the protein because 
SASA is directly proportional to its free energy. 
3.  Results and Discussion 
 
It is noteworthy that the active site is centered around the two 
zinc ions, and separates the S1' and S1 pockets. One of the 
Zn2  is considered the catalytic ion, coordinated by His553 
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and Glu425, and the other is the co-catalytic, coordinated 
by His377 and Asp453. Asp387 and a water molecule bridge 
the two zinc atoms thus forming a coordination sphere [19]. 
These five Zn-coordinating residues were implicated in site- 
mutagenesis experiments resulting -with  exception of the 
specific Asp387Asn substitution-, in no detectable enzymatic 
activity or an enzymatic activity too low for determination 
of kinetic parameters of PMSA mutants. The importance of 
these amino acids for PSMA activity is further noted in the 
fact that they are highly conserved in PSMA orthologs from 
plants to mammals [17,25]. 
Zn  atoms are crucial for the enzymatic function of 
PSMA and for the design of inhibitors. In fact, the presence 
of a zinc-binding group is a fundamental feature in the 
design of high-affinity inhibitors of PSMA; among the 
substances that exhibit these groups are thiols, phosphonates, 
hydroxamates, phosphinates, phosphoamidates, ureas, and 
sulfonamides [19]. Once established the crucial role of Zn 
atoms, this work elucidates the differences in the free energy 
profile and four structural parameters of PSMA with the 
two Zn atoms as cofactors and without them: RMSD and 
RMSF by atom and amino acid residue, radius of gyration 
and SASA. 
expanded geometrical conformation that allows its entrance. 
On the other hand, the RMSF (which is associated with 
flexibility) shows that the zinc coordinating amino acids of 
the Zn(1): His-553 and Glu-425, including Asp-387, are 
more flexible when simulated with the ions , while in the 
case of Zn(2): His-377 and Asp453 the flexibility is slightly 
higher [Figure 5]. This information is consistent with the 
fact that Zn(1) is consider the catalytic ion and as a result 
the coordinating amino acids need more flexibility for the 
interaction with the  substrate/inhibitor, whilst Zn(2)  is 
considered co-catalytic and the amino acids may not need 
to be so flexible [19]. 
(a) 
Figure 4. Radios of gyration (Rg) graphic over time showing the 
results from the simulation of the protein with and without the 
zinc atoms in the active site. 
Radius of gyration gives an idea about the compactability 
of the molecule during time, since it provides an average 
of the expansion of its atoms with respect to its center of 
mass. When  comparing the  PSMA simulated with and 
without the zinc ions, it is visible that the PSMA with de 
zinc ions became more expanded over time than the other 
[Figure 4], consequently the zinc ions make the structure 
more receptive to the substrate/inhibitor by adopting an 
(b) 
Figure 5. Root Mean Square Fluctuation (RMSF) graphic. The 
RMSF is related to flexibility and is calculated for each of the amino 
acids conforming the PSMA, the resulting variations are shown. 
a) PSMA without zinc and b) PSMA with the zinc ions. 
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results from SASA are consistent with Rg, accordingly with 
the fact that the PSMA with the zinc ions is more expanded, 
it also has more solvent accessible surface area conferring 
it more free energy [Figure 6]. The RMSD shows that the 
PSMA with the zinc ions has more structural stability as it 
has less variations during time compared with the simulation 
without them. Therefore, the zinc ions are important for the 
structural stability of the protein [Figure 7]. 
4.  Conclusions 
 
In silico analysis  of the PSMA showed that its structural 
stability has a direct and intrinsic dependence of its active 
center, in fact, the tests performed on the protein excluding 
the Zn atoms are conclusive to affirm that PSMA not only 
loses affinity to  bind with molecules like inhibitors, also 
their  energy capacity is  diminished; however, there  are 
regions between residues 100-122 and 640-730 that exhibit 
structural stability regardless of the absence of the Zn atoms. 
The tests carried out on PSMA with and without the heart 
of its active center, the Zn atoms, allowed us to conceive the 
protein as a closed system, with less energy and flexibility (in 
the absence of atoms). This situation is completely opposite 
when they are incorporated, which can be interpreted that 
PSMA behaves like a biological trap dependent on Zn. The 
CHARMM force field used was appropriate for modeling the 
PSMA interactions and can be adapted to study the processes 
involved in the active center in the presence of a urea-based 
inhibitor and, of course, a therapeutic radiopharmaceutical. 
Figure 6. Solvent Accesible Surface Area (SASA) graphic showing 
the results over time for the PSMA with and without zinc ions. 
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Figure 7. Root Mean Square Deviation (RMSD) graphic. The 
RMSD is related to structure stability of the atoms or residues over 
time of PSMA with and without the zinc ions. 
In the RSMF, significant changes in flexibility between 
the two conditions are not observe in the substrate binding 
cavity (residues 687-704)  and  in  the  "glutarate sensor" 
(residues 692-704) indicating that the zinc atoms have no 
impact in these regions. The same situation was observed 
in  the  arginine patch (Arg-534, Arg-536 and  Arg-463) 
meaning that the zinc ions do not play an important role 
in  the  right orientation of the  substrate/inhibitor since 
the arginines are responsible of that task [17]. However, 
in Tyr-552 and Glu-424, to which catalytic activity and 
substrate recognition have been  attributed  respectively, 
more flexibility was observed in PSMA with the zinc ions 
confirming the significance of the interactions between the 
zinc ions and these amino acids in the active site [18]. The 
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7.1 Discusión general 
 
Una de las aplicaciones más importantes para la computación de GPU ha sido la aceleración de los 
cálculos de simulaciones de dinámica molecular basadas en la mecánica clásica. A pesar de contar 
con algoritmos eficientes y técnicas de procesamiento paralelo a gran escala, las demandas de la 
investigación biomédica requieren simulaciones en complejos biomoleculares de tamaño y 
sofisticación crecientes, en escalas de tiempo más largas, con mejores muestreos y con mejores 
campos de fuerza, así como novedosos algoritmos para su ejecución y simplificación de cálculos. 
Cada una de estas dimensiones crea demanda de más cómputo, algo que las GPU pueden ayudar a 
resolver. 
 
Bajo este contexto se han diseñado y programado bajo la tecnología de GPU software para realizar 
dinámica molecular, entre los que destacan los siguientes: 
 
Software Descripción 
NAMD [56] Es uno de los primeros paquetes en incorporar la aceleración de GPU. Es 
un código paralelo de dinámica molecular diseñado para la simulación de 
alto rendimiento de grandes sistemas biomoleculares. Basado en los objetos 
paralelos de Charm ++, NAMD escala a cientos de núcleos para 
simulaciones típicas y más allá de 500,000 núcleos para las simulaciones 
más grandes. NAMD utiliza el popular programa de gráficos moleculares 
VMD para la configuración de simulación y el análisis de la trayectoria, 
pero también es compatible con AMBER, CHARMM y X-PLOR. NAMD 
se distribuye de forma gratuita con el código fuente.  
GROMACS [57] GROMACS es un paquete versátil para realizar dinámica molecular, es 
decir, simular las ecuaciones de movimiento newtonianas para sistemas con 
cientos o millones de partículas. 
Está diseñado principalmente para moléculas bioquímicas como proteínas, 
lípidos y ácidos nucleicos que tienen muchas interacciones enlazadas 
complicadas, pero dado que GROMACS es extremadamente rápido para 




simulaciones) muchos grupos también lo están utilizando para la 
investigación en sistemas no biológicos, por ejemplo, polímeros. 
HOOMD-blue [58] HOOMD-blue es un software disponible de forma gratuita diseñado 
explícitamente para la ejecución de GPU que comprende un conjunto de 
herramientas de simulación de partículas de uso general. Se especializa en 
simulaciones de dinámica molecular de sistemas de polímeros. HOOMD-
blue mantiene todos los datos de simulación dentro de la memoria de la 
GPU para superar el cuello de botella de transferencia de la CPU a la GPU. 
Se utilizan varios algoritmos y enfoques específicos de GPU, incluida la 
clasificación de los átomos para reducir la divergencia de las ramas, el uso 
efectivo de las listas de pares y las optimizaciones que aprovechan las 
operaciones atómicas, junto con otras características que se encuentran solo 
en el estado del arte de GPUs. 
ACEMD [59] Es un software de dinámica molecular de nivel de producción 
especialmente optimizado para ejecutarse en unidades de procesamiento de 
gráficos (GPU) NVIDIA y es uno de los motores de dinámica molecular 
más rápidos del mundo. Este software cuenta con una potente interfaz de 
scripts y extensiones en Python que utiliza HTMD, permite el uso de los 
populares formatos de campos de fuerza CHARMM y AMBER sin ningún 
cambio, y permite la ejecución de múltiples hosts para los métodos de 
intercambio de réplicas. 
ACEMD se ha utilizado para realizar simulaciones de dinámica molecular 
de proteínas globulares y de membrana, oligosacáridos, ácidos nucleicos y 
polímeros sintéticos. 
LAMMPS [60] LAMMPS es un código clásico para dinámica molecular. Cuenta con 
potenciales para para materiales de estado sólido y materia blanda, así 
como sistemas de grano grueso o mesoscópicos. Se puede utilizar para 
modelar átomos o, más generalmente, como un simulador de partículas 
paralelas en la escala atómica, meso o continua. 
LAMMPS se ejecuta en procesadores individuales o en paralelo utilizando 
técnicas de paso de mensajes y una descomposición espacial del dominio 




un rendimiento acelerado en CPU, GPU e Intel Xeon Phis. El código está 
diseñado para ser fácil de modificar o ampliar con nuevas funciones 
 
Por lo anterior, una característica importante que difiere el software desarrollado HIMD es que se 
implementa los ensambles NVE y NVT en el algoritmo basado en los operadores de Liouville, siendo 
esto lo novedoso de nuestro software al incluirlo totalmente en procesamiento de GPU. 
 
Del mismo modo, otra característica primordial se basa en que el ensamble NVT implementado en el 
código HIMD se programó al 100% en GPU haciendo uso de las cadenas de termostatos de Nose-
Hoover, con lo cual ninguno de los anteriores softwares comentados utilizados para dinámica 
molecular lo implementa de esta forma, ya que algunas rutinas las trabaja aún a nivel de CPU, 
ocasionando con esto que el procesamiento sea lento en comparación con la propuesta de nuestro 
código. 
 
Para la validación del código, se reprodujeron algunos datos reportados por Jonson et. Al [47]. Estos 




Fig. 13 Energía cinética y conservación de la temperatura de un sistema con 864 partículas a una densidad 






Uno de los objetivos principales del uso de GPU en simulaciones de MD es romper con las escalas 
de tiempo / longitud, es decir, simular sistemas más grandes y tiempos más largos, preservando la 
aplicación correcta de las leyes de la mecánica estadística. A continuación, se muestran los resultados 
obtenidos al ejecutar los sistemas con diferente número de partículas, en donde se demuestra que al 
calcular con GPU, los tiempos de ejecución disminuyen respecto a que si se realizara en CPU. 
Resaltando que el desempeño mejora al trabajar con sistemas más grandes, ya que se utiliza 
eficientemente la arquitectura de los procesadores de las tarjetas gráficas. 
 
 
Fig. 14 En la gráfica de la izquierda se muestra el tiempo de ejecución por paso de MD mientras que, en la gráfica de la 
derecha se muestra la aceleración (speedup) al ejecutar las rutinas del termostato de Nose-Hoover en el GPU, ambas 
como función del número de partículas. 
 
 
Fig. 15 Performance del código en simulaciones con sistemas de 10976 partículas en las diferentes modelos de tarjetas 
de Nvidia 
 
De los múltiples códigos de simulación molecular disponibles en el mercado, LAMMPS se 
caracteriza por tener un alto desempeño y es uno de los pocos que implementa las Cadenas de Nose-




encuentran codificadas para su ejecución en CPU. Derivado de esto, se realizó la validación de los 
códigos al ejecutar un sistema con 10,976 partículas de un fluido simple tipo Lennard-Jones y de los 
resultados obtenidos se observó que nuestro software HIMD se encuentra en concordancia con los de 
LAMMPS. A continuación, se muestra la temperatura instantánea del sistema. 
 
Fig. 16 Comparación de resultados de conservación de la temperatura con 4 cadenas de NHC ejecutadas en LAMMPS y  
HIMD. 
 
La aportación principal de nuestro código se puede observar en los desempeños obtenidos al realizar 
la ejecución de comparación con el código LAMMPS al simular un sistema de 10,976 partículas en 
los diferentes termostatos, principalmente cuando se compara las cadenas de Nose-Hoover. A 













En este trabajo hemos implementado los algoritmos de los ensambles NVE y NVT basados en el 
operador de Liouville y las cadenas de termostatos de Nose-Hoover en un nuevo software de dinámica 
molecular en el que se validaron los resultados obtenidos de las simulaciones haciendo uso de 
Unidades de Procesamiento Gráfico (GPU) contra lo reportado por la bibliografía, en donde 
resaltamos lo más importante: 
 
El migrar hacia una tecnología de Unidades de Procesamiento Gráfico mejoró considerablemente el 
desempeño de los algoritmos implementados para CPU, logrando con esto una disminución en el 
tiempo de ejecución de las simulaciones realizadas con determinados números de partículas lo que 
dio origen al diseño y desarrollo del código SIMAT. 
 
La implementación de las cadenas de Nose-Hoover para su ejecución en CPU aumenta 
considerablemente el tiempo de ejecución conforme crece el sistema en número de partículas. Con la 
implementación en GPU en SIMAT se tiene un mejor desempeño, conforme el sistema crece en el 
tamaño de partículas, con lo que el software ha logrado simular hasta 1.2 millones de partículas. 
 
Demostramos que la tecnología basada en GPU permite mejorar los desempeños de cálculos en donde 
se requiere gran poder de cómputo, como es el caso de las simulaciones de dinámica molecular. 
 
Una de las perspectivas de este trabajo es incluir rutinas de análisis de datos, por ejemplo, el del Root-
mean-square (RMSD) o Radiuos of Gyration con la finalidad de contar con un software integrado 
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Anexo 2. Infraestructura utilizada 
Este proyecto se realizó en las instalaciones de los Laboratorios de Bioingeniería Molecular a 
Multiescala (LBMM) y de Venómica Computacional, a cargo de los Drs. Roberto López Rendón y 
Felipe de Jesús Romero directores de este proyecto de tesis.  Como la naturaleza de estudio de este 
proyecto es usar herramientas puramente numéricas, es necesario hacer uso de computadoras 
diseñadas exclusivamente para tales fines. El LBMM cuenta con la supercomputadora OLINKA. 
Además, se cuenta con computadoras personales para el análisis y discusión de los resultados que 
permitan dar seguimiento puntual a cada uno de los objetivos planteados. OLINKA está catalogada 
como una de las plataformas equipadas con la más alta tecnología en unidades de procesamiento 
gráficos conocidas como GPUS a nivel Latinoamérica. Adicionalmente haremos uso de software 
libre, como VMD [61] y XMGRACE [53] para realizar la visualización de gráficos y con ello llevar 
a cabo los análisis a los que tenga lugar. 
 
