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Electrostatic repulsions can drive crystallization in many-particle systems. For charged colloidal
systems, the phase boundaries as well as crystal structure are highly tunable by experimental param-
eters such as salt concentration and pH. By using projections of the colloid-ion mixture to a system
of (soft) repulsive spheres and the one-component plasma (OCP), we study the hitherto unexplained
experimentally observed reentrant melting of electrostatically repelling colloids upon increasing the
colloid density. Our study shows that the surface chemistry should involve a competition between
adsorption of cations and anions to explain the observed density-induced reentrant melting.
PACS numbers: 82.70.Dd, 64.60.Cn, 64.70.dg, 81.30.-t
I. INTRODUCTION
Crystalline ordering is observed in systems with build-
ing blocks as small as electrons [1, 2], and as big as gran-
ular particles [3]. The crystallization of a many-body
system is a direct result of the forces between the parti-
cles, and relating these forces to the observed ordering in
the system is a challenging problem in general. For ex-
ample, crystallization can be driven by attractive interac-
tions between the individual components, such as in the
gas-crystal transition for a Lennard-Jones system below
the triple-point temperature [4]. A purely repulsive in-
teraction can also result in crystalline order, a text-book
example being the self-assembly of colloidal hard spheres
into a face-centered cubic crystal at high densities [5–7].
In systems of charged particles, where Coulomb inter-
actions are pivotal for understanding the crystallization
transition, the inherent structure may also either form
due to the attractions between oppositely charged species
[8], or due to mutual repulsion between like-charged
particles. Crystallization due to electrostatic repulsions
has been studied extensively for colloidal systems [9–16].
These colloidal Wigner crystals [17] are very interesting
from a engineering perspective as they can have extraor-
dinary optical [18] or mechanical properties [19]. Due to
the relatively large size of the particles, the transition to
a crystal is easy to study in the lab. Interestingly, the
charge of these particles is usually not fixed, but regu-
lated [20–22], as it results from the chemical equilibrium
between the ionizable surface and the ions in the sol-
vent [23], which causes the effective forces between the
particles to be highly tunable by experimentally control-
lable parameters. The ordering of the particles therefore
shows strong dependence on parameters such as pH and
salt concentration. This opens up a vast parameter space
in which various crystalline structures can be found.
In earlier studies the formation of charge-induced crys-
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tallization was described within Poisson-Boltzmann the-
ory [24] in the spherical- cell approximation. The re-
sulting electrostatic potential and ionic diffuse screen-
ing layer around the central particle are then mapped
through a renormalized colloidal charge to effective one-
component systems for which the phase diagram is known
empirically from e.g. simulations of point-Yukawa parti-
cles [25]. Recently, it was shown that the cell approach
can also be used to define a mapping to a one-component
plasma (OCP) [26], such that the freezing criterion for
the classical OCP can be applied. Combining explicit
models for the surface chemistry of the colloidal parti-
cles with the OCP mapping yields a model that fits very
well with experiments and provides insight not only at
the level of molecular details of the charging mechanism
and the equilibrium constant, but also at the macroscopic
scale of phase diagrams [26]. In this work we build on
Ref. [26] by considering how various crystallization mech-
anisms affect the phase diagrams of colloidal particles
that are subject to charge regulation. We will also con-
nect our theoretical results with the experimental phase
diagrams of Refs. [21, 27, 28]. We will highlight the
well-understood reentrant melting as function of salt con-
centration, and the less understood reentrant melting as
function of colloid density. We will show here that the
latter can only be explained by a sufficiently strong den-
sity dependence of the colloidal charge and the screen-
ing length [21, 28], that results from a binary adsorption
model.
II. MODEL
Our description of the colloidal suspension invokes
the spherical cell approximation as was introduced by
Alexander et al. in 1984 [29]. In this approximation
the suspension is divided into spherical cells, each con-
taining one colloidal particle of radius a. These cells
are all identical with radius R, which is related to the
colloidal packing fraction via η = (a/R)3. Within
mean-field theory the ion-density profiles ρ±(r) are re-
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Figure 1. The full curves represent (a)the particle charge Z
and (b) the dimensionless surface potential φ0 as function
of packing fraction η for various values of the equilibrium
constant K−, while keeping K+a3 = 1 and the total number
of surface sites M = 107 fixed. The dashed lines in (a) are
the result of a constant-potential system where we chose φ0
such that the resulting Z coincides in the dilute limit. The
reverse is done in (b) but then for a constant-charge system
that has a Z such that the resulting φ0 coincides in the dilute
limit. The lines for K−a3 = 107 are essentially the same as
for the limit K−a3 →∞, in which no anions can adsorb.
lated to the electrostatic potential φ(r)/(βe) by ρ±(r) =
ρs exp[∓φ(r)], with r the radial coordinate, e the pro-
ton charge, β−1 = kBT the thermal energy and ρs the
salt concentration of a reservoir with which the system is
assumed to be in osmotic equilibrium. Notice that vary-
ing ρs is equivalent to varying the chemical potential of
the ions. Apart from the particle radius a, there are
two length scales in our problem. These are the Bjerrum
length λB = βe
2/4pivac and the Debye screening length
κ−1 = (8piλBρs)−1/2. Here vac is the vacuum dielectric
constant and  is the relative dielectric constant in the
solvent. Combining the mean-field density profiles with
the Poisson equation results in the non-linear spherically
symmetric Poisson-Boltzmann (PB) equation
d2φ
dr2
+
2
r
dφ
dr
= κ2 sinh[φ(r)], r ∈ [a,R], (1)
with boundary conditions φ′(a) = −ZλB/a2 and φ′(R) =
0, where a prime denotes a radial derivative and Ze is the
colloidal charge. From the solution of the PB equation
the surface potential φ0 = φ(a) and the Donnan potential
φD = φ(R) are found self-consistently once Z is known.
Here we do not only consider the constant-charge case
where Z is a known input parameter, but we will also
calculate Z self-consistently for charge regulation cases
where we consider an associative charging mechanism in
which a single surface site S can be occupied by negative
ions N− and positive ions P+. These are governed by
the reactions S + P+  SP+ with equilibrium constant
K+ = [S][P
+]/[SP+] and S + N−  SN− with equilib-
rium constant K− = [S][N−]/[SN−]. This results in an
adsorption isotherm that relates the surface charge to the
surface potential [23] via
Z
M
=
K− exp(−φ0)−K+ exp(φ0)∑
σKσ exp(zσφ0) +K+K−/ρs
, (2)
with z± = ±1, which reduces to the familiar Langmuir
form
Z
M
=
1
1 +K+/ρs exp(φ0)
, (3)
in the limit where K− → ∞. Here M is the number
of sites available for adsorption and we will set it to
M = 107, which is equivalent to roughly one surface
group per 1 nm2 for a micron-sized particle. Note that
high values for K±/ρs yield little tendency for the ions
to adsorb, while small values for K±/ρs results in a sig-
nificant fraction of occupied surface groups. In Figure 1
we plot some results for (a) Z and (b) φ0 obtained from
the cell model as function of η for M = 107, a/λB = 100
and κa = 0.1. We see that the colloidal particle always
discharges as function of η, while the corresponding φ0 in-
creases or is approximately constant for the case in which
both positive as well as negative ions can adsorb. The
observed constant potential in the latter case is because
both the chargeabilities Y± = κaM/(8piK±a3) are much
larger than unity for these parameters, as we shall show
in the Appendix.
From the cell model it is possible to extract effective
pair potentials, which we will use in various freezing cri-
teria. The best known route towards an effective pair po-
tential for (highly) charged particles uses charge renor-
malization [30, 31] in combination with DLVO theory
[32, 33] . An effective charge Z∗ is defined by extrapolat-
ing the linear screening solution fitted to the numerical
solution for the far-field electrostatic potential to r = a
[29],
Z∗ =
tanhφD
κ¯λB
[
(κ¯2aR− 1) sinh(κ¯R− κ¯a)
+ (κ¯R− κ¯a) cosh(κ¯R− κ¯a)]. (4)
3Here κ¯−1 is a colloid-density dependent screening length
given by κ¯2 = κ2 coshφD. From this so-called renormal-
ized charge Z∗, we can define the effective DLVO pair
potential
βUDLVO(r) =

∞, r < 2a,(
Z∗ exp(κ¯a)
1 + κ¯a
)2
λB exp(−κ¯r)
r
, r ≥ 2a.
(5)
We remark here that this DLVO-based method is known
to become inaccurate for dense systems [34–39], due to
many-body effects resulting from a significant overlap be-
tween double layers with the hard core of other parti-
cles. Nevertheless, in case the double layers constitute a
relatively thin shell around the individual particles, the
DLVO form is deemed accurate.
Alternatively, one can choose to calculate effective
point-Yukawa charges by fitting the linearized solution
for the “far-field” electrostatic potential in the cell to
the non-linear solution that follows from the Poisson-
Boltzmann model. By extrapolating the linear solution
to r = 0 , an effective Yukawa point charge Q can be
identified in the origin [39], which is found to depend on
the cell-boundary parameters via
Q =
tanhφD
κ¯λB
[κ¯R cosh(κ¯R)− sinh(κ¯R)] . (6)
Using this effective point charge, the effective pair in-
teraction can be expressed as the sum of the non-
electrostatic hard-core repulsion and a Yukawa potential
βUY(r) =
∞, r < 2a,Q2λB exp(−κ¯r)
r
, r ≥ 2a. (7)
By means of computer simulations of these point parti-
cles [39] it has been confirmed recently that this approach
yields a very accurate estimate for the colloid-colloid
pair-correlation functions and the pressure for both di-
lute and dense colloidal systems when compared with a
mixture of colloids and ions.
III. CRYSTALLIZATION CRITERIA
There are various approaches towards determining the
location of the charge-induced crystallization transition
that we will discuss in this work. As it has been pro-
posed earlier by other authors, it is tempting to view
the charged system as an effective hard-sphere system,
with an effective hard-core diameter σeff that is larger
than the original diameter of the particle due to the
electrostatic repulsions [40–43]. This can, for exam-
ple, be achieved by defining the second virial coeffi-
cient B2 = (1/2)
∫
dr{1− exp[−βUDLVO(r)]} and impos-
ing the second virial coefficient of the hard-sphere fluid
B2 = (2/3)piσ
3
eff. By using that the hard-sphere system
crystallizes at packing fraction (pi/6)σ3effρ > 0.5 [7], we
arrive at the freezing criterion B2ρ > 2, with ρ the col-
loid density.
Another approach that does not rely on any pair po-
tential can be found by comparing the osmotic pressure
Π to that of a system of hard spheres. Within the cell
model, the osmotic pressure is given by summing the
ionic and the hard-core contributions. This results in
βΠ/ρ = 2ρs(coshφD − 1)/ρ+ (1 + η+ η2 − η3)/(1− η)3,
where we have used the Carnahan-Starling expression for
the second term. The criterion βΠ/ρ > 13 can now be
applied in analogy to the hard-sphere system.
Both hard-sphere like criteria that are described above
are expected to be accurate at high salt concentration,
where the double layers and hence the repulsive inter-
actions are short-ranged. On the other hand, when
the interactions are longer ranged the effective hard-
core model is expected to break down and other ap-
proaches are needed. Recent work describes a method
to map the suspension to a system of point-Coulomb
particles in a neutralizing background. The latter sys-
tem is known as the one-component plasma (OCP). The
mapping to an OCP constitutes a partitioning of the
full ionic charge into individual double layers that (par-
tially) neutralize the charged particles and a homoge-
neous background of ionic charge that neutralizes the re-
maining charge. Within the cell model, this background
is identified as the ionic charge density on the cell bound-
ary, ρ+(R)− ρ−(R). It defines an equivalent OCP-point
charge ZOCP via the charge-neutrality requirement, i.e.,
ZOCP = −[ρ+(R) − ρ−(R)]/ρ, such that the OCP cou-
pling parameter ΓOCP = Z
2
OCPλBρ
1/3, which is the di-
mensionless parameter that fully characterizes the OCP,
takes the form
ΓOCP =
1
16pi2
tanh2 φD
κ¯λB
(κ¯D)5, (8)
where we used the mean interparticle distance D =
ρ−1/3, given within the cell model by D3 = 4piR3/3. For
ΓOCP < 106 the OCP is in the disordered fluid state,
yet for ΓOCP > 106 it favours a body-centered cubic
(BCC) crystalline state [44, 45]. The empirical criterion
ΓOCP > 106 was very recently shown to be very success-
ful in describing experiments on colloidal systems [26]
and is an attractive option due to its simplicity.
The OCP, however, does not feature a face-centered
cubic (FCC) phase, such that it cannot capture the ex-
perimentally observed BCC-FCC phase transition. The
effective Yukawa point charges defined by Eq. (6) and
Eq. (7) form an alternative approach to calculating the
freezing lines in a charged colloidal system. We can use
the Lindemann criterion for the effective pair potential
[47] and find that crystalline order is expected if the so-
called Yukawa coupling parameter
ΓY ≡ βUY(D)
[
1 + κ¯D +
1
2
(κ¯D)2
]
(9)
exceeds 106. Eq. (9), together with Eq. (6) can be ex-
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Figure 2. (a) Phase diagram in the (η, κa) representation for particles that acquire their charge through cationic adsorption
only. We fix the Bjerrum length λB = 0.01a and equilibrium constant K+a
3 = 1. The full lines stem from the extrapolated
point charge Q of the cell model, which was used as the point-Yukawa charge in the computer simulation criterion from Ref.
[46]. For this criterion, it is possible to obtain the crystal-crystal transition line from a FCC to BCC lattice. The dashed-dotted
line is obtained by applying the Lindemann criterion for point-Yukawas (ΓY = 106); this line overlaps with the result of a
OCP criterion (ΓOCP = 106). The dashed line uses a second virial coefficient result (B2ρ = 2). Finally the dotted line uses an
osmotic pressure criterion (βΠ/ρ = 13). A dotted grey line indicates the region below which the hard-sphere like criteria using
B2 and Π are expected to fail. (b) Same as full lines in (a), but now we allow negative ions to adsorb, tuned by the equilibrium
constant K−. Notice that the full blue line is the same as in (a), yet here we use dotted lines for the FCC-BCC transitions for
clarity. We use the same color coding as in Fig. 1.
panded in powers of κD to find
ΓY =
1
16pi2
tanh2 φD
κ¯λB
[
(κ¯D)5 +O((κ¯D)7)] . (10)
Interestingly, up to 5th order in κ¯D this is just the cou-
pling parameter ΓOCP from Eq. (8) obtained by map-
ping the cell model to the one component plasma (OCP).
Point-Yukawa particles, however, do exhibit an FCC
phase at sufficiently large κ¯D, so it is interesting that
the fluid-crystal lines from the OCP and point-Yukawa
criteria coincide within numerical accuracy. Computer
simulations of Yukawa systems [46, 48] have shown that
the fluid-crystal transition (either to FCC or BCC) is
accurately described by the condition
log[βUY(D)] = 4.670− 1.0417κ¯D + 0.1329(κ¯D)2
− 0.01043(κ¯D)3 + 0.0004343(κ¯D)4
− 0.000006924(κ¯D)5, (11)
for 0 < κ¯D < 12, which is up to minor deviations equiva-
lent to the Lindemann criterion of Eq. (9). The criterion
for the transition between a BCC to an FCC phase was
found to be
log[βUY(D)] = 97.65− 151.469499κ¯D + 106.626405(κ¯D)2
− 41.67136(κ¯D)3 + 9.639931(κ¯D)4
− 1.3150249(κ¯D)5 + 0.09784811(κ¯D)6
− 0.00306396(κ¯D)7, (12)
for 1.85 < κ¯D < 6.8. We remark that instead of
the point-Yukawa approach we could also have used
UDLVO(r) as was done in Ref. [25]. Recent work, how-
ever, has shown that DLVO-based approaches underes-
timate the effective repulsion at high packing fractions,
even if combined with methods such as charge renormal-
ization. Indeed, UDLVO(r) was not able to accurately
describe the experiments in Ref. [26]. The point-Yukawa
approach therefore yields a more direct and accurate
route to the effective screened-Coulomb interactions at
any density.
IV. PHASE DIAGRAMS
To get a better idea of the reliability of the various
crystallization criteria for colloidal particles that are sub-
jected to charge regulation, we will compare them first for
the case when only positive ions can adsorb (K− →∞).
In Fig. 2(a), we plot a few phase boundaries in the (η, κa)
representation for a variety of crystallization criteria for
a/λB = 100 and K+a
3 = 1, featuring FCC, BCC and
fluid phases. Note that only η < 0.5 is shown. For these
system parameters, we see that the BCC only appears
in a finite “pocket” of in intermediate packing fractions
10−3 . η . 10−1 and 10−1 . κa . 1. The fluid-BCC
line and the fluid-FCC line at κa & 1, as predicted by the
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Figure 3. (a) The OCP coupling parameter ΓOCP (see Eq. (8)) as function of packing fraction η for a charging mechanism
S + P+  SP+ with equilibrium constant K+ = [S][P+]/[SP+] (dashed lines), compared to a constant-potential system (full
lines) with a chosen surface potential such that Z (shown in (b)) coincides in the dilute limit. Observe that only for constant-
potential particles ΓOCP can intersect the dotted grey line ΓOCP = 106 twice, showing that these systems exhibit reentrant
melting as function of η. This is because constant-potential particles have the strongest tendency to decrease ZOCP for η & 10−3,
as can be seen in the inset of (a) where ZOCP as function of η is shown for the highest and lowest surface potential. This
decrease in ZOCP occurs because constant-potential particles have a larger tendency to discharge, which is shown in (b) where
we plot Z as function of η.
Lindemann criterion Eq. (9), are very close to the slightly
more accurate simulation-based criterion of Eq. (11) for
all κa. Notice furthermore that the FCC-BCC line is con-
nected only to the fluid-crystal line of Eq. (11). Finally,
as was mentioned in the previous section, the Lindemann
criterion Eq. (9) is indeed equivalent to the OCP crite-
rion of Eq. (8): we found that they essentially overlap
within the numerical accuracy, and hence we have drawn
them as a single line.
The good predictive power of the OCP-like criteria of
Eqs. (8) and (9) does not come as a surprise for the
regime of κa < 1, where the screening length is large
compared to the particle size. However, the good qual-
ity of the OCP criterion of Eq. (8) at κa > 1 and even
at κa > 10 is quite striking. Likewise, it should not
come as a surprise that the hard-sphere freezing criteria
based on B2ρ > 2 of the DLVO potential and the os-
motic pressure Π > 13kBTρ of the cell model perform
well at κa > 10 and reasonably well at κa ≈ 1. However,
at κa < 1 they deviate substantially and are, therefore,
not capable of predicting the empirical OCP-type criteria
in this weak screening regime. In particular, the hard-
sphere like criteria cannot capture the“back-bending” of
the crystallization line to high η at κa . 10−1, which
is caused by the discharging of the particles at low salt
concentrations, such that repulsions weaken and melting
occurs [25, 26]. The hard-sphere like criteria actually do
show this bending-back phenomenon far below the scale
of Fig. 2(a). The “up-bending” of the crystallization line
to high η at κa & 10−1 is due to the reduced repulsions
which comes from the enhanced screening of the (increas-
ing) colloidal charge. The resulting shape of the crystal-
lization line of Fig. 2(a) describes a fluid-BCC-fluid or
fluid-BCC-FCC-fluid phase sequence upon increasing κa
at fixed η ∈ (10−3, 10−1), a reentrant melting that was
also found in the constant-potential calculations of Ref.
[25] and in the experiments and calculations of Ref. [26].
However, particles described by the adsorption isotherm
Eq. (3) cannot account for the reentrant melting that
was observed in Ref. [21] upon increasing the colloid
density. Below we will show that an extension of the
existing theories to include adsorption of a second ionic
species does give rise to such a density-induced reentrant
melting phenomenon.
On the basis of the superior performance of the OCP-
based rather than the hard-sphere based crystallization
criteria, we will now only consider the criteria of Eqs.
(11) and (12), which includes input from Eq. (7). We
focus on the effect of anionic and cationic adsorption by
setting K+a
3 = 1 as before, together with setting a finite
equilibrium constant K− (rather than the K− →∞ limit
which prevents anionic adsorption).
In Fig. 2(b) we show a set of phase diagrams, again in
the (η, κa)-representation, for a variety of K−, showing
fluid, BCC, and FCC states as expected. However, the
crystallization lines at finite K− all exhibit a regime of κa
where the phase sequence fluid-BCC-fluid appears upon
increasing η. This density-induced reentrant melting is
absent in the line for K− → ∞, which is the lowest-
lying curve in Fig. 2(b). In other words, the feature
of a reentrant fluid with increasing colloid concentration
depends crucially on the existence of multiple charging
6mechanisms. Finally, we remark that for results with a
non-zero K−1− , the crystallization boundary at η = 0.5
is not correctly predicted because point particles do not
exhibit hard-sphere crystallization.
We now try to rationalize the occurrence of a reentrant
fluid as function of ρ. For this we investigate the OCP
criterion, since it approximates the freezing lines of the
Yukawa result (Eq. (11)) accurately and it has the added
advantage of providing a physical mechanism. In order
to get a reentrant fluid, ΓOCP must be non-monotonous
as function of density. For this we calculate
∂ΓOCP
∂ρ
= ΓOCP
(
1
3
ZOCPρ
−1 + 2
∂ZOCP
∂ρ
)
, (13)
and investigate its sign. The first term in Eq. (13) is al-
ways positive. In the dilute limit the first term dominates
in Eq. (13), hence ΓOCP increases with ρ. Compressing
the system tends to reduce the mutual repulsions, the
particles discharge and this reduces ZOCP. This effect
is not strong enough to drive ∂ρΓOCP < 0 for particles
that acquire their charge through adsorption of only a
single ion species. However, ZOCP has a much stronger
tendency to decrease for η & 10−3 if the particles have
significant adsorption affinities for both cations and an-
ions, and therefore have a fairly constant surface poten-
tial. This is illustrated in Fig. 3(a), where ΓOCP is shown
(with ZOCP in the inset) as function of η for particles on
which only positive ions can adsorb, and we compare
these quantities with constant-potential particles. In-
deed, we see that ΓOCP can intersect the line ΓOCP = 106
twice as function of η for constant-potential particles.
This can be rationalized from the fact that these type of
particles have a larger tendency to discharge for η & 10−3
as is shown in Fig. 3(b), which reveals Z as function of η
for constant-potential particles and for particles that ac-
quire their charge by cationic adsorption. We conclude
that for constant-potential particles the second term in
Eq. (13) can become sufficiently negative for a reentrant
fluid to occur.
V. COMPARISON WITH EXPERIMENTS
To verify our approach towards reentrant melting in
suspensions of charged colloids, we compare our results
with experiments on poly(methyl methacrylate) spheres
(a = 1 µm) in a solvent mixture of 20% cis-decaline and
80% cyclohexylbromide where a hitherto unexplained
reentrant fluid was observed upon varying ρ, see Ref.
[21, 28]. We use a Bjerrum length that is close to the
experimental value a/λB = 125 and vary the values of
κa and K±a3 until good agreement with the experimen-
tal phase boundaries was obtained. It should be noted
that in the parameter regime where we found a good
fit, the last term in the denominator of Eq. (2) is small
compared to the other terms in the denominator. This
effectively means that we can only determine the ratio of
K+/K− rather than their individual values. Moreover,
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Figure 4. Comparison of the phase boundaries (fluid-BCC-
fluid) and Yukawa parameters from Ref. [21]. The full grey
lines are obtained from a cell-model calculation using κa =
0.6, a/λB = 125, K−/K+ = 51 (equivalently φ0 = 1.96),
while the dashed grey lines are from experiments. The equiv-
alent contact value c of the pair interaction potential from
the cell model is shown as the full blue line in (a) and we
compare them with Monte-Carlo simulations of Ref. [21] us-
ing a DLVO potential, shown as the symbols. Open symbols
correspond to fluid state points, while filled symbols are BCC
state points. A similar comparison is made in (b) for κ¯a, with
error bars calculated from the data provided in Ref. [21]. We
remark that the values of c and κ¯ for the BCC state points
in Ref. [21] were estimated using the Yukawa phase diagram
and not directly determined from simulation.
notice that Eq. (2) is independent of ρs in this limit if φ0
is taken as an input parameter. This means that the cal-
culated fluid-crystal boundary can also be explained by
a constant-potential system for all salt concentrations.
The experimentally obtained fluid-BCC phase bound-
ary at η = 0.0415 and that of the BCC-reentrant fluid
phase at η = 0.1165 are represented by the dashed ver-
tical lines in Fig. 4(a) and (b). The full vertical lines
represent the corresponding phase boundary as predicted
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OCP point charge. When the colloids are charged by ad-
sorbing a single ion species, it is not enough to make
@⇢ OCP < 0. However, for constant potential particles
and hence particles with a charging mechanism given by
Eq. (2) with K+ not too large, the tendency for dis-
charging is large enough, see Fig. 3, which compares Z
as function of ⌘ for particles on which only positive ions
can adsorb with constant potential particles. Hence, the
second term in Eq. (13) is su ciently negative for a reen-
trant fluid to occur.
V. COMPARISON WITH EXPERIMENTS
To verify our approach towards reentrant melting in
charged systems, we compare our results with experi-
ments poly(methyl methacrylate) spheres (a = 1 µm) in a
solvent mixture of 20% cis-decaline and 80% cyclohexyl-
bromide where a hitherto unexplained reentrant fluid was
observed upon varying ⇢, see Ref. [18, 24]. We use a
Bjerrum length that is close to the experimental value
a/ B = 125 and vary the values of a and K±a3 until
good agreement with the experimental phase boundaries
was obtained. It should be noted that in the parameter
regime where we found a good fit, the last term in the
denominator of Eq. (2) is small compared to the other
terms in the denominator. This e↵ectively means that
we can only determine the ratio of K+/K  rather than
their individual values. Moreover, notice that Eq. (2) is
independent of ⇢s in this limit if  0 is taken as an input
parameter. This means that the calculated fluid-crystal
boundary can also be explained by a constant potential
system for all salt concentrations ( 0 = 1.96).
The experimentally obtained fluid-BCC phase bound-
ary at ⌘ = and that of the BCC-reeentrant fluid phase at
⌘ = are represented by the dashed vertical lines in Fig.
4 (a) and (b). The full vertical lines represent the corre-
sponding phase boundary as predicted from our theory,
using a = 0.6 and K /K+ = 51 as fit parameters. In
Ref. [18] the structure of various state points was inves-
tigated by fitting the pair correlation function g(r) with
data obtained from simulations with a DLVO potential.
To compare the DLVO parameters with our mapping to
point-Yukawa particles we calculate ✏c = UY (2a) and
compare these to the simulations. The result is found
as the blue line and the circles in Fig. 4(a) respectively.
We do the same with ¯a in Fig. 4(b), where we calcu-
lated the error bars for the simulation data from the data
provided in Ref. [18]. We see that the agreement is good.
The same experiment has been performed with the
same system parameters, but at a higher salt concen-
tration in Ref. [45]. Now no reentrant fluid was found
and the crystalline structure was found to be FCC at suf-
ficiently high ⌘. We therefore check whether the K /K+
that was determined for the parameters in Fig. 4 is also
able to describe this experiment. At large , we have
¯ ⇡  and for this reason we use for a the value of
¯a = 2.5 as was determined from the simulations in Ref.
[45]. In Fig. 5 a plot is shown for the state points for the
fluid (open symbols) and FCC crystal (filled symbols).
For completeness we also added the state points of Fig.
4. We find a very good agreement of the fluid-FCC state
points with the phase diagram calculated from the cell
model with K /K+ = 51. The g(r) of these state points
could be described by Monte-Carlo simulations with a
DLVO potential with  ✏c = 140. We however find a
slightly higher contact potential from our cell model cal-
culations of  ✏c ⇡ 200.
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Figure 5. The phase diagram calculated from the cell model
mapping to point-Yukawa particles with K /K+ = 51 (or
equivalently  pK = pK    pK+ = 1.7). We added the ex-
perimentally obtained state points for a fluid-FCC transition
(Ref. [45]) and a reentrant fluid phase (Ref. [18]), which is
shown magnified in the inset.
VI. DISCUSSION AND CONCLUSIONS
We investigated various crystallization criteria that are
based on hard spheres and point particles. We have seen
that the point-particle criteria are reliable in a large pa-
rameter regime, while the considered hard-sphere criteria
should only be trusted at high salt concentrations. More-
over, we have seen that adsorption of multiple ion species
on the colloidal surface may explain the occurrence of a
reentrant fluid at fixed reservoir salt concentration, but
at varying packing fraction. In contrast, the crystal phase
is always reentrant as function of salt concentration for
the charge regulation mechanisms that we investigated.
We tested this result with experiments and found good
agreement with the phase boundaries.
There are some caveats with the experiments as we
described above. In particular, we always assume that
the density of colloids is varied at a fixed reservoir salt
density ⇢s and hence a fixed a. In other words, all our
calculations are performed grand canonically. However,
i r . s i r l l t using t ll l
in combination with Eqs. (11) and (12), where we use the
param ters a/λB 125 and −/K+ = 51 (or equival ntly
∆pK = pK− − pK+ = −1.7) . The experimentally obtained
state points of the fluid-FCC transition from Ref. [27] are
s as the open and filled diamonds for the fluid and FCC
phase, respectively. The reentrant fluid phase of Ref. [21] are
labeled by the open circles, while the BCC state points are
shown as filled circles. A zoomed-in version of the phase dia-
gram around these BCC state points are shown in the inset,
to emphasize the reentrant nature of the phase transition.
from our theory, using κa = 0.6 and K−/K+ = 51 as fit
parameters, for which the dimensionless zeta potential
reads φ0 = 1.96. Given that our theory is capable of pre-
dicting a reentrant fluid phase, it should not come as a
surprise that we can fit the two experimentally observed
phase boundaries in terms of these two fit parameters
rather accurately.
Interestingly, however, the structure of various state
points in both fluid phases and the BCC phase was also
investigated in Ref. [21] by means of simulations of a
system with a pairwise DLVO potential of the form of
Eq. (5). The contact potential UDLVO(2a) ≡ c and the
effective screening length κ¯−1 were obtained from fits to
the experimentally observed radial distribution function,
and are represented by the open symbols in Fig. 4(a)
and (b), respectively, where the error bars stem from Ref.
[21]. The parameters c and κ¯a for the crystal are shown
as filled symbols, and were obtained from estimations
by using the Yukawa phase diagram. The full curves in
Fig. 4 (a) and (b) represent our prediction of κ¯−1 and
c, given within our calculation by c = UY (2a), with
the fit parameters obtained from the phase boundaries as
discussed above. The agreement is very satisfactory and
is an indication that the underlying charging mechanism
indeed involves a competing cation and anion process.
Further evidence for the predictive power of the present
theory is provided by comparing the experimentally ob-
served fluid-FCC phase boundary of the very same sys-
tem but at a much higher salt concentration, as presented
in Ref. [27]. Although no reentrant fluid was found here
we can check whether K−/K+ = 51 that was determined
for the parameters in Fig. 4 is also able to describe this
experiment. At large κ, we have κ¯ ≈ κ and for this
reason we use for κa the value of κ¯a = 2.5 as was de-
termined from the simulations in Ref. [27]. In Fig. 5
a plot is shown for the state points of the fluid (open
symbols) and FCC crystal (filled symbols). For com-
pleteness we also add the state points of Fig. 4. We
find a very good agreement of the fluid-FCC state points
with the phase diagram calculated from the cell model
with K−/K+ = 51. In Ref. [27] the radial distribution
function g(r) of these state points could be described by
Monte-Carlo simulations with a DLVO contact potential
of βc = 140. However, we find a slightly higher contact
potential from our cell model calculations, βc ≈ 200.
VI. DISCUSSION AND CONCLUSIONS
We investigated various crystallization criteria that are
based on hard spheres and Yukawa point particles. We
have seen that the point-particle criteria are reliable in a
large parameter regime, while the considered hard-sphere
criteria should only be trusted at high salt concentra-
tions. Moreover, we have seen that adsorption of mul-
tiple ion species on the colloidal surface can explain the
occurrence of a density-induced reentrant fluid at fixed
(reservoir) salt concentration. In contrast, the crystal
phase is always reentrant as function of salt concentra-
tion for the charge regulation mechanisms that we inves-
tigated. We tested this result against the experiments
of Refs [21, 27, 28] and found good agreement with the
phase boundaries.
There are some caveats, however. In particular, we
assume that the density of colloids is varied at a fixed
reservoir salt concentration ρs and hence a fixed κa. In
other words, all our calculations are based on the grand-
canonical treatment of the salt. However, in experiments
the ions are often treated canonically and the salt concen-
tration is expected to change with the density of colloids.
In Ref. [28], this effect has been accounted for by defining
κ˜2 = 8piλBρion, where ρion = Zρ + 2ρ˜s and ρ˜s the ini-
tial salt concentration without colloids. Here the authors
interpreted the value of the inverse screening length de-
termined from simulations of DLVO particles as κ˜, while
this is κ¯ within our treatment. This latter quantity does
depend on colloidal density even if the ions are treated
grand canonically. However, since κ¯ 6= κ˜ in general, we
should perform our calculations in the canonical ensem-
ble, by fixing the initial salt concentration and changing
κ accordingly if η is varied. Nevertheless, we expect that
this will not change the qualitative features of our result
and this may only alter the precise values of the c and κ¯
obtained from the cell model. This means that the den-
sity dependent Z and κ that was observed in Ref. [21, 28]
8can still be attributed to an underlying charge regulation
mechanism where multiple ions are involved, regardless
of this caveat. Finally, we note that there are experi-
mental systems for which the grand-canonical treatment
is justified, see for example Ref. [26].
As an outlook we wish to state that our work also
suggests that microscopic details of charging mechanisms
can possibly be inferred from macroscopic measurements
of phase boundaries and/or structural mesoscopic mea-
surements of g(r). The model that we presented here
provides a simple of way to investigating these charge
regulation effects, which are sometimes underestimated
in charged colloidal suspensions.
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APPENDIX
In this Appendix we rationalize the constant potential
behaviour that was observed in Fig. 1(b). Typically, only
a small fraction of the surface sites actually contains an
ion, i.e. [SP+], [SN−]  [S], and in this case we may
approximate Eq. (2) as
y = Y+ exp(−φ0)− Y− exp(φ0), (14)
where y = ZλB/(κa
2) and Yα = κaM/(8piKαa
3) are
the dimensionless charge density and chargeability [26]
respectively, and we assume the surface to be positively
charged, i.e. Y+ > Y−. The point of zero charge is given
by φ¯0 = log(Y+/Y−)/2. Expanding Eq. (14) around this
iso-electric point, gives
y = −2
√
Y+Y−[φ0(η)− φ¯0] +O{[φ0(η)− φ¯0]3}, (15)
and we also find |(φ0(η) − φ¯0)| < |y/
√
4Y+Y−|, with
∆φ0 = (φ0(η)− φ¯0). We are now interested in the max-
imal deviation ∆φ0 = φ0(η ↓ 0) − φ¯0. To estimate it,
we use the Gouy-Chapman relation and use it for our
colloids. In this case, y = 2 sinh(φ0/2). This relation
underestimates the charge at infinite dilution that comes
from the cell model, but it is still a good estimate. This
results in
y < 2 sinh(φ¯0/2) < (Y+/Y−)
1/4 − (Y−/Y+)1/4 , (16)
and thus |∆φ0| < 12
(
Y 3−Y+
)−1/4
< 1/(2Y−), showing
that significant chargeabilities for both the dominant (+)
as well as the competing (-) charge mechanism will lead
to constant-potential like behaviour. For the light blue
curves in Fig. 1(b) we have |∆φ0| = 0.07, while the esti-
mate in Eq. (16) gives |∆φ0| = 0.13. The red curve has
|∆φ0| = 0.001, while Eq. (16) gives |∆φ0| = 0.0001. The
blue curve is not at constant potential anymore, since
|∆φ0| > 1, and this is supported by Eq. (16) which gives
|∆φ0| = 102. Indeed the linearization in Eq. (15) breaks
down, and the system is not constant potential.
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