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Abstract
Given a K-coalgebra C and an injective left C-comodule E, we construct a coalgebra CE and fully
faithful left exact embedding E :CE-Comod → C-Comod of comodule categories such that the im-
age of E is the subcategory C-ComodE consisting of the comodules M with an injective presentation
0 → M → E0 → E1, where E0 and E1 are direct sums of direct summands of the comodule E. The
functor E preserves the indecomposability, the injectivity, and is right adjoint to the restriction functor
resE :C-Comod → CE-Comod. Applications to the study of tame coalgebras, Betti numbers, and cosyzygy
comodules of simple comodules over a left Euler coalgebra C are given. A localising reduction to countably
dimensional Euler coalgebras is presented.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper we fix a field K . Given a K-coalgebra C we denote by C-Comod
and C-comod the categories of left C-comodules and left C-comodules of finite K-dimension,
respectively. Given an injective comodule E in C-Comod, we define M in C-Comod to be an
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short exact sequence 0 → M → E0 → E1, where E0 and E1 are direct sums of direct sum-
mands of the comodule E. If, in addition, the comodules E0 and E1 are socle-finite, we say
that the sequence 0 → M → E0 → E1 is a socle-finite E-injective copresentation, and then
M is called a finitely E-copresented comodule. We denote by C-ComodE ⊇ C-ComodEf c
the full subcategories of C-Comod consisting of the E-copresented comodules and the fi-
nitely E-copresented comodules, respectively. We set C-comodE = C-comod ∩C-ComodE and
C-comodEf c = C-comod ∩C-ComodEf c .
Assume that an injective comodule E in C-Comod is given. Following an idea introduced
in [23,24], [25, Section 17.5] (see also [1, Section I.6] and [8]) and a (co)localisation technique
[7,19,20,37] developed in [5, Section 1] by applying idempotents of the dual algebra C∗, we as-
sociate to E a basic coalgebra CE , see 2.6, and three K-linear covariant functors (a recollement)
CE-Comod
E,LE−−−−−−−−→←−−−−−−−−
resE
C-Comod, (1.1)
see (2.9), where resE is the restriction functor and E , LE are covariant fully faithful embed-
dings. The functor E is left exact and right adjoint to resE , and LE is right exact and left
adjoint to resE . Moreover, the functor E :CE-Comod → C-Comod defines an equivalence of
categories CE-Comod ∼= C-ComodE , see Theorem 2.10. Results analogous to that ones in The-
orem 2.10 and Corollary 2.16 are obtained independently in [9].
The main idea in using the functors E , LE and resE comes from the “colocalisation prop-
erties” they preserve. We show in Section 2 that, by applying the functors E , LE and resE ,
several local properties of the category C-Comod can be reduced to the corresponding properties
of CE-Comod, with a suitable choice of E. In particular, by Corollary 2.14, a study of a minimal
injective resolution of a comodule M in C-comod, a structure of the cosyzygy comodules ΩmN
of N and the computation of ExtmC(M,N), with m  0, reduces to the that one in CE-Comod,
with a suitable choice of E depending on M and N in C-comod.
We show in Corollary 2.16 that if the embedding E carries CE-comod to C-comod then:
(i) if C is of tame comodule type then CE is also of tame comodule type, and
(ii) if, in addition, the functorE is exact, the wildness of the coalgebra CE implies the wildness
of C.
In Section 3, we restrict the investigation to the case when the algebra RE = EndC E is of
finite K-dimension, and we study the functor E :CE-comod → C-ComodEf c by means of an
equivalence of categories HE :C-ComodEf c → modRE , see the diagram (3.5).
In Section 4, we apply the embeddingsE and LE to the study of a basic left Euler coalgebra
C in the sense of [31], the composition factors matrix CF ∈ MIC (Z) of C, the Cartan matrix
CF̂ ∈ MIC (Z) of C, the inverse CF−1 ∈ MIC (Z) of CF , and two Z-bilinear forms
bC, ∂C :K0(C)×K0(C) → Z, (1.2)
associated to C, the Euler form bC and the Euler defect ∂C , where K0(C) ∼= Z(IC) is the
Grothendieck group of C and CC =⊕j∈IC E(j) is a fixed decomposition, with indecompos-
able injective left comodules E(j).
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defect ∂C with the Euler characteristic χC(M,N) =∑∞j=0(−1)j dimK ExtjC(M,N) of comod-
ules M and N in C-comod by the formula
bC(lgthM, lgthN) = χC(M,N)+ ∂C(M,N), (1.3)
where lgthY ∈ K0(C) ∼= Z(IC) is the composition length vector of the comodule Y in C-comod,
see [26] and Section 2.
We show in Section 6, how the localising embedding technique via functorsE , LE and resE
can be used in showing that, under a suitable assumption on C, the Euler defect ∂C of C is zero
and the equality
bC(lgthM, lgthN) = χC(M,N)
holds, for all M and N in C-comod. In particular, a reduction of the problem to countably di-
mensional coalgebras is presented.
Throughout, we use the coalgebra representation theory notation and terminology introduced
in [26–28]. In particular, given a ring R with an identity element we denote by J (R) the Jacobson
radical of R, by Mod(R) the category of all unitary right R-modules and by mod(R) the full
subcategory of Mod(R) formed by finitely generated R-modules. Given a right R-module M we
denote by socM the socle of M , that is, the sum of all simple R-submodules of M .
Given a K-coalgebra C, we denote by
C∗ = HomK(C,K)
the K-dual algebra with respect to the convolution product (see [6,18,35]) viewed as a pseudo-
compact K-algebra (see [7,10,13,14,26,36]). We denote by C0 ⊆ C1 ⊆ · · · ⊆ Cm ⊆ · · · ⊆ C the
coradical filtration of C, where C0 is the coradical of a C, that is, C0 is the sum of all simple sub-
coalgebras of C. We recall that C0 = soc CC = socCC (see [6,18,35]). Given a left C-comodule
M , we denote by soc CM the socle of M , that is, the sum of all simple C-subcomodules of M .
Following [24, p. 404], a K-coalgebra C is called basic if the left C-comodule CC has a direct
sum decomposition CC =⊕j∈IC E(j), where IC is a set, E(j) is an indecomposable injective
comodule, for each j ∈ IC , and E(i)  E(j), for i = j .
We also need the following terminology and notation, see [3,11,31]. A comodule N in
C-Comod is said to be finitely cogenerated (or socle-finite), if dimK socN is finite, or equiva-
lently, if N is a subcomodule of a finite direct sum of indecomposable injective comodules E(j).
We say that N is finitely copresented if there is an exact sequence 0 → N → E0 → E1 in
C-Comod, where each of the comodules E0 and E1 is a finite direct sum of indecomposable
injective comodules E(j). Following [31], we denote by C-Comodf c = C-Comod1 the full sub-
category of C-Comod whose objects are finitely copresented comodules.
The reader is referred to [3,6,18,35] for the coalgebra and comodule terminology, and to [1,2,
25,33,34], for the standard representation theory terminology and notation.
Main results of the paper were announced on the Conference on Algebras and Coalgebras
(Joint Meeting of the American University in Cairo and the Mathematical Research Centre
Cairo), Egypt, March 25–30, 2006.
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We start with a useful characterisation of basic coalgebras.
Lemma 2.1. Assume that K is an arbitrary field and that C is a K-coalgebra. The following
conditions are equivalent.
(a) The coalgebra C is basic.
(b) If D is a simple subcoalgebra of C then D∗ is a division K-algebra.
(c) Any left C-subcomodule of C is a simple subcoalgebra of C.
(d) dimK S = dimK EndC S, for any simple left C-comodule S.
Proof. The equivalence of (a) and (b) is a consequence of [26, Lemma 5.3].
(a) ⇒ (d) Fix a left comodule decomposition socC C =⊕j∈IC S(j)sj , where IC is a set,
sj  1 and S(j) are pairwise non-isomorphic simple comodules for j ∈ IC . It follows that CC =⊕
j∈IC E(j)
sj , where E(j) is the injective envelope of S(j). It follows that C is basic if and
only if sj = 1, for all j ∈ IC .
On the other hand, given a simple left C-comodule S, δS :S → C ⊗ S is a comodule embed-
ding and therefore S is isomorphic to a subcomodule S(j) of socC C. Since [26, Lemma 6.5] and
[28, (2.6)] yield sj = dimK S(j)dimK EndC S(j) = dimK SdimK EndC S , then the equivalence (a) ⇒ (d) follows.(b) ⇒ (c) Assume that S is a simple subcomodule of C, that is, S ⊆ socCC = C0. It follows
that S is a subcomodule of a simple subcoalgebra D ⊆ C0. Then (b) yields S = D.
(c) ⇒ (b) Assume that D is a simple subcoalgebra of C. Then D∗ is a simple K-algebra of
finite dimension and, by (c), every simple D∗-module is of dimension 1. It follows that D∗ is a
division algebra, and the proof is complete. 
We extend [18, Corollary 5.3.5] from pointed coalgebras to basic ones as follows.
Corollary 2.2. If f :C → C′ is a surjective K-coalgebra homomorphism and the coalgebra C
is basic then C′0 = f (C0) and the coalgebra C′ is also basic.
Proof. It follows from [18, Corollary 5.3.5] that C′0 ⊆ f (C0). To prove the inverse inclusion,
assume that D is a simple subcoalgebra of C such that f (D) = 0. It follows that there is a K-
algebra injection f (D)∗ ⊆ D∗. Since D∗ is a division algebra of finite K-dimension, also f (D)∗
is a division algebra. It follows that f (D) is a simple coalgebra. Consequently, C′0 = f (C0)
and (D′)∗ is a division algebra, for any simple subcoalgebra D′ of C′. Hence, according to
Lemma 2.1, the coalgebra C′ is basic. 
Assume that C is a basic K-coalgebra with fixed left comodule decompositions
socC C =
⊕
j∈IC
S(j) and C =
⊕
j∈IC
E(j), (2.3)
where IC is a set and S(j), with j ∈ IC , are pairwise non-isomorphic simple comodules in
C-comod and E(j) is the injective envelope of S(j) in C-Comod, for each j ∈ IC . It follows
from Lemma 2.1 that S(j) is a simple subcoalgebra of C, for any j ∈ IC .
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lgthM = (j (M))j∈IC ∈ Z(IC), (2.4)
where Z(IC) is the direct sum of IC copies of the free abelian group Z and j (M) ∈ N is the
number of simple composition factors of M isomorphic to the simple comodule S(j). We recall
from [26] that the map M → lgthM extends to the group isomorphism
lgth :K0(C) −→ Z(IC),
where K0(C) = K0(C-comod) is the Grothendieck group of the category C-comod.
Assume that E is an injective comodule. Now we associate to E a basic coalgebra CE and
three K-linear covariant (recollement) functors (1.1) announced in the introduction. Here we
follow an idea introduced in [23,24], [25, Section 17.5] (see also [1, Section I.6], [8]), and a
colocalisation technique [20], developed in [5, Section 1], by applying idempotents of the dual
algebra C∗.
Denote by IE the subset of IC consisting of all j ∈ IC such that E(j) is a direct summand
of E. Then the comodule E∨ = ⊕j∈IE E(j) is a direct summand of E and C-ComodE =
C-ComodE∨ . It follows that, without loss of generality, we may suppose that E = E∨, and we
assume this throughout the paper. In other words, we assume that CC = E ⊕E′, where
E =
⊕
j∈IE
E(j). (2.5)
We recall that the counit εC :C → K is the identity of C∗ and any left C-comodule N can be
viewed as a right rational (= discrete) C∗-module via the action
nϕ∗ =
∑
(n)
ϕ(c(1))n(2),
where ϕ ∈ C∗, n ∈ N , and δN(n) =∑(n) c(1) ⊗ n(2). Similarly, any right C-comodule M can be
viewed as a left rational (= discrete) C∗-module via the action ϕ∗m =∑(m) ϕ(c(2))m(1), where
m ∈ M and δM(m) =∑(m) m(1) ⊗ c(2) (see [10,18,24,35,36], [26, Section 4]). In particular, C is
viewed as a C∗–C∗-bimodule.
It is well known that the pseudocompact K-algebra C∗ is (anti)isomorphic to the pseudocom-
pact K-algebra
ΛC = EndC C,
see [26, pp. 113–114]. The isomorphism ΛC ∼= C∗ is given by the Yoneda map (ϕ :C → C) →
ε ◦ ϕ, where ε :C → K is the counit of C, see [26, Lemma 4.9]. It follows that
C∗ ∼= HomC(C,C) = HomC(C,E)⊕ HomC(C,E′)
(= HomC(E,C)⊕ HomC(E′,C))
is a left ideal and a right ideal decomposition of the algebra C∗ ∼= ΛC , respectively. Define the K-
linear map eE :C → K by setting eE |E = εC |E and eE |E′ = 0. It is clear that eE is an idempotent
of C∗ ∼= ΛC defined by the direct summand left ideal HomC(C,E) of ΛC , and e′ = εC − eE isE
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e′EC∗ is a left ideal and a right ideal decomposition of the algebra C∗ ∼= ΛC , respectively.
Definition 2.6. Let C be a basic K-coalgebra with fixed decompositions (2.3) and E a left
injective C-comodule with a decomposition (2.5).
(a) The colocalisation of the coalgebra C at the comodule E is the coalgebra
CE = eECeE
with comultiplication and counit defined by the formulae
Δ(eEceE) =
∑
(c)
eEc(1)eE ⊗ eEc(2)eE, ε(eEceE) = eE(c),
for c ∈ C, where ΔC(c) =∑(c) c(1) ⊗ c(2).
(b) Given j ∈ IC , we set Sˇ(j) = eES(j)eE .
It follows from [22] that CE is a K-coalgebra. Note that eES(j)eE is defined, since C is basic
and S(j) is a simple subcoalgebra of C.
Example. Assume that Q = (Q0,Q1) is a quiver and C = KQ is the path K-coalgebra of Q.
Let E =⊕j∈IE E(j), where IE is a non-empty subset of IC = Q0. Then CE = eE(KQ)eE is
the subspace of C spanned by all paths ω = β1β2 · · ·βm ≡ (i0 β1−→ i1 β2−→ · · · βm−−→ im) in Q, with
i0, im ∈ IE , where β1, . . . , βm are arrows in Q. The comultiplication Δ and the counit ε of CE
are defined by the formulae:
(i) Δ(ηi) = ηi ⊗ ηi , ε(ηi) = 1, for any i ∈ IE , and
(ii) if ω = β1β2 · · ·βm is a path of length m 1 as shown above, we set
Δ(ω) = ηi0 ⊗ω +ω ⊗ ηim +
∑
is∈IE
(β1β2 · · ·βs)⊗ (βs+1 · · ·βm) and ε(ω) = 0,
where 1 < s <m and is runs over all vertices in IE lying on the path ω. Here ηi is the stationary
path at vertex i, see [1,2,26].
Basic properties of the coalgebra CE are collected in the following proposition.
Proposition 2.7. Let C be a basic K-coalgebra with fixed decompositions (2.3) and let CE be
the colocalisation of C at an injective comodule E with a fixed decomposition (2.5).
(a) The K-linear map
fE :C → CE, c → eEceE,
is a coalgebra surjection, KerfE is the coideal UE = (1 − eE)C +C(1 − eE) of C and fE
induces the isomorphism f E :C/UE → CE of K-coalgebras.
D. Simson / Journal of Algebra 312 (2007) 455–494 461(b) For all j ∈ IC , fE(S(j)) = Sˇ(j) is a subcoalgebra of CE and
Sˇ(j) =
{
S(j), for j ∈ IE,
0 for j ∈ IC \ IE.
(c) The K-coalgebra CE is basic, Sˇ(j) is a simple subcoalgebra (and a simple subcomodule)
of CE , for each j ∈ IE , socCE =⊕j∈IE Sˇ(j) and CE =⊕j∈IE Eˇ(j), where Eˇ(j) is the
injective envelope of Sˇ(j) in CE-Comod. Moreover, there is an isomorphism Eˇ(j) ∼= E(j)eE
of left CE-comodules, for each j ∈ IE .
(d) The map X → lgthX defines a group isomorphism lgth :K0(CE) → Z(IE), where
K0(CE) = K0(CE-comod) is the Grothendieck group of CE-comod.
(e) The subspaces eEC and CeE of C are a C–CE-bicomodule and a CE–C-bicomodule, re-
spectively. There exists an isomorphism E ∼= eEC of left C-comodules.
(f) There exist an isomorphism
C∗E ∼= eEC∗eE
of pseudocompact K-algebras, and isomorphisms
CE ∼=
[
EndC(eEC)
]◦ ∼= (EndC E)◦
of coalgebras, where (−)◦ = homK(−,K) is the topological K-duality, see [26, p. 107].
Proof. (a) The fact that fE is a coalgebra homomorphism follows by a straightforward calcula-
tion. Since the equality KerfE = (1 − eE)C + C(1 − eE) is easily checked, see [37, p. 2778],
the statement (a) follows.
(b) We recall that, for each j ∈ IC , S(j) is a simple subcoalgebra of C, because C is a basic
coalgebra. A straightforward calculation shows that Sˇ(j) = eES(j)eE is a subcoalgebra of CE .
Then, for any j ∈ IC and d ∈ S(j), we have Δ(d) =∑(d) d(1) ⊗ d(2), where d(1), d(2) ∈ S(j),
and the counit property yields d =∑(d) ε(d(1))d(2). Hence we get
deE =
∑
(d)
eE(d(1))d(2) =
{∑
(d) ε(d(1))d(2) = d, if j ∈ IE,
0, if j /∈ IE,
because d(1) ∈ S(j) and eE(d(1)) = 0, if j /∈ IE . Similarly, we show that eEd = d , if j ∈ IE ,
and eEd = 0, if j /∈ IE . It follows that eES(j)eE = eES(j) = S(j)eE = S(j), for j ∈ IE , and
eES(j)eE = 0, for j ∈ IC \ IE .
(c) By applying the Corollary 2.2 to the coalgebra homomorphism fE :C → CE we conclude
that the coalgebra CE is basic and, in view of (b), we get socCE =⊕j∈IE Sˇ(j). Hence the
first part of (c) easily follows. The existence of an isomorphism Eˇ(j) ∼= E(j)eE , for j ∈ IE , is
an immediate consequence of the statements (a) and (c) in Theorem 2.10 proved below. How-
ever, a simple analysis shows that, given j ∈ IE , the left CE-comodule E(j)eE is injective and
socE(j)eE ∼= Sˇ(j). Hence we also conclude Eˇ(j) ∼= E(j)eE .
The statement (d) is a consequence of (c), and (e) follows by a straightforward calculation,
see [5, Lemma 1.2] and Theorem 2.10(c) below.
(f) Following [5], we define the K-algebra homomorphism
θ : eEC
∗eE → C∗E (2.8)
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is an isomorphism of pseudocompact K-algebras, see [22, Lemma 6].
To see the second isomorphism in (f), note that the isomorphism E ∼= eEC of left C-
comodules and the isomorphism C∗ ∼= HomC(C,C) of pseudocompact K-algebras yield
eEC
∗eE ∼= eE HomC(C,C)eE ∼= HomC(eEC, eEC) = EndC(eEC) ∼= EndC E. By applying the
K-algebra isomorphism (2.8) and the topological K-dual (−)◦ = homK(−,K) to both sides we
get CE ∼= (C∗E)◦ ∼= (eEC∗eE)◦ ∼= [EndC(eEC)]◦ ∼= (EndC E)◦, see [26, Theorem 3.6] and [5,
Proposition 1.4]. 
In the study of the category C-Comod we frequently use two embeddings functors induced
by a given injective comodule E. We define them as follows, compare with [1, Section I.6] and
[25, Section 17.5].
Suppose that C is a basic K-coalgebra with fixed decompositions (2.3), E a left injective C-
comodule with a decomposition (2.5) and CE = eECeE the coalgebra colocalisation of C at E,
where eE ∈ C∗ is a corresponding idempotent. We define three K-linear covariant functors
CE-Comod
E,LE−−−−−−−−→←−−−−−−−−
resE
C-Comod (2.9)
by the formulae
resE(−) = (−)eE, E(−) = eECCE (−), LE(Y ) = lim−→
β
(
homeEC∗eE
(
eEC
∗, Y ∗β
))◦
,
where eECCEN is the cotensor product (see [17]), {Yβ} is a directed system of subcomodules
of Y such that Y =⋃β Yβ , homC∗(X,Y ) means the space of continuous C∗-homomorphisms
between pseudocompact modules X, Y , and X◦ = homK(X,K) is the continuous K-dual space
to X, see [26].
If f :X → X′ is a homomorphism of left C-comodules, we define a homomorphism of CE-
comodules resE f : resE X → resE X′ to be the restriction of f to the subspace XeE of X. We
call resE the restriction functor.
The reader is referred to [3,18] and [35] for basic properties of the cotensor product functor.
The following result is very useful in applications.
Theorem 2.10. Suppose that C is a basic K-coalgebra with fixed decompositions (2.3), E a left
injective C-comodule with a decomposition (2.5) and CE = eECeE the colocalisation of C at E,
where eE ∈ C∗ is a corresponding idempotent. The covariant functors (2.9) have the following
properties.
(a) E and LE are full and faithful K-linear functors such that resE ◦E ∼= id ∼= resE ◦LE .
The functor LE is left adjoint to resE and E is right adjoint to resE , that is, there are
functorial isomorphisms
HomC(M,EN) ∼= HomCE (resE M,N),
HomC(LEN,M) ∼= HomCE (N, resE N), (2.11)
for every left C-comodule M and every left CE-comodule N .
(b) The restriction functor resE is exact, E is left exact, LE is right exact and commutes with
directed limits.
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carries injectives to injectives and LE carries projectives to projectives. There are isomor-
phisms of left C-comodules E(CE) ∼= eEC ∼= E and E(Eˇ(j)) ∼= E(j), for j ∈ IE .
(d) A comodule M lies in the category ImE if and only if M is E-copresented, that is, there
is a short exact sequence 0 → M → E0 → E1, where E0 and E1 are direct sums of direct
summands of E. In other words, ImE = C-ComodE .
(e) If dimK ESˇ(j) is finite, for each j ∈ IE , then the functors E and resE restrict to the
functors CE-comod E−−−−−−−−→←−−−−−−−−
resE
C-comod.
Proof. Consider the pseudocompact K-algebras Λ = ΛC ∼= C∗ and Λ′ = eΛe, where e = eE ∈
ΛC is the idempotent associated to E. Following [25, Section 17.5] (see also [1, Section I.6]),
we define three additive K-linear covariant functors
Λ′-PC Te,Le−−−−−−−−→←−−−−−−−−
rese
Λ-PC
between the categories of pseudocompact left modules by the formulae
rese(−) = e(−), Te(−) = Λe ⊗̂Λ′ −, Le(−) = homΛ′(eΛ,−),
where e = eE , ⊗̂ is the complete tensor product of pseudocompact modules and homΛ(X,Y )
means the space of continuous Λ-homomorphisms from X to Y , see [26]. If f :X → X′ is a
homomorphism of left Λ-modules, we define the homomorphism rese f : rese X → rese X′ of
left Λ′-modules to be the restriction of f to the subspace eX of X. By repeating the arguments
used in [25, Theorem 17.46] (see also [1, Theorem I.6.8]) one proves the following properties
(A)–(D) of the functors rese , Te and Le.
(A) Te and Le are full and faithful K-linear functors such that rese Te ∼= 1Λ′-PC ∼= rese Le,
the functor Le is right adjoint to rese and Te is left adjoint to rese, that is, there are functorial
isomorphisms
homΛ(X,LeY ) ∼= homΛ′(rese X,Y ),
homΛ(TeY,X) ∼= homΛ′(Y, rese X)
for every Λ-module X in Λ-PC and every Λ′-module Y in Λ′-PC.
(B) The restriction functor rese is exact, Te is right exact and Le is left exact.
(C) The functors Te and Le preserve indecomposability, Te carries projectives to projectives
and Le carries injectives to injectives.
(D) A module X lies in the category ImTe if and only if there is an exact sequence P1 →
P0 → X → 0 in Λ-PC, where P1 and P0 are direct products of summands of Λe.
To prove our theorem, it is sufficient to show that the diagram
CE-Comod
D ∼=
E,LE
C-Comod
D ∼=
resE
Λ′-PC
Te,Le
Λ-PC
rese
(2.12)
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categories [26, (4.5)]. For any N in CE-comod, the composite isomorphism
D(CEN) = D(eCCEN) ∼= D
(
HomCE (N
∗, eC)
)
∼= D(HomΛ′((eC)∗, (N∗)∗))∼= D(HomΛ′(eΛ,HomK(N∗,K)))
∼= D(HomK(N∗ ⊗̂ eΛ,K))∼= (N∗ ⊗̂ eΛ)∗∗ ∼= N∗ ⊗̂ eΛ
∼= Te
(
D(N)
)
is obviously functorial. It follows that if N is in CE-Comod and N =⋃β Nβ is a directed union
of finite dimensional subcomodules Nβ , then we get a sequence of functorial isomorphisms
D(CEN) = D
(
lim−→
β
CENβ
)∼= lim←−
β
D(CENβ) ∼= lim←−
β
TeD(Nβ)
∼= Te
(
lim←−
β
D(Nβ)
)∼= TeD(lim−→
β
Nβ
)∼= TeD(N).
The isomorphism D ◦LE ∼= Le ◦D can be proved in a similar way. The isomorphism D ◦ resE ∼=
resE ◦D is easily seen.
Then the properties (a)–(d) of the functors resE , LE and E follow immediately from the
corresponding properties (A)–(D) of the functors rese , Le and Te, with e = eE .
For a convenience of the reader, we outline a new direct proof of the properties (a)–(d) for the
functor E , which does not involve the pseudocompact modules. The fact that the functor E is
right adjoint to resE is a consequence of the functorial isomorphism
Φ : HomC(M,EN) → HomC(resE M,N)
defined by the formula Φ(h) = (eE ⊗ 1)h. It follows from the proof of [5, Theorem 1.5] that
Φ is an isomorphism. Hence, by standard arguments, we infer that the functor E is left exact
(as a right adjoint to resE), and that E carries injectives to injectives. Moreover, given N in
CE-Comod, we have
resE(EN) ∼= (eECCEN)eE ∼= eECeECEN ∼= CECEN ∼= N. (2.13)
Note that the second isomorphism (eECCEN)eE ∼= eECeECEN holds, because the left C-
comodule structure of eECCEN is defined by means of the left C-comodule structure of eEC.
Now we show that the functor E is fully faithful. For, given a pair N ′, N of left CE-
comodules, we get N ′ ∼= resE(EN ′). By applying (2.11) to M = EN ′ and N , we get the
isomorphisms
HomCE (N
′,N) ∼= HomCE (resE M,N) ∼= HomC(M,EN) ∼= HomC(EN ′,EN),
and it is easy to see that the composite isomorphism HomCE (N ′,N) ∼= HomC(EN ′,EN) is
defined by f → Ef . This shows that the functor E is full and faithful. Similarly, we show
that the functor LE is full and faithful. This finishes the proof of (a) and (b).
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and faithful then E induces a K-algebra isomorphism EndCE X −→ EndC(EX), for any CE-
comodule X. It follows that E carries indecomposable to indecomposables. In particular, the
C-comodule ECE ∼= eEC is injective and, for each j ∈ IC , the C-comodule EEˇ(j) is in-
decomposable injective. By applying the adjunction formula (2.11) to N = Sˇ(j) and M = S(j)
we conclude that there is a monomorphism S(j) → ESˇ(j) and, in view of the monomor-
phism ESˇ(j) → EEˇ(j) induced by the injection Sˇ(j) ↪→ Eˇ(j), there is a monomorphism
S(j) → EEˇ(j). It follows that EEˇ(j) ∼= E(j) and, in view of Proposition 2.7(c), there are
isomorphisms
eEC ∼=E(CE) ∼=E
(⊕
j∈IE
Eˇ(j)
)
∼=
⊕
j∈IE
E
(
Eˇ(j)
)∼= ⊕
j∈IE
E(j) ∼= E
of left C-comodules. This finishes the proof of (c) for the functor E . The remaining part of (c)
follows in a similar way.
(d) By Proposition 2.7, the coalgebra CE is basic and the left CE-comodule CE has a de-
composition CE =⊕j∈IE Eˇ(j), where Eˇ(j) is the injective envelope of Sˇ(j) in CE-Comod. It
follows that every injective CE-comodule is a direct sum of copies of the comodules Eˇ(j), with
j ∈ IE . Hence, by (c), any injective comodule in C-Comod is isomorphic to a direct sum of the
comodules E(j), with j ∈ IE .
Now we show that, for any N in CE-Comod, the left C-comodule EN lies in the category
C-ComodE . Assume that N is in CE-Comod and let 0 → N → E′0 → E′1, be a minimal injective
copresentation of N , where E′0 and E′1 are direct sums of the CE-comodules Eˇ(j), with j ∈ IE .
Since the functor E is left exact, by (b), then the induced sequence
0 →EN →EE′0 →EE′1 (∗)
in C-Comod is exact. We have shown above that the C-comodules EE′0 and EE′1 are injec-
tive and each of them is isomorphic to a direct sums of the comodules E(j), with j ∈ IE . In
other words, each of the C-comodules EE′0 and EE′1 is isomorphic to direct sums of direct
summands of E. This shows that the comodule EM lies in C-ComodE .
By applying the same type of arguments as above and the fact that the functor E is fully
faithful we show that any short exact sequence 0 → M → E0 → E1 in C-Comod, with E0 and
E1 direct sums of direct summands of E, is isomorphic to a sequence (∗), induced by a sequence
0 → N → E′0 → E′1 in CE-Comod. It then follows that the sequence 0 → N → E′0 → E′1 is an
injective copresentation of N , compare with [1, Section I.6] and [25, Section 17.5].
(e) By Proposition 2.7, any simple CE-comodule is isomorphic to some Sˇ(j), with j ∈ IE .
Since dimK ESˇ(j) is finite, for each j ∈ IE , and the functor E is left exact, then an easy
induction on dimK X shows that dimK EX is finite, for any finite dimensional CE-comodule X.
Hence (e) follows, and the proof of the theorem is complete. 
The following corollary relates the functors (2.9) with the localisation procedure in the sense
of Gabriel [7], see also [20] and [21].
Corollary 2.14. Assume that C, E, CE , eE , resE :C-Comod → CE-Comod and E are as in
Theorem 2.10.
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the functor resE induces an equivalence of K-categories CE-Comod ∼= C-Comod/Ker resE .
(b) The K-linear functor E :CE-Comod → C-Comod is a fully faithful left exact embedding,
and restricts to the embedding E :CE-Comodf c → C-ComodEf c. The functors E and
resE define two pairs of equivalences of categories
CE-Comod ∼= C-ComodE and CE-Comodf c ∼= C-ComodEf c
quasi-inverse to each other.
(c) For any j ∈ IE , Sˇ(j) = resE S(j) is a simple comodule in CE-Comod. The imageESˇ(j) of
Sˇ(j) under the functorE is a simple C-comodule if and only if S(j) is E-copresented, that
is, every simple direct summand of socE(j)/S(j) is isomorphic to some S(i), with i ∈ IE .
In this case ESˇ(j) ∼= S(j).
(d) If E′ is an injective C-comodule lying in C-ComodE , then resE E′ is injective in CE-Comod.
If, in addition, E′ is indecomposable then resE E′ is indecomposable.
(e) If M and N are comodules in C-ComodE and N has an injective resolution lying in
C-ComodE , then the exact functor resE :C-ComodE → CE-Comod induces an isomor-
phism
ExtmC(M,N) ∼= ExtmCE (resE M, resE N),
for any m 0.
(f) Assume that S(j) is E-copresented, for each j ∈ IE .
(f1) If X is in CE-comod then EX lies in C-comod, the functor E carries any com-
position series of X with composition factors Sˇ(j1), . . . , Sˇ(jr ) to a composition se-
ries of EX with the composition factors S(j1), . . . , S(jr ). Moreover, lgth(EX) =
ξE(lgthX), where
ξE :K0(CE) → K0(C) (2.15)
is the abelian group injection that associates to any vector v = (vj )j∈IE ∈ K0(CE) ∼=
Z(IE) the vector ξE(v) = v = (vj )j∈IC ∈ K0(C) ∼= Z(IC) defined by the formula
vj =
{
vj , for j ∈ IE,
0, for j ∈ IC \ IE .
(f2) If M is a finite dimensional comodule in C-ComodE then ξE(lgth resE M) = lgthM .
Proof. The statement (a) is a consequence of [7,20] and [21, Theorem 4.9], whereas (b) follows
from Theorem 2.10 and its proof.
(c) Since C is basic then, by Proposition 2.7, Sˇ(j) = eES(j)eE = S(j)eE = resE S(j) is a
simple subcoalgebra (and a simple subcomodule) of CE , for each j ∈ IC .
Now we fix j ∈ IC and assume that the C-comodule S′(j) =ESˇ(j) is simple. Since Sˇ(j) =
resE S(j) then, by the adjunction formula (2.11), there is a monomorphism S(j) → S′(j). It
follows that S(j) ∼= S′(j) and, hence, S(j) is E-copresented, because S′(j) lies in C-ComodE ,
see Theorem 2.10. Conversely, assume that the simple C-comodule S(j) is E-copresented. By
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the proof of (c).
(d) By the additivity, the proof reduces to the case E′ is indecomposable, that is, E′ ∼= E(j),
where j ∈ IE . We recall that Eˇ(j) is the injective envelope of Sˇ(j) in CE-Comod. By Theo-
rem 2.10(c), there is an isomorphism EEˇ(j) ∼= E(j). Hence, by applying the functor resE , we
get Eˇ(j) ∼= resEEEˇ(j) ∼= E(j) ∼= resE E(j), and we are done.
(e) Assume that M and N are comodules in C-ComodE and let
0 → N h
N
0−−→ EN0
hN1−−→ EN1
hN2−−→ · · · h
N
n−−→ ENn
hNn+1−−−→ ENn+1 → ·· ·
be an injective resolution of N lying in C-ComodE . By (d), for each m 0, the CE-comodule
EˇNm = resE ENm is injective and
0 → resE N hˇ
N
0−−→ EˇN0
hˇN1−−→ EˇN1
hˇN2−−→ · · · hˇ
N
n−−→ EˇNn
hˇNn+1−−−→ EˇNn+1 → ·· ·
is an injective resolution of resE N , because the functor resE is exact. Moreover, since
resE :C-ComodE → CE-Comod is an equivalence of categories, by (b), then it induces an iso-
morphism of the complexes
0 → HomC
(
M,EN0
) h˜N1−−→ · · · h˜Nm−−→ HomC(M,ENm ) h˜Nm+1−−−→ HomC(M,ENm+1)→ ·· · ,
0 → HomCE
(
Mˇ, EˇN0
) ˜ˇhN1−−→ · · · ˜ˇhm−−→ HomCE (Mˇ, EˇNm ) ˜ˇh
N
m+1−−−→ HomCE (Mˇ, Eˇm+1) → ·· · ,
and isomorphisms of their homology groups, where Mˇ = resE M . This finishes the proof of (e).
(f) We recall from (c) that if j ∈ IE and S(j) is a simple comodule in C-ComodE then Sˇ(j) =
resE S(j) is simple in CE-comod.
(f1) Assume that X is in CE-comod and each S(j), with j ∈ IE , is E-copresented. Since the
functor E is left exact and, according to (c), ESˇ(j) ∼= S(j), for each j ∈ IE , then given an
exact sequence 0 → Y ′ u−→ Y h−→ S(j) → 0 in CE-comod the induced sequence
0 →EY ′ Eu−−−→EY Eh−−−→ES(j) → 0 (∗)
is exact, because ESˇ(j) ∼= S(j) is simple and Eh = 0. Indeed, the equality Eh = 0 implies
that Eu is an isomorphism. Since the functor E is full and faithful, this yields that u is an
isomorphism and we get a contradiction. Consequently, the sequence (∗) is exact. By applying
this to X, an easy induction shows that E carries any composition series of X with compo-
sition factors Sˇ(j1), . . . , Sˇ(jr ) to a composition series of EX with the composition factors
S(j1), . . . , S(jr ). Hence we get lgthEX = ξE(lgthX).
(f2) Assume that M is a finite dimensional comodule in C-ComodE . Since the functor resE
is exact and resE S(j) = Sˇ(j), for j ∈ IE , then resE carries any composition series of M with
composition factors S(j1), . . . , S(jr ) to a composition series of resE M with the composition
factors Sˇ(j1), . . . , Sˇ(jr ). Hence we get ξE(lgth resE M) = lgthM . This finishes the proof. 
A coalgebra C over an arbitrary field K is defined to be of K-wild comodule type and of K-
tame comodule type if C satisfies the condition (a) and (b) of [26, Definition 6.6], respectively,
see also [25,29], and [34].
468 D. Simson / Journal of Algebra 312 (2007) 455–494Corollary 2.16. Let C, E, IE ⊆ IC , and CE be as in Theorem 2.10.
(a) If, for each j ∈ IE , every simple direct summand of soc(E(j)/S(j)) is isomorphic to
some S(i), with i ∈ IE , then the functor E :CE-Comod → C-Comod induces an em-
bedding K0(CE) ↪→ K0(C) of the Grothendieck groups that makes the following diagram
commutative
K0(CE)
lgth
 Z(IE)
ξE
K0(C)
lgth
 Z
(IC),
(2.17)
where ξE :Z(IE) → Z(IC) is the group injection (2.15).
(b) Assume that dimK ESˇ(j) is finite, for each j ∈ IE .
(b1) The vector êj = lgthESˇ(j) belongs to N(IC). If the coalgebra C is of K-tame comod-
ule type (see [26,28]) then CE is of K-tame comodule type and the growth functions
μ1C :K0(C) → N of C and μ1CE :K0(CE) → N of CE (see [26, 6.7] and [25,34]) satisfy
the inequality
μ1CE (v)
∑
0wξ̂E(v)
μ1C(w),
for each non-negative vector v = (vj )j∈IE ∈ Z(IE) ∼= K0(CE), where ξ̂E(v) =∑
j∈IE vj ej ∈ N(IC). If C is K-tame domestic or of K-tame of polynomial growth,
then CE is K-tame domestic or K-tame of polynomial growth, respectively.
(b2) If the coalgebra CE is of K-wild comodule type (see [26,28]) and the functor E :
CE-Comod → C-Comod is exact then C is also of K-wild comodule type.
Proof. (a) Apply Corollary 2.15(f).
(b) It follows from Theorem 2.10(e) that the functor E restricts to the functor E :
CE-comod → C-comod.
(b1) Assume that C is of K-tame comodule type. For any j ∈ IE , we set êj = lgthESˇ(j) ∈
K0(C) ∼= Z(IC), and we define the group homomorphism ξ̂E :Z(IE) → Z(IC) by associating to
any vector v = (vj )j∈IE in K0(CE) ∼= Z(IE) the vector
ξ̂E(v) =
∑
j∈IE
vj êj
in K0(C) ∼= Z(IC). Now we show by induction on the length lgthX of X that lgthEX 
ξ̂E(lgthX), for any comodule X in CE-comod, where the inequality v = (vj )  v′ = (v′j ) in
the group Z(IC) means that vj  v′j , for all j ∈ IC .
If lgthX = 1, then X ∼= Sˇ(j), for some j ∈ IE , and we have lgthESˇ(j) = êj =
ξ̂E(lgth Sˇ(j)). Assume that lgthX  2. Then there is an exact sequence 0 → Sˇ(j) → X →
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exact, the induced sequence
0 →ESˇ(j) →EX h−→EX
in C-comod is exact and the inductive hypothesis yields lgthEX  ξ̂E(lgthX). Hence the
equality lgth Sˇ(j)+ lgthX = lgthX and the obvious inequality lgth Imh lgthEX yield
lgthEX = êj + lgth Imh
 êj + lgthEX
 ξ̂E
(
lgth Sˇ(j)
)+ ξ̂E(lgthX)
= ξ̂E
(
lgth Sˇ(j)+ lgthX)
= ξ̂E(lgthX)
and we are done.
Now assume that v = (vj )j∈IE is a non-negative vector in K0(CE) ∼= Z(IE). Obviously,
there is at most finitely many non-negative vectors w = (wj )j∈IC in K0(C) ∼= Z(IC) such that
0  w  ξ̂E(v). Then, by the definition of K-tameness of C, there exist C–K[t]-bimodules
L(1), . . . ,L(rv), that are finitely generated free K[t]-modules, such that all but finitely many inde-
composable left comodules M in C-comod with lgthM  ξ̂E(v) are of the form M ∼= L(s) ⊗K1λ ,
where s  rv , K1λ = K[t]/(t − λ) and λ ∈ K . By applying the functor resE to the C–K[t]-
bimodules L(1), . . . ,L(rv) we have the CE–K[t]-bimodules L˜(1) = resE L(1), . . . , L˜(rv) =
resE L(rv) that are finitely generated free K[t]-modules.
Let V be an indecomposable comodule in CE-comod with lgthV = v. By Theorem 2.10, the
C-comodule EV is indecomposable and lies in C-comod. The formula proved above yields
lgthEV  ξ̂E(v). By tameness of C, all but finitely many such comodules EV are of the
form EV ∼= L(s) ⊗ K1λ , where s  rv , K1λ = K[t]/(t − λ) and λ ∈ K . If EV ∼= L(s) ⊗ K1λ
then, according to Theorem 2.10, V ∼= resE(EV ) ∼= resE(L(s)) ⊗ K1λ ∼= L˜(s) ⊗ K1λ . It follows
that all but finitely many indecomposable left comodules V in CE-comod, with lgthV = v, are
of the form V ∼= L˜(s) ⊗ K1λ , that is, the coalgebra CE is of K-tame comodule type. Hence we
also conclude that the inequality μ1CE (v)
∑
0wξ̂E(v) μ
1
C(w) holds. The remaining statement
of (b1) follows in a similar way.
(b2) Assume that the coalgebra CE is of K-wild comodule type and the functor E :
CE-comod → C-comod is exact. Let Γ3(K) =
(
K K3
0 K
)
. Then there exists an exact K-linear
functor T : modΓ3(K) → CE-comod that carries indecomposables to indecomposables and re-
spects the isomorphism classes, i.e. T (X) ∼= T (Y ) implies X ∼= Y , see [26]. By Theorem 2.10,
the functor E is fully faithful. Since, by assumption, E is exact, then the composite func-
tor E ◦ T : modΓ3(K) → C-comod is exact, carries indecomposables to indecomposables and
respects the isomorphism classes. This shows that C is of K-wild comodule type. 
Corollary 2.18. If the coalgebra C is right semiperfect (see [15]) then the statements (b1) and
(b2) of Corollary 2.16 hold.
470 D. Simson / Journal of Algebra 312 (2007) 455–4943. Finitely E-copresented comodules
Now we study the category C-ComodEf c of finitely E-copresented comodules in case E
is socle-finite, that is, E = EU = ⊕j∈U E(j), where U is a finite subset U ⊆ IC of IC .
Then the category C-ComodEf c consists of all comodules N in C-Comod that have a finite E-
copresentation 0 → N → E0 → E1, where E0 and E1 are finite direct sums of the comodules
E(j), with j ∈ U .
We associate to E and U the K-algebra
RU = EndC E = EndC EU (3.1)
and, following [23, p. 110] and [31, (2.12)], we define the contravariant K-linear exact functor
h• :C-ComodUf c → RU -fp (3.2)
by the formula hN = HomC(N,E), where RU -fp is the category of finitely presented left RU -
modules. Now we prove the following simple useful result, by applying [23, p. 110] and [24].
Proposition 3.3. Assume that C is a basic K-coalgebra with the decomposition (2.3).
(a) Given a finite subset U ⊆ IC and the socle-finite injective comodule E = EU =⊕j∈U E(j),
the functor h• :C-ComodUf c → RU -fp (3.2) is a contravariant K-linear equivalence of cat-
egories.
(b) Assume that the K-algebra RU is finite dimensional. Then C∗E = RU , the standard duality
RU -fp = RU -mod D−→ (modRU)
op and the functor (3.2) induce an equivalence of categories
HU :C-ComodUf c
−→ modRU (3.4)
making the following diagram commutative
modRU

Φ ∼=
CE-comod 
resE C-ComodUf c





HU
(3.5)
where Φ is the composite equivalence modRU ∼= dis(C∗E) = rat(C∗E) = CE-comod, see [26,
Theorem 4.3]. If the coalgebra C is hereditary then the K-algebra RU is also hereditary.
(c) Assume that dimK RU is finite. The functor HU carries almost split sequences lying in
C-ComodU to almost split sequences in modRU . Moreover, for each M in C-ComodEU ,f c f c
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(4.2) and dimN is the dimension vector of an RU -module N . In particular, we have
ξU
(
dimhM
)= ξU (dimHUM) = lgthM, (3.6)
if the support supp(M) = supp(lgthM) = {p ∈ IC; (lgthM)p = p(M) = 0} of the co-
module M is contained in U , where ξU :ZU → Z(IC) is the abelian group monomorphism
w = (wj )j∈U → ξU (w) = (wj )j∈IC ∈ Z(IC), with
wj =
{
wj , for j ∈ U,
0, for j ∈ IC \U .
Proof. (a) If N is a comodule in C-ComodUf c then N has a finite E-copresentation 0 → N →
E0 → E1, where E0 and E1 are finite direct sums of indecomposable summands of E = EU . The
induced sequence of left RU -modules hE1 → hE0 → hN → 0 is exact and the left RU -modules
hE0 , hE1 are finitely generated projective because, by the assumption on E0 and E1, the left
RU -modules hE0 = HomC(E0,E) and hE1 = HomC(E1,E) are direct sums of indecomposable
summands of RU = HomC(E,E) ∼=⊕j∈U HomC(E(j),E) =⊕j∈U hE(j). This shows that hN
is in RU -fp. It is clear that each finitely generated indecomposable projective left RU -module is
of the form hE(j), with j ∈ U and, hence, each finitely generated module in RU -fp is of the form
hN , where N is in C-ComodUf c. The standard arguments show that the exact functor h• is an
equivalence of categories, see Proposition 2.5 in [23] and its proof.
(b) Assume that the coalgebra CE is finite dimensional. Then we have a standard duality
D :RU -fp = RU -mod ∼= (modRU)op . By (a), the functor (3.2) induces K-linear equivalences of
categories C-ComodUf c ∼= (RU -fp)op ∼= modRU . Hence easily follows that the diagram (3.5) is
commutative.
Assume that the coalgebra C is hereditary. To show that the K-algebra RU is hereditary, take
a minimal projective presentation P1 f−→ P0 → X → 0 of a module X in RU -mod. Since the
functor (3.4) is an equivalence of categories, there exist a homomorphism ϕ :E0 → E1 between
injective comodules E0 and E1 in C-ComodUf c such that P0 = hE0 , P1 = hE1 , f = hϕ , and
0 → N → E0 ϕ−→ E1 is a minimal injective presentation of N = Kerϕ. Since C is hereditary, ϕ
is surjective and, hence, f = hϕ is injective, because the comodule E is injective. Consequently,
the algebra RU is hereditary.
(c) Assume that dimK RU is finite. Since HU is a K-linear equivalence of categories then,
given M in C-ComodUf c and j ∈ U , there are K-linear isomorphisms HomC(M,E(j)) ∼=
HomRU (P (j),hM) ∼= HomRU (HUM,DP(j)), where P(j) = hE(j) is viewed as a left ideal
of RU . Since {P(j)}j∈U is a complete set of pairwise non-isomorphic indecomposable projec-
tive left RU -modules then
dimN = (dimK HomRU (P(j),N))j∈U = (dimK HomRU (DM,DP(j)))j∈U ,
for each a left RU -module N . Hence we get
(lgthM)j = dimK HomC
(
M,E(j)
)= dimK HomRU (P(j),hM)
= (dimhM)
j
= (dimHUM)j ,
for all j ∈ U . Since the remaining statements of (c) are easily seen, the proof is complete. 
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Let C be a basic K-coalgebra with fixed decompositions (2.3). We recall that the composition
length function lgth :C-comod → Z(IC) is extended in [31] from comodules of finite dimension
to a class of infinite dimensional C-comodules, called computable comodules. We recall that a
left C-comodule M in C-Comod is defined to be computable if the number
j (M) = 1
sj
· dimK HomC
(
M,E(j)
)
, with sj = dimK S(j) = dimK EndC S(j), (4.1)
called the composition S(j)-length of M , is finite, for each j ∈ IC . Note that if the field K is
algebraically closed then sj = 1 and j (M) = dimK HomC(M,E(j)).
The coalgebra C is defined to be Hom-computable (or piecewise Hom-finite), if each inde-
composable injective left C-comodule is computable [31].
If M is a computable C-comodule, the integral vector
lgthM = (j (M))j∈IC ∈ ZIC , (4.2)
is called the composition length vector of M , where ZIC is the direct product of IC copies of
the free abelian group Z. The cardinal number (finite or infinite)
lgth(M) =
∑
j∈IC
j (M) (4.3)
is called the composition length of the comodule M . It is clear that every finite dimensional
comodule M over any coalgebra C is computable and its composition length lgth(M) is finite.
It was shown in [31] that for any comodule M with the socle filtration
soc0 M ⊆ soc1 M ⊆ · · · ⊆ socm M ⊆ · · · ⊆ M,
we have j (M) =∑∞m=0 j (Mm), for each j ∈ IC , where j (Mm) is the multiplicity the sim-
ple comodule S(j) appears as a summand in a semisimple decomposition of the semisimple
comodule Mm = socm M/ socm−1 M .
The length function lgth is additive on computable modules, because given an exact sequence
0 → M ′ → M → M ′′ → 0 in C-Comod, the comodule M is computable if and only if the
comodules M ′ and M ′′ are computable, and moreover lgthM = lgthM ′ + lgthM ′′. The category
C-Comp of computable left C-comodules is abelian, contains the category C-comod, and is
closed under subobjects, finite direct sums and extensions in the category C-Comod. If M and N
are computable then dimK HomC(M,N) is finite. In particular, EndC E is a finite dimensional
algebra, if E is a computable injective comodule, see [31].
Note that every right semiperfect (or left semiperfect) coalgebra [15] is Hom-computable. It
is shown in [32] that the incidence K-coalgebra KI of an intervally finite poset I is Hom-
computable. The path K-coalgebra KQ of a quiver Q is Hom-computable if and only if Q is
intervally finite, that is, for each pair a, b of vertices of Q, the set Q(a,b) of all paths from a to
b in Q is finite, see [31].
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is finite, up to isomorphism. Then C is Hom-computable if and only if C is Morita equivalent
with a finite dimensional coalgebra.
Proof. We recall from [24, p. 404], (see also [4] and [26, Proposition 5.6]) that for every K-
coalgebra C there exists a basic K-coalgebra Cb such that C and Cb are Morita equivalent
(that is, there exists an equivalence of categories C-Comod ∼= Cb-Comod), and these two con-
ditions determine Cb uniquely, up to a K-coalgebra isomorphism. Since the definition of a
Hom-computable coalgebra is obviously Morita invariant then, without loss of generality, we
can suppose that C = Cb is basic and has a decompositions (2.3). By our assumption, the num-
ber of simple left C-comodules is finite, up to isomorphism. This means that the set IC is finite.
If dimK C is finite then obviously C is Hom-computable. Conversely, assume that C is Hom-
computable and apply Theorem 2.10 to E = C. It follows that the functors (2.9) define an
equivalence of categories CE-Comod ∼= C-Comod. By Proposition 2.7, the coalgebra CE is ba-
sic. Since C is also supposed to be basic, then there is a coalgebra isomorphism C ∼= CE . By
[31, Proposition 2.9], dimK HomC(M,N) is finite, for each pair M and N of computable co-
modules. Since the comodule E = C is computable, then dimK EndC E is finite and, according
to Proposition 2.7(c), dimK CE = dimK(EndC E)◦ = dimK(EndC E)∗ = dimK EndC E is finite.
This finishes the proof. 
Throughout we need the following notation. Given a ∈ IC , we define the subset
IC(a) =
{
j ∈ IC; HomC
(
S(j),E(a)/S(a)
) = 0} (4.5)
of IC . It is easily seen that IC(a) is the set of immediate predecessors [1] of the vertex a in
the left Gabriel quiver (CQ,C d) of C, where CQ = IC , see [12] and [30]. We say that a subset
U ⊆ IC of IC is predecessor closed, if IC(a) ⊆ U , for any a ∈ U .
Proposition 4.6. Assume that C is a basic K-coalgebra with fixed decompositions (2.3). Let CE
be the colocalisation 2.6 of C at an injective comodule E with a decomposition E =⊕j∈IE E(j)
and IE ⊆ IC .
(a) If the set IE is finite and the comodule E is computable then dimK CE is finite.
(b) Assume that IC(a) ⊆ IE , for any a ∈ IE . The colocalising embedding E :CE-Comod →
C-Comod in (2.9) carries simple comodules to simple ones and restricts to the embedding
E :CE-Comp → C-Comp making the following diagram
CE-Comp
E
lgth
ZIE
ξE
C-Comp
lgth
ZIC ,
(4.7)
commutative, where ξE is the group monomorphism (2.15). If Y is a computable comodule in
CE-Comod then j (EY) = j (Y ), for all j ∈ IE ⊆ IC . Moreover, if the coalgebra C is Hom-
computable, then CE is also Hom-computable.
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dimension dimK HomC(E,E(j)) is finite, for each j ∈ IE , and therefore dimK EndC(E) =∑
j∈IE dimK HomC(E,E(j)) is finite. Consequently, the coalgebra CE ∼= (EndC E)◦ ∼=
(EndC E)∗ is finite dimensional.
(b) Assume that Y is a computable comodule in CE-Comod. Since IC(a) ⊆ IE , for any
a ∈ IE , and the functor E is fully faithful then, according to Proposition 2.7 and Corol-
lary 2.16, there are a comodule isomorphism EEˇ(j) ∼= E(j), vector space isomorphism
HomCE (Eˇ(i), Eˇ(j)) ∼= HomC(EEˇ(i),EEˇ(j)) ∼= HomC(E(i),E(j)), for all i, j ∈ IE , and
K-algebra isomorphisms EndC Eˇ(j) ∼= EndC(EEˇ(j)) ∼= EndC E(j), for any j ∈ IE . If we set
Bj = EndC E(j) then, in view of [31, Proposition 2.5(b)], we get
j (Y ) = lgthBj HomCE
(
Y, Eˇ(j)
)= lgthBj HomC(EY,E(j))= j (EY),
for all j ∈ IE ⊆ IC . Then, in view of Corollary 2.16, (b) follows. 
To any Hom-computable basic K-coalgebra C with fixed decompositions (2.3) we associate
in [31] the left composition factors matrix defined to be the square IC × IC matrix
CF = [ij ]i,j∈IC ∈ MIC (Z), (4.8)
with ji = i(E(j)) = 1si · dimK HomC(E(j),E(i)), where si = dimK EndC S(i) =
dimK EndC S(i), for all i, j ∈ IC . In other words, for each j ∈ IC , the j th row of CF is the
length vector e(j) = lgthE(j) ∈ ZIC of the indecomposable injective left C-comodule E(j).
The left Cartan matrix of C is the integral square IC × IC matrix
CF̂ = CF · CS = [̂ij ]i,j∈IC ∈ MIC (Z), (4.9)
where CS = diag[sj ] is the IC × IC diagonal matrix with sj = dimK S(j) = dimK EndC S(j) on
the (j, j) entry, and ̂j i = sj ji = jisi = dimK HomC(E(j),E(i)), for all i, j ∈ IC .
If the composition length matrix CF of C admits a left inverse CF−1 ∈ MIC (Z), then the
Euler bilinear form
bC :Z
(IC) × Z(IC) → Z (4.10)
of C is defined by the formula bC(x, y) = x · (CS · CF−tr ) · ytr , for x, y ∈ Z(IC), where CF−tr =
(CF
−1)tr .
Assume that C is a Hom-computable coalgebra. We would like to use the colocalisation pro-
cedure developed in Section 2 to compute the inverse CF−1 of the left composition factors matrix
CF of the coalgebra C. To formulate our main reduction we need a definition.
Definition 4.11. Assume that C a Hom-computable coalgebra and the left composition factors
matrix CF = [ij ] ∈ MIC (Z) has a left inverse CF−1 = [dij ] in MIC (Z).
(a) A subset U of IC is left CF -convex if together with any pair i, j ∈ U all elements s ∈ IC
such that dis · sj = 0 also belong to U .
(b) A subset U of IC is said to be right CF -convex if together with any pair i, j ∈ U all elements
s ∈ IC such that is · dsj = 0 also belong to U .
(c) A subset U of IC is said to be CF -convex if it is both left and right CF -convex.
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sitions (2.3) and that the left composition factors matrix CF = [ij ] ∈ MIC (Z) of C has a left
inverse CF−1 = [dij ]. Let C = CE be the colocalisation 2.6 of C at an injective comodule E
with a decomposition E =⊕j∈IE E(j), and assume that IE ⊆ IC is a predecessor closed subset
of IC .
(a) The coalgebra C is Hom-computable and the left composition factors matrix CF ∈ MIE (Z)
of C is the restriction of CF to the subset IE of IC .
(b) If IE is a left CF -convex subset of IC then CF ∈ MIE (Z) has a left inverse CF−1 ∈ MIE (Z)
and CF−1 is the restriction of CF−1 to the subset IE of IC . Moreover, the Euler form
bC :Z
(IE) × Z(IE) → Z of C is the restriction of the Euler form bC of C to Z(IE) × Z(IE),
that is, the following diagram
Z(IC) × Z(IC)
bC
Z
Z(IE) × Z(IE)
ξE×ξE
bC
(4.13)
is commutative.
Proof. (a) Since IE is a predecessor closed subset of IC then IC(a) ⊆ IE , for any a ∈ IE .
It follows from Corollary 2.14 that EEˇ(j) ∼= E(j) and ESˇ(j) = S(j), for each j ∈ IE .
Since the functor E is fully faithful then, for each i, j ∈ IE , E induces and isomorphism
HomCE (Eˇ(j), Eˇ(i)) ∼= HomC(E(j),E(i)) and we get
′ji =
1
sj
· HomCE
(
Eˇ(j), Eˇ(i)
)= 1
sj
· HomC
(
E(j),E(i)
)= ji,
where sj = dimK S(j). This shows that CE is Hom-computable and that the composition factors
matrix CF = [′ij ] ∈ MIE (Z) of C is the restriction of CF to IE .
(b) Let D′ = [d ′ij ] ∈ MIC (Z) be the restriction of CF−1 to IE , that is, d ′ij = dij , for all
i, j ∈ IE . Since IE is left CF -convex and CF−1 · CF = E (the identity matrix) then, given
i, j ∈ IE , we get
∑
s∈IE
d ′is · ′sj =
∑
s∈IE
dis · sj =
∑
s∈IC
dis · sj =
{
1, for i = j ,
0, for i = j .
This shows that D′ · CF = E, and the first statement in (b) follows.
To finish the proof, given two vectors v,w ∈ Z(IE), we form the vectors v = ξE(v) and w =
ξE(w) in Z(IC) with vj = 0 and wj = 0, for j ∈ IC \ IE , see (2.15). Then, in view of the first part
of (b), we get bC(ξE(v), ξE(w)) = bC(v,w) = v · (CF−1)tr · wtr = v · (D′)tr · wtr = bC(v,w).
This finishes the proof. 
We recall from [31] that a basic coalgebra C is called a left Euler coalgebra if C is Hom-
computable and the following two conditions are satisfied.
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(b) Every simple left C-comodule S(j) admits an injective resolution
0 → S(j) h
(j)
0−−→ E(j)0
h
(j)
1−−→ E(j)1
h
(j)
2−−→ · · · h
(j)
n−−→ E(j)n
h
(j)
n+1−−−→ E(j)n+1 → ·· ·
such that E(j)m is socle-finite, for m  0, and for each i ∈ IC there exists mi  0 such that
HomC(E
(j)
r ,E(i)) = 0, for all r mi .
It is shown in [31, Theorem 4.17] that the composition factors matrix CF of any left Euler
coalgebra C has a left inverse CF−1, and the Euler characteristic
χC(M,N) =
∞∑
j=0
(−1)j dimK ExtjC(M,N)
is a well defined integer, for each pair M , N of comodules in C-comod. Moreover, a Z-bilinear
map
∂C :Z
(IC) × Z(IC) → Z, (4.14)
called the Euler defect of C, is defined by associating to each pair M , N of comodules in
C-comod the integer
∂C(M,N) = (−1)n · [lgthM] · CS · CF−tr · [lgthΩn+1N ]tr ,
where CF−tr = (CF−1)tr , Ωn+1N is the n + 1th cosyzygy comodule of N and n = nMN  0 is
the minimal integer such that ExtjC(M,N) = 0, for all j  n+ 1.
It is shown in [31] that (M,N) → ∂C(M,N) is an additive function in each of the variables
M and N , and in view of the isomorphism K0(C) ∼= Z(IC), it defines the Z-bilinear map (4.14)
and the following equality holds
bC(lgthM, lgthN) = χC(M,N)+ ∂C(M,N), (4.15)
for any pair M , N of comodules in C-comod.
In the study of the Euler defect ∂C(M,N) the following definition is very useful.
Definition 4.16. Let C be a Hom-computable basic coalgebra as above and suppose that the ma-
trix CF has an inverse CF−1 = [dij ] ∈ MIC (Z). Given any pair M , Z of comodules in C-Comod,
we define the subset
SM,Z =
{
r ∈ IC; r(Z) · drj · j (M) = 0, for some j ∈ IC
} (4.17)
of IC . A subset U of IC is called (M,Z)-complete, if SM,Z is contained in U .
Lemma 4.18. Assume that C is a Hom-computable basic coalgebra as in 4.16, M is a comodule
in C-comod, and Z is a computable comodule in C-Comod.
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(b) If SM,Z is finite then
[lgthM] · CF−tr · [lgthZ]tr =
[ ∑
j∈IC
∑
r∈SM,Z
r (Z) · drj · j (M)
]
.
(c) Assume that Z is a comodule in C-comod, or Z = E(p), with p ∈ IC , or Z = ΩnN , where
n  1, N lies in C-Comod and the minimal injective resolution of N is computable and
socle-finite. Then SM,Z is a finite subset of IC .
(d) If Z,Z1, . . . ,Zt are computable comodules such that lgthZ = μ1(lgthZ1) + · · · +
μt(lgthZt), where μ1, . . . ,μt ∈ Z, then SM,Z ⊆ SM,Z1 ∪ · · · ∪ SM,Zt ⊆ ZIC .
(e) Assume that U ⊆ IC is an CF -convex subset of IC . If j (M) = 0, for all j /∈ U , and N is a
comodule in C-Comod such that the minimal injective resolution of N is computable, socle-
finite and each of its terms ENn , n 0, is a finite direct sum of comodules E(p), with p ∈ U ,
then U contains each of the sets SM,S(p), with p ∈ U , SM,N , SM,ENn , and SM,ΩnN , for all
n 0.
Proof. Since M lies in C-comod then j (M) = 0, for at most finitely many j ∈ IC . It follows
from the definition that
[lgthM] · CF−tr · [lgthZ]tr =
[ ∑
j∈IC
∑
r∈IC
r (Z) · drj · j (M)
]
=
[ ∑
j∈IC
∑
r∈SM,Z
r (Z) · drj · j (M)
]
.
The second equality follows from the definition of SM,Z . Since j (M) = 0, for at most finitely
many j ∈ IC , then the right-hand side sum is finite if and only if the set SM,Z is finite. This
proves (a) and (b).
(c) It follows from [31, Lemma 4.10(iii)] that the multiplication [lgthM] · CF−tr · [lgthZ]tr
is defined if the integral vector lgthZ belongs to the subgroup K+0 (C) of ZIC generated by the
vectors ej = lgthS(j) and e(j) = lgthE(j), with j ∈ IC . In this case, by [31, Lemma 4.10(iii)],
the sum
∑
j∈IC
∑
r∈SM,Z r (Z) ·sj ·drj ·j (M), with sj = dimK S(j), is finite. Hence (c) follows,
in case dimK Z is finite, or Z is an injective comodule E(p), with p ∈ IC .
Now assume that Z = ΩnN , n 1, and N is as in the lemma. Since C is Hom-computable
and the minimal injective resolution of N is socle-finite then there is an exact sequence
0 → N h
N
0−−→ EN0
hN1−−→ EN1
hN2−−→ · · · h
N
n−1−−−→ ENn−1 → ΩnN → 0, (∗)
EN0 , . . . ,E
N
n−1 are socle-finite computable injective comodules and the comodule ΩnN is com-
putable. Then summing up the composition length vectors yields
lgthN =
n−1∑
(−1)m lgthENm + (−1)n lgthΩnN. (∗∗)
m=0
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vectors lgthENm is a finite sum of the vectors e(j) = lgthE(j), with j ∈ IC . It follows that
the integral vector lgthΩnN belongs to the subgroup K+0 (C) of ZIC generated by the vectors
ej = lgthS(j) and e(j) = lgthE(j), with j ∈ IC . Then the first part of the proof applies to
Z = ΩnN , and the proof of (c) is complete.
(d) Let r ∈ SM,Z . Then there exists j ∈ IC such that r(Z) · drj · j (M) = 0. Since, by
our assumption, lgthZ = μ1(lgthZ1)+ · · · +μt(lgthZt), where μ1, . . . ,μt ∈ Z, then r(Z) =
μ1r(Z1)+ · · · +μtr(Zt ) and we get
0 = r(Z) · drj · j (M) =
(
μ1r(Z1)+ · · · +μtr(Zt )
) · drj · j (M)
= μ1r(Z1) · drj · j (M)+ · · · +μtr(Zt ) · drj · j (M).
It follows that there exists c ∈ {1, . . . , t} such that r(Zc) · drj · j (M) = 0. This means that
r ∈ SM,Zc ⊆ SM,Z1 ∪ · · · ∪ SM,Zt .
(e) First we assume that Z = S(p) and p ∈ U . Then r(Z) = 1, for r = p, and r(Z) = 0,
for each r = p. Hence, if r ∈ SM,Z , then r(Z) · drj · j (M) = 0 and therefore r = p ∈ U .
Consequently, SM,Z ⊆ U .
Next we assume that Z = E(p) and p ∈ U . By our assumption, j (M) = 0 implies j ∈ U .
Note that r(Z) = 1sr dimK HomC(Z,E(r)) = pr . Hence, if r ∈ SM,Z , then r(Z) ·drj ·j (M) =
pr · drj · j (M) = 0, for some j ∈ U . It follows that pr · drj = 0 and, hence, r ∈ U , because U
is CF -convex. Consequently, SM,Z ⊆ U .
Now assume that Z = ENn is the nth term of the minimal injective resolution of N , see (∗).
Then Z is a finite direct sum of the comodules E(p), with p ∈ U , and therefore lgthZ =
μ1 lgthE(p1) + · · · + μt lgthE(pt ), where μ1, . . . ,μt ∈ Z and p1, . . . , pt ∈ U . By applying
(d) and the fact proved above, we get SM,Z ⊆ SM,E(p1) ∪ · · · ∪ SM,E(pt ) ⊆ U .
Further, assume that the comodule N is as in (e) and Z = N . By Corollary 2.14(e), lgthZ =
μ1 lgthS(p1) + · · · + μt lgthS(pt ), where μ1, . . . ,μt ∈ Z and p1, . . . , pt ∈ U . By applying (d)
as above, we get SM,Z ⊆ SM,S(p1) ∪ · · · ∪ SM,S(pt ) ⊆ U .
Finally, assume that Z = ΩnN , N is as in (e), and n 1. In view of the exact sequence (∗),
we get the equality (∗∗), where the vector lgthN is a finite sum of the vectors ej = lgthS(j),
with j ∈ U , and each of the vectors lgthENm is a finite sum of the vectors e(j) = lgthE(j),
with j ∈ U . It follows that the integral vector lgthΩnN belongs to the subgroup K+0 (C) of ZIC
generated by the vectors ej = lgthS(j) and e(j) = lgthE(j), with j ∈ U . By applying (d) again
as above, we get SM,Z ⊆ U . This finishes the proof. 
Proposition 4.19. Assume that C is a left Euler basic K-coalgebra with fixed decompositions
(2.3). Let C = CE be the colocalisation 2.6 of C at an injective comodule E with a decomposi-
tion E =⊕j∈IE E(j), and assume that IE ⊆ IC is a predecessor closed subset of IC .
(a) If, for each p ∈ IE , the minimal injective resolution of the simple comodule S(p) lies in
C-ComodE then C is a left Euler coalgebra, K0(C) ∼= ZIE , and the left inverse of the com-
position factors matrix CF ∈ MIE (Z) of C is the restriction of CF−1 to the subset IE of IC .
(b) If M and N are finite dimensional comodules lying in C-ComodE and the minimal injective
resolution of N lies in C-ComodE , then χC(M,N) = χCE (resE M, resE N).
If, in addition, the set IE is CF -convex then ∂C(M,N) = ∂CE (resE M, resE N).
D. Simson / Journal of Algebra 312 (2007) 455–494 479Proof. (a) In the proof of [31, Theorem 4.18], the left inverse CF−1 of CF is constructed by
using the minimal injective resolution of any simple left C-comodule S(p). By our assump-
tion and Corollary 2.14, for each p ∈ IE , the left CE-comodule Sˇ(p) = resE S(p) is simple,
S(p) ∼=ESˇ(p), and the exact functor resE carries the minimal injective resolution of S(p) in
C-ComodE to an injective resolution of Sˇ(p) in CE-Comod. Then, by applying Proposition 2.7,
Corollary 2.14, and the construction in the proof of [31, Theorem 4.18], we get (a).
(b) It follows from Corollary 2.14 that the exact functor resE :C-ComodE → CE-Comod
induces an isomorphism ExtmC(M,N) ∼= ExtmCE(resE M, resE N), for any m  0. Hence we get
χC(M,N) = χCE(resE M, resE N).
To finish the proof, note that since N is a finite dimensional comodule in C-ComodE and the
functor resE is exact, then resE carries a minimal injective resolution
0 → N h
N
0−−→ EN0
hN1−−→ EN1
hN2−−→ · · · h
N
n−−→ ENn
hNn+1−−−→ ENn+1 → ·· ·
of N lying in C-ComodE to an injective resolution
0 → resE N hˇ
N
0−−→ EˇN0
hˇN1−−→ EˇN1
hˇN2−−→ · · · hˇ
N
n−−→ EˇNn
hˇNn+1−−−→ EˇNn+1 → ·· ·
of resE N in CE-Comod, see Proposition 2.7 and Corollary 2.14. Let n = nMN  0 be the
minimal integer such that ExtsC(M,N) = 0, for all s  n + 1. It follows that resE Ωn+1N is
isomorphic to the cosyzygy CE-comodule Ωn+1Nˇ of Nˇ = resE N . Hence, in view of Proposi-
tion 4.12(b), we get M ∼=E(resE M) and Ωn+1N ∼=EΩn+1Nˇ , and Corollary 2.14(e) yields
lgthM = ξE(lgth Mˇ).
Assume that CF−1 = [dij ] ∈ MIC (Z). Since the set IE is CF -convex then, according to
Lemma 4.18(e), IE contains the finite set SM,Ωn+1N , where n = nMN  0 is the minimal in-
teger such that ExtjC(M,N) = 0, for all j  n + 1. Hence, in view of Lemma 4.18 and [31,
Theorem 4.18(c2)], we get
∂C(M,N) = (−1)n · [lgthM] · CS · CF−tr · [lgthΩn+1N ]tr
= (−1)n ·
[ ∑
j∈IC
∑
r∈SM,Ωn+1N
r(Ωn+1N) · sj · drj · j (M)
]
= (−1)n ·
[ ∑
j∈IE
∑
r∈IE
r (Ωn+1N) · sj · drj · j (M)
]
= (−1)n · [ξE(lgth Mˇ)] · CS · CF−tr · [ξE(lgthΩn+1Nˇ)]tr
= (−1)n · [(lgth Mˇ)] · CS · CF−tr · [lgthΩn+1Nˇ ]tr
= ∂CE (resE M, resE N),
where C = CE , K0(C) ∼= Z(IE), and ξE :ZIE → ZIE is the group homomorphism (2.15). We
recall that, given v ∈ ZIE , the vector v = ξE(v) ∈ ZIC has vj = 0, for j /∈ IE . 
We finish this section by the following useful result.
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sitions (2.3). The following three conditions are equivalent.
(a) dimK C  ℵ0.
(b) dimK socC  ℵ0.
(c) |IC | ℵ0.
Proof. The implications (a) ⇒ (b) ⇒ (c) are obvious.
(c) ⇒ (a) Assume that |IC |  ℵ0. To prove that dimK C  ℵ0 it is enough to show that
dimK E(i)  ℵ0, for each i ∈ IC . Fix i ∈ IC and set M = E(i), M0 = 0, Mm = socm M , and
Mm = Mm/Mm−1, for m  1. Since M =⋃∞m=1 Mm and M1 = M1 = S(i) is of finite dimen-
sion, it remains to show that dimK Mm  ℵ0, for all m 2. For each j ∈ IC and m 2, the exact
sequences 0 → Mm → M and Mm → Mm → 0 induce the epimorphism HomC(M,E(j)) →
HomC(Mm,E(j)) and the monomorphism HomC(Mm,E(j)) → HomC(Mm,E(j)). Since C
is Hom-computable then dimK HomC(M,E(j)) = dimK HomC(E(i),E(j)) is finite. It follows
that dimK HomC(Mm,E(j))  dimK HomC(Mm,E(j))  ℵ0, and hence dimK Mm  ℵ0, be-
cause the comodule Mm is semisimple and |IC |  ℵ0. Hence, by induction on m  2, we
conclude that dimK Mm  ℵ0. This finishes the proof. 
The proof above yields.
Corollary 4.21. If C is a basic K-coalgebra with fixed decompositions (2.3) such that
dimK socC  ℵ0 and dimK dimK HomC(E(i),E(j)) ℵ0, for all i, j ∈ IC , then dimK C  ℵ0.
Assume that C is an arbitrary basic left cocoherent K-coalgebra and let N be a finitely cop-
resented left C-comodule. Then any minimal injective resolution
0 → N h
N
0−−→ EN0
hN1−−→ EN1
hN2−−→ · · · h
N
n−−→ ENn
hNn+1−−−→ ENn+1 → ·· · (4.22)
of N in C-Comodf c lies in C-Comod∞, that is, the comodules EN0 ,E
N
1 ,E
N
2 , . . . are socle-finite,
see [31, Proposition 3.1]. Following H. Bass, see [16], given a simple C-comodule S, a finitely
copresented left C-comodule N , and m 0, we define the mth Bass number (or a Betti number)
of the pair (S,N) to be the number μm(S,M)  0 of the indecomposable direct summands
isomorphic with E(S) in a fixed (finite) indecomposable decomposition of the mth term ENm of
the minimal injective resolution (4.22) of N . It is clear that μm(S,N) does not depend on the
choice of the minimal resolution (4.22) of N , nor on the indecomposable decomposition of the
injective comodule ENm , by the Krull–Remak–Schmidt–Azumaya theorem. It is easy to check
that
μm(S,N) = dimK Ext
m
C(S,N)
dimK EndC S
, (4.23)
and we get μm(S,N) = dimK ExtmC(S,N), if EndC S ∼= K .
In the study of tame comodule type of C the following two vectors are of importance, the
Bass vector of N
bassC(N) =
(
bsN0 , bs
N
1 , . . . , bs
N
m ,bs
N
m+1, . . .
)
, (4.24)
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bettiC(N) =
(
btNj
)
j∈IC , (4.25)
with btNj = (μ0(S(j),N),μ1(S(j),N), . . . ,μm(S(j),N),μm+1(S(j),N), . . .). An important
problem is to get a classification of all indecomposable comodules M in C-Comod∞ such that
bassC(M) = bassC(N), for a given N in C-Comod∞, see [31]. In particular, we would like to
characterise the left cocoherent coalgebras C such that every indecomposable C-comodule N in
C-Comod∞ is uniquely determined by the Bass vector bassC(N), up to isomorphism.
Corollary 4.26. Let C, E and C be as in 4.19 and assume that S(j) is finitely E-copresented, for
each j ∈ IE . If N lies in C-ComodE ∩ C-Comod∞ then the restriction of the vector bassC(N)
and bettiC(N) to IE = IC ⊆ IC is the vector bassC(resE N) and bettiC(resE N), respectively.
Proof. Apply (4.23) and Corollary 2.14. 
5. An inverse system of socle-countable colocalisations of a coalgebra
Let C be a basic K-coalgebra, socC C =⊕j∈IC S(j) and C =⊕j∈IC E(j) are the inde-
composable decompositions (2.3). We show that if, for each a ∈ IC , the quotient E(a)/S(a)
contains at most countably many pairwise non-isomorphic simple comodules S(j), then there is
an inverse system
BC =
{
CU ,fUV
}
U,V
(5.1)
of socle-countable coalgebras CU that are colocalisation quotients of C, where U ⊆ V run over
all finite subsets of IC . If C is Hom-computable, each of the coalgebras CU is Hom-computable
and dimK CU  ℵ0. We show that the tameness of C is a local/global property by proving that
the coalgebra C is of tame comodule type if and only if each of the colocalisation coalgebras CU
is of tame comodule type
Construction 5.2. Let C be a basic K-coalgebra with fixed decompositions (2.3).
(a) Given a non-empty subset U of IC , we construct a left predecessor closure of U to be the
union
U =
∞⋃
m=0
Um (5.3)
of the infinite chain U0 ,U

1 ,U

2 , . . . ,U

m , . . . of subsets of IC defined by setting U

0 = U
and Um+1 =
⋃
a∈Um IC(a), see (4.5). In other words, j ∈ IC belongs to Um+1 if and only
if the simple comodule S(j) embeds in some E(a)/S(a), with a ∈ Um .
(b) Consider the C-comodule EU =
⊕
j∈U E(j) and the coalgebra C

U = CEU = eEU CeEU ,
see 2.6 and 2.7. The coalgebra surjection
fU :C → CU , where fU = fEU , (5.4)
is called the predecessor closure colocalisation of C over U .
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Lemma 5.5. Assume that C is a basic K-coalgebra as in (5.1).
(a) The operation U →U is a topological closure operation on the subsets U of IC , that is, it
has the following properties:
(i) U ⊆U, (ii) (V ∪U) =V ∪U,
(iii) (U) =U, and (iv) ∅ = ∅.
(b) An element j ∈ IC belongs to U if and only if there is a path of valued arrows from j to
an element a ∈ U in the left Gabriel quiver of C, or equivalently, if and only if there is a
path E(j) → E(j1) → ·· · → E(jr) → E(a) of irreducible morphisms in C-inj, with a ∈ U ,
see [30].
(c) If a ∈U , then IC(a) ⊆U .
(d) If, for each a ∈ IC , the comodule E(a)/S(a) contains at most countably many pairwise non-
isomorphic simple comodules S(j) then, for any subset U of IC , with |U | ℵ0, the set U
is finite or countable.
Proof. The properties stated in (a) and (c) follow immediately from the definition of the opera-
tion U →U .
(b) In view of the K-linear isomorphism HomC(S(j),E(a)/S(a)) ∼= Ext1C(S(j), S(a)), see
the proof of Theorem 4.7 in [12], there is a valued arrow from j to a in (CQ, Cd) if and only if
HomC(S(j),E(a)/S(a)) = 0. Hence the first equivalence in (b) follows. The second equivalence
is a consequence of the first one and [30, Corollary 2.7(a)].
(d) By our assumptions, the set IC(a) is finite or countable, for any a ∈ IC . It follows that
the set Um+1 =
⋃
a∈Um IC(a) is finite or countable, if so is U

m . Hence, by induction on m 0,
each of the sets U0 ,U

1 ,U

2 , . . . ,U

m , . . . is finite or countable, and therefore their union U
is finite or countable. 
Corollary 5.6. Assume that C is a basic K-coalgebra as in (5.2) and let U be a non-empty
subset of IC .
(a) If M is a comodule in C-comod such that j (M) = 0, for all j ∈ IC \U , then M is EU -
copresented.
(b) The embedding EU :C

U -Comod → C-Comod (2.9) carries simple comodules to simple
ones, and restricts to the embedding EU :C

U -comod → C-comod. Moreover,
lgth(EU X) = ξE(lgthX), for any X in C

U -comod, where ξE :K0(C

U ) → K0(C) is the
group embedding (2.15).
Proof. (a) We prove that any comodule M in C-comod such that j (M) = 0, for all
j ∈ IC \ U , admits an EU -injective copresentation, that is, that there is a short exact se-
quence 0 → M → E0 → E1, where E0 and E0 are direct sums of copies of the comodules E(j),
with j ∈U .
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to a simple comodule S(a), with a ∈ U . It follows from Lemma 5.5(c) that IC(a) ⊆ U .
This means that every simple subcomodule of E(a)/S(a) is isomorphic to a comodule S(j),
with j ∈U . Consequently, there is an exact sequence 0 → S(a) → E(a) → E1, where E1 is
a direct sum of copies of the comodules E(j), with j ∈U . This proves our claim for M with
lgth(M) = 1. The inductive step follows by standard homological algebra arguments.
(b) In view of Lemma 5.2(c), for any a ∈ U , every simple subcomodule of E(a)/S(a) is
isomorphic to a comodule S(j), with j ∈ U . Then Corollary 2.14(f) applies to E = EU and
yields (b). 
A C-comodule M is called socle-countable, if dimK socM  ℵ0.
Now we are able to prove the main result of this section.
Theorem 5.7. Assume that C is a basic K-coalgebra as in (5.2) and that, for each a ∈ IC , the
left C-comodule E(a)/S(a) contains at most countably many pairwise non-isomorphic simple
comodules S(j).
(a) For any pair U ⊆ V of finite subsets of IC , the colocalisation coalgebras CU and CV are
socle-finite or socle-countable, and there exits a unique coalgebra surjection fUV :CV →
CU such that fUV fU = fV , where fU and fV are the coalgebra surjections (5.4). More-
over, BC = {CU ,fUV }U,V (5.1) is a directed inverse system of coalgebra surjections, where
U ⊆ V run over all of finite subsets of IC . If C is Hom-computable then CU is also Hom-
computable and dimK CU  ℵ0, for any finite subset U of IC .
(b) For any pair U ⊆ V of finite subsets of IC , there are commutative diagrams
CV -comod

E
V
C-comod
CU -comod

Eˇ
U 
E
U
CU
fU
C
CV
fUV
fV
(5.8)
and the functors carry simple comodules to simple ones.
(c) The category C-comod is a directed union of the subcategories ImEV , where U runs over
all finite subsets of IC . The category ImEV consists of all E

V -copresented comodules in
C-comod.
(d) The K-coalgebra C is of tame comodule type if and only if CU is of tame comodule type,for any finite subset U of IC .
Proof. (a) Assume that U is a finite subset of IC It follows from our assumption and Lemma 5.6
that |U |  ℵ0. Then the coalgebra CU is socle-finite or socle-countable, because soc CU ∼=⊕
a∈U Sˇ(a), by Proposition 2.7 applied to E = EU . If C is Hom-computable then, according
to Propositions 4.6 and 4.20, the colocalisation CU is also Hom-computable and dimK C

U  ℵ0.
Assume that U ⊆ V are finite subsets of IC Then Lemma 5.2 yields U ⊆ V ⊆ IC . By
Proposition 2.7, applied to E = EU , there are a left comodule isomorphism CV ∼=
⊕
a∈U Eˇ(a)
and a coalgebra isomorphisms C ∼= (EndC E)◦ ∼= (EndC Eˇ)◦, where Eˇ =
⊕
a∈U Eˇ(a)U U V U U
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there is a unique coalgebra surjection fUV :CV → CU such that fUV fV = fU . Hence easily
follows that BC = {CU ,fUV }U,V (5.1) is a directed inverse system of coalgebras. This finishes
the proof of (a).
(b) Apply the proof above, Theorem 2.10, Corollaries 2.14(f) and 5.6(b).
(c) By Theorem 2.10(d), the image of the functor EV :C

V -Comod → C-Comod consists
of EV -copresented C-comodules. Hence the second statement in (c) follows. To prove the first
one, assume that U1, . . . ,Um are finite subsets of IC and let V = U1 ∪ · · · ∪Um. By Lemma 5.2,
V = U1 ∪ · · · ∪ Um and, according to (b), the category ImEV contains the categories
ImEU1
, . . . , ImEUm . This shows that the family {ImEV }U of subcategories of C-comod is
directed. Now we show that C-comod =⋃U ImEU , where U runs over all finite subsets of IC .
Let M be a non-zero comodule in C-comod. Then the vector lgthM = (j (M))j∈IC ∈ Z(IC) has
only finitely many non-zero coordinates. Let U ⊆ IC be a finite subset of IC such that j (M) = 0,
for all j ∈ IC \U . Hence j (M) = 0, for all j ∈ IC \U and, according to Corollary 5.6(a), the
comodule M is EU -copresented, that is, M belongs to ImEU , by the second part of (c) proved
above. This finishes the proof of (c).
(d) To prove the necessity, assume that the coalgebra C is of tame comodule type. Let U be
a finite subset of IC . By Corollary 5.3(b), the functor EU carries simple comodules to simple
ones. Then, according to Corollary 2.16(b1) applied to E = EU , the coalgebra CU is of tame
comodule type.
To prove the sufficiency, assume that the coalgebra CU is of tame comodule type, for any
finite subset U of IC . Fix a vector v = (vj )j∈IC ∈ Z(IC). Since v has only finitely many non-
zero coordinates, there exists a finite set U ⊆ IC such that vj = 0, for all j ∈ IC \ U ; hence
vj = 0, for all j ∈ IC \U . It follows from Proposition 2.7 that v ∈ Z(U) = K0(CU ). Since the
coalgebra CU is of tame comodule type then there exist C

U –K[t]-bimodules L(1), . . . ,L(rv),
that are finitely generated free K[t]-modules, such that all but finitely many indecomposable
left comodules X in CU -comod with lgthX = v are of the form X ∼= L(s) ⊗ K1λ , where s 
rv , K
1
λ = K[t]/(t − λ) and λ ∈ K . By applying the functor EU to the C

U –K[t]-bimodules
L(1), . . . ,L(rv) we get the C–K[t]-bimodules L̂(1) = EU L(1), . . . , L̂(rv) = EU L(rv) that are
finitely generated free K[t]-modules.
It follows from Corollary 5.6(a) that every indecomposable comodule M in C-comod such
that lgthM = v is EU -copresented and, by (c), the comodule M lies in ImU . It follows from
Theorem 2.10 and Corollary 2.14(f) that the CU -comodule Mˇ = resEU M is indecomposable and
ξE(lgth Mˇ) = lgthM = v ∈ K0(CU ). Consequently, all but finitely many such indecomposable
left comodules Mˇ in CU -comod are of the form Mˇ ∼= L(s) ⊗K1λ . Since, for all but finitely many
scalars λ ∈ K , there are isomorphisms
M ∼=EU Mˇ ∼=EU
(
L(s) ⊗K1λ
)∼=EU (L(s))⊗K1λ = L̂(s) ⊗K1λ,
then all but finitely many indecomposable left comodules M in C-comod with lgthM = v are of
the form M ∼= L̂(s) ⊗K1λ . This shows that the coalgebra C is of tame comodule type, and finishes
the proof. 
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In this section we assume that C is a basic Hom-computable K-coalgebra, socCC =⊕
j∈IC S(j) and C =
⊕
j∈IC E(j) are the indecomposable decompositions (2.3). One of the
problems we need to solve is to decide when the Euler defect (4.14)
∂C :Z
(IC) × Z(IC) → Z
of C is zero. A partial solution is given by applying the technique developed in Sections 2,
4, and 5. We show in Sections 6 and 7 that, by applying the localising embedding functors
E and resE of Section 2, the problem reduces to countably dimensional coalgebras of the
form CE . Given two comodules M and N in C-comod, we construct below an injective co-
module E = EMN such that the colocalisation quotient coalgebra CMN = CE of C is Hom-
computable, dimK socCMN  ℵ0, the Euler form bCMN of CMN is the restriction of bC to
IE ⊆ IC , ∂C(M,N) = ∂CMN (resE M, resE N), and χC(M,N) = χCMN (resE M, resE N).
Construction 6.1. Let C be a basic Hom-finite K-coalgebra with fixed decompositions (2.3).
Assume that the left composition factors matrix CF = [ij ] ∈ MIC (Z) of C has the inverse
CF
−1 = [dij ] in MIC (Z).
(a) Given a non-empty subset U of IC , we construct an CF -convex closure of U to be the
union
Û =
∞⋃
m=0
Um (6.2)
of the infinite chain U0 ⊆ U0 ⊆ U1 ⊆ U1 ⊆ U2 ⊆ U2 ⊆ · · · ⊆ Um ⊆ Um ⊆ · · · ⊆ IC of
subsets of IC defined by setting U0 = U and Um+1 =Um ∪ U ′m ∪ U ′′m, where Um is the left
predecessor closure (5.3) of Um,
U ′m = {s ∈ IC; das · sb = 0, for some a, b ∈ Um}, and
U ′′m = {s ∈ IC; as · dsb = 0, for some a, b ∈ Um}.
(b) Assume that M , N are comodules in C-comod such that M has a socle-finite minimal in-
jective presentation 0 → M → E′0
h′1−→ E′1, and N has a socle-finite minimal injective resolution
0 → N h
N
0−−→ EN0
hN1−−→ EN1
hN2−−→ · · · h
N
n−−→ ENn
hNn+1−−−→ ENn+1 → ·· ·
in C-Comodf c. Consider the subset UMN of IC consisting of all j ∈ IC such that the inde-
composable injective comodule E(j) is isomorphic with a direct summand of the comodule
E′0 ⊕E′1 ⊕
⊕∞
m=0 ENm , and set
EMN =
⊕
̂
E(j), (6.3)
j∈UMN
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CMN = CE = eECeE, with E = EMN and IEMN = ÛMN, (6.4)
together with the coalgebra surjection fMN :C → CMN , fMN = fEMN , see 2.7, is called a con-
vex closure colocalisation of C with respect to comodules M and N .
Theorem 6.5. Assume that C is a basic Hom-computable K-coalgebra as in 6.1.
(a) Given a subset U of IC , the CF -convex closure Û of U is an CF -convex and predecessor
closed subset of IC .
(b) Let M , N be a pair of comodules in C-comod as in 6.1(b), and let C = CMN = CE , with
E = EMN , be the colocalising coalgebra (6.4) associated to M and N .
(b1) The coalgebra CMN is Hom-computable, ICMN = IEMN = ÛMN , and K0(CMN) ∼=
Z(ÛMN ). If C is a left Euler coalgebra then CMN is a left Euler coalgebra. Moreover,
dimK CMN is finite if and only if inj.dimN is finite and the finite set UMN is contained
in a finite CF -convex and predecessor closed subset U ′ of IC .
(b2) The embedding EMN :CMN -Comod → C-Comod (2.9) carries simple comodules to
simple ones, and restricts to the embedding EMN :CMN -comod → C-comod.
(b3) The left composition factors matrix CF of C = CMN is the restriction of the matrix
CF ∈ MIC (Z) to the subset ICMN = ÛMN ⊆ IC . Moreover, the matrix CF has an in-
verse CF
−1
, and CF−1 is the restriction of the matrix CF−1 ∈ MIC (Z) to the subset
ICMN ⊆ IC .
(b4) The Euler form bCMN :Z(ICMN ) × Z(ICMN ) → Z of CMN is the restriction of the Euler
form bC :Z(IC) × Z(IC) → Z of C to the subset ICMN × ICMN ⊆ IC × IC , and we
bC(lgthM, lgthN) = bCMN (lgth resE M, lgth resE N).
If, in addition, C is a left Euler coalgebra then
χC(M,N) = χCMN (resE M, resE N),
∂C(M,N) = ∂CMN (resE M, resE N).
(c) If, for each a ∈ IC , the comodule E(a)/S(a) contains at most countably many pairwise
non-isomorphic simple comodules S(j) then |Û | ℵ0, for any U ⊆ IC such that |U | ℵ0.
Moreover, |UMN | ℵ0 and dimK CMN  ℵ0, for any pair M , N of comodules in C-comod
with socle-finite minimal injective resolutions.
Proof. (a) Assume that i, j ∈ Û , and let s ∈ IC be such that dis ·sj = 0. Then there exists m 0
such that i, j ∈ Ûm and, by construction of Um+1, s belongs to U ′m ⊆ Um+1 ⊆ Û . If a ∈ Û , then
a ∈ Um, for some m 0, and IC(i) ⊆Um ⊆ Ûm ⊆ Um+1 ⊆ Û , by Lemma 5.5(b). This shows
that Û is a left CF -convex and predecessor closed subset of IC . The proof that Û is right CF -
convex is analogous. Consequently, Û is an CF -convex and predecessor closed subset of IC .
(b1) If C is a Hom-computable K-coalgebra then, by Propositions 2.7 and 4.12, the coalgebra
CMN is Hom-computable, ICMN = ÛMN , and K0(CMN) ∼= Z(ÛMN ). If C is a left Euler coalgebra
then CMN is a left Euler coalgebra, by Proposition 4.19. To prove the remaining part of (b1),
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convex and predecessor closed subset U ′ of IC then ÛMN = U ′, by construction of ÛMN . It
follows from Proposition 2.7(c) and Lemma 4.3 that dimK CMN is finite.
Conversely, suppose that dimK CMN is finite. Then the proof of (c) given below yields that the
CF -convex set ÛMN is finite. It follows that the subset UMN of ÛMN is finite and, consequently,
inj.dimN is finite. This finishes the proof of (b1).
(b2) Apply Proposition 4.12.
(b3) Since Û = Û , by (a), then Corollary 5.6 applies.
(b4) Since C is Hom-computable then the injective comodules E′0, E′1, and EN0 , . . . ,ENn , . . .
are computable and socle-finite, that is, each of the comodules E′0, E′1, and E
N
0 , . . . ,E
N
m , . . . is a
finite direct sums of copies of the indecomposable injective comodules E(j), with j ∈ UMN .
Since the functor resE is exact and the comodules E0, . . . ,Em, . . . are in Add(EMN), then
according to Corollary 2.14, the CMN -comodules EˇN0 = resE EN0 , . . . , EˇNm = resE ENm , . . . are
injective and the induced sequence
0 → Nˇ hˇ
N
0−−→ EˇN0
hˇN1−−→ EˇN1
hˇN2−−→ · · · hˇ
N
n−1−−−→ EˇNn−1
hˇNn−−→ EˇNn → ·· ·
in CMN -Comod is an injective resolution of Nˇ = resE N . It then follows from Corollary 2.14
that χCMN (Mˇ, Nˇ) = χC(M,N). Moreover, since ÛMN is predecessor closed, and M , N are
finite dimensional and lie in C-ComodE , then ξE(lgth resE M) = lgthM and ξE(lgth resE N) =
lgthN , by Corollary 2.14(e). Since the set ICMN = ÛMN is CF -convex and predecessor closed
then, according to Lemma 4.18(e), ÛMN contains the set SM,Ωn+1N , where n = nMN  0 is the
minimal integer such that ExtrC(M,N) = 0, for all r  n+ 1. It follows that the diagram (4.13),
with C = CMN = CE , is commutative and, according to Propositions 4.12 and 4.19, we get
bCMN (lgth Mˇ, lgth Nˇ) = bC
(
ξE(lgth Mˇ), ξE(lgth Nˇ)
)= bC(lgthM, lgthN), and
∂CMN (Mˇ, Nˇ) = ∂C(M,N),
if C is a left Euler coalgebra.
(c) Assume that |U |  ℵ0 and, for each a ∈ IC , the comodule E(a)/S(a) contains at most
countably many pairwise non-isomorphic simple comodules S(j). Then |U0|  ℵ0, and if we
assume that |Um|  ℵ0 then |Um+1|  ℵ0, because |Um|  ℵ0, by Lemma 5.5(d), and the
cardinality of each of the sets U ′m and U ′′m is at most ℵ0. To see this we note that, given a, b ∈ Um,
the number of elements s ∈ IC such that as · dsb = 0 is finite. Indeed, since E = CF · CF−1 then
ea · etrb = ea · CF · CF−1 · etrb = [
∑
s∈IC as · dsb], and therefore the sum
∑
s∈IC as · dsb has only
finitely many non-zero summands. Similarly, the equality E = CF−1 · CF implies that, given
a, b ∈ Um, the number of s ∈ IC such that is das · sb = 0 is finite. Consequently, |Um+1| 
|Um| + |U ′m| + |U ′′m|  ℵ0, for any m  0, and this yields |Û |  ℵ0. If M , N are comodules
in C-comod and the minimal injective resolutions of M and N are socle-finite then the set UMN
defined in 6.1(b) has |UMN | ℵ0 and we get |ÛMN | ℵ0, by applying the above implication to
U = UMN .
Since the coalgebra C is Hom-computable, the dimension of HomC(E(i),E(j)) is finite,
for all i, j ∈ IC , and, given i ∈ IC , the vector space HomC(E(i),E(j)) is zero, for all but
a finite number of indices j ∈ IC . It follows that, given i ∈ IC , there is an isomorphism
HomC(E(i),
⊕
j∈Û E(j)) ∼=
⊕
j∈Û HomC(E(i),E(j)) and the vector spacesMN MN
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j∈ÛMN
HomC
(
E(i),E(j)
)
, and
( ⊕
j∈ÛMN
HomC
(
E(i),E(j)
))◦ = ( ⊕
j∈ÛMN
HomC
(
E(i),E(j)
))∗
are finite dimensional, for all i, j ∈ IC . Then, Proposition 2.7(c) yields
CMN ∼= (EndC EMN)◦ ∼=
( ∏
i∈ÛMN
⊕
j∈ÛMN
HomC
(
E(i),E(j)
))◦
∼=
⊕
i∈ÛMN
( ⊕
j∈ÛMN
HomC
(
E(i),E(j)
))∗
.
It follows that dimK CMN  ℵ0, because |ÛMN |  ℵ0. This finishes the proof of (c) and of
theorem. 
The following corollary shows that the vanishing of the Euler defect of an Euler coalgebra C
is a local property and reduces to countably dimensional colocalisation coalgebras CE of C.
Corollary 6.6. Assume that C is a basic left Euler coalgebra. Then the Euler defect ∂C :Z(IC) ×
Z(IC) → Z of C is zero if and only if the Euler defect ∂CMN (resE M, resE N) of the comodules
resE M , resE N in CMN -comod is zero, for each pair M , N of comodules in C-comod.
Proof. By Theorem 6.5, ∂C = 0 if the defect ∂CMN is zero, for any pair M , N of comod-
ules in C-comod. Conversely, assume that ∂C = 0 and for each pair M , N of comodules in
C-comod consider the functor EMN :CMN -Comod → C-Comod. It follows from Theorem 6.5
that ∂CMN (resE M, resE N) = ∂C(M,N) = 0. 
7. A countable dimensional colocalisation of a left Euler coalgebra
In this section we assume that C is a basic left Euler K-coalgebra, socC C =⊕j∈IC S(j) and
C =⊕j∈IC E(j) are the indecomposable decompositions (2.3). Given two comodules M and N
in C-comod, we construct below an injective comodule E+ = E+MN such that the colocalisation
quotient coalgebra C+MN = CE+ of C is a left Euler of K-dimension at most ℵ0, the Euler form
bC+MN
of C+MN is the restriction of bC to IE+ ⊆ IC , ∂C(M,N) = ∂C+MN (resE+ M, resE+ N), and
χC(M,N) = χC+MN (resE+ M, resE+ N).
Construction 7.1. Let C be a basic left Euler K-coalgebra with fixed decompositions (2.3).
Assume that CF = [ij ] ∈ MIC (Z) is the left composition factors matrix of C and CF−1 = [dij ]
in MIC (Z) is the inverse of CF . Given two comodules M , N in C-comod we construct an infinite
chain
U+0 ⊆ Û+0 ⊆ U+1 ⊆ Û+1 ⊆ U+2 ⊆ Û+2 ⊆ · · · ⊆ U+m ⊆ Û+m ⊆ · · · ⊆ IC (7.2)
of subsets of IC by setting
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(ii) if U+m is defined, we set U+m+1 = Û+m ∪U∞m , where U∞m =
⋃
i,j∈U+m US(i)S(j),
where Û+m is the CF -convex closure (6.2) of U+m and US(i)S(j) is the set defined in 6.1(b) of the
previous section, with MN and S(i)S(j), interchanged. We set
Û+MN =
∞⋃
m=0
U+m and E+MN =
⊕
j∈Û+MN
E(j). (7.3)
The coalgebra surjection, see 2.6 and 2.7,
f+MN :C → C+MN = CE+ = eE+CeE+ , (7.4)
with E+ = E+MN , f+MN = fE+MN , and IC+MN = Û
+
MN , is called the Euler colocalisation of C with
respect to comodules M and N .
Given an injective C-comodule E, we denote by C-ComodEf c,∞ the full subcategory
of C-ComodEf c consisting of the C-comodules that admit a socle-finite injective resolution such
that each of its injective terms is a finite direct sum of indecomposable summands of E.
Theorem 7.5. Assume that C is a basic left Euler K-coalgebra as in (7.1), and let M and N be
a pair of comodules in C-comod.
(a) The subset Û+MN (7.3) of IC has the following three properties:
(a1) |Û+MN | ℵ0,
(a2) Û+MN is CF -convex and predecessor closed, and
(a3) any comodule N ′ in C-comod such that lgthN ′ ∈ Z(Û+MN) ⊆ Z(IC), lies in
C-ComodEf c,∞, where E = E+MN .
(b) Let C+MN = CE , with E = E+MN , be the Euler colocalisation (7.4) of C with respect to the
comodules M and N .
(b1) C+MN is a left Euler coalgebra, dimK C+MN  ℵ0, IC+MN = IE+MN = Û
+
MN , and
K0(C
+
MN)
∼= Z(Û+MN).
(b2) The left Gabriel valued quiver (C+Q,C+d) of the coalgebra C+ = C+MN has C+Q0 =
Û+MN and is isomorphic to the restriction of the left Gabriel valued quiver (CQ,Cd)
of C to the subset Û+MN ⊆ IC = CQ0.
(b3) The left composition factors matrix C+F of C+ = C+MN is the restriction of the matrix
CF ∈ MIC (Z) to the subset IC+MN = Û
+
MN ⊆ IC . Moreover, the matrix C+F has an
inverse C+F−1, and C+F−1 is the restriction of the matrix CF−1 ∈ MIC (Z) to the
subset IC+MN = Û
+
MN ⊆ IC .
(b4) The Euler Z-bilinear form bC+MN :Z
(Û+MN) × Z(Û+MN) → Z of C+MN is the restriction of
the Euler form bC :Z(IC) ×Z(IC) → Z of C to the subset Û+MN × Û+MN ⊆ IC × IC , and
the following equalities hold
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χC(E+MNX,E+MN Y ) = χC+MN (X,Y ),
∂C(E+MNX,E+MN Y ) = ∂C+MN (X,Y )
for each pair of comodules X, Y in C+MN -comod.
Proof. Assume that C is a left Euler coalgebra. It follows that, for each a ∈ IC , the comod-
ule E(a)/S(a) contains at most finitely many pairwise non-isomorphic simple comodules S(j).
Hence, each simple comodule S(a) is finitely copresented and Theorem 6.5(c) applies.
(a) It follows from Theorem 6.5(c) that |U+0 | ℵ0 and that Û+0 is an CF -convex and predeces-
sor closed subset of IC . Assume, by induction, that m 0, the set U+m is defined and |U+m | ℵ0.
Since, by Theorem 6.5(c), |Um| |Û+m | ℵ0 and |U+S(i)S(j)| ℵ0, for any pair i, j ∈ Û+m , then
|U∞m | ℵ0 and |U+m+1| = |Û+m ∪ U∞m | ℵ0. It then follows that the union Û+MN of the sets U+m
is countable. The property (a2) easily follows from the construction of Û+MN , as in the proof of
Theorem 6.5(c).
(a3) It follows from the construction of the set Û+MN that, given p ∈ Û+MN , the simple co-
module S(p) lies in the category C-ComodEf c,∞, where E = E+MN . Let N ′ be a comodule
in C-comod such that lgthN ′ ∈ Z(Û+MN) ⊆ Z(IC). It follows that there is a finite composition
series of N ′ with simple subfactors S(p1), . . . , S(pt ), where p1, . . . , pt ∈ Û+MN . Hence, the
comodules S(p1), . . . , S(pt ) lies in C-ComodEf c and, consequently, the comodule N ′ also lies
in C-ComodEf c,∞, because the category C-ComodEf c,∞ is closed under forming extensions in
C-comod, see [31, Proposition 2.9(d3)] and its proof.
(b) Let M , N be a pair of comodules in C-comod, and let C+ = C+MN = CE , with E = E+MN ,
be the Euler colocalising coalgebra (7.4) associated to M and N .
(b1) It follows from Theorem 6.5 and Proposition 4.12 that the coalgebra C+MN is Hom-
computable, IC+MN = IE+MN = Û
+
MN , and K0(C
+
MN)
∼= Z(Û+MN). To show that C+MN is a left Euler
coalgebra, take any simple comodule Sˇ(j) in C+MN -Comod. Then j ∈ IC+MN = Û
+
MN and, ac-
cording to Corollary 2.14, E+MN Sˇ(j) is isomorphic to the simple comodule S(j) in C-Comod,
because Û+MN is predecessor closed. By (a3), the comodule S(j) lies in C-ComodEf c,∞, where
E = E+MN , that is, the minimal injective resolution of S(j) has the form
0 → S(j) → E(j)0 → E(j)1 → ·· · → E(j)n → E(j)n+1 → ·· · (∗)
and, for m 0, the injective comodule E(j)m is socle-finite and is a finite direct sum of comodules
E(p), with p ∈ Û+MN . Since C is a left Euler coalgebra then, for each i ∈ IC , there exists mi  0
such that HomC(E(j)r ,E(i)) = 0, for all r  mi . Since the resolution lies in C-ComodEf c then,
by Corollary 2.14, the exact functor resE+MN carries it to the injective resolution
0 → Sˇ(j) → Eˇ(j)0 → Eˇ(j)1 → ·· · → Eˇ(j)n → Eˇ(j)n+1 → ·· · (∗∗)
of Sˇ(j) = resE+MN S(j) in C
+
MN -Comod, where Eˇ
(j)
n = resE+MN E
(j)
n , for n 0. By Corollary 2.14
and (a2), the resolution (∗∗) lies in C+ -ComodEf c and every indecomposable injective comod-MN
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+
MN . It then follows from
Theorem 2.10 that for each i ∈ Û+MN , there exists mi  0 such that HomC+MN (Eˇ
(j)
r , Eˇ(i)) ∼=
HomC(E
(j)
r ,E(i)) = 0, for all r mi . Moreover, by Corollary 2.14(d), for each pair i, j ∈ Û+MN ,
the space Extm
C+MN
(Sˇ(i), Sˇ(j)) ∼= ExtmC(S(i), S(j)) is zero, for m sufficiently large. Consequently,
C+MN is a left Euler coalgebra and (b1) follows.
(b2) It was proved above that, for each j ∈ IC+MN = Û
+
MN , the injective comodules E(j)0 =
E(j), E
(j)
1 and E
(j)
2 in the resolution (∗) of S(j) are socle-finite and are finite direct sum of
comodules E(p), with p ∈ IC+MN = Û
+
MN . It follows that the comodule E(j)/S(j) is finitely
E-copresented, where E = E+MN . Then (b2) is an immediate consequence of [30, Theorem 3.4].
(b3) Since, by (a2), IC+MN = Û
+
MN is an CF -convex and predecessor closed subset of IC then
Proposition 4.12 applies. Hence (b3) and the first statement of (b4) follow.
To finish the proof of (b4), consider the functorE+MN :C
+
MN -Comod → C-Comod. Given two
comodules X and Y in C+MN -comod, consider the C-comodules X̂ =E+MNX and Ŷ =E+MN Y
lying in C-ComodEf c , where E = E+MN . Since Û+MN is a predecessor closed subset of IC , then
Corollary 2.14(e) yields
lgth X̂ = ξE(lgthX), lgth Ŷ = ξE(lgthY) ∈ Z(Û+MN) ⊆ Z(IC).
Then, by (a3), each of the comodules X̂, Ŷ and S(p) ∼= ESˇ(p), with p ∈ Û+MN , lies in
C-ComodEf c,∞, where E = E+MN . It follows from (a) that the set Û+MN is CF -convex and pre-
decessor closed, and the minimal injective resolution of each of the comodules X̂, Ŷ and S(p),
with p ∈ Û+MN , lies in C-ComodEf c , where E = E+MN . Then Corollary 2.14 yields
χCMN (X,Y ) = χCMN (resE+MN X̂, resE+MN Ŷ ) = χC(X̂, Ŷ ) = χC(E+MNX,E+MN Y ).
Moreover, since X̂ and Ŷ are finite dimensional and lie in C-ComodEf c then ξE(lgth resE+MN X̂) =
lgth X̂ and ξE(lgth resE+MN Ŷ ) = lgth Ŷ , by Corollary 2.14(e). Since the set IC+MN = U
+
MN is
CF -convex and predecessor closed then, according to Lemma 4.18(e), Û+MN contains the set
SX̂,Ωn+1Ŷ , where n = nX̂Ŷ  0 is the minimal integer such that ExtrC(X̂, Ŷ ) = 0, for all r  n+ 1.
It follows that the diagram (4.13), with C = C+MN , is commutative and, according to Proposi-
tions 4.12 and 4.19, we get
bC+MN
(lgthX, lgthY) = bC
(
ξE(lgthX), ξE(lgthY)
)= bC(lgth X̂, lgth Ŷ ), and
∂CMN (X,Y ) = ∂CMN (resE+MN X̂, resE+MN Ŷ ) = ∂C(X̂, Ŷ ).
This finishes the proof. 
The following corollary shows that the vanishing of the Euler defect ∂C of a coalgebra C is
a local property and reduces to the vanishing of the defect ∂CE for countably dimensional Euler
colocalisation coalgebras CE of C.
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∂C :Z
(IC) ×Z(IC) → Z of C is zero if and only if the Euler defect ∂C+MN is zero, for any countably
dimensional colocalisation quotient coalgebra C+MN of C.
Proof. By Theorem 6.5, ∂C = 0 if the defect ∂C+MN is zero, for any pair M , N of comodules in
C-comod. Conversely, assume that ∂C = 0 and, for each pair M , N of comodules in C-comod,
consider the colocalisation quotient coalgebra C+MN of C. By Theorem 6.5, C
+
MN is a left Euler
coalgebra, dimK C+MN  ℵ0 and ∂CMN (X,Y ) = ∂C(E+MNX,E+MN Y ) = 0, for each pair X, Y of
comodules in C+MN -comod. It follows that ∂CMN = 0. 
We finish the paper by an application of the colocalisation technique in proving that ∂C = 0
for a class of coalgebras C that have not necessarily the global dimension finite. Examples of
coalgebras C with ∂C = 0, gl.dimC = ∞ and inj.dimS(j) = ∞, for each j ∈ IC , are given in
[31, Example 4.26] and [32].
Theorem 7.7. Let C be a basic left Euler K-coalgebra, socC C = ⊕j∈IC S(j) and C =⊕
j∈IC E(j) are the indecomposable decompositions (2.3). Assume that CF = [ij ] ∈ MIC (Z)
is the left composition factors matrix of C, CF−1 = [dij ] in MIC (Z) is the inverse of CF and the
set IC is locally CF -convex, that is, for any finite subset U of IC there exists a finite CF -convex
Û+MN is an CF -convex and predecessor closed subset U ′ of IC that contains U . Then the Euler
defect ∂C of C is zero and bC(lgthM, lgthN) = χC(M,N), for any pair M , N of comodules in
C-comod.
Proof. Assume that M = S(p) is a simple comodule and N is an arbitrary comodule in
C-comod. Fix a minimal injective presentation 0 → M → E′0 → E′1 of M , and a minimal in-jective resolution
0 → N h
N
0−−→ EN0
hN1−−→ EN1
hN2−−→ · · · h
N
n−−→ ENn
hNn+1−−−→ ENn+1 → ·· ·
of N . Since C is a left Euler coalgebra then
• the injective comodules E′0, E′1, and EN0 , . . . ,ENn , . . . are computable and socle-finite,
• there exists nN  1 such that ExtmC(S(p),N) = 0 and HomC(S(p),ENm ) = 0, for all m 
nN + 1,
• given s  1, the module ΩnN+sN = ImhNnN+s is computable and HomC(S(p),ΩnN+sN) =
0, and
• for each i ∈ IC , there exists mi  1 such that HomC(ENm ,E(i)) = 0 for all mmi .
By our assumption, each of the comodules E′0, E′1, E
N
0 , . . . ,E
N
m , . . . is a finite direct sums of
copies of the indecomposable injective comodules E(j), with j ∈ IC .
Following Construction 6.1(b), we define a finite subset Up,N of IC to be the set of all j ∈ IC
such that the indecomposable injective comodule E(j) is a direct summand of the comodule
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predecessor closed set U+p,N ⊆ IC containing Up,N . We set
Ep,N =
⊕
j∈U+p,N
E(j).
Since the set U+p,N is finite then mp,N = max{1 + nN,mi; i ∈ U+p,N } is a finite number, and
it follows that HomC(ENm ,E) = 0, for all m  mp,N . It follows from Corollary 2.14(f) that
j (M) = 0 and j (N) = 0, for all j /∈ U+p,N .
Consider the coalgebra Cp,N = eEp,NCeEp,N defined in 2.6, and the pair of K-linear covariant
functors
Cp,N -Comod
Ep,N−−−−−−−−→←−−−−−−−−
resEp,N
C-Comod
associated to E = Ep,N in (2.9). Since C is a left Euler coalgebra then, according to Proposi-
tion 4.6, the coalgebra Cp,N is of finite dimension.
Since the functor resE is exact and the comodules EN0 , . . . ,E
N
nM
are in Add(Ep,N) then,
according to Corollary 2.14, the Cp,N -comodules EˇN0 = resEp,N EN0 , . . . , EˇNnM = resEp,N ENnM
are injective and the induced sequence
0 → Nˇ hˇ
N
0−−→ EˇN0
hˇN1−−→ EˇN1
hˇN2−−→ · · · hˇ
N
n−1−−−→ EˇNn−1
hˇNn−−→ Eˇn → ·· · hˇ
N
m−1−−−→ EˇNm−1
hˇNm−−→ EˇNn → 0
in Cp,N -Comod, with n = nN and m = mp,N , is an injective resolution of Nˇ = resE N . Conse-
quently, bCp,N (lgth Mˇ, lgth Nˇ) = χCp,N (Mˇ, Nˇ).
On the other hand, by Proposition 4.19, χC(M,N) = χCp,N (Mˇ, Nˇ).
Since the set U+p,N is CF -convex then, by Proposition 4.12, the composition factors matrix
CF of C = Cp,N is the restriction of the matrix CF to the subset U+p,N of IC and CF−1 is the
restriction of CF−1 to the subset U+p,N of IC . It follows from Proposition 4.12 that bC(v,w) =
bC(ξE(v), ξE(w)), for all v,w ∈ Z(U
+
p,N ), and hence
∂C(M,N) = bC(lgthM, lgthN)− χC(M,N) = bC(lgth Mˇ, lgth Nˇ)− χC(Mˇ, Nˇ) = 0,
where M = S(p). Consequently, ∂C(M,N) = 0, for all M and N in C-comod, because ∂C(−,N)
is an additive function. 
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