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01 Diffeomorphism invariant Colombeau algebras.
Part III: Global theory
Michael Kunzinger∗
Abstract
We present the construction of an associative, commutative algebra
Gˆ(X) of generalized functions on a manifold X satisfying the following
optimal set of permanence properties:
(i) D′(X) is linearly embedded into Gˆ(X), f(p) ≡ 1 is the unity in
Gˆ(X).
(ii) For every smooth vector field ξ on X there exists a derivation op-
erator Lˆξ : Gˆ(X) → Gˆ(X) which is linear and satisfies the Leibniz
rule.
(iii) Lξ|D′(X) is the usual Lie derivative.
(iv) ◦|C∞(X)×C∞(X) is the pointwise product of functions.
Moreover, the basic building blocks of Gˆ(X) are defined in purely intrinsic
terms of the manifold X.
Key words. Algebras of generalized functions, Colombeau algebras, gen-
eralized functions on manifolds.
Mathematics Subject Classification (2000). Primary 46F30; Sec-
ondary 46T30.
1 Introduction
Recent applications of Colombeau’s theory of algebras of generalized functions
to problems of a primarily geometric nature ([1], [13], [11], [10], [14], [9], [3])
have very clearly indicated the need for a global intrinsic version of the con-
struction on differentiable manifolds. The development of local diffeomorphism
invariant Colombeau algebras on open subsets of Rn, initiated in [2, 7], has only
recently been completed in [5]. Based on [5, 6] as well as Parts I and II of this
series (also in this volume) in the present article we present an intrinsic global
version of Colombeau’s theory on differentiable manifolds adapted to the needs
of applications in mathematical physics.
In what follows we shall use freely notation and terminology from [5]. Addi-
tionally, we will use the following conventions. X will denote an orientable, para-
compact, n-dimensional smooth manifold. with atlas A = {(Uα, ψα) : α ∈ A}.
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Ωnc (X) is the space of compactly supported (smooth) n-forms on X . For coor-
dinates y1, . . . , yn on Uα, elements of Ω
n
c (ψα(Uα)) will be written as ϕd
ny :=
ϕdy1 ∧ · · · ∧ dyn. If B ⊆ ψα(Uα) then Bˆ := ψ
−1
α (B) and if f : ψα(Uα) → R
resp. C then fˆ := f ◦ ψα. Concerning distributions on manifolds we follow
the terminology of [4] and [12]. The space of distributions on X is defined as
D′(X) = Ωnc (X)
′ (the dual of the space of compactly supported n-forms) and
operations on distributions are defined as (sequentially) continuous extensions
of classical operations on smooth functions. For example, for ζ ∈ X(X) (the
space of smooth vector fields on X) and u ∈ D′(X) the Lie derivative of u with
respect to ζ is given by 〈Lζu, ω〉 = −〈u, Lζω〉. If u ∈ D′(X), (Uα, ψα) ∈ A
then the local representation of u on Uα is the element (ψ
−1
α )
∗(u) ∈ D′(ψα(Uα))
defined by
〈(ψ−1α )
∗(u), ϕ〉 = 〈u|Uα , ψ
∗
α(ϕd
ny)〉 ∀ϕ ∈ D(ψα(Uα)) (1)
2 Testing procedures
An intrinsic formulation on differentiable manifolds of the diffeomorphism in-
variant Colombeau algebra Gd introduced in [5] faces a number of serious obsta-
cles due to the following indispensible technical ingredients of the construction
of Gd:
• Translation (convolution) used for the embedding of D′ into Gd, leading
to terms of the form 〈u, ϕ(.− x)〉 (u ∈ D′(Ω), ϕ ∈ D(Ω), Ω ⊆ Rn open).
• Scaling operations of the form ϕ→ Sεϕ :=
1
ε
ϕ( .
ε
).
• Moment integrals of the form
∫
ξβϕ(ξ) dξ.
Obviously, none of these operations allows a direct generalization to the man-
ifold setting. Our task therefore consists in unfolding the diffeomorphism in-
variant ‘essence’ underlying the local testing procedures used for determining
relationship in the spaces of moderate resp. negligible mappings (cf. [5], ch. 3).
Definition 2.2 below introduces test objects on X (so called smoothing kernels)
that display precisely those properties of local test objects corresponding to
regularization via convolution and linear scaling on Rn (part (i)) resp. to the
interplay between x- and y-differentiation in the local context.
2.1 Definition.
Aˆ0(X) := {ω ∈ Ω
n
c (X) :
∫
ω = 1}
Eˆ(X) := C∞(Aˆ0(X)×X)
Eˆ(X) is our basic space, both moderate and negligible maps will be elements of
Eˆ(X). Localization of elements of R ∈ Eˆ(X) is effected by the map
(ψ−1α )
∗R := R ◦ (ψ∗α × ψ
−1
α ) ∈ Eˆ(ψα(Uα))
Suppose that f : X × X →
∧n
T ∗X is smooth such that for each p ∈ X ,
fp := (q 7→ f(p, q)) is contained in Ωn(X). Then for any ζ ∈ X(X), we introduce
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the following two notions of Lie derivatives of f with respect to ζ.
(L′ζf)(p, q) := Lζ(p 7→ f(p, q)) =
d
dt
∣∣∣∣
0
f((Flζt )(p), q)
(Lζf)(p, q) := Lζ(q 7→ f(p, q)) =
d
dt
∣∣∣∣
0
((Flζt )
∗fp)(q)
After these preparations we finally turn to the definition of smoothing kernels,
the global analogue on X of the translated scaled test objects TxSεφ(ε, x) in
the local theory:
2.2 Definition. Φ ∈ C∞(I ×X, Aˆ0(X)) is called a smoothing kernel if
(i) ∀K ⊂⊂ X ∃ ε0, C > 0 ∀p ∈ K ∀ε ≤ ε0: suppΦ(ε, p) ⊆ BεC(p)
(ii) ∀K ⊂⊂ X ∀k, l ∈ N0 ∀ζ1, . . . , ζk, θ1, . . . , θl ∈ X(X)
sup
p∈K
q∈X
‖Lθ1 . . . Lθl(L
′
ζ1
+ Lζ1) . . . (L
′
ζk
+ Lζk)Φ(ε, p)(q)‖ = O(ε
−(n+l))
The space of smoothing kernels on X is denoted by A˜0(X) .
Here BεC(p) denotes the ball of radius εC, measured with respect to the distance
function dh induced on X by some Riemannian metric h on X and ‖ . ‖ denotes
the norm induced by h on
∧n
T ∗X . Both notions are independent of the chosen
metric h (cf. [6], Lemma 3.4).
The grading on A0(Rn) into the subspaces Am(Rn) consisting of those test
functions of unit integral whose moments up to order m vanish is replaced by
the following subspaces of A˜0(X) in the global case.
2.3 Definition. Let A˜m(X) (m ∈ N) be the set of all Φ ∈ A˜0(X) satisfying
∀f ∈ C∞(X) ∀K ⊂⊂ X sup
p∈K
|f(p)−
∫
X
f(q)Φ(ε, p)(q)| = O(εm+1)
The technical motivation for the exact form of this definition is that it provides
precisely what is needed for proving ι
∣∣
C∞
= σ later on. Moreover, in the local
case the above requirement in essence reproduces the original spaces Am. It is
shown in [6], Lemma 3.7 that the spaces A˜m(X) are in fact nontrivial for all
m ∈ N0.
2.4 Definition. For any R ∈ Eˆ(X) and any ζ ∈ X(X) we define the Lie
derivative of R with respect to ζ by
(LˆζR)(ω, p) := −d1R(ω, p)(Lζω) + Lζ(R(ω, . ))|p (2)
where d1R(ω, x) denotes the derivative of ω → R(ω, x) (cf. [8]).
In order to derive the local form of this Lie derivative we let ζ ∈ X(X), set
ζα = (ψ
−1
α )
∗(ζ|Uα ) and calculate as follows
((ψ−1α )
∗(LˆζR))(ϕd
ny, x)
= (LˆζR)(ψ
∗
α(ϕd
ny), ψ−1α (x))
= Lζ(R(ψ
∗
α(ϕd
ny), . ))(ψ−1α (x))
− (d1R)(ψ
∗
α(ϕd
ny), ψ−1α (x))(Lζ(ψ
∗
α(ϕd
ny))︸ ︷︷ ︸
ψ∗α(Lζα(ϕd
ny))
)
= [Lζα((ψ
−1
α )
∗R))](ϕdny, x)− [d1((ψ
−1
α )
∗R)(ϕdny, x)](Lζα(ϕd
ny))
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Now setting ζα = ∂yi (1 ≤ i ≤ n) we obtain the local algebra derivative D
J
i in
the J-formalism (cf. [5], Ch. 5 and [7]).
3 The algebra Gˆ(X)
We begin by introducing the subspaces of moderate and negligible maps of Eˆ(X).
3.1 Definition. R ∈ Eˆ(X) is called moderate if the following condition is
satisfied:
∀K ⊂⊂ X ∀k ∈ N0 ∃N ∈ N ∀ ζ1, . . . , ζk ∈ X(X) ∀ Φ ∈ A˜0(X)
sup
p∈K
|Lζ1 . . . Lζk(R(Φ(ε, p), p))| = O(ε
−N ). (3)
The subset of moderate elements of Eˆ(X) is denoted by Eˆm(X) .
3.2 Definition. R ∈ Eˆ(X) is called negligible if the following condition is
satisfied:
∀K ⊂⊂ X ∀k, l ∈ N0 ∃m ∈ N ∀ ζ1, . . . , ζk ∈ X(X) ∀ Φ ∈ A˜m(X)
sup
p∈K
|Lζ1 . . . Lζk(R(Φ(ε, p), p))| = O(ε
l). (4)
The subset of negligible elements of Eˆ(X) will be denoted by Nˆ (X) .
We shall see in 3.7 below that in fact Lie derivatives can be omitted completely
in the definition of Nˆ (X) if we additionally suppose that R ∈ Eˆm(X). This fact
is another instance of a very general result (Th. 13.1 of [5]) stating a similar
characterization of the Colombeau ideal as a subspace of the space of moderate
functions without resorting to derivatives for practically all types of Colombeau
algebras. We immediately obtain
3.3 Theorem.
(i) Eˆm(X) is a subalgebra of Eˆ(X) .
(ii) Nˆ (X) is an ideal in Eˆm(X) .
In order to connect the development of Gˆ(X) already at this early stage to that
of Gd we need a localization procedure allowing to transport smoothing kernels
on the manifold to local test objects on open subsets of Rn and vice versa. How-
ever, a direct translation is not feasible since localizations of smoothing kernels
display rather poor properties concerning domain of definition. To precisely for-
mulate the translation process we introduce the following spaces of functions.
We denote by C∞b (I×Ω,A0(R
n)) the space of smooth maps φ : I×Ω→ A0(Rn)
such that for each K ⊂⊂ Ω (i.e., K a compact subset of Ω) and any α ∈ Nn0 ,
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the set {∂αxφ(ε, x) | ε ∈ (0, 1], x ∈ K} is bounded in D(R
n). For any m ≥ 1 we
set
A✷m(Ω) := {Φ ∈ C
∞
b (I × Ω,A0(R
n)) | | sup
x∈K
|
∫
Φ(ε, x)(ξ)ξαdξ| =
O(εm) (1 ≤ |α| ≤ m) ∀K ⊂⊂ Ω}
A∆m(Ω) := {Φ ∈ C
∞
b (I × Ω,A0(R
n)) | | sup
x∈K
|
∫
Φ(ε, x)(ξ)ξαdξ| =
O(εm+1−|α|) (1 ≤ |α| ≤ m) ∀K ⊂⊂ Ω}.
Elements of A✷m(Ω) are said to have asymptotically vanishing moments of order
m (more precisely, in the terminology [5] elements of A✷m(Ω) are of type [Ag],
the abbreviation standing for asymptotic vanishing of moments globally, i.e., on
each K ⊂⊂ Ω). It is easily seen that A✷m(Ω) ⊆ A
∆
m(Ω) ⊆ A
✷
2m−1(Ω).
Moreover, by C∞b,w(I×Ω,A0(R
n)) we denote the space of all φ : D → A0(R
n)
where D is some subset (depending on φ) of (0, 1] × Ω such that for D,φ the
following holds:
For each L ⊂⊂ Ω there exists ε0 and a subset U of D which is open in
(0, 1]× Ω such that
(0, ε0]× L ⊆ U(⊆ D) and φ is smooth on U (5)
{∂βφ(ε, x) | 0 < ε ≤ ε0, x ∈ L} is bounded in D(R
n) ∀β ∈ Nn0 (6)
Here the subscript w indicates the weaker requirements on the domain of def-
inition of φ. The subspace of C∞b,w(I × Ω,A0(R
n)) consisting of those φ whose
moments up to order m vanish asymptotically on each compact subset of Ω will
be written as A✷m,w(Ω). A
∆
m,w(Ω) is defined analogously. With this terminol-
ogy at hand we can now precisely state the transport properties of smoothing
kernels.
3.4 Lemma. Denote by (Uα, ψα) a chart in X.
(A) Transforming smoothing kernels to local test objects.
(i) Let Φ be a smoothing kernel. Then the map φ defined by
φ(ε, x)(y)dny := εn ((ψ−1α )
∗Φ(ε, ψ−1α x))(εy + x) (7)
(x ∈ ψα(Uα), y ∈ Rn) is an element of C∞b,w(I × ψα(Uα),A0(R
n)).
(ii) If, in addition, Φ ∈ A˜m(X) for some m ∈ N then φ ∈ A
∆
m,w(ψα(Uα)),
i.e.,
∫
φ(ε, x)(y)yβdy = O(εm+1−|β|) (1 ≤ |β| ≤ m) (8)
uniformly on compact sets. In particular, if Φ ∈ A˜2m−1(X) then φ ∈
A✷m,w(ψα(Uα)).
(B) Transporting local test objects onto the manifold.
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(i) Let φ ∈ C∞b (I ×Ω,A0(R
n)) and Φ1 ∈ A˜0(X). Let K ⊂⊂ ψα(Uα), χ, χ1 ∈
D(ψα(Uα)) with χ ≡ 1 on an open neighborhood of K and χ1 ≡ 1 on an
open neighborhood of suppχ. Then
Φ(ε, p) := (1− χˆ(p)λ(ε))Φ1(ε, p)
+χˆ(p)λ(ε)ψ∗α
(
1
εn
φ(ε, ψαp)(
y−ψαp
ε
)χ1(y)d
ny
) (9)
is a smoothing kernel (with λ a smooth cut-off function).
(ii) If, in addition, φ ∈ A∆m(ψα(Uα)) and Φ1 ∈ A˜m(X) then Φ ∈ A˜m(X). In
particular, if φ ∈ A✷m(ψα(Uα)) and Φ1 ∈ A˜m(X) then Φ ∈ A˜m(X).
For a proof of this result we refer to [6].
Using the above result we may now derive local characterizations of mod-
erateness and negligibility, thereby establishing the link to Gd promised above.
3.5 Theorem. Let R ∈ Eˆ(X). Then for all α,
R ∈ Eˆm(X)⇔ (ψ
−1
α )
∗(R|Uα) ∈ EM (ψα(Uα)).
Proof. (⇒) Let R ∈ Eˆm(X), (Uα, ψα) ∈ A and set R′ := (ψ−1α )
∗(R|Uα). Then
for K ⊂⊂ ψα(Uα) =: Vα, β ∈ Nn0 and φ ∈ C
∞
b (I × ψα(Uα), A0(R
n)). we have
to show that
sup
x∈K
|∂β(R′(TxSεφ(ε, x), x))| = O(ε
−N ) (10)
for some N ∈ N. To this end we fix some Φ1 ∈ A˜0(X) and define Φ ∈ A˜0(X)
by (9). Let ∂β = ∂i1 . . . ∂i|β| and for 1 ≤ ij ≤ n choose ζij ∈ X(X) such that
the local expression of ζij coincides with ∂ij on a neighborhood of K. Then for
ε sufficiently small (10) equals
sup
p∈Kˆ
|Lζi1 . . . Lζi|β|R(Φ(ε, p), p)| .
(⇐) Let ζ1, . . . , ζk ∈ X(X) and Kˆ ⊂⊂ Uα for some chart (Uα, ψα). Let
Φ ∈ A˜0(X) and define φ by (7). Since φ : D → A0(Rn) belongs to C∞b,w(I ×
ψα(Uα),A0(Rn)) it follows from [5], Th. 10.5 that given β ∈ Nn0 there exists
some N ∈ N and some ε0 > 0 such that for x ∈ K and ε ≤ ε0 we have
(ε, x) ∈ D and |∂β(ψ−1α )
∗(R|Uα)(TxSεφ(ε, x), x))| = O(ε
−N ). From this and (3)
the result follows. ✷
3.6 Theorem. Let R ∈ Eˆm(X). Then for all α,
R ∈ Nˆ (X)⇔ (ψ−1α )
∗(R|Uα) ∈ N (ψα(Uα)).
Proof. (⇒) Let R ∈ Eˆm(X), (Uα, ψα) ∈ A and set R′ := (ψ−1α )
∗(R|Uα). Let
K ⊂⊂ ψα(Uα) =: Vα, l ∈ N and β ∈ Nn0 . Set k = |β| and choose m ∈ N0 such
that
sup
p∈Kˆ
|Lζ1 . . . Lζk(R(Φ(ε, x), x))| = O(ε
l) (11)
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for all ζ1, . . . , ζk ∈ X(X) and all Φ ∈ A˜m(X). Then by 3.4, for φ ∈ A✷m(Vα), Φ
as in (9) is an element of Φ ∈ A˜m(X). Hence (with ζij as in the proof of 3.5)
we obtain
sup
x∈K
|∂β(R′(TxSεφ(ε, x), x))|
= sup
p∈Kˆ
|Lζi1 . . . Lζi|β| (R(Φ(ε, x), x))| = O(ε
l)
so the claim follows from the characterization results in [5] (Ch. 7 and 10).
(⇐) Let k ∈ N0, l ∈ N, ζ1, . . . , ζk ∈ X(X) and Kˆ ⊂⊂ Uα. There exists m′
such that
sup
x∈K
|∂β(R′(TxSεφ(ε, x), x))| = O(ε
l) (12)
for all |β| ≤ k and all φ ∈ A✷m′,w(Vα). Now set m = 2m
′−1 and let Φ ∈ A˜m(X).
Then φ defined by (7) is in A✷m′,w(Vα) by 3.4 (A) (ii). Hence inserting local rep-
resentations of ζ1, . . . , ζk, (12) implies (11). ✷
From this and [5], Th. 13.1 we conclude
3.7 Corollary. Let R ∈ EˆM (X). Then
R ∈ Nˆ (X)⇔ (4) holds for k = 0.
As a final ingredient in the construction of Gˆ(X), in the following result we
establish stability of Eˆm(X) and Nˆ (X) under Lie derivatives
3.8 Theorem. Let ζ ∈ X(X). Then
(i) Lˆζ Eˆm(X) ⊆ Eˆm(X).
(ii) LˆζNˆ (X) ⊆ Nˆ (X).
Proof. Let R ∈ Eˆm(X), ζ ∈ X(X). By 3.5 for any chart (Uα, ψα) we have
(ψ−1α )
∗(R|Uα) ∈ EM (ψα(Uα)). Thus by the stability of the space of moderate
functions on Rn ([5], Th. 7.10) also Lζα(ψ
−1
α )
∗(R|Uα) = (ψ
−1
α )
∗(LˆζR|Uα) ∈
EM (ψα(Uα)) (where ζα denotes the local representation of ζ), which, again by
3.5 gives the result. The claim for Nˆ (X) follows analogously from the stability
of the space of negligible functions under differentiation ([5], Th. 7.11). ✷
Having collected all the necessary properties of Eˆm(X) and Nˆ (X) (cf. the general
scheme of construction for Colombeau algebras given in [5], Ch. 3) we turn to
the actual definition of Gˆ(X).
3.9 Definition. The full Colombeau algebra on X is defined as
Gˆ(X) := Eˆm(X)
/
Nˆ (X)
Gˆ(X) is a differential algebra with respect to the Lie derivative Lˆ induced by
(2), cf. 3.8. For any R ∈ Eˆ(X), its class in Gˆ(X) will be denoted by cl[R].
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4 Embedding properties
In order to complete the list of properties of Gˆ(X) given in the abstract of this
paper we still need to embed C∞(X) and D′(X) into Gˆ(X).
4.1 Definition. Let u ∈ D′(X), f ∈ C∞(X);
(ιu)(ω, x) := 〈u, ω〉
(σf)(ω.x) := f(x).
ι : D′(X)→ Eˆ(X) and σ : C∞(X)→ Eˆ(X) are linear embeddings, σ respecting
multiplication and unit of C∞(X).
Next we show that ι and σ commute with arbitrary Lie derivatives. Con-
cerning ι, we obtain from (2)
Lˆζ(ιu)(ω, p) = −d1(ιu)(ω, p)(Lζω) + Lζ((ιu)(ω, . ))|p
= −d1 ((ω, p) 7→ 〈u, ω〉) (Lζω) + 0
= −〈u, Lζω〉
= ι(Lζu)(ω, p).
Similarly, for σ the first term −d1(σf)(ω, p)(Lζω) of Lˆζ(σf)(ω, p) vanishes, so
Lζ((σf)(ω, . ))|p = Lζf(p) = σ(Lζf)(ω, p).
The most important properties of σ and ι are collected in the following result.
4.2 Theorem.
(i) ι(D′(X)) ⊆ Eˆm(X).
(ii) σ(C∞(X)) ⊆ Eˆm(X).
(iii) (ι− σ)(C∞(X)) ⊆ Nˆ (X).
(iv) ι(D′(X)) ∩ Nˆ (X) = {0}.
Proof. To show (i), let ω ∈ D(ψα(Uα)); then
((ψ−1α )
∗((ιu)|Uα ))(ω, x) = ((ιu)|Uα)(ψ
∗
α(ω d
ny), ψ−1α (x)) =
〈u, ψ∗α(ω d
ny)〉 = 〈(ψ−1α )
∗(u|Uα), ω〉
Since (ψ−1α )
∗(u|Uα) ∈ D
′(ψα(Uα)) it follows from the local theory that indeed
(ψ−1α )
∗((ιu)|Uα) ∈ EM (ψα(Uα)).
(ii) is immediate and (iii) follows from 3.6 and the corresponding local result.
Finally, to establish (iv) suppose that ιu ∈ Nˆ (X). By the same reasoning
as above (ω, x) → 〈(ψ−1α )
∗(u|Uα), ω〉 ∈ N (ψα(Uα)) for each α. Thus again by
the respective local result (ψ−1α )
∗(u|Uα) = 0 for each α, i.e. u = 0. ✷
4.3 Corollary. ι : D′(X) → Gˆ(X) is a linear embedding that commutes with
Lie derivatives and coincides with σ : C∞(X) → Gˆ(X) on C∞(X). Thus ι
renders D′(X) a linear subspace and C∞(X) a faithful subalgebra of Gˆ(X) .
4.3 completes the construction of an intrinsic Colombeau algebra on X pre-
serving all the distinguishing properties of the local algebra Gd.
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