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An infinite family of exact solutions of the two-photon Rabi model was found by investigating
the differential algebraic properties of the Hamiltonian. This family corresponds to energy level
crossings not covered by the Juddian class, which is given by elemetary functions. In contrast,
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I. FORMULATION OF THE PROBLEM
Emary and Bishop were the first to describe exact solutions of the two-photon Rabi model
[6]. They related them to crossings of energy levels with different parities of corresponding
eigenfunctions. These exact solutions are expresible in terms of elementary functions are
called the Juddian solutions. Moreover, Emary and Bishop noticed that their result describes
only a part of the level-crossings which are clearly visible in a numerically obtained spectrum,
and conjectured that the remaining level-crossings also correspond to exact solutions1. This
conjecture can be reformulated as the problem of full description of degenerate states in
the 2-photon Rabi model. Our aim is to give a complete solution of this problem and to
show that Emary and Bishop’s conjecture is true. We give explicit analytic formulae for
eigenfunctions corresponding to level crossings which were conjectured by Emary and Bishop.
More importantly, we show that they are of different nature and analytical properties that
those found in [6]. The proposed method is general, it can be applied to arbitrary systems
for which the Scho¨dringer equation has order greater than two.
The two photon Rabi model is given by the following Hamiltonian
H = ωa†a+
ω0
2
σz + 2g
[
(a†)2 + (a)2
]
σx. (1)
It is also known as the two-photon Jaynes-Cummings model investigated initially in [4],
and with a view to population inversion in [7]. This is a phenomenological model of the
two-photon interaction. Its RWA version was introduced in [17]. The reader can find a nice
discussion and justification of the derivation in [5].
For very recent studies of the two-photon Rabi model we refer the reader to [10, 11],
where a detailed references for this subject can be found.
In further consideration it is convenient to apply a unitary transformation H˜ = U †HU
with U = (σx + σz)/
√
2. It gives
H˜ = ωa†a+
ω0
2
σx + 2g
[
(a†)2 + a2
]
σz
= 2g
{
2xa†a+ µσx +
[
(a†)2 + a2
]
σz
}
,
(2)
1 see p. 8240 in [6]. The authors suggest the the missing exact solutions will be of Juddian type.
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where we set ω = 4xg, and ω0 = 4µg. The rescaled Hamiltonian in matrix form reads
K :=
1
2g
H˜ = 2xa†a+ µσx +
[
(a†)2 + a2
]
σz
=
2xa†a+ [(a†)2 + a2] µ
µ 2xa†a− [(a†)2 + a2]
 . (3)
We next employ the Bargmann representation, in which the state is a two-component spinor:
ψ ∈ H2, where H is the Hilbert space which is a proper C-linear subspace of entire functions
O(C) of the complex variable z ∈ C, with the scalar product
〈f, g〉 = 1
pi
∫
C
f(z)g(z)e−|z|
2
d(<(z))d(=(z)). (4)
The operators a† and a become z and ∂z, respectively, so the stationary Schro¨dinger equation
Kψ = Eψ, has the form of the following system of differential equations
ψ′′1(z) + 2xzψ
′
1(z) + (z
2 − E)ψ1(z) + µψ2(z) = 0,
ψ′′2(z)− 2xzψ′2(z) + (z2 + E)ψ2(z)− µψ1(z) = 0.
(5)
In some calculations it is more convenient not to take the above system, but rather the
corresponding fourth-order equation, obtained by elimination of ψ2,
ϕ(iv) + ((2− 4x2)z2 + 4x)ϕ′′ + 4z(1 + Ex− x2)ϕ′ + (2− E2 + µ2 − 4xz2 + z4)ϕ = 0, (6)
where we denote ϕ(z) = ψ1(z); written as L2p(ϕ) = 0, the equation defines the differential
operator L2p. As we showed in [8], the natural parameters of the problem are κ and χ which
are defined by relations
x =
1
2
(
1
κ
+ κ
)
E = 2
(
1
κ
− κ
)
(χ− 1)− κ, (7)
and χ is the spectral parameter. Here we assume that κ ∈ (0, 1) and E > −1. These
restriction of parameters implies that χ ≥ 1. For justification of this parametrisation see
our article [8].
For any fixed values of the parameters equation (6) has four linearly independent solu-
tion ϕi(z), i = 1, . . . , 4 which are entire functions. They are uniquely determined by four
linearly independent initial conditions (ϕi(z0), ϕ
′
i(z0), ϕ
′′
i (z0), ϕ
′′′
i (z0)), i = 1, . . . , 4, given for
an arbitrary z0 ∈ C. The fundamental problem is to decide if at least one of these solutions
has a finite norm, i.e., whether a fixed value of E (or χ) is the eigenvalue for which one or
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more solutions of (6) are eigenstates. Thus, potentially, the degeneracy of a given eigenvalue
can be four. However, this bound cannot be achieved, and we claim that the degeneracy of
eigenvalues is not higher than two.
To show this, let us recall that if an entire function belongs to Bargmann’s Hilbert space,
then it has a proper growth order as |z| → ∞. This growth is characterized by two numbers
(ρ, σ), the order ρ and the type σ. Roughly speaking, f(z) has order ρ and type σ if |f(z)|
behaves as exp (σ|z|ρ) for large |z|, see [9]. It can be shown that if f(z) has a finite norm
then ρ ≤ 2 and σ ≤ 1/2.
Equation (6) has an irregular singular point at infinity. Formal solutions ϕ̂(z) near this
point give us information about the asymptotics of all solutions for large |z|. The basis ϕ̂i(z)
with i = 1, . . . , 4 of formal solutions of equation (6) is the following:
ϕ̂1(z) = z
−1/2 exp
[κ
2
z2
] (
1 + O(z−2)
)
, ϕ̂2(z) = z
−3/2 exp
[
−κ
2
z2
] (
1 + O(z−2)
)
,
ϕ̂3(z) = z
−9/2 exp
[
1
2κ
z2
] (
1 + O(z−2)
)
, ϕ̂4(z) = z
−5/2 exp
[
− 1
2κ
z2
] (
1 + O(z−2)
)
.
(8)
The above expansions are asymptotic to true solutions ϕi(z) only in a narrow enough sector
of the complex plane. From their form it follows that all solutions of equation (6) have
order ρ = 2. However, a changing of the sector permutes these asymptotic expansions and
this is the effect of the Stokes phenomenon, see [18]. This is why generic solutions have the
maximal type which in our case is 1/2κ > 1/2. The above shows that there are at most
two linearly independent solutions of type σ = κ/2 < 1/2. For if there existed a solution
independent of ϕˆ1 and ϕˆ2, but with the type different from ϕˆ3 and ϕˆ4, the basis would have
5 elements, by the correspondence between formal and global bases [18]. Thus, we arrive at
Observation 1 The degeneracy in the two-photon Rabi model is at most two.
In any case, the condition that a solution of equation (6) is an eigenvector puts restrictions
on the Stokes matrices which are highly transcendental objects.
The two photon Rabi model described by Hamiltonian (3) has a Z4 symmetry. The
Hamiltonian K commutes with the operator τ defined as
τψ(z) = σxψ(iz), ψ = (ψ1, ψ2)
T , σx =
0 1
1 0
 (9)
The associated symmetry group is Z4 isomorphic to {1, τ, τ 2, τ 3}.
4
The basis of the solutions space of (6) has four elements, and they can be numbered
according to their Z4 parity. For a solution with parity s one has τψ(z) = sψ, so
ψ1(iz) = sψ2(z),
ψ2(iz) = sψ1(z),
(10)
where s ∈ {+1,−1, i,−i}. Because τ 2ψ(z) = ψ(−z), the distinction between even and
odd solutions represents the Z2 subgroup of the symmetry and can be used to simplify the
calculation.
We can distinguish four linearly independent solutions of system (6): ψ(s) = (ψ
(s)
1 , ψ
(s)
2 )
with s ∈ {+1,−1, i,−i} just specifying initial conditions (ψ(s)(0), ψ(s)′(0)). A simple rea-
soning shows that if s ∈ {−1,+1} then ψ(s)(0) = (1, s) and ψ(s)′(0) = (0, 0). In this case
ψ(s)(z) = ψ(s)(−z). If s ∈ {i,−i}, then ψ(s)(0) = (0, 0) and ψ(s)′(0) = (1,−is); in this case
ψ(s)(z) = −ψ(s)(−z). Clearly, these four initial conditions are linearly independent. Each
solution ψ(z) of system (6) is a linear combination
ψ(z) = c−1ψ(−1)(z) + c+1ψ(+1)(z) + c−iψ(−i)(z) + c+iψ(+i)(z). (11)
In other words, for a specific energy E, once the parity s is fixed, so are the initial conditions
at z = 0, and the state is uniquely determined up to a multiplicative constant.
The spectrum of the two-photon Rabi model is shown in Figure 1. The color of a curve
marks the parity of the corresponding eigenfunction: green, blue, red and orange for +1,
−1, +i and −i, respectively. The Judd states correspond to crossings at levels χ = n/2,
with integer n > 1. They occur only as intersections of two curves with parities (+1,−1) or
(+i,−i). The intersections marked with circles correspond to new states discussed in this
papers. For them there are four admissibly parities of intersecting curves (±1,±i). Values
of χ for these crossings are χ = (2` + 3)/4 for integer ` ≥ 1. This fact is not trivial as the
curves are know only numerically. In fact, at first we determined these values of χ invest-
ing continued fractions of successive numerical approximations. Later we show how these
distinguished values of χ naturally appear in our approach. In the next section we describe
the main idea of our approach to the problem. The eigenvectors corresponding to special
points of the spectrum are distinguished by their analytical form: for Judd states they are
given by elementary function while for the remaining ones – by higher transcendental func-
tions (Bessel, or parabolic cylinder). The reason why this simplification occurs is connected
5
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FIG. 1. Spectrum of the two-photon Rabi model for µ = 3, parities: blue: −1, green: +1, red:
−i, orange: +i. Circles indicate the new states; the remaining crossings are Juddian.
to an algebraic property of the differential operator defined by the stationary Schro¨dinger
equation. Physical manifestation of this property is the degeneracy of the spectrum, and
the main result can be summarized as follows:
Observation 2 Degeneracy in the two-photon Rabi model occurs when χ = m/4, with
m ∈ Z+, and the Schroedinger equation is factorizable. Juddian solutions appear for even
m, and in this case the equation has a 1st order factor; for odd m = 2` + 3, ` ∈ Z+,
the minimal factor is of 2nd order, and for each ` the degenerate eigenstates are given by
classical transcendental functions by formula (38); the appropriate algebraic conditions on
κ and µ is given by the determinant of equations (42).
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II. FACTORIZATION
A. First approach
The exact solutions of the two-photon Rabi model found by Emary and Bishop [6]
correspond to χ = n/2 , where n is an integer, and are directly related to the Judd solutions
of the standard Rabi model [6] in two ways. First, the solutions are exponential
ψ1(z) = e
az2P (z), (12)
where P (z) is a polynomial, and 2a ∈ {±κ,±κ−1}. Second, they come about by degeneracy
of energy levels with different parities. More precisely, the eigenspace of a Judd state is two
dimensional and all eigenvectors ψ(z) = (ψ1(z), ψ2(z)) from this space are either even, when
it appears as a level crossing of states with Z4 parities +1 and −1, or they are odd – for
level crossing of states with parities , +i and −i.
Moreover, from the mathematical point of view, what happens is that the differential
equation (6) is reducible, i.e., the corresponding differential operator L2p can be factorized
L2p = L3L1. (13)
where L1 is a first order differential operator. It seems that this fact was never mentioned
in the literature in this context.
Knowing the above we asked if it is possible that the operator L2p has a right factor of
second order, and if so – what is the physical meaning of this kind of factorization?
Let us notice that if L2p admits the factorization
L2p = L˜2L2, (14)
then a solution of equation L2(y) = 0 is also a solution equation (6). Thus, the question is if
there exist energies for which states are solutions of second order differential equations. We
take the factor to be minimal, for if L2 = L˜1L1, we would be back in the previous case. In
the mathematical literature functions which are solutions of a second order linear differential
equations are called Eulerian, see [12].
The problem of factorization of differential operator is a classical subject. A short expo-
sition can be found in [2]. Using the algorithm and facts from this reference it can be shown
that:
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1. if the differential operator L2p has a right second-order factor L2, then
χ =
2`+ 3
4
, ` ∈ Z; (15)
2. the remaining parameters satisfy the algebraic condition P`(µ, κ)P`(−µ, κ) = 0. where
P`(x, y) ∈ Z[x, y] is a polynomial with integer coefficients;
3. for ` > 0 all solutions of the right factor L2(ψ1) = 0 have a finite Bargmann norm;
for ` ≤ 0 these solutions are not normalizable;
For ` = 1, i.e., for χ = 5/4, the right factor L2 of L2p is given by
L2 = ∂
2
z + κ(2− κz2), (16)
The algebraic restriction for the other parameters is given by the polynomial P1(µ, κ) =
(2µκ + κ2 + 1). It is important to remark here that an arbitrary solution V (z) of the
equation L2(V ) = 0 has finite norm. In fact, the equation
L2(V ) = V
′′(z) + κ(2− κz2)V (z) = 0 (17)
has only one irregular singular point at infinity so all its solutions are entire functions.
Moreover, the basis of formal solutions near infinity is
V̂1(z) = z
1/2e−
κ
2
z2
(
1 +O(z−2)
)
, V̂2(z) = z
−3/2e
κ
2
z2
(
1 +O(z−2)
)
, (18)
An entire function V (z) with these asymptotics has order 2 and type κ/2. As κ ∈ (0, 1),
the Bargmann norm of V (z) is finite. Two linearly independent solution of (17) are
V1(z) = D1/2(
√
2κz), V2(z) = D1/2(−
√
2κz) (19)
where Dn(z) denotes the parabolic cylinder function in Whittaker’s convention, see [19,
§16.5]; for a compilation of definitions, conventions and properties see [20]. These two
functions form a basis of the eigenspace for χ = 5/4, i.e.,
ψ1(z) = c1D1/2(
√
2κz) + c2D1/2(−
√
2κz)
where c1 and c2 are arbitrary constants.
For ` = 2 the right factor of L2p is
L2 = ∂
2
z + b1(z)∂z + b0, (20)
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where
b1(z) = − 2(1 + κ
2)z
(1 + κ2)z2 − 2κ (21)
b0(z) = 2κ− κ2z2 + 9− 2(11 + 2µ
2)κ2 + κ4
4(1− κ2) [(1 + κ2)z2 − 2κ] . (22)
The algebraic restrictions are given by the polynomial
P2(µ, κ) = 3(1 + κ
2)2 − 8µκ(1− κ2) + 4µ2κ2. (23)
Let us notice that now the differential equation L2(V ) = 0 has regular singularities at points
z± = ±
√
2κ
1 + κ2
. (24)
The differences of exponents at these points are both equal 2 but nevertheless all its solutions
are entire. The algebraic condition P2(µ, κ)P2(−µ, κ) = 0 guarantees a that L2 is the right
factor of L2p, and this in turn implies the logarithmic therms are not present in the solutions
of L2(V ) = 0. Quite amazingly, the basis of formal solution of L2(V ) = 0 near infinity is
the same as for the respective equation for ` = 1, that is it has the form (18). We postpone
giving explicit solutions until the next two section, where different values of ` can be treated
together.
Taking ` > 2 we obtain the right factor L2 which is of the form (20) with rational b1(z) and
b0(z). However, the number of regular singularities is 2(`− 1), and the expressions obtained
for the coefficients are quite complicated. For the regular singularities the differences of
exponents are integers. However, the condition P`(µ, κ)P`(−µ, κ) = 0 guarantees that all
these singularity are apparent, see [1]. Thus, one would like to remove them by transforming
the factor equation L2(V ) = 0 into a second order equation without singular points in the
finite part of the complex plane. This question reformulated in more general settings is not
new. From the relevant theory [1] it follows that the answer to this question is generally
negative, and known methods are not directly applicable for our problem. This is why we
decided to modify our approach.
B. Second approach
Equation (6) has a second order factor if its solution space has a two dimensional subspace
spanned by a basis of solutions of second order equation. The real problem is the dependence
9
on parameters. We know that necessary condition for the factorization is ` ∈ Z. Let W`
denote the above mentioned subspace of solutions for ` > 0. Our crucial observation is that
for each ` ∈ Z if V (z) ∈W`, then
V (z) = A`(z)d(z) +B`(z)d
′(z), (25)
where A`(z), B`(z) are polynomials, and d(z) is an arbitrary solution of the following dif-
ferential equation
d′′(z) + κ(2− κz2)d(z) = 0. (26)
This kind of transformation often appears in the problem of removing apparent singularities,
as introduced by Kimura in application to the hypergeometric equation [14].
Here it is important to underline that
1. d(z) does not depend on `;
2. an arbitrary solution d(z) of (26) has finite Bargmann norm (see below), so all elements
of W` have finite Bargmann norm;
3. the function V (z) given by (25) is a solution of (6) if and only if the condition
P`(µ, κ)P`(−µ, κ) = 0 is satisfied;
4. the polynomial A`(z) has degree (`− 1) and A`(−z) = (−1)`+1A`(z);
5. the polynomial B`(z) has degree (`− 2), B2(z) = 0 and B`(−z) = (−1)`B`(z).
Crucially, from the practical point of view, it is enough to assume that ψ1(z) = A(z)d(z) +
B(z)d′(z), where A(z) and B(z) are polynomials, is a solution of (6), and we can derive all
the conclusions given above.
In the preceding section, the factors L2 depended on `. Here, there is just the equation
for d(z) and all solutions will involve only two transcendental functions, i.e., the two inde-
pendent solutions of (26). Recall that the classical Judd states are given by polynomials and
exponentials – the latter being a solution of a first order differential equation, this means the
solutions are Liouvillian. Here, by contrast, in addition to polynomials we have solutions
of a second-order equation, that is to say: Eulerian functions. In this case they are the
modified Bessel functions of the first kind, for we have
d(±)(z) = z
3
2 I± 1
4
(κ
2
z2
)
− z 32 I∓ 3
4
(κ
2
z2
)
. (27)
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The algebraic singularity is apparent, since the equation only admits entire solutions – the
above can be analytically continued over the whole complex plane. The above form of
solution appears naturally when the Laplace transformation is used for finding form (25).
The basis d±(z) has prescribed symmetry as the notation suggests. Namely, equation (26)
coincides with (17) and one can check that
d±(z) = c±
[
D1/2(
√
2κz)±D1/2(−
√
2κz)
]
(28)
where c± are non-zero constants. In connection with the results of Dolya [15], one more
representation of the general solution of (26) would be through the confluent hypergeometric
function:
d(z) = c1e
−κ
2
z2
1F1
(−1
4
, 1
2
, κz2
)
+ c2ze
−κ
2
z2
1F1
(
1
4
, 3
2
, κz2
)
. (29)
For ` = 1 the solution becomes just
ψ1 = d(z). (30)
For ` = 2 we have
ψ1 = κ
(
7− κ4 + κ2(6 + 4µ2)) zd(z) + (7κ4 + κ2(6 + 4µ2)− 1) d′(z). (31)
For ` = 3 we have
ψ1 =
(
z2 + 519κ
8−12(159+2µ2)κ6−2(1155+8µ2(31+µ2))κ4+4(27+10µ2)κ2−9
256κ(1−κ4)(1−κ2)2
)
d(z)+
κ2(62+4µ2)−1−κ4)
16κ(1−κ2)2 zd
′(z).
(32)
We deduced representation (25) partly in the process of removing apparent singularities
with Kimura’s method, and partly by inspecting several examples. Clearly, it needs further
mathematical investigation, which we attempt below.
C. Third approach
The third and final picture of the new solutions is a simplification of the previous rep-
resentation, which uses one special function d(z) and polynomial coefficients. Instead of
finding coefficients of polynomials, as solutions of a differential equation, one might wish to
construct a new basis in the Hilbert space, such that the solutions are simply finite linear
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combinations, rendering the problem equivalent to solving a linear system. To this end we
introduce a new independent variable ζ =
√
2κz, and consider (26) generalized thus
D′′n(ζ) +
(
n+ 1− 1
4
ζ2
)
Dn(ζ) = 0. (33)
The previously used function corresponds to n = 0 so that d(z) = D0(
√
2κz), and it is
clear that Dn are entire functions for all n. The two independent solutions can be taken
as D
(±)
n (ζ) := Dn+ 1
2
(ζ)±Dn+ 1
2
(−ζ), where Dn are the aforementioned parabolic cylindrical
functions. In addition to the differential equation, the new functions satisfy the relations
1
2
ζDn −D′n = Dn+1, and 12ζDn +D′n = (n+ 12)Dn−1, (34)
so it makes sense to introduce the raising and lowering operators
b† := 1
2
ζ − ∂ζ
b := 1
2
ζ + ∂ζ
 =⇒
 b
†Dn = Dn+1
bDn =
(
n+ 1
2
)
Dn−1
, (35)
which obey [b, b†] = 1. We use the conventional notation, but note that they are not
Hermitian conjugates in the Bargmann product. What is more, unlike in the standard case,
D0 is not annihilated by b, so we have a doubly infinite series, i.e., n ∈ Z.
The triple b†b, b2 and b†2 satisfy the commutation relations of the su(1, 1) algebra[
b†b+ 1
2
, b†
2
]
= 2b†
2
,
[
b†b+ 1
2
, b2
]
= −2b2,
[
b2, b†
2
]
= 4
(
b†b+ 1
2
)
. (36)
However, we cannot immediately choose one of the irreducible representations because here
b† does not denote the Hermitian conjugate of b. A further Lie algebraic analysis will be
given in a separate publication, Here, we follow the direct path, which is simple enough in
this case.
The Schro¨dinger equation (5) can now be written as
Nψ1 +
1 + κ2
1− κ2 b
2ψ1 + (2− 2χ)ψ1 + µκ
1− κ2ψ2 = 0,
Nψ2 +
1 + κ2
1− κ2 b
†2ψ2 − (1− 2χ)ψ2 − µκ
1− κ2ψ1 = 0,
(37)
where N := b†b so that NDn =
(
n+ 1
2
)
Dn. As can be seen, all the involved operators,
when applied to Dn, shift the index by 0 or 2. We can thus look for solutions of the form
ψ1 =
l3∑
j=0
ajDl1+2j, ψ2 =
l4∑
j=0
cjDl2+2j, (38)
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i.e., finite expansions in terms of entire functions like in (25), except this time the coefficients
are constant, and there is more than one function d(z).
The new parameters can be limited, by inspecting the terms with the lowest indices: in
the first component of (37), b2ψ1 must cancel with ψ2; in the second, b
†2ψ2 must cancel
with ψ1. The two conditions are l1 − 2 = l2, and l2 + 2l4 + 2 = l1 + 2l3, or simply: l4 = l3
and l2 = l1 − 2. It then follows that the highest terms in the first equation come from
Nψ1 + (2− 2χ)ψ1, and the lowest in the second from Nψ2 − (1− 2χ)ψ2, their cancellation
requires that
χ =
3 + 2l3
4
, and l1 = −1− l3. (39)
By (15), we recognize that l3 = `, so χ fully specifies the index ranges.
We are now ready to turn the Schro¨dinger equation into a homogeneous linear systems
of equations for aj and cj, with a tridiagonal structure. Indeed, the first equation in (37)
is easily solved for ψ2, and direct substitution changes the second one into Lψ1 = 0, where
the operator L(N, b2, b†2) acts on Dn simply as LDn = βnDn + αnDn+2 + γnDn−2 where
αn = (1− κ4)(5 + 2n− 4χ),
βn = (1 + κ
4)(4n2 − 1) + 2(1− κ2)2(2n− 1− 2χ(2χ− 3)) + 2κ2µ2,
γn = (1− κ4)(n2 − 14)(4χ+ 2n− 5).
(40)
With the substitution (38), the remaining equation becomes L
∑
anDl1+2n = 0, or, by
independence of Dn, a set of recurrence relations
αl1+2n−2an−1 + βl1+2nan + γl1+2n+2an+1 = 0, n = 0, . . . , `; (41)
the equivalent system reads

β−`−1 γ−`+1
α−`−1 β−`+1 γ−`+3 0
α−`+1
. . . . . .
. . . . . . γ`−3
0 α`−5 β`−3 γ`−1
α`−3 β`−1


a0
a1
a2
...
a`−1
a`

= 0, (42)
which is of finite size ` + 1 by assumption. For a non-zero solution, the main determinant
must vanish – it turns out to be exactly the algebraic condition P`(µ, κ)P`(−µ, κ) = 0.
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Since Dn could be any of the basis solutions, we have obtained solutions for both parities:
as τ 2ψ(z) = ψ(−z) = s2ψ(z), the parity of D(+) is in {1,−1}, while that of D(−) belongs
to {i,−i}. We thus have “cross” degeneracy. To determine s specifically one can use the
connection formula
Dn(iζ) =
i Γ
(
n+ 3
2
)
√
2pi
[
in−
1
2D−n−2(−ζ)− i 12−nD−n−2(ζ)
]
, (43)
and check the quantity ψ1(iz)/ψ2(z). Another option is to check the expansion of ψ around
zero, once the coefficients of (38) have been solved for, and compare with those in Section I.
The full solutions for χ = 5
4
are
ψ1 = D0, ψ2 =
1 + κ2
µκ
D−2, (44)
where D of the same parity should be taken in both components.
Likewise, solutions for χ = 7
4
read
ψ1 =
8κ2(1− κ2)µ2
(1 + κ2)(3 + 3κ4 + κ2(6 + 4µ2))
D−1 +D1,
ψ2 =
6κ(κ2 − 1)µ
3 + 3κ4 + κ2(6 + 4µ2)
D−3 +
κµ
1 + κ2
D−1.
(45)
Getting back to the previous representation is also straightforward, due to the recurrence
relation
ζDn =
(
n+ 1
2
)
Dn−1 +Dn+1, (46)
which allows us to reduce all Dn to a combination of D0 and D1. This comes at the price of
generating polynomials of ζ as coefficients. D1 can then be changed to D
′
0 using (35), and
we are back to the V = Ad+Bd′ form.
By extension, the recurrence relations allow us to manipulate the Bessel functions of
(27), and the solutions can be expressed as a sum of Iν of quarter order ν ∈ 14 + Z. This is
another reason for adoption of χ as a natural parameter – quarters correspond to the newly
found states, while half integer values (for which the Bessel function reduce to exponentials)
correspond to those of Emary and Bishop. The relation of Juddian states to elementary
Bessel functions was also the basis of Reik’s approach [16].
III. SYMMETRY AND DEGENERACY
As we already mentioned, the Hamiltonian K of the two-photon Rabi model commutes
with the symmetry operator τ defined by (9). Thus, if Hψ = Eψ, then Hτ(ψ) = Eτ(ψ).
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Hence
• if ψ is an eigenstate for given energy than also τ(ψ), τ 2(ψ), τ 3(ψ), are eigenstate for
this energy.
• if WE is eigenspace corresponding to energy E then it is spanned by eigenvectors of τ
In particular, if energy E is not degenerate, then necessarily τ(ψ) = sψ with s ∈
{+1,−1, i,−i}. In other words, non-degenerate eigenstates have specified parity with respect
to Z4 symmetry.
If energy E is degenerate, then we know that WE has dimension two, so it is spanned by
two eigenstates ψ(r) and ψ(s) with r, s ∈ {+1,−1, i,−i}, r 6= s, which satisfy τ(ψ(r)) = rψ(r),
τ(ψ(s)) = sψ(s). There are four unordered pairs (r, s) of parities (1,−1), (1, i), (1,−i), and
(i,−i).
The Judd type states found by Emary and Bishop correspond to pairs (r, s) = (1,−1)
and (i,−i). In the first case WE is spanned by states which are even functions, while in the
second case WE is spanned by odd states. Thus the Judd type states of Emary and Bishop
have fixed Z2 parities corresponding to τ 2.
IV. CONCLUSIONS AND REMARKS
In this article we investigated degenerate states of the two-photon Rabi model. One
part of the collection of such states, called the Judd type states, was discovered by Emary
and Bishop in [6]. The spinors are given by simple elementary functions. We observe that
this fact is a consequence of factorisation of the stationary Schro¨dinger equation, which,
in Bargmann’s representation, has the form of a fourth order differential equations. The
existence of the other part of the degenerate spectrum was a conjecture [6]. We proved this
conjecture, and found the analytical form of the eigenstates and energies.
Our main idea was that degenerate eigenstates have simpler analytical form than those
nondegenerate, because they are the solutions of a differential equation of order lower than
the order of the Schro¨dinger equation. We determined the asymptotics of the solutions,
and showed that the degeneracy can at most be two-fold. The resulting two-dimensional
eigenspaces are spanned by states with two different Z4 parities.
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The existence of such a lower-order equation in those subspaces means that the Schro¨dinger
equation considered as a differential operator has a right factor. We showed that the re-
maining part of the degenerate spectrum corresponds to the case when this factor has order
two, so the eigenstates are given explicitly by solutions of second order differential equations
and higher transcendental functions (equivalently by parabolic cylinder, Bessel or confluent
hypergeometric).
The factorisation method for differential operators is well known in the context of quan-
tum mechanics, see eg. book [3]. However, standard techniques consist of factorisation of
the Hamiltonian – here, in contrast, we factorised the operator corresponding to the whole
Schro¨dinger equation.
In the article [15], partially overlapping with our analysis, Dolya investigated quasiexact
solvability of the two-photon Rabi system, and obtained similar expressions for eigenstates
given by confluent hypergeometric functions, however this result was discarded in [21].
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