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Precision measurements of the 60Co β-asymmetry parameter in search
for tensor currents in weak interactions
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The β-asymmetry parameter A˜ for the Gamow-Teller decay of 60Co was measured by polarizing
the radioactive nuclei with the brute force low-temperature nuclear-orientation method. The 60Co
activity was cooled down to milliKelvin temperatures in a 3He-4He dilution refrigerator in an external
13 T magnetic field. The β particles were observed by a 500 µm thick Si PIN diode operating at a
temperature of about 10 K in a magnetic field of 0.6 T. Extensive GEANT4 Monte-Carlo simulations
were performed to gain control over the systematic effects. Our result, A˜ = −1.014(12)stat(16)syst,
is in agreement with the Standard-Model value of −0.987(9), which includes recoil-order corrections
that were addressed for the first time for this isotope. Further, it enables limits to be placed on
possible tensor-type charged weak currents as well as other physics beyond the Standard Model.
PACS numbers: 23.40.Bw, 23.40.Hc, 24.80.Ba, 29.30.Lw, 29.40.Wk
I. INTRODUCTION
In the Standard Electroweak Model the weak
interaction has a vector – axial-vector struc-
ture (V − A) implying absence of tensor (T ),
scalar (S), and pseudoscalar (P ) components.
In nuclear β decay the contribution of the pseu-
doscalar component can be excluded because of
the non-relativistic behavior of nucleons. This
argument, however, does not apply to the scalar
and tensor components. Currently, there is
no theoretical motivation for their absence [1].
Present experimental limits from neutron and
nuclear β decay restrict their potential contribu-
tion to about 8 % in the amplitudes [2] and ex-
perimental efforts to improve these constraints
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are ongoing in both nuclear β beta decay [3]-[12]
and free neutron decay [14]-[20].
A measurement of the angular distribution
of the β radiation from oriented nuclei is po-
tentially very sensitive to deviations from the
Standard-Model weak interaction. This angu-
lar distribution is given by: [21]
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with Ee and pe the total energy and momentum
of the β particle,m the rest mass of the electron,
J the nuclear vector polarization and b the Fierz
interference term.
The experimental observable A˜ for an allowed
2pure Gamow-Teller decay can be written as [2]:
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with CT , C
′
T and CA coupling constants of the
tensor and axial-vector parts of the weak inter-
action Hamiltonian, as introduced by Jackson,
Treiman and Wyld [21]. Primed (unprimed)
coupling constants are for the parity conserv-
ing (violating) parts of the interactions, respec-
tively (maximum parity violation was assumed
for the axial-vector part of the interaction).
Further, the upper (lower) sign refers to β−(β+)
decay, and γ = [1 − (αZ)
2
]1/2 with α the fine
structure constant and Z the atomic number of
the daughter isotope. Also, λ = 1 for J → J−1,
λ = 1/(J + 1) for J → J and λ = −J/(J + 1)
for J → J + 1 transitions.
The Standard-Model prediction for the β-
asymmetry parameter is ASM = ∓λ + recoil
corrections. The recoil corrections are deter-
mined by the induced form factors [22] and will
be addressed in section IV.
To obtain the last line of Eq. (2) we make two
assumptions. First, existing limits on the imag-
inary term, ℑ(CT +C
′
T )/CA, are already at the
1 % level [23] suggesting this term is negligi-
ble. Second, the couplings CT /CA and C
′
T /CA
are presumably small in order that second-order
terms such as |CT |
2/|CA|
2 can be neglected.
Then it is evident that any departure in the
measured value A˜ from the Standard-Model
value ASM is sensitive to the tensor couplings
(CT +C
′
T ). Further, as the factor γ is always of
order unity, the sensitivity to these tensor cou-
plings can be enhanced by selecting a β decay
with a low endpoint energy.
A powerful technique for this kind of mea-
surement is the Low Temperature Nuclear Ori-
entation method (LTNO) [24]. An excellent
illustration of the potential of this method is
the well-known experiment performed in 1957
with 60Co by C. S. Wu et al., which established
the violation of parity in weak interactions [25].
This experiment was later repeated with better
precision by Chirovsky et al. [26].
Table I summarizes the most precise β-
asymmetry measurements for superallowed
mixed Fermi/Gamow-Teller and pure Gamow-
Teller (GT) nuclear β decays. For pure Fermi
transitions A˜ ≡ 0. Allowed Jpi → Jpi transi-
tions between non-analog states (i.e. with dif-
ferent isospin), which are in principle of pure
GT type according to weak interaction selec-
tion rules, are not considered here as they can
contain a small Fermi component from isospin
mixing caused by the electromagnetic interac-
tion (see e.g. Ref. [36–41]), rendering them un-
interesting for weak interaction studies.
For the most precise measurements to date
with 60Co [26] and 114In [9], accuracies of 2 %
and 1.5 % have been obtained. To improve
significantly on the existing constraints for a
tensor-type weak interaction the β-asymmetry
parameter has to be determined with a precision
of at least this order or even better, depending
on the isotope in question and its β endpoint
energy, see Eq. (2).
For this purpose a new Brute Force LTNO
setup was installed at the Katholieke Univer-
siteit Leuven. The first tests of the setup
were performed in 2005 and were reported in
Ref. [42]. Here we report on a measurement of
the β-asymmetry parameter for the 5+ → 4+
pure Gamow-Teller β− transition in the decay
of 60Co (t1/2 = 1925.28(14) d), with an end-
point energy of 317.9 keV and log ft = 7.512(2)
[43].
3TABLE I. Overview of the measurements of the β-asymmetry parameter A for pure GT transitions and
isospin T = 1/2 mixed F/GT mirror transitions. All results were obtained with the LTNO method, except
for the last four results. 19Ne was polarized with the help of a Stern-Gerlach magnet, 29P and 35Ar were
produced and polarized by polarization transfer reactions. Neutron decay results are not included here.
Isotope Transition A A
(a)
SM
60Co 5+
GT
−−→ 4+ −1.01 (2)(1) −1
−0.972 (34)(2)
114In 1+
GT
−−→ 0+ −0.990 (14)(3) −1
127Teg 3/2+
GT
−−→ 5/2+ 0.569 (51)(4) 0.6
129Teg 3/2+
GT
−−→ 5/2+ 0.645 (59)(4) 0.6
133Xeg 3/2+
GT
−−→ 5/2+ 0.598 (73)(4) 0.6
17F 5/2+ → 5/2+ 0.960 (82)(5) 0.99739(18)
T = 1/2 mirror
19Ne 1/2+ → 1/2+ −0.0391 (14)(6) −0.04166(95)
T = 1/2 mirror
29P 1/2+ → 1/2+ 0.681 (86)(7) 0.6154(46)
T = 1/2 mirror
35Ar 3/2+ → 3/2+ 0.49 (10)(8) 0.4371(36)
T = 1/2 mirror
35Ar 3/2+ → 3/2+ 0.427 (23)(9) 0.4371(36)
T = 1/2 mirror
(1)Ref. [26]; (2)Ref. [27]; (3)Ref. [9]; (4)Ref. [28]; (5)Ref. [29, 30]; (6)Ref. [31]; (7)Ref. [32]; (7)Ref. [33]; (7)Ref. [34]; (a)
Neglecting recoil corrections (see Sect. IV); values for the T=1/2 mirror transitions taken from [35]
II. THE EXPERIMENT
A. Experimental setup
The experimental setup was described in de-
tail in Ref. [42]. The 60Co nuclei were ori-
ented with the Brute Force LTNO method
[44], in which the nuclei are embedded in a
non-magnetic host foil that is cooled to mil-
liKelvin temperatures while being exposed to a
high external magnetic field. The experimental
setup consisted of a 3He-4He dilution refrigera-
tor equipped with a superconducting magnet. A
schematic view of the bottom part of the setup
is shown in Fig. 1. The magnet has an inter-
nal diameter of 36 mm, with a special inset at
the bottom of the magnet to house the particle
detector. The choice of a particle detector is
determined by its ability to work both at tem-
peratures close to liquid He temperature and in
a strong magnetic field, which may reach 1 T at
the site of the detector. A Si PIN photodiode
from Hamamatsu Photonics with a thickness of
500 µm and a surface area of 9×9 mm2 has
been tested and showed good behavior under
4such conditions [42, 45]. A Si detector of this
thickness is able to fully stop electrons with en-
ergies up to ∼350 keV, while at the same time
having a rather low sensitivity to γ radiation in
comparison to a thicker Si detector or a high-
purity Ge detector. Another advantage of using
a Si detector is that the electron backscattering
probability for Si is significantly lower than for
Ge (by a factor of about 2.3 [46]).
           
           
DAQ
g-detector
B(13 T)
b-detector
Magnet
Mixing
chamber
Source
Cancellation
coil
Cold
finger
Sample
holder
FIG. 1. Schematic view of the lower part of the
experimental setup.
The sample for the Brute Force LTNO measure-
ment was produced by diffusing 60Co and 57Co
activity into a 99.99+ % pure 20 µm thin Cu
foil. Copper is a suitable host material since it
has good thermal conductivity, is easy to sol-
der and has a rather low Z, which is important
to minimize scattering of β particles in the foil.
Further, copper is a non-ferromagnetic material
such that no internal hyperfine field is present.
The Co nuclei thus only feels the external mag-
netic field, slightly altered by a Knight shift of
+5.2(2) % [44, 47]. The source was prepared by
first heating the Cu foil with the dried Co ac-
tivity under a hydrogen atmosphere to 600 ◦C
to anneal the foil. Then the temperature was
increased up to 850 ◦C and maintained for 5
minutes for the actual diffusion of the Co activ-
ities into the foil. Thereafter, the temperature
was decreased down to 500 ◦C to anneal the
foil once more for about 24 hours in order to
remove any possible remaining oxidation. The
diffusion coefficient of Co in Cu is known [48]
so that the depth profile of the cobalt ions can
be calculated [49]. From this, we learned that
about 90 % of the activity was sitting in a 3 µm
thick layer below the surface.
The foil was soldered on to the sample holder,
which is, via the cold finger, in thermal contact
with the 3He-4He mixing chamber of the dilu-
tion refrigerator, where the lowest temperature
is reached. To avoid a temperature gradient
over the sample holder and to maximize its tem-
perature conductivity it is made from oxygen-
free copper. The bottom part has a 10 mm
deep, 6 mm wide threaded hole behind the ac-
tivity spot to reduce backscattering of electrons
(see Fig. 2). Geometrically, the foil is positioned
in the center of the magnetic field, perpendicu-
lar to the vertical magnetic field direction.
In order to determine temperatures in the
12 mm
threaded hole
to minimize
backscattering
(
6mm diam.)
10 mm deep,
sample holder
body
sample foil
54MnNi
thermometer
FIG. 2. Bottom part of the sample holder. The
sample is soldered on to the bottom perpendicular
to the magnetic field direction.
mK region a nuclear orientation thermometer
54Mn(Ni) was soldered on to the sample holder
as well. Since all nuclear and hyperfine prop-
erties of this sample are accurately known and
5the degree of orientation in this kind of experi-
ment follows a Boltzmann distribution, there is
a one to one relation between the anisotropy of
the 835 keV γ line from the decay of 54Mn and
the temperature of the sample holder [50].
The purpose of the 57Co in the copper sample
foil itself, in addition to the 60Co, was to cross
check the degree of orientation of the 60Co nu-
clei.
To register γ rays, a high-purity Ge detec-
tor was installed outside the refrigerator at a
distance of about 30 cm from the center of the
magnetic field (Fig. 1). To minimize the effect
of the magnetic field on this detector a cance-
lation coil was included in the bottom part of
the magnet such that the field strength at the
position of this detector is only about 2 % of
the central value.
B. Data taking
A β spectrum measured with the Si PIN
diode detector is shown in Fig. 3. The
background seen above the 60Co endpoint at
317.9 keV is mostly due to Compton scattering
of the 1173 keV and 1332 keV γ lines in the de-
cay 60Co. The contribution from the very weak
β decay branch of 60Co with an endpoint energy
of 1491 keV and from the 54Mn 835 keV γ line to
this Compton tail is negligible. The peak at the
end of the spectrum comes from the pulse gen-
erator. The observed pulser count rate is used
for dead-time correction. The energy calibra-
tion was obtained by inserting a 207Bi conver-
sion electron source in the system before and
after the measurement. From this the energy
resolution could be determined to be 6 keV at
500 keV
The spectrum observed by the HPGe γ detec-
tor is shown in Fig. 4. The 835 keV E2 γ transi-
tion in the decay of 54Mn was used to determine
the temperature of the sample in the milliKelvin
region. The γ lines from 57Co and 60Co were
used to determine the degree of nuclear orien-
tation for the Co nuclei. The spectrum is seen
to be very clean, apart from some natural back-
ground radiation lines. The FWHM of the full
0.0001
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0 400 800 1200
Conversion electrons of 57Co
60Co  -spectrum
E0 = 317.9 keV
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Energy (keV)
FIG. 3. β Spectrum observed with the Si particle
detector operating at a temperature of about 10 K
and in a magnetic field of 0.6T. E0 indicates the β
spectrum endpoint energy.
energy peaks was found to be 2.2 keV at 1.33
MeV.
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FIG. 4. γ Spectrum observed with the HPGe detec-
tor. The energies of the main γ lines are indicated.
The experimental angular distribution of
β particles emitted by polarized nuclei for an
allowed β decay can be written as
W (θ) = 1 + f
v
c
A˜PQ1 cos θ, (3)
where θ is the emission angle of the β particle
6with respect to the polarization axis, v/c is the
β particle initial velocity relative to the speed
of light, f is the fraction of the nuclei that feel
the full orienting interaction µB (with µ the
nuclear magnetic moment of the mother isotope
and B the total magnetic field the nuclei feel),
P is the degree of nuclear polarization, Q1 takes
into account the solid angle as well as effects of
the magnetic field and scattering, and A˜ is the
β-asymmetry parameter given in Eq. (2).
Experimentally, the angular distribution
W (θ), Eq. (3), is obtained as the ratio
N (θ)cold/N (θ)warm, with N (θ)cold the count
rate of β particles at low temperature (i.e.
below 100 mK, “cold”, polarized nuclei) and
N (θ)warm the count rate when the emission is
isotropic (i.e. at ≥ 1 K, “warm”, unpolarized
nuclei). In the present configuration the angu-
lar distribution function can be measured at two
fixed angles with respect to the magnetic field
direction, i.e. 0◦ and 180◦.
The measurement consisted of two temper-
ature cycles. During the first, a 13 T ex-
ternal field was applied and after first taking
warm reference data the sample was cooled
down to the lowest temperature, i.e. 7.46(6)
mK. Thereafter, the temperature was raised to
10.4(1) mK and 17.1(1) mK after which, as a
cross check, warm data were again taken. The
second temperature cycle was performed with a
9 T external field, cooling to the lowest attain-
able temperature, 7.38(6) mK. Also in this case
isotropic, warm data were taken before and af-
ter the cooldown. Fig. 5 shows the normalized
count rate of the 835 keV γ line of the 54Mn
thermometer during the 13 T measurement cy-
cle, from which the temperature of the sample
was deduced. Each data point represents 600 s
of counting. Data blocks, which were used for
analysis, are indicated in black.
III. ANALYSIS
To determine the experimental β anisotropy
only the upper half of the β spectrum was con-
sidered as the lower part was too much dis-
torted by scattered electrons and was, in addi-
Time(arb. units)
1.1
1.0
0.9
0.8
0.7
0.6
0.5
FIG. 5. Normalized count rate of the 835 keV γ line
of the 54Mn(Ni) thermometer. The black areas are
the stable temperature regions that were used for
analysis.
tion, contaminated with the conversion electron
lines from the decay of 57Co.
Before A˜ can be extracted from Eq. (3), all
other factors have to be determined with suf-
ficient precision. The nuclear polarization P
depends on the temperature of the sample and
on the magnetic hyperfine interaction µB where
µ(60Co) = +3.790(8)µN [51] and B = Bext(1 +
K) with the Knight Shift for Co in Cu being
K = +0.052(2) [44, 47]. The fraction f was
obtained from the γ anisotropies of 57Co and
60Co after the temperature had been first ob-
tained from the 54Mn(Ni) thermometer. The
factor v/c requires the knowledge of the ini-
tial velocity of the β particle. The solid-angle
correction factor Q1, as calculated in the past,
took into account the finite source and detector
sizes and the detector efficiencies. Further, it as-
sumed a straight pathway between source and
detector. This approach is clearly not valid any
more when one takes into account the fact that
the electrons can (back)scatter in the source or
on the detector and that in this specific exper-
iment their trajectories are also heavily influ-
enced by the strong magnetic field. A GEANT4
[52] based Monte-Carlo routine was developed
to deal with these effects [53]. For the final
analysis the complete experiment was therefore
7simulated assuming for A˜ the Standard-Model
value and using for the fraction f and the nu-
clear polarization P the values obtained from
the analysis of the 57Co, 60Co, and 54Mn γ ray
anisotropies. The experimental β-asymmetry
parameter was then extracted from the ratio
[W (θ)− 1]experiment
[W (θ)− 1]simulation
=
A˜experiment
A˜StandardModel
, (4)
assuming that the simulations deal correctly
with the coefficients v/c and Q1 cos θ.
Below, these different steps in the analysis to
obtain A˜ are discussed in more detail.
A. Experimental anisotropies
Unlike conventional LTNO experiments,
Brute Force LTNO experiments might set the
fraction f to be f = 1 since, with the use of only
an external magnetic field, one might expect all
nuclei to feel the full polarizing hyperfine in-
teraction µB. Nevertheless, the anisotropies of
the γ lines from the 57Co and the 60Co nuclei
showed an attenuation of about 7 % with re-
spect to the values expected on the basis of
the respective hyperfine interaction strengths
µB, independent of the temperature and of the
external magnetic field strength. The exact
value of this attenuation was subsequently de-
termined from the anisotropies of the 122 keV
and 136 keV γ rays of 57Co and the 1173 keV
and the 1332 keV γ rays of 60Co leading to a
fraction fCo = 0.928(4), which was then used in
the analysis of the β anisotropies. A similar at-
tenuation of the anisotropy with respect to the
expected value was previously reported in other
Brute Force experiments as well [44, 54, 55].
This reduction of the anisotropy is explained as
a chemical effect of insolubility, internal oxida-
tion or impurity clustering, depending on the
sample preparation procedures and the host-
impurity combination [44, 54].
The β spectrum between 150 keV and
320 keV (Fig. 3) was divided into eight bins.
The anisotropies for the four different tempera-
ture points taken at 13 T and 9 T are shown
as a function of energy in Fig. 6. The de-
crease of anisotropy towards lower energies is
due to the factor v/c, Eq. (3), as well as to an
increase of scattered events. Note that, as a
consequence of the applied high magnetic field,
the detector has an effective solid angle close to
2pi. To obtain reliable results from the raw data
presented in Fig. 6, all disturbing and usually
energy-dependent effects have to be understood
and correctly taken into account. This was done
with the GEANT4 based Monte-Carlo simula-
tion code.
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FIG. 6. Experimental β anisotropies as a function
of energy. The error bars are smaller than the size
of the symbols. The last bin (from 290 keV to
320 keV) was omitted as the count rate in there
originated mainly from Compton-scattered γ rays
(see Sec. III.B).
B. Monte-Carlo simulation of the
experiment
The GEANT4 based Monte-Carlo simulation
code, which was especially developed for this
type of experiment [53], dealt with the influ-
ence of the magnetic field on the trajectories
of the electrons, the energy loss on their way
to the detector and (back)scattering in the foil,
on the sample holder and on the detector. To
check and tune the quality of this simulation
code a series of test measurements were per-
8formed under well controlled experimental con-
ditions and then compared to the simulations.
In the end, the 60Co β spectrum could be re-
produced with good precision in the region of
interest (see Fig. 7). Details of the testing and
performance of this code are reported elsewhere
[53]. All simulations used for the analysis of the
experiment discussed here were performed with
GEANT4.8.2 using the low-energy package [56]
with the Cut For Secondairies (CFS) parameter
set to 10 µm and the fr parameter, which de-
termines the step size for tracking of electrons
at the boundary between two materials, set to
0.02 (see also Ref. [57]).
c n
2
/ (150->320 keV) = 2.5 ( = 80)n
FIG. 7. Comparison between an experimental and
a simulated spectrum for the warm 13T data.
As mentioned before, the complete experi-
ment was simulated, and results were obtained
by a comparison of the simulations with the ex-
perimental data via Eq. (4). Accurate descrip-
tions of the geometry of the source, detector,
and surrounding materials were implemented in
the simulation code. A detailed description of
the detector was provided by the manufacturer.
The depth distribution profile of the activity in
the Cu foil was calculated on the basis of Fick’s
second law using the diffusion constant for Co
in Cu from Ref. [48]. A fine gridded field map
(resolution 1 mm) obtained from the manufac-
turer of the superconducting magnet provided
the magnetic field at all positions.
To simulate the cold data the angular distri-
bution of the β radiation, Eq. (3), was imple-
mented taking into account the values for the
fraction f and the temperature of the sample
obtained from the γ anisotropies, as well as the
correct v/c value of every emitted particle.
When processing the simulated data an en-
ergy resolution of 6 keV (see Sect. II.B) and a
pile-up probability of 0.18 % (obtained from the
amplifier shaping time and the observed count
rates) were applied. As can be seen from Fig. 3,
in order to obtain a pure β spectrum, subtrac-
tion of the Compton background originating
from the γ rays of 60Co is essential. Previous
measurements showed that the shape of the
Compton background could be reproduced very
well by the simulations (Fig. 8). The Compton
background was therefore subtracted from
both the simulated and experimental spectra
using this shape and normalizing the intensity
to the one observed in the region above the
β endpoint.
The relative contribution from the Compton
background to the total count rate in the en-
ergy region from 150 keV to 300 keV is shown
in Fig. 8. In order to avoid large systematic
effects due to this subtraction of the Compton
background, two energy bins were excluded
from the analysis. The last bin (from 290 keV
to 320 keV) was excluded because there, the
yield of the Compton electrons was comparable
to that of the β particles (see Fig. 8). The first
bin (from 150 keV to 170 keV) was excluded
as well, as the Compton background in that
energy region was not a smooth function of
energy (Fig. 8), so that any result from this
bin would be too sensitive to the subtraction
procedure. The Compton background yield for
the bins remaining, bins 2-7, used for the final
analysis, was of the order of a few percent of
the total yield.
9Energy (keV)
.
160 200 240 280 320
1
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100
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FIG. 8. Upper panel: Comparison of the exper-
imental and simulated Compton background from
the γ rays of 60Co. The experimental spectrum was
obtained by installing a 0.4 mm thick copper plate
in front of the detector to stop the β particles. The
quoted χ2/ν comes from the difference between sim-
ulation and experiment in the region from 150 to
300 keV. Lower panel: Contribution of the Comp-
ton background in the upper half of the β spectrum.
C. Results and error analysis
The results for A˜ as a function of energy are
shown in Fig. 9 for the two measurements per-
formed at the lowest temperatures (i.e. largest
degree of polarization). Within the current pre-
cision, no energy dependence was observed, as
it should be. This means all effects that modify
the size of the anisotropy in an energy depen-
dent way, are all being dealt with correctly by
the GEANT4 based Monte-Carlo code at this
level of precision, which illustrates the power of
our GEANT4 simulation-based analysis proce-
dure. Further in this paper, it will be shown
that the energy-dependent effect of the recoil
terms on A˜ is negligible at the current level of
precision.
FIG. 9. Ratio between experimental and Standard-
Model values for A˜ obtained with Eq. (4) for the
two measurements performed at the lowest temper-
atures. The grey band indicates the one standard
deviation error on the weighted average.
In Table II the results for A˜ for each of the
four measurements performed are listed with
their statistical error bars. These statistical er-
rors are a combination of experimental and sim-
ulation statistics. If the spread of the individual
data points was too large, the error bar on the
weighted average of that data set was increased
with a factor
√
χ2/ν. Applying this procedure,
10
the statistical error bar was increased on aver-
age by a factor of 1.6. Combining the four sets
of data yields A˜exp = −1.014(12)stat.
TABLE II. Values for A˜ for each of the four mea-
surements with their statistical error bars.
Bext (T) T (mK) A˜ Stat. error
13 7.46 −1.015 15
13 10.42 −0.999 45
13 17.08 −1.050 32
9 7.38 −0.984 32
Weighted average −1.014(12)
A careful analysis of systematic uncertainties
is crucial in this kind of precision experiments.
The general approach was to vary a single pa-
rameter by one standard deviation and calculate
the effect of this variation on the final result. If
this was not possible using error propagation
techniques, additional simulations with altered
input were performed. The different contribu-
tions to the systematic error are listed in table
III. Below, every contribution will be discussed
in more detail.
1. Choice of energy region
Selecting a specific part of the spectrum for
the analysis introduces a bias. Changing the
boundaries of the selected region (i.e. the region
from 170 keV to 290 keV) by either including
each of the outermost bins or not, and repeating
the analysis showed that this bias leads to a 4 h
systematic error on A˜.
2. Pile-up
The pile-up probability was determined to be
0.18 % from the shaping time of the amplifier
and the observed count rate. Trying to get this
probability by other means (e.g. by integrating
the pile-up induced tail at the righthand side of
the pulser peak, Fig. 3), a 50 % error bar to this
TABLE III. Different contributions to the system-
atic uncertainty on A˜. The errors related to the
GEANT4 simulations (*) are regarded as fully cor-
related and are therefore added linearly. The errors
marked with ** are partially correlated and added
accordingly.
Effect Error (h)
Choice of region for analysis 4
Pile-up correction 3
Background subtraction* 2.5
Mismatch between simulation
and experiment* 3
Choice of GEANT4 physics parameters* 5
Distribution of Co activity in Cu foil 9
µB of 60Co(Cu) ** 2
µB of 60Co(Cu) and 57Co(Cu) via
the fraction fCo** 3.2
Fraction fCo determination of Co(Cu) 4.3
Temperature determination with 54Mn 3.2
Geometry of the setup 0.2
Total 16
probability was assigned, which leads to a 3 h
error on the final result.
3. Quality of the GEANT4 simulations
The systematic errors that depend on the
quality of the Monte-Carlo simulations are
heavily correlated and were therefore added lin-
early.
Before the simulated and experimental data
could be combined to extract A˜, the Compton
background had to be subtracted from the spec-
tra. As this subtraction is not perfect [53], a
systematic error had to be assigned. By varying
the shape of the Compton background (i.e. sup-
posing a linear shape instead of the one shown
in Fig. 8, and varying the energy region above
the β spectrum endpoint that was used to de-
termine the amplitude of the Compton back-
ground), the value of this error was estimated
to be 2.5 h.
A small difference between the experimental
and simulated isotropic (warm) spectrum was
observed, leading to a χ2/ν larger than unity
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(on average 2.6). This was translated into a
systematic error on the integrals obtained from
the simulated β spectra. Propagating this error
throughout the analysis yielded the correspond-
ing systematic error on A˜ of 3h.
Finally, two GEANT4 physics parameters
were optimized for this particular application
(i.e. fr and CFS, see Sec. III.B) [53]. No ob-
vious difference in the quality of the simulated
spectra was seen between CFS = 1 µm and CFS
= 10 µm. All simulations were thus performed
with CFS = 10 µm because of the significantly
shorter simulation time. The bias introduced by
this choice was investigated by repeating one set
of simulations with CFS = 1 µm, yielding a 5 h
systematic error.
4. Diffusion profile
The amount of scattering and energy loss of
the β particles in the Cu foil depends in part
on the depth profile of the 60Co activity in the
foil. The depth profile resulting from diffusing
the activity in the foil was calculated for the ap-
plied diffusion time of 300 s using the diffusion
properties for Co in Cu reported in Ref. [48]. As
the exact value of the diffusion time depends on
the speed of heating and cooling of the oven we
attached a generous error of 100 s to the value
of 300 s. Reanalyzing then the set of data, this
time using as input for the simulations the dif-
fusion profile that was obtained by changing the
diffusion time by 100 s, resulted in a shift of A˜
of 9 h. This was subsequently used as a sys-
tematic error related to the diffusion profile of
the Co activity in the foil.
5. Hyperfine interaction µB
The error on the hyperfine interaction
strength µB experienced by the 60Co nuclei (i.e.
51.83(16) µNT in a 13 T external field) induces
an error on the nuclear polarization P , that is
linear with A˜, Eq. (3). In addition, this error
on µB for 60Co, together with the error on µB
for the 57Co nuclei (i.e. 64.55(20) µNT in a
13 T external field; µ(57Co) = +4.720(10)µN
[51]), induces an error on A˜ via the determina-
tion of the fraction f . The error contributions
to A˜ caused by the uncertainties on f and P are
correlated via µB of the 60Co nuclei and were
added accordingly.
6. Fraction f
As was discussed already, only a fraction f =
0.928(4) of the 60Co nuclei were polarized. This
fraction was determined from the anisotropies of
four γ lines in the decay of 60Co and 57Co. The
measurement statistics, together with the error
bar for the M1/E2 multipole mixing ratio of the
122 keV transition in the decay of 57Co, led to
a 4.3 h error on the value of f , immediately
leading to the same error on A˜.
7. Temperature determination
The degree of polarization P of the 60Co
nuclei depends directly on the temperature of
the Cu sample, which is obtained from the
anisotropy of the 835 keV γ ray of the 54Mn(Ni)
nuclear thermometer. The error on this temper-
ature depends on the amount of statistics, the
precision to which the hyperfine interaction µB
of 54Mn(Ni) is known (i.e. −64.20(17) µNT in
a 13 T external field), the fraction fMn of Mn
nuclei that feel the full orienting hyperfine in-
teraction in the Ni host (a calibration against
a 60Co(Co) single crystal nuclear thermometer
yielded fMn = 0.976(5)), and the accuracy to
which the position of the 54Mn source and the
HPGe detector are known (negligible error con-
tribution). All these effects together gave rise
to a 3.2 h systematic error on A˜ related to the
temperature determination.
8. Geometry
Because of the large distances between the
source and the two detectors, i.e. 19.5 cm
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(β detector) and 30 cm (γ detector), the
accuracy to which the geometry of the setup
was known affected the value of A˜ only at the
2 x 10−4 level.
Finally, on adding all errors in the cor-
rect way leads to our result A˜exp =
−1.014(12)stat(16)syst with the main sys-
tematical errors originating from the GEANT4
simulations and from the depth profile of the
activity in the sample foil (Table III).
IV. RECOIL CORRECTION
A. Formalism
Before we can interpret our result in terms
of possible physics beyond the Standard Model,
the value of ASM has first to be known with suf-
ficient precision. This requires one to take into
account the recoil corrections related to the in-
duced weak currents, which occur because the
decaying quark couples to the weak field as a
bound particle in the nucleon, and not as a free
particle. In particular, 60Co requires special at-
tention as the β decay is hindered by nuclear-
structure effects leading to a rather high log ft
of 7.5. As the allowed Gamow-Teller matrix
element MGT is consequently strongly reduced,
higher-order matrix elements become important
and have to be considered.
The structure of the vector and axial-vector
hadronic current for a J = 1/2 to J ′ = 1/2
β decay has the following form [58–60]:
V hµ = p¯[gV (q
2)γµ + gM (q
2)σµν
qν
2M
+ igS(q
2)
qµ
m
]n
Ahµ = p¯[gA(q
2)γµγ5 + gT (q
2)σµνγ5
qν
2M
+ igP (q
2)
qµ
m
γ5]n (5)
with qµ the four-momentum transfer, M and
m the nucleon and the electron mass, respec-
tively; σµν and γµ are (combinations of) Dirac
gamma matrices, and p and n the proton and
neutron spinors. Further, gV and gA are the
vector and axial-vector coupling constants, and
gi (i =M,S, T, P ) are the coupling constants of
the weak-magnetism, scalar, tensor and pseudo-
scalar induced weak currents, respectively. This
form was generalized by Holstein [22], who en-
coded all the nuclear-structure aspects of the
problem into a few form factors denoted, b, c, d,
f , g, h, jk with k = 2, 3. These form factors de-
pend on the coupling constants given in Eq. (5)
and are functions of the momentum transfer q2.
The Standard-Model value of the β-asymmetry
parameter A˜ can be expressed in terms of these
form factors via two spectral functions [22]:
ASM =
H1(E, J, J
′, 0)
H0(E, J, J ′, 0)
, (6)
To first order in 1/M and with the positive sign
convention for gA as adopted by [22], this can
be written, for a pure GT transition and with
the upper(lower) sign for β−(β+) decay, as:
Aβ
∓
SM,GT = ∓
γJJ′
J + 1
[
1 +
1
A
(
E2e + 2m
2
3MEe
)
±
b
Ac1
(
E2e + 2m
2
3MEe
)
+
d
Ac1
(
−E2e +m
2
3MEe
)
±
f
Ac1
(
λJJ′
γJJ′
5Ee
M
)]
(7)
with A the mass number, J and J ′ the spins
of the mother and daughter nuclei, respectively,
and
γJ′J =


J + 1 for J ′ = J − 1
1 for J ′ = J
−J for J ′ = J + 1
λJ′J =


√
3(J − 1)(J + 1) for J ′ = J − 1√
(2J − 1)(2J + 3) for J ′ = J√
3J(J + 2) for J ′ = J + 1 .
Further, c1 = gAMGT is the leading Gamow-
Teller form factor, which is the zero-momentum
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transfer limit of the c = c1 + c2q
2/M2 form
factor, and b and d are the weak-magnetism
and induced-tensor form factors, respectively.
The f form factor is less common and does
not appear in the spectral functions for the
β spectrum shape and the β − ν correlation.
It is present in the expression for the β asym-
metry, ASM , but its value is zero for 0
pi → 0pi,
0pi ↔ 1pi and 1/2pi → 1/2pi transitions. The
order (1/M2) form factors implicit in Eq. (6)
but not explicitly shown in Eq. (7) are g, h, c2
and j2. Note that for the induced form factors,
only the q2 = 0 dependent term is considered.
B. Calculation of the induced form factors
In light nuclei, the analogous M1 γ tran-
sition to the Gamow-Teller transition can be
measured. This information, together with
the conserved vector current (CVC) hypothe-
sis [61], enables the weak-magnetism form fac-
tor, b, to be determined from experimental data
(e.g. [62]). In 60Co, however, no such informa-
tion is available. So all recoil-order form fac-
tors have to be calculated and for this we ap-
peal to the nuclear shell model. Our approach
is that used by Calaprice, Chung and Wilden-
thal [63], where the form factors are expressed
in terms of reduced matrix elements of stan-
dard spherical tensor operators. To compute
these reduced matrix elements for 60Co our pref-
erence would have been to perform an untrun-
cated shell-model calculation in the full fp shell.
This, however, was not practicable. We settled
for the model space, f−1r5 + f−2r6, where f
stands for the f7/2 orbital and r for any of the
f5/2, p3/2, p1/2 orbitals. The configurations are
expressed relative to a 56Ni closed-shell core.
Although this is a severe truncation, we note
we are only computing recoil-correction terms
for which great accuracy is not required. Fur-
ther, we will assign a generous error to the shell-
model result, based on the spread of the values
obtained with three different effective interac-
tions: a modified Kuo-Brown, KB3 interaction
[64, 65], the FPMI3 interaction [66] and the
GXPF1A [67, 68] interaction. Because of the
truncated model space, the input single-particle
energies were changed to reproduce the energies
of the single-particle states in 57Ni.
Each of the three shell-model calculations
produced very small Gamow-Teller matrix el-
ements for the 5+ → 4+ transition in the de-
cay of 60Co, as expected. The experimental
log ft value of 7.5 is a very large indicative of
a small Gamow-Teller matrix element. How-
ever, the particular shell-model value depends
on subtle cancelations and may not be reliable.
Thus it was decided to fix the c1 form factor,
c1 = gAMGT , to the experimental ft value us-
ing
(ft)60Co ∼=
2Ft0
+→0+
c21,exp
, (8)
with log(ft)60Co = 7.512(2) [43], and Ft
0+→0+
= 3072.08(79) s the corrected ft-value for the
superallowed 0+ → 0+ transitions [69]. The
value of gA was fixed to an effective value of
gA,eff ∼= 1, typically used in finite nuclei [70,
71]. The same approach was adopted earlier to
address the recoil corrections for 22Na [72].
To calculate the effect of the induced form
factors on A˜ the full spectral functions H0 and
H1 were used, including a Coulomb correction
as given by Eq. C4 in Ref. [22]
ASM = [H1(E, J, J
′, 0) + ∆F1(E, J, J
′, 0)]
[H0(E, J, J
′, 0) + ∆F4(E, J, J
′, 0)
+
∆F7(E, J, J
′, 0)
3
]. (9)
The results for the three effective interactions
at an average electron energy of 200 keV are
listed in Table IV. Although the effect of the
recoil terms is energy dependent (Eq. (7)) this
dependence only plays a role below the 10−3
level in the energy region used for analysis
(Fig. 10), and can therefore be neglected at
the present level of precision. To interpret our
experimental result in terms of tensor weak
currents, the Standard-Model β-asymmetry
parameter, including recoil corrections, as ob-
tained with the GXPF1A effective interaction
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TABLE IV. Standard-Model β-asymmetry parameter, ASM , including recoil corrections obtained with
shell-model computed form factors from three different effective interactions. The correction was calculated
for an average β particle energy of 200 keV. Note that A here stands for the atomic mass number. The
sign conventions of Refs. [22, 62, 63], i.e. a positive gA, was used.
Interaction | c1,exp | b/Ac1 d/Ac1 f/Ac1 j2/Ac1 g/Ac1 ASM
KB3 0.0138 −7.6 4.4 −5.0 −4.4× 105 5.6× 105 −0.9779
FPMI3 0.0138 −6.8 3.4 −5.0 −4.6× 105 5.6× 105 −0.9767
GXPF1A 0.0138 −6.4 −4.3 −3.1 −3.0× 105 3.5× 105 −0.9868
will be used, i.e. ASM = -0.9868 (Table IV).
This interaction is preferred as it was fitted to
experimental data of nuclei in the mass range
of 60Co (44 < A < 67) [67], and has shown
good performance for higher fp shell nuclei,
e.g. by reproducing the magnetic moment and
the quadrupole moment of 60Co to within 10 %
of their experimental values (Table V and VI
in Ref. [73]). The calculations using the KB3
and the FPMI3 interactions will be used to
estimate the error on the recoil correction.
FIG. 10. The Standard-Model value of A˜ includ-
ing recoil corrections (GXPF1A calculation) versus
electron energy. The dashed lines indicate the en-
ergy region used for analysis.
C. Relative importance of the different
terms
In cases where the Gamow-Teller matrix ele-
ment is not hindered, the most important recoil
form factors for β-asymmetry studies are b and
d, which occur in the combinations b/Ac1 and
d/Ac1 (Eq. 6). For
60Co, however, where c1
is small, one might expect these form factors
to have a much greater importance. But this
turns out not to be the case: their influence on
ASM does not exceed a few permille (Table V).
Moreover, the b/Ac1 values (Table IV) are not
deviating too much from the values that were
obtained for non-hindered transitions in mirror
nuclei. In these cases the b form factor can be
deduced from the isovector combination of mag-
netic moments [22] using the CVC hypothesis,
with results that range from -2 to +8 [62, 74].
Similar b/Ac1 values for allowed but hindered
decays were also obtained for the Gamow-Teller
decays in the mass A = 32 isospin T = 1 triplet
of 32P, 32S and 32Cl from the transition prob-
ability of the analog M1 γ transition [22, 74]:
for the 32P→32S β− decay (log ft = 7.9) b/Ac1
= 7.7 and for the 32Cl→32S β+ decay (log ft =
6.7) b/Ac1 = 2.0.
That the hindered 60Co decays would have
b/Ac1 values comparable to those of unhindered
transitions can be understood as follows: the b,
d and c1 form factors can each be expressed as
a matrix element of a rank-1 spherical tensor
operator with an M1 character [22, 63]. Thus
if the MGT matrix element is suppressed, the
other similar matrix elements are suppressed as
well, leaving the ratios b/Ac1 and d/Ac1 to be
of the same order as that for a fast transition.
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TABLE V. The effect on ASM of every induced form
factor calculated with the GXPF1A effective inter-
action. Note that f and g are derived from the same
quadrupole matrix element MQ [22]. The Coulomb
correction included in Eq. 9 has an effect of -0.10 %.
form factor effect on ASM (%)
b +0.33
d −0.05
f and g +1.27
h 0.00
j2 −0.13
c2 0.00
However, when the rank-1 matrix elements
are suppressed, the much less common f and g
form factors become relatively more important.
These two form factors can be written in terms
of matrix elements of a rank-2 spherical tensor
with an E2 character [63]. Such E2 matrix el-
ements are not quenched, even though the M1
matrix elements are, resulting in ratios f/Ac1
and g/Ac1 being much larger than usual. In-
deed from Table V it is seen the largest recoil
correction to ASM comes from the f and g form
factors, providing together roughly a 1 % cor-
rection.
D. Standard-Model value of A˜
Before non-Standard-Model physics can be
extracted from our experimental result, the
error on the recoil corrected Standard-Model
value of A˜ has to be estimated. To do this, the
difference between the form factors calculated
with the GXPF1A effective interaction and the
KB3 and FPMI3 interactions was taken as the
error on each induced form factor. On noting
the correlation between the f and g form fac-
tors, we finally recommend a Standard-Model
value of
ASM = −0.987(9). (10)
Being more conservative, one could also as-
sume a 100 % error on the total recoil cor-
rection, resulting in a Standard-Model value of
ASM = −0.987(13).
V. DISCUSSION
Our value for A˜ = −1.014(20) is one of the
most accurate measurements to date for a β-
asymmetry parameter in a nuclear decay. It
is in agreement with the Standard-Model pre-
diction, corrected for the induced weak cur-
rents, Eq. (10). Our result is comparable to the
value previously obtained by Chirovsky et al.,
of −1.01(2) [26]. When investigating the report
on their measurement in more detail, we recog-
nize these authors’ efforts to reduce all sources
of systematic errors. However, it is unclear
whether the quoted error bar is purely statis-
tical or whether systematic errors, such as the
remaining scattering of the β particles were also
included. Indeed no detailed list of systematic
errors was given, while in later works on 56Co
and 58Co using the same setup systematic errors
were addressed in detail and were of the order of
a few percent [40, 41]. The effect of scattering
was clearly demonstrated by these authors by
presenting results for a thin and a thick source,
which yielded values for the asymmetry param-
eter that differed by as much as 30 %. Our
60Co(Cu) sample is very similar to their thin
source, and the remaining systematic uncertain-
ties in our measurement are listed in Table III.
Note that we used GEANT4 based Monte-Carlo
simulations to address systematic effects caused
by scattering and the magnetic field.
This is the first time the influence of the in-
duced weak currents on the β-asymmetry pa-
rameter of 60Co was investigated. Shell-model
calculations demonstrated that these can not
be ignored if our experimental value, A˜exp =
−1.014(20), is to be interpreted in terms of non
Standard-Model physics.
A. Limits on tensor currents
As a possible time-reversal violating tensor
current is already strongly restricted by a mea-
surement of the electron transverse polarization
in the decay of 8Li [23], our result is mainly sen-
sitive to the real, i.e. time-reversal invariant,
terms in Eq. (2). To first order in CT and C
′
T
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one has from the last line of Eq. (2)
A˜exp = ASM +
γm
Ee
ℜ
(
CT + C
′
T
CA
)
, (11)
with the sensitivity factor γm/Ee = 0.704 for
the measurement reported here (the maximal
value being unity). Our result is thus mainly
sensitive to a time-reversal invariant but parity-
violating left-handed tensor component in the
weak interaction. From Eq. (11) taking the
Standard-Model prediction of Eq. (10) we can
then extract the limits: −0.088 < (CT +
C′T )/CA < 0.014 (90 % C.L.) for the ampli-
tudes of the tensor coupling constants. If we
adopt the more conservative 100 % error on the
recoil correction, these limits are not much af-
fected, i.e. −0.094 < (CT + C
′
T )/CA < 0.018
(90 % C.L.).
These limits are compared to limits from
other precise experiments in Fig. 11. As can be
seen, our result provides limits that are compet-
itive to the ones from the most sensitive experi-
ment to date searching for time-reversal invari-
ant tensor couplings in nuclear β decay, i.e. the
measurement of the β−ν correlation of 6He per-
formed by Johnson et al. [75]. With our current
experimental precision, the width of the band of
allowed values for CT and C
′
T in Fig. 11 is not
much affected by the recoil corrections on ASM .
The position of the band, however, does depend
on the accuracy of the shell-model calculations.
B. Limits on right-handed currents
Our result can also be interpreted in terms
of right-handed currents. For ease of compari-
son we limit here to the so-called manifest (or
minimal) left-right symmetric (MLRS) model
[76]. This explains a departure from maximal
parity violation entirely by the presence of a
second W boson, WR, which mediates right-
handed couplings, in addition to the usual WL
boson. These weak interaction eigenstates are
linear combinations of the mass eigenstates W1
ThisWork
114In
6He
21Na
FIG. 11. Limits on CT and C
′
T derived from our
β asymmetry parameter result for 60Co compared
to other experiments in nuclear β decay sensitive to
a possible tensor contribution. Results are shown
for the beta-neutrino correlation aβν for
6He [75], a
measurement of the β-asymmetry parameter A for
114In [9] and a measurement of aβν for
21Na [5]. The
bands on the graph represent 90 % C.L. intervals.
and W2 (with masses m1 and m2):
WL =W1cosζ +W2sinζ
WR = −W1sinζ +W2cosζ (12)
with ζ the mixing angle (a CP violating phase
ω is neglected). The MLRS model assumes
the coupling constants and Cabibbi-Kobayashi-
Maskawa (CKM) quark mixing matrix elements
for left-handed and right-handed couplings to
be identical such that there are only two pa-
rameters, i.e. ζ and δ = (m1/m2)
2, which are
both zero in the standard model. In this model
A = ASM [1 − 2(δ + ζ)
2] for a pure Gamow-
Teller transition as was studied here. Figure 12
shows the limits for the parameters δ and ζ from
this and other experiments in nuclear β decay.
A similar graph can be made for experiments
in neutron decay (see e.g. Ref. [83]) but, due
to the mixed Fermi/Gamow-Teller character of
neutron decay, the constraints in this case de-
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pend on the neutron lifetime, τn, the value of
which is at present unclear due to a large dis-
crepancy between the two most precise values
that are available to date [15, 84, 85]. For ζ ≃ 0,
as follows from the unitarity condition for the
CKM matrix [69], our result corresponds to a
lower limit of M2 = 245 GeV/c
2 (90% C.L.) for
the mass of the weak boson eigenstate W2 that
is mainly related to a WR boson. This is to be
compared to values ranging from 220 GeV/c2 to
310 GeV/c2 (90% C.L.) obtained from other ex-
periments in nuclear and neutron β decay [77–
83].
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FIG. 12. Constraints on the right-handed currents
parameters δ and ζ from measurements of differ-
ent observables in nuclear β decay, i.e. the test of
unitarity of the quark mixing matrix [69], measure-
ments of the β asymmetry parameter in the decays
of 19Ne [31], 114In [9] and 60Co (this work), rela-
tive measurements of the longitudinal polarization
of β particles in pure Fermi and Gamow-Teller tran-
sitions [86, 87] and relative measurements of the
longitudinal polarization of β particles emitted by
polarized nuclei [77–80]
C. Combined value for A˜ for 60Co
The combined value of our experimental A˜
and the two other values available in the lit-
erature (see Table I), i.e. A˜combined(
60Co)
= -1.006(13), would provide stringent limits
on time-reversal invariant tensor currents and
right-handed currents, and could possibly also
contribute to the search for supersymmetric
contributions [88] if more accurate values for the
induced form factors would be available. There-
fore, additional theoretical calculations and/or
experimental efforts (e.g. spectroscopic infor-
mation on the analog γ transition in the daugh-
ter nucleus 60Ni or a measurement of the 60Co
β spectrum shape) would be of great value.
Note, finally, that this combined value of the
β-asymmetry parameter of 60Co also limits the
size of higher-order corrections on ASM for this
isotope to about 2 % (90 % C.L.).
VI. CONCLUSION
A new determination of the β-asymmetry pa-
rameter A˜ in the β decay of 60Co was reported.
In the analysis extensive use was made of a
newly developed GEANT4 based Monte-Carlo
simulation code to include the effects of scatter-
ing and of the polarizing magnetic field. The
size of the induced matrix elements was ad-
dressed for the first time for this isotope by per-
forming shell-model calculations using three dif-
ferent effective interactions. Our experimental
value of A˜ = −1.014(20), one of the most accu-
rate values for this parameter in a nuclear decay
ever obtained, is in agreement with the recoil
corrected Standard-Model value of −0.987(9).
It provides limits for the amplitudes of tensor
coupling constants in the charged-current weak
interaction that are competitive to those ob-
tained in previous experiments and reduces the
present upper limits on such coupling constants.
Limits on right-handed currents were obtained
as well, although these are somewhat less strin-
gent than the ones from previous experiments.
Finally, the shell-model calculation of the in-
duced form factors showed that for an allowed
but hindered transition, such as the β decay of
60Co, it is not the common weak-magnetism, b,
and induced tensor, d, form factors that deter-
mine the size of the recoil corrections on A˜, but
rather the E2-type form factors f and g.
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