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Abstract
This paper deals with the following inter-connected subjects: (i) Separation of positive radial
solutions is studied for the elliptic equation Du þ KðjxjÞu p ¼ 0 in Rn: In case rcKðrÞ is
decreasing, with suitable decay rate, to a positive constant as r-N for some c4 2; the
asymptotic behavior nearN of radial solutions is described in detail when n and p are large
enough. When the equation has separation structure (any two positive radial solutions do not
intersect), the obtained asymptotic behaviors decide natural topology for stability of positive
radial solutions regarded as steady states of the corresponding semilinear heat equation. (ii) By
using local separation of regular solutions, we establish the existence of a singular solution when
every solution with positive initial data at 0 exists globally. (iii) Through Kelvin’s transform,
separation structure of regular solutions reﬂects that of singular solutions. We present a new
exponent, which is critical in the study of separation and intersection of singular solutions.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the elliptic equation
Du þ KðxÞu p ¼ 0; ð1:1Þ
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where nX3;D ¼Pni¼1 @2@x2
i
is the Laplace operator, p41; and K is a continuous
function in Rn\f0g: There have been extensive studies on positive solutions of (1.1)
which arises from diverse ﬁelds such as differential geometry and mathematical
physics. In many models K is radially symmetric on Rn and the possible positive
solutions are all radially symmetric solutions which are of physical signiﬁcance. We
refer the readers to [6,8,9,14,15,17,20] and the references therein.
The radial version of the equation is the ordinary differential equation
urr þ n  1
r
ur þ KðrÞu p ¼ 0; ð1:2Þ
where uðxÞ ¼ uðjxjÞ and r ¼ jxj: Eq. (1.2) with uð0Þ ¼ a40 has a unique positive
solution uAC2ðð0; eÞÞ-Cð½0; eÞÞ for small e40 under the following condition:
ðKÞ
KðrÞ is continuous on ð0;NÞ;
KðrÞX0 and KðrÞc0 on ð0;NÞ;R
0 rKðrÞ droN:
8><
>:
By uaðrÞ we denote the unique local solution with uað0Þ ¼ a40: Since rn2uaðrÞ is
non-decreasing in r whenever uaðrÞ40 on ð0;NÞ; each solution of (1.2) with positive
initial data is classiﬁed into one of the three types according to its behavior: uðrÞ is a
slowly decaying solution if uðrÞ40 on ½0;NÞ and rn2uðrÞ-N as r-N; uðrÞ is a
rapidly decaying solution if uðrÞ40 on ½0;NÞ and rn2uðrÞ converges to a positive
constant as r-N; uðrÞ is a crossing solution if uðrÞ has a zero in ð0;NÞ:
To explain our motivations, we recall a result from [1,7,13,17,19] on the structure
of Type S: (1.2) has a slowly decaying solution uaðrÞ for every a40:
Theorem A. Let pXnþ2þ2c
n2 with c4 2: Assume that K satisfies (K) and rcKðrÞ is
non-increasing on ð0;NÞ: For p4nþ2þ2c
n2 ; (1.2) has the structure of Type S. For p ¼
nþ2þ2c
n2 ; this also holds if r
cKðrÞ is not constant. Moreover, if p4nþ2þ2c
n2 and
rcKðrÞ-c40 as r-N; then every positive solution u of (1.2) on ð0;NÞ satisfies
lim
r-N
r muðrÞ ¼ L; ð1:3Þ
where m ¼ cþ2
p1 and L ¼ Lðn; p; c; cÞ ¼ ½mðn  2 mÞ=c
1
p1:
Of the structures of Type S entailing the asymptotic behavior (1.3), the simplest
model is the generalized Lane–Emden equation or Emden–Fowler equation in
astrophysics:
urr þ n  1
r
ur þ crcu p ¼ 0; ð1:4Þ
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where c4 2; p4nþ2þ2c
n2 and c40: Throughout this paper, we denote by %ua the
positive radial solution of (1.4) with %uað0Þ ¼ a for each a40: As mentioned in
Theorem A, %ua satisﬁes (1.3). Furthermore, there is a unique exponent pc4nþ2þ2cn2
dividing separation and intersection of solutions. Namely, any two positive radial
solutions of (1.4) cannot intersect each other if and only if pXpc; where
pc ¼ pcðn; cÞ
¼
ðn  2Þ2  2ðcþ 2Þðn þ cÞ þ 2ðcþ 2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn þ cÞ2  ðn  2Þ2
q
ðn  2Þðn  10 4cÞ if n410þ 4c;
N if np10þ 4c:
8><
>:
(See Propositions 3.5 and 3.7 in [18].) If 2oco 74; then there is no restriction on
the dimension nX3:
The purpose of this paper is to study slowly decaying solutions of (1.2) and to
understand separation structure of solutions. The phenomena of separation and
intersection hold also for (1.2) under the hypotheses of Theorem A. For
pcðn; cÞ4p4nþ2þ2cn2 ; intersection property of the solutions was proved in [16,
Theorem 1(ii)] under the additional assumption that K is differentiable near N;
which is needed to show (1.3) in [16, Theorem 1(ii)] or [13, Theorem 1]. However, the
monotonicity of K in Theorem A leads to (1.3) without the differentiability of K near
N: Then, combining (1.3) and the arguments as in [16, Theorem 1(ii)] or [18,
Proposition 3.5(ii)], we have the intersection structure; see the proof of Proposition
2.5.
Theorem 1.1. Let pcðn; cÞ4p4nþ2þ2cn2 with c4 2: Assume that K satisfies (K) and
rcKðrÞ is non-increasing on ð0;NÞ: If rcKðrÞ-c40 as r-N; then two solutions ua
and ub of (1.2) intersect infinitely many times.
For pXpcðn; cÞ; the following assertion is on the structure of Type SS: (1.2)
possesses a slowly decaying solution ua for each a40 and any two of them do not
intersect. (See [3, Theorem 1.2] and [16, Theorem 1(i)].)
Theorem B. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K), rcKðrÞ is non-
increasing in rAð0;NÞ: Then, the structure is of Type SS and for each a40; r muaðrÞ is
strictly increasing as r increases. Moreover, there is a singular solution UðrÞ such that
every positive solution ua of (1.2) satisfies
uaðrÞoUðrÞpLðn; p; c; 1Þ
½r2KðrÞ
1
p1
ð1:5Þ
with the convention of L=0 ¼N; and ua-U as a-N:
ARTICLE IN PRESS
S. Bae / J. Differential Equations 194 (2003) 460–499462
For the non-radial case, it is natural to ask the multiplicity of positive solutions
with slow decay when K has similar monotonicity property as in Theorem A. It turns
out in [4,5,10] that precise information on the asymptotic behavior of separated
solutions of (1.2) is useful in establishing inﬁnite multiplicity of positive solutions for
(1.1). For pXpc; the following two numbers play important roles in describing the
asymptotic behavior:
l1 ¼ l1ðn; p; cÞ ¼
ðn  2 2mÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn  2 2mÞ2  4ðcþ 2Þðn  2 mÞ
q
2
;
l2 ¼ l2ðn; p; cÞ ¼
ðn  2 2mÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn  2 2mÞ2  4ðcþ 2Þðn  2 mÞ
q
2
:
The quadratic polynomial PðzÞ ¼ z2 þ ðn  2 2mÞz þ cðp  1ÞLp1 has two nega-
tive real roots, l1 and l2; if and only if n410þ 4c and pXpcðn; cÞ:
In order to obtain inﬁnite multiplicity for the inhomogeneous equation
Du þ KðxÞu p þ f ðxÞ ¼ 0; ð1:6Þ
a recent paper [4] concentrated on the following function:
Dða; rÞ :¼ r
l1ðr muaðrÞ  LÞ if p4pc;
rl1ðlog rÞ1ðr muaðrÞ  LÞ if p ¼ pc;
(
ð1:7Þ
where ua is a positive solution of (1.2). That paper shows that Dða; rÞ converges to a
continuous function DðaÞ as r-N for sufﬁciently small a40 under the condition:Z N
1
jKðrÞ  crcjrn1mðpþ1Þl2droN ð1:8Þ
for some c40: For example,
KðrÞ ¼ crc þ Oðrcl1ðlog rÞyÞ near N
for some c40 and y41: By the continuity of D; the lack of compactness due to the
space Rn was successfully overcome to deal with (1.6); see Theorem 4.3 in [4]. The
next topic is, therefore, the relationship between (1.8) and the function D:
Firstly, we intend to analyze further the behavior of the function D: In fact, (1.8) is
sufﬁcient for the existence of DðaÞ when ua satisﬁes (1.3). Moreover, (1.8) is also a
necessary condition for any slowly decaying solution ua to have the limit DðaÞ
provided that rcKðrÞXc on ð0;NÞ:
Theorem 1.2. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K) and
rcKðrÞXc on ð0;NÞ for some c40; rcKðrÞpcp near N: Then, (1.8) is a necessary
and sufficient condition for any slowly decaying solution ua of (1.2) to have the limit
DðaÞ finite.
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In the context of Theorem B with (1.8) in addition, the behavior of the limit D can
be described in detail. In particular, DðaÞ is strictly increasing as a increases.
Theorem 1.3. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K), rcKðrÞ is
non-increasing in rAð0;NÞ and (1.8) for some c40: Then, for every a40; Dða; rÞ
converges to a continuous and strictly increasing negative function DðaÞ as r-N:
Since %uaðrÞ ¼ a %u1ða1=mrÞ for (1.4), the function DðaÞ in this case exhibits the
relation
DðaÞ ¼ al1=mDð1Þo0:
When (1.2) has the structure of Type SS, we construct a sequence of pairs of super-
solutions uþa; j4ua and sub-solutions u

a; joua of (1.2) for given a40; with the same
limit DðaÞ: Furthermore, this family has the topology induced by the following
asymptotic behavior.
Proposition 1.4. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K), rcKðrÞ is
non-increasing in rAð0;NÞ and (1.8) for some c40: For each a40; there exist a super-
solution uþa ðrÞ and a sub-solution ua ðrÞ of (1.2) such that uþa4ua4ua40 on ½0;NÞ and
uþa ðrÞ  ua ðrÞ ¼ Oðrml2Þ near N:
The structure of Type SS takes stability property about positive solutions regarded
as positive steady states of the corresponding semilinear heat equations. Recent
studies in [11,12] for (1.4) with c ¼ 0 show that the critical exponent p ¼ pcðn; 0Þ is
the borderline switching from ‘‘instability’’ for popcðn; 0Þ to ‘‘stability’’ for
pXpcðn; 0Þ in a certain sense. Extension of the theory to the case of Type SS
requires Theorem 1.3 and Proposition 1.4 which are major elements in verifying the
‘‘stability’’ and ‘‘weak asymptotic stability’’ respectively of a positive steady state ua
of the corresponding semilinear heat equation to (1.2). For the deﬁnitions of stability
and weak asymptotic stability here, we refer the readers to [11].
Secondly, we intend to establish the existence of singular solutions even in case
separation does not hold up toN: In Theorem B, U is characterized by the mono-
tone limit of ua as a-N: Global monotonicity of ua in aAð0;NÞ is not the essential
part to have a singular solution. Local separation may lead to the existence.
Theorem 1.5. Let pXpcðn; cÞ with c4 2: Suppose (1.2) has a positive entire solution
ua for every a40: Assume that K satisfies (K), rcKðrÞ is non-increasing on ð0; dÞ for
some d40 and KðdÞ40: Then, (1.2) has a singular solution.
Through Theorem A, one has typical examples to guarantee that each solution ua
of (1.2) is a positive entire solution.
Lastly, we intend to study separation structure of singular solutions. By making
the Kelvin transform of (1.2), the structure of regular solutions of original equation
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reveals the corresponding structure of singular solutions of transformed equation.
The structure of Type S transforms to the structure of Type SF: (1.2) has a singular
solution uðRÞðrÞ for each R40 such that
lim
r-N
rn2uðRÞðrÞ ¼ R
while (K) transforms to the condition:
ðKÞ0
KðrÞ is continuous on ð0;NÞ;
KðrÞX0 and KðrÞc0 on ð0;NÞ;RN
rn1ðn2ÞpKðrÞ droN:
8><
>:
We have the counterpart of Theorem A.
Theorem C. Let nþc
n2oppnþ2þ2cn2 with c4 2: Suppose that K satisfies ðKÞ0 and
rcKðrÞ is non-decreasing in rAð0;NÞ: For nþc
n2oponþ2þ2cn2 ; (1.2) has the structure of
Type SF. For p ¼ nþ2þ2c
n2 ; this also holds if r
cKðrÞ is not constant.
Note that under the hypotheses of Theorem C, (1.2) has no positive entire solution
(see [1,7,19]).
Duality of structure suggests a new exponent which emerges in dealing with
separation and intersection structure of singular solutions for (1.2). Let z1 be the ﬁrst
positive zero of the equation
½8a  16d  4Z3  ½16d2 þ 4d þ 1Z2 þ 2dð4d þ 1ÞZ  d2 ¼ 0; ð1:9Þ
where a ¼ n  2 and d ¼ cþ2
n2: Let ps ¼ nþcn2þ z1: Computations show the existence of
z1 and
nþc
n2ops ¼ psðn; cÞonþ2þ2cn2 : Moreover, ps is the mirror exponent of pc: For
example, Theorem 1.1 corresponds to
Theorem 1.6. Let psðn; cÞoponþ2þ2cn2 with c4 2: Suppose that KðrÞ satisfies ðKÞ0
and rcKðrÞ is non-decreasing and converges to c40 as r-0: Then, two singular
solutions uðRÞ and uðWÞ of (1.2) intersect infinitely many times.
Theorem B has a corresponding result, which particularly, includes the existence
of singular solutions with slow decay atN:
Theorem 1.7. Let nþc
n2opppsðn; cÞ with c4 2: Suppose that KðrÞ satisfies ðKÞ0 and
rcKðrÞ is non-decreasing. Then, for each 0oRoN; (1.2) possesses a singular solution
uðRÞ satisfying
lim
r-N
rn2uðRÞðrÞ ¼ R
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and r muðRÞðrÞ is strictly decreasing as r increases. Moreover, there is a singular solution
UðrÞ with slow decay at N and every singular solution uðRÞ of (1.2) satisfies
uðRÞðrÞoUðrÞpLðn; p; c; 1Þ
½r2KðrÞ
1
p1
with the convention of L=0 ¼N; and uðRÞ-U as R-N:
Note that four important exponents are in the following order:
1on þ c
n  2opsðn; cÞo
n þ 2þ 2c
n  2 opcðn; cÞ
and pcðn; cÞ-1 as c- 2: We have the explicit formula of ps when 8a  16d  4 ¼
0 in (1.9),
psðn; cÞ ¼ ps n; 2n
2  9n þ 2
4
 
¼ 8n
3  36n2 þ 42n  1 ð2n  5Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2n  5p
4ð4n2  18n þ 21Þ :
This paper is organized as follows. Some preliminaries are reviewed in Section 2.
In Section 3, we shall study the asymptotic behavior of D: In Section 4, we consider
the structure of Type SS. In Section 5, we establish the existence of a singular
solution. Finally, we consider separation structure of singular solutions in Section 6.
2. Preliminaries
In this section, we review some properties on solutions of (1.2) under the
assumption (K), and prove Theorem 1.1. For each a40; (1.2) has a unique solution
uAC2ðð0; eÞÞ-Cð½0; eÞÞ for some e40: (See Propositions 4.1 and 4.2 in [17].) This
local solution is decreasing and extended locally as long as it remains positive. We
ﬁrst recall a basic fact.
Lemma 2.1. Let uAC2ðð0; eÞÞ-Cð½0; eÞÞ be a positive radial solution of (1.2) with
uð0Þ ¼ a40 for 0oroe under the assumption (K). Then,
lim
r-0
rurðrÞ ¼ 0 ð2:1Þ
and
uðrÞ ¼ a 1
n  2
Z r
0
1 s
r
 n2 
sKðsÞu p ds: ð2:2Þ
ARTICLE IN PRESS
S. Bae / J. Differential Equations 194 (2003) 460–499466
Moreover, if
lim
r-0
r1n
Z r
0
sn1KðsÞ ds ¼ 0; ð2:3Þ
then urð0Þ ¼ 0; i.e., uAC1ð½0; eÞÞ-C2ðð0; eÞÞ:
Proof. Since u is continuous at 0; limr-0 r
n1urðrÞ ¼ 0 and
rn1urðrÞ ¼
Z r
0
sn1KðsÞu pðsÞ dsX0:
Hence, u is decreasing for r small, and
rn1urðrÞ ¼
Z r
0
sn1KðsÞu pðsÞ ds
p a prn2
Z r
0
sKðsÞ dsoN: ð2:4Þ
Therefore, (2.1) follows. Integrating (2.4) and changing the order of integration, we
drive (2.2). Combining (2.3) and (2.4), we have urð0Þ ¼ 0: &
In fact, for the existence of a local solution, it sufﬁces to show the existence of a
mild solution which is deﬁned by (2.2). We may deﬁne a continuous and compact
operator T on Cð½0; eÞÞ:
TðuÞ ¼ a 1
n  2
Z r
0
1 s
r
 n2 
sKðsÞu p ds:
Then, T has a ﬁxed point for small e40 which is a mild solution.
Another basic but important fact is the following:
Lemma 2.2. Let u be a positive superharmonic function near N and %u its spherical
mean. Then, rn2 %u is increasing as r-N:
Proof. Put vðtÞ :¼ rn2 %uðrÞ; t ¼ log r: Then, v satisﬁes that
vtt  ðn  2Þvtp0
and vtðtÞpeðn2ÞðtTÞvtðTÞ on ½T ; t for T large. To be positive, v must be increasing.
It implies that ðrn2 %uðrÞÞrX0: &
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One observation used in the proof of Theorem 1.2 is the following:
Lemma 2.3. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K) and rlKðrÞXc
for some c40: If ua is a positive solution of (1.2), then
r muaðrÞpr m %uaðrÞoL ¼ Lðn; p; c; cÞ; r40:
Proof. Suppose that there exist aoboa1 and R40 such that %ub4ua in ½0; RÞ and
%ubðRÞ ¼ uaðRÞ: Setting w1 :¼ %ub  ua; we have
Dw1 þ cjxjck1w1 ¼ ðK  cjxjcÞu paX0 in BR;
w140 in BR and w1ðRÞ ¼ 0;
(
where
k1 :¼
%u
p
b  u pa
%ub  ua op %u
p1
b ;
in BR; and w
0
1ðRÞp0: On the other hand, since pXpc; we have w2 :¼ %uZ  %ub40 in
½0;NÞ for any Z4b40; and
Dw2 þ cjxjck2w2 ¼ 0
in Rn; where
k2 :¼
%u pZ  %u pb
%uZ  %ub 4p %u
p1
b :
From Green’s identity it follows that
onRn1w01ðRÞw2ðRÞ ¼
Z
BR
ðw2Dw1  w1Dw2Þ
X
Z
BR
cjxjcðk2  k1Þw1w240;
where on denotes the surface area of the unit sphere in Rn: This implies that
w01ðRÞ40; a contradiction. Therefore, uap %ua: From Theorem B, we see that
r m %uaoL: &
As a special case of Proposition 1.4, the existence of a positive radial super-
solution of (1.4) having the following asymptotic behavior is veriﬁed similarly as in
[11] (see [11, Theorems 2.5, 4.1, Lemmas 4.11, 4.13]).
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Proposition 2.4. Let pXpcðn; cÞ with c4 2: For each a40; there exists a positive
radial super-solution %uþa ðrÞ of (1.4) such that %uþa ðrÞ4 %uaðrÞ for rA½0;NÞ and %uþa ðrÞ 
%uaðrÞ ¼ Oðrml2Þ near N:
This result holds not only for (1.4) but also for (1.2) under the structure of Type SS
(see Section 4 below). In general, separation of solutions does not happen for
pc4p4nþ2þ2cn2 : Though the proof of the following assertion utilizes almost the same
arguments as in [16, Theorem 1(ii)] or [18, Proposition 3.5(ii)], we provide its proof
for the sake of completeness. Theorem 1.1 follows immediately from the following
Proposition 2.5. Let pc4p4nþ2þ2cn2 with c4 2: Assume that K satisfies (K) and
rcKðrÞ is non-increasing on ð0;NÞ; rcKðrÞ-c40 as r-N: Let v be a positive
radial super-solution (or sub-solution) near N of (1.2) with the asymptotic behavior
limr-N r
mvðrÞ ¼ Lðn; p; c; cÞ: For any solution uacv of (1.2), if vXðor pÞua; then
v  ua near N:
Proof. We consider only the case that v is a super-solution of (1.2) nearN and vXua
because the other case can be handled similarly. Set VðtÞ :¼ vðrÞ
uaðrÞ; t ¼ log r for large t
and WðtÞ :¼ VðtÞ  1; kðtÞ :¼ ectKðetÞ: Then, near þN;
V 00ðtÞ þ n  2þ 2ru
0
aðrÞ
uaðrÞ
 
V 0ðtÞ þ kðtÞðr muaÞp1ðV p  VÞp0
and
W 00 þ FðtÞW 0 þCðtÞWp0; ð2:5Þ
where FðtÞ :¼ n  2þ 2ru0aðrÞ
uaðrÞ and
CðtÞ :¼
ðp  1ÞkðtÞðr muaÞp1 if VðtÞ ¼ 1;
kðtÞðr muaÞp1V
p  V
V  1 if VðtÞa1:
8<
:
From (1.3), limt-þN CðtÞ ¼ cðp  1ÞLp1: Suppose that WðT1Þ40 for large T1:
Because WðtÞ-0 as t-þN; we may assume W 0ðT1Þo0: Let
%t ¼ supf tXT1 j WðsÞ40 8sA½T1; t g:
Then, on ½T1; %t Þ;
W 00 þ FðtÞW 0o0: ð2:6Þ
For tAðT1; %t ; multiplying (2.6) by expð
R s
T1
FÞ and integrating from T1 to t we obtain
e
R t
T1
F
W 0ðtÞoW 0ðT1Þo0
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and thus W 0ðtÞo0: Hence, under the condition that vXua; we may assume that
%t ¼ þN; i.e., W40 and W 0o0 on ½T1;þNÞ:
Setting zðtÞ ¼ 1
L
r muaðrÞ; t ¼ log r; we have, on ðN;þNÞ;
z00ðtÞ þ az0ðtÞ þ kðtÞLp1ðz p  zÞ ¼ 0;
where a ¼ n  2 2m40: Since z converges to 1 as t-þN; z0ðtÞ-0 as t-þN
provided that z0 is monotonic near þN: In case z0 is not monotonic near þN; let
ftjg be the sequence of all the local extremum points of z0 going to þN as j-N:
Then,
az0ðtjÞ ¼ kðtjÞLp1ðz pðtjÞ  zðtjÞÞ-0 as j-N
and thus
z0ðtÞ ¼ 1
L
ðmr mua þ rmþ1u0aÞ-0 as r-N:
It follows from (1.3) that
lim
r-N
2ru0a
ua
¼ 2m
and limt-þN FðtÞ ¼ a: It follows from pcðn; cÞ4p4nþ2þ2cn2 that a2  4cðp 
1ÞLp1o0: We can choose a14a and 0ob1ocðp  1ÞLp1 such that a21  4b1o0
also. Then, there exists T24T1 such that for tXT2; FðtÞoa1 andCðtÞ4b1: Since any
non-trivial solution of the equation
q00 þ a1q0 þ b1q ¼ 0 ð2:7Þ
is oscillatory, we may choose s24s14T2 such that qðs1Þ ¼ qðs2Þ ¼ 0 and q40 on
ðs1; s2Þ: Multiplying (2.5) by q; (2.7) by W ; and taking the difference, we have
ðqW 0  Wq0Þ0 þ ðFqW 0  a1Wq0Þ þ ðC b1ÞqWp0 on ½s1; s2:
Hence,
ðqW 0  Wq0Þ0 þ a1ðqW 0  Wq0Þo0 on ðs1; s2Þ
and
ea1s2ðqW 0  Wq0Þðs2Þoea1s1ðqW 0  Wq0Þðs1Þ;
a contradiction. &
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3. Asymptotic behavior
In this section we study the asymptotic behavior of solutions of (1.2) in case pXpc:
Under some integrability condition on K rather than monotonicity of K; inﬁnite
multiplicity for (1.1) in case pXpc was studied in [4]. For the radial case, (1.2) has
separation structure for all small initial data a40: (See Proposition 3.1 in [4].)
Proposition 3.1. Let pXpcðn; cÞ with c4 2: Suppose that K satisfies (K),Z N
1
ðKðrÞ  crcÞrn1mðpþ1Þl2droN
and either rcKðrÞpcp near N;
Z N
1
ðKðrÞ  crcÞþrn1mðpþ1Þl2droN
or
Z N
1
ðKðrÞ  crcÞþrn1mpl2droN
for some c40; where k7 ¼ maxð7k; 0Þ: Then, there exists a positive constant a ¼
aðp; KÞ such that for each aAð0; a; Eq. (1.2) possesses a positive radial solution ua
with uað0Þ ¼ a satisfying (1.3) and there exist 0ob ¼ bðaÞoaog ¼ gðaÞ such that
%ubouao %ug in Rn: Moreover, any two of the family fuagaAð0;a do not intersect.
On any compact set of ð0; a; Dða; rÞ given by (1.7) converges uniformly to a
continuous function DðaÞ by the following assertion (see [4, Lemma 4.1, Proposition
4.2]).
Proposition 3.2. Let pXpcðn; cÞ with c4 2: Suppose that K satisfies (K) and (1.8)
for some c40 and Dða; rÞ are uniformly bounded near N on ½a; b for some
0oapapboN; where Dða; rÞ is defined by (1.7). Then, Dða; rÞ converges uniformly
on ½a; b and the limit
DðaÞ :¼ lim
r-N
Dða; rÞ
is continuous on ½a; b:
Proposition 3.3. Let pXpcðn; cÞ with c4 2: Suppose the assumptions of Proposition
3.1. Then, for 0oapa; the limit DðaÞ is continuous and DðaÞ-N as a-0þ:
Our ﬁrst observation says that (1.8) is a sufﬁcient condition for a slowly decaying
solution ua to have the limit DðaÞ:
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Lemma 3.4. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K) and (1.8) for
some c40: Let ua be a positive solution of (1.2) satisfying (1.3). Then, the limit DðaÞ
exists.
Proof. Setting Wða; tÞ :¼ r muaðrÞ  L; t ¼ log r; we see that W satisﬁes
Wtt þ ðn  2 2mÞWt þ cðp  1ÞLp1W þ cgðWÞ þ hðetÞectðW þ LÞ p ¼ 0; ð3:1Þ
where hðrÞ :¼ KðrÞ  crc and gðsÞ :¼ ðs þ LÞ p  L p  pLp1s: For s near 0;
gðsÞ ¼ pðp  1Þ
2
Lp2s2 þ Oðs3Þ:
By (2.4), u :¼ ua satisﬁes
rmþ1urðrÞ ¼  1
rnm2
Z r
0
Ku psn1
¼  C1
rnm2
 C2
rnm2
Z r
R
Ksn1mp
¼  C1
rnm2
 C2
rnm2
Z r
R
hðsÞsn1mp  C2
rnm2
Z r
R
sn1þcmp
X  C1
rnm2
 C2
rl1
Z r
R
jhðsÞjsn1mðpþ1Þl2  C3:
Hence, it follows from (1.8) that Wt ¼ mr mu þ rmþ1ur is bounded near þN: Choose
a sequence ftjg going to þN as j-N such that WtðtjÞ-0 as j-N: Multiplying
(3.1) by 2Wt and integrating over ½t; tj; we have
W 2t ðtjÞ þ 2ðl1 þ l2Þ
Z tj
t
W 2t þ l1l2W 2ðtjÞ þ 2c
Z tj
t
gðWÞWt
þ 2
Z tj
t
hectðW þ LÞ pWt ¼ W 2t ðtÞ þ l1l2W 2ðtÞ
which combined with
Z þN
t
gðWÞWt ¼ 1
p þ 1 L
pþ1  1
p þ 1 ðWðtÞ þ LÞ
pþ1  L pWðtÞ  p
2
Lp1W 2ðtÞ
 
¼OðW 3ðtÞÞ
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leads to
Z þN
t
W 2t pC W 2t ðtÞ þ W 2ðtÞ þ
Z þN
t
jhject
 
pC W 2t ðtÞ þ W 2ðtÞ þ el1t
Z þN
t
eðl1cÞtjhj
 
pCðW 2t ðtÞ þ W 2ðtÞ þ el1tÞ: ð3:2Þ
Multiplying (3.1) by W ; we have
WðtjÞWtðtjÞ 
Z tj
t
W 2t þ
ðl1 þ l2Þ
2
W 2ðtjÞ þ l1l2
Z tj
t
W 2
þ c
Z tj
t
gðWÞW þ
Z tj
t
hectðW þ LÞ pW ¼ WtðtÞWðtÞ þ l1 þ l2
2
W 2ðtÞ:
Given small e40;
Z tj
t
jgðWÞW jpe
Z tj
t
W 2
for large t; and thus
Z þN
t
W 2pC W 2 þ W 2t þ
Z þN
t
W 2t þ el1t
Z þN
t
eðl1cÞtjhj
 
pC W 2 þ W 2t þ
Z þN
t
W 2t þ el1t
 
: ð3:3Þ
We integrate (3.2), (3.3) and then apply (3.2), (3.3) again. Iterating this process, we
obtain
Z þN
td
Z þN
td1
?
Z þN
t
W 2s ðsÞ ds dt dt1?dtd1oN ð3:4Þ
for any positive integer d: Note that by Fubini’s Theorem,
Z þN
t1
Z þN
t
W 2s ðsÞ ds dt ¼
Z þN
t1
Z s
t1
W 2s ðsÞ dt ds ¼
Z þN
t1
W 2s ðsÞðs  t1Þ dsoN:
Hence, applying this modiﬁcation repeatedly to (3.4), we have the equivalent form
Z þN
td
sdW 2s dsoN:
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Then, for t large,
Z þN
t
jWsðsÞj dsp
Z þN
t
s2 ds
 1=2 Z þN
t
s2W 2s ds
 1=2
oN: ð3:5Þ
Let RðtÞ :¼ e
l1
2
tWðtÞ: Then, R satisﬁes that
Rtt þ l2Rt þ bR þ e
l1
2
t ½cgðWÞ þ hectðW þ LÞ p ¼ 0; ð3:6Þ
where b ¼ l1
2
ðl2  l12 Þ: Multiplying (3.6) by 2Rt; we have
R2t ðtÞ þ 2l2
Z t
T
R2t þ bR2ðtÞ þ 2
Z t
T
Rte
l1
2
s½cgðWÞ þ hecsðW þ LÞ p
¼ R2t ðTÞ þ bR2ðTÞ: ð3:7Þ
Since Rt ¼ l12 e
l1
2
tW þ e
l1
2
tWt and
2
Z t
T
Rte
l1
2
tgðWÞ ¼ 2
Z t
T
RRt
gðWÞ
W
¼ R2 gðWÞ
W

t
T

Z t
T
R2
d
ds
gðWÞ
W
 
;
2
Z t
T
jRte
l1
2
thectðW þ LÞ pjpC
Z t
T
eðl1cÞsjhj;
we have, from (3.7),
b þ cgðWðtÞÞ
WðtÞ
 
R2ðtÞ 
Z t
T
R2
d
ds
cgðWÞ
W
 
pCðTÞ: ð3:8Þ
(Assume gðWÞ=W ¼ 0 if W ¼ 0:) We claim that R is bounded near þN: Suppose
there exists a sequence ftjg going to þN as j-N such that R2ðtjÞ ¼
maxTpsptj R
2ðsÞ-N as j-N: Set
IðT ; tjÞ :¼ b þ cgðWðtjÞÞ
WðtjÞ 
Z tj
T
d
dW
cgðWÞ
W
 
W 0


 
:
Note that for s near 0,
gðsÞ
s
¼ pðp  1Þ
2
Lp2s þ Oðs2Þ
and
gðsÞ
s
 0
¼ pðs þ LÞ
p1
s  ðs þ LÞ p þ L p
s2
¼ pðp  1Þ
2
Lp2 þ OðsÞ:
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It follows from (3.5) that IðT ; tjÞ40 for large T and converges to a positive constant
as j-N: From (3.8), we have IðT ; tjÞR2ðtjÞpCðTÞ for all j; a contradiction.
Therefore, R2ðtjÞ should be bounded.
Case 1: Let p4pc: Applying the method of variation of parameters to (3.1), W is
represented by
WðtÞ ¼C1ðTÞel1t þ C2ðTÞel2t
 e
l1t
l2  l1
Z t
T
el1s½cgðWÞ þ hecsðW þ LÞ p
þ e
l2t
l2  l1
Z t
T
el2s½cgðWÞ þ hecsðW þ LÞ p: ð3:9Þ
Since
el1t
Z t
T
el1s½cgðWÞ þ jhjecsðW þ LÞ p
pel1t C1
Z t
T
el1sW 2 þ
Z t
T
eðl1cÞsjhjðW þ LÞ p
 
pel1t½C2 þ C3t
and
el2t
Z t
T
el2s½cgðWÞ þ jhjecsðW þ LÞ p
pel2t C1eðl2l1Þtt þ eðl2l1Þt
Z t
T
eðl1cÞsjhjðW þ LÞ p
 
pel1t½C2 þ C3t;
we conclude that WðtÞ ¼ Oðtel1tÞ at þN: Therefore,Z þN
T
el1sW 2pC
Z þN
T
s2el1soN;
which in turn implies that by (3.9), WðtÞ ¼ Oðel1tÞ at þN: Then, it follows from
Proposition 3.2 (the case a ¼ b) that Dða; tÞ ¼ el1tWðtÞ converges to a constant as
t-þN:
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Case 2: Let p ¼ pc: Applying the method of variation of parameters to (3.1), W is
represented by
WðtÞ ¼ ½C1ðTÞ þ C2ðTÞtel1t þ el1t
Z t
T
sel1s½cgðWÞ þ hecsðW þ LÞ p
 tel1t
Z t
T
el1s½cgðWÞ þ hecsðW þ LÞ p: ð3:10Þ
Since
el1t
Z t
T
sel1s½cgðWÞ þ jhjecsðW þ LÞ p
pel1t½C1t
Z t
T
el1sW 2 þ t
Z t
T
eðl1cÞsjhjðW þ LÞ p
pel1t½C1 þ C2t2
and
tel1t
Z t
T
el1s½cgðWÞ þ jhjecsðW þ LÞ pptel1t½C1 þ C2t;
we conclude that WðtÞ ¼ Oðt2el1tÞ at þN: Therefore,Z þN
T
el1sW 2pC
Z þN
T
s4el1soN;
which in turn implies that by (3.10), WðtÞ ¼ Oðtel1tÞ at þN: Then, it follows from
Proposition 3.2 (the case a ¼ b) that Dða; tÞ ¼ t1el1tWðtÞ converges to a constant as
t-þN: &
Obviously, Lemma 3.4 holds for any positive solution nearN of (1.2) satisfying
(1.3). For every entire solution ua of (1.2) satisfying (1.3), DðaÞ has a useful integral
representation.
Proposition 3.5. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K) and (1.8)
for some c40: Every positive entire solution ua of (1.2) entailing (1.3) satisfies
DðaÞ ¼ 1
l2  l1
Z N
0
½rcKðr muaÞ p  pcLp1r mua þ ðp  1ÞcL prl11 dr
for p4pc;
DðaÞ ¼ 
Z N
0
½rcKðr muaÞ p  pcLp1r mua þ ðp  1ÞcL prl11 dr
for p ¼ pc:
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Proof. Setting Wða; tÞ :¼ r muaðrÞ  L; t ¼ log r; we see that W satisﬁes (3.1).
Case 1: Let p4pc: Then, Dða; tÞ ¼ el1tWða; tÞ holds
Dtt þ ðl2  l1ÞDt þ el1t½cgðWÞ þ hðetÞectðW þ LÞ p ¼ 0: ð3:11Þ
Integrating (3.11) over ½t;þNÞ; we see that
ðl2  l1ÞðDðaÞ  Dða; tÞÞ
¼ Dtða; tÞ 
Z þN
t
el1s½cgðWÞ þ hðesÞecsðW þ LÞ p ds: ð3:12Þ
Letting t-N; we obtain
DðaÞ ¼ 1
l2  l1
Z þN
N
el1s½cgðWÞ þ hðesÞecsðW þ LÞ p ds
¼ 1
l2  l1
Z N
0
½rcKðr muaÞ p  pcLp1r mua þ ðp  1ÞcL prl11 dr:
Case 2: Let p ¼ pc: Then, Dða; tÞ ¼ t1el1tWða; tÞ satisﬁes
Dtt þ 2
t
Dt þ e
l1t
t
½cgðWÞ þ hðetÞectðW þ LÞ p ¼ 0: ð3:13Þ
Multiplying (3.13) by t40 and integrating over ½t;þNÞ; we have
DðaÞ ¼ Dða; tÞ þ tDtða; tÞ 
Z þN
t
el1s½cgðWÞ þ hðesÞecsðW þ LÞ p ds: ð3:14Þ
For t ¼ log r40;
DðaÞ ¼Dða; tÞ þ tDtða; tÞ 
Z þN
t
el1s½cgðWÞ þ hðesÞecsðW þ LÞ p ds
¼ðm þ l1Þrmþl1uaðrÞ þ rmþl1þ1u0aðrÞ  l1Lrl1

Z N
r
½r˜cKðr˜ muaÞ p  pcLp1r˜ mua þ ðp  1ÞcL pr˜l11 dr˜:
Multiplying (3.13) by to0 and integrating over ðN; t; we have
Dða; tÞ þ tDtða; tÞ ¼ 
Z t
N
el1s½cgðWÞ þ hðesÞecsðW þ LÞ p ds
¼ 
Z r
0
½r˜cKðr˜ muaÞ p  pcLp1r˜ mua þ ðp  1ÞcL pr˜l11 dr˜:
ARTICLE IN PRESS
S. Bae / J. Differential Equations 194 (2003) 460–499 477
Therefore, by letting r-1; we have
DðaÞ ¼ 
Z þN
N
el1s½cgðWÞ þ hðesÞecsðW þ LÞ p ds
¼ 
Z N
0
½rcKðr muaÞ p  pcLp1r mua þ ðp  1ÞcL prl11 dr;
which is the integral expression of DðaÞ in case p ¼ pc: &
In some cases, there are two positive solutions ub4ua of (1.2) near N with the
same limit DðbÞ ¼ DðaÞ: For our convenience, we here use b; a to denote two
different solutions of (1.2) nearN: Of particular interest is the asymptotic behavior
of the difference of two solutions.
Lemma 3.6. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K) and (1.8) for
some c40: If ub and ua are positive radial solutions of (1.2) near N satisfying (1.3)
such that ub4ua and DðbÞ ¼ DðaÞ; then
lim
r-N
rmþl2ðubðrÞ  uaðrÞÞ ¼ d
for some d40:
Proof. Setting Wða; tÞ :¼ r muaðrÞ  L; t ¼ log r; we see that WaðtÞ :¼ Wða; tÞ satis-
ﬁes (3.1). Let jðtÞ :¼ Dðb; tÞ  Dða; tÞ: Set Gðb; aÞ :¼ cgðWbÞ  cgðWaÞ and U ðb; aÞ :
¼ ðWb þ LÞ p  ðWa þ LÞ p:
Case 1: Let p4pc: Then, Dða; tÞ ¼ el1tWða; tÞ holds (3.11). From (3.12), j satisﬁes
ðl2  l1ÞjðtÞ ¼  jtðtÞ þ
Z þN
t
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
¼  jtðtÞ þ cp
Z þN
t
el1s½ðW˜ þ LÞp1  Lp1el1sjðsÞ ds
þ p
Z þN
t
eðl1cÞshðesÞðW˜ þ LÞp1el1sjðsÞ ds
p  jtðtÞ þ C1
Z þN
t
el1sjðsÞ ds
þ C2
Z þN
t
eðl1cÞsjhðesÞjel1sjðsÞ ds
for some WaoW˜oWb: Since jðtÞ-0 as t-þN; for given e40;
ðl2  l1ÞjðtÞp jtðtÞ þ eel1t ð3:15Þ
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if t is large enough. Multiplying (3.15) by eðl2l1Þt and integrating over ½T ; t with T
large, we obtain
ðjeðl2l1ÞtÞtpeeðl22l1Þt
and
jðtÞpjðTÞeðl2l1ÞðtTÞ þ eeðl2l1Þt
Z t
T
eðl22l1Þs ds:
Hence, near þN;
jðtÞ ¼
Oðeðl2l1ÞtÞ if l2o2l1;
oðteðl2l1ÞtÞ if l2 ¼ 2l1;
oðel1tÞ if l242l1:
8><
>:
In case l2X2l1; we have
ðl2  l1ÞjðtÞp  jtðtÞ þ C1
Z þN
t
el1sjðsÞ ds
þ C2
Z þN
t
eðl1cÞsjhðesÞjel1sjðsÞ ds
p  jtðtÞ þ
oðtel2tÞ if l2 ¼ 2l1;
oðe2l1tÞ if l242l1:
(
ð3:16Þ
Let l2 ¼ 2l1: Integrating (3.16) over ½T ; t with T large, we have
jðtÞpjðTÞeðl2l1ÞðtTÞ þ eeðl2l1Þt
Z t
T
sel1sds;
which in turn implies that jðtÞ ¼ Oðeðl2l1ÞtÞ at þN:
When l242l1; we have
jðtÞpjðTÞeðl2l1ÞðtTÞ þ eeðl2l1Þt
Z t
T
eðl23l1Þsds:
Then, we see that
jðtÞp
Oðeðl2l1ÞtÞ if l2o3l1;
oðteðl2l1ÞtÞ if l2 ¼ 3l1;
oðe2l1tÞ if l243l1:
8><
>:
Therefore, we conclude after ﬁnite iterations that jðtÞ ¼ Oðeðl2l1ÞtÞ at þN: In
other words, ubðrÞ  uaðrÞ ¼ Oðrml2Þ atN:
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In order to obtain a ﬁner asymptotic behavior, we consider the function D˜ða; tÞ :
¼ el2tWða; tÞ: Then, D˜ða; tÞ holds
D˜tt  ðl2  l1ÞD˜t þ el2t½cgðWÞ þ hðetÞectðW þ LÞ p ¼ 0:
By (3.9), the difference cðtÞ :¼ D˜ðb; tÞ  D˜ða; tÞ is represented by
cðtÞ ¼C1ðTÞ þ C2ðTÞeðl2l1Þt
þ 1
l2  l1
Z t
T
½el2sGðb; aÞ þ eðl2cÞshðesÞU ðb; aÞ ds
 e
ðl2l1Þt
l2  l1
Z t
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Since eðl1l2ÞtcðtÞ ¼ jðtÞ-0 as t-þN; we have
0 ¼ C2ðTÞ  1l2  l1
Z þN
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Therefore,
cðtÞ ¼C1ðTÞ þ 1l2  l1
Z t
T
½el2sGðb; aÞ þ eðl2cÞshðesÞU ðb; aÞ ds
þ e
ðl2l1Þt
l2  l1
Z þN
t
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds: ð3:17Þ
Combining (1.8) and the fact that cðtÞ ¼ Oð1Þ at þN; we see that cðtÞ converges to
a constant d as t-þN: Then,
d ¼ C1ðTÞ þ 1l2  l1
Z þN
T
½el2sGðb; aÞ þ eðl2cÞshðesÞU ðb; aÞ ds;
which in turn implies that
cðtÞ ¼ d  1
l2  l1
Z þN
t
½el2sGðb; aÞ þ eðl2cÞshðesÞU ðb; aÞ ds
þ e
ðl2l1Þt
l2  l1
Z þN
t
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Suppose cðtÞ-0 as t-þN; i.e., d ¼ 0: Let e40 be given. Since U ðb; aÞ ¼
pðW˜ þ LÞp1el2sc for some WaoW˜oWb and
Gðb; aÞ ¼ c½pðW˜ þ LÞp1  pLp1el2sc
¼ cpðp  1ÞðWˆ þ LÞp2zeðl2þl1Þsc;
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for some Wˆ between W˜ and 0; and Dða; tÞoz ¼ el1tW˜oDðb; tÞ; we haveZ þN
t
el2sjGðb; aÞj dspC
Z þN
t
el2seðl2þl1ÞscðsÞ dspeel1t
if t is large enough. Similarly,
RþN
t
el1sjGðb; aÞj dspeel2t: On the other hand,
Z þN
t
el2sjhðesÞjecsU ðb; aÞ ds ¼ p
Z þN
t
el2sjhðesÞjecsðW˜ þ LÞp1el2scðsÞ ds
pCel1t
Z þN
t
eðl1cÞsjhðesÞjcðsÞ ds
p eel1t
for t large. Similarly,
RþN
t
el1sjhðesÞjecsU ðb; aÞ dspeel2t: Therefore, we have
cðtÞ ¼ oðel1tÞ at þN: Repeating the above process with ﬁner estimates, we can
show that for any positive integer k; cðtÞ ¼ oðekl1tÞ at þN: In other words, ubðrÞ 
uaðrÞ ¼ oðrml2kl1Þ atN: In particular, for some e40; ubðrÞ  uaðrÞ ¼ oðr2neÞ at
N: However, this is impossible by Lemma 2.2.
Case 2: Let p ¼ pc: Then, Dða; tÞ ¼ t1el1tWða; tÞ satisﬁes (3.13). From (3.14),
jðtÞ ¼  jtðtÞ þ
Z þN
t
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
¼  jtðtÞ þ cp
Z þN
t
el1s½ðW˜ þ LÞp1  Lp1sel1sjðsÞ ds
þ p
Z þN
t
eðl1cÞshðesÞðWˆ þ LÞp1sel1sjðsÞ ds
p  jtðtÞ þ C1
Z þN
t
sel1sjðsÞ ds þ C2
Z þN
t
eðl1cÞsjhðesÞjsel1sjðsÞ ds
p  jtðtÞ þ etel1t:
Hence,
ðtjÞtpetel1t
and for large T ;
jðtÞpT
t
jðTÞ þ et1
Z t
T
sel1sds:
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Therefore, jðtÞ ¼ Oðt1Þ at þN; i.e., ubðrÞ  uaðrÞ ¼ Oðrml1Þ at N: By (3.10),
cðtÞ :¼ el1tðWb  WaÞ is represented by
cðtÞ ¼C1ðTÞ þ C2ðTÞt þ
Z t
T
s½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
 t
Z t
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Since t1cðtÞ ¼ jðtÞ-0 as t-þN; we have
0 ¼ C2ðTÞ 
Z þN
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Hence,
cðtÞ ¼C1ðTÞ þ
Z t
T
s½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
þ t
Z þN
t
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds: ð3:18Þ
Consequently, cðtÞ converges to a constant d as t-þN: Then,
d ¼ C1ðTÞ þ
Z þN
T
s½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Therefore, we conclude that
cðtÞ ¼ d 
Z þN
t
s½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
þ t
Z þN
t
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Suppose cðtÞ-0 as t-þN; i.e., d ¼ 0: Let e40 be given. Then,
cðtÞpC
Z þN
t
sel1se2l1scðsÞ ds þ
Z þN
t
seðl1cÞsjhðesÞjel1scðsÞ ds
 
þ Ct
Z þN
t
el1se2l1scðsÞ ds þ
Z þN
t
eðl1cÞsjhðesÞjel1scðsÞ ds
 
p etel1t
for t large. Hence, cðtÞ ¼ oðtel1tÞ at þN: Applying this ﬁner estimate, we have
cðtÞ ¼ oðt2e2l1tÞ at þN: Similar arguments as in Case 1 lead to a contra-
diction. &
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Remark. When jðtÞ-0 and cðtÞ-d as t-þN; we see from (3.17) that
cðTÞ ¼ C1ðTÞ þ e
ðl2l1ÞT
l2  l1
Z þN
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
for p4pc: Therefore, d can be described as follows:
d ¼cðTÞ þ 1
l2  l1
Z þN
T
½el2sGðb; aÞ þ eðl2cÞshðesÞU ðb; aÞ ds
 e
ðl2l1ÞT
l2  l1
Z þN
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds: ð3:19Þ
For p ¼ pc; we have from (3.18),
cðTÞ ¼ C1ðTÞ þ T
Z þN
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds:
Therefore,
d ¼cðTÞ þ
Z þN
T
s½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds
 T
Z þN
T
½el1sGðb; aÞ þ eðl1cÞshðesÞU ðb; aÞ ds: ð3:20Þ
Under the hypotheses of Proposition 3.1, there exists 0oapN such that
fua j aAð0; aÞg is the family of separated slowly decaying solutions of (1.2) satisfying
(1.3). Moreover, it follows from Proposition 3.3 that DðaÞ is a continuous function
on ð0; aÞ: Additionally, if rcKðrÞXc; then every slowly decaying solution satisﬁes
(1.3).
Theorem 3.7. Let pXpcðn; cÞ with c4 2: Suppose the assumptions of Proposition
3.1 for some c40 and rcKðrÞXc on ð0;NÞ: Then, every positive entire solution ua of
(1.2) satisfies either
lim
r-N
r muaðrÞ ¼ Lðn; p; c; cÞ
or
lim
r-N
rn2uaðrÞ ¼ C
for some C40: Moreover, if ua satisfies (1.3), then DðaÞ exists.
Proof. Let ua be a positive entire solution of (1.2) and a4a: If uaXub for some
0oboa; then ua satisﬁes (1.3) because uap %ua from Lemma 2.4. In case ua intersects
ub for all bAð0; aÞ and ua does not hold (1.3), we ﬁrst claim that limr-N Dða; rÞ ¼
N: If d1ðaÞ ¼ lim inf r-N Dða; rÞ4N; then it follows from Proposition 3.3 that
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there exist 0oZoa and R40 such that uZoua on ½R;NÞ: Since ub-0
monotonically as b-0þ; ub-0 uniformly on ½0; R; which implies that there exists
0oboZ such that uboua: Then, ua satisﬁes (1.3). Hence, d1ðaÞ ¼ N: Suppose
d2ðaÞ ¼ lim supr-N Dða; rÞ4N: Then, there exists 0o *boa such that u *b and ua
meet at r ¼ r1; r2 for some 0or1or2: Since ub is monotonically increasing as b
increases from 0 to a; there exists 0obo *b such that ub and ua meet tangentially at
some point r3Aðr1; r2Þ; which violates the uniqueness of the initial value problem for
ordinary differential equations. Therefore, d1ðaÞ ¼ d2ðaÞ ¼ N and ua meets ub one
time for each 0obpa:
For dAð0; aÞ; let wd :¼ ua  ud and Rd40 satisfying wd40 in ½0; RdÞ and wdðRdÞ ¼
0: Let g4a and %wgðrÞ :¼ %uþg ðrÞ  %ugðrÞ ¼ Oðrml2Þ at N; where %uþg is given by
Proposition 2.4. Applying Green’s identity, we have
0p  onRn1d w0dðRÞ %wgðRÞ
¼
Z
BðRdÞ
fwdD %wg  %wgDwdg
p
Z
BðRdÞ
fpcjxjc %up1g %wgwd þ K %wgðu pa  u pd Þg
¼
Z
BðRdÞ
fpcjxjc %up1g %wgwd þ pK %wgxp1wdg;
where
pxp1 ¼ u
p
a  u pd
ua  ud
and udoxoua: Then,Z
BðRdÞ
pcjxjc %wgwdð %up1g  xp1Þp
Z
BðRdÞ
p %wgx
p1wdðK  cjxjcÞ: ð3:21Þ
Here, pxp1-up1a ; Rd-0 as d-0: From (1.8) and the fact uaðrÞp %uaðrÞoLrm; the
right-hand side of (3.21) converges by the Dominated Convergence Theorem.
Therefore, it follows from Fatou’s Lemma that
N4
Z
Rn
%wgu
p
a ðK  cjxjcÞX
Z
Rn
cjxjc %wguaðp %up1g  up1a Þ
XC
Z
Bc
1
jxjcml2ðp1ÞmuaðjxjÞdx
¼C
Z N
1
r1þl1þmuaðrÞ dr:
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From (2.4), uðrÞ ¼ uaðrÞ satisﬁes
u0ðrÞ ¼  1
rn1
Z r
0
KðsÞu pðsÞsn1ds:
Now integrating from r toN; we obtain
uðrÞ ¼
Z N
r
1
tn1
Z t
0
KðsÞu pðsÞsn1ds
 
dt:
Changing the order of integration gives that for rX1;
uðrÞ ¼ 1
n  2 r
2n
Z r
0
KðsÞu pðsÞsn1ds þ 1
n  2
Z N
r
KðsÞu pðsÞs ds
pC r2n þ r2n
Z r
1
ðKðsÞ  cscÞu pðsÞsn1ds þ r2n
Z r
1
cscu pðsÞsn1 ds
 
þ C
Z N
r
ðKðsÞ  cscÞu pðsÞs ds þ
Z N
r
cscu pðsÞs ds
 
pC r2n þ r2n
Z r
1
ðKðsÞ  cscÞsmpsn1ds þ r2n
Z r
1
cscmðp1ÞuðsÞsn1 ds
 
þ C
Z N
r
ðKðsÞ  cscÞsmps ds þ
Z N
r
cscmðp1ÞuðsÞs ds
 
pC r2n þ r2nþmþl2
Z r
1
ðKðsÞ  cscÞsn1mðpþ1Þl2 ds
 
þ C r2þcmpl1
Z r
1
s1þl1þmuðsÞ ds
 
þ C r2nþmþl2
Z N
r
ðKðsÞ  cscÞsn1mðpþ1Þl2 ds
 
þ C r2þcmpl1
Z N
r
s1þl1þmuðsÞ ds
 
pC½r2n þ rml1 :
Note that n þ c mp  l1 ¼ m þ l2 and
2 n þ m þ l2 ¼ 2þ c mp  l1 ¼ m  l1:
Using uðrÞ ¼ Oðrml1Þ at N; we have
uðrÞpCr2n 1þ
Z r
1
ðKðsÞ  cscÞsmpl1pþn1ds þ
Z r
1
cscmpl1pþn1ds
 
þ C
Z N
r
ðKðsÞ  cscÞsmpl1pþ1 ds þ
Z N
r
cscmpl1pþ1 ds
 
:
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If m þ l2  l1ðp  1Þo0; then uðrÞpCr2n: In case m þ l2  l1ðp  1Þ ¼ 0;
uaðrÞpCr2n log r near N: Then, by using this again, we have uðrÞpCr2n: In case
m þ l2  l1ðp  1Þ40; we see that
uðrÞpC½r2n þ rml1p:
Iterating this process, we can show that if m þ l2  l1ðpk  1Þ40 for any positive
integer k; then
uðrÞpC½r2n þ rml1pk :
Therefore, if m þ l2  l1ðpk˜  1Þp0 for some k˜; then we have uðrÞpCr2n after k˜
iterations. By Lemma 2.2, rn2uðrÞ-C as r-N for some C40:
If ua is a slowly decaying solution, then ua satisﬁes (1.3). Hence, it follows from
Lemma 3.4 that DðaÞ exists. &
Proof of Theorem 1.3. If K satisﬁes (1.8), then by Theorem 3.7, any slowly decaying
solution ua satisﬁes (1.3). Thus, by Lemma 3.4, DðaÞ exists. If DðaÞ is ﬁnite for a
slowly decaying solution, Proposition 3.5 implies that the existence of DðaÞ is
equivalent to the condition
Z þN
el1s½cgðWÞ þ hecsðW þ LÞ p dsoN: ð3:22Þ
Since gðWÞX0 and hX0; it follows from (3.22) that
Z þN
heðl1cÞs dsoN;
condition (1.8). &
4. Structure of Type SS
In this section, we study further the structure of Type SS under the assumptions
that K satisﬁes (K) and rcKðrÞ is non-increasing on ð0;NÞ: To deﬁne the limit DðaÞ
for every a40; we also assume (1.8) for some c40: First, we prove that DðaÞ is
strictly increasing as a increases.
Theorem 4.1. Let pXpcðn; cÞ with c4 2: Assume that K satisfies (K), rcKðrÞ is
non-increasing on ð0;NÞ and (1.8) for some c40: Then, as r-N; Dðr; aÞ converges
uniformly on any compact subset of ð0;NÞ to a continuous and strictly increasing
ARTICLE IN PRESS
S. Bae / J. Differential Equations 194 (2003) 460–499486
negative function DðaÞ: Moreover,
lim
a-0
DðaÞ ¼ N ð4:1Þ
and
lim
a-N
DðaÞ ¼ DðNÞp0; ð4:2Þ
where
DðNÞ ¼ DðKÞ :¼ limr-N r
l1ðr mUKðrÞ  LÞ if p4pc;
limr-N r
l1ðlog rÞ1ðr mUKðrÞ  LÞ if p ¼ pc;
(
where UK is the singular solution obtained in Theorem B and L ¼ Lðn; p; c; cÞ: If
K1pK2 satisfy the assumptions, then UK1XUK2 :
Proof. Let b4a40: By (1.5), we have
rcK ½ðr mubÞ p  ðr muaÞ p  pcLp1½r mub  r mua
o½prcKðr mubÞp1  pcLp1ðr mub  r muaÞ
¼ p½r2Kup1b  cLp1ðr mub  r muaÞ
o0:
We make use of the integral representation of D in Proposition 3.5 to show that
DðbÞ4DðaÞ: By Lemma 2.3, uap %ua for each a40: From Proposition 3.3, we have
(4.1). From (1.5), r mUKðrÞ-L as r-N: By Proposition 3.2, DðNÞ exists and D is
continuous on ð0;N: By similar arguments as in the proof of Lemma 2.3,
ua;K1Xua;K2 : Therefore, UK1XUK2 : &
Strict increase of DðaÞ is essential for the stability of the solutions of (1.2) regarded
as positive steady states of the semilinear heat equation
ut ¼ Du þ Ku p in Rn  ð0;NÞ
with respect to the weighted uniform norms
jjjcjjj ¼ sup
xARn
ð1þ jxjÞmþl1
logð2þ jxjÞ cðxÞ


for p ¼ pc;
jjcjj ¼ sup
xARn
jð1þ jxjÞmþl1cðxÞj
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for p4pc: Furthermore, we construct a sequence of pairs of super- and sub-solutions
which can be employed to establish the weak asymptotic stability with respect to the
weighted uniform norm
jjcjj ¼ sup
xARn
jð1þ jxjÞmþl2cðxÞj:
(See the proof of Theorem 1.15 in [11].) In a forthcoming paper [2], we shall consider
stability under general circumstances.
Theorem 4.2. Suppose the assumptions of Theorem 4.1. Then for each fixed positive
solution ua of (1.2) there exist a sequence of radial strict super-solutions
%u
ð1Þ
a 4 %u
ð2Þ
a 4?4ua and a sequence of radial strict sub-solutions
%
u
ð1Þ
a o
%
u
ð2Þ
a o?oua
such that ua is the only solution of (1.2) in the ordered interval
%
u
ð jÞ
a ouao %uð jÞa for every
j: Moreover,
lim
j-N
%u
ð jÞ
a ¼ ua ¼ lim
j-N %
uð jÞa :
Proof. Fix a smooth radial function jc0 with a compact support such that j is
decreasing and c=24jX0: Set HðrÞ ¼ rcjðrÞ: Consider the problem
u00 þ n  1
r
u0 þ ðKðrÞ þ HðrÞÞu p ¼ 0; uð0Þ ¼ a40: ð4:3Þ
From Theorem B, (4.3) has a positive entire solution for every a40: By uˇa; we
denote the solution of (4.3). Suppose that there exist b4a and R40 such that uˇb4ua
in ½0; RÞ and uˇbðRÞ ¼ uaðRÞ: Let R1 ¼ supfr40 j uˇbðrÞ  uaðrÞXba2 g: Then, we may
assume that supp HCBR1 : Indeed, if j1pj2 satisfy the above conditions, then the
solutions uˇb;j1 and uˇb;j2 of (4.3) with H ¼ rcj1 and rcj2 respectively, satisfy
uˇb;j1Xuˇb;j2 by the same way as in the proof of Lemma 2.3. Setting w1 :¼ uˇb  ua; we
have
Dw1 þ k1w1 ¼ 0 in BR;
w140 in BR and w1ðRÞ ¼ 0;

where
k1 :¼ K
uˇ
p
b  u pa
uˇb  ua þ H
uˇ
p
b
uˇb  uaopKu
p1
b þ
2H
b a u
p
b ;
in BR; and w
0
1ðRÞp0: On the other hand, we have w2 :¼ ug  uZ40 in ½0;NÞ for any
g4Z4b (see Theorem B), and
Dw2 þ k2w2 ¼ 0
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in Rn; where
k2 :¼ K
u pg  u pZ
ug  uZ4pKu
p1
Z :
We may choose HopðbaÞ
2b K ½ðuZubÞ
p1  1; which implies that k1ok2 in BR: From
Green’s identity it follows that
onRn1w01ðRÞw2ðRÞ ¼
Z
BR
ðw2Dw1  w1Dw2Þ
X
Z
BR
ðk2  k1Þw1w240
which in turn implies that w01ðRÞ40; a contradiction. Therefore, uˇb4ua in Rn for
suitable choice of j: Deﬁne
%b ¼ minfb4a j uˇbXuag:
By the maximum principle, %u
ð1Þ
a :¼ uˇ %b4ua: Applying Theorem 4.1 to (4.3), we have a
continuous function D
ð1Þ
þ ðbÞ derived by uˇb: Since Dð1Þþ is strictly increasing, %Dð1Þa :¼
D
ð1Þ
þ ð %bÞ ¼ DðaÞ: Indeed, if Dð1Þþ ð %bÞ4DðaÞ; then by using the continuity of Dð1Þþ ðbÞ; we
may choose ao *bo %b and R40 such that uˇb4ua on ðR;NÞ for every *bobo %b: Since
uˇb is monotonically increasing to uˇ %b as b increases to %b; there exists *bobo %b such
that uˇ %b4uˇb4ua in R
n; which contradicts the deﬁnition of %b:
Consider the problem
u00 þ n  1
r
u0 þ ðKðrÞ  HðrÞÞu p ¼ 0; uð0Þ ¼ a40: ð4:4Þ
By Theorem B, (4.4) has a positive entire solution for every a40: By uˆa; we denote
the solution of (4.4). Suppose that there exist a4d40 and R40 such that uˆdoua in
½0; RÞ and uˆdðRÞ ¼ uaðRÞ: Let R2 ¼ supfr40 j uaðrÞ4aþd2 g: We may assume that
supp HCBR2 : Setting w3 :¼ ua  uˆd; we have
Dw3 þ k3w3 ¼ 0 in BR;
w340 in BR and w3ðRÞ ¼ 0;

where
k3 :¼ K u
p
a  uˆ pd
ua  uˆd þ H
uˆ
p
d
ua  uˆdopKu
p1
a þ
2H
b a u
p
a ;
in BR; and w
0
1ðRÞp0: On the other hand, we have w2 :¼ ug  uZ40 in ½0;NÞ for
g4Z4a: We may choose HopðadÞ
2a K ½ðuZuaÞ
p1  1; which implies that k3ok2 in BR:
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From Green’s identity it follows that
onRn1w03ðRÞw2ðRÞ ¼
Z
BR
ðw2Dw3  w3Dw2Þ
X
Z
BR
ðk2  k3Þw3w2 40
which in turn implies that w03ðRÞ40; a contradiction. Therefore, uˆdoua in Rn for
suitable choice of j: Deﬁne
%
d ¼ maxfdoa j uˆdpuag:
By the maximum principle,
%
u
ð1Þ
a :¼ uˆ
%
doua: Similarly, we deﬁne Dð1Þ ðdÞ and
%
Dð1Þa :¼
Dð1Þ ð
%
dÞ: Then,
%
Dð1Þa ¼ DðaÞ:
For each j; consider the equation
u00 þ n  1
r
u0 þ KðrÞ7HðrÞ
j
 
u p ¼ 0; uð0Þ ¼ a40: ð4:5Þ
Applying the standard barriers method to (4.5), we obtain a sequence of radial strict
super-solutions of (1.2) %u
ð1Þ
a 4 %u
ð2Þ
a 4?4ua and a sequence of radial strict sub-
solutions of (1.2)
%
u
ð1Þ
a o
%
u
ð2Þ
a o?oua: The uniqueness of ua of (1.2) satisfying
%
u
ð jÞ
a ouao %uð jÞa is a direct consequence of the fact that DðaÞ is strictly increasing as a
increases.
There exists a decreasing sequence fbjg such that bj ¼ %uð jÞa ð0Þ4a and
%uð jÞa ðrÞ ¼ bj 
1
n  2
Z r
0
1 s
r
 n2 
s KðsÞ þ HðsÞ
j
 
ð %uð jÞa Þ p ds:
Since %u
ð jÞ
a is monotonically decreasing as j-N and thus %u
ð jÞ
a converges uniformly in
any compact subset of ½0;NÞ to a continuous function u˜ which satisﬁes that u˜Xua
and for any r40;
u˜ðrÞ ¼ b 1
n  2
Z r
0
1 s
r
 n2 
sKðsÞu˜ p ds
for some bXa: Hence, u˜ ¼ ub: From the uniqueness of ua; we conclude that b ¼ a:
Similarly, we observe that ua ¼ limj-N
%
u
ð jÞ
a : &
From the above proof, we have
Lemma 4.3. %D
ð jÞ
a ¼ DðaÞ ¼
%
Dð jÞa o0 for all j and a40:
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From Lemma 3.6, there exist two sequences f %dð jÞa g and f
%
dð jÞa g:
%dð jÞa ¼ limr-N r
mþl2ð %uð jÞa ðrÞ  uaðrÞÞ;
%
dð jÞa ¼ limr-N r
mþl2ð
%
uð jÞa ðrÞ  uaðrÞÞ:
Lemma 4.4. %d
ð jÞ
a is strictly decreasing to 0 and
%
dð jÞa is strictly increasing to 0 as j-N:
Proof. It follows from Lemma 3.6 that %d
ð jÞ
a is strictly decreasing as j-N: Set
%Wð jÞða; tÞ :¼ r m %uð jÞa ðrÞ  L; t ¼ log r and %cð jÞðtÞ :¼ rmþl2ð %uð jÞa ðrÞ  uaðrÞÞ:
Case 1: Let p4pc: For sufﬁciently large T ; we have, from (3.19),
%dð jÞa ¼ %cð jÞðTÞ þ
1
l2  l1
Z þN
T
el2s½cgð %Wð jÞa Þ  cgðWaÞ ds
þ 1
l2  l1
Z þN
T
eðl2cÞshðesÞ½ð %Wð jÞa þ LÞ p  ðWa þ LÞ p ds
 1
l2  l1 e
ðl2l1ÞT
Z þN
T
el1s½cgð %Wð jÞa Þ  cgðWaÞ ds
 1
l2  l1 e
ðl2l1ÞT
Z þN
T
eðl1cÞshðesÞ½ð %Wð jÞa þ LÞ p  ðWa þ LÞ p ds:
Since %u
ð jÞ
a converges uniformly on any compact set of ½0;NÞ; we see that %cð jÞðTÞ-0
as j-N: The remaining parts converge to 0 also by the Dominated Convergence
Theorem. Therefore, %d
ð jÞ
a -0 as j-N: Similarly,
%
dð jÞa -0 as j-N:
Case 2: Let p ¼ pc: Similar arguments with (3.20) lead to the conclusion. &
5. Existence of singular solutions
In this section, we consider the existence of singular solutions. First, we need the
following fact.
Lemma 5.1. Let pXpcðn; cÞ with c4 2: Then, n  2 mp40:
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Proof. Since n410þ 4c; n  c 446þ 3c40: We observe that pc4 n2nc4 which is
equivalent to
2ðcþ 2Þðn  c 4Þ þ 2ðcþ 2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn þ cÞ2  ðn  2Þ2
q
ðn  2Þðn  10 4cÞ 4
cþ 2
n  c 4
or
2ðn  c 4Þ2 þ 2ðn  c 4Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn þ cÞ2  ðn  2Þ2
q
4ðn  2Þðn  10 4cÞ
or
ðn  2Þ2 þ 2ðcþ 2Þ2 þ 2ðn  c 4Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn þ cÞ2  ðn  2Þ2
q
40:
Therefore, n  2 mp40: &
Generally, a singular solution exists under the assumptions of Theorem 1.1 and an
additional condition of K near 0.
Theorem 5.2. Let pXpcðn; cÞ with c4 2: Suppose (1.2) has a positive entire solution
ua for every a40: Assume that K satisfies (K), rcKðrÞ is non-increasing on ð0; dÞ for
some d40 and KðdÞ40: Then, (1.2) has a singular solution.
Proof. Note that for each a40; (1.5) implies
r muaðrÞoLðn; p; c; 1Þ
½rcKðrÞ
1
p1
pLðn; p; c; cÞ on ½0; d;
where m ¼ cþ2
p1 and c ¼ dcKðdÞ: Then, we have
u0aðrÞ ¼
1
rn1
Z r
0
KðsÞu pa ðsÞsn1 ds
p L
p
rn1
dn2mp
Z d
0
sKðsÞ ds þ dmp
Z r
d
KðsÞsn1 ds
 
; ð5:1Þ
where L ¼ Lðn; p; c; cÞ: By the Arzela`–Ascoli Theorem and a standard diagonal
argument, there exists a sequence fajg tending toN as j-N such that uaj converges
uniformly on compact subsets, and thus UðrÞ :¼ lima-N uaj ðrÞ is continuous on
ð0;NÞ: From Theorem B, we have, for each a40;
r muaðrÞor mUðrÞpLðn; p; c; cÞ on ð0; dÞ: ð5:2Þ
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Considering the equation
u00a ¼ 
n  1
r
u0a  Ku pa ; ð5:3Þ
we observe from (5.1) and (5.2) that u00a is uniformly bounded in a on any compact
subset of ð0;NÞ: The Arzela`–Ascoli Theorem implies again that there exists a
subsequence of fajg (still denote it by fajg) such that u0aj ðrÞ converges uniformly on
any compact subset of ð0;NÞ: Then, U is differentiable on ð0;NÞ and u0aj-U 0
uniformly on any compact subset of ð0;NÞ: By (5.3), u00aj converges also uniformly on
compact subsets. Therefore, U 0 is differentiable on ð0;NÞ and u00aj-U 00 uniformly on
any compact subset of ð0;NÞ: From (5.3), letting j-N; UX0 satisﬁes
U 00 ¼ n  1
r
U 0  KU p on ð0;NÞ
and is a singular solution. By the maximum principle, U40; which completes the
proof. &
Remark. Let p4nþ2þ2t
n2 with t4 2: If limr-0 rtKðrÞ ¼ k040 and
Z
0
d
dr
ðrtKðrÞÞ
 
þ
oN;
then (1.2) has at most one positive singular solution U and if it exists,
lim
r-0
r
tþ2
p1UðrÞ ¼ Lðn; p; t; k0Þ:
(See Corollary 4.3 in [16].)
Combining Theorem 5.2 and Theorem A, we have the following assertion.
Theorem 5.3. Let pcðn; sÞ4pXpcðn; cÞXnþ2þ2sn2 with s4c4 2: Assume that K
satisfies (K) and rcKðrÞ is non-increasing on ð0; dÞ for some d40; rsKðrÞ is non-
increasing on ð0;NÞ: Then, (1.2) has a singular solution U :
Remark. Moreover, if p4nþ2þ2s
n2 and r
sKðrÞ-c as r-N for some c40; then it
follows from Theorem A that
lim
r-N
r
sþ2
p1UðrÞ ¼ Lðn; p; s; cÞ:
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6. Separation structure of singular solutions
Let nþc
n2oponþ2þ2cn2 with c4 2 and u be a positive solution of (1.2) on ð0;NÞ:
Assume that K satisﬁes ðKÞ0; and deﬁne the Kelvin transform v of u;
vðxÞ ¼ 1jxjn2u
x
jxj2
 !
:
Then, v satisﬁes
Dv þ 1
jxjnþ2pðn2Þ
K
x
jxj2
 !
v p ¼ 0: ð6:1Þ
It follows from Theorem A that (6.1) has the structure of Type S provided that for
pðn  2Þ  ðn þ 2þ cÞ4 2 (i.e., p4nþc
n2),
spðn2Þþðnþ2þcÞ spðn2Þðnþ2ÞK
1
s
  
¼ scK 1
s
 
is non-increasing and
p4
n þ 2þ 2½pðn  2Þ  ðn þ 2þ cÞ
n  2 ¼
2pðn  2Þ  ðn þ 2þ 2cÞ
n  2
which is equivalent to ponþ2þ2c
n2 : Note thatZ
0
s
snþ2pðn2Þ
K
1
s
 
ds ¼
Z N
rn1ðn2ÞpKðrÞ droN:
Consequently, (1.2) has the structure of Type SF.
Let z1 be the ﬁrst positive zero of the equation
½8a  16d  4Z3  ½16d2 þ 4d þ 1Z2 þ 2dð4d þ 1ÞZ  d2 ¼ 0;
where a ¼ n  2 and d ¼ cþ2
n2:
Lemma 6.1. Let c4 2: Then, nþc
n2ops ¼ nþcn2þ z1onþ2þ2cn2 ; and (6.1) with nþcn2oppps
has the structure of Type SS.
Proof. To prove that (6.1) has the structure of Type SS, we need that pXpcðn;
pðn  2Þ  ðn þ 2þ cÞÞ with
n410þ 4½pðn  2Þ  ðn þ 2þ cÞ;
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i.e., nþc
n2oponþcn2þ 14: Hence, we assume that
n þ c
n  2oppðoÞ
n þ 2þ 2c
n  2 pðoÞ
n þ c
n  2þ
1
4
if n4ðXÞ4cþ 10;
n þ c
n  2opo
n þ c
n  2þ
1
4
if no4cþ 10: Let p ¼ pðn  2Þ  ðn þ cÞ and p ¼ pðn  2Þ  ð2þ cÞ: Then,
pcðn; pðn  2Þ  ðn þ 2þ cÞÞ ¼
ðn  2Þ2  2pp þ 2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  ðn  2Þ2
q
ðn  2Þðn  2 4pÞ :
For nþc
n2oponþcn2þ 14; we see that 0opo14 ðn  2Þ and n  2op ¼ p þ n  2o54 ðn 
2Þ: Hence, pXpcðn; pðn  2Þ  ðn þ 2þ cÞÞ is equivalent to
pðn  2Þðn  2 4pÞXðn  2Þ2  2pp þ 2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  ðn  2Þ2
q
;
ðp  1Þðn  2Þ2  4pðn  2Þp þ 2ppX2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  ðn  2Þ2
q
;
ðp  1Þðn  2Þ2
2p
 2pðn  2Þ þ pX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  ðn  2Þ2
q
: ð6:2Þ
Let a ¼ n  2 and b ¼ cþ 2: Then, (6.2) is reformulated as follows:
a2ðp  1Þ
2p
 2pa þ pa  bX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  a2
q
;
and
IðpÞ :¼ a
2ðp  1Þ
2½ðp  1Þa  b  pa  bX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  a2
q
:
In order to have I40; we need a2ðp  1Þ  2ðpa þ bÞ½ðp  1Þa  b40;
2ðp  1Þ2 þ ðp  1Þ  2 b
a
1þ b
a
 
o0:
That is,
b
a
op  1ox ¼
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 16 b
a
ð1þ b
a
Þ
q
4
o2b
a
;
b
a
þ 1
4
ð6:3Þ
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for nX4cþ 10 and no4cþ 10; respectively. Here we are reminded of 0 ¼
IðpÞo
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpÞ2  a2
q
for p ¼ 1þ x: Under condition (6.3), we consider
I2 ¼ a
2ðp  1Þ
2½ðp  1Þa  b  ðp  1Þa  ða þ bÞ
 2
Xðpa  b  aÞðpa  b þ aÞ: ð6:4Þ
Let X ¼ p  1: Then, (6.4) is equivalent to
a2X
2½Xa  b  Xa  ða þ bÞ
 2
½Xa  b2X2a½Xa  b;
ab
2½Xa  b  Xa 
a
2
þ b
  2
½Xa  b2X2a½Xa  b;
ab
2½Xa  b  2aX 
a
2
 
ab
2½Xa  b 
a
2
þ 2b
  
X2a½Xa  b:
Let d ¼ b
a
: Then,
d
2½X  d  2X 
1
2
 
d
2½X  d  2d 
1
2
 
X2a½X  d;
d  2 2X þ 1
2
 
ðX  dÞ
 
d  2 2d þ 1
2
 
ðX  dÞ
 
X8a½X  d3:
Let Z ¼ X  d ¼ p  1 b
a
: Then, (6.4) is equivalent to
½8a  4ð4d þ 1ÞZ3  ½ð4d þ 1Þ2  4dZ2 þ 2dð4d þ 1ÞZ  d2p0
and
FðZÞ :¼ ð2a  4d  1ÞZ3  4d2 þ d þ 1
4
 
Z2 þ d 2d þ 1
2
 
Z  d
2
 2
p0;
ð8a3  16ab  4a2ÞZ3  ð16b2 þ 4ab þ a2ÞZ2 þ ð8b2 þ 2abÞZ  b2p0:
We note that Fð0Þo0 and Fðx b
a
Þ40: Hence, there exists at least one zero between
0 and x b
a
:
Now we claim the uniqueness of zeros of F between 0 and x b
a
:
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Case 1: 4d ¼ 2a  1; i.e., 4c ¼ 2n2  9n þ 2: Then,
4cþ 10 n ¼ 2n2  10n þ 12 ¼ ð2n  6Þðn  2ÞX0:
We need
FðZÞ ¼ ð4a2  2a þ 1ÞZ2  að2a  1ÞZ þ ð2a  1Þ
2
16
X0;
Zpps  1 2a  1
4
¼
að2a  1Þ  ð2a  1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  1
4
ð4a2  2a þ 1Þ
q
2ð4a2  2a þ 1Þ
since Fðx dÞ40:
Case 2: 4d42a  1; i.e., 4c42n2  9n þ 2: F has one negative zero and two
positive zeros. Since Fðx dÞ40; there is a unique positive zero of F less than x d:
Case 3: 4do2a  1; i.e., 8o4co2n2  9n þ 2: To verify the claim, it sufﬁces to
consider the case that the discriminant of F 0X0: From
F 0ðZÞ ¼ 3ð2a  4d  1ÞZ2  8d2 þ d þ 1
2
 
Z þ d 2d þ 1
2
 
;
we assume
2a  ð4d þ 1Þpð8d
2 þ d þ 1
2
Þ2
6dð4d þ 1Þ p
ð4d þ 1Þ3
24d
: ð6:5Þ
Let z ¼ x d: Then, z satisﬁes the equation
2ðz þ dÞ2 þ ðz þ dÞ  2dð1þ dÞ ¼ 0;
2z2 þ ð4d þ 1Þz  d ¼ 0:
Hence,
2z3 ¼ z½d  ð4d þ 1Þz ¼ dz  1
2
ð4d þ 1Þ½d  ð4d þ 1Þz
¼ d þ ð4d þ 1Þ
2
2
" #
z  dð4d þ 1Þ
2
: ð6:6Þ
We claim that z3 is smaller than the product of three roots of F ; i.e.,
z3o d
2
4ð2a  4d  1Þ:
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By (6.6), we need
d242ð2a  4d  1Þ d þ ð4d þ 1Þ
2
2
" #
z  dð4d þ 1Þ
2
 !
;
d2  dð4d þ 1Þ2 þ 2adð4d þ 1Þ4ð2a  ð4d þ 1ÞÞ½2d þ ð4d þ 1Þ2z;
where
z ¼ 1
4
ð4d þ 1Þ þ 1
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 16dð1þ dÞ
p
:
Let
Y ¼ 1
2d þ ð4d þ 1Þ2
4d2
2a  ð4d þ 1Þ þ 4dð4d þ 1Þ
 
:
Then,
Y þ 4d þ 14
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 16dð1þ dÞ
p
:
Therefore, we need Y4 ð4d þ 1Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð4d þ 1Þ2 þ 8d
q
;
4d2
2a  ð4d þ 1Þ þ 6dð4d þ 1Þ þ ð4d þ 1Þ
34½2d þ ð4d þ 1Þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð4d þ 1Þ2 þ 8d
q
;
and equivalently,
4d2
2a  ð4d þ 1Þ
 2
þ 8d
2
2a  ð4d þ 1Þ½6dð4d þ 1Þ þ ð4d þ 1Þ
3432d3: ð6:7Þ
Obviously, (6.7) is true because from (6.5),
4d2
2a  ð4d þ 1ÞX
96d3
ð4d þ 1Þ3:
Therefore, there is a unique positive zero of F less than x d: &
By Lemma 6.1, Theorems 1.1 and B are equivalent to Theorems 1.6 and 1.7,
respectively. It follows from Theorem B that for nþc
n2oppps; (1.2) has a singular
solution U with slow decay such that for each R40;
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1sn2
uðRÞ
1
s
 
o 1
sn2
U
1
s
 
pLðn; p; pðn  2Þ  ðn þ 2þ cÞ; 1Þ
½s2spðn2Þðnþ2ÞKð1
s
Þ
1
p1
¼ Lðn; p; c; 1Þ
sn2½s2Kð1
s
Þ
1
p1
:
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