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The rheology of biological cells is not only determined by their cytoskeletal networks, but also
by the molecular motors that crosslink and contract them. Recently it has been found that the
assemblies of myosin II molecular motors in non-muscle cells are mixtures of fast and slow motor
variants. Using computer simulations and an analytical mean field theory of a crossbridge model
for myosin II motors, here we show that such motor ensembles effectively behave as active Maxwell
elements. We calculate storage and loss moduli as a function of the model parameters and show
that the rheological properties cross over from viscous to elastic as one increases the ratio of slow to
fast motors. This suggests that cells tune their mechanical properties by regulating the composition
of their myosin assemblies.
The rheology of animal cells is essential for many phys-
iological functions, including the function of epithelial
and endothelial cell layers under continous loading, e.g.
in lung, skin, intestines or vasculature [1]. It is also es-
sential for single cell processes such as cell migration and
division, which are characterised by intracellular flows
and deformations [2]. For these reasons, single cells and
cell ensembles have been widely studied using rheologi-
cal approaches as commonly applied in materials science
[3–7]. Cells typically show a wide relaxation spectrum
indicating the relevance of different time scales. Often
power-law relaxation spectra have been reported [3, 5],
but there is also evidence for an upper cut-off at a maxi-
mum relaxation time [7]. Despite this complexity of cell
rheology, however, for many purposes linear viscoelastic-
ity has turned out to be a surprisingly good description
of the effective mechanical properties of cells and cell
monolayers [8–14].
Cells actively control their mechanical properties
mainly by changing the assembly status and activity of
their actomyosin cytoskeleton. Although much is known
about the effective rheology of these networks from the
viewpoint of polymer physics [15, 16], it is not clear how
the microscopic properties of the different types of myosin
motors contribute to cell rheology. Recently it has been
found that non-muscle cells co-assemble fast and slow iso-
forms of myosin II [17, 18]. A very recent computational
study showed that the electrostatic interactions between
the coiled-coils of the different isoforms leads to a rich en-
ergy landscape for mixed assembly and can explain some
aspects of their cellular localization [19]. While the fast
myosin II isoform A is mainly found at the front of the
cell, where fast assembly and flow is required, the slow
myosin II isoform B is incorporated towards the back,
where strong and long-lasting forces are required [17, 18].
Here we explore the intriguing possibility that cells
control their rheology by differential assembly of their
myosin minifilaments. We address this important ques-
tion theoretically by using a microscopic crossbridge
model for small ensembles of myosin motors [20–23],
which earlier has been applied only to ensembles of one
isoform [24, 25]. By extending this framework to mixed
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FIG. 1. Model. (a) Scheme used for rheology simulations
of myosin II ensembles. The central spring has extension z
and spring constant kf . A sinωt is the oscillatory perturba-
tion. The myosin crossbridges have motor strains x and linker
stiffness km. Blue and red myosin crossbridges denote the fast
and slow isoforms A and B, respectively. (b) Maxwell element
with spring constant k and friction coefficient ξ in parallel
with active motor force Fm. (c) Crossbridge model showing
the three mechanochemical states (UB = unbound, WB =
weakly bound, PPS = post-powerstroke) and the transition
rates between them.
ensembles and calculating their complex modulus, we
show that such assemblies operate as active Maxwell ele-
ments that can tune their rheology from viscous to elastic
by increasing the ratio of slow versus fast motors.
Fig. 1a shows a schematic representation of the situa-
tion that we analyse here. A central spring, which could
represent an optical trap or an elastic substrate, has ex-
tension z and spring constant kf . It is pulled from two
sides. On the right hand side, we have a mechanical
motor that pulls with fixed frequency ω and amplitude
A. On the left hand side, we have a small ensemble of
N myosin II motor heads that walk towards the barbed
end of an actin filament. Each motor has a strain x and
a spring constant km. For the myosin II minifilaments
in non-muscle cells, we typically would have N = 15
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2[19, 26, 27]. From these N motor heads, Na are assumed
to be of the fast isoform A. Then Nb = N − Na are of
the slow isoform B.
We first show that in this setup, both the total mechan-
ical system as well as the motor ensemble itself should
behave effectively like an active Maxwell element as de-
picted in Fig. 1b. The Maxwell element is the simplest
possible viscoelastic model and features a spring with
spring constant k and a dashpot with friction coefficient
ξ in series; in an active Maxwell model, there is a con-
stant motor force Fm operating in parallel. We assume
that the motor ensemble depicted in Fig. 1a has a well-
defined force-velocity relation v(F ), with a free velocity
v0 at F = 0 and vanishing velocity at the stall force
F = Fs. With all motors having the same crossbridge
spring constant km, the motor ensemble has an effective
ensemble spring constant ke = nkm, with n being the
typical number of bound motors. Force balance leads to
a differential equation for the extension z
z˙ =
ke
ke + kf
[v(kfz) +Aω cos(ωt)] . (1)
After expanding the force-velocity relation around the
stall force Fs with a slope v
′(Fs) = −1/ξ, we easily can
solve this equation:
z(t) =
Fs
kf
+C exp
(
−kt
ξ
t
)
+
ωktA
kf
√
ω2 + (kt/ξ)2
sin(ωt−δ)
(2)
with the total spring constant kt = kekf/(ke + kf ) and
tan δ = kt/ωξ. We obtain three terms, each with a clear
physical meaning. The first term is the constant pull
of the active Maxwell element, thus Fm = Fs as for a
linear force-velocity relation [28]. The second term is
initial relaxation with a constant C determined by the
initial conditions. The third term is our most impor-
tant result: the system response is oscillatory with the
same frequency as the external perturbation, but with a
loss angle δ that depends on the parameters of the mo-
tor ensemble. δ increases from 0 to pi/2 with decreasing
frequency. It also increases with increasing stiffness kt
and decreases with increasing friction ξ. The calculated
oscillations correspond to a complex modulus
G∗ =
ktω
2ξ2
k2t + ω
2ξ2
+ i
k2tωξ
k2t + ω
2ξ2
(3)
which is exactly the result for a Maxwell model with the
effective spring constant k = kt and a friction coefficient
ξ. This result applies to the system that includes the
external stiffness kf . If we restrict ourselves to the motor
ensemble, we also obtain an active Maxwell model, with
the same friction coefficient ξ and motor force Fm, but
with the spring constant k = ke rather than kt. This is
equivalent to assuming an infinitely stiff environment, as
kt → ke as kf →∞.
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FIG. 2. Computer simulations of the crossbridge model for
mixed ensembles withN = 15 motor heads. (a) Force-velocity
relations. Zero crossings define the stall force Fs and the lin-
ear slope around this point the friction coefficient ξ. Through-
out the paper we color code the fraction of NM IIA motors as
a gradient from dark blue for Na = 0 to light red for Na = N .
(b) Force on central spring as a function of time. The col-
ored areas denote the region of one standard deviation. The
solid lines denote fits with sine functions and the vertical tics
indicate where the new period starts.
In order to validate our prediction that motor en-
sembles should effectively behave as active Maxwell sys-
tems, we conducted computer simulations of a micro-
scopic crossbridge model for myosin II as shown in
Fig. 1c. In our model, each of the N crossbridges of
the ensemble is in one of three mechanochemical states
that are connected by force dependent transition rates
[21, 22, 25]. The transition from the unbound (UB) to
the weakly bound (WB) state occurs with rate k01 =
0.2 s−1. The strain-dependent reverse rate is k10(x) =
k010 exp(kmx
+/fs), where k
0
10 = 0.004 s
−1 is the rate at
zero strain, km = 0.3 pN/nm is the crossbridge stiff-
ness, x+ = max(0, x) is the positive part of the cross-
bridge strain x and fs = 10.55 pN/nm the internal force
scale. From the WB-state, the motor can perform a pow-
erstroke of distance d = 8 nm, which also determines
how far the motors can advance. The rate for transi-
tion into the post-powerstroke (PPS) states is governed
by the difference in elastic energy stored in the cross-
bridges, ∆Eel, and the free energy of ATP-hydrolysis,
∆G = −60 pN nm. We use k12/21 = kps exp(±β(∆Eel +
∆G)/2) with kps = 1000 s
−1. Finally, the unbinding
from the PPS-state is modeled as a catch-slip bond, i.e.
k20(x) = k
0a/b
20 (∆c exp(−kmx+/fc) + ∆s exp(kmx+/fs)).
Here ∆c = 0.92 is the fraction following the catch-path
at zero force with force scale fc = 1.66 pN, ∆s = 0.08 is
the fraction following the slip-path at zero force. For the
faster NM IIA motors we use k20 = 1.71 s
−1, while for
the slower NM IIB we use k20 = 0.35 s
−1 [25].
By mixing Na and Nb motors, we now can explore
how the minifilament composition determines its effec-
tive rheology. Fig. 2a shows that indeed our microscopic
3model leads to a well-defined force-velocity relation for
each value of Na, which then defines both the stall force
Fs and the effective friction coefficient ξ. We find that as
the number of fast motors Na is increased, both Fs and
ξ decrease. Fig. 2b shows that as predicted by Eq. (2),
the system response is oscillatory and can be fit well with
a sine wave F (t) = Fs + ∆F sin(ωt − δ) with an ampli-
tude ∆F , loss angle δ and force offset Fs that depend on
model parameters. Here we have identified the constant
offset force with the stall force as suggested by Eq. (2) for
A = C = 0. We see that the loss angle δ increases while
the amplitude and the constant offset force Fs decrease
with increasing NM IIA content. This suggests that the
system crosses over from viscous to elastic as the fast
myosin IIA motors are replaced by the slow myosin IIB
motors.
In order to achieve a deeper understanding and an
accurate mapping between the microscopic motor rates
and the effective Maxwell rheology, we next developed a
self-consistent mean field treatment of our crossbridge
model for motor ensembles [21, 22]. In steady state
binding and unbinding from the track is balanced. As-
suming the powerstroke is performed immediately after
binding and approximating the stall force of the ensem-
ble as the sum of the single motor stall forces, we have
Fs = nkmd and n = k01N/(k20(d) + k01). Using the
formerly derived relation between speed and the number
of bound motors when all of them are in the PPS-state
[22], v(F ) = (N − n)k01(d−F/(nkm))/((n+ 1)), we can
derive the total spring constant kt and the friction coef-
ficient ξ as functions of the mechanochemical rates, the
environmental stiffness kf and the ensemble size N :
kt =
kmN
1 + k20(d)k01 +
kmN
kf
, (4)
ξ =
kmn(n+ 1)
(N − n)k01 . (5)
To approximate these quantities for motor ensembles
with heterogeneous composition, we reason that the rel-
evant factor is the time spent by each motor bound to
the filaments. For the rates, this implies that we should
take the harmonic mean
k020(Na, Nb) =
Na +Nb
Na/k0a20 +Na/k
0b
20
, (6)
with Na, k
0a
20 , Nb, k
0b
20 the total number and the off-rates
of NM IIA and B heads, respectively.
In Fig. 3(a) we show that the results from the com-
puter simulations (symbols, obtained via calculating
G∗ = ∆F (cos δ + i sin δ)/A) and from the analytical
mean field theory (interrupted lines, obtained by combin-
ing Eqs. (3)-(6)) are in very good agreement with each
other. In addition we plot fits of Eq. (3) to the results
of the computer simulations (solid lines). The mean field
theory does not perform perfectly for Na = N because
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FIG. 3. Mechanical response as a function of ensemble iso-
form content for ensemble size N = 15 and external stiffness
kf = 1 pN/nm. (a) The dynamic modulus G
∗ of a ensembles
with Na ∈ {0, 10, 15} (dark blue, light violet, light red). The
diamonds and crosses denote the storage and loss as deter-
mined from the simulation, respectively, while the black lines
are Maxwell model fits. The interrupted lines are the result
of the analytical mean field theory. (b, c, d) Spring constant
kt, friction coefficient ξ and stall force Fs as a function of NM
IIA content Na. Blue diamonds and black crosses denote the
results obtained from the simulation and the analytical mean
field theory, respectively.
in this case of only fast motors, it can happen that all
motors are unbound at the same time, while the mean
field theory assumes that n always has a finite value. In
Figs. 3(b) - (d) we show that the mean field theory also
performs well for predicting total spring constant kt, fric-
tion coefficient ξ and stall force Fs as a function of the
number of fast motors. For (b) and (c), we obtained
these values through fits of Eq. (3) to the results of the
computer simulations. One sees that the effective spring
constant decreases slightly with increasing NM IIA con-
tent, which is consistent with the lower duty ratio of a
single NM IIA motor compared to NM IIB. The friction
coefficient decreases markedly with increasing NM IIA
starting from ξ ≈ 30 pN s/nm without NM IIA and end-
ing at ξ ≈ 2 pN s/nm with purely NM IIA for a motor
ensemble with 15 motors. The stall force in (d) has been
obtained directly from the computer simulation as the
force at the beginning of a new period. One sees that
the stall force Fs goes from ∼ 20 pN/nm for ensembles
of pure NM IIB ensembles to ∼ 10 pN/nm for pure NM
IIA ensembles.
Non-muscle myosin II assemblies are very dynamic and
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FIG. 4. Mechanical response as a function of ensemble size.
(a) Dynamic modulus for NM IIA ensembles of size N =
Na ∈ {5, 25, 50} (light to dark red) with kf = 1 pN/nm (for
symbol description see Fig. 3(a)). (b, c, d) motor ensemble
spring constant ke, friction coefficient ξ and ensemble stall
force Fs as a function of ensemble size N for Na ∈ {0, N/2, N}
(dark blue, violet, light red). Symbols and lines represent the
computer simulations and the analytical mean field theory,
respectively.
often change their size in the cellular context. We there-
fore next investigated the size-dependence of the mechan-
ical response, as shown in Fig. 4. Ensemble spring con-
stant ke = nkm, friction coefficient ξ and stall force Fs
rise linearly with size. This suggests, that one can think
of a single motor of the ensemble as an active Maxwell
element which in the context of the ensemble is in par-
allel to others. The linear relationships also motivate
calculating the effective Young’s modulus E = kel/pir
2,
viscosity η = ξl/pir2 and the active stress σm = Fs/pir
2
generated by one half-minifilament of length l ≈ 150 nm
with a typical crosssectional radius of r ≈ 20 nm, i.e.
the distance the heads typically splay outward from the
center of the filament with N = 15 motors [26]. We
find E = 160 − 460 kPa, η = 0.45 − 4.8 MPa s and
σa = 2− 5 kPa for pure NM IIA and NM IIB ensembles,
respectively. While the values for E and η are higher
than typical cellular values because they describe only
the condensed situation in the myosin assemblies, the ac-
tive stress σa is exactly the order of magnitude measured
e.g. with monolayer stress microscopy [29].
The viscoelastic relaxation time of the ensemble follows
as τ = ξ/ke = η/E ≈ 10 s, which is exactly the order
of magnitude observed in laser cutting experiments [30,
31]. Our results suggest that the exact relaxation time
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FIG. 5. Mechanical response as a function of external stiffness
kf . (a) Dynamic modulus for NM IIA and NM IIB ensembles
of size N = 15 at kf = 0.01 pN/nm (dark blue, light red)
(for symbol description see Fig. 3(a)). (b, c, d) Normalized
stiffness kt/kf , total relaxation time τt and stall force Fs as a
function of external stiffness kf for Na ∈ {0, 5, 10, 15} (dark
blue, dark violet, light violet, light red). Symbols and lines
represent the simulations and the analytical mean field theory,
respectively.
should depend on the mix of NM IIA and B motors in the
stress fiber, as indeed reported experimentally [32, 33].
In particular, the relaxation time of mature stress fibers
can be reduced by suppressing NM IIB gene expression,
as predicted here [34].
Cells respond very sensitively to the stiffness of their
environment and we therefore also investigated the role
of the external stiffness kf as shown in Fig. 5. For suf-
ficiently high external stiffness, the normalized stiffness
kt/kf and the total relaxation time τt = ξ/kt both de-
crease with increasing environment stiffness, while the
stall force Fs does not depend much on the external stiff-
ness. Interestingly, the mean field approximation fails
dramatically for pure NM IIA ensembles of size N = 15
for environments less stiff than kf = 0.1 pN/nm, because
in this regime often all motors unbind simultaneously.
Thus minifilaments containing mainly the fast isoform A
cannot build up forces in a soft environment; this how-
ever becomes possible when external stiffness becomes
larger than internal stiffness. For isoform B, this effect is
less pronounced. These results agree with the biological
expectation that rigidity sensing by migrating cells has
to occur at the front, where myosin IIA is localized.
In summary, here we have proposed a scale-bridging
theory that relates the microscopic stochastic dynamics
5of the motor crossbridges to a macroscopic linear vis-
coelastic model, namely the active Maxwell model. Our
main result is that incorporating more NM IIB motors
makes the system more elastic, in agreement with their
physiological role to stabilize the rear end of migrating
cells. Our results also agree with the role of NM IIB
motors to increase the relaxation time of stress fibers as
revealed by laser cutting. Finally we found that myosin
IIA can better sense external stiffness and might do so
at the front of migrating cells. Overall, our work shows
that cells can modulate the interaction with their me-
chanical environment not only through their cytoskeletal
networks, but also through the size and composition of
their motor ensembles.
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