i Introduction
In this article, we present a method for recognising speciiic people bebaviours such as fighting or vandalism occurring in a cluttered scene (typically a metro scene) viewed by several cameras. The development of visual surveillance systems, as proposed by Hongeng (l), Pentland (2) and Xiang (3), presents several difficulties and one of the most challenging is hehaviow analysis, since it requires the inference of a semantic description of the features (moving regions, trajectories, ...) extracted from the video stream. Our ambitious goal is to recognise in real time behaviours involving either isolated individuals, groups of people or crowd from real world video streams coming from metro stations. This work is performed in the framework of the European project ADVISOR (hndlwww-soo.inria.friorionlADVISOR1.To reach this goal, we developed a system which takes as input video streams coming from cameras and generates annotation about the activities recognised in the video streams. The paper is organised as follows: in the fust part, we present briefly the global system and its vision module. Then, we detail the behaviour recognition process illustrated through three behaviour recognition examples: "Fighting", "Blocking" and "Fraud" bebavioun.
Overall System Overview
The video interpretation system is based on the cooperation of a vision and a hehaviour recognition module as shown on Figure 1 . The vision module is composed of three tasks. First a motion detector and a frame to frame tracker generates a graph of mobile objects for each calibrated camera Second, a combination mechanism is performed to combine the graphs computed for each camera into a global one. Third, this global graph is used for long term tracking of individuals, groups of people and crowd evolving in the scene (typically on hundreds of frames).
For each tracked actor, the hehaviour recognition module performs three levels of reasoning: states, events and scenarios. On top of that, we use 3 0 scene models, one for each camera, as a priori contextual knowledge of the observed scene. We define in a scene model the 3D positions and dimensions of the static scene objects (e.g. a bench, a ticket vending machine) and the zones of interest (e.& an entrance zone).
Semantic attributes (e.& fragile) can be associated to the objects or zones of interest to he used in the bebaviour recognition process. Figure 2 Thisfigure illustrates the multiple cameras combinalion process. Three persons are evolving in the scene. Camera CI detects three mobile objects whereas camera C2 detects only two mobile objects. The combination matrix enables to determine (a) a high correspondence 'between the mobile object y' of CI and the mobile object .
@ of C2; these two mobile objects are fused together in the combined graph, and (5) an ambiguous correspondence between the two mobile objects M , ' andMi o f C l and the mobile object M 2 ' of C2: the two mobile objects M , ' and M3/ detected by CI are selected in the combined graph.
To compute the global graph, we combine at each frame the new mobile objects detected for 2 cameras using a combination matrix and a set of rules (see illustration on Figure 2 ). The combination matrix gives the correspondences between the mobile objects detected for two cameras by using a 3D position and a 3D size criteria. In the case of none ambiguities between the mobile objects detected by the two cameras, we fuse the mobile objects by making an average on their 3D features. In case of ambiguities, a set of rules is used to either select or eliminate the mobile object detected by one of the two cameras. 
Behaviour Recognition Process
The goal of this task is to recognise specific bebaviours occurring in a metro scene. A main problem in behaviour recognition is the ability to define and reuse methods to recognise specific behaviours, knowing that the perception of behaviours is strongly dependent on the site, the camera view point and the individuals involved in the behaviours. Our approach consists in defming a formalism allowing us to write and easily reuse all methods needed for the recognition of behaviours. This formalism is based on three main ideas. First the formalism should be flexible enough to allow various types of operators to be defined (e.g. a temporal filter or an automaton). Second, all the needed knowledge for an operator should be explained withiin the operator so that it can be easily reused. Finally, the description of the operators should be declarative in order to build an extensible library of operators.
Behaviour representation
We call an actor of a behavionr any scene object involved in the behaviour, including static objects (equipment, zones of interest...), individuals, groups of people or crowd. The entities needed to recognise behaviours correspond to different types of concepts which are:
1. The basic properties: a cbaracteristic of an actor such as its trajectory or its speed. The events: an event is a change of states at two consecutive times (e.g. a group enters a zone of interest).
3.

4.
The scenarios: a scenario is a combination of states, events or sub scenarios. Behaviours are specific scenarios (dependent on the application) defined by the users. For example, to monitor metro stations, end-users have defined 5 targeted behaviours: "Fraud", "Fighting" "Blocking", "Vandalism" and "Overcrowding".
To compute all the needed entities for the recognition of behaviours, we use a generic framework based on the d e f~t i o n of Operators which are composed of four attributes:
Operator name: indicates the entity to be computed such as the state "an Individual is walking" or "the trajectory is straight".
Operator input: gives a description of input data. There are two types of input data: basic properties cbaracterising an actor and sub entities computed by other Operators.
Operator body: contains a set of competitive methods to compute the entity. All these methods are able to compute this entity but they are specialised depending on different configurations. For example, to compute the scenario "fighting", there are 4 methods (as shown on Figure 3 ). For We have used an automaton to recognise the scenarios "Blocking" and "Fraud" as described on Figure 4 and 5.
For composed scenarios defming a single unit of movement composed of sub scenarios, we use Bayesian networks as proposed by Hoogeng (4) or AND/OR trees of sub scenarios as illustrated on Figure 6 . A description of Bayesian networks for scenario recognition can be found in Moenne-Loccoz (6). We have defined one Bayesian network to recognise the '"violence" behaviour composed of 2 sub scenarios: "internal violence" (e.g. erratic motion of people inside a group) and '"external violence" (e& quick evolution of the trajectory of the Figure 4 To check whether a group ofpeople is blocking ozone of interest (ZOO, we have defined an automaton with three states: (a) a group is tracked, (5) the group is imide the ZOI and (c) the group has stopped inride the ZOI for at least 30 seconds.
Both of these methods need a learning stage to leam the parameters of the network using ground truth (videos annotated by operators), Bayesian networks are optimal given ground truth but the AND/OR trees are easier to tune and to adapt to new scenes. 
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Behaviour recognition results
The behaviour recognition module is running on a PC Linux and is processing four tracking outputs corresponding to four cameras with a rate of 5 images per second. We have tested the whole video interpretation system (including motion detection, tracking and behaviour recognition) on videos coming from ten cameras of Barcelona and Brussels metros. We correctly recognised the scenario "Fraud 616 (6 times out of 6) (Figure 7 .a), the scenario '"Vandalism" 414 (Figure 7 .b), the scenario "Fighting" 20124 (Figure 3) , the scenario "blocking" 13/13 (Figure 7 .c) and the scenario "overcrowding" 212 (Figure 7.d) . We also tested the system over long sequences (10 hours) to check the robustness over false alarms. For each behaviour, the rate of false alarm is: 2 for "Fraud", 0 for "vandalism", 4 for "fighting", 1 for "blocking" and 0 for '"overcrowding". the recorded sequences, 20 alarms were correctly generated, giving a very good detection rate of 95%. Out of nine blocking incidents, seven alarms were generated, giving a detection rate of 78%. Out of 42 instances of jumping over the barrier, including repeated incidents, the behaviour was detected 37 times, giving a success rate of 88%. The two sequences of vandalism were always detected over the six instances of vandalism, giving a perfect detection rate of 100%.
Finally, the overcrowding incidents were also consistently detected in the live camera, with some 28 separate events being well detected, In conclusion, the ADVISOR demonstration has been evaluated very positively by end-users and European Committee. The algorithm responded very successfully to the input data, with high detection rates, less than 5% of false alarms and with all the reports being above approximately 70% accurate.
Conclusion and Future Work
In this article, we have described a video interpretation system able to automatically recognise high level of human behaviours involving individuals, groups of people and crowd. Different methods have been defmed to compute specific types of behaviours under different configurations. All these methods have been integrated in a coherent framework enabling to modify locally and easily a given method. The system has been fully tested off-line and has been evaluated, demonstrated and successfully validated in live condition during one week at the Barcelona metro in March 2003. The next step consists in designing the video interpretation system to be operational (able to cope with any unpredicted real world event) and working on a large scale. For that, we need to design a platform able to be configured dynamically and automatically.
