We propose a new deep learning network, i.e. deep synergetic neural network (DSNN), for object recognition. DSNN is constructed by a top-down manner, and it can overcome the problem of pseudo-state with the traditional neural network. To verify the performance of DSNN in object recognition, experiments are performed on two famous databases, i.e. ORL face library and MNIST handwritten library. The experimental results show that the proposed DSNN outperforms the same class of algorithm DBN.
Introduction
Object recognition is one of the most important and most active research fields in machine learning. How to recognize object quickly and accurately becomes an important research direction. And because of its potentially huge applications in military, medical, industrial and many other fields, researchers have proposed a number of theories and methods about it [1] [2] [3] [4] [5] . Especially the application of deep learning theory makes object recognition develop rapidly and the recognition efficiency has been greatly improved [6, 7] .
Deep learning is a special kind of neural network model. A greedy algorithm developed by Hinton et al [2, 3] . With the large amount of data and the gradual increase of computing power, deep learning has made many achievements in object recognition. In 1989, LeCun et al. proposed a convolution neural networks (CNN) for character recognition [1] [2] [3] [4] . At the same time, the deep belief network (DBN), proposed by Hinton, has achieved very good results in object recognition [2, 3] . In 2012, Dong Yu and Li Deng of the Microsoft Research Institute used deep neural networks to reduce the error rate by over 20% in speech recognition [3] .
Although the deep learning in object recognition has so many advantages and good results, the traditional deep learning increases the amount of computation with the huge long training time [3] . In this paper, we proposed a new method of deep synergetic neural network (DSNN) to realize deep learning network. In SNN, the pattern recognition process is considered to be the process of pattern formation constructed by a top-down manner, and it can overcome the problem of pseudo-state with the traditional neural network [1] [2] [3] [4] [5] [6] . DSNN is a stacked SNN built by deep learning method.
The DSNN, proposed in this paper, not only have better efficiency than traditional deep neural network, but also makes use of synergetic to overcome the problems of large amounts of computation.
Deep Synergetic Neural Network

Synergetic Neural Network
In SNN, the process of pattern recognition can be described as setting a model q to be identified, and then constructing a dynamic process in which the pattern to be identified passes through the intermediate state q(t) and finally reaches one of the many prototype patterns [6, 13] . It can be said that and q(0) are the closest match between the pattern to be identified and the prototype pattern. This process can be described as： qሺ0ሻ → qሺtሻ → v ୩ . (t is the middle moment, k is a certain kind of mode) [7] [8] [9] . In which case the equation of motion of q(t) is described by SNN as follows [10] [11] [12] [13] :
Where, q is the test pattern vector, is the attention parameter, the pattern can be recognized only if ߣ ୩ 0, is the prototype pattern vector, v ୩ ା is the adjoint vector of ‫ݒ‬ ୩ and q and v ୩ satisfy zero mean and normalize. v ୩ ൈ v ୩ ା equivalent to the learning matrix. ‫ݒ‬ ୩ ା is the adjoint vector that follows the orthogonal relation. B and C are specified coefficients. F (t) is called the falling force, and can be neglected [13] .
The order parameter ξ ୩ is introduced to reduce the dimension of the equation. The order parameter is defined as the projection of q on in the sense of least squares [14] . so.
Thus the problem can be transformed from the dynamic process to the prototype vector space. The order parameter obeys the dynamic equation and the related potential function as follows:
We can divide the SNN into two layers: matching subnet and competitive subnet. The matching subnet is mainly used to calculate the similarity between the input mode and the stored mode. The main function is to complete the network learning and find out the order parameters [14, 15] . Competitive subnets introduce each order parameter into the competition equation, and through sequential kinetic process, the order parameter with the largest similarity wins. The other order parameters are suppressed [16] .
The algorithm of SNN is described as follows [14] : 1) Network learning and training. Step1. Select the training pattern of the network and vectorized the training pattern.
Step2 Computes the prototype pattern vector , which satisfies the normalized and zero mean condition, that is, the connection weight of the network middle layer to the output layer.
Step3 Obtain the adjoin vector v ୩ ା of the prototype vector v ୩ ， and stores the adjoin vector matrix to obtain the connection weights from the network input layer to the intermediate layer.
2) Recognition. Step4 Read the input layer with pattern recognition feature vector q (0), the input pattern feature vector q (0) satisfy the normalization condition and zero mean.
Step5 The input layer reads the feature vector q (0) with the recognition pattern and multiplies the network weight by ξ ୩ ሺ0ሻ ൌ v ୩ ା qሺ0ሻ to find the initial value of the intermediate sequence parameter .
Step 6 The order parameter of the network middle layer is evolved according to the following equation.
Where γ is the iterative step size, the stability of the discrete SNN will mainly depend on the size of γ.
Step7 If the evolution process is stable, then the eighth step will be carried out; otherwise, in the sixth step, the order parameter ξ ୩ ሺtሻ will continue to carry on the dynamic evolution.
Step8 Project the evolutionary stable order parameter to the output layer of the network q ୪ ൌ ∑ ߦ ୩ ሺtሻv ୪୩ ୩ୀଵ , l ൌ 1,2, … , N. So realize the associative function of the network and finally finish the recognition process of the SNN.
Deep Synergetic Neural Network
The proposed deep synergetic neural network (DSNN) is based on the aforementioned SNN as the basis of the algorithm model, similar to the deep network structure of the DBN. We stack three-tier synergetic neural network to get the DSNN. The structure of the DSNN is shown in Figure 1 . The DSNN is based on the primitive pattern of gray space, ignoring the process of feature extraction and selection. It gets the prototype pattern vector directly by the mean of training samples in each class. The output of the former three-layer SNN structure is inputted as the input of the next three-layer SNN structure through each three-layer synergetic neural network structure. And the training sample is divided into two parts in the training process. The first part of the training sample is used to train the DSSN directly. The second part is used to test the network which has been trained by the first part samples, and the error classified training samples has been retrained.
Experiments and Analysis
In order to verify the performance of the proposed DSSN, 40 different faces were selected from the ORL face database. We also selected the number 0 to 9. A total of 10 different types of handwriting images from MNIST handwritten library for the experiments.
In the ORL face experiment, the training samples are transformed into 100 × 100 gray scale images, and each training sample set includes 5 images. In the MNIST handwritten library experiment, the training samples are transformed into 28 × 28 gray scale images, and each training sample set includes 20 images, a total of 200 images as training samples. According to the method described above, we trained the DSNN model. Finally, 200 images in the ORL library and 200 images in the MNIST handwritten library were selected as the test samples to test the network performance. The test samples were inputted the training network, test samples of the order parameter evolution process as shown Figure 2 . From the evolution of the above-mentioned order parameter, we can see that, through the evolution of the DSNN dynamic process, the order parameter with the largest similarity to the prototype pattern in the test sample wins in the evolution process. That is the final evolution of order parameter. The DSNN can complete the recognition with less interations and has higher efficiency. Here the depth of DSNN is equal to 6 layers deep neutral network. At the same time, this paper also contrasts the deep synergistic neural network with the traditional deep network model, DBN. The results are shown in the following Table 1 . and 2. The comparison of the above tables show that the DSNN model has better recognition results in both ORL library and the MNIST library compared with the DBN. And also the computation cost of DSNN model is shortened greatly than DBN.
Summary
DSNN is a novel method to study and design deep neural network. Because it is a top-down structure construction method, it overcomes some problems of traditional neural network. The experiments show it has a better performance in object recognition, and it has a potential research and application values.
