Successive iteration of positive solution for a discontinuous third-order boundary value problem  by Yao, Qingliu
Computers and Mathematics with Applications 53 (2007) 741–749
www.elsevier.com/locate/camwa
Successive iteration of positive solution for a discontinuous
third-order boundary value problem
Qingliu Yao
Department of Applied Mathematics, Nanjing University of Finance and Economics, Nanjing 210003, China
Received 7 April 2005; received in revised form 18 October 2006; accepted 11 December 2006
Abstract
In this paper, we obtain a successively iterative scheme of positive solution for the nonlinear third-order two-point boundary
value problem
u′′′ + q(u′′) f (t, u) = 0, u(0) = A, u(1) = B, u′′(0) = C,
where f is a Carathe´odory function, f and q satisfy some additional monotone conditions. The iterative scheme starts off with
zero function and is therefore useful for computation purpose. The main tool is monotone iterative technique on Banach space.
Moreover, the iterative scheme is independent of the existence of lower and upper solutions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The purpose of this paper is to investigate the successive iteration method of positive solution for the following
nonlinear third-order two-point boundary value problem{
u′′′(t)+ q(u′′(t)) f (t, u(t)) = 0, a.e t ∈ [0, 1],
u(0) = A, u(1) = B, u′′(0) = C. (P)
We call function u∗ ∈ C[0, 1] a positive solution of the problem (P) if u∗ is a solution of (P) and u∗(t) > 0, 0 <
t < 1.
Third-order boundary value problems have been studied widely in the literature (see [1–13] and references therein).
In paper [7], Cabada and Lois proved that the problem (P) has one solution by use of two monotone iterative sequences
under the following assumptions:
(a1) f : [0, 1] × R → R is a Carathe´odory function and f (t, ·) is a nondecreasing function for a.e. t ∈ [0, 1];
(a2) q : R → R is measurable and essentially bounded, and 1/q is locally essentially bounded on R;
(a3) the problem (P) has a lower solution α and an upper solution β satisfying α ≤ β.
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Here, f : [0, 1] × R → R is referred to as a Carathe´odory function if
(b1) for a.e. t ∈ [0, 1], f (t, ·) : R → R is continuous;
(b2) for all u ∈ R, f (·, u) : [0, 1] → R is measurable;
(b3) for any r > 0, there exists a nonnegative function hr ∈ L[0, 1] such that
| f (t, u)| ≤ hr (t), (t, u) ∈ [0, 1] × [−r, r ].
The main ingredient of Cabada and Lois [7] is the upper and lower solution method. Their monotone iterative
sequences start off with upper solution and lower solution, respectively.
In this paper, f (t, u) is a Carathe´odory function. We will prove that the problem (P) has one positive solution
by constructing a successively iterative sequence under some additional monotone conditions for f (t, u) and q(v).
The fundamental tool is monotone iterative technique on Banach space. It must be pointed out that, in this paper,
the iterative scheme is independent of the existence of lower and upper solutions, and the function q(v) may be
unbounded. Moreover, the iterative scheme starts off with zero function and is therefore feasible for computational
purpose. Consequently, this paper not only obtains a new existence result but also provides a useful computational
method. The idea of this work comes from our papers [14–18].
2. Main results
Denote
ϕ(t) = 1
2
[Ct2 + (2B − 2A − C)t + 2A], 0 ≤ t ≤ 1,
and D = max0≤t≤1 ϕ(t).
Let G(t, s) be the Green function of homogenous linear problem u′′′(t)+ δ(t − s) = 0, 0 ≤ t ≤ 1, u(0) = u(1) =
u′′(0) = 0, that is
G(t, s) =

1
2
t (1− s)2 − 1
2
(t − s)2, 0 ≤ s ≤ t ≤ 1,
1
2
t (1− s)2, 0 ≤ t ≤ s ≤ 1.
Define the operator T by
(Tu)(t) = ϕ(t)+
∫ 1
0
G(t, s)q(u′′(s)) f (s, u(s))ds, 0 ≤ t ≤ 1
where u ∈ C2[0, 1] such that u(t) ≥ 0, u′′(t) ≤ 0, 0 ≤ t ≤ 1.
This paper will use following conditions:
(H1) f : [0, 1] × [0,+∞) → [0,+∞) is a Carathe´odory function.
(H2) f is nondecreasing, that is,
f (t, u1) ≤ f (t, u2), a.e. t ∈ [0, 1], 0 ≤ u1 ≤ u2 < +∞.
(H3) q : (−∞, 0] → [0,+∞) is a nonincreasing function, that is,
q(v1) ≥ q(v2), −∞ < v1 < v2 ≤ 0.
(H1)′ f : [0, 1] × [0,+∞) → (−∞, 0] is a Carathe´odory function.
(H2)′ f is nonincreasing, that is,
f (t, u1) ≥ f (t, u2), a.e. t ∈ [0, 1], 0 ≤ u1 ≤ u2 < +∞.
(H3)′ q : (−∞, 0] → (−∞, 0] is a nondecreasing function, that is,
q(v1) ≤ q(v2), −∞ < v1 < v2 ≤ 0.
(H4) A ≥ 0, B ≥ 0,C ≤ 0 and one of the following facts holds:
(c1) A + B > 0; (c2) C < 0; (c3) q(0) 6= 0 and ∫ 10 f (t, 0)dt 6= 0.
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Let k = 9√3 and
M = max
{
D + 1
8
∫ 1
0
q(0) f (s, 0)ds,−C +
∫ 1
0
q(0) f (s, 0)ds
}
.
The function u ∈ C[0, 1] is called concave if
u(λt1 + (1− λ)t2) ≥ λu(t1)+ (1− λ)u(t2), 0 ≤ λ, t1, t2 ≤ 1.
In this paper, we will prove the following result.
Theorem 2.1. Assume that
(T1) The conditions (H1)–(H3) (or (H1)′–(H3)′) and (H4) hold.
(T2) There exists d > 0 such that
q(−d)
∫ 1
0
f (t, d)dt ≤ min{8(d − D), d + C}.
Then the problem (P) has at least one concave positive solution u∗ ∈ C3[0, 1] satisfying
0 ≤ u∗(t) ≤ d, −d ≤ (u∗)′′(t) ≤ 0, 0 ≤ t ≤ 1
and limn→∞max0≤t≤1 |(T n0)(t)− u∗(t)| = 0.
In addition, assume that
(T3) There exists a positive constant 0 < σ < 1 such that, for any 0 ≤ t ≤ 1, 0 ≤ u1 ≤ u2 ≤ d,−d ≤ v2 ≤ v1 ≤ 0,
|q(v2) f (t, u2)− q(v1) f (t, u1)| ≤ σkmax{u2 − u1, v1 − v2}.
Then max0≤t≤1 |(T n0)(t)− (u∗)(t)| ≤ σ n1−σ M.
In Theorem 2.1, the successively iterative scheme is
u1(t) = ϕ(t)+
∫ 1
0
G(t, s)q(0) f (s, 0)ds,
un+1(t) = ϕ(t)+
∫ 1
0
G(t, s)q(u′′n(s)) f (s, un(s))ds, n = 1, 2, . . . .
It starts off with zero function.
3. Preliminaries
Let ‖u‖ = max0≤t≤1 |u(t)| , u ∈ C[0, 1] and
K =
{
u ∈ C2[0, 1] : u(t) ≥ 0, − u′′(t) ≥ 0, 0 ≤ t ≤ 1
}
.
Then, K is a nonempty closed set in C2[0, 1]. It is easy to check that ϕ(0) = A, ϕ(1) = B, ϕ′′(0) = C .
The function ϕ has the following properties.
Lemma 3.1. If the condition (H4) is satisfied, then
ϕ(t) ≥ 0, ϕ′′(t) ≡ C ≤ 0, 0 ≤ t ≤ 1.
Proof. First, ϕ′′(t) ≡ C ≤ 0, 0 ≤ t ≤ 1. Since ϕ(0) = A ≥ 0, ϕ(1) = B ≥ 0, we see that ϕ(t) is a nonnegative
concave function on [0, 1]. Thus, ϕ(t) ≥ 0, 0 ≤ t ≤ 1. 
Lemma 3.2. Assume that the condition (H4) holds.
(1) If C = 0, then D = ‖ϕ‖ = max{A, B}.
(2) If C < 0, 2A + C ≤ 2B ≤ 2A − C, then D = ‖ϕ‖ = 8AC−(2B−2A−C)28C .
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(3) If C < 0, 2A − C < 2B or C < 0, 2A + C > 2B, then D = ‖ϕ‖ = max{A, B}.
(4)
∥∥ϕ′′∥∥ = max0≤t≤1(−ϕ′′(t)) = −C.
Lemma 3.3. (Tu)′′(t) = C − ∫ t0 q(u′′(s)) f (s, u(s))ds, 0 ≤ t ≤ 1, u ∈ K.
Proof. Computing the derivative of G(t, s) in t , we get
∂
∂t
G(t, s) =

1
2
(1− s)2 − (t − s), 0 ≤ s ≤ t ≤ 1,
1
2
(1− s)2, 0 ≤ t ≤ s ≤ 1.
It implies that ∂
∂tG(t, s) is a continuous function in [0, 1] × [0, 1]. Let u ∈ K . Then,
(Tu)′(t) = ϕ′(t)+
∫ 1
0
∂
∂t
G(t, s)q(u′′(s)) f (s, u(s))ds
= ϕ′(t)+
∫ t
0
[
1
2
(1− s)2 − (t − s)
]
q(u′′(s)) f (s, u(s))ds +
∫ 1
t
1
2
(1− s)2q(u′′(s)) f (s, u(s))ds
= ϕ′(t)+ 1
2
∫ 1
0
(1− s)2q(u′′(s)) f (s, u(s))ds −
∫ t
0
(t − s)q(u′′(s)) f (s, u(s))ds.
It follows that
(Tu)′′(t) = C −
∫ t
0
q(u′′(s)) f (s, u(s))ds, 0 ≤ t ≤ 1. 
The Green function G(t, s) has the following properties.
Lemma 3.4. (1) G(0, s) = G(1, s) = 0 and G(t, s) ≥ 0, (t, s) ∈ [0, 1] × [0, 1].
(2) max0≤t,s≤1 G(t, s) = 18 ,max0≤t≤1
∫ 1
0 G(t, s)ds = 19√3 .
Proof. We prove only (2). In fact,
max
0≤t,s≤1
G(t, s) = max
0≤s≤1
max
0≤t≤1
G(t, s) = max
0≤s≤1
G
(
1
2
(1+ s2), s
)
= 1
8
max
0≤s≤1
(1− s2)2 = 1
8
,
max
0≤t≤1
∫ 1
0
G(t, s)ds = 1
6
max
0≤t≤1
(t − t3) = 1
9
√
3
.
Therefore, k =
[
max0≤t≤1
∫ 1
0 G(t, s)ds
]−1
. 
By applying the monotone conditions (H2) and (H3) (or (H2)′ and (H3)′), we can obtain the following useful
results.
Lemma 3.5. Assume that the conditions (H2) and (H3) (or (H2)′ and (H3)′) hold. If u¯, u˜ ∈ K such that u¯(t) ≥
u˜(t), u¯′′(t) ≤ u˜′′(t), 0 ≤ t ≤ 1, then
(T u¯)(t) ≥ (T u˜)(t), (T u¯)′′(t) ≤ (T u˜)′′(t), 0 ≤ t ≤ 1.
Proof. We prove only the results for the case of (H2) and (H3).
Since f : [0, 1] × [0,+∞) → [0,+∞) is a nondecreasing function, we have
f (t, u¯(t)) ≥ f (t, u˜(t)) ≥ 0, 0 ≤ t ≤ 1.
Since q : (−∞, 0] → [0,+∞) is a nonincreasing function, we have
q(u¯′′(t)) ≥ q(u˜′′(t)) ≥ 0, 0 ≤ t ≤ 1.
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Thus
q(u¯′′(t)) f (t, u¯(t)) ≥ q(u˜′′(t)) f (t, u˜(t)) ≥ 0, 0 ≤ t ≤ 1.
By the definition of operators T and Lemma 3.3, the proof is completed. 
4. The proof of Theorem 2.1
We prove only the case dealt with conditions (H1)–(H3).
Consider the Banach space C2[0, 1] with norm
‖ |u| ‖ = max{‖u‖, ‖u′′‖}.
Step I. We prove that T : K → K is a completely continuous operator.
Let u ∈ K . Then, u(t) ≥ 0, u′′(t) ≤ 0, 0 ≤ t ≤ 1. Applying the conditions (H1), (H3) and Lemmas 3.1, 3.3 and
3.4(1), we have, for 0 ≤ t ≤ 1,
(Tu)(t) = ϕ(t)+
∫ 1
0
G(t, s)q(u′′(s)) f (s, u(s))ds ≥ 0, (Tu)′′(t) = C −
∫ t
0
q((u′′)(s)) f (s, u(s))ds ≤ 0.
Thus, T : K → K is defined and continuous.
Let W ⊂ K be a bounded set. We can prove that T (W ) and (T (W ))′′ are bounded and equicontinuous in C[0, 1].
By Arzela–Ascoli theorem, T (W ) and (T (W ))′′ are compact sets in C[0, 1]. In other words, T (W ) is a compact set
in C2[0, 1]. Therefore, T : K → K is completely continuous.
Step II. We prove T : Vd → Vd , where Vd = {u ∈ K : ‖ |u| ‖ ≤ d}.
If u ∈ Vd , then ‖u‖ ≤ d,
∥∥u′′∥∥ ≤ d . Thus
0 ≤ u(t) ≤ d, −d ≤ u′′(t) ≤ 0, 0 ≤ t ≤ 1.
By the condition (H1),
0 ≤ f (t, u(t)) ≤ f (t, d) ≤ hd(t), 0 ≤ t ≤ 1.
Thus, f (·, d) ∈ L1[0, 1]. By the condition (H1) and (H3),
0 ≤ q(u′′(t)) f (t, u(t)) ≤ q(−d) f (t, d), 0 ≤ t ≤ 1.
By the condition (T2) and Lemma 3.4(2),
‖Tu‖ = max
0≤t≤1
[
ϕ(t)+
∫ 1
0
G(t, s)q(u′′(s)) f (s, u(s))ds
]
≤ max
0≤t≤1
ϕ(t)+ q(−d) max
0≤t≤1
∫ 1
0
G(t, s) f (s, d)ds
≤ max
0≤t≤1
ϕ(t)+ q(−d) max
0≤t,s≤1
G(t, s)
∫ 1
0
f (s, d)ds
≤ D + 1
8
· 8(d − D) = d,∥∥(Tu)′′∥∥ = max
0≤t≤1
∣∣∣∣C − ∫ t
0
q(u′′(s)) f (s, u(s))ds
∣∣∣∣
≤ |C | + q(−d) max
0≤t≤1
∫ t
0
f (s, d)ds
= |C | + q(−d)
∫ 1
0
f (s, d)ds
≤ −C + (d + C) = d.
Therefore, ‖ |Tu| ‖ ≤ d and T : Vd → Vd . Moreover, T (Vd) is a compact set in C2[0, 1] by the Step I.
Step III. We prove the convergence of successive iterative sequence {T n0}∞n=1.
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Denote u0 = 0, u1 = T 0, u2 = T 20 = Tu1. Since 0 ∈ Vd and T : Vd → Vd , then u1 ∈ T (Vd) ⊂ Vd and
u2 ∈ T (Vd) ⊂ Vd .
Since T 0 ∈ Vd , we have
u1(t) = (T 0)(t) ≥ 0, u′′1(t) = (T 0)′′(t) ≤ 0, 0 ≤ t ≤ 1.
By Lemma 3.5, for 0 ≤ t ≤ 1,
u2(t) = (Tu1)(t) ≥ (T 0)(t) = u1(t),
u′′2(t) = (Tu1)′′(t) ≤ (T 0)′′(t) = u′′1(t).
By the induction, define un+1 = Tun, n = 1, 2, . . . . We assert that {un}∞n=1 ⊂ T (Vd) ⊂ Vd and the sequence {un}∞n=1
has the following properties
un+1(t) ≥ un(t), u′′n+1(t) ≤ u′′n(t), 0 ≤ t ≤ 1.
By the definition, Vd is a closed set. Since T : Vd → Vd and T (Vd) is a compact subset in C2[0, 1], there
exists a convergent subsequence
{
uni
}∞
i=1 ⊂ {un}∞n=1 and a u∗ ∈ Vd such that uni → u∗ in norm ‖ | · | ‖.
Since {un}∞n=1 satisfies the above mentioned monotonicity, we assert that un → u∗ in norm ‖ | · | ‖. Thus,
limn→∞ max0≤t≤1 |(T n0)(t)− (u∗)(t)| = 0. Since u∗ ∈ Vd , we have
0 ≤ u∗(t) ≤ d, −d ≤ (u∗)′′(t) ≤ 0, 0 ≤ t ≤ 1.
Step IV. We prove that u∗ is a concave positive solution of (P).
Since Tun = un+1 → u∗, we see Tu∗ = u∗ by the continuity of the operator T . It follows, for 0 ≤ t ≤ 1,
u∗(t) = (Tu∗)(t) = ϕ(t)+
∫ 1
0
G(t, s)q((u∗)′′(s)) f (s, u∗(s))ds.
From this, we see
u∗(0) = ϕ(0) = A, u∗(1) = ϕ(1) = B, (u∗)′′(0) = ϕ′′(0) = C.
Applying Lemma 3.3, we get
(u∗)′′(t) = (Tu∗)′′(t) = C −
∫ t
0
q((u∗)′′(s)) f (s, u∗(s))ds.
So, u∗(t) ≤ 0, 0 ≤ t ≤ 1. It implies that u∗(t) is a concave function on [0, 1]. Furthermore,
(u∗)′′′(t) = (Tu∗)′′′(t) = −q((u∗)′′(t)) f (t, u∗(t)).
Thus, u∗ ∈ C3[0, 1] and u∗ is a solution of (P).
If A + B > 0 or C < 0, then ϕ(t) > 0, 0 ≤ t ≤ 1. Thus, u∗(t) ≥ ϕ(t) > 0, 0 < t < 1.
If A = B = C = 0, q(0) 6= 0 and ∫ 10 f (t, 0)dt 6= 0, then ϕ(t) ≡ 0, 0 ≤ t ≤ 1, and the zero function is not the
solution of equation (P). Thus, ‖u∗‖ > 0. It implies that u∗(t) is a nonnegative concave function on [0, 1]. Therefore,
u∗(t) > 0, 0 < t < 1.
Step V. We prove the convergence rate of successively iterative sequence {T n0}∞n=1.
By the condition (T3),
max
0≤t≤1
∣∣q(u′′n(t)) f (t, un(t))− q(u′′n−1(t)) f (t, un−1(t))∣∣
≤ σk max
0≤t≤1
max{un(t)− un−1(t), u′′n−1(t)− u′′n(t)}
≤ σkmax{max
0≤t≤1
(un(t)− un−1(t)), max
0≤t≤1
(u′′n−1(t)− u′′n(t))}
= σkmax{‖un − un−1‖ ,
∥∥u′′n − u′′n−1∥∥}
= σk‖ |un − un−1| ‖.
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Applying Lemma 3.4(2), we get
‖un+1 − un‖ = ‖Tun − Tun−1‖
≤ max
0≤t≤1
∫ 1
0
G(t, s)
∣∣q(u′′n(s)) f (s, un(s))− q(u′′n−1(s)) f (s, un−1(s))∣∣ ds
≤ σk‖ |un − un−1| ‖ max
0≤t≤1
∫ 1
0
G(t, s)ds = σ‖ |un − un−1| ‖.
By the induction, we can prove
‖un+1 − un‖ ≤ σ n‖ |u1 − u0| ‖ = σ n‖ |T 0| ‖, n = 1, 2, . . . .
It follows that
‖un+i+1 − un‖ ≤ ‖un+i+1 − un+i‖ + ‖un+i − un+i−1‖ + · · · + ‖un+1 − un‖
≤ (σ n+i + σ n+i−1 + · · · + σ n)‖ |T 0| ‖ < σ
n
1− σ ‖ |T 0| ‖.
Let i →∞, we obtain ‖un − u∗‖ ≤ σ n1−σ ‖ |T 0| ‖.
Since
‖ |T 0| ‖ = max{‖T 0‖, ‖(T 0)′′‖},
= max
{
max
0≤t≤1
(
ϕ(t)+
∫ 1
0
G(t, s)q(0) f (s, 0)ds
)
, max
0≤t≤1
∣∣∣∣C − ∫ t
0
q(0) f (s, 0)ds
∣∣∣∣
}
,
≤ max
{
D + max
0≤t≤1
∫ 1
0
G(t, s)q(0) f (s, 0)ds,−C +
∫ 1
0
q(0) f (s, 0)ds
}
,
≤ max
{
D +
∫ 1
0
max
0≤t,s≤1
G(t, s)q(0) f (s, 0)ds, − C +
∫ 1
0
q(0) f (s, 0)ds
}
,
≤ max
{
D + 1
8
∫ 1
0
q(0) f (s, 0)ds,−C +
∫ 1
0
q(0) f (s, 0)ds
}
,
we see ‖ |T 0| ‖ ≤ M . Thus,
‖ |T n0− u∗| ‖ = ‖ |un − u∗| ‖ ≤ σ
n
1− σ M.
The proof is completed.
5. An example
Consider the third-order boundary value problemu′′′(t)+
1
2
(
1+ 1
3
(u′′(t))2
)(
1+ 1
3
u2(t)
)
= 0, 0 ≤ t ≤ 1,
u(0) = u(1) = 0, u′′(0) = 0.
Thus, A = B = C = 0,
q(v) = 1
2
(
1+ 1
3
v2
)
, −∞ < v ≤ 0; f (u) = 1+ 1
3
u2, 0 ≤ u < +∞.
It follows D = 0, q(0) = 12 6= 0, f (0) = 1 6= 0.
Since
q(−1)
∫ 1
0
f (1)dt = 2
3
· 4
3
= 8
9
< 1 = min{8(1− D), 1+ C}.
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By Theorem 2.1, the problem has one concave positive solution u∗ ∈ C3[0, 1] such that 0 ≤ u∗(t) ≤ 1,−1 ≤
(u∗)′′(t) ≤ 0, 0 ≤ t ≤ 1. Moreover, the solution u∗ can be approximated uniformly on interval [0, 1] by the following
successively iterative scheme
u1(t) = 14
∫ t
0
[t (1− s)2 − (t − s)2]ds + 1
4
∫ 1
t
t (1− s)2ds,
un+1(t) = 14
∫ t
0
[t (1− s)2 − (t − s)2]
(
1+ 1
3
(u′′n(s))2
)(
1+ 1
3
u2n(s)
)
ds
+ 1
4
∫ 1
t
t (1− s)2
(
1+ 1
3
(u′′n(s))2
)(
1+ 1
3
u2n(s)
)
ds,
where n = 1, 2, . . . .
Now, we consider the convergence rate of the successively iterative scheme.
Let 0 ≤ u1 ≤ u2 ≤ 1, − 1 ≤ v2 ≤ v1 ≤ 0. We have
0 ≤ q(v2) f (u2)− q(v1) f (u1)
= 1
2
[(
1+ 1
3
v22
)(
1+ 1
3
u22
)
−
(
1+ 1
3
v21
)(
1+ 1
3
u21
)]
= 1
2
[
1
9
(v22u
2
2 − v21u21)+
1
3
(v22 − v21)+
1
3
(u22 − u21)
]
.
If u2 − u1 ≥ v1 − v2, then
q(v2) f (u2)− q(v1) f (u1) ≤ 118 |v2u2 − v1u1| |v2u2 + v1u1| +
1
6
|v2 − v1| |v2 + v1| + 16 |u2 − u1| |u2 + u1|
≤ 1
9
|v2u2 − v1u1| + 13 |v2 − v1| +
1
3
|u2 − u1|
≤ 1
9
|v2(u2 − u1)+ u1(v2 − v1)| + 23 |u2 − u1|
≤ 1
9
|u2 − u1| + 19 |v2 − v1| +
2
3
|u2 − u1|
≤ 8
9
|u2 − u1| .
If v1 − v2 ≥ u2 − u1, then, by the symmetry,
q(v2) f (u2)− q(v1) f (u1) ≤ 89 |v2 − v1| .
Thus,
0 ≤ q(v2) f (u2)− q(v2) f (u2) ≤ 89 max{u2 − u1, v1 − v2}
≤ 1
15
· 15max{u2 − u1, v1 − v2} ≤ 115kmax{u2 − u1, v1 − v2}.
It is easy to compute that M = 12 . Therefore, the convergence rate is
max
0≤t≤1
∣∣(T n0)(t)− (u∗)(t)∣∣ ≤ 1
28 · 15n−1 .
After computations, first and second term of this iterative scheme are
u1(t) = 112 t −
1
12
t3,
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u2(t) = 2 415 27528 740 096 t −
1
12
t3 − 1
5184
t4 − 7
17 280
t5 + 11
103 680
t6 − 23
62 208
t7 + 13
145 152
t8 + 5
41 472
t9
− 11
186 624
t10 + 1
103 680
t11 − 1
228 096
t12.
Since 0 < 12 = q(0) f (0), we see that α = 0 is not lower solution of the problem. Thus, the successively iterative
scheme {un}∞n=1 is not the monotone iterative sequence constructed in [7]. Therefore, the conclusions of this example
cannot be derived from [7].
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