Introduction and Statement of Results
Fourier coefficients of automorphic forms play a prominent role in mathematics (see for instance [26] ). Kloosterman sums arise naturally in the analytic theory of such coefficients. For instance, the Kuznetsov trace formula [29] relates a certain infinite sum related to the Fourier coefficients of automorphic forms to an infinite sum involving Kloosterman sums. The classical Poincaré series at infinity of weight 2 < k ∈ Z on Γ 0 (N ), denoted by P (m, k, N ; z) (see (2.2) for the definition) with m ∈ Z, N ∈ N, and z ∈ H, play an important role in such trace formulas.
The Poincaré series P (m, k, N ; z) are elements of M ! k (N ), the space of weakly holomorphic weight k modular forms for Γ 0 (N ), i.e., those meromorphic modular forms whose poles lie only at the cusps. Furthermore, if m ≥ 0 then P (m, k, N ; z) has bounded growth toward all cusps and so is in M k (N ), the subspace of M ! k (N ) of holomorphic modular forms. For k > 2, m ∈ Z with m < 0, and n ∈ N, the n-th coefficient of P (m, k, N ; z) equals (for example, see [23] , Chapter 3)
Due to the obvious symmetry |±mn| = |±nm| and the simple relation ± m n = ± n m −1 , (1.1) reveals that several important results about coefficients of modular forms and harmonic Maass forms manifest themselves through the symmetries of the Kloosterman sum. Firstly, whenever k ∈ Z the Kloosterman sum is symmetric in m and n. As a result, the n-th Fourier coefficient of F (m, 2 − k, N ; z) equals m n k−1 times the m-th Fourier coefficient of F (n, 2 − k, N ; z) (see [19] , Theorem 3.4).
For k ∈ 1 2 Z \ Z a slightly more complicated symmetry exists. Namely, (for a proof, see, for example, Proposition 3.1 of [8] ) K k (m, n, c) = (−1) Consequentially, the n-th Fourier coefficient of F (m, 2 − k, N ; z) is essentially equal to the negative of the m-th Fourier coefficient of P (n, k, N ; z). The resulting identities among Fourier coefficients are referred to as duality. Duality, in this context, was studied by Zagier [39] , who showed that the traces of singular moduli are Fourier coefficients of a weight 1 2 weakly holomorphic modular form and then related these traces to Fourier coefficients of weight 3 2 modular forms. Zagier's work gave a new perspective on a result of Borcherds [5] , relating what are now known as Borcherds products to coefficients of weakly holomorphic modular forms. To illustrate this famous result, consider the weight 4 Eisenstein series for SL 2 (Z), (q = e (1 − q n ) c(n) .
Borcherds related the exponents c(n) to the Fourier coefficients a certain weight 1 2 weakly holomorphic modular form.
The proof through Kloosterman sums of the duality shown by Zagier outlined here is due to Jenkins [24] . This was later generalized by the first author and Ono [8] to a duality in the more general setting of harmonic Maass forms.
Duality has continued to be a central theme in the literature surrounding automorphic forms. For example, Bruinier and Ono [12] have shown a natural way to map the Borcherds exponents to coefficients of a p-adic modular form through a certain differential operator. Duality was extended by Folsom and Ono, and Zwegers [20, 43] to relate coefficients of different mock modular forms. Duality has also been extended by Rouse [35] to Hilbert modular forms and to Maass-Jacobi forms by the first author and Richter [10] .
For every k ∈ Z, a trival change of variables (namely d → −d, see (2.4)) yields
from which one obtains a natural relation between the n-th Fourier coefficient of F (m, 2 − k, N ; z) and the −n-th Fourier coefficient of P (m, k, N ; z). This relation plays a prominent role in the theory of harmonic Maass forms. In particular, it governs the image of F (m, 2 − k, N ; z) under the weight 2 − k antiholomorphic differential operator
Since ξ 2−k is essentially the Maass weight lowering operator (see (2.5) 
is a weight k modular form. In particular, from (1.2) we may deduce that ξ 2−k (F (m, 2 − k, N ; z)) equals a certain non-zero constant times P (m, k, N ; z) (see (2.8 ) for a precise statement). The surjectivity of ξ 2−k , first proven by Bruinier and Funke [11] , follows.
Remark. We exclude the cases when the weight is 0 ≤ k ≤ 2. In such cases, the convergence of the Poincaré series is delicate (see for example [30] and the expository survey [15] ). Moreover, the Fourier expansions of modular forms of small weight are handled by Knopp [27] and for harmonic weak Maass forms of small weight by Pribitkin [31, 32] .
1.1. Differential Operators via Kloosterman Sum Symmetries. We exploit another simple relation between Kloosterman sums. Whenever k ∈ Z there is an additional symmetry which occurs because the Kloosterman sum is independent of the weight k ∈ Z. In particular,
so that (1.2) leads to a relation between the coefficients of F (m, 2 − k, N ; z) and F (−m, 2 − k, N ; z). We define the flipping operator F on Poincaré series by
, we may extend the operator F to all of H ∞ 2−k (N ) by linearity. Moreover, when k > 2 and M ∈ H ∞ 2−k (N ), the growth of M(z) as z → i∞ uniquely determines M as a linear combination of Poincaré series, and hence it is simple to determine the representation by this basis. Alternatively, for f ∈ H ∞ 2−k (N ) one may define F in terms of the weight raising operator by
2−k is the (k − 2)-fold Maass raising operator, as defined in (2.6). We investigate this connection in Section 2.3.
Remarks.
(1) After completion of this paper, the authors learned that the flipping operator is independently studied from a different perspective by Fricke and will be included in his forthcoming thesis [21] advised by Zagier. Moreover, the referee pointed out that the flipping operator appears in another context in the work of Knopp [25] and Knopp-Lehner [28] . w (N ) the subspace of those forms that are bounded at all cusps other than ∞. In this notation, the operator F gives a mapping
(3) Although we restrict ourselves in this paper to forms with bounded growth at cusps other than ∞, the general case would follow similarly after examining Poincaré series with growth only occurring in one of the other cusps. The cusp ∞ plays a prominent role here based on the fact that recent applications have emphasized forms with this property (see for example [8] , [13] , and [14] ).
, serves as a counterpart to ξ 2−k for k ∈ 2N. The role of D k−1 in questions involving the algebraicity of Fourier coefficients is investigated in [14] and [22] . Here we exploit the symmetries given in (1.2) and (1.3) in order to relate the operators D k−1 and ξ 2−k through F.
, then the operator ξ 2−k may (essentially) be viewed as extracting those coefficients with n < 0 while those with n > 0 are extracted by D k−1 .
The above discussion suggests that we could proceed by directly calculating the Fourier expansions of Poincaré series. Computing the derivatives on the Fourier expansion and using the symmetries of the Kloosterman sums then yields the theorem. Instead we compute the derivatives on the Whittaker functions which are averaged to form the Poincaré series. This is possible because D k−1 and ξ 2−k are related to the Maass weight raising and lowering operators which commute with the action of Γ 0 (N ). In fact, Bol's famous identity ( [4] , see also [18] ) equates D k−1 to the (k −1)-fold repeated application of the weight raising operator. The technique presented here does not directly use the symmetry given in (1.3) but rather works through the raising and lowering operators. 
He noted that they satisfied properties similar to modular forms (although he referred to modular forms as "theta functions") and also stated that certain linear combinations of his mock theta functions were indeed modular forms. Although many of these properties were proven over the course of the next 80 years (for example, see [1] , [2] , [3] , [36] , and [37] ), however, even a rigorous definition of Ramanujan's mock theta functions failed to present itself. Zwegers [41, 42] finally placed Ramanujan's mock theta functions into a theoretical framework. In particular, if h is a mock theta function, then he constructed an associated harmonic Maass form M h such that the function
is a unary theta function of weight 3/2. Following Zagier [40] we call g h the shadow of h.
By work of Bruinier-Funke [11] , for any weakly holomorphic modular form g of weight k there exist a "mock-like" holomorphic function h with shadow g. Following Zagier, we will call h a mock modular form. More precisely, there is a harmonic Maass form M h naturally associated to h for which
For each modular form g, we call the resulting harmonic Maass form a lift of g.
The existence of a lift, or equivalently, the surjectivity of ξ 2−k :
combined with Theorem 1.1 implies that the operator D k−1 is also surjective. Let H cusp w (N ) be the subspace of H ∞ w (N ) that maps to S 2−w (N ), the subspace of weight 2 − w cusp forms, under ξ w . This gives the following theorem which is essentially contained in Theorems 1.1 and 1.2 of [14] . In [14] , Nebentypus is allowed and the restriction that growth only occurs at the cusp ∞ is not made, but the image under ξ w is restricted to S 2−w (N ).
Moreover, in the notation of (2.1),
The image of the map
which are orthogonal to cusp forms (see Section 3 for the definition) which also have constant term 0 at all cusps of Γ 0 (N ). Furthermore, the map
Implicit in the previous theorem are lifts of weakly holomorphic modular forms. Lifts of weight 3/2 unary theta functions were given by Zwegers [42] . He gave explicit constructions in terms of Lerch sums, yielding mock modular forms of weight 1/2. Lifts of weight 1/2 modular forms were constructed by the first author, Folsom, and Ono [6] . The forms they construct are related to the hypergeometric series occurring in the Rogers-Fine identity. Lifts of general cusp forms in S k (N ) were treated by the first author and Ono in [9] , using Poincaré series. Duke, Imamoḡlu, and Tóth [17] recently constructed lifts of the weight 3 2 weakly holomorphic modular forms that are Zagier's traces of singular moduli generating functions [39] .
The flipping operator extends the lift in [9] to a lift for all weakly holomorphic modular forms. Given
where Γ(α; x) := ∞ x e −t t α−1 dt is the incomplete gamma function. We note that for g ∈ S k (N ), our definition matches that of 4 1−k g * given by Zagier [40] . The following theorem describes the lifts of interest, which will be given in terms of Poincaré series. Z, k > 2, N ∈ N, and g ∈ M ∞ k (N ), the following are true:
The holomorphic function L(g) − P(g) is typically not modular but mock modular. Theorem 1.3 allows us to deduce its transformation properties rather easily, since the transformation properies of P(g) may be deduced from the transformation properties of g.
The interrelation between weakly holomorphic modular forms and their lifts have led to better understanding of arithmetic information of both modular forms and harmonic Maass forms. The forms constructed by Duke, Imamoḡlu, and Tóth [17] are related to certain cycle integrals of modular functions. Bruinier, Ono, and the third author [14] showed that the vanishing of the Hecke eigenvalues of a Hecke eigenform g implies the algebraicity of the coefficients of an appropriate lift of g. In other work, Bruinier and Ono [13] proved that the vanishing of the central value of the derivative of a weight 2 modular L-functions is related to the algebraicity of a certain Fourier coefficient of a harmonic Maass form.
Recent work of Guerzhoy, Kent, and Ono [22] and the first two authors and Guerzhoy [7] shows that certain linear combinations of the these two "lifts" are p-adic modular forms. These works lead naturally to the following question: Let M be a harmonic Maass form and
, and g and h are defined as above. If
Remark. In light of Theorems 1.1 and 1.2, we may write
has a number of exceptional properties. For example, the coefficients of a weakly holomorphic modular form in that space, when chosen to be algebraic, have high p-divisibility ( [22] , Proposition 2.1). Therefore it is natural to factor out by M ∞ 2−k (N ), and the statement of Corollary 1.4 may be taken to say that
As is suggested in Corollary 1.4, lifts are not unique because the kernel of ξ 2−k is non-trivial. In fact, Bruinier and Funke [11] have shown that the kernel of
The lift described in [9] is defined on Poincaré series and relations between the classical holomorphic Poincaré series make our lift unique up to a choice of a weakly holomorphic modular form. We present a procedure to make a choice of one such lift which is independent of the realization of g ∈ M ∞ k (N ) as a linear combination of Poincaré series. In order to describe the framework for our lift we will need to introduce some notation. For M a harmonic Maass form with Fourier expansion as in (2.1), there is a polynomial
−δy as y = Im (z) → ∞ for some δ > 0. Here and throughout, we denote z = x + iy with x, y ∈ R (y > 0). We call G M the principal part of M at infinity.
Let M k := M k (1) and define H k , S k , and M ! k similarly. Given a weakly holomorphic form g ∈ M ! k , we explicitly define a harmonic Maass form
Since the principal part of g determines g modulo forms in S k , we will obtain a lift which is explicit and well defined if for every g ∈ S k we construct a unique, explicit lift g ∈ H 2−k with ξ 2−k ( g) − g = 0. The difficulty in this task lies in finding a lift which commutes with the algebra of S k , so that g + h = g + h for g, h ∈ S k . In particular, if one has two different bases for S k , the lift must be independent of the basis representation. We call such a lift canonical.
Additionally, the lifts used in many applications are good choices of lifts (see Section 2 for the definition). We demonstrate a canonical lift for weakly holomorphic forms, which in the case of normalized Hecke eigenforms is good. To state our theorem, we introduce some notation. For g ∈ S k we denote the norm with respect to the usual Petersson scalar product by ||g||. For M ∈ H 2−k , let
Remark.
For simplicity, we have constrained ourselves to the case of level 1 forms when considering canonical lifts. We will discuss the differences in the general level case briefly at the end of Section 4.
The paper is organized as follows: In Section 2 we recall some basic facts concerning harmonic Maass forms and Maass-Poincaré series and the relations between weight 2 − k and weight k Poincaré series given by the operators ξ 2−k and D k−1 (when k ∈ N). In Section 3, we prove Theorems 1.1 and 1.2 as well as Theorem 1.3 and its corollaries. In Section 4, we prove Theorem 1.5.
Harmonic Maass Forms
In this section we recall the definition of harmonic Maass form and the properties of harmonic Maass forms which are necessary to prove our results. A good reference for much of the theory recalled in this section is [11] .
2.1. Basic notations and definitions. As usual it is assumed that if k ∈ 1 2 Z \ Z, then N ≡ 0 (mod 4). We define the weight k hyperbolic Laplacian by
Moreover, for γ = ( a b c d ) ∈ SL 2 (Z) when k ∈ Z, respectively for γ ∈ Γ 0 (4) when k ∈ Z \ Z and any function g : H → C, we let
where for odd integers d, ε d is defined by
Definition 2.1. A harmonic Maass form of weight k on Γ = Γ 0 (N ) is a smooth function g : H → C satisfying:
g has at most linear exponential growth at each cusp of Γ.
has a Fourier expansion of the shape
Following [14] , one says that a harmonic Maass form f ∈ H 2−k (N ) is good for a normalized Hecke eigenform g ∈ S k (N ) if it satisfies the following properties:
(1) The principal part of f at the cusp ∞ belongs to F g [q −1 ], with F g the number field obtained by adjoining the coefficients of g to Q. One sees immediately by the second condition that f ∈ H ∞ 2−k (N ).
Poincaré series.
We describe two families of Poincaré series. Let m be an integer, and let ϕ m : R + → C be a function which satisfies ϕ m (y) = O(y α ), as y → 0, for some α ∈ R. With e(r) := e 2πir , let ϕ * m (z) := ϕ m (y)e(mx). Such functions are fixed by the translations, elements of Γ ∞ := {± ( 1 n 0 1 ) : n ∈ Z}. Given this data define the generic Poincaré series
We note that the Poincaré series P(m, k, ϕ m , N ; z) converges absolutely for k > 2−2α, where α is the growth factor of ϕ m (y) as given above and by construction satisfies the modularity property P(m, k, ϕ m , N ; z) | k γ(z) = P(m, k, ϕ m , N ; z) for every γ ∈ Γ 0 (N ). In this notation, the classical family of holomorphic Poincaré series (see for example [23] , Chapter 3) for k ≥ 2 is given by (2.2) P (m, k, N ; z) = P(m, k, e(imy), N ; z).
The Maass-Poincaré series (see for example [19] ) are defined by In order to describe the coefficients of the Poincaré series we define the Kloosterman sums 
Remark. For m ∈ Z and k ∈ 2Z we have c(m, k, N ) = (−1)
Moreover, the full Fourier expansion of F (m, k, N ; z) is computed in Theorem 3.4 of [19] . We omit the full Fourier expansion, however, because it is not needed for our purposes.
2.3.
Raising and Lowering Operators. The Maass raising and lowering operators are given by
For a real analytic function f satisfying the weight k modularity property f | k γ(z) = f (z) for every γ ∈ Γ 0 (N ) which is an eigenfunction under ∆ k with eigenvalue s, R k (f )(z) (respectively L k (f )(z)) satisfies weight k + 2 (resp. k − 2) modularity and is an eigenfunctions under ∆ k+2 (resp. ∆ k−2 ) with eigenvalue s + k (resp. s − k + 2). This follows by the commutator relation
Define for a positive integer n
, as noted in Remark 7 in [14] . Furthermore, by Bol's identity ( [4] , see also [18] ), that is
So, up to a constant factor, M * behaves as F(f ) under ξ 2−k . On the other hand one may compute the Fourier expansion of f * and see that it is the same as that for F(f ). In this paper, we proceed differently and come about F on the level of Poincaré series.
Derivatives of Poincaré Series.
The following relations, derived in the lemma below, are important for deducing the theorems of this paper. Lemma 2.3. For m ∈ Z, the action of the operators ξ 2−k and
where in (2.9) we require k to be an integer.
Proof. For m > 0, the relation (2.8) is noted (up to the constant) in Remark 3.10 of [11] , while the constant is explicitly computed in Theorem 1.2 of [9] . The m > 0 case of (2.9) is given in (6.8) of [14] .
The lemma follows from the following relations. For k > 2 we have (2.10)
Additionally, whenever k is an even integer, we have
The relations (2.10) and (2.11) together with the fact that ξ 2−k and D k−1 commute with the group law will immediately imply (2.8) and (2.9). Since the six calculations (m < 0, m = 0, and m > 0 for each) to establish (2.10) and (2.11) are all similar, we include only the case of D k−1 (ϕ −m (z)) with m < 0. In this case, we have
Applying the change of variables 2π|m|y → y and 2π|m|x → x and relations between the W -Whittaker and M -Whittaker functions (see page 346 of [38] ), we consider
for which we denote the two terms as f 1 (z) + f 2 (z). Direct computation gives
Hence, using
we obtain
Thus a change of variables and using
It remains to show that
From the third three term recurrence relation
for the Whittaker function (see pages 350-352 of [38] ) giving a relation for the derivative of the W -Whittaker function, we obtain
Hence,
Using this for r = k − 1 and applying Bol's identity (2.7), we have 2−k on the Whittaker functions which define the Poincaré series that span the spaces of forms of interest in this paper and then we use the commutation relation
2−k and the slash operator, valid for every real analytic function f . Alternatively, we can proceed by computing the Fourier expansion of the Maass-Poincaré series, obtaining an expansion as in (2.1). Differentiating term by term yields equations (2.8) and (2.9). This approach does not rely on the fact that the differential operator D k−1 commutes with the group action (which would follow from Bol's identity). Additionally, for integral k we have
where Q k,m is a polynomial of degree at most k − 2. Thus a direct computation of D
avoids an application of Bol's identity.
3. Proof of Theorems 1.3, 1.1, and 1.2 and Corollary 1.4
Having established the necessary preliminaries, we are now ready to prove Theorem 1.3. 
In particular,
is the desired holomorphic function associated to the modular form P (m, k, N ; z). Part (2) follows from (2.8).
Having established the image of the Poincaré series under the operators D k−1 and ξ 2−k in Section 2.4, the fact that the Poincaré series form a basis will suffice to prove Theorem 1.1.
Proof of Theorem 1.1. The proof of this result follows immediately from (2.8) and (2.9).
Borcherds [5] has defined a regularized inner product (g, h)
reg for g, h ∈ M ∞ k (N ) from which one can define orthogonality in the more general setting of weakly holomorphic modular forms. For cusp forms g and h, the regularized inner product reduces to the classical Petersson inner product. For M ∈ H 
where c g (0, κ) (resp. c + M (0, κ)) denotes the constant term of the Fourier expansion of g (resp. M ) at the cusp κ ∈ P 1 (Q), and w κ is the width of the cusp κ. Conversely, assume that h ∈ M ∞ k (N ) has vanishing constant term at any cusp of Γ 0 (N ) and is orthogonal to cusp forms. From (2.9) we may take
such that the principal parts of D k−1 (f ) and h at the cusps agree.
In view of Lemma 3.1, the hypothesis on h and (2.9), we find that 
Then Theorem 1.1 implies that
is any harmonic Maass form satisfying ξ 2−k (M * ), as given in the statement of Corollary 1.4. Applying Theorems 1.1 and 1.2 we obtain the assertion concerning
A canonical lift
When N = 1 we use the abbreviations P (m, k; z) := P (m, k, 1; z) and F (m, k; z) := F (m, k, 1; z). For fixed k > 2 integral, let := dim S k and define f 2−k,m ∈ M ! 2−k to be the unique weakly holomorphic modular form satisfying
Such weakly holomorphic modular forms were explicitly constructed in [16] as
Here k ∈ {0, 4, 6, 8, 10, 14} with k ≡ 2 − k (mod 12), E k is the Eisenstein series of weight k , ∆ is the unique normalized Hecke eigenform of weight 12, and F m is a generalized Faber polynomial of degree m − − 1 constructed recursively in terms of f 2−k,m with m < m to cancel higher powers of q. Finally, for m ∈ Z define
Here δ m>0 is defined as in Lemma 2.2. From Lemma 2.2 and the definition of f 2−k,m , the holomorphic part
The following explicit theorem implies Theorem 1.5.
Theorem 4.1. Suppose that 2 < k ∈ 2Z and g ∈ M ! k and write g(z) = m∈I a m P (m, k; z) for some index set I ⊂ Z. Then the ξ 2−k -preimage choice
2 is good for g.
The following lemma, which is proved after we conclude the proof of Theorem 4.1, shows that H ∈ H 2−k is the unique lift of G with H + having minimal growth at the cusp ∞.
Lemma 4.2. With g as in Theorem 4.1, the function H is the unique h ∈ H 2−k whose holomorphic part exhibits sub-exponential growth at the cusp ∞ and satisfies
Applying Lemma 4.2 we may assume that g is a cusp form in order to prove Theorem 4.1. We write g(z) = m∈I a m P (m, k; z) with some index set I ⊂ N. From (4.2) we obtain
To show that the lift is independent of the choice of the index set, let J ⊂ N be given such that g(z) = m ∈J a m P (m , k; z). Then 
This finishes the proof of the first statement of the theorem.
To prove the second statement, assume that g ∈ S k is a normalized Hecke eigenform and h ∈ H 2−k is a harmonic Maass form which is good for g. Thus the principal part of h is n≤0 c n q n with c n ∈ K g . By comparing principal parts, we have
since the difference has bounded principal part and maps to a cusp form under ξ 2−k . We have 
It follows that
h − L g ||g|| 2 = n>0 c −n f 2−k,n .
Since E k , ∆ −1 , and F m (j(τ )) all have rational (furthermore, integer) coefficients, the weakly holomorphic modular forms f 2−k,n have rational coefficients by equation (4.1). It follows that h − L (g/||g|| 2 ) has coefficients in K g . Therefore, since the coefficients of the principal part of h and the principal part of h − L (g/||g|| 2 ) are both in K g , it follows that the coefficients of the principal part of L (g/||g|| 2 ) are contained in K g . Hence L (g/||g|| 2 ) is also a good lift for g.
Proof of Lemma 4.2. Using (2.8) together with the fact that P (m, k; z) ∈ S k for m ≥ 1 immediately implies (4.3). To show uniqueness, let h ∈ H 2−k satisfy (4.3). Since the Poincaré series P (n, k; z) span the space M Comparing the principal parts of both summands in (4.6), one sees that b n = a n for every n ≤ 0. It follows that h(z) − H(z) = (4π)
b n F (n, 2 − k; z).
This has principal part (up to the constant term) equal to
and hence exhibits exponential growth at ∞ unless b n = 0 for every n > 0. This establishes the uniqueness of H.
Remark. We now briefly discuss the canonical lift for non-trivial level. For G such that g − G ∈ S k (N ) one merely defines L (G ) by replacing F (n, 2 − k; z) with F (n, 2 − k, N ; z).
In order to obtain a lift for g ∈ S k (N ), we choose m N > 0 to be minimal such that there exists j * N ∈ M 
