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RESUMO
Os combustı´veis fo´sseis representam a maior fatia das fontes energe´ticas uti-
lizadas mundialmente e o crescimento da demanda desses combustı´veis impul-
siona a necessidade de atividades explorato´rias e o crescimento da produc¸a˜o de
o´leo e ga´s. Nesse cena´rio, as descobertas de grandes acumulac¸o˜es de hidrocar-
bonetos na a´rea do pre´-sal, localizada fora da costa sudeste brasileira, abriram
novas fronteiras com o potencial de colocar o paı´s entre os maiores detentores
de reservas de o´leo e ga´s do mundo. Entretanto, a produc¸a˜o nessa a´rea requer a
superac¸a˜o de desafios tecnolo´gicos, como as grandes profundidades, a distaˆncia da
costa e a extensa presenc¸a de dio´xido de carbono (CO2) como contaminante.
De maneira a reduzir a emissa˜o atmosfe´rica de CO2, a produc¸a˜o de o´leo e ga´s
na a´rea do pre´-sal requer a separac¸a˜o e injec¸a˜o de altos volumes desse contami-
nante de volta ao reservato´rio, promovendo tambe´m a recuperac¸a˜o melhorada de
petro´leo. Dessa forma, o conhecimento completo das propriedades termofı´sicas
dos fluidos, frequentemente em condic¸o˜es extremas de temperatura e pressa˜o, e´
fundamental para assegurar operac¸o˜es eficientes e seguras.
Este trabalho apresenta uma investigac¸a˜o abrangente das propriedades
termofı´sicas de dio´xido de carbono, metano, e suas misturas bina´rias atrave´s do
uso de simulac¸o˜es moleculares. Modelagem molecular teo´rica, juntamente com
ca´lculos estatı´sticos eficientes, foram empregados na estimativa de propriedades
termodinaˆmicas, de transporte, e de coexisteˆncia de fases, em amplas faixas de
temperatura, pressa˜o e composic¸a˜o.
Estimativas de propriedades atrave´s de simulac¸o˜es moleculares foram atingi-
das com alta exatida˜o, mesmo considerando faixas estendidas de condic¸o˜es onde
dados experimentais na˜o esta˜o disponı´veis. As estimativas obtidas com simulac¸o˜es
moleculares foram utilizadas ainda na validac¸a˜o de extrapolac¸o˜es de modelos
empı´ricos, avaliados fora de suas faixas normais de validade. Em geral, simulac¸a˜o
molecular pode ser considerada uma ferramenta confia´vel e exata para a soluc¸a˜o de
problemas da indu´stria. A aplicac¸a˜o de simulac¸a˜o molecular como uma ferramenta
de engenharia de uso dia´rio e´ limitada pelos recursos computacionais disponı´veis
atualmente, sendo esperados o aumento na disponibilidade e a queda do prec¸o
desses recursos com o tempo.




As fossil fuels continue to represent by far the largest share of energy sources
used globally, their increasing demand drives the need for exploration activities
and the growing action of oil and gas production. In this scenario, the discover-
ies of large hydrocarbon accumulations in the pre-salt area, located offshore from
southern Brazil, have opened a new frontier with the potential to put Brazil among
the countries with the largest reserves of oil and gas in the world. However, pro-
duction in this area requires new technological developments to outpace challenges
such as the large water depths, the great distances from the coast and the extensive
presence of carbon dioxide (CO2) as a contaminant.
In order to reduce the atmospheric emissions of CO2, the oil and gas produc-
tion in the pre-salt area requires the separation and injection of high volumes of
this contaminant back to the reservoir, for both enhanced oil recovery and mitiga-
tion purposes. Therefore, thorough knowledge of the thermophysical properties of
fluids, often at extreme conditions of temperature and pressure, is key to ensure
efficient and safe operations.
This work presents a comprehensive investigation of thermophysical properties
of carbon dioxide, methane, and their binary mixtures through the use of molecular
simulations. Theoretical molecular modeling, along with statistical-efficient cal-
culation methods were employed to estimate thermodynamic, transport, and phase
coexistence properties, in a vast range of temperature, pressure and composition
conditions.
Highly accurate property predictions were attained with molecular simulations,
and estimates were extended to ranges were no reference data is currently avail-
able. The physically meaningful estimates from molecular simulations were also
utilized to validate extrapolations of empirical models, outside their normal range
of validity. Molecular simulation has proven to be a reliable and accurate tool to
help resolve common problems in the industry. Its application as a daily engineer-
ing tool is limited by the computational resources currently available, which are
expected to only increase and become cheaper with time.
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Despite the recent advances in renewable, nuclear and less carbon-intense fuels,
fossil energy sources are expected to continue supplying much of the energy used
worldwide in the long-term [1]. The increase in demand of energy leads to an un-
favorable balance between the volume of economically recoverable hydrocarbon
reserves and the volume required to meet global needs. The oil price is a balancing
factor, and an increase in demand often leads to rising prices, as experienced his-
torically. In this scenario, at the same time that consumption may decelerate, the
search for alternative energy sources is encouraged, and the oil and gas production
in deep offshore fields arises as an interesting option.
The Brazilian oil and gas production comes predominantly from offshore reser-
voirs, mainly located in the Campos Basin, at water depths from 80 meters to
2400 meters [2]. The experience gained over the past 40 years of oil production
in the sedimentary blocks on the Brazilian continental margin allowed the country
to reach auto-sufficiency in oil production in 2006, a milestone pursued since the
beginning of the exploratory efforts [3].
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In that same year the first exploratory well was successfully drilled in the so-
called pre-salt area in the Santos Basin, located offshore from southern Brazil.
The information gathered in this first exploratory endeavor unveiled the presence
of large hydrocarbon accumulations, associated with great technical challenges to
develop production. In addition to the great depths, exceeding 2000 meters, and
distances of 200− 300 kilometers from the coast, the fluid compositions and the
reservoir conditions were found to be significantly different from the ones in the
Campos Basin. Although generally lighter and of better quality, the pre-salt oil
and its associated gas usually contain carbon dioxide (CO2) as a contaminant, in
concentrations higher than those found in any other Brazilian field. Figure 1.1
shows the location of pre-salt cluster areas in the Santos Basin, Brazil.
Figure 1.1: Santos Basin pre-salt area in Southern Brazil.
The presence of CO2 deeply alters the gas processing plants designed to operate
offshore, in the pre-salt area. Besides requiring the use of special metallic materials
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in equipment and piping, due to the corrosive aspects of CO2 in association with
formation water, this contaminant in most cases has to be removed and properly
discharged, requiring specific processing operations.
Carbon dioxide as a contaminant in the oil industry is a relatively common is-
sue, which has been addressed in countries such as Argentina and Malaysia. How-
ever, in most cases the CO2 removed from natural gas streams is currently vented
to the atmosphere [4, 5]. Therefore, efforts are generally focused on improving the
efficiency of separation processes, in order to mitigate the presence of hydrocar-
bons in the CO2-rich effluent stream. This solution has been continuously ques-
tioned due its impact in the environment, and alternatives to reduce the emission
of non-anthropogenic greenhouse gases are greatly needed.
In light of the environmental concerns, the oil platforms operating in the pre-salt
area are generally designed to allow the CO2 to be separated and reinjected back
into the oil reservoir, following the general scheme shown in Figure 1.2. The CO2
injection into underground reservoirs has already been extensively studied, as an
alternative to reduce emissions from heavy industries. It has been also employed
to improve oil recovery, by using CO2 to allow miscible displacement of fluid
within the reservoir rocks [6]. However, typical injection processes comprise only


































Figure 1.2: Pre-salt typical gas processing plant.
In contrast, the CO2 stream originated from the pre-salt gas processing plants
usually contains certain amounts of light hydrocarbons such as methane (CH4) and
other contaminants. The composition of CO2-rich streams may vary according to
the gas separation technologies adopted, also changing over the production lifetime
of the field, depending on the reservoir characteristics. Additionally, deep pre-salt
reservoirs usually require the CO2 stream to be discharged from the platform at
unusually high pressures, up to 50 MPa, reaching pressures up to 100 MPa at the
bottom of the well.
The cutting edge aspect of the operations in the pre-salt area is reflected by
the lack of experimental data describing the fluids and conditions involved, even
considering basic properties, such as fluid density as a function of pressure and
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temperature. The absence of reference data, and the unavailability of engineering
tools usually lead to the use of large safety margins during the design and opera-
tion phases of gas injection systems and equipment, including rotating machines,
vessels and piping. The handling of fluids without the thorough understanding of
their thermophysical properties, besides not being optimized from the economic
and technical point of view, may also increase the risk of operations.
The development of mathematical correlations capable of providing accurate
estimates of thermophysical properties, in a broad range of compositions and ther-
modynamic conditions, is closely related to the availably of experimental data.
Empirical models are generally very accurate within the same range of conditions
of the experimental values used, but extrapolations are often questionable because
the weak physical basis of such models. Furthermore, the availability of experi-
mental data decreases as the fluid conditions move away from common industrial
application ranges.
As the performance of computers continues to grow, molecular simulation has
become an attractive approach to predict the behavior of real fluids. Unlike most
empirical models, the theoretical molecular modeling approach comprises the un-
derstanding of atomic and molecular interactions at the microscopic level. Then, a
collection of microscopic configurations can be used to provide estimates of ther-
mophysical properties of the system, based on the link between microscopic and
macroscopic behavior established by the principles of statistical mechanics.
Theoretical ab initio models and parametrization based on experimental mea-
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surements of structural and thermophysical properties are generally used to es-
tablish accurate representations of molecular interactions. Besides being gener-
ally more physically meaningful, molecular simulations usually rely upon a much
smaller number of parameters to describe the behavior of various pure compounds
and mixtures, even when compared to simple equations of state and other empiric
models. This is considered an important advantage since molecular models are
often suitable to describe fluid behavior over an extended range of thermodynamic
conditions, sometimes far from the original conditions used to develop the models
and the parameters that describe the microscopic molecular interactions.
The physically based calculation of properties provided by molecular simula-
tions can be also useful in assessing the performance of empirical models, espe-
cially under conditions not included in the original regression of parameters. In the
case that no further studies are available, molecular simulation results can be em-
ployed to provide datasets suitable to allow the development of new correlations.
In this work, the predictive capabilities of molecular models were evaluated,
and molecular simulations were utilized to study the behavior of gas streams typ-
ically found in the processing plants operating in the pre-salt area. Several differ-
ent CO2 and CH4 models were compared, and a large number of thermophysical
properties were calculated both for pure compounds and binary mixtures. For
pure compounds, most simulation results were compared against reference data,
providing information on the accuracy of each molecular model studied, consider-
ing thermodynamic, transport and phase coexistence properties over a very broad
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range of conditions. Considering the binary mixtures of CO2 and CH4, molecular
simulation results were compared with experimental data when available and also
used to provide information on the level of adherence between molecular models
and empirical correlations outside their normal range of validity.
Throughout this work, attention has been given to the computational efficiency
of calculations, which is a central issue to be overcome in order to place molecular
simulations among the engineering tools available for daily industrial purposes.
Efficient simplified molecular models and enhanced sampling and averaging tech-
niques were investigated along with property calculation methods, in order to meet
accuracy requirements with optimized use of computational resources.
This dissertation has been prepared in the form of five technical articles for pub-
lication. The articles are presented as dissertation chapters, following the original
format for publication in the corresponding journals. Each chapter was designed to
provide the reader with all necessary information on the subject under discussion.
Although fairly independent, the chapters come together to present a comprehen-
sive study of thermophysical properties calculated through molecular simulations,
starting with the study of pure compounds, and moving towards binary mixtures.
Furthermore, several property calculation methods are discussed here, which may
become useful as a summary of techniques to estimate several properties from
molecular simulations.
Chapter 2 describes the force field comparison carried out for CO2 and CH4.
The multistate Bennett acceptance ratio (MBAR) technique was employed for the
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first time to improve statistical quality of the estimation of first- and second-order
thermodynamic properties. The information on the performance of several molec-
ular models and the excellent results achieved with the MBAR technique allowed
the choice of molecular models to simulate thermodynamic properties of binary
mixtures, as shown in Chapter 3. A comparison between molecular simulation
results, experimental data, and empirical models was reported, and extrapolations
of empirical models were evaluated with molecular simulation results. Chapters 2
and 3 have been published in the Fluid Phase Equilibria and the Journal of Chem-
ical Engineering Data, respectively.
Chapter 4 describes a similar comparison of force fields, as done in Chapter 2,
but focusing on the calculation of transport properties using equilibrium methods,
published in the Journal of Chemical Physics. Again, several CO2 and CH4 force
fields were compared, and their accuracies were reported. Then, the accuracy of
transport properties calculated for binary mixtures was evaluated, and the details
are given in Chapter 5. In addition to the calculation of transport properties, phase
coexistence properties of pure CO2, pure CH4 and their mixtures are also reported
in Chapter 5.
Lastly, an optimization method aiming at reducing the number of simulations
required to describe thermodynamic properties is presented in Chapter 6. The
MBAR technique is employed to allow the choice of which thermodynamic states
should be considered in a set of simulations carried out to provide continuous
estimates of properties as a function of temperature and pressure.
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Chapter 2
Force Field Comparison and
Thermodynamic Property Calculation of
Supercritical CO2 and CH4 Using Molecular
Dynamics Simulations
Abstract
Thermodynamic properties of carbon dioxide and methane have been calculated
under supercritical conditions up to 900 K and 100 MPa using isobaric-isothermal
molecular dynamics simulations and the multistate Bennett acceptance ratio tech-
nique. Seven different carbon dioxide force fields (two single-site models, three
rigid three-site models, and two fully flexible three-site models) were consid-
ered for preliminary density calculation. Those showing better accuracy when
compared to experimental results were used to calculate the volume expansivity,
isothermal compressibility, isobaric and isochoric heat capacities, Joule-Thomson
Originally published in Fluid Phase Equilibria (2014)
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coefficient, and speed of sound. The same properties were also calculated for
methane using two different single-site models.
The results show that force fields originally parametrized and optimized to re-
produce vapor-liquid coexistence curves may be able to give accurate predictions
of other thermodynamic properties in an extended temperature and pressure range.
The results obtained with molecular simulations are generally more accurate than
predictions with the Peng-Robinson equation of state, especially near critical con-
ditions and at high pressures. Furthermore, the MBAR technique is successfully
applied to improve the accuracy of results, decrease calculation uncertainties and
reduce the number of simulations required to provide reliable property predictions
over a range of temperatures and pressures. Recommendations are made as to
which force fields are most accurate for the set of properties computed here.
2.1 Introduction
Understanding the thermodynamic properties of natural gas components such as
methane (CH4) and carbon dioxide (CO2) is important for many technical appli-
cations. At the same time that common natural gas processing, transportation, and
storage require property calculations for a wide range of mixture compositions,
extreme condition operations such as high-pressure oil and gas production and gas
injection into deep reservoirs increase the demand for accurate thermodynamic
data and models in an extended range of pressures and temperatures.
The discovery of large oil and natural gas reservoirs on the continental shelves
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off the southern coast of Brazil can place the country into one of the largest oil
producers in the world. Such discoveries at the so-called pre-salt fields (consisting
of carbonate reservoirs overlaid by a thick salt layer) increase the oil production
expectation and at the same time establish new technological challenges. Despite
being considered of good quality, the pre-salt oil and its associated gas can con-
tain relatively high amounts of CO2, which in most cases has to be removed and
properly discharged [7].
Alternatives to simply venting produced CO2 to the atmosphere include its in-
jection into underground aquifers or, to enhance the oil recovery factor [8], reinjec-
tion back into the reservoir itself. Both cases would require the handling of fluids
at unusually high pressures and, hence, a thorough knowledge regarding thermo-
dynamic behavior of fluids at pressures up to 100 MPa is necessary.
The most common tools used for design, construction and operation of oil and
gas processing plants are based on equations of state (EoS), widely employed to
estimate thermodynamic properties over a large variety of conditions. Although
accurate results can be achieved with relatively simple models (e.g., cubic EoS
such as Peng-Robinson − PR and Soave-Redlich-Kwong − SRK [9, 10]), the
range of validity of such equations has to be carefully observed and extrapolations
are often inaccurate.
Highly accurate multiparameter equations of state, which are fit to comprehen-
sive collections of experimental data, are available for several relevant compounds,
including CH4 and CO2 [11, 12]. Such equations, often explicit in the Helmholtz
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energy, are capable of yielding property estimations of pure compounds within
experimental uncertainties over a wide range of conditions. Unfortunately, the
prediction of mixture properties is not straightforward, in large part because these
models are semi-empirical and typically lack a physical basis. Many equations
require 25− 50 separate parameters fit to pure and mixture data; even the “mini-
malist” equations can require from 12−24 separate terms [13]. Although the same
multiproperty fitting technique can be applied to build equations to predict mixture
behavior, the availability of experimental data decreases as mixtures become more
complex, limiting the applicability of multiparameter equations such as the Groupe
Europeen de Recherches Gazieres (GERG) equations [13, 14].
A promising alternative to EoS for thermodynamic property calculations is
molecular simulation. Recently, the rapid development of high-speed computa-
tional resources combined with fast parallel algorithms may allow feasible calcu-
lations with high predictive capability, only limited by the accuracy of the force
fields available.
Force field development itself is an important branch of molecular modeling
science. Ab initio or semi-empirical quantum mechanical calculations offer rig-
orous representation of structures and interactions, whereas parametrization based
on experimental structural and thermophysical properties can often provide highly
accurate results within the original experimental interval and also allow a certain
degree of extrapolation.
A comprehensive comparison of different CH4 force fields in the liquid phase
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[15] showed that although all-atom models [16, 17] give a more realistic repre-
sentation regarding the molecular structure, united-atom models may provide very
accurate results for thermodynamic, transport and structural properties with con-
siderably less computational effort. The high symmetry of the CH4 molecule,
combined with the small radius of the hydrogen atoms, motivates the representa-
tion of CH4 interactions by isotropic united-atom pair potentials, such as Saager
and Fischer [18], OPLS [19], and TraPPE [20] models.
The intrinsic properties of CO2, such as its abundance and relatively low critical
point (Tc = 304.1282 K and pc = 7.3773 MPa [21]), motivate a broad variety of
industrial applications including solvents, material syntheses, supercritical extrac-
tion and enhanced oil recovery (EOR) [6, 22]. In the past few decades, the en-
vironmental concerns regarding anthropogenic greenhouse gas (GHG) emissions
have focused on CO2 [23], even though skepticism and uncertainty about causes
of climate change are still in debate [24].
The unquestionable relevancy of the CO2 molecule is also reflected in the large
number of force fields developed for this molecule. The most simplistic repre-
sentation of CO2 is to approximate the linear and centrosymmetric geometry as
a spherical uncharged particle. Such models can have several different functional
forms. Despite being an isotropic model unable to describe molecular elongation
and the quadrupole moment of CO2, these force fields can often yield very reason-
able property predictions. They are also relatively computationally inexpensive.
Promising results have been reported for bulk thermodynamic properties, confined
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systems and supercritical extraction simulation using these single-site models [25–
27]. Anisotropic single-site models, which include a quadrupole description, have
also been developed in an attempt to achieve a balance between computational
efficiency and accuracy of physical representation [28].
Aiming to provide a more realistic representation of the CO2 molecular struc-
ture, all-atom models based on three particles linearly aligned are widely avail-
able. Typically these models utilize the Lennard-Jones potential function form,
and can have either rigid [29–31] or flexible bonds and angles [32–34] with a
quadrupole moment either decomposed into partial charges or treated explicitly
[35–37]. Parameters have been developed using both ab initio molecular orbital
calculations [38, 39] and empirical fits to experimental vapor-liquid equilibria
(VLE) data [29, 30, 40]. Depending on the properties of interest, two-site mod-
els [41, 42] can also provide accurate results with relatively lower computational
cost. Polarizable models have also been developed and often yield second virial
coefficients and radial distribution functions that are in good agreement with ex-
perimental data [43, 44].
Although a large number of force fields have been proposed for CO2, applica-
tions of such models at extreme pressures are uncommon. A comparison including
some of the most popular three-site CO2 models was recently published [45], with
results on fluid-solid coexistence curves and triple point calculation. However, to
the best of our knowledge, no comprehensive study has been carried out to eval-
uate force field performance regarding volumetric and second-derivative thermo-
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dynamic properties prediction over an extended range of densities. Thus, we wish
to answer the question: which force fields for CO2 and CH4 perform the best at
the extreme temperatures and pressures encountered in the production of oil and
natural gas from deep reservoirs?
We report here a comparison of CO2 and CH4 force fields, based on molec-
ular dynamics simulations near critical conditions and far above, at pressures up
to 100 MPa. The multistate Bennett acceptance ratio (MBAR) technique [46] is
combined with molecular dynamics simulations to provide a robust and optimized
method to calculate thermodynamic properties in the isobaric-isothermal ensem-
ble (NPT) with statistically optimum results and a reduced number of required
simulations.
2.2 Methodology
In the first part of this work, CO2 and CH4 molecular models are employed to per-
form density calculations of the pure fluids at different temperatures and pressures
between 0.5 MPa and 100 MPa. From these calculations, the most accurate force
fields are selected and used for the calculation of first- and second-order derivative
thermodynamic properties using NPT ensemble simulations allied to fluctuations
theory and the MBAR technique. The results are compared to smoothed experi-
mental data taken directly from the National Institute of Standards and Technology
(NIST) database [21]. Calculated properties obtained with the Peng-Robinson EoS
are also shown, for the sake of comparison.
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2.2.1 Force fields
The most common model for short-range interactions between two atoms is the
Lennard-Jones potential, which can be viewed as a special case of the Mie pairwise












where ushortab and rab represents the potential energy and distance between two atoms
a and b, respectively, εab is the depth of the potential well, σab is related to the
atomic diameter, and m and n are the repulsive and attractive exponents that char-









By making m = 12 and n = 6, Equation 2.1 reduces to the standard Lennard-
Jones potential.
The effects of Coulombic long-range interactions can be taken into account
through the incorporation of partially charged sites to the potential model, ac-
cording to the expression ulongab = qaqb/(4piε0rab), where qa and qb are the partial
charges located at the center of each atom and ε0 is the vacuum permittivity. In-
tramolecular energy terms representing bond and angle flexibility can be approxi-
mated by harmonic functions ustretchab = kr (rab− r0)2/2 and
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ubendabc = kθ (θabc−θ0)2/2, where kr and kθ are the energy constants and the dif-
ferences inside the parenthesis represent deviations from nominal bond lengths r0
and angles θ0 [48].
In this work, seven CO2 force fields have been considered. Three different
three-site rigid models (TraPPE [30], EPM2 [29] and Zhang [31] models) were
studied, along with two fully flexible three-site models (Cygan model [32] and a
flexible version of TraPPE force field given by Perez-Blanco and Maginn [33] −
hereafter referred to as TraPPE-flex). Flexible models are often more conveniently
handled by the popular molecular dynamics packages available [49, 50]. The Hi-
gashi [26] and SAFT-γ [25] single-site force fields were also examined, taking
advantage of their simplicity and computational efficiency. The parameters for the
CO2 models used in this work are presented in Table 2.1. Parameters for interac-
tions between different particles follow the Lorentz-Berthelot mixing rules [51] for
TraPPE, Zhang, Cygan and TraPPE-flex force fields and the geometric-mean rules
[29] for the EPM2 force field.
Only two single-site CH4 force fields were investigated: the TraPPE [20] and
the SAFT-γ model [52]. The TraPPE force field utilizes a 12− 6 Lennard-Jones
functional form and does a good job reproducing vapor-liquid coexistence prop-
erties of methane. The SAFT-γ model was developed in the same approach used
for the development of the SAFT-γ CO2 model [25] by fitting a SAFT equation of
state to experimental data and regressing parameters for a Mie potential from the
equation of state. The parameters for the CH4 models are shown in Table 2.2.
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Table 2.1: Force field parameters for each CO2 model used in this work.
TraPPE EPM2 Zhang TraPPE-flex Cygan Higashi SAFT-γ
[30] [29] [31] [33] [32] [26] [25]
(εab/kB)/K
C-C 27.0 28.129 28.845 27.0 28.1437 236.1 361.69
O-O 79.0 80.507 82.656 79.0 80.3780 - -
σab/A˚
C-C 2.80 2.757 2.7918 2.80 2.800 3.72 3.741
O-O 3.05 3.033 3.0000 3.05 3.028 - -
q/e
C +0.70 +0.6512 +0.5888 +0.70 +0.6512 - -
O −0.35 −0.3256 −0.2944 −0.35 −0.3256 - -
r0/A˚ C-O 1.16 1.149 1.163 1.16 1.162 - -
θ0/deg C-O-C 180 180 180 180 180 - -
kr/kJ mol−1A˚
−2 - - - 8610.7 8443.0 - -
kθ/kJ mol−1rad−2 - - - 468.61 451.90 - -
m 12 12 12 12 12 12 23
n 6 6 6 6 6 6 6.66








The density (ρ) of the fluids was computed in a straightforward manner through
the ensemble average of the system volume 〈V 〉 according to ρ = NM/(NA〈V 〉),
where N is the number of molecules used in the simulations, M is the molecu-
lar weight and NA is the Avogadro number. Thermodynamic properties defined as
derivatives with respect to temperature or pressure, such as volume expansivity (α)
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and isothermal compressibility (κT ), were evaluated using NPT ensemble fluctua-
tions, using the following expressions [25, 51, 53, 54] with proper unit conversion:
α =
〈VHconf〉−〈V 〉〈Hconf〉




where kB is the Boltzmann constant, Hconf is the configurational enthalpy (which
excludes the kinetic and intramolecular terms), p and T corresponds to thermo-
dynamic pressure and temperature, respectively, and the angle brackets indicates
ensemble averages.
In order to allow comparison with experimental data, the ideal contribution to
the isobaric heat capacity was added to the residual part, to give the overall isobaric




p was taken from experimental correlations










where Uconf corresponds to the configurational internal energy (which excludes
kinetic energy and intramolecular terms).
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In addition, second-derivative properties such as isochoric heat capacity (CV ),
Joule-Thomson coefficient (µJT), and speed of sound (csound) were obtained using
standard thermodynamic relationships:














All simulations were performed using NPT molecular dynamics methods, as im-
plemented in the LAMMPS package [50]. A time step of 1.0 fs was used and the
equations of motion were integrated with the standard velocity-Verlet algorithm
[55]. Temperature and pressure scaling on the simulation of single-site and flex-
ible three-site models were done with the Nose´-Hoover thermostat and barostat
according to the formulation given by Shinoda et al. [56], whereas the algorithm
used in the simulation of rigid three-site CO2 models is the one described by Kam-
beraj et al. [57]. A particle-particle-particle mesh (PPPM) solver was used with a
desired relative error in forces of 1×10−4 to calculate the long-range Coulombic
interactions during production runs. The original LAMMPS software code was
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modified to include the Mie potential, necessary for simulations using the SAFT-γ
force field. The molecular configurations used to initialize the simulations were
generated using the Packmol package [58].
The simulations were carried out using 512 molecules placed in a cubic box. A
5 ns equilibration period was used, followed by a production run of 5 ns, during
which results were recorded every 1 ps. The production simulations were divided
into five equal intervals and the standard deviation of the interval averages was
used to estimate the uncertainties.
Parameters such as integration time step, number of molecules and simulation
length were chosen by conducting preliminary simulations and ensuring the re-
producibility and reliability of results of all force fields over the temperature and
pressure ranges studied. Potential truncation and standard long-range corrections
to the energy and pressure virial were also included and conventional periodic
boundary conditions were applied [59].
The length of each simulation was the same in all cases to ensure reliable com-
parison between different models. The potential cutoff was also standardized and
fixed to a value of 4σ . It should be noted that many force fields specify the cutoff,
and so technically this parameter is part of the actual force field. We decided to use
a standard cutoff for all of the force fields to facilitate comparison. Note that a cut-
off of 4σ does not differ much from (and is never smaller than) the values used in
the original force field publications. For the CO2 and CH4 force field comparison,
density calculations were performed for pressures between 0.5 MPa and 100 MPa
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and temperatures between 253.15 K and 373.15 K. The average absolute relative









where ρNIST is the reference density reported by NIST, ρcalc is the simulated den-
sity and the summation runs over all temperatures at a given pressure.
For the other thermodynamic property calculations, the simulations were per-
formed over an extended temperature range from 300.15 K to 900.15 K and pres-
sures from 30 MPa to 100 MPa. The molecular dynamics results of observables
such as volumes and energies were used to give optimal estimates of thermody-
namic expectations as well as their uncertainties, using the MBAR estimator [46].
The MBAR analyses were performed taking into account simulation results ob-
tained at all different temperatures and pressures at the same time, totaling 186
thermodynamic states to be considered in each force field evaluation.
The MBAR estimator [46] is a direct extension of Bennett’s acceptance ratio
(BAR) method [60]. It allows for assessing data from different simulated state
points, improving results in a statistically optimal way and predicting free ener-
gies at states where no simulations were performed. MBAR does not invoke his-
tograms, but it is equivalent to the weighted histogram analysis method (WHAM)
[61] in the limit of bin widths approaching zero. Moreover, MBAR provides a
direct estimation of uncertainties with a modest additional computational expense
[46].
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where x denotes the configuration of the system within a configurational space
Γ, ϕi (x) is the unnormalized probability density function at state i, and QNPTi =∫
Γϕi (x)dx is the ensemble partition function. Here, the unnormalized density
function is simply the Boltzmann weight




Uconfi (x)+ piV (x)
)]
(2.11)
whose exponent corresponds to the reduced potential function in the NPT ensem-
ble, where βi = k−1B T
−1
i is the inverse temperature.
By recalling the identity
QNPTi 〈ψi j (x)ϕ j (x)〉i =
∫
Γ
ϕi (x)ψi j (x)ϕ j (x)dx
= QNPTj 〈ψi j (x)ϕi (x)〉 j
(2.12)
and choosing optimal functions ψi j (x), it is possible to accurately estimate ratios
of partition functions from simple averages of equilibrium data. Summing over the




























where Gi is the number of uncorrelated samples available for state i. The MBAR
method consists in solving this set of coupled non-linear equations using a special
form for ψi j (x) which provides an unbiased maximum likelihood estimator for
the partition function ratios [46, 62]. Notice by examining Equation 2.10 that a
“pseudostate” j with density function ϕ j (x) = A(x)ϕi (x) and no actual sampling
(G j = 0) can be defined so that the expectation 〈A〉 can also be expressed as a
ratio of partition functions and then estimated via MBAR. This is the strategy
adopted here. The uncorrelated datasets required for sensible MBAR estimation
were ensured by subsampling the original molecular dynamics results, as explained
by Shirts and Chodera [46]. The pyMBAR package [63] was used to perform all
calculations.
2.3 Results and discussion
The results regarding the force field comparison and the thermodynamic proper-
ties calculation are shown in this section. The uncertainties have been generally
omitted from the figures for clarity reasons.
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2.3.1 Force field comparison
Using NPT molecular dynamics simulations, density calculations of pure CH4 and
CO2 were performed at pressures between 0.5 MPa and 100 MPa and tempera-
tures from 253.15 K to 373.15 K. All results are compared to reference data from
NIST as well as estimates using the Peng-Robinson EoS. Generally, all force fields
show improved accuracy as the temperature increases. The molecular simulations
are able to give significantly better results than the Peng-Robinson EoS at pres-
sures above 30 MPa. Except near the critical point, the calculated uncertainties are
generally small and comparable to the symbol sizes in the plots shown here.
The molecular dynamics results of CH4 density using the TraPPE and SAFT-γ
force fields are presented in Figure 2.1(a).
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(b)
Figure 2.1: Methane force fields comparison: (a) density isotherms corresponding to T = 253.15 K,
273.15 K, 293.15 K, 313.15 K, 333.15 K, 353.15 K, and 373.15 K. The continuous lines denote
smoothed experimental data from NIST, the dashed lines the Peng-Robinson EoS, and the symbols
are molecular dynamics simulations using TraPPE (circles) and SAFT-γ (squares) force fields; (b)
average absolute relative deviation from experimental data, observed for TraPPE (gray) and SAFT-
γ (brown) over the same temperature range.
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The simulation results from both force fields are in excellent agreement with
experimental values, and the results are consistently more accurate than the pre-
dictions using Peng-Robinson EoS within the conditions studied. As the pressure
reaches values around 50 MPa, the SAFT-γ results start to gradually underestimate
densities. This can be attributed to SAFT-γ having a slightly larger repulsive ex-
ponent when compared to the TraPPE model, which can lead to greater repulsive
forces between the molecules. As shown in Figure 2.1(b), both force fields show
AARD values smaller than 1% in all cases, confirming the high accuracy of both
models.
Figure 2.2(a) presents the CO2 density results obtained with rigid three-site
models (TraPPE, EPM2 and Zhang), flexible three-site models (Cygan and TraPPE-
flex), and single-site models (SAFT-γ and Higashi). Although the rigid three-site
models all have different quadrupole moments, the resulting densities are very sim-
ilar, indicating that density is not particularly sensitive to quadrupole moment. The
Zhang model (which has larger dispersive interactions and a smaller quadrupole
moment than the other models [45]) yields slightly more accurate results as the
pressure increases, as reflected in the AARD shown in Figure 2.2(b).
From Figure 2.2(a) it is also apparent that both flexible three-site models (Cygan
and TraPPE-flex) underestimate the density over the entire range of temperatures
and supercritical pressures. Similar behavior has been reported in previous work
with modified flexible versions of the EPM2 model [64].
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Figure 2.2: Carbon dioxide force fields comparison: (a) density isotherms corresponding to
T = 253.15 K, 293.15 K, 333.15 K, and 373.15 K. The continuous lines denote smoothed exper-
imental data from NIST, the dashed lines the Peng-Robinson EoS, and the symbols are molecular
dynamics simulations using TraPPE (circles), EPM2 (squares), SAFT-γ (diamonds), Zhang (up-
pointing triangles), Higashi (down-pointing triangles), Cygan (plus signs) and TraPPE-flex (times
signs) force fields; (b) average absolute relative deviation from experimental data, observed for
TraPPE (black), EPM2 (red), SAFT-γ (green), Zhang (blue), Higashi (orange), Cygan (brown) and
TraPPE-flex (gray) force fields over the same temperature range.
It is interesting that, despite the added “realism” of the flexible CO2 models
and the fact that marginal non-linearity of CO2 molecules is expected under super-
critical conditions [64], they perform worse than the rigid three-site models. The
results obtained with flexible molecules also showed larger uncertainties compared
to the rigid models (for the same simulation length), as a consequence of the larger
fluctuations induced by bond and angle harmonic flexibility.
The results obtained with the Higashi single-site model are accurate at low pres-
sures and temperatures above the CO2 critical temperature. As shown in Figure
2.2(a), the results obtained at 253.15 K and 293.15 K are less accurate, demon-
strating in this case that a standard Lennard-Jones representation of the repulsive
part becomes problematic for high-density systems. Even though the overall ac-
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curacy of this model is only moderate, its relatively low computational cost may
make this model interesting for certain applications.
The SAFT-γ force field results for CO2 shown in Figure 2.2(a) are in agreement
with the calculations presented in the original work [25]. Besides being very effi-
cient computationally (usually one order of magnitude faster than three-site models
with partial charges), the SAFT-γ force field is able to provide very accurate re-
sults, even close to the critical conditions. Unlike the three-site rigid models (that
consistently underestimate densities), the SAFT-γmodel overestimates the density
at low-pressure conditions (below approximately 30 MPa) and tends to underesti-
mate the density at higher pressures.
2.3.2 Thermodynamic properties
After the initial force field evaluation based on density results, volumetric and
second-derivative thermodynamic properties including volume expansivity, isother-
mal compressibility, isobaric and isochoric heat capacities, Joule-Thomson coef-
ficient and speed of sound were calculated using both CH4 models (TraPPE and
SAFT-γ). The same property calculations were also performed with the four CO2
force fields having the best accuracy for density (Zhang, SAFT-γ, TraPPE and
EPM2). The simulations were carried out in an extended range of supercritical
conditions, with temperatures up to 900 K and pressures up to 100 MPa. The
uncertainties were obtained following standard error propagation methods.
The volume and energy data generated during each NPT simulation were an-
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alyzed regarding the degree of correlation between subsequent samples. In most
cases, the original sampling interval of 1 ps was able to provide truly uncorrelated
samples. In conditions were subsampling was necessary (usually close to critical
regions) the method provided in the pyMBAR package was employed [46]. In all
simulations, the final number of samples to be considered was always greater than
1000 values, ensuring appropriate statistical significance.
The uncorrelated results from molecular dynamics simulations were analyzed
using the MBAR technique to generate statistical estimates of equilibrium expec-
tations. While the estimated volume combined with the system size can be directly
used to provide density results, properties such as the volume expansivity, the
isothermal compressibility and the isobaric heat capacity require the calculation
of temperature and pressure derivatives, which cannot be evaluated directly. Finite
difference methods can be successfully applied, but the results are often sensitive
to the temperature and pressure conditions and accurate results in wide ranges gen-
erally require a large number of simulations. On the other hand, the fluctuations
theory in the NPT ensemble can provide reliable results of temperature and pres-
sure derivatives from a single simulation. Therefore, all thermodynamic properties
hereafter presented are calculated through use of Equations 2.3-2.8.
The molecular simulation results combined with MBAR analysis are able to
give very reasonable estimates of all thermodynamic properties studied, even at
temperatures above 600 K, where no reference data from NIST are available for
CH4. While the deviations observed with the TraPPE force field (and, to a lesser
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extent, with the SAFT-γ force field) are as small as the experimental uncertainties
in most cases, the overall performance of the Peng-Robinson EoS is only moder-
ate, with results showing good agreement with reference data at pressures below
30 MPa, but increasing differences as the pressure increases.
The estimates of volume expansivity, isothermal compressibility and isobaric
heat capacity of CH4 are shown in Figure 2.3(a)-(c), respectively. The results
show good overall agreement with experimental data and provide very reasonable
estimations of properties above 600 K.
Figure 2.3(d)-(f) shows results for the isochoric heat capacity, the Joule-
Thomson coefficient and the speed of sound, calculated as combinations of pre-
vious properties. Although being subject to error propagation, the results obtained
for the isochoric heat capacity and the speed of sound are in excellent agreement
with experiments. The calculated Joule-Thomson coefficient shows lower accu-
racy mostly at lower pressures, but both CH4 models still give good representa-
tion of the Joule-Thomson inversion curves under all conditions. In addition, the
molecular simulations were able to provide estimates of the Joule-Thomson coeffi-
cient that are consistently more accurate than those provided by the Peng-Robinson
EoS.
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Figure 2.3: Methane thermodynamic property isobars corresponding to P = 30 MPa (black),
40 MPa (red), 50 MPa (green), 60 MPa (blue), 80 MPa (orange), and 100 MPa (turquoise): (a)
volume expansivity, (b) isothermal compressibility, (c) isobaric heat capacity, (d) isochoric heat
capacity, (e) Joule-Thomson coefficient, (f) speed of sound. The continuous lines denote smoothed
experimental data from NIST, the dashed lines the Peng-Robinson EoS and the symbols are molec-
ular dynamics simulations using TraPPE (circles), and SAFT-γ (squares) force fields.
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A comparison of deviations presented in Table 2.3 shows that the two CH4 force
fields are able to provide good estimates of a variety of thermodynamic properties
over a very broad range of conditions. Overall the TraPPE model performs the
best, though the SAFT-γ results are also quite good and both are significantly
better than the Peng-Robinson EoS predictions.
Table 2.3: Average absolute relative deviation observed between simulated results and experimen-
tal data of pure CH4 obtained from NIST. The averages for each thermodynamic property were
calculated over the temperature ranges showed using simulated values at 20 K intervals.
T/K
AARD/%
ρ α κT Cp CV µJT csound
300−400 0.10 0.79 0.79 0.60 0.93 9.87 0.44
TraPPE 420−500 0.05 0.40 0.42 0.15 0.33 4.07 0.25
520−600 0.04 0.38 0.47 0.13 0.07 20.50 0.25
300−400 0.66 0.60 1.26 0.24 0.95 7.18 1.48
SAFT-γ 420−500 0.67 0.45 0.88 0.23 0.34 5.55 1.01
520−600 0.66 0.36 0.80 0.26 0.07 10.09 0.87
300−400 7.19 7.50 11.41 0.47 2.10 83.80 9.32
PR 420−500 5.57 5.14 7.76 0.17 1.15 54.02 6.72
520−600 4.72 4.06 6.03 0.11 0.86 125.38 5.43
The deviations between the molecular simulation results and the NIST reference
values of thermodynamic properties of CO2 are shown in Table 2.4. In this case,
the critical region proves to be the most difficult to reproduce, either by molecu-
lar simulations or EoS calculations. However, the SAFT-γ model is able to give
excellent overall results in this region, with AARD of 0.88% in the density at tem-
peratures between 300 K and 480 K. Also for CO2 density, the SAFT-γ model
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yields the best results at high temperatures, followed by the Zhang force field. The
TraPPE and EPM2 models are slightly less accurate, but are still able to give better
estimations than the Peng-Robinson EoS.
Table 2.4: Average absolute relative deviation observed between simulated results and experimen-
tal data of pure CO2 obtained from NIST. The averages for each thermodynamic property were
calculated over the temperature ranges showed using simulated values at 20 K intervals.
T/K
AARD/%
ρ α κT Cp CV µJT csound
300−480 1.68 2.89 3.94 1.51 4.96 24.84 0.82
Zhang 500−680 1.98 1.17 1.09 1.07 1.58 6.41 0.87
700−900 1.72 0.88 0.61 0.24 0.49 13.50 1.10
300−480 0.88 3.53 8.11 2.95 9.31 24.31 7.91
SAFT-γ 500−680 0.56 2.46 1.14 0.42 2.54 20.05 2.13
700−900 1.22 1.50 0.76 0.52 0.92 84.10 1.73
300−480 2.32 4.49 1.83 4.44 1.50 26.41 3.59
TraPPE 500−680 2.95 0.97 0.74 0.50 0.63 6.04 2.26
700−900 2.66 1.00 0.98 0.33 0.15 16.82 2.08
300−480 2.45 5.82 5.18 2.81 3.39 30.04 1.35
EPM2 500−680 2.66 1.37 1.00 0.82 1.26 5.71 1.42
700−900 2.23 1.19 0.82 0.20 0.37 22.74 1.54
300−480 3.05 21.20 36.42 2.29 12.19 128.18 15.72
PR 500−680 1.54 2.42 7.00 0.95 3.61 26.00 4.58
700−900 0.96 1.56 3.91 0.64 2.61 30.18 2.87
The CO2 volume expansivity results are presented in Figure 2.4(a). Although
small differences can be noted, the four models tested have essentially equivalent
accuracies, notably apart from the critical region. The same pattern can be noted
in the isothermal compressibility and in the isobaric heat capacity calculations,
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shown in Figure 2.4(b)-(c), respectively. The deviations are comparable to those
observed in a recent experimental work [65].
Figure 2.4(d)-(f) show the computed CO2 isochoric heat capacity, Joule-
Thomson coefficient and speed of sound. In contrast to density, the SAFT-γ model
gives less accurate second-derivative thermodynamic properties over the whole
temperature range studied. The speed of sound results obtained with the Zhang,
TraPPE and EPM2 models are again in good agreement with reference data, even
though the simulatedCV deviations from NIST values shown in Figure 2.4(d) may
appear very significant, due to the reduced axis range. The deviations on CV cal-
culations are in fact similar to those found in the calculations of other properties,
which are generally propagated to csound values, as it can be observed in Table 2.4.
The values for the Joule-Thomson coefficient obtained here were found to be in
good agreement with those reported previously [25, 54], and the deviations of this
property from NIST values are expected to be similar, though the AARD results
were not reported in previous works. In all cases, it is possible to observe signifi-
cant improvement in property estimation using molecular models, as compared to
results from the cubic Peng-Robinson EoS.
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Figure 2.4: Carbon dioxide thermodynamic property corresponding to P= 30 MPa (black), 40 MPa
(red), 50 MPa (green), 60 MPa (blue), 80 MPa (orange), and 100 MPa (turquoise): (a) volume ex-
pansivity, (b) isothermal compressibility, (c) isobaric heat capacity, (d) isochoric heat capacity, (e)
Joule-Thomson coefficient, (f) speed of sound. The continuous lines denote smoothed experimental
data from NIST, the dashed lines the Peng-Robinson EoS and the symbols are molecular dynamics
simulations using Zhang (circles), SAFT-γ (squares), TraPPE (diamonds), and EPM2 (up-pointing
triangles) force fields.
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2.3.3 On the use of MBAR
The combination of NPT fluctuations and MBAR estimation leads to a robust cal-
culation method, able to provide continuous property estimates over different ther-
modynamic states of interest. The quality of the results depends on the tempera-
ture and pressure intervals. For example, Figure 2.5(a)-(d) illustrates the probabil-
ity distributions of configurational enthalpy calculated for CH4 using the TraPPE
force field at 100 MPa and temperatures between 300.15 K and 900.15 K. As the
number of simulations decrease (i.e., the temperature interval between simulations
increases), the overlapping area between two adjacent distributions also decreases.
This means that the estimation of properties in the interval between two simula-
tions becomes worse, since the statistical information necessary to correctly esti-
mate the shape of the distribution edges is sparse. It is worth mentioning that the
probability distributions are highly dependent on the system state, and therefore the
overlapping area is also a function of the absolute temperature and pressure of the
system. It can be seen in Figure 2.5 that at higher enthalpies (which corresponds to
higher temperatures) the probability distributions are broader. This suggests that
the temperature intervals should be non-uniform, with closer intervals at low tem-
peratures and more widely spaced intervals at higher temperatures. The necessary
temperature intervals are also affected by transition effects, as seen in regions near
a phase change and the critical point. This matter is extensively discussed in ad-
vanced simulation methods, namely the Monte Carlo parallel tempering [66–68]
and the replica-exchange molecular dynamics [69, 70].
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Figure 2.5: Probability distributions of methane obtained from molecular dynamics simulations at
100 MPa and temperatures between 300.15 K and 900.15 K separated by an interval of (a) 20 K,
(b) 40 K, (c) 60 K, and (d) 100 K.
Figure 2.6 shows the isobaric heat capacity of CH4 calculated from the sim-
ulation data presented in Figure 2.5, in the selected temperature range between
300.15 K and 600.15 K. One valuable aspect of the MBAR technique is to in-
crease the accuracy of property estimates for a given set of simulations. As one
can see in Figure 2.6(a), by using standard NPT simulation results spaced by 20 K,
it is possible to get interpolated results with a sensible reduction of uncertainties.
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Figure 2.6: Isobaric heat capacity of methane at 100 MPa and temperatures between 300.15 K
and 600.15 K. The continuous black lines denote smoothed experimental data from NIST, and
the blue diamonds the standard estimates using ensemble averages. The circles and the colored
lines represent MBAR results separated by a 5 K interval, calculated using simulation results at the
temperature intervals of (a) 20 K (red), and (b) 40 K (green), 60 K (magenta), and 100 K (orange).
Another interesting aspect of the MBAR technique applied in this case is the
possibility to start calculations at widely spaced temperatures (up to 100 K inter-
val, as shown in Figure 2.6(b)) and then carry out additional intermediate simula-
tions until the desired accuracy is achieved. In this example, one could use results
at every 40 K instead of 20 K to get accurate estimations and fairly equivalent un-
certainties of the isobaric heat capacity of CH4 at 100 MPa. Additionally, if the
interest is focused on high temperatures, the space between simulations could be
even higher, depending on the desired accuracy.
2.4 Conclusions
In this work, a comprehensive comparison of the ability of different CO2 and CH4
force fields to predict thermodynamic properties is presented. The availability of
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a large number of molecular models in the literature requires careful evaluation
of force field performance to allow the best model choice, depending on which
properties are desired and what conditions are to be studied. Overall it is found
that both the TraPPE and SAFT-γ models are very accurate for a wide range of
CH4 properties. For CO2, the rigid three-site models generally performed best,
with the model of Zhang slightly outperforming the TraPPE model.
The specific application of molecular simulation as a tool to predict thermo-
dynamic properties of compounds that play an important role in the oil and gas
industry is shown. Thermodynamic properties relevant to the design and opera-
tion of natural gas treatment plants and CO2 underground injection systems were
obtained within an extended range of temperatures and pressures, typical of those
found in Brazilian pre-salt oil reservoirs. The results obtained for pure CO2 and
CH4 with molecular simulations prove to be generally accurate and consistently
better than predictions performed by the most common EoS used in the oil in-
dustry [9]. Although the properties of pure compounds can be obtained with less
computational effort and improved accuracy with a multiparameter empirical EoS
[11, 12], the molecular study presented here can supplement the choice of appro-
priate molecular models to the prediction of thermodynamic properties of mixtures
in conditions where experimental analysis are unrealistic due to the wide range of
compositions to be covered at extreme pressures and temperatures.
An efficient method to predict thermodynamic properties using molecular sim-
ulations combined with the MBAR technique is also presented. The estimation of
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properties is particularly interesting using the NPT ensemble, in which one can ob-
tain temperature and pressure derivative properties, as well as second-order deriva-
tive properties directly from ensemble fluctuations. The MBAR method allows
the statistically optimal estimation of equilibrium observables, improving accuracy
and reducing calculation uncertainties. A comprehensive discussion of the theory
and implementation details of the MBAR method as used in the present study will
be the subject of an upcoming publication from our group. The MBAR technique
can also be applied, through automatic computational routines, to reduce the num-
ber of simulations required to the prediction of properties in a quasi-continuum
range of temperatures, saving resources and providing fast results. The reduction
on computational demand is an imminent need that must be met in order to allow




Thermodynamic Properties of Supercritical
Mixtures of Carbon Dioxide and Methane:
A Molecular Simulation Study
Abstract
Volumetric and second-derivative thermodynamic properties of binary mixtures
of carbon dioxide and methane were calculated under supercritical conditions at
pressures up to 99.93 MPa and temperatures between 323.15 K and 573.15 K
using molecular dynamics simulations with the multistate Bennett acceptance ratio
technique. Eleven compositions were studied, ranging from pure methane to pure
carbon dioxide in 0.10 increments in carbon dioxide mole fraction.
The molecular simulations utilized the TraPPE and SAFT-γ force fields to
model methane and carbon dioxide. Because of the unavailability of experimental
data, the results were compared against the extended range estimation and ex-
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trapolation of the GERG-2008 equation for the calculation of volume expansivity,
isothermal compressibility, isobaric and isochoric heat capacities, Joule-Thomson
coefficient, and speed of sound of the binary mixtures. The agreement between the
simulation results and those obtained through the extrapolation of the GERG-2008
equation beyond its stated range of validity is quite good, suggesting that the force
field representation of the binary mixture is accurate, especially when compared
with the extrapolation of traditional cubic equations of state. Although more com-
putationally expensive, molecular simulations relying upon only a few physically
meaningful parameters are able to give similar results to those obtained with the
semi-empirical multiparameter GERG-2008 model.
3.1 Introduction
The measurement and modeling of thermodynamic properties of natural gas com-
ponents such as methane (CH4) and carbon dioxide (CO2) are of high importance
for many industrial applications such as natural gas production, processing, and
transportation. They are also important for carbon capture and storage techniques
[71, 72] and methane recovery from hydrates, which is a promising alternative fos-
sil fuel resource [73, 74]. In all cases, knowledge of fluid behavior under different
conditions and the availability of mathematical models to represent the thermo-
dynamic properties accurately are needed for the engineering and performance
evaluation of processing plants [75].
Cubic equations of state (e.g., the Peng-Robinson [9] and Soave-Redlich-Kwong
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[10] equations) are capable of providing estimates in good agreement with ex-
perimental data in specific thermodynamic regions. Such models are normally
parametrized using critical properties and other experimental data. This allows a
good representation of regions considered during the data fitting but usually limits
applications out of the original range of validity of the equations [76].
In an attempt to build physically based equations of state with broader oper-
ating ranges, the statistical associating fluid theory (SAFT) [77] and its deriva-
tives [78–82] combine thermodynamic perturbation theory for associating fluids
with the physical parametrization of fluid interactions describing the thermody-
namic behavior of complex fluids. These models are generally based on terms
directly related to molecular-level interactions such as the repulsion-dispersion
contribution of individual segments, the contribution of segment connectivity to
form molecules, and the contribution of segment association to form molecular
complexes [83].
On the other hand, the broad availability of high-quality experimental data for
pure compounds enables the construction of empirical mathematical models that
are weakly associated with the physical description of fluid behavior but designed
to predict thermodynamic properties within experimental uncertainties over a wide
range of conditions. Highly accurate multiparameter equations of state that have
been fitted to comprehensive collections of experimental data are available for sev-
eral relevant pure compounds, including CH4 [11] and CO2 [12].
Likewise, the same multiproperty fitting technique can be applied to build equa-
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tions to predict mixture behavior [84, 85]. Despite the fact that the Groupe Eu-
ropeen de Recherches Gazieres − GERG-2004 [13] equation of state and its ex-
panded version GERG-2008 [14] are able to give accurate thermodynamic prop-
erty predictions of common natural gas mixtures at typical temperature and pres-
sure ranges, the uncertainties of properties calculated outside the range of validity
are unknown. Obviously the difficulties in handling highly volatile gases and the
large number of individual experiments required to cover a broad range of temper-
atures, pressures, and mixture compositions may discourage comprehensive ex-
perimental studies in spite of the great technical importance of such information,
particularly when unusual and extreme conditions are of interest.
Although most industrial processes dealing with binary gaseous mixtures of
CH4 and CO2 can be found under thermodynamic conditions covered by accurate
multiparameter models, the interest in industrial applications that require highly
compressed gases is growing rapidly. In the particular case of the so-called pre-
salt [7] oil accumulations recently found on the continental shelves off the southern
coast of Brazil, the high volumes of CO2 originally found in the underground for-
mations have to be removed from the produced natural gas and injected back into
the reservoirs. The manipulation of mixtures containing mainly CO2 and CH4 at
pressures that can exceed the range covered by the existing equations of state is
required, as well as the ability to predict fluid behavior over a wide range of con-
ditions.
With the increase in the availability of powerful computer hardware combined
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with fast, highly parallelized calculation algorithms [49, 50, 86, 87], molecular
simulation is becoming an interesting option for describing the properties of flu-
ids in regions where experimental data are unreliable, insufficient, or unavailable.
Starting from the knowledge of how interactions occur at the atomic and molec-
ular level, analytic potential energy functions (force fields) are developed to de-
scribe these interactions. Molecular simulations are then conducted to provide
microscopic structural information as well as its connection to macroscopic fluid
properties through the fundamentals of statistical mechanics [48, 59].
Besides being generally more physically meaningful, the atomistic force fields
usually rely upon a much smaller number of parameters to describe thermody-
namic properties of various pure compounds and mixtures [19, 30, 88, 89] com-
pared with accurate multiparameter equations of state. This is considered an im-
portant advantage since the molecular models are often suitable to describe fluid
behavior over an extended range of thermodynamic conditions, sometimes far from
the original conditions used to develop the force field parameters [90].
The computational demand of molecular simulations is usually higher than
those of empirical models and equations of state. However, compared with ac-
quisition of the extensive experimental data required to develop multiparameter
equations of state, particularly those applicable under extreme pressure ranges,
molecular simulations are relatively fast and inexpensive to carry out. They may
help provide a deeper understanding of fluid behavior and can be used to supple-
ment experimental data for the development of thermophysical property models.
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Along with the technological evolution of computational resources and algo-
rithms, additional efforts have been made in order to improve the statistical quality
of molecular simulation results and to reduce simulation times. The united-atom
model is a good approximation to simulate molecular systems of specific stable
chemical compounds (i.e., the carbon-hydrogen bonds found in an alkane chains
[20, 30, 91]), allowing in many cases a very significant decrease in the number
of interactions to be computed without compromising the quality of the physical
representation.
Another example is the efficiency improvement based on increasing the amount
of information extracted from independent simulations [46, 60, 61, 92], allow-
ing the representation of equilibrium averages obtained through Monte Carlo or
molecular dynamics simulations as continuous functions of the temperature and
the pressure of the system [93].
In this work, we demonstrate how molecular simulation techniques can be used
successfully to predict volumetric and second-derivative thermodynamic proper-
ties of binary mixtures of CO2 and CH4 in regions where only experimental mea-
surements of density are available. Two different united-atom CH4 models are
studied along with three-site and single-site CO2 models. The multistate Ben-
nett acceptance ratio (MBAR) [46] technique is applied to improve the statistical
quality of the simulation results. A comparison of the molecular simulation re-
sults against predictions obtained via extrapolations of the GERG-2008 and Peng-
Robinson (hereafter called GERG and PR, respectively) equations of state is pro-
65
vided, aiming to elucidate how the physically meaningful molecular models can
be used to evaluate the performance of empirical models out of their ranges of
validity.
3.2 Methodology
Initially, the densities of binary mixtures of CO2 and CH4 were calculated through
molecular simulations over a wide range of compositions and several conditions
of pressure and temperature in the supercritical region, using two distinct models
to represent the atomic and molecular interactions in the systems. The GERG
multiparameter equation and the PR equation of state were also used to provide
estimates of density in the same region of thermodynamic conditions. All of the
results were compared against available experimental data [94].
Afterward, additional volumetric and second-derivative properties were calcu-
lated through molecular simulations using isobaric-isothermal volume and energy
fluctuations. Because of the lack of experimental data describing these proper-
ties under the conditions studied, extrapolations of the GERG equation beyond its
generally accepted range of validity were tested against the molecular simulations
results in order to provide information regarding the level of agreement between
the two estimation approaches.
Lastly, a comparison between the computational time requirements found for
the two molecular models employed in the simulations was made. The MBAR
technique is introduced as an efficient method to provide continuous estimation of
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thermodynamic properties based on results of independent simulations at multiple
thermodynamic states.
3.2.1 Interaction potentials
All of the molecules involved in this study were either considered to be rigid (in the
case of the three-site CO2 model) or described as single particles (for both united-
atom CH4 and CO2 models), and therefore no intramolecular energy was taken
into account; intermolecular interactions were calculated only with dispersion-
repulsion and electrostatic contributions.
The most common model for pairwise dispersion-repulsion interactions is the
Lennard-Jones potential, which follows the same functional form as the Mie po-
tential [47] but has fixed values for the exponents in the dispersion and repulsion












where rab represents the distance between a pair of atoms a and b, εab is the poten-
tial well depth, σab is related to the atomic diameters, and m and n are the repulsive
and dispersion exponents that characterize the potential energy behavior. The con-









When m = 12 and n = 6, Equation 3.1 reduces to the familiar Lennard-Jones
12− 6 potential. The effects of Coulombic interactions were taken into account
through the incorporation of partially charged sites into the potential model ac-





where qa and qb are the partial charges of the atoms and ε0 is the vacuum permit-
tivity.
In this work, two different sets of force field parameters, originally developed
to model vapor-liquid equilibrium, were employed to represent the molecular in-
teractions in the binary mixtures of CO2 and CH4. First, the well-established trans-
ferable potentials for phase equilibria (TraPPE) models of CO2 [30] and CH4 [20]
were used. TraPPE represents CO2 with three Lennard-Jones sites united by two
collinear chemical bonds of fixed length and with partial charges on each atom
center, while CH4 is modeled as a single, uncharged Lennard-Jones site. Standard
Lorentz-Berthelot mixing rules provide cross-interaction parameters between un-
like atoms. Second, two SAFT-γ single-site models for CO2 [25] and CH4 [52]
were utilized, in which pairwise interactions are calculated using Equation 3.1 with
specific parameters and exponents for each molecule [25, 52, 95]. The SAFT-γ
models were originally developed via a top-down concept for the development of
accurate coarse-grained intermolecular potentials using the SAFT-VR Mie equa-
tion of state to fit experimental data and generate the parameters of interaction.
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The unlike size parameters are obtained using the arithmetic-mean combining rule





By application of the standard Lorentz-Berthelot rules to combine the param-
eters of common cubic equations of state (i.e., the geometric-mean rule for the
cross-energy a and the arithmetic-mean rule for the cross-covolume parameter
b) and recognition of the proportionality relationships between microscopic and
macroscopic properties (εσ3 ∝ a and σ3 ∝ b), the parameters for unlike-pair en-
ergy interactions are calculated using the following equation [96]:






where kab is a correction term to address deviations that arise from the difference
in the chemical natures of the two compounds considered. In this study, the value
kab = 0.02 was adopted, according to preliminary high-pressure vapor-liquid equi-
librium data regression carried out by the researchers who developed the SAFT-γ
force field [25, 52, 95]. The parameters m and n for pure compounds can also be




where λ can be either repulsive (m) or dispersive (n). As pointed out recently
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by Lafitte et al. [52], this expression is consistent with unlike Mie attractive en-
ergies εab obtained using the geometric mean rule for the van der Waals attrac-
tive constants αab,nab =
(
αaa,naaαbb,nbb
)1/2 of a hard core interaction model such
as the Sutherland potential, where αab,nab = 2piεab
∫ ∞
σab (σab/r)
nab r2dr. The com-
bined exponents are used in Equation 3.2 to give the combined constant C and the
unlike-pair interactions can be finally calculated using Equation 3.1. The force
field parameters for both TraPPE and SAFT-γ are summarized in Table 3.1.
Table 3.1: Force fields parameters for each CO2 and CH4 model.
CO2 CH4
TraPPE SAFT-γ TraPPE SAFT-γ
[30] [25] [20] [52]
model type three-site single-site single-site single-site
(εab/kB)/K
27.0 (C-C) 361.69 148.0 153.36
79.0 (O-O) - - -
σab/A˚
2.80 (C-C) 3.7410 3.73 3.7412
3.05 (O-O) - - -
q/e
+0.70 (C) - - -
−0.35 (O) - - -
r0/A˚ 1.16 (C-O) - - -
θ0/deg 180 (O-C-O) - - -
m 12 23 12 12.65
n 6 6.66 6 6
Whereas the two single-site CH4 models studied are relatively similar, signifi-
cant differences between the TraPPE and SAFT-γ CO2 force fields can be noted.
In an effort to account for all of the molecular interactions in a single-site model,
the values of ε and m adopted by the SAFT-γ model are higher, since this model
approximates molecules as single-site uncharged particles and the Mie parameters
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are therefore fitted to account also for electrostatic interactions and intramolecu-
lar energy modes that might be relevant. Although leading to unrealistically high
values of ε and m, the single-site approach can generally allow for a significant
decrease in computer demand and simulation duration compared with all-atom
models that account for the presence of electric charges explicitly.
3.2.2 Thermodynamic properties
The density (ρ) of each pure compound and each mixture was computed in a





where Nj is the number of molecules of compound j used in the simulation, Mj
is the corresponding molecular weight, NA is the Avogadro number, and the angle
brackets indicate an ensemble average. Thermodynamic properties defined as tem-
perature or pressure derivatives, such as the volume expansivity (α) and isothermal
compressibility (κT ), were evaluated by isobaric-isothermal ensemble fluctuations
using the following expressions [25, 51, 53, 54] with proper unit conversion:
α =
〈VHconf〉−〈V 〉〈Hconf〉





in which kB is the Boltzmann constant, p and T correspond to the specified ther-
modynamic pressure and temperature, respectively, and Hconf =Uconf+ pV , where
Uconf is the potential energy of the system due to intermolecular interactions (equal
to the total potential energy in this case, since no intramolecular terms are consid-
ered).
In order to allow direct comparison with experimental data, the ideal contribu-
tion to the isobaric heat capacity was added to the residual part to give the overall




p is defined as the sum of the ideal
isobaric heat capacities of CO2 and CH4 obtained individually from experimental
correlations [11, 12], weighted by the numbers of molecules of each compound
used to define the mixture composition in the simulations. The value of Cresp was










In addition, second-derivative properties, including isochoric heat capacity (CV ),
Joule-Thomson coefficient (µJT), and speed of sound (csound), were obtained using
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standard thermodynamic relationships:














All of the molecular simulations were performed using a time step of 1.0 fs, and
the equations of motion were integrated with the standard velocity-Verlet algo-
rithm [55] implemented in the LAMMPS package [50]. In the equilibration and
production simulations of single-site models, temperature and pressure were spec-
ified with the Nose´-Hoover thermostat and barostat, respectively, according to the
formulation given by Shinoda et al. [56], whereas the algorithm used in the simu-
lation of the rigid three-site CO2 model was the one described by Kamberaj et al.
[57]. The molecular configurations used to initialize the simulations were gener-
ated using the Packmol package [58].
A particle-particle-particle mesh (PPPM) solver was used with a desired relative
error in forces of 1×10−4 to calculate the long-range Coulombic interactions. In
contrast to the Ewald method [51], which evaluates the Fourier series directly, the
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PPPM method takes advantage of computationally efficient fast Fourier transform
algorithms. The short-range contribution to the non-bonded interactions (including
dispersion, repulsion, and the short-range component of electrostatic interactions)
is calculated by explicit particle-particle summation with (minimum-image) spher-
ical truncation [97].
The simulations were carried out using a total of 500 molecules placed in a
cubic box. A 5 ns equilibration period was used, followed by a production run of
5 ns during which the properties of interest were recorded every 1 ps (resulting in
5001 samples for each simulation). The production simulations were divided into
five equal intervals, and the standard deviations of the interval averages were used
to estimate the uncertainties.
Parameters such as integration time step and simulation length were chosen
by conducting preliminary simulations and ensuring the reproducibility and the
reliability of the results for all of the force fields over the temperature, pressure,
and composition ranges studied. Standard long-range corrections to the energy and
pressure virial were also included, and conventional periodic boundary conditions
were applied [51].
The simulation length was kept the same in all cases to ensure reliable com-
parison between the TraPPE and SAFT-γ models. The potential cutoff was also
standardized and fixed to a value of 4σ (considering the higher value for each sys-
tem), and the number of molecules in each of the simulations was chosen to ensure
that the box length was at least 8σ on each side. Although many force fields spec-
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ify the cutoff (so technically this parameter is part of the actual force field), we
decided to use a standard cutoff for all of the force fields to facilitate comparison.
It should be noted that a cutoff of 4σ does not differ much from (and is never
smaller than) the values used in the original force field publications.
The thermodynamic states to be simulated were defined on the basis of the
availability of experimental density measurements [94] for binary mixtures with
CO2 mole fractions between 0.10 and 0.90 at temperatures of 323.15 K, 373.15 K,
473.15 K, and 573.15 K and pressures of 19.94 MPa, 29.94 MPa, 39.94 MPa,
59.93 MPa, 79.93 MPa, and 99.93 MPa. Additional simulations were also per-
formed at the intermediate pressures of 25 MPa, 35 MPa, 45 MPa, 50 MPa, 55 MPa,
65 MPa, 70 MPa, and 90 MPa, and calculations on pure CO2 and pure CH4 were
included for the sake of comparison. Thus, a total of 1232 independent simula-
tions were performed using both the TraPPE and SAFT-γ force fields as part of
this study.
Thermodynamic property calculations using the GERG and PR equations of
state were also performed for the aforementioned conditions. Table 3.2 shows
these equations’ functional forms along with the SAFT-VR Mie equation for com-
parison. The equation-of-state estimates of thermodynamic properties were ob-
tained through the implementation of the original equations in the commercial
simulator REFPROP 9.0. The mixture parameters a and b used for the PR equation
















where the a and b values of pure compounds are defined elsewhere [9] as functions
of the critical properties and acentric factor and the binary interaction coefficient
δij was set to 0.115 [98].
The molecular simulation results for density as a function of temperature, pres-
sure, and mixture composition and the results obtained for the same property using
the GERG and the PR equations of state were compared against the experimental
data available. For all of the other thermodynamic properties, because of the lack
of experimental data, the GERG results were arbitrarily chosen as the reference
values against which the molecular simulation results were compared. In all cases,









where Aref is either the experimental value for density or GERG calculation for all
the other properties and Acalc is the calculated thermodynamic property obtained
by molecular simulations. The summation runs over all of the states to be consid-
ered, which can include all of the states at once or may include only states found
to be under some specific constant condition of temperature, pressure, or concen-
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tration in order to provide information regarding the deviation as a function of the
thermodynamic state.
Table 3.2: Functional forms of the Peng-Robinson, SAFT-VR Mie, and GERG-2008 equations of
state.



























aExplicit in pressure, defined as the sum of repulsion and attraction pressures.
bExplicit in the Helmholtz free energy, defined as the sum of free energy contributions
due to ideal gas behavior, segment-segment intermolecular interactions, formation of
chain molecules, and molecular association, respectively.
cExplicit in the reduced Helmholtz free energy α = A/NkBT , defined as the sum of
an ideal gas part, the contribution of the pure substances and the so-called departure
function to account for mixtures.
The molecular dynamics results of observables such as volume and potential
energy were used to provide optimal estimates of thermodynamic expectations us-
ing the MBAR estimator [46]. For each fluid composition, the MBAR analyses
were performed by combining the simulation results obtained at all different tem-
peratures and pressures, seeking to improve the statistical quality of the individual
thermodynamic property estimates. The MBAR estimator is a direct extension of
Bennett’s acceptance ratio (BAR) estimator [60], as it allows for assessment of
data from different simulated state points to improve the results in a statistically
optimal way and predict free energies of states were no simulation was performed.
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The MBAR method is also equivalent to the weighted histogram analysis method
(WHAM) [61] in the limit that the histogram bin widths approach zero, but it
does not invoke histograms and thus provides a direct estimation of uncertainties
with a modest computational expense [46]. The uncorrelated data sets required for
sensible MBAR estimation were ensured by subsampling the original molecular
dynamics results according to the methodology proposed by Shirts and Chodera
[46]. All of the MBAR calculations were carried out using the pyMBAR package
[63].
3.3 Results and discussion
The results of thermodynamic property calculations using molecular simulations
and equations of state are shown. Because of the large amount of results obtained,
they are generally presented graphically including uncertainty bars.
3.3.1 Density validation
Molecular simulations using the TraPPE and SAFT-γ force fields along with
equation-of-state calculations using the GERG and PR models were performed
in order to provide discrete density results under supercritical conditions for pure
CO2, pure CH4, and their mixtures. The thermodynamic states studied were cho-
sen following values previously reported by Seitz et al. [94] in their experimental
measurements of mixture densities in order to allow direct comparison between
the simulated and experimental data.
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Table 3.3 shows the AARD between the molecular simulation and equation-of-
state results and the experimental data. The first column lists the variables held
constant during the averaging. For instance, the AARD shown in the first line
are the ones calculated for each force field or equation of state over the whole
range of temperatures, pressures, and compositions considered in this study, while
those in the second line were calculated over all of the simulated temperatures
and pressures for pure CH4 only. All of the subsequent lines show similar values
calculated at different compositions, pressures, and temperatures, respectively.
It can be noted that the GERG equation of state provides the most accurate
results under all conditions studied, including temperatures above 450 K and pres-
sures above 35 MPa, which are above the reported range of validity of the GERG
model. This is to be expected, since the experimental data considered here were the
same as those used to fit the parameters of the GERG equation. Taking advantage
of very accurate multiparameter representations for both pure CO2 and CH4, this
model provides deviations from experimental data that are within the uncertainties
typically observed for measuring techniques of pure compounds, as pointed out by
the developing group [13, 14].
For mixtures, the deviations found suggest an increase in the model accuracy as
the CO2 mole fraction and the system pressure increase, and lower temperatures
also seem to allow slightly better estimations.
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Table 3.3: Average absolute relative deviation (AARD) between densities calculated using molec-
ular simulations or equations of state and experimental data.
AARD/%
GERG TraPPE SAFT-γ PR
global 0.31 0.98 0.93 1.58
xCO2/%
0.0 0.03 0.07 0.55 0.79
0.1 0.86 0.67 1.28 1.45
0.2 0.69 0.67 1.08 1.43
0.3 0.44 0.61 0.91 1.30
0.4 0.36 0.88 0.97 1.40
0.5 0.23 0.87 0.92 1.51
0.6 0.16 0.95 0.92 1.53
0.7 0.21 1.01 0.96 1.77
0.8 0.31 1.24 0.89 1.79
0.9 0.25 1.32 0.82 1.96
1.0 0.03 2.42 1.06 2.49
p/MPa
19.94 0.52 1.52 1.35 2.06
29.94 0.33 1.25 1.01 1.97
39.94 0.34 1.02 0.87 1.46
59.93 0.24 0.66 0.62 0.89
79.93 0.13 0.32 0.48 1.55
99.93 0.18 0.68 1.01 1.64
T/K
323.15 0.23 1.49 1.30 1.93
373.15 0.24 0.77 0.84 1.77
473.15 0.44 0.80 0.77 1.57
573.15 0.43 1.03 1.00 1.13
Generally, the molecular simulations utilizing the TraPPE and SAFT-γ force
fields provided similar results that are consistently more accurate than those for the
PR equation of state. It is worth noting that despite the simplicity of the coarse-
80
grained representation of CO2 molecules employed in the SAFT-γ model, it is
still able to provide results similar to those obtained using the more complex and
physically meaningful TraPPE representation of CO2.
Although generally similar, the force field deviations differ with respect to how
the values are distributed over the conditions studied. Whereas the deviations ap-
pears to rise as the fluid becomes more concentrated in CO2 using the TraPPE
representation, the composition does not seem to play a major role in the density
deviations obtained with the SAFT-γmodel. The gradual increase in the CH4 mole
fraction helps to overcome the deviations observed for pure CO2 using the TraPPE
model, though the same behavior is not easily observed with the SAFT-γ model.
Figure 3.1 shows the density results for pure CO2, pure CH4, and their bi-
nary mixtures as functions of pressure and CO2 mole fraction at temperatures of
323.15 K, 373.15 K, 473.15 K, and 573.15 K. The results for the GERG equation
and both molecular models studied are shown, whereas the PR results have been
omitted for simplicity. Although generally smaller than the symbol sizes, the error
bars on molecular simulation calculations are also included.
The density graphs shown in Figure 3.1 include the values considered in the de-
viation calculations presented in Table 3.3. The uncertainties of the GERG equa-
tion for density calculations are reported to be 0.1% inside its normal range of
validity (going as high as 0.3% in some states) [14], which are consistent with our
findings. Outside the model’s normal range of validity, in the region called the
extended range of validity and beyond, the uncertainties of the GERG equation are
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roughly estimated to be between 0.5% and 1.0%, which are also within most of
the deviation values estimated for the molecular simulation results.
Figure 3.1: Density of CO2 + CH4 binary mixtures as a function of pressure and CO2 mole fraction
at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. The colored surfaces correspond to
smoothed estimations from the GERG equation of state. The solid black triangles correspond to the
experimental data available for binary mixtures and pure compounds. The open symbols represent
molecular simulation results obtained using the TraPPE (black squares) and SAFT-γ (blue circles)
force fields.
3.3.2 Thermodynamic properties
Inspired by the excellent estimation of densities obtained with the GERG model
and also because of the lack of experimental data available for other thermody-
namic properties of CO2 + CH4 binary mixtures over the ranges of pressures and
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temperatures studied, the molecular simulation results for both the TraPPE and the
SAFT-γ force fields were compared to the GERG results for volume expansivity
(α), isothermal compressibility (κT ), isobaric heat capacity (Cp), isochoric heat
capacity (CV ), Joule-Thomson coefficient (µJT), and speed of sound (csound).
This strategy can be understood as an attempt to fill in the gaps in the availability
of experimental data through the use of molecular simulation results based on two
different molecular interaction models with varying levels of adherence to the real
fluid structures. Moreover, the physically based calculation of thermodynamic
properties provided by molecular simulations can be very useful in assessing the
performance of empirical models such as GERG, especially under fluid conditions
not included in the original regression of the model parameters.
Figures 3.2-3.4 show the results for the calculated volume expansivities, isother-
mal compressibilities, and isobaric heat capacities, respectively. Reference val-
ues of the pure-compound properties from the National Institute of Standards and
Technology (NIST) [21] are also shown for comparison. It can be observed that
both the TraPPE and SAFT-γ results approach the GERG results as the tempera-
ture of the simulations increases, while larger deviations appear to be concentrated
in the low pressure/high CO2 mole fraction region of the figures. The molecular
simulation uncertainties for results in the low pressure/high CO2 mole fraction re-
gion are also generally higher as the fluid conditions evolve toward the pure CO2
region. Overall, however, the simulation results match the values obtained from
the GERG equation to a remarkable degree.
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Figure 3.2: Volume expansivity of CO2 + CH4 binary mixtures as a function of pressure and CO2
mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as in Figure
3.1.
Second-derivative properties, namely, the isochoric heat capacity, the Joule-
Thomson coefficient, and the speed of sound, were also investigated for pure CO2,
pure CH4, and their binary mixtures, and the results are shown in Figures 3.5-3.7.
Substantial differences between the isochoric heat capacities estimated using the
molecular models studied can be seen in Figure 3.5, where the TraPPE representa-
tion provides values consistently higher and closer to the GERG results than those
obtained using the SAFT-γ force field. The discrepancies between the molecu-
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lar models are more apparent at higher pressures and higher CO2 mole fractions,
while increasing the temperature mitigates the differences.
Figure 3.3: Isothermal compressibility of CO2 + CH4 binary mixtures as a function of pressure
and CO2 mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as
in Figure 3.1.
The differences between the two force fields observed for the isochoric heat ca-
pacity are related to their distinct molecular representations. In this sense, the CO2
molecular representation appears to be of major importance, not only at higher
CO2 mole fractions, as expected, but also at lower CO2 mole fractions and higher
pressures. The three-site CO2 TraPPE model has a rotational degree of freedom
that increases its heat capacity relative to the SAFT-γ single-particle model, where
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all of the kinetic energy of the system is translational. This difference becomes
more evident under conditions that have lower contributions of the translational
kinetics to the total molecular movement, such as at lower temperatures and denser
(higher pressure) conditions.
Figure 3.4: Isobaric heat capacity of CO2 + CH4 binary mixtures as a function of pressure and
CO2 mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as in
Figure 3.1.
Although being subject to error propagation, the results obtained for the speed
of sound using both molecular models studied are in excellent agreement with
those from the GERG equation (Figure 3.7). Despite the fact that significant dif-
ferences between the Joule-Thomson coefficients calculated using molecular sim-
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ulations and the GERG equation can be observed in Figure 3.6, it is still possi-
ble to note a good agreement among all of the methods in the description of the
Joule-Thomson inversion curves under all conditions, which also agrees well to
the findings of Vrabec et al. [99].
Figure 3.5: Isochoric heat capacity of CO2 + CH4 binary mixtures as a function of pressure and
CO2 mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K. and (d) 573.15 K. Legend as in
Figure 3.1.
Table 3.4 shows a thorough comparison of the AARD for all property estimation
methods studied. The GERG equation was taken as the reference method, and the
AARD of each molecular model against the GERG estimates are shown for all of
the properties, following the same structure previously adopted in Table 3.3.
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Figure 3.6: Joule-Thomson coefficient of CO2 + CH4 binary mixtures as a function of pressure
and CO2 mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as
in Figure 3.1.
The differences between the density values calculated through molecular simu-
lations and the GERG equation are comparable to the deviations observed between
the experimental values and the GERG equation in its extended range of validity.
In regard to the isochoric heat capacity, the TraPPE model provides results in bet-
ter agreement with those calculated using the GERG equation over the full range
of compositions. In this case, the deviation values are within the uncertainties es-
timated for experimental measurements of binary and multicomponent mixtures
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[14]. For the same property, the SAFT-γ model shows a decrease in accuracy as
the CO2 concentration increases, and the agreement with the GERG results at CO2
mole fractions above 0.5 is only moderate.
Figure 3.7: Speed of sound for CO2 + CH4 binary mixtures as a function of pressure and CO2
mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as in Figure
3.1.
The deviations in the speed of sound calculations are generally higher than
those reported for gas-phase experimental measurements (ranging from 0.02% to
0.1% at temperatures between 250 K and 350 K and pressures up to 12 MPa [14]).
Increasing the temperature appears to allow better agreement between the molec-
ular simulations and the GERG results, whereas mixtures with higher CO2 mole
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fractions show an increase in the deviations. In addition, for the SAFT-γ model,
the relation between the deviations observed and the pressure is almost a direct
proportion, while for the TraPPE model the deviation is not significantly affected
by differences in pressure. In both cases, the monotonic behavior of the deviations
considering the full range of conditions studied suggests that the semi-empirical
GERG approach and the physically meaningful representation employed in the
molecular simulations maintain approximately the same level of agreement even
in the high-pressure and -temperature regions outside the range of validity of the
GERG equation.
The larger differences in the Joule-Thomson coefficients calculated using molec-
ular simulation results and the GERG equation can be attributed to the high sensi-
tivity of individual values of this property calculated through molecular simulation
and Equation 3.12, where small variations in properties such as the volume expan-
sivity can lead to very large uncertainties in individual Joule-Thomson coefficient
values. This is a well-known difficulty about which other authors have commented
[42, 100–103]. Although not quantitatively precise for discrete values, the good
representation of the qualitative results, including the Joule-Thomson inversion
curves, is remarkable and can be used to stress the good adherence between the
GERG semi-empirical model and physically meaningful molecular models.
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Table 3.4: AARD between thermodynamic properties calculated through molecular simulations
and results obtained from the GERG equation of state
AARD/%
TraPPE SAFT-γ
ρ α κT Cp CV µJT csound ρ α κT Cp CV µJT csound
global 0.82 2.32 2.76 1.76 0.75 35.53 2.28 0.66 1.84 3.13 1.07 2.98 20.88 3.27
xCO2/%
0.0 0.08 0.68 0.68 0.42 0.64 10.40 0.34 0.59 0.67 0.97 0.24 0.65 8.08 1.04
0.1 0.35 1.06 1.52 0.38 0.68 32.99 0.77 0.50 0.78 1.51 0.39 0.83 9.75 1.52
0.2 0.46 1.27 1.83 0.50 0.68 53.57 1.09 0.50 1.39 1.81 0.78 1.06 27.14 1.82
0.3 0.54 1.33 2.20 0.78 0.63 25.35 1.42 0.55 1.43 2.02 0.92 1.35 19.13 2.24
0.4 0.56 1.63 2.33 1.30 0.53 58.83 1.74 0.59 1.79 2.30 1.08 1.75 33.59 2.61
0.5 0.60 1.95 2.50 1.84 0.49 28.74 2.19 0.65 2.10 2.63 1.14 2.24 25.67 2.95
0.6 0.70 2.52 2.90 2.36 0.47 18.69 2.53 0.71 1.88 3.07 0.96 2.90 13.43 3.43
0.7 0.84 2.96 3.27 2.62 0.58 21.04 3.06 0.76 1.99 3.58 0.99 3.72 17.05 3.97
0.8 1.09 4.70 5.47 3.27 0.63 62.03 3.66 0.79 2.00 4.44 1.09 4.76 23.27 4.62
0.9 1.35 4.48 5.85 3.51 1.03 57.81 4.63 0.81 2.74 5.54 1.63 6.01 27.39 5.43
1.0 2.47 2.96 1.81 2.41 1.85 21.36 3.62 0.86 3.42 6.58 2.49 7.52 25.20 6.40
p/MPa
19.94 1.31 2.4 3.31 1.84 0.80 6.45 2.22 0.98 2.84 2.28 1.44 1.91 4.94 1.48
25.00 1.30 3.41 3.28 2.15 0.77 7.38 2.16 0.94 2.44 2.03 1.27 2.17 4.85 1.91
29.94 1.20 2.15 3.25 1.76 0.76 6.79 2.20 0.84 2.29 2.40 1.13 2.40 5.39 2.31
35.00 1.07 2.45 3.05 1.76 0.74 7.58 2.40 0.75 1.98 2.81 0.96 2.60 6.92 2.70
39.94 0.96 1.93 2.80 1.56 0.77 8.67 2.29 0.64 1.99 2.94 1.04 2.76 8.49 2.93
45.00 0.84 2.35 2.34 1.94 0.77 13.94 2.11 0.57 1.62 3.03 0.91 2.87 11.91 3.18
50.00 0.77 2.03 2.60 1.75 0.77 55.91 2.19 0.51 1.63 3.10 0.94 3.00 36.10 3.34
55.00 0.70 1.91 2.75 1.63 0.75 33.60 2.35 0.47 1.65 3.18 1.00 3.12 28.77 3.49
59.93 0.64 1.82 2.21 1.76 0.75 135.28 2.26 0.45 1.56 3.40 0.98 3.21 53.04 3.69
65.00 0.60 2.30 2.31 1.79 0.74 84.98 2.25 0.45 1.35 3.53 0.92 3.31 41.23 3.85
70.00 0.58 2.00 2.18 1.79 0.72 42.23 2.26 0.48 1.39 3.55 0.97 3.39 32.73 3.96
79.93 0.51 1.99 2.34 1.58 0.75 61.63 2.27 0.61 1.68 3.66 1.10 3.53 31.83 4.10
90.00 0.48 1.94 2.85 1.28 0.72 19.13 2.43 0.75 1.64 3.85 1.10 3.64 18.67 4.37
99.93 0.53 3.84 3.36 2.10 0.64 13.80 2.49 0.88 1.63 4.07 1.15 3.79 7.49 4.53
T/K
323.15 1.11 2.74 4.73 2.99 1.12 21.09 3.91 0.86 2.15 6.32 1.92 5.38 15.08 5.91
373.15 0.76 2.60 2.79 2.28 1.03 43.03 2.58 0.64 2.10 3.65 1.29 3.78 17.24 3.81
473.15 0.64 1.99 1.71 1.06 0.59 44.63 1.41 0.45 1.68 1.49 0.58 1.85 22.42 1.96
573.15 0.77 1.96 1.82 0.71 0.24 33.37 1.21 0.70 1.40 1.07 0.48 0.91 28.79 1.41
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3.3.3 Computational cost
Besides being generally more physically meaningful, the atomistic approach usu-
ally relies upon a smaller number of parameters to describe the thermodynamic
properties of various pure compounds and mixtures, even when compared with
simple equations of state. Even though the continuous advances in computational
resources and methods have been trimming down simulation times, the usually
long duration of molecular simulations, especially compared with the almost on-
the-fly calculations of properties provided by equations of state and multiparame-
ter models, suggests that molecular simulations will not supplant these equations
when many rapid evaluations are required, such as in the use of a process sim-
ulator. However, compared with the time and expense required to measure ther-
modynamic properties such as those reported here, simulations are significantly
faster and less costly. This suggests that once verified against a limited amount
of experimental data, simulations can be used to augment the data to enable the
development of better property models.
In addition, the time and cost associated with simulations will only continue to
decrease with time. The coarse-grained representation of either simple or complex
fluids appears as a promising and valuable option to help bring molecular simula-
tions down to the level of a routine calculation of use to industry. For instance, the
property calculations presented in this work show that similar (and sometimes even
more accurate) results can be achieved by the utilization of a simplified represen-
tation of molecules that enables a drastic decrease in computational resources and
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simulation times. Table 3.5 shows a comparison of the average simulation times
required to perform the thermodynamic property calculations previously shown for
the TraPPE and the SAFT-γ models. The global value corresponds to the average
over all of the simulations performed. The subsequent lines show the averages
taken under specific conditions of constant composition, pressure, or temperature,
following a structure similar to that presented in Tables 3.3 and 3.4.
For systems consisting of pure CH4, both TraPPE and SAFT-γ are expected to
give similarly low simulation times, as only interactions of uncharged single parti-
cles are considered. However, the implementation of the Lennard-Jones potential
in LAMMPS takes advantage of the factor of 2 between the repulsive and disper-
sive exponents to provide very efficient calculations. To account for real numbers
that can arise from the parametrization of the exponents, the Mie implementation
relies upon less optimized mathematical operations, leading to longer simulation
times, as can be noted in Table 3.5.
The superiority of the Lennard-Jones potential found in the pure CH4 simula-
tions immediately vanishes as the CO2 mole fraction increases to values as low
as 0.1. In the TraPPE representation, the presence of CO2 molecules adds three
new interaction sites for each molecule and also requires the expensive calculation
of electrostatic interactions, while the SAFT-γ model describes the CO2 in a very
similar way to CH4. Hence, the simulation times become almost insensitive to the
mixture composition.
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Table 3.5: Comparison of average simulation times for the TraPPE and SAFT-γ representations of
CO2 and CH4 pure compounds and binary mixtures.
simulation timea/h
TraPPE SAFT-γ ratio
global 2.36 0.91 2.59
xCO2/%
0.0 0.39 0.84 0.47
0.1 1.11 0.84 1.33
0.2 1.42 0.85 1.68
0.3 1.74 0.86 2.02
0.4 2.08 0.88 2.36
0.5 2.46 0.90 2.74
0.6 2.79 0.92 3.05
0.7 3.11 0.94 3.31
0.8 3.51 0.97 3.61
0.9 3.93 0.99 3.95
1.0 3.45 1.04 3.32
p/MPa
19.94 1.95 0.61 3.21
25.00 2.07 0.68 3.03
29.94 2.12 0.75 2.84
35.00 2.20 0.80 2.74
39.94 2.27 0.84 2.70
45.00 2.32 0.88 2.63
50.00 2.36 0.92 2.57
55.00 2.42 0.95 2.55
59.93 2.49 0.97 2.56
65.00 2.48 1.00 2.48
70.00 2.51 1.03 2.44
79.93 2.57 1.07 2.40
90.00 2.65 1.11 2.38
99.93 2.67 1.14 2.34
T/K
323.15 2.73 1.14 2.40
373.15 2.50 1.00 2.50
473.15 2.19 0.81 2.70
573.15 2.03 0.70 2.92
aThe simulations were performed on a dual eight-core
2.3 GHz AMD Opteron (24 GB RAM) cluster.
94
The system density is also important in the simulation time evaluation, as it
determines the number of neighbors of each molecule, and therefore is related to
the computational effort required to calculate the molecular interactions at each
time step. As shown in Table 3.5, upon an increase in the pressure or, equivalently,
a decrease in the temperature of the molecular system, the density increase leads
to longer simulation times for both the TraPPE and SAFT-γ force fields. It should
be noted that every simulation reported here was independent, so in principle all of
the calculations could be carried out at the same time if enough parallel computing
resources are available.
3.4 Conclusions
Extensive molecular dynamics simulations were carried out to compute thermo-
dynamic properties of CO2, CH4, and their mixtures over a wide range of tem-
peratures and pressures. Carbon dioxide was modeled using two different force
fields, the popular three-site TraPPE model as well as a single-site Mie poten-
tial parametrized using the SAFT-γ approach. Methane was modeled using the
TraPPE single-site Lennard-Jones model and a single-site SAFT-γ Mie potential.
The simulations were compared against experimental density data as well as results
from the multiparameter GERG-2008 equation and the Peng-Robinson equation of
state. The simulations and the GERG equation all modeled the pure-compound and
mixture densities with high accuracy, while the PR equation of state performed the
worst, especially at higher pressures. Other properties, including volume expansiv-
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ity (α), isothermal compressibility (κT ), isobaric heat capacity (Cp), isochoric heat
capacity (CV ), Joule-Thomson coefficient (µJT), and speed of sound (csound) were
computed using the two different force fields. Because no experimental data for
these properties for mixtures were found in the literature, comparison was made
with results obtained using the GERG equation. With the exception of the Joule-
Thomson coefficient, both force fields yielded overall property estimates within
1% to 3% of those obtained from the GERG equation. The deviation for the Joule-
Thomson coefficient, a property notoriously difficult to compute because of error
propagation issues, was on the order of 20% to 35%. The results suggest that one
can confidently use the GERG equation or either the TraPPE or SAFT-γ molec-
ular model to predict thermodynamic properties of CO2 and CH4 mixtures over
the range of conditions considered here, including the regions outside the normal
range of validity of the GERG equation of state.
The single-site representation of CO2 in the SAFT-γ force field was able to give
results similar to those for the charged three-site CO2 model used in the TraPPE
force field while allowing a very significant reduction in simulation time. The
reduction in computational demand is an imminent need that must be met in order
to allow molecular simulations to become a feasible and reliable tool available for
daily industrial purposes.
The multistate Bennett acceptance ratio (MBAR) method was used to provide a
statistically optimal estimation of equilibrium observables, improving the accuracy
and reducing the calculation uncertainties. The application of the MBAR technique
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in thermodynamic property calculations offers a number of benefits ranging from
the reduction of the number of simulations required to the calculation of properties
over a quasi-continuous range of temperatures, thus saving resources and provid-
ing fast results. In this sense, the MBAR technique can be viewed as a numerical
equation of state that relies upon a predetermined set of individual simulations in
the surroundings of some thermodynamic state of interest in a given ensemble to
provide thermodynamic property estimations over a well-defined range of condi-
tions and uncertainties known a priori.
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Chapter 4
Transport Properties of Carbon Dioxide and
Methane from Molecular Dynamics
Simulations
Abstract
Transport properties of carbon dioxide and methane are predicted for tempera-
tures between 273.15 K and 573.15 K and pressures up to 800 MPa by molec-
ular dynamics simulations. Viscosities and thermal conductivities were obtained
through the Green-Kubo formalism, whereas the Einstein relation was used to pro-
vide self-diffusion coefficient estimates. The differences in property predictions
due to the force field nature and parametrization were investigated by the compar-
ison of seven different CO2 models (two single-site models, three rigid three-site
models, and two fully flexible three-site models) and three different CH4 models
(two single-site models and one fully flexible five-site model).
Originally published in Journal of Chemical Physics (2014)
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The simulation results show good agreement with experimental data, except for
thermal conductivities at low densities. The molecular structure and force field pa-
rameters play an important role in the accuracy of the simulations, which is within
the experimental deviations reported for viscosities and self-diffusion coefficients
considering the most accurate CO2 and CH4 models studied. On the other hand,
the molecular flexibility does not seem to improve accuracy, since the explicit ac-
count of vibrational and bending degrees of freedom in the CO2 flexible models
leads to slightly less accurate results. Nonetheless, the use of a correctional term
to account for vibrational modes in rigid models generally improves estimations
of thermal conductivity values. At extreme densities, the caging effect observed
with single-site representations of the molecules restrains mobility and leads to an
unphysical overestimation of viscosities and, conversely, to the underestimation of
self-diffusion coefficients. This result may help to better understand the limits of
applicability of such force fields concerning structural and transport properties of
dense systems.
4.1 Introduction
Knowledge of transport properties of fluids is important in cost-effective applica-
tions involving energy, mass, or momentum transfer. The availability of accurate
experimental measurements and models to estimate viscosities, thermal conduc-
tivities and self-diffusion coefficients is key to ensure efficient and safe design of
most processes in the oil, chemical, and biotechnological industries [104].
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The growing interest in high-pressure fluid applications [105], namely hydraulic
fracturing in mining and petroleum industries [106], the supercritical extraction in
food and pharmaceuticals production [107], CO2 capture and storage and enhanced
oil recovery techniques [108, 109] have been followed by an increasing demand for
thermodynamic and transport properties over a broad range of conditions, which
can often include extreme temperature and pressure ranges.
In the current global oil and gas production scenario, where unconventional
oil reserves are gaining ground as a competitive energy resource [110], thorough
understanding of fluid behavior at unusual thermodynamic conditions is required to
support fluid production and processing operations. Particularly on the continental
shelves off the southern coast of Brazil, the oil and gas production in the so-called
pre-salt reservoirs includes the handling of CO2-rich fluid streams at pressures
up to 100 MPa. It is therefore apparent that exploration feasibility is strongly
dependent on the knowledge of thermodynamic and transport properties during
design and operation phases of production facilities.
Even when pure substances such as carbon dioxide (CO2) and methane (CH4)
are concerned, the availability of experimental data decreases as the fluid con-
ditions move away from common industrial application ranges. In addition, the
majority of models employed to estimate transport properties lack a physical ba-
sis, and are often based on semi-empirical approaches [111–113] and regressions
of sets of experimental data [114–116]. These models are normally appropriate to
provide accurate estimates within the same range of conditions of the experimen-
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tal values used, but extrapolation outside the conditions where the models were
developed is questionable.
An alternative route to obtaining transport properties is to use molecular dy-
namics methods, which rely only on the knowledge of intermolecular potentials to
provide averages of macroscopic thermophysical quantities and molecular struc-
tural information [59]. These methods have become particularly interesting with
the increasing availability of computational resources and highly parallelized al-
gorithms [49, 50].
A major advantage of molecular dynamics over stochastic methods is the ability
to generate configurations of the system of interest that are connected in time, and
thus naturally providing means to estimate time-dependent properties. The basic
concept used to perform experimental measurements can be extended to simulation
methods, i.e. transport properties can be obtained as a response of the fluid to an
imposed perturbation that drives the system away from equilibrium [51].
Several methods are described to establish the relation between a given flux and
a driving force through computer simulations. In most non-equilibrium molecular
dynamics methods (NEMD), an external driving force is applied and the resulting
steady state flux is measured [117]. Additionally, a reverse scheme is also possi-
ble, where a flux or stress is imposed and the observed gradient is obtained from
the simulation. The reverse non-equilibrium method is generally simpler to im-
plement, with faster convergence of properties, and also providing, in principle, a
conservative method without the need of an external thermostat [118, 119]. How-
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ever, in practice, this approach is often not conservative due to numerical issues,
requiring the use of velocity scaling methods to prevent continuous temperature
drift [120, 121].
Recent developments of transient molecular dynamics (TMD) have been shown
to provide signal-to-noise ratios comparable to those obtained via NEMD meth-
ods, but require shorter simulations to the estimation of viscosities, since there is
no need to reach a steady state. On the other hand, an average of multiple simula-
tions are generally required to ensure statistical accuracy [122, 123]. In an effort
to lower computing times in shear viscosity calculations, the momentum impulse
relaxation (MIR) technique can be used to provide similar results to those obtained
via conventional equilibrium and non-equilibrium methods, with more than an or-
der of magnitude reduction in computational demand [124, 125]. Furthermore, a
synthetic field method such as the SLLOD algorithm [117] allows the evaluation
of systems under shear. Besides yielding shear flow strength results identical to the
ones obtained with nonlinear-response theory, the SLLOD equations also provide
an exact description of shear flow arbitrarily far from equilibrium. Although not
derived from a Hamiltonian, the SLLOD framework efficiently mitigates some of
the disadvantages of simple boundary-driven methods [126].
The alternative to obtaining transport properties by non-equilibrium approaches
is the use of methods based on the measurement of the time-dependent response to
spontaneous fluctuations in a system at equilibrium. The Green-Kubo formalism
[127, 128] (or alternatively, the Einstein relations [129]) can be used to calculate
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viscosities, thermal conductivities, and self-diffusion coefficients by the integra-
tion of autocorrelation functions calculated between components of pressure ten-
sor, heat flow, and particle velocity, respectively [48].
Although non-equilibrium methods are generally described to be more efficient
(i.e., requiring less computational effort), less susceptible to system size depen-
dencies and with a more favorable signal-to-noise ratio when compared to con-
ventional equilibrium approaches [130–132], the latter can, in principle, provide
all of the phenomenological transport coefficients at a given thermodynamic state
from a single simulation. The equilibrium being maintained also allows thermo-
dynamic properties of the system to be evaluated from ensemble averages, making
this approach particularly interesting to provide estimates when a comprehensive
set of thermophysical properties is needed. Regardless of the calculation method,
the accuracy of estimates of properties obtained from molecular simulations will
be limited only by the molecular models employed [133].
Methods such as ab initio quantum mechanical calculations and model
parametrization based on experimental measurements of structural and thermo-
physical properties are generally used to establish accurate representations of
molecular interactions. Several methods are described to characterize molecular
interactions, including a fully quantum mechanical treatment for CH4 [134] and
coarse-grained models for quadrupolar fluids such as CO2 [135], and a review can
be found in our previous work [136]. Although generally optimized to reproduce
specific properties at a narrow range of conditions, the physically meaningful rep-
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resentation of a fluid provided by these force fields often allows some degree of
extrapolation and transferability [20, 137, 138].
The importance of CO2 and CH4 in many industrial and biological applications
is reflected by the interest in modeling these two compounds. Numerous force
fields are available, differing in the functional form used to represent energy inter-
actions, the number of sites representing each molecule or segment, the account
for flexibility and electronic charge polarizability and the degree of simplification
adopted in favor of computational efficiency [139].
Methane transport properties have been calculated by molecular simulation to
describe fluid behavior in various systems [140–142], but the choice of force field
to be considered for each new application is not straightforward. Although a re-
cent publication by Abbaspour [143] presents a comparison of force fields based
on their ability to predict properties including self-diffusion coefficients at high
densities, a comprehensive comparison of popular force fields in a wider range
of conditions, and including viscosities and thermal conductivities, is still needed.
Likewise, despite the maturity of the application of supercritical CO2 for indus-
trial purposes, transport properties are usually calculated within limited ranges of
pressure and temperatures [144–146]. Therefore, a deeper understanding of the ac-
curacy of the models already available is needed to help the development towards
new, improved models. At the same time, the simulations can guide the choice of
models for specific applications, depending on factors such as which properties are
of interest, the accuracy desired and the computational resources available.
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In this work, several CO2 and CH4 force fields commonly used to represent
these compounds in molecular simulations are compared with respect to their abil-
ity to predict transport properties in the canonical ensemble, through the use of
equilibrium methods. Following the same strategy adopted previously in our group
for the calculation of thermodynamic properties [136], seven different CO2 force
fields (two single-site models, three rigid three-site models, and two fully flexible
three-site models) were used to provide results on viscosities, thermal conductiv-
ities, and self-diffusion coefficients over a wide range of fluid densities and tem-
peratures between 273.15 K and 573.15 K.
The same properties were calculated using two single-site CH4 models stud-
ied in our previous work and a fully flexible five-site model was also included
here, to elucidate the role of the molecular structure on transport property calcu-
lations. The simulation results are compared with available experimental data and
the errors are reported in a stratified manner, to facilitate comparison and guide the
choice of the most suitable model according to the range of conditions of interest
and to the accuracy desired. At extreme conditions approaching the solid transi-
tion, a comparison of the Debye-Waller factor [147, 148] calculated for each force
field is included to demonstrate how the molecular caging effect impacts accuracy,
particularly considering single-site model results.
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4.2 Methodology
Molecular dynamics simulations of seven different CO2 force fields were per-
formed in the canonical ensemble, to provide estimates of viscosities, thermal
conductivities, and self-diffusion coefficients at temperatures between 273.15 K
and 573.15 K and densities up to 1300 kg m−3. Similarly, three different CH4
force fields were also studied and the transport properties were calculated within
the same range of temperatures but densities up to 500 kg m−3. The simulation
results were compared to experimental values from the literature and the errors
observed are reported.
All transport properties were calculated using equilibrium methods following
the Green-Kubo expressions [127, 128] for the viscosities and thermal conductivi-
ties and the Einstein relation [129] for the self-diffusion coefficients. Additionally,
the pressure was calculated via standard ensemble average and compared to ex-
perimental values. In order to evaluate the role of the vibrational contribution to
the thermal conductivity of CO2, an analytical expression proposed by Liang and
Tsai [149] was used to add a correction term to the thermal conductivity values
obtained from simulations using rigid CO2 models.
The Debye-Waller factor was calculated for all CO2 and CH4 models tested at
high densities, and the differences in fluid behavior given by both united-atom and
all-atom force fields were investigated. Radial distribution functions of molecular
centers of mass were also generated to show structural differences provided by
each model at different conditions.
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4.2.1 Force fields
In this work, several popular models commonly used in the molecular simulation
of CO2 and CH4 have been considered. Our group [136] has already demonstrated
the superior performance of the rigid three-site models Zhang [31], TraPPE[30],
and EPM2 [29], and the single-site SAFT-γ [25] model regarding the prediction
of thermodynamic properties. Nevertheless, we decided here to evaluate the per-
formance of all models previously tested. Therefore, the calculation of transport
properties has been carried out also using the single-site model proposed by Hi-
gashi [26], a fully flexible three-site model developed by Cygan [32], and a flexible
version of the TraPPE force field (henceforth referred to as TraPPE-flex [33]).
In order to perform transport property calculations of CH4, besides the TraPPE
[20] and SAFT-γ [52] single-site models previously tested regarding thermody-
namic property results, the fully flexible five-site OPLS [150] model was also
studied, to allow the comparison between force fields showing different molec-
ular morphology and number of sites, which are characteristics expected to play a
major role in the description of mass and momentum transport phenomena.
The total potential energy in all molecular systems studied was defined by
the summation of energy terms emerging from short-range pairwise interactions,
Coulombic long-range interactions, bond stretching, and angle bending [139].
Whereas the simulations performed with the Cygan and the TraPPE-flex CO2
models and the OPLS CH4 fully flexible model account for all energy terms, the
single-site Higashi and SAFT-γ CO2 models, as well as the TraPPE and SAFT-γ
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CH4 models, include only the pairwise interaction energies. Likewise, since the
Zhang, TraPPE and EPM2 models describe CO2 as a linear rigid molecule, energy
terms corresponding to bond stretching and angle bending modes are not included.
The potential energy model used to describe the molecular short-range interactions
in all CO2 and CH4 force fields follows the Mie [47] pairwise additive potential












where εab is the depth of the potential well, σab is related to the atomic diameter,
and rab corresponds to the distance between two atoms a and b. The m and n
values are the repulsive and attractive exponents, respectively. The constant C is a








Except for the CO2 and CH4 SAFT-γ models, all force fields tested are origi-
nally parametrized using fixed exponents m= 12 and n= 6, reducing Equation 4.1
to the standard form of the Lennard-Jones potential.
The potential energy that arises from Coulombic interactions between two






where qa and qb are the partial charges located at the center of each atom and ε0 is
the vacuum permittivity. This formulation was used throughout this work to pro-
vide the long-range interactions energy term for the charged all-atom representa-
tion of CO2 and CH4 models. The other models studied only utilize a short-range
potential. The intramolecular energy terms referring to bond and angle flexibil-
ity were modeled by harmonic functions ustretchab = kr (rab− r0)2/2 and ubendabc =
kθ (θabc−θ0)2/2, where kr and kθ are the energy constants. Deviations from
nominal bond lengths r0 and angles θ0 are represented by the differences inside
the parentheses [48]. All force field parameters for the CO2 and the CH4 models
are shown in Tables 4.1 and 4.2, respectively.
Table 4.1: Force field parameters for each CO2 model used in this work.
TraPPE EPM2 Zhang TraPPE-flex Cygan Higashi SAFT-γ
[30] [29] [31] [33] [32] [26] [25]
(εab/kB)/K
C-C 27.0 28.129 28.845 27.0 28.1437 236.1 361.69
O-O 79.0 80.507 82.656 79.0 80.3780 - -
σab/A˚
C-C 2.80 2.757 2.7918 2.80 2.800 3.72 3.741
O-O 3.05 3.033 3.0000 3.05 3.028 - -
q/e
C +0.70 +0.6512 +0.5888 +0.70 +0.6512 - -
O −0.35 −0.3256 −0.2944 −0.35 −0.3256 - -
r0/A˚ C-O 1.16 1.149 1.163 1.16 1.162 - -
θ0/deg C-O-C 180 180 180 180 180 - -
kr/kJ mol−1A˚
−2 - - - 8610.7 8443.0 - -
kθ/kJ mol−1rad−2 - - - 468.61 451.90 - -
m 12 12 12 12 12 12 23
n 6 6 6 6 6 6 6.66
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C-C 148.0 153.36 33.212
H-H - - 15.097
σab/A˚
C-C 3.73 3.7412 3.50
H-H - - 2.50
q/e
C - - −0.24
H - - +0.06
r0/A˚ C-H - - 1.09
θ0/deg H-C-H - - 107.8
kr/kJ mol−1A˚
−2 - - 2845.12
kθ/kJ mol−1rad−2 - - 276.14
m 12 12.65 12
n 6 6 6
Parameters for interactions between unlike atoms follow the Lorentz-Berthelot
mixing rules for TraPPE, Zhang, Cygan, and TraPPE-flex CO2 models, whereas
geometric-mean rules were used with the EPM2 CO2 and the OPLS CH4 models.
4.2.2 Transport properties
Transport coefficients describing non-equilibrium flows of momentum and energy
can be expressed in terms of the decay of equilibrium fluctuations of pressure and
heat flux, according to the Green-Kubo formulation [127, 128]. For instance, the
shear viscosity of a fluid of interest in the canonical ensemble can be defined by








〈Pαβ (t)Pαβ (0)〉dt (4.4)
whereV and T correspond to the volume and the temperature of the system, respec-
tively, and kB is the Boltzmann constant. The angle brackets term 〈Pαβ (t)Pαβ (0)〉
indicates equilibrium ensemble average of the autocorrelation function calculated
for a component of the system’s pressure tensor, where α and β represent any pair
of distinct Cartesian coordinates x, y, and z [151]. The integral over time converges
asymptotically, as the tensor components do not hold strong correlation after long
periods of time.
Although formally defined as an infinite integral, the knowledge on how the
pressure tensor correlation decays with time may allow reasonable estimates of
viscosity to be obtained by the truncation of the integral after a finite time. For
isotropic systems, the autocorrelation function can be averaged over multiple time
origins and over all pairs of coordinates xy, xz, and yz in order to improve the
quality of the results.
Thermal conductivities can also be calculated using the Green-Kubo formula,
which establishes the relationship between this quantity and the time integral of
the heat flux autocorrelation function. The average of the heat flux over the three
Cartesian coordinates generally enhances the statistical quality of results, and thus
the ensemble average of the heat flux J and its autocorrelation function can be used
























where the first term inside the brackets correspond to the kinetic and potential
energy of the atom i, respectively, N is the total number of atoms in the system
and Si is the per-atom stress tensor that includes intramolecular contributions. The
term vi multiplying the energy contributions is the atom velocity vector [152].
By considering the rigid-rotor assumption in the CO2 models Zhang, TraPPE,
and EPM2, the stress tensor in Equation 4.6 does not include the contribution from
molecular vibrational energies in the thermal conductivity. Previous studies ad-
dressed this matter by adding the quantum effects of the constrained vibrational
motion to the thermal conductivity of CO2 using a Monte Carlo method [144] and
analytical expressions [149, 153], showing that these effects are significant even at
temperatures lower than all characteristic vibrational temperatures of CO2.
In this work, a correction term to the calculation of the thermal conductivity
proposed by Liang and Tsai [149] is tested and the results are compared with the
uncorrected values. The correction term assumes that the energy of vibrational
modes can be decoupled from all of the other energy terms, and thus the thermal
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conductivity λcor can be divided into two parts
λcor = λ +ρDCvibV (4.7)
where λ is the thermal conductivity obtained from the molecular dynamics simu-
lation as previously described, ρ is the fluid density, D is the self-diffusion coef-
ficient, and CvibV is the vibration contribution to the isochoric heat capacity. The
original formula proposed by Eucken [153] assumes that the thermal conductivity
of gases can be divided into two independent terms due to the translational and
intramolecular energy. As pointed out by Liang and Tsai [144], neglecting the
exchange of energy between the translational and intramolecular modes of motion
(specially rotation) is generally a poor approximation. Alternatively, the energy ex-
change between translational and rotational motion can be evaluated directly from
molecular dynamics simulations to provide estimates of λ , and estimates includ-
ing vibrational contributions to the thermal conductivities can be obtained through
the use of Equation 4.7. Although a theoretical approach to provide the values for
CvibV is possible, it is often more appropriate to obtain this property by subtracting
the translation and rotation degrees of freedom from accurate values of the ideal







where R is the gas constant and CidV for CO2 can be obtained from the empirical
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correlation described by Span and Wagner [12].
A Green-Kubo formula is defined for the calculation of self-diffusion coeffi-
cients through the time integral of the velocity autocorrelation function. However,
a strictly equivalent approach, which can be more suitable in some cases for prac-








〈|ri (t)− ri (0)|2〉 (4.9)
where ri is the atom coordinate vector and the term inside the angle brackets is the
mean square displacement (MSD). In this approach, the self-diffusion coefficient
is proportional to the slope of the MSD as a function of time in the diffusional
regime [59]. Equation 4.9 already takes into account the self-diffusion coefficient
calculated as the average of this property along three dimensions x, y, and z. Fur-
thermore, the averaging over all atoms at multiple time origins can be applied
for computational efficiency purposes, also providing enhanced statistical results
[154].
Considering the thermodynamic region nearby the liquid-solid equilibrium
curve for a molecular system, on approaching the phase transition, molecules be-
come trapped in transient cages formed by their surrounding neighbors. As the
time spent inside such cages increases, the system’s structure is likely to be evolv-
ing towards solidification. The Debye-Waller factor (DWF) is a measure of this
rattling motion, and can be defined as the mean square displacement value eval-
uated at the time of the crossover from ballistic to diffusional regime [147, 148].
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Therefore, the DWF represents the atomic oscillation around equilibrium positions
in a cage; small DWF values normally signify little molecular motion typical of
solid and glassy structures.
The DWF can be used to allow quantitative comparison between different CO2
and CH4 models regarding their molecular structure and the proximity to solid
phase transition at a given thermodynamic state. By performing the calculation of
self-diffusion coefficients via the Einstein formula, the mean square displacement
values are already available, and the DWF value fD−W can be easily obtained by
fD−W = 〈|ri (t∗)− ri (0)|2〉 (4.10)
where t∗ corresponds to an inflection point of the mean square displacement as a
function of time, and thus minimizes the function ∆(t) =
∂ log〈|ri (t)− ri (0)|2〉/∂ log t [148].
4.2.3 Simulation details
All simulations were performed using NVT molecular dynamics with the
LAMMPS package [50], and the standard velocity-Verlet algorithm [55] was used
to integrate the equations of motion with a time step of 1 fs. Temperature was fixed
during all equilibration and production runs. All simulations using single-site and
flexible models were performed with the Nose´-Hoover thermostat following the
formulation given by Shinoda et al. [56], whereas the algorithm used in the simu-
lation of rigid three-site CO2 models is the one described by Kamberaj et al. [57].
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A fixed temperature-damping factor of 100 fs was adopted throughout this work.
A particle-particle-particle mesh (PPPM) solver was used with a desired relative
error in forces of 1×10−4 to calculate the long-range Coulombic interactions. In
contrast to the Ewald method [51], which evaluates the Fourier series directly, the
PPPM method takes advantage of computationally efficient fast Fourier transform
algorithms. Initial spatial configurations for the system were generated using the
Packmol package [58] and initial velocities were assigned following a Maxwell-
Boltzmann distribution at each temperature.
As done previously [136], the pairwise potential cutoff was fixed to a value of
4σ . Technically this parameter is part of the force field, as many authors actually
specify the cutoff value along with other force fields parameters. Nonetheless,
a standard cutoff for all the force fields is applied here to allow consistent force
field comparison. It is worthwhile mentioning that a cutoff of 4σ is never smaller
than the values used in the original force field publications. Potential truncation
and standard long-range corrections to the energy and pressure virial were also
included and conventional periodic boundary conditions were applied [59].
To ensure results free from system size effects, a series of preliminary simula-
tions for both CO2 and CH4 using all force fields considered was initially carried
out to establish the parameters further adopted, namely the system size, equilibra-
tion and production lengths, data output frequency and time integration windows.
Though the optimum simulation parameters vary according to each force field and
thermodynamic state considered, the most conservative conditions found were set
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and kept the same in all simulations, in order to facilitate the comparison of re-
sults. Even though this strategy may lead to unnecessarily long simulations in
some cases, especially for single-site representations, it provides a reproducible
comparison method between the tested models.
A 5 ns equilibration period was used in all simulations, followed by a produc-
tion run of 2.5 ns, during which thermodynamic properties were recorded every
5 fs and trajectories were stored every 0.1 ps. The production simulations were
divided into 5 equal intervals and the standard deviation of the interval averages
was used to estimate the uncertainties.
For each simulation, the pressure and the self-diffusion coefficient results were
calculated using standard ensemble averages and the Einstein formula, respec-
tively. Viscosities and thermal conductivities were calculated using the Green-
Kubo formulas. Pressure and heat flux autocorrelation time windows were fixed
at 2.5 ps and 1 ps, respectively, and averaged following the window algorithm
described by Dubbeldam et al. [154].
All components of the pressure tensor were taken into consideration in the eval-
uation of viscosities, whereas the calculation of thermal conductivities was per-
formed through the average of the heat flux autocorrelation function calculated
along the largest dimension of an elongated box, rather than considering all three
dimensions in a cubic box. The former approach provided thermal conductivity
results with similar uncertainties observed in much larger cubic boxes. Thus all
simulations were carried out using 1024 molecules placed in a rectangular box,
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where the box length in the x direction was made 50% larger than in the other
directions.
The molecular simulation results of all properties as a function of density, tem-
perature, and the force field used were compared against the experimental data
available; pressures, viscosities and thermal conductivities were taken directly
from the National Institute of Standards and Technology (NIST) [21], and the self-
diffusion coefficients for CO2 and CH4 were obtained from other experimental
studies [155, 156]. In all cases, the average absolute relative deviation (AARD)









where Aref is the experimental value and Acalc is the value obtained by simulations.
The summation runs over all states to be considered, which may include all states
at once or only states at some specific constant condition of density or temperature,
to provide deviations as function of the thermodynamic state.
4.3 Results and discussion
Transport property results for CO2 and CH4 are shown in this section. All property




Molecular dynamics simulations in the NVT ensemble were carried out to provide
estimates of pressures, viscosities, thermal conductivities, and self-diffusion coef-
ficients at temperatures ranging from 273.15 K to 573.15 K and densities between
200 kg m−3 and 1300 kg m−3 for CO2 and between 50 kg m−3 and 500 kg m−3
for CH4. Figures 4.1 and 4.3 show the results for CO2 and CH4, respectively, at
328.15 K. In addition, Figures 4.2 and 4.4 summarize the deviations from NIST
data [21] for pressures, viscosities, and thermal conductivities, over all tempera-
tures studied. Self-diffusion coefficient experimental values were taken from Groß
et al. [155] for CO2 and from Greiner-Schmid et al. [156] for CH4.
Considering the pressure results shown in Figures 4.1(a) and 4.2(a), the Zhang
model is able to give significantly smaller deviations at densities above 500 kg m−3
and has also the best overall performance as shown in Table 4.3. The TraPPE
model’s overall accuracy is similar to the one found with the EPM2 model and the
results confirm our previous findings [136] that the rigid three-site models gener-


















































































































Figure 4.1: Carbon dioxide force field comparison at 328.15 K: (a) pressure, (b) viscosity, (c)
thermal conductivity, and (d) self-diffusion coefficient. The continuous lines denote smoothed
experimental data from NIST and symbols connected with dashed lines are molecular dynamics
simulation results of TraPPE (black circles), EPM2 (blue squares), Zhang (red diamonds), Cygan
(green up-pointing triangles), TraPPE-flex (purple down-pointing triangles), Higashi (orange left-
pointing triangles), and SAFT-γ (magenta right-pointing triangles).
The SAFT-γ model shows the most accurate pressure results in the low-density
range studied, but deviations from experimental values increase greatly as the den-
sity goes beyond 1000 kg m−3. Accurate pressure results can be also achieved
through the use of the Higashi model at densities up to 300 kg m−3, but as observed
also with the Cygan and the TraPPE-flex models, larger deviations at higher den-

























































Figure 4.2: Relative deviation from experimental data for CO2: (a) pressure, (b) viscosity, (c)
thermal conductivity, and (d) self-diffusion coefficient. Legend as in Figure 4.1.
Figures 4.1(b) and 4.2(b) show the viscosity calculation results for CO2. The
rigid three-site models EPM2 and Zhang, and the flexible three-site Cygan model
are significantly more accurate than the other force fields tested, showing over-
all deviations within experimental uncertainties previously reported [114]. The
TraPPE and its flexible version TraPPE-flex results are similar, with moderate ac-
curacy, whereas the SAFT-γmodel, and to a lesser degree the Higashi model, show
poor viscosity estimates at high densities.
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Table 4.3: Overall average absolute relative deviations of CO2 and CH4 properties calculated
through molecular simulations when compared to experimental data.
AARD / %
pa µa λ a λ bcor Dc
CO2
TraPPE 8.03 7.32 20.31 15.32 12.56
EPM2 7.34 4.69 19.65 14.08 5.87
Zhang 4.91 4.99 20.02 13.77 5.35
Cygan 16.64 5.62 20.13 - 4.85
TraPPE-flex 17.37 9.20 22.03 - 9.19
Higashi 15.42 11.13 37.55 - 12.08
SAFT-γ 10.70 50.81 28.18 - 34.34
CH4
TraPPE 0.41 13.37 28.73 - 6.96
SAFT-γ 2.76 17.54 26.82 - 9.49
OPLS 5.53 4.71 52.60 - 5.01
aExperimental data form NIST [21].
bIncludes the correction factor proposed by Liang and Tsai [149].
cExperimental data from Groß et al. [155] for CO2 and from Greiner-Schmid
et al. [156] for CH4.
It is worth noting that the EPM2 and the Cygan models are very similar force
fields, where the major difference lies on the molecular flexibility. In a sense,
the Cygan model can be considered as a flexible extension of the EPM2 model,
in a direct comparison to the relation between the TraPPE and the TraPPE-flex
models. Therefore, the similarity between the results obtained from EPM2 and
TraPPE models and their flexible versions Cygan and TraPPE-flex, respectively,
suggests that viscosity is not particularly sensitive to molecular flexibility. As a
matter of fact, the flexible models are overall slightly less accurate than their rigid
counterparts, as shown in Table 4.3.
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The thermal conductivity results for CO2 are shown in Figures 4.1(c) and 4.2(c).
Although relatively less accurate than the other calculated properties, the thermal
conductivities estimated using three-site models, regardless of molecular flexibil-
ity, were generally closer to the experimental results than the single-site models.
The difficulties in the estimation of this property at low densities pointed out by
Nieto-Draghi et al. [157] are also apparent in our work. Thermal conductivity
deviations are not only larger in magnitude, but are also consistently negative at
densities below 600 kg m−3 at all temperatures considered. All models studied un-
derestimate the thermal conductivity, and deviations increases as density decreases.
In the intermediate density range, between 600 kg m−3 and 1100 kg m−3, the rigid
three-site models TraPPE, EPM2, and Zhang are able to provide estimates within
the experimental uncertainties reported for this property [116], and relatively good
results have also been obtained with the SAFT-γ model. It is also important to
note that flexible models consistently give higher thermal conductivities compared
to rigid models, probably due to vibrational modes of energy that are not directly
accounted for with models considering fixed bond lengths and angles.
In order to account for the molecular vibrational modes in the calculation of
thermal conductivities using rigid three-site models, the correction term defined in
Equation 4.7 was added to the thermal conductivity values obtained from molecu-
lar simulations of the TraPPE, EPM2, and Zhang CO2 models, originally plotted
without any correction in Figure 4.1(c). Density and self-diffusion coefficient data
necessary for the calculation of the thermal conductivity correction term were ob-
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tained from the same simulations. Although subject to the propagation of the errors
observed for self-diffusion coefficients, this approach reduces the dependency of
the correction term on experimental data, without increasing the computational
demand. As can be seen in Table 4.3, the use of the vibrational correction term
significantly improves the thermal conductivity estimated by rigid models. De-
spite the overall effectiveness of the correction factor, a detailed analysis of this
term at each system density confirms the findings of Liang and Tsai [149], which
show that at very high densities the intermolecular contribution to the thermal con-
ductivity dominates, and thus the intramolecular vibrational contribution becomes
negligible.
Self-diffusion coefficients and their deviations from experimental data can be
found in Figures 4.1(d) and 4.2(d), respectively, where the density axis has been
rotated to provide a clearer view. A clear relation between the self-diffusion co-
efficients and the viscosities calculated can be noted, with the former holding an
inverse behavior to the latter as a function of density. As was the case for viscosi-
ties, the EPM2, Zhang, and Cygan models also provide the most accurate results
for self-diffusion coefficients, followed by the TraPPE, TraPPE-flex, and Higashi
models. Similar results from rigid and flexible three-site models are also found
for this property, suggesting that the self-diffusion coefficient is not particularly
sensitive to angle and bond flexibility. Additionally, the significant overestimation
of viscosities by the SAFT-γ and the Higashi models at very high densities is fol-
lowed by an underestimation of the self-diffusion coefficients at such conditions.
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This behavior motivated further investigation of the molecular caging effect, as
discussed in detail in the next section.
Yeh and Hummer [158] proposed the use of an analytical term to account for
system size effects in the calculation of self-diffusion coefficients from molecular
dynamics simulations. Although the authors reported improved results for sim-
ilar systems, the use of relatively large systems throughout the present study is
expected to mitigate any size dependencies, so that no correction term was consid-
ered for self-diffusion coefficients.
Figures 4.3 and 4.4 show CH4 properties and their deviations from experimental
values, respectively, following the same structure previously adopted for CO2.
The pressure calculations in Figures 4.3(a) and 4.4(a) show that the single-site
TraPPE model is the most accurate, providing estimates within typical experimen-
tal uncertainties [11] for the calculation of pressures even at extreme densities.
The SAFT-γ model is also able to provide very accurate estimates at densities up
to 600 kg m−3, but the accuracy of this model decreases as the system density
increases. Despite having similar force field parameters as the TraPPE model, the
slightly larger repulsive exponent of the SAFT-γ model is likely to yield stronger
repulsive forces, especially when molecules are closely arranged in denser sys-
tems, leading to overestimated pressures. Nonetheless, the SAFT-γ model is still
able to provide results that are generally more accurate than those obtained with
the OPLS model, with significantly less computational effort.
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Figure 4.3: Methane force field comparison at 328.15 K: (a) pressure, (b) viscosity, (c) thermal
conductivity, and (d) self-diffusion coefficient. The continuous lines denote smoothed experimen-
tal data from NIST and symbols connected with dashed lines are molecular dynamics simulation
results of TraPPE (black circles), SAFT-γ (blue squares), and OPLS (red diamonds).
The viscosity results for CH4 are shown in Figures 4.3(b) and 4.4(b). Similarly
to what was observed in the calculation of CO2 viscosities, the single-site mod-
els TraPPE and SAFT-γ do a relatively poor job predicting the viscosity of CH4,
particularly at densities above 200 kg m−3, where the simulations consistently
overestimate this property. On the other hand, the five-site OPLS model is able to
provide very accurate results in practically the full range of pressures studied, with
deviations close to the uncertainties of experimental measurements [115].
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Figure 4.4: Relative deviation from experimental data for CH4: (a) pressure, (b) viscosity, (c)
thermal conductivity, and (d) self-diffusion coefficient. Legend as in Figure 4.3.
Figures 4.3(c) and 4.4(c) present the thermal conductivity results for CH4. It
can be observed that the OPLS model is not able to provide results with the same
accuracy previously attained for the viscosities, with significant overestimation
of values over the full range of densities. The TraPPE and the SAFT-γ models
are also unable to provide good estimates of thermal conductivities at densities
up to 300 kg m−3. However, the accuracy of the single-site models improves
with increasing density. Notably, at densities higher than 300 kg m−3, the SAFT-
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γ model is able to provide accurate thermal conductivity results, with deviations
from experimental data comparable to experimental uncertainties [115].
Self-diffusion coefficients calculated for CH4 are show in Figure 4.3(d), and
their deviations from experimental data are shown in Figure 4.4(d). As pointed out
previously, molecular mobility is closely linked to viscosity. Hence, as shown in
Table 4.3, the overall overestimation of viscosities given by the TraPPE and the
SAFT-γ models is also reflected as an underestimation of self-diffusion coefficient
values by these models. Conversely, the OPLS model provides better estimates of
self-diffusion coefficients, following its superior performance for viscosity.
As seen with CO2, the better estimations of viscosities and self-diffusion coeffi-
cients, achieved by considering all-atom models over the use of single-site models
illustrates how the molecular structure plays a major role in the prediction of such
properties, turning the development of accurate single-site models for this applica-
tion into a challenging task. On the other hand, the pressures and thermal conduc-
tivities show that, depending on the application and the thermodynamic conditions
of interest, one may benefit from the computational efficiency of single-site mod-
els to get results with similar accuracy as obtained from simulation employing
all-atom models, with much less computational effort.
4.3.2 The caging effect
The substantial overestimation of viscosities and underestimation of self-diffusion
coefficients attained with single-site models of CO2 and CH4 at higher densities
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motivated a detailed analysis of structural properties of both systems, aiming at a
thorough understanding of the matter.
Considering dense liquid CO2 at 273.15 K, the liquid-to-solid phase transition
is predicted to occur at the density of 1372 kg m−3, which corresponds to a pres-
sure of 337.6 MPa [12, 159]. The simulations carried out with all seven CO2
force fields had the maximum density fixed at 1300 kg m−3, resulting in the cal-
culated pressures of 253.96± 0.46 MPa (TraPPE), 238.36± 0.34 MPa (EPM2),
226.10± 0.37 MPa (Zhang), 262.07± 4.15 MPa (Cygan), 267.54± 4.73 MPa
(TraPPE-flex), 307.56± 0.21 MPa (Higashi) and 289.74± 0.82 MPa (SAFT-γ).
A recent study carried out by Pe´rez-Sanche´z et al. [45] shows that no phase
transition is expected to occur with the TraPPE, EPM2, and Zhang models un-
der all conditions studied here. Considering the flexible three-site models Cygan
and TraPPE-flex, and the single-site models Higashi and SAFT-γ, even though no
specific liquid-solid transition studies were found, neither the fixed density nor the
calculated pressures for all force fields exceed the transition values, and thus are
not expected to cause strong phase change effects on the structural properties of
the molecular systems at such thermodynamic conditions.
In fact, the rigid and flexible three-site models have very similar liquid-like
radial distribution functions, as shown in Figure 4.5(a).
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Figure 4.5: Structural information of CO2 at 273.15 K and ρ = 1300 kg m−3, evaluated for
five independent trajectories: (a) center of mass radial distribution function, and (b) Debye-
Waller factor calculated for TraPPE = 2.89± 0.18, EPM2 = 3.74± 0.24, Zhang = 4.45± 0.41,
Cygan= 3.75±0.19, TraPPE-flex= 3.23±0.14, Higashi= 2.12±0.11 and SAFT-γ= 1.53±0.05.
The precise overlapping of the replicas in each curve reveals the excellent reproducibility of the cal-
culations. Color legend as in Figure 4.1.
It can be observed that the positions of the peaks and valleys are in good agree-
ment among all three-site models. The magnitude of the first and second peaks
observed with the Zhang model are slightly lower, whereas the TraPPE, TraPPE-
flex, as EPM2 and the Cygan models give similar distributions, suggesting again
that molecular flexibility has little impact on the liquid structure.
It is also possible to speculate that the relatively higher oscillation observed
with the TraPPE and TraPPE-flex models are linked to the larger deviations for
viscosities and self-diffusion coefficients seen in Table 4.3, suggesting that these
two models yield more ordered liquids with a consequent reduction in mobility.
The same analysis can be extended considering the single-site models Higashi and
SAFT-γ, whose radial distribution functions exhibit oscillations which persist up
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to greater distances. This indicates that these models lead to more organized struc-
tures, typically related to glassy and solid states.
Figure 4.5(b) shows the Debye-Waller factor calculation for each CO2 force
field at the aforementioned thermodynamic conditions. The inset shows the min-
imum t∗ of the function ∆(t), which represents the transition point from ballistic
to caged displacement of molecules. The main graph provides the calculation of
fD−W from the mean square displacement plot, in the time t∗. Combined with
the previous findings, the comparative analysis of the Debye-Waller factor shows
that the structural representation provided by single-site models is approaching the
solid phase transition. This unphysical representation results in a restrained molec-
ular movement, which severely affects the capability of the models to give accurate
predictions of viscosities and self-diffusion coefficients.
A similar behavior can also be found in the study of CH4 at very high densities.
Figure 4.6 shows the same structural analysis carried out for CO2, done for super-
critical CH4 at 273.15 K and ρ = 500 kg m−3. As before, single-site models show
less damped radial distributions, while at the same time the Debye-Waller factor
calculated for the all-atom OPLS model is the highest among the CH4 models
tested.
Although far from a liquid-solid phase transition, the TraPPE and SAFT-γ CH4
models also provide more ordered structures, with lower molecular mobility, when
compared to the OPLS model. This result indicates that such caging effect is not
restricted to single-site representations of the linear, triatomic CO2 molecule, since
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similar behavior is observed with single-site approximations of the tetrahedral,
five-atom CH4 molecule.

































Figure 4.6: Structural information of CH4 at 273.15 K and ρ = 500 kg m−3, evaluated for five in-
dependent trajectories: (a) center of mass radial distribution function, and (b) Debye-Waller factor
calculated for TraPPE= 2.40±0.01, SAFT-γ= 2.21±0.01 and OPLS= 3.28±0.01. The precise
overlapping of the replicas in each curve reveals the excellent reproducibility of the calculations.
Color legend as in Figure 4.3.
The caging effect observed for the single-site models can be attributed to two
major characteristics of these force fields: the model morphology and its repul-
sive feature. Although one generally finds that united-atom models lead to en-
hanced dynamics compared to their all-atom counterparts, the opposite behavior
is observed at very high densities. The idea behind what happens at low densities
is straightforward: all-atom models generally have lower molecular mobility be-
cause of their additional modes of motion other than translation. As the fluid den-
sity increases, at some point an opposite behavior starts to dominate the molecular
motion, where single-site molecules become encaged by its surrounding bodies,
whereas all-atom ones are likely to move more freely due to the system’s asymme-
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tries and the free volume arising from the non-spherical form of the bodies. These
results suggest that as density gets higher, modeling molecules in full atomic detail
becomes more important.
The repulsive term of the model also plays an important role at higher densi-
ties. For example, since no significant differences can be found between the force
field parameters of the Higashi and SAFT-γ models besides the repulsive expo-
nent employed in the latter, this term is most likely responsible for the structural
differences seen in Figure 4.5. The more repulsive characteristic of the SAFT-γ is
probably boosting the caging effect in this case, by establishing a stronger balance
of forces, and thus imposing stiffer restrictions to molecular motion. This effect is
apparent even when comparing the single-site CH4 models in Figure 4.6, where the
repulsive exponent employed by the SAFT-γ model (m = 12.65) is only slightly
greater than the standard Lennard-Jones exponent adopted by the TraPPE model.
A recent work of Shvab and Sadus [160] shows molecular simulation results of
diffusion coefficients for water and methane mixtures, using a three-site model for
water and a single-site one for methane. The authors observed a reduced dynamics
with increasing concentrations of methane, which was attributed to the stability
of solvation shells. By taking into consideration the caging effect studied here,
which has shown to be more significant with single-site models than with multi-site
models, it is possible to speculate that this phenomenon is not limited to isotropic
systems of pure fluids, and may be also affecting the dynamics of the water and
methane mixtures studied by Shvab and Sadus [160].
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4.4 Conclusions
In the present work, equilibrium molecular dynamics simulations were employed
to provide estimates of transport properties for CO2 using seven different force
fields and for CH4 using three different force fields. A comprehensive comparison
between all molecular models based on the accuracy of property calculations is
shown, along with the definition of standardized simulation parameters, employed
throughout all calculations to facilitate comparison. Although requiring prelimi-
nary studies in order to establish the appropriate simulation setups, the calculation
of viscosities and thermal conductivities using the Green-Kubo formulas, and of
the self-diffusion coefficient using the Einstein formula, offer a reliable and robust
method to calculate transport properties from molecular simulations, while main-
taining the thermodynamic equilibrium. This approach can greatly increase com-
putational efficiency in cases where multiple properties of a system are desired,
allowing thermodynamic and transport properties to be obtained with a single sim-
ulation.
It has been shown that the Zhang force field generally performed best among the
CO2 models, providing viscosities and self-diffusion coefficients with average de-
viations from experimental data comparable to experimental uncertainties in most
cases. Similar accuracy could be observed with the Zhang model in the calcula-
tion of thermal conductivities at densities between 600 kg m−3 and 1100 kg m−3,
improved by the addition of an analytical correction to account for vibrational en-
ergy contributions. Considering also the good accuracy of the Zhang CO2 results
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previously reported for thermodynamic properties [136], this model has proven
to provide the best overall representation of CO2 in molecular simulation studies,
over a wide range of thermodynamic conditions.
Although outperformed by the Zhang model, the rigid three-site models TraPPE
and EPM2 are also able to provide good estimates of transport properties. De-
spite the poor estimation of thermodynamic properties previously reported and
confirmed in this work through pressure calculations, the fully flexible models
Cygan and TraPPE-flex are able to provide estimates of transport properties with
accuracy comparable to that obtained with rigid models, except for thermal con-
ductivities. The direct evaluation of the vibrational mode in the simulation of flex-
ible molecules was shown to give inferior results when compared to the analytical
evaluation of this term in the simulations with rigid molecules. Nevertheless, based
on the knowledge of the model limitations and due to the fact that molecular dy-
namics packages generally deal more easily with flexible molecules, the Cygan
and TraPPE-flex CO2 models arise as interesting options to provide good transport
property estimations.
Considering the use of the SAFT-γ single-site models to represent CO2 with
significantly less computational effort, the good accuracy previously found in the
calculation of thermodynamic properties [136] is not verified here for transport
properties. The caging effect at high densities suggest that these models prema-
turely begin to form glassy or semi-ordered structures, which leads to a reduc-
tion in molecular mobility as the system evolves towards a solid transition. At
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lower densities, the transport properties predicted with single-site models are usu-
ally considerably less accurate compared to all-atom models.
The inexpensive single-site CH4 models are found to give good results for ther-
mal conductivity calculations at higher pressures, outperforming the OPLS model.
The OPLS CH4 model was shown to give the best overall estimates of viscosities
and self-diffusion coefficients, with quite good accuracy. The thermal conduc-
tivity values obtained with this model, however, are overestimated on average by
50%. On the other hand, the reasonable results achieved for the pressure calcu-
lations may indicate that thermodynamic properties may be obtained with reason-
able accuracy with the OPLS model. Under the light of these results, the single-
site TraPPE model was shown to be the best overall model to reproduce methane
thermodynamic properties and thermal conductivities, whereas the OPLS model is




Vapor-Liquid Equilibrium and Transport
Properties of Carbon Dioxide and Methane
Mixtures by Molecular Simulations
Abstract
Gibbs ensemble Monte Carlo simulations in the canonical ensemble were used to
study the coexistence properties of carbon dioxide and methane at temperatures
ranging from the triple point up to the surroundings of the critical point. Five dif-
ferent CO2 models and three different CH4 models were tested, including all-atom
and single-site representations of molecules to allow comparison of the accuracy of
various force fields commonly used. Vapor-liquid equilibrium of binary mixtures
was also investigated using the isobaric-isothermal version of the Gibbs Ensemble
technique, at temperatures of 230 K and 270 K, and over a broad range of pres-
sures. Coexistence properties of binary mixtures were obtained from three sets of
force fields, including single-site models (using SAFT-γ CO2 and CH4 models),
all-atom models (using the EPM2 CO2 and the OPLS CH4 models) and a com-
bined approach (using the single-site CH4 and the three-site CO2 TraPPE models).
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Molecular dynamics simulation equilibrium methods in the canonical ensem-
ble were also employed to provide estimates of viscosities, thermal conductivities
and diffusion coefficients of methane and carbon dioxide in their binary mixtures.
The transport properties have been predicted for temperatures between 323.15 K
and 573.15 K, and densities have been set to give uniformly distributed pressures
between 20 MPa and 100 MPa. Two sets of force fields were used: the single-site
SAFT-γ models for CO2 and CH4 and flexible versions of the all-atom EPM2 CO2
and OPLS CH4 models.
The agreement between the results obtained here and results previously reported
in the literature is quite good for the vapor-liquid equilibrium properties of pure
compounds. The use of standardized simulation setups allows reliable comparison
of force fields accuracy, while minimizing the influence of simulation methods on
the results. Simulation results obtained for binary mixtures showed that different
force fields and combining rules tested yield equivalent results, providing good
accuracy at 230 K, whereas larger deviations were found at 270 K.
The use of molecular simulations to predict viscosities in binary mixtures has
proven to be remarkably accurate, especially with the use of all-atom models. Re-
sults for thermal conductivities fall short in accuracy, suggesting that new develop-
ments of specific models for this purpose may be required. Despite the fact that no
experimental data of diffusion coefficients in binary mixtures were available, the
estimates of this property using molecular simulations are found to be very reason-
able, arising as an alternative to fill in gaps in the availability of this property.
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5.1 Introduction
Knowledge of properties of multicomponent gases is important for many industrial
and engineering applications. While transport is an essential feature in virtually all
operations associated with fluid handling, properties of phase coexistence are im-
portant for the efficient design and operation of separation processes. In the oil
and gas industry, operations involving a broad range of thermodynamic conditions
and compositions offers a great challenge to describe fluid behavior, from oil ex-
ploration to refining and retail fuel sales [75].
Raw natural gas composition can vary greatly, depending on its different ori-
gins and reservoir conditions. Although methane (CH4) usually constitutes the key
component, natural gas may also contain significant amounts of other compounds
including carbon dioxide (CO2), hydrogen sulfide (H2S), nitrogen (N2) and heav-
ier hydrocarbons. In the case of the pre-salt fields situated off the southern coast of
Brazil, the oil and gas found in the carbonate reservoirs typically contains consid-
erable volumes of CO2 at unusually high pressures. Therefore, the removal of CO2
from natural gas and its proper destination are two major tasks to be accomplished
in order to make the oil and gas production feasible in the pre-salt area [7].
Accurate knowledge of the phase equilibrium for pure components and multi-
component mixtures often plays a major role in separation operations, particularly
with respect to energy requirements, equipment design and operational routines.
In addition to experimental measurements, conventional approaches for predict-
ing phase equilibrium properties use empirical equations of state such as the cubic
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equation of Peng-Robinson and the multiparameter equations recently developed
by the Groupe Europeen de Recherches Gazieres (GERG). Although generally
providing good results, equations of state and other semi-empirical models usually
rely upon a limited range of experimental data to evaluate fitting parameters, and
often lack predictive power for conditions of pressure and temperature not covered
by experiments [161].
The situation for the transport properties of viscosity and thermal conductivity
generally lags thermodynamic properties, and accurate wide-ranging correlations
are available only for a limited number of compounds and mixtures. Methods
based on the extended corresponding states model introduced by Huber and Ely
[162] and its further developments [163] can be applied in the absence of data to
provide property estimates, but experimental data is often necessary to improve the
purely predictive scheme. Alternatively, correlations strongly based on experimen-
tal data can be successful applied to describe viscosities and thermal conductivities
of pure compounds and hydrocarbon mixtures with small amounts of impurities at
low pressures [164–166], although extrapolations of such models to higher pres-
sures and to the presence of CO2 cannot be evaluated directly.
A promising approach to study thermodynamic and transport properties of flu-
ids is computer simulation based on molecular modeling. An important advantage
of molecular simulations over empirical or semi-empirical models is that the for-
mer generally allows the calculation of vapor-liquid phase equilibrium (VLE) and
transport properties of fluids under any thermodynamic conditions. In this sense,
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computer simulations can be used to predict fluid behavior at conditions under
which experimental data are difficult or even impossible to obtain.
Considering phase coexistence calculations, many algorithms and methods are
available, such as the Grand Canonical Monte Carlo [51], the NPT + test par-
ticle method [167, 168], the Gibbs-Duhem integration method [169, 170], and
Histogram Reweighting [92, 171, 172]. However, phase transitions are collective
phenomena that often occur over time and length scales that are not directly acces-
sible by molecular dynamics or simple constant-volume Monte Carlo simulations
[173]. The Gibbs Ensemble Monte Carlo method (GEMC) [174, 175] features a
simple way to avoid the problem of finite size interfacial effects, being specifically
designed to characterize phase transitions.
The GEMC method use two boxes with molecule exchange to yield the correct
equilibrium point for two phases in coexistence. It is an efficient method for mix-
tures as well as pure fluids, and in fact for mixtures, the computations can be con-
veniently performed at constant pressure. In addition to the usual particle moves
within each of the boxes, the algorithm includes moves to change the volume and
composition of the boxes at mechanical and chemical equilibrium. Though phys-
ically separate, the two boxes are thermodynamically coupled through the algo-
rithm, which allows them to exchange both volume and particles. In the NVT
ensemble, the volume exchange is subjected to the constraints that the total vol-
ume and number of particles remain fixed, whereas in the NPT ensemble, only the
total number of molecules is kept constant and the volume of the boxes undergoes
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decoupled changes in order to control pressure [51, 59].
Even though the GEMC method is elegant in concept and simple in practice, it
generally runs into increasing difficulties at high densities, where particle insertion
has a low acceptance probability. Furthermore, near the critical point, there are
large fluctuations in the density which can result in the two boxes switching iden-
tity several times in the course of the simulation [176], and thus the critical point
cannot be directly located.
In addition to the stochastic simulation methods generally applied in phase equi-
librium calculations, deterministic molecular dynamics methods can be utilized to
generate configurations of the system of interest that are connected in time, thus
naturally providing means to estimate time-dependent properties such as viscosi-
ties, thermal conductivities and diffusion coefficients. Following a similar concept
often adopted to perform experimental measurements, simulation methods can be
used to calculate transport properties as a fluid response to an imposed perturbation
that drives the system away from equilibrium [51].
Several non-equilibrium methods[117–119, 122–125] are described to be more
efficient (i.e., requiring less computational effort), less susceptible to system size
dependencies and with a more favorable signal-to-noise ratio when compared to
conventional equilibrium approaches [130–132]. However, methods based on the
measurement of the time-dependent response to spontaneous fluctuations in a sys-
tem at equilibrium [127–129] also allows thermodynamic properties of the system
to be evaluated from ensemble averages, making this approach particularly inter-
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esting to provide estimates when a comprehensive set of thermophysical properties
is needed.
The major factor impacting the accuracy of the predicted properties by
molecular-level simulations is the selection of a set of appropriate parameters
of molecular interaction potentials, the so-called force fields. Ab initio or semi-
empirical quantum mechanical calculations offer rigorous representation of struc-
tures and interactions, whereas parametrization based on experimental structural
and thermophysical properties can often provide highly accurate results within the
original experimental interval and allow a certain degree of extrapolation.
Besides being generally more physically meaningful, the atomistic force fields
usually rely upon a much smaller number of parameters to describe thermody-
namic properties of various pure compounds and mixtures [19, 30, 88, 89] com-
pared with accurate multiparameter equations of state and corresponding extended
state models used to estimate transport properties. This is considered an important
advantage since the molecular models are often suitable to describe fluid behav-
ior over an extended range of thermodynamic conditions, sometimes far from the
original conditions used to develop the force field parameters [90]. Additionally,
molecular models can be often utilized to accurately predict all thermophysical
properties of pure fluids and mixtures, whereas general empirical models, capable
of predicting both the thermodynamic and transport properties are not available
even for pure fluids. Although more computationally demanding than empirical
and semi-empirical correlations, molecular simulations are relatively faster and
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less expensive to carry out when compared with acquisition of extensive experi-
mental data. Nevertheless, the molecular modeling approach may help provide a
deeper understanding of fluid behavior and can be used to supplement experimen-
tal data for the development of accurate thermophysical property models.
In this work, several CO2 and CH4 force fields commonly used to represent
these compounds in molecular simulations are compared with respect to their abil-
ity to predict phase coexistence properties of pure compounds using the GEMC
method in the canonical ensemble. Five different CO2 force fields (two single-site
models and three rigid three-site models) were used to provide saturation proper-
ties and estimates of critical point parameters. Additionally, three different CH4
force fields (two single-site models and one rigid five-site model) were also tested
to provide coexistence and critical properties.
Vapor-liquid calculations and transport properties of mixtures containing CO2
and CH4 are also reported. Viscosities, thermal conductivities and diffusion coeffi-
cients were calculated through equilibrium molecular dynamics methods, whereas
pressure-composition diagrams were generated from GEMC simulations in the
isobaric-isothermal ensemble. The CO2 and CH4 mixtures were represented by
three sets of force fields and the performance of each set was analyzed regarding
their property calculation results. The phase coexistence results from simulations
were compared to experimental results reported in the literature [21, 177] at the
temperatures of 230 K and 270 K. The simulation results for viscosity and thermal
conductivity were compared to results from the most accurate empirical correla-
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tions adopted by NIST [166], ranging from pure methane to pure carbon dioxide
in 0.10 increments in carbon dioxide mole fraction and at pressures up to approxi-
mately 100 MPa.
5.2 Methodology
In the first part of this work, several CO2 and CH4 molecular models were em-
ployed to perform phase coexistence calculations of pure fluids. The GEMC sim-
ulation technique in the canonical ensemble was applied to calculate vapor-liquid
equilibrium curves. Critical temperature and density were determined for each
force field by fitting the liquid and vapor densities in the subcritical region to the
density scaling law and the law of rectilinear diameters, respectively [59]. The
simulation results were compared to reference values from the literature [21] and
the errors observed are reported.
Afterward, three sets of force field parameters for CO2 and CH4 were chosen to
perform coexistence-curve calculations of binary mixtures, using the GEMC simu-
lation method in the isobaric-isothermal ensemble: the SAFT-γ single-site models
for both CO2 [25] and CH4 [52], the EPM2 all-atom CO2 [29] in combination
with the all-atom OPLS CH4 model [150], and the TraPPE single-site model rep-
resenting CH4 [20] along with the popular TraPPE three-site CO2 model [30]. The
results were compared to experimental data previously reported [177].
Lastly, transport properties of CO2 and CH4 binary mixtures were calculated
using equilibrium methods following the Green-Kubo expressions [127, 128] for
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the viscosities and thermal conductivities and the Einstein relation [129] for the
diffusion coefficients. Additionally, the pressure was calculated via standard en-
semble average and compared to reference values from NIST [166].
5.2.1 Force fields
The most common model for pairwise dispersion-repulsion short-range interac-
tions is the Lennard-Jones potential, which follows the same functional form as
the Mie potential [47] but has fixed values for the exponents in the dispersion and












where rab represents the distance between a pair of atoms a and b, εab is the poten-
tial well depth, σab is related to the atomic diameters, and m and n are the repulsive
and dispersion exponents that characterize the potential energy behavior. The con-








By making m = 12 and n = 6, Equation 5.1 reduces to the familiar Lennard-
Jones 12− 6 potential. In order to account for Coulombic interactions between
charged sites, an energy term can be incorporated into the potential model, repre-






where qa and qb are the partial charges of the atoms and ε0 is the vacuum permit-
tivity.
In this work, five CO2 force fields have been considered. Three different three-
site rigid models (TraPPE [30], EPM2 [29] and Zhang [31]) were studied, along
with two single-site models (Higashi [26] and SAFT-γ [25]), taking advantage of
their simplicity and computational efficiency. The parameters for the CO2 models
used in this work are presented in Table 5.1.
The cross-interaction parameters in all-atom models of pure CO2 follow the
Lorentz-Berthelot mixing rules for the TraPPE and Zhang force fields, whereas
the geometric-mean rules where adopted for the EPM2 model [51]. In the spe-
cific case of transport property calculations using the EPM2 model, bond and an-
gle flexibility was modeled by harmonic functions ustretchab = kr (rab− r0)2/2 and
ubendabc = kθ (θabc−θ0)2/2, where kr and kθ are the energy constants obtained from
the work of Cygan et al. [32]. Deviations from nominal bond lengths r0 and angles
θ0 are represented by the differences inside the parentheses [48]. A flexible version
of the EPM2 model was chosen over its more commonly used rigid version as the
molecular flexibility was found to exert little influence on the calculation of trans-
port properties [178]. Nonetheless, flexible models are often more conveniently
handled by the popular molecular dynamics packages available [49, 50].
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Table 5.1: Force field parameters for each CO2 model used in this work.
TraPPE EPM2 Zhang Higashi SAFT-γ
[30] [29] [31] [26] [25]
(εab/kB)/K
C-C 27.0 28.129 28.845 236.1 361.69
O-O 79.0 80.507 82.656 - -
σab/A˚
C-C 2.80 2.757 2.7918 3.72 3.741
O-O 3.05 3.033 3.0000 - -
q/e
C +0.70 +0.6512 +0.5888 - -
O −0.35 −0.3256 −0.2944 - -
r0/A˚ C-O 1.16 1.149 1.163 - -
θ0/deg C-O-C 180 180 180 - -
kr/kJ mol−1A˚
−2 - 8443.0a - - -
kθ/kJ mol−1rad−2 - 451.90a - - -
m 12 12 12 12 23
n 6 6 6 6 6.66
aBond and angle energy constants obtained from the work of Cygan et al. [32]. The
constants were used to provide a fully flexible version of the EPM2 model, used in transport
property calculations.
Likewise, three different CH4 force fields were investigated: the TraPPE [20]
and the SAFT-γ [52] single-site models and the OPLS [150] all-atom model. The
TraPPE force field utilizes a 12−6 Lennard-Jones functional form and is reported
to accurately reproduce vapor-liquid coexistence properties of methane, while be-
ing very computationally efficient [20]. The SAFT-γ model was developed in the
same approach used for the development of the SAFT-γ CO2 model [25] by fitting
a SAFT equation of state to experimental data and regressing parameters for a Mie
potential from the equation of state. The OPLS [150] model was also included in
this study to allow comparison between force fields showing different molecular
morphology and number of sites, which are characteristics that play a major role in
the description of mass and momentum transport phenomena [178]. Following the
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same strategy adopted for the EPM2 model of CO2, a fully flexible version of the
OPLS force field was utilized in the calculation of transport properties. The flexi-
ble version of OPLS also relies on harmonic functions to describe bond and angle
flexibility, with energy constants taken form the CHARMM force field [88, 179].
The interaction parameters between different atoms on simulations of pure CH4
with OPLS model follow the same geometric-mean rules adopted for the EPM2
CO2 force field. Table 5.2 presents the parameters for the CH4 force fields used in
this work.




C-C 148.0 153.36 33.212
H-H - - 15.097
σab/A˚
C-C 3.73 3.7412 3.50
H-H - - 2.50
q/e
C - - −0.24
H - - +0.06
r0/A˚ C-H - - 1.09
θ0/deg H-C-H - - 107.8
kr/kJ mol−1A˚
−2 - - 2845.12a
kθ/kJ mol−1rad−2 - - 276.14a
m 12 12.65 12
n 6 6 6
aBond and angle energy constants obtained from the CHARMM force field
[88, 179]. The constants were used to provide a fully flexible version of the
OPLS model, used in transport property calculations.
The cross-interaction parameters necessary for the simulation of binary mix-
tures were obtained by applying different mixing rules, which were chosen fol-
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lowing the original description of the force fields representing each pure com-
pound. For instance, the simulation of binary mixtures using the TraPPE force
field employs the Lorentz-Berthelot mixing rules to define parameters of interac-
tion between the CH4 single-site and each of the three sites in the CO2 molecule.
Similarly, binary mixtures with the CO2 molecule being represented by the EPM2
model and the CH4 molecule being represented by the OPLS model were sim-
ulated using geometric-mean mixing rules to define cross-interaction parameters
between any of the sites in both compounds.
For the simulation of binary mixtures using the single-site SAFT-γ force field,
specific mixing rules were developed to evaluate the interaction parameters be-
tween different atoms, including mixing rules to account for different exponents in
Equation 5.1. The unlike size parameters are obtained using the arithmetic-mean





and the parameters for unlike-pair energy interactions are calculated using the fol-
lowing equation [96]:






where kab is a correction term to address deviations that arise from the difference
in the chemical natures of the two compounds considered. In this study, the value
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kab = 0.02 was adopted, according to preliminary high-pressure vapor-liquid equi-
librium data regression carried out by the developers of the SAFT-γ force field
[25, 52, 95]. The parameters m and n for pure compounds can also be combined to




where λ can be either repulsive (m) or dispersive (n). As pointed out previously
[178], this expression is consistent with unlike Mie attractive energies εab obtained
using the geometric-mean rule for the van der Waals attractive constants of a hard
core interaction model such as the Sutherland potential. The combined exponents
are used in Equation 5.2 to give the combined constantC and the unlike-pair inter-
actions can be finally calculated using Equation 5.1.
5.2.2 Phase coexistence properties
An efficient and simple way of simulating phase behavior is through use of the
GEMC method, which was first proposed by Panagiotopoulos [174] as a mean of
directly calculating the phase coexistence properties of pure fluids and mixtures.
The thermodynamic equilibrium between two phases (e.g., vapor and liquid) is
enforced through a series of Monte Carlo (MC) moves. This approach avoids the
use of an explicit interface, which can interfere with the determination of bulk
phase behavior, especially for small systems with long-range interactions [180].
In vapor-liquid equilibrium calculations, the goal of the GEMC technique is to
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create a two-phase system, in which the temperature T , the pressure p, and the
chemical potential µ of all components in the two phases are equal. However, a
true constant-µ pT ensemble is not available, as extensive variables would be un-
bounded if only intensive parameters were specified. This can be easily overcome
by fixing the total number of molecules N and as a result, the simulated system
has coexisting phases in which the temperature, pressure, and chemical potential
(or potentials, in the case of mixtures) are fixed. Since the actual value of µ is not
specified, the chemical equilibrium between the liquid and vapor phases must be
ensured, so that ∆µ = 0. Therefore, although the GEMC technique does not create
a true constant-µ pT ensemble, it can be easily implemented and effectively simu-
lated [59]. The acceptance criteria for the Gibbs ensemble were originally derived
from fluctuation theory [174] and a full development of the statistical mechanics
of the ensemble was approached by Smit et al. [181]. A brief discussion here aims
to illustrate the main points of the method, while further details can be found on
the original publications [174, 181].
The GEMC method defines the setup of two simulation boxes (I and II), which
are allowed to exchange volumes and particles and each box stands for a homo-
geneous phase (for instance, the liquid and the vapor phase in equilibrium). The
simulation is then carried out with three kinds of moves in a MC cycle: (1) random
molecule displacements within each box to ensure equilibration; (2) changes in the
volumes of the two regions that result in the equality of the average pressures; and
(3) random transfers of molecules between regions that result in the equality of the
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chemical potential of each component in the two regions [182].
Considering the coordinates of all particles of the system (rN), the sampling













where Uconf is the configurational energy, β = k−1B T
−1 (kB is the Boltzmann con-
stant) and VI and VII are the volumes of each box, respectively, kept in thermal
equilibrium at temperature T .
The Metropolis algorithm can be used throughout the simulation, so that the











and if the trial move is rejected, the old state is recounted in the Markov chain.
During particle displacement moves, each subsystem box can be treated inde-
pendently and represented by the canonical ensemble. The trial random move of a
particle within a given box is accepted with probability min(1,Pdisp), where Pdisp =
exp
(−β∆Uconf) and ∆Uconf corresponds to the configurational energy
change as a consequence of the trial move. With respect to volume changes in
the canonical ensemble, a move is accepted with probability min(1,Pvol), accord-
















Equation 5.9 carries the assumption that the Markov chains sampled by each re-
gion are not affected by the fact that the two volume changes are deeply correlated,
which is a reasonable approximation away from the critical point [183].
Similarly to the volume changes in a system with overall constant volume, the
particle interchange moves must be coupled, i.e., the creation of a particle in box I
must be accompanied by the simultaneous destruction of a particle in box II, and












The method can be generalized to include a constant pressure ensemble for
mixtures, so that the pressure can be specified in advance of the simulation. In such
a simulation, the total system volume would no longer be constant, and volume
changes of the two boxes are allowed to vary independently in order to control
pressure. The acceptance rules are the same as for an isobaric-isothermal GEMC
simulation of two independent regions. Therefore, the constant pressure version of




















II + pVI+ pVII
)]
(5.11)
where p is the imposed system pressure, and the sum runs over all the components
of the mixture in each phase. The volumes I and II are independent in this case.

















Transport coefficients describing non-equilibrium flows of momentum and energy
can be expressed in terms of the decay of equilibrium fluctuations of pressure and
heat flux [127, 128]. Thermal conductivities can be calculated through the rela-
tionship between this quantity and the time integral of the heat flux autocorrelation
function, using the Green-Kubo formula. In order to enhance the statistical qual-
ity of results, the average of the heat flux may include three Cartesian coordinates
generally, and thus the ensemble average of the heat flux J and its autocorrelation























where the first term inside the brackets corresponds to the kinetic and potential
energy of the atom i, respectively, and Si is the per-atom stress tensor that includes
intramolecular contributions. The term vi multiplying the energy contributions is
the atom velocity vector [152].
The shear viscosity of a fluid of interest in the canonical ensemble can also
be defined by the time integral of the autocorrelation function of any off-diagonal






〈Pαβ (t)Pαβ (0)〉dt (5.15)
The term inside the angle brackets indicates equilibrium ensemble average of the
autocorrelation function calculated for a component of the system’s pressure ten-
sor, where α and β represent any pair of distinct Cartesian coordinates x, y, and
z [151]. Although formally defined as an infinite integral, the knowledge on how
the pressure tensor correlation decays with time may allow reasonable estimates
of viscosity to be obtained by the truncation of the integral after a finite time. For
isotropic systems, the autocorrelation function can be averaged over multiple time
origins and over all pairs of coordinates xy, xz, and yz in order to improve the
quality of the results.
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In addition to the Green-Kubo formulation, the Einstein relation can be defined









〈|ri (t)− ri (0)|2〉 (5.16)
where ri is the atom coordinate vector and the term inside the angle brackets is the
mean square displacement (MSD). Equation 5.16 already takes into account the
diffusion coefficient calculated as the average of this property along three dimen-
sions x, y, and z. Furthermore, the averaging over all atoms at multiple time origins
can be applied for computational efficiency purposes, also providing enhanced sta-
tistical results [154]. In this approach, the diffusion coefficient is proportional to
the slope of the MSD as a function of time in the diffusional regime [59].
5.2.4 Simulation details
Vapor-liquid equilibrium of both pure and binary mixtures of components were
simulated using the GEMC technique as implemented in the CASSANDRA molec-
ular simulation package, development in our group [184]. Simulations using the
GEMC method in the canonical ensemble were employed to determine the coex-
istence curves of pure CO2 and CH4 using all force fields tested in this work. The
NPT-GEMC method was used to determine the vapor-liquid equilibrium for the
binary mixture CO2 + CH4, using three different sets of force fields: (1) SAFT-γ
single-site CO2 and single-site CH4 force fields, (2) TraPPE rigid three-site CO2
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and single-site CH4 force fields, and (3) EPM2 rigid three-site CO2 and OPLS
rigid five-site CH4 force fields.
In an attempt to mitigate the effects of finite size, relatively large systems were
employed in all of the phase coexistence simulations. Pure compound simulations
were carried out using a total of 1500 molecules inserted randomly, with the den-
sities of each box being chosen initially to give equal partitioning of the particles
between the liquid and vapor boxes. The binary mixtures were simulated with a
total of 3000 molecules, and larger systems containing 4000 molecules were em-
ployed in simulations near to critical conditions. The initial configurations of each
box in the NPT-GEMC simulations were obtained from previous independent MC
runs for each phase, with compositions initially set to match experimental values.
The length of the simulations was kept the same in all phase coexistence cal-
culations of pure compounds and binary mixtures. The GEMC simulations started
with an equilibration period comprising 104 MC cycles, where each cycle involved
approximately 500 particle displacement attempts of translation (all particles) and
rotation (only all-atom molecules), 100 molecular insertion and deletion move at-
tempts and 10 system volume displacement attempts. The equilibration period was
followed by a production run of equal length, divided into blocks of 103 MC cycles
to compute averages and standard deviations.
A spherical cutoff of 4σ between molecules was used to truncate both the Van
der Waals and the electrostatic part of the potential energy. Although the cutoff
is a parameter often specified as part of the force field, the simulations with all
159
force fields tested here were carried out considering a standardized cutoff value to
facilitate comparison of results. Since the attractive term for the Van der Waals in-
teractions still makes a significant contribution to the interaction energy beyond the
cutoff distance, a long-range correction (tail correction) [59] was used. Long-range
electrostatic interactions were calculated using the Ewald summation method with
a desired relative error in forces of 1× 10−5 in all GEMC simulations involving
charged sites [51].
Transport property calculations were carried out using molecular dynamics sim-
ulations in the canonical ensemble with the LAMMPS package [50]. The standard
velocity-Verlet algorithm [55] was used to integrate the equations of motion with a
time step of 1 fs. Temperature was fixed in the simulations of single-site and flex-
ible models with the Nose´-Hoover thermostat following the formulation given by
Shinoda et al. [56]. A particle-particle-particle mesh (PPPM) solver was used with
a desired relative error in forces of 1×10−4 to calculate the long-range Coulombic
interactions.
Initial spatial configurations for each system were generated using the Packmol
package [58] and initial velocities were assigned following a Maxwell-Boltzmann
distribution at each temperature. Following the strategy adopted in the phase co-
existence calculations and as done previously by our group [136, 178, 185], the
pairwise potential cutoff was fixed to a value of 4σ . Potential truncation and stan-
dard long-range corrections to the energy and pressure virial were also included
and conventional periodic boundary conditions were applied [59].
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A 5 ns equilibration period was used in all molecular dynamics simulations,
followed by a production run of 2.5 ns, during which thermodynamic properties
were recorded every 5 fs and trajectories were stored every 0.1 ps. The production
simulations were divided into 5 equal intervals and the standard deviation of the
interval averages was used to estimate the uncertainties. Pressures and diffusion
coefficients were calculated using standard ensemble averages and the Einstein
formula, respectively. Viscosities and thermal conductivities were calculated using
the Green-Kubo formulas. Pressure and heat flux autocorrelation time windows
were fixed at 2.5 ps and 1 ps, respectively, and averaged following the window
algorithm described by Dubbeldam et al. [154].
All components of the pressure tensor were taken into consideration in the eval-
uation of viscosities, whereas the calculation of thermal conductivities was per-
formed through the average of the heat flux autocorrelation function calculated
along the largest dimension of an elongated box, rather than considering all three
dimensions in a cubic box. The former approach provided thermal conductivity
results with similar uncertainties observed in much larger cubic boxes. Thus all
molecular dynamics simulations were carried out using 1024 molecules placed in
a rectangular box, where the box length in the x direction was made 50% larger
than in the other directions.
The molecular simulation results of all properties as a function of the thermody-
namic condition and the force field used were compared against experimental and
reference data available. Vapor-liquid coexistence curves of pure compounds, pres-
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sures, viscosities and thermal conductivities were taken directly from the National
Institute of Standards and Technology (NIST) databases [21, 163]. Experimental
phase coexistence data of binary mixtures of CO2 and CH4 at 230 K and 270 K
are taken from the work of Webster and Kidnay [177]. In all cases, the average









where Aref is the reference value and Acalc is the value obtained by simulations. The
summation may include all states at once or only states at some specific constant
condition to provide stratified information regarding the deviation as a function of
the thermodynamic state.
5.3 Results and discussion
The results of phase coexistence and transport properties using molecular simula-
tions are shown in this section. The uncertainties of simulation results are generally
comparable to symbol sizes in all graphs, and error bars were omitted for clarity
purposes.
5.3.1 Phase equilibria properties of pure components
Vapor-liquid coexistence densities and pressures of CO2 were calculated using
GEMC simulations in the canonical ensemble, at temperatures between 216.592 K
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(which corresponds to the experimental triple-point temperature [21]) and 295.15 K.
Because the large fluctuations near the critical point, it is difficult to determine its
location explicitly via simulations. However, simulation data at subcritical condi-
tions can be used to determine the critical temperature Tc by fitting the coexisting
densities to the scaling law
(ρl−ρv) = A(T −Tc)η (5.18)
where ρl and ρv correspond to the liquid and vapor densities, respectively, and A is
a proportionality constant determined by the fit. The critical exponent η was also
fitted based on data obtained from simulations, assuming values between 0.300 and
0.344, depending on the force field used. Although the η value can be fixed fol-
lowing theoretical approaches and experimental measurements [186], results from
data fitting were considered rather then using a fixed value throughout the study.
Thereafter, the critical temperate from different force fields was calculated and the
results were compared with minimum external interference of fitting parameters.




= ρc+B(T −Tc)η (5.19)
where B is a fitting constant. The critical pressures were found by extrapolating the
vapor pressure curve to the critical temperature. The vapor pressures were fitted to
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the semi-empirical equation




Equation 5.20, truncated after the first two terms, is analogous to the Clausius-
Clapeyron equation. The third and fourth terms on the right hand side were added
as empirical correction factors, following the work of Errington and Panagiotopou-
los [187].
Figure 5.1(a) shows the vapor-liquid coexistence densities of CO2. In general,
the saturated liquid density results are in good agreement with experiment for all
force fields tested, with the exception of the Higashi model that tends to underes-
timate liquid densities, particularly at low temperatures. The rigid three-site CO2
models yield similar overall liquid density accuracy, with the Zhang model slightly
outperforming the TraPPE and EPM2 models. The superiority of the Zhang model
is also apparent considering the calculation of volumetric, second-derivative, and
transport properties, as previously shown by our group [136, 185]. Although show-
ing less accurate results, it is noteworthy that the SAFT-γ is able to provide good
estimates with significantly less computational effort.
It can also be noted that the Higashi model consistently overestimate vapor
densities throughout the entire temperature range, while the TraPPE force field
shows the best results for this property among the models studied. Good estimates
of vapor densities can also be attained with the SAFT-γ, at temperatures up to
265 K. The EPM2 and the Zhang models provide results with moderate accuracy,
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consistently overpredicting vapor densities over the entire temperature range.
Particularly for vapor pressure, the SAFT-γ model showed to be the most accu-
rate, followed by the TraPPE model, as shown in Figure 5.1(b). Even though the
Zhang model was originally reported to provide significantly more accurate results
for vapor pressures than the TraPPE model [31], further evaluations of the force
field [188, 189] demonstrated that the Zhang model is not generally superior to
the EPM2 model, with deviations from experimental data in agreement with our
findings. The Higashi model gives poor estimates of vapor pressures, indicating
that this force field is not able to provide accurate phase coexistence results.
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Figure 5.1: Vapor-liquid properties of CO2 calculated for the TraPPE (red circles), EPM2 (blue
squares), Zhang (green diamonds), Higashi (magenta up-pointing triangles) and SAFT-γ (orange
down-pointing triangles) force fields: (a) coexisting vapor and liquid densities as a function of tem-
perature; (b) vapor pressure as a function of temperature. The inset shows the Clausius-Clapeyron
plot of the saturated vapor pressure against the inverse temperature. Experimental data are shown
as black lines and calculated critical points are represented by solid symbols.
Good estimates of the critical temperature and density calculated through Equa-
tions 5.18 and 5.19 can be obtained with all force fields tested. The EPM2, TraPPE
and Zhang results are equivalent regarding critical densities, whereas the Zhang
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model has show to be slightly better to predict the critical temperature. The SAFT-
γ also provides very reasonable results considering its simplicity and computa-
tional efficiency. Although not performing well for densities and vapor pressures,
the Higashi model is able to provide good estimates of the critical properties. The
deviations observed for all force fields are summarized in Table 5.3.
Table 5.3: Average absolute relative deviation (AARD) between coexistence properties of CO2
from molecular simulations and NIST [21].
AARD/%
T/K 216.592a 220−240 245−265 270−295 Criticalb Overall
TraPPE
p 62.59 17.47 5.54 2.50 6.05 11.04
ρl 0.11 0.40 0.48 2.30 0.61 1.05
ρv 10.49 4.30 6.63 5.68 0.61 5.55
EPM2
p 55.83 18.68 14.76 13.96 4.75 17.31
ρl 0.87 1.16 1.20 0.94 0.55 1.05
ρv 20.13 12.10 10.45 11.54 0.55 11.26
Zhang
p 65.27 25.93 25.78 14.35 5.89 23.10
ρl 0.26 0.60 0.58 0.93 1.56 0.74
ρv 33.17 17.94 18.05 12.30 1.56 16.03
Higashi
p 88.82 62.16 29.66 10.71 4.81 34.28
ρl 10.30 9.99 9.18 6.20 4.50 8.21
ρv 72.16 51.60 25.56 6.35 4.50 27.81
SAFT-γ
p 5.50 19.38 7.05 4.05 4.06 9.22
ρl 0.18 0.38 1.55 5.53 2.77 2.54
ρv 11.82 4.53 5.66 12.79 2.77 7.91
aCorresponds to the experimental triple-point temperature [21].
bCritical temperatures calculated for each force field: TraPPE = 306.93 K, EPM2 = 306.91 K, Zhang = 303.23 K,
Higashi = 308.49 K, and SAFT-γ = 308.32 K. The reference value reported by NIST is Tc = 304.1282 K [21].
Figures 5.2(a) and 5.2(b) show the results of GEMC simulations of CH4 for
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coexistence curves and vapor pressures, respectively. The results of the single-
site models TraPPE and SAFT-γ are generally very similar, yielding overall good
accuracy of liquid and vapor phase density estimates, and critical properties. The
OPLS estimates of vapor densities are also good, whereas considering the liquid
densities, this model is found to be the least accurate. All of the three models tested
show significant deviations from experiment for the prediction of vapor pressures
at low temperatures, with better accuracies being obtained at temperatures above
165 K.
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Figure 5.2: Vapor-liquid properties of CH4 calculated for the TraPPE (red circles), rigid OPLS
(blue squares), and SAFT-γ (green diamonds) force fields: (a) coexisting vapor and liquid densities
as a function of temperature; (b) vapor pressure as a function of temperature. The inset shows
the Clausius-Clapeyron plot of the saturated vapor pressure against the inverse temperature. Ex-
perimental data are shown as black lines and calculated critical points are represented by solid
symbols.
As it can be seen in Figure 5.2(a), critical density and temperature estimates are
also very similar for the TraPPE and SAFT-γ and the deviations from experiment
are within the uncertainties of the simulation results. Otherwise, critical properties
calculated with subcritical results for the OPLS model are impacted by the model’s
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overprediction of liquid densities over the entire temperature range, which leads
also to an overprediction of the critical density. Nevertheless, the OPLS model
provided the best estimate for the critical pressure among the force fields tested,
providing also good estimates of the critical temperature. Table 5.4 shows the
deviations between the simulation data and experiment observed for CH4.
Table 5.4: Average absolute relative deviation (AARD) between coexistence properties of CH4
from molecular simulations and NIST [21].
AARD/%
T/K 90.6941a 95−115 120−160 165−185 Criticalb Overall
TraPPE
p 108.88 320.00 23.77 1.51 2.89 92.06
ρl 0.05 0.28 0.58 1.40 1.83 0.74
ρv 29.93 14.81 3.76 7.69 1.83 8.48
OPLS
p 927.52 140.24 71.69 23.87 1.07 114.02
ρl 14.06 13.83 13.67 16.19 10.80 14.19
ρv 13.83 5.07 10.55 4.00 10.80 7.85
SAFT-γ
p 866.33 299.11 18.24 3.86 3.30 121.36
ρl 0.30 0.32 0.51 1.95 1.83 0.86
ρv 21.47 11.60 3.96 11.25 1.83 8.25
aCorresponds to the experimental triple-point temperature [21].
bCritical temperatures calculated for each force field: TraPPE = 192.243 K, OPLS = 192.349 K, and
SAFT-γ= 193.071 K. The reference value reported by NIST is Tc = 190.564 K [21].
5.3.2 Binary mixtures phase equilibria
Figure 5.3(a) and 5.3(b) show the pressure-composition diagram of binary mix-
tures of CO2 and CH4 at 230 K and 270 K, respectively. As mentioned previously,
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three sets of force fields parameters were evaluated, providing means to compare
results from different force fields, each featuring different number of molecular
sites and using different mixing rules to calculate cross-interactions parameters.
The first set includes the Lennard-Jones single-site CH4 and three-site CO2 TraPPE
models [20, 30], employing common Lorentz-Berthelot mixing rules. The second
set comprises the Lennard-Jones five-site OPLS CH4 model [150] along with the
three-site EPM2 CO2 model [29], applying geometric-mean combining rules to
generate cross-interaction parameters. Lastly, the third set is formed by the Mie
single-site CH4 and single-site CO2 SAFT-γ models [25, 52], using combining
rules specifically designed to deal with this force field [52].
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Figure 5.3: Vapor-liquid equilibrium of CO2 + CH4 at (a) 230 K and (b) 270 K. The black crosses
with dotted lines are experimental data by Webster and Kidnay [177]. Simulation results are repre-
sented by red circles (SAFT-γ), blue squares (TraPPE) and orange down-pointing triangles (EPM2
CO2 + OPLS CH4 models).
In general, the solubility of CH4 in both phases over a wide range of saturated
pressures is in good qualitative agreement with the experimental data available.
Larger deviations can be observed for the calculated CH4 solubility in the vapor
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phase at 270 K, where the simulated values are seen to consistently underpredict
the mole fraction of CH4 in that phase. At the temperature of 230 K, the vapor
phase compositions calculated with all three force field sets studied match experi-
ment to a remarkable degree, over the entire pressure range.
Due to the finite size effect, GEMC usually cannot simulate the phase equi-
librium properties of any system at the vicinity of critical conditions. This is a
well-known problem and has been addressed elsewhere [174, 181]. However, very
reasonable results near to critical conditions were obtained here, by increasing the
size of the simulations systems, from a total of 3000 to 4000 molecules, at pres-
sures above 6 MPa. Although followed by a significant increase in computation
demand, and showing larger simulation uncertainties, the calculations at pressures
approaching critical conditions are able to allow reasonable qualitative comparison
of the results from the force fields studied.
Table 5.5 shows the deviations calculated between simulation and experimental
data of the CH4 mole fraction in binary mixtures with CO2. No significant dif-
ference can be noted between all of the three force field sets studied, despite the
differences in their force field parameters, molecular morphology and combining
rules applied. The superior performance of the TraPPE and SAFT-γ CH4 force
fields observed for the estimate of pure compound coexistence properties is not
apparent in the mixture simulations. Even though the OPLS did a poor job pre-
dicting liquid densities of pure CH4, its behavior predicting mixture solubilities of
this compound is very similar to that observed with the TraPPE and the SAFT-γ
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force fields. Since only a weak connection with the pure compound behavior was
found, it is possible to speculate that some adjustable cross-interaction parameters
may improve the simulation with all three sets of force fields.
Table 5.5: Average absolute relative deviation (AARD) between coexistence properties of binary
mixtures of CO2 and CH4, from molecular simulations and experimental data [177].
AARD/%
T/K 230 270 Overall
CH4 mole frac. xCH4 yCH4 xCH4 yCH4 xCH4 yCH4
TraPPE 18.49 2.72 65.38 157.04 10.61 111.21
EPM2 + OPLS 20.76 2.81 62.12 154.91 11.78 108.51
SAFT-γ 16.68 2.21 67.76 160.63 9.45 114.19
According to the review by Panagiotopoulos [173], the GEMC simulations
generally only estimate the VLE properties with modest precisions. Alternative
techniques with indirect coupling of the coexisting phases through estimations of
chemical potential (e.g., the Grand equilibrium [190]) or partition function (e.g.,
the histogram reweighting methods [92]) would theoretically provide results with
higher precisions, facilitating a more detailed comparison. However, in practice,
accurate estimations of chemical potential and partition function turn out to be
non-trivial and often involve statistical uncertainties. As for the GEMC simula-
tion results discussed here, although consistent with previous studies using similar
force field sets [161, 191, 192], the results may still be subjected to insufficient
sampling, which are hard to estimate [189].
Considering the limitations of the GEMC method and the uncertainties in the
simulation results, the accuracy attained with all of the three sets of force fields
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tested can be considered equivalent. Thus the representation of CO2 and CH4
molecules by uncharged single-site models arises as an interesting alternative to
more computational expensive vapor-liquid calculations using all-atom approaches.
5.3.3 Transport properties
Molecular dynamics simulations in the canonical ensemble were carried out to
provide estimates of pressures, viscosities, thermal conductivities and diffusion
coefficients of binary mixtures of CO2 and CH4, at temperatures ranging from
323.15 K to 573.5 K. Eleven compositions were studied, from pure CH4 to pure
CO2 in 0.10 increments in CO2 mole fraction. The density in each simulation was
chosen based on previous calculations from our group [178], so that the pressures
calculated could cover the range between 20 MPa and 100 MPa, in a fairly uniform
fashion. Two sets of force fields were compared, to help elucidate the role of the
molecular morphology adopted to represent CO2 and CH4, and provide compari-
son between different combining rules applied. In this way, the simple and efficient
SAFT-γ single-site models were compared to the all-atom approach adopted by the
EPM2 CO2 and the OPLS CH4 models, with the addition of molecular flexibility.
Flexible models are generally more easily handled by molecular simulations
packages available (such as the LAMMPS package used here), avoiding the use of
specific algorithms designed to restrain molecular bond lengths and angles [193,
194] throughout the course of the simulation. A recent study by our group [185]
comparing various CO2 force fields regarding their ability to predict transport
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properties suggested that these properties are not particularly sensitive to molec-
ular flexibility in a broad range of conditions. Preliminary simulation results for
the rigid versions of the EPM2 and OPLS and their flexible versions showed dif-
ferences within the statistical uncertainties of the simulations. However, the sim-
ulation of rigid bodies were generally more susceptible to numerical instabilities,
which was not an issue with calculations involving flexible models. Therefore,
flexible versions the EPM2 and OPLS models, along with the single-site SAFT-
γ models were chosen to perform transport property calculations, with a total of
1232 independent molecular dynamics simulations.
Considering the pressure results shown in Figure 5.4, the SAFT-γ CO2 and
CH4 models give significantly smaller deviations over the entire range of densi-
ties and temperatures studied, having the best overall performance as shown in
Table 5.6. For these models, the degree of agreement between the simulations and
the reference data from NIST generally increases as the temperature of the sys-
tem increases and the CO2 mole fraction decreases. Considering the binary mix-
ture represented by the EPM2 and the OPLS models, best results can be achieved
at equimolar composition and its surroundings, whereas larger deviations are ob-
served with pure compounds, especially CO2. Some improvement in accuracy can
be observed with the EPM2 and OPLS models at higher temperatures, to a lesser
degree than observed for the SAFT-γ models.
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Figure 5.4: Pressure of CO2 + CH4 binary mixtures as a function of density and CO2 mole fraction
at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. The colored circles correspond to
reference data from NIST [163]. The open symbols represent molecular simulation results obtained
using flexible versions of the EPM2 CO2 and OPLS CH4 force fields (black squares) and the SAFT-
γ models (blue circles).
Figure 5.5 shows the viscosity calculation results for binary mixtures of CO2
and CH4. The predictions of the EPM2 + OPLS models are significantly more
accurate than the results obtained with the SAFT-γ force fields, showing overall
deviations within typical experimental uncertainties reported for pure compounds
[21]. The SAFT-γ models consistently overpredicts the viscosity values, and this
behavior becomes more apparent as the density and the CO2 mole fraction in-
crease. The findings for binary mixtures represented by single-site models follow
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the behavior previously observed with pure compounds [178], where the character-
istics of the SAFT-γ force fields, such as the model morphology and its repulsive
feature are expected to play a major role in the model’s prediction capabilities.
Table 5.6: Average absolute relative deviation (AARD) between transport properties of binary
mixtures of CO2 and CH4 from molecular simulations and NIST [163].
AARD/%
EPM2 + OPLS SAFT-γ
p µ λ p µ λ
global 4.20 3.92 270.46 1.38 15.74 36.35
xCO2/%
0 3.95 2.68 73.45 1.03 6.89 36.70
0.1 3.49 2.91 327.06 0.87 7.02 35.12
0.2 2.83 4.02 439.75 0.86 8.72 35.63
0.3 2.21 4.08 467.36 0.91 9.83 38.12
0.4 1.58 4.48 443.66 1.04 11.66 38.71
0.5 1.18 4.34 391.65 1.19 14.15 39.05
0.6 1.61 3.54 325.91 1.36 17.22 38.87
0.7 2.48 3.33 245.40 1.54 18.22 38.34
0.8 4.80 3.47 163.44 1.77 23.01 36.21
0.9 7.31 3.92 82.47 2.10 26.37 33.62
1 14.73 6.36 14.85 2.54 30.04 29.48
T/K
323.15 5.78 3.32 198.22 2.55 25.87 22.52
373.15 5.09 3.44 233.49 2.00 22.94 26.25
473.15 4.58 3.55 265.83 1.56 18.95 31.73
573.15 4.22 4.02 284.77 1.40 16.33 36.75
Single-site molecular models are generally expected to present enhanced dy-
namics, yielding to lower viscosities and high diffusion coefficients. However, the
opposite behavior starts to dominate, as the density of the system increases, re-
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straining the movement of molecules in a low-porosity, packed system. Although
such effect is expected to be stronger in homogeneous systems composed by a sin-
gle component, the results obtained here with binary mixtures suggest that it can
also occur in multicomponent systems with particles varying in diameter and ener-
getic interaction parameters. Despite the deviations observed at high densities, the
SAFT-γ remains as a computationally efficient alternative for calculating viscosi-
ties at low densities, in mixtures with a relatively low CO2 mole fraction, as shown
in Table 5.6.
Figure 5.5: Viscosity of CO2 + CH4 binary mixtures as a function of density and CO2 mole fraction
at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as in Figure 5.4
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Thermal conductivity results are shown in Figure 5.6. Although generally less
accurate, the thermal conductivities estimates with the SAFT-γ models where
closer to the reference data, with reasonable qualitative representation.
Figure 5.6: Thermal conductivity of CO2 + CH4 binary mixtures as a function of density and CO2
mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as in Figure
5.4
Considering the results obtained for mixtures represented by the EPM2 and the
OPLS models, although better estimates were obtained for pure fluids, the accuracy
of the models remains poor over the entire range of temperature and compositions
studied. It is also important to note that the flexible all-atom models consistently
give higher thermal conductivities compared to single-site models, probably due to
177
vibrational modes of energy and the rotational contribution to the heat flux, which
are not accounted for explicitly with single-site models. Nonetheless, the more
physically meaningful all-atom approach, despite being more computationally ex-
pensive, was not able to predict the thermal conductivity of mixtures. The diffi-
culties in the estimation of this property, also pointed out elsewhere [157] suggest
that specific molecular models designed to predict thermal conductivities of pure
CO2, pure CH4, and their mixtures may be necessary to provide accurate results.
Figures 5.7 and 5.8 show the diffusion coefficients calculated for CO2 and CH4,
respectively, in binary mixtures. In spite of the fact that no reference or experimen-
tal data is available to allow the evaluation of the accuracy of simulation results,
the molecular mobility in a fluid is closely linked to the viscosity, as pointed out
previously [178]. Hence, the slightly lower values calculated with the SAFT-γ
model, when compared to the results obtained with the EPM2 and OPLS models
can be associated to the fact that the SAFT-γ representation experiences unphysi-
cal limitation to the molecular movement as the density of the system increases. In
this sense, and according to previous findings obtained for pure compounds [178],
the relation between the accuracy of viscosities and diffusion coefficients suggests
that the all-atoms model is in fact more accurate. Thus the EPM2 + OPLS models
are expected to provide reliable representation of the diffusion coefficients of CO2
and CH4 binary mixtures, with accuracy comparable to the one obtained in exper-
imental studies. The SAFT-γ, though less accurate, can still be useful in specific
applications that might take advance of the model’s simplicity and efficiency.
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Figure 5.7: Diffusion coefficient of CH4 in CO2 + CH4 binary mixtures as a function of density
and CO2 mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. The open
symbols represent molecular simulation results obtained using flexible versions of the EPM2 CO2
and OPLS CH4 force fields (black squares) and the SAFT-γ models (blue circles).
The relative differences between the diffusion coefficients of CO2 and CH4 are
shown in Table 5.7. It can be observed that both force field sets tested generally
predict higher coefficient diffusions of CH4 at the temperatures of 323.15 K and
373.15 K. At 473.15 K, the SAFT-γ CO2 provides slightly enhanced dynamics
compared to the SAFT-γ CH4, while for the EPM2 and OPLS force fields the
opposite occurs. At 573.15 K, the diffusion coefficients of CO2 are shown to be
higher compared to the CH4 coefficients. It is possible to speculate that higher
densities at lower temperatures are more likely to favor the displacement of CH4
179
molecules, despite its slightly greater molecular diameter. This could be an ef-
fect of the milder energetic interactions to which CH4 molecules are subjected.
In addition, the lower molecular weight could facilitate the displacement of CH4
molecules due to strong repulsive forces in dense systems. As the temperature in-
creases, the kinetic energy of CO2 molecules appears to be sufficient to balance
the enhanced dynamics of CH4 molecules.
Figure 5.8: Diffusion coefficient of CO2 in CO2 + CH4 binary mixtures as a function of density
and CO2 mole fraction at (a) 323.15 K, (b) 373.15 K, (c) 473.15 K, and (d) 573.15 K. Legend as
in Figure 5.7
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Table 5.7: Average absolute relative deviation (AARD) between diffusion coefficients of CO2 and
CH4 in binary mixtures.
AARDa/%
T/K 323.15 373.15 473.15 573.15
EPM2 + OPLS 5.34 3.30 0.43 −1.56
SAFT-γ 5.96 2.95 −1.19 −2.97
aThe diffusion coefficients calculated for CO2 were adopted as reference
values. Negative values indicate that the diffusion coefficients of CH4 are
lower that those calculated for CO2.
5.4 Conclusions
Molecular simulation methods were employed to provide estimates of vapor-liquid
equilibrium and transport properties of binary mixtures of CO2 and CH4 over a
wide range of densities, temperatures and compositions. The GEMC implementa-
tion in the CASSANDRA simulation package currently under development in our
group was used in all phase coexistence calculations. The results reported here
for pure compounds are in excellent agreement with the literature [20, 25, 29–
31, 52, 189], and reaffirms the calculation capabilities of the simulation package.
Even though most of the force fields tested have already been extensively stud-
ied regarding their capabilities on predicting vapor-liquid equilibrium properties, a
comprehensive evaluation of the models under standardized simulation conditions
may provide better comparison of the accuracy between the models. For pure CO2,
it has been shown that the three-site rigid TraPPE, EPM2 and Zhang models are
generally equivalent, with the TraPPE model providing slightly better estimates
of vapor densities, while the Zhang model gives more accurate liquid density pre-
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dictions. The SAFT-γ model is generally also very accurate, outperforming the
three-site models for the prediction of vapor pressures. The comparison between
different CH4 models shows the superiority of the TraPPE and SAFT-γ models
over the five-site OPLS model. The computational efficiency of single-site mod-
els along with their accuracy may raise the interest in this model for numerous
applications.
For binary mixtures, no significant difference has been observed between all of
the three force field sets studied. In general, the models tested provided accurate
predictions of CH4 solubilities in the vapor phase at 230 K, whereas only rea-
sonable qualitative representation of the liquid solubility of CH4 was achieved. At
270 K, all of the models failed to provide accurate representation of the coexistence
properties, with deviations in the vapor and liquid phases up to 160% and 67%, re-
spectively. The force field parameters used in our work are generally derived from
fitting to experimental data of pure compounds at a fixed temperature. Therefore,
they may not be as accurate when mixed together or used to investigate properties
under different thermodynamic conditions. Additionally, the mixing rules conve-
niently used to give approximations of unlike interaction parameters were shown to
be limited, and their use should be carefully evaluated. An alternative to multiple
experimental fittings or more complex mixing rules would be to estimate potential
properties for every single interaction in the system, e.g. from first principles and
ab initio calculations. This subject has been investigated by other group [195, 196]
with promising results.
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In addition to coexistence property calculation, equilibrium molecular dynam-
ics simulations were used to provide estimates of transport properties of mixtures
using single-site and all-atom force fields in the LAMMPS simulation package.
The estimates of transport properties using equilibrium methods such as the Green-
Kubo and the Einstein formulas offer an easy and reliable simulation method to
calculate viscosities, thermal conductivities and diffusion coefficients, while main-
taining thermodynamic equilibrium. In cases where other thermophysical prop-
erties are desired, the equilibrium methods may provide a very efficient way to
estimate thermodynamic and transport properties simultaneously, from a single
simulation.
The single-site SAFT-γ models of CO2 and CH4 performed the best to predict
the relationship between density and pressure over the entire range of temperatures
studied. On the other hand, the all-atom approach of the EPM2 and OPLS models
was superior to estimate viscosities with accuracy level comparable to the one
of experimental measurements. Despite the good viscosity results also attained
with the SAFT-γ single-site models, the caging effect previously found to occur
with pure compounds [178] may be also limiting the accuracy of mixture property
estimations at high densities. The poor results generally obtained in the predictions
of thermal conductivities may suggest that specific molecular models, designed to
predict thermal conductivities of pure CO2, pure CH4, and their mixtures may be
necessary to provide more accurate results.
The fine performance of the molecular models studied in the prediction of vis-
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cosities suggests that the diffusion coefficient results reported here are also reason-
able, though no comparison against experimental or reference data was possible.
The theoretical prediction of properties through molecular simulations becomes
an alternative to fill in the gap of experimental data. In this sense, the predictive
approach adopted here may be successfully used to validate semi-empirical mod-
els to describe thermophysical properties, as well as to provide datasets suitable to




Multistate Bennett Acceptance Ratio as a
Method to Optimize Accuracy and
Computational Effort in Molecular
Simulations
Abstract
In the present study, an application of the multistate Bennett acceptance ratio
(MBAR) method to analyze results from molecular simulation is presented. First-
and second-order derivative thermodynamic properties of supercritical methane
in a broad range of thermodynamic states were calculated through isothermal and
isobaric-isothermal molecular dynamics simulations. The statistically optimal
MBAR estimator was used to generate continuous properties as a function of the
thermodynamic state, based on the density of states and degree of overlap between
individual simulations. The relation between the uncertainties of results and the
computational demand of simulations was also investigated. A novel method is
presented to determine the minimum computational effort necessary to provide
thermodynamic property calculations of molecular systems within a desired un-
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certainty range. The optimization method proposed allows an expressive reduction
on the need for independent simulations in order to obtain a continuous estimate of
thermodynamic properties of supercritical methane, with significant improvement
on the statistical quality of results.
6.1 Introduction
Despite the recent advances in the availability of computational resources, and the
ongoing efforts to develop modern fast parallel algorithms, the calculation of ther-
modynamic properties using molecular simulations often requires a large number
of independent simulations, and the use of numerical methods in order to provide
continuous estimates of properties, in a wide range of thermodynamic conditions
[59, 197, 198]. Although a large number of thermodynamic states are accessible
during simulations carried out under pressure and temperature constraints, gener-
ally only ensemble averages and fluctuations are considered in the calculation of
thermodynamic properties, leading to a partial use of the information made avail-
able by independent simulations [48, 51].
Several methods aim at improving sampling for each state with savings on com-
puter time and memory for individual simulations [154, 199, 200], but the de-
scription of multistate behavior generally requires numerous runs that are usually
computational costly. Moreover, closely spaced simulations are often necessary
to provide sufficient data to be used on thermodynamic model fittings via numer-
ical methods. Likewise the mathematical models based on experimental data, the
187
availability of data is key to obtain accurate models also when one is dealing with
molecular simulation results [201, 202].
Even considering relatively simple gaseous systems such as pure carbon dioxide
or methane, the computational effort required to obtain statistically representative
samples increases rapidly with the number of different thermodynamic states to be
studied. Thus the use of molecular simulation as a tool able to provide fast and
more accurate results, compared to common semi-empirical equations of state,
requires an optimization of the relation between computational demand and the
desired accuracy [133].
For instance, in the oil and gas industry, the accurate knowledge of thermo-
dynamic properties of natural gases and their mixtures is of great importance for
the basic engineering and performance evaluation of processing plants [75]. Con-
sidering common industrial applications that do not require pressures higher than
30 MPa, a large number of equations of state are available to describe pure flu-
ids and gas mixtures behavior, varying in form and number of experimental-based
parameters, to match high accuracy demands [9, 10, 14, 77]. On the other hand,
extreme pressure applications such as the gas underground injection in the Brazil-
ian pre-salt oil reservoirs require the comprehensive knowledge of fluids properties
in conditions that lack experimental characterization. In a scenario were experi-
mental studies are likely to shown increasing costs, computational calculation of
properties based on the atomistic interaction appears as a promising alternative
[53].
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Besides being generally more physically meaningful, the atomistic approach
usually relies upon a fewer number of parameters to describe thermodynamic prop-
erties of various pure compounds and mixtures [30, 88, 89, 150, 203, 204]. This is
considered an important advantage over common equations of state, since molec-
ular models are often suitable to describe fluid behavior in an extended range of
thermodynamic conditions, sometimes far from the original conditions used to fit
the atoms and molecules interaction parameters [90]. Nevertheless, the higher
computational demand of molecular simulations, even compared to modern com-
plex multiparameter equations of state [11, 12, 14, 85] limits the application of
molecular models as an everyday tool in industrial applications.
In addition to the continuous advance in parallel algorithms and computer hard-
ware to speed up simulations, efficiency improvement approaches based on in-
creasing the amount of information extracted from independent simulations are
also described [46, 60, 61, 92]. The development of histogram reweighting tech-
niques has allowed the extension of the common equilibrium averages obtained
through Monte Carlo or molecular dynamics simulations, from discrete results to
continuous functions of externally applied fields [93, 173, 205].
In an attempt to address issues related to the estimation of statistical uncertain-
ties and the reliance on energy histograms, which can introduce substantial bias
due to energy discretization, specialized techniques have been recently developed.
Most notably, the multistate Bennett acceptance ratio (MBAR) [46] has proven to
be a generalization to the Bennett acceptance ratio method [60], which reduces
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to Bennett’s method when only two thermodynamic states are considered, and it is
equivalent to the weighted histogram analysis method (WHAM) [61] in the limit of
zero histogram bin width. Thereby, the MBAR technique is considered to be a sta-
tistically optimal estimator for computing free energies differences and continuous
thermodynamic expectation functions, without the need to construct and storage
histograms, and also providing a reliable and inexpensive method for estimating
uncertainties [46].
Although being an optimized technique to give statistically efficient estima-
tions, the MBAR method, as well as all previous multistate methods, requires
samples from predetermined thermodynamic states. The choice of which states
to consider can greatly affect efficiency and accuracy, and to the best of our knowl-
edge, no specific method is well established.
Essentially, the optimal choice of sampled states able to give sufficient informa-
tion, and ensure estimates of unsampled states within desired uncertainty limits is
directly related to the degree of overlapping observed between probabilities distri-
butions of independent simulations [66, 67]. Despite being a fairly straightforward
concept, its application as a choice criterion for the definition of thermodynamic
states to be sampled is somewhat difficult, especially from a quantitative point of
view.
It is worthwhile noting that the uncertainties of any expectation calculated
through multistate methods such as MBAR are also close related to the degree
of overlapping between adjacent probability distributions of sampled states. Intu-
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itively, the bigger the degree of overlapping, the smaller the estimated uncertain-
ties, since additional statistical information is then available for the expectations
calculation, improving the overall quality of samples following the partition func-
tion of each state. Furthermore, sampled states far from each other, virtually with-
out overlapping distributions are likely to show similar uncertainties estimated by
both standard and MBAR methods.
Taking advantage of the MBAR inexpensive calculation of the asymptotic co-
variance matrix, which can be used to determine the uncertainties of sampled
states and additional unsampled states of interested, we present here a quantita-
tive method to guide the choice of thermodynamic states in both the isothermal
(NVT) and isobaric-isothermal (NPT) ensembles, in order to optimize the relation
between computational effort and accuracy desirable for molecular simulations.
A pedagogical example of methane thermodynamic property calculations is pre-
sented, where a graphical approach is used to illustrate the role of uncertainties
on the selection of thermodynamic states to be sampled by either Monte Carlo or
molecular dynamics methods.
6.2 Methodology
This work introduces a direct application of the MBAR estimator as a tool to
provide objective guidance on molecular simulation planning and execution, in
order to optimize the relation between computational effort and statistical qual-
ity of results. To exemplify the method, molecular dynamics simulations of the
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TraPPE united-atom methane [20] were carried out in the NVT and NPT ensem-
bles. The choice of the thermodynamic states to be adopted in independent sim-
ulations was based on potential energy uncertainties of unsampled states calcu-
lated with MBAR. Afterwards, the optimized number of simulations was used to
provide almost continuous first- and second-order derivative thermodynamic prop-
erties calculation and the results were compared to smoothed experimental data
taken directly from the National Institute of Standards and Technology (NIST)
database [21]. Thermodynamic properties were also obtained through numerous
independent molecular simulations and compared to the MBAR estimates.
6.2.1 Optimization method
The estimate of uncertainties on molecular simulation results can be seen as a
particular case of the uncertainty calculation of measurements. Generally, the un-
certainty of any measurement is given by the standard deviation of a given number
of replicas. In this case, each single measurement has an uncertainty equal to the
standard deviation. However, if the measurement is actually an average, the mean
measurement value has a much smaller uncertainty, formally equal to the standard
error of the mean. Considering any equilibrium property obtained from a molec-
ular simulation (for example, the pressure calculated in a NVT simulation or the
volume calculated from a NPT simulation), its uncertainty can be represented by
δ =
√
ξ/(N−1) where ξ is the variance and N is the number of samples [206].
The basic idea to calculate thermodynamic properties through an optimized
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number of simulations and under predefined requirements of uncertainty is to ini-
tially define the pressure-volume-temperature region of interest. In the methane ex-
ample showed here, the high-pressure supercritical region was chosen, to illustrate
how the oil and gas industry can benefit by this approach to obtain reliable ther-
modynamic properties of compounds where experimental data is usually scarce.
Although only a molecular dynamics study of pure methane is presented, the ex-
tension of this method to study mixtures, different compounds and other molecular
simulation techniques such as Metropolis Monte Carlo is straightforward.
After the thermodynamic conditions are defined, an initial set of scattered sim-
ulations over the thermodynamic region is performed. The definition of the initial
simulation arrangement is somewhat arbitrary and it is mostly based on the degree
of knowledge about the system under study. Considering our example, previous
work in our group [136] showed that simulations of methane give narrower prob-
ability distribution at lower temperatures and pressures, thus requiring closer indi-
vidual simulations to allow overlapping. Whereas the knowledge of this behavior
allows us to adopt a better guess on where to perform the first set of simulations, if
no previous information is available, a uniform grid can be utilized.
From molecular simulations in the NVT or NPT ensembles, the configurational
internal energy, Uconf, which excludes kinetic energy and intramolecular terms,
was calculated and stored at each sample. The average values of Uconf and their
uncertainties were then calculated using both standard and MBAR estimators. The
optimization procedure begins with the addition of unsampled states in the thermo-
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dynamic region of interest and the evaluation of its estimate of uncertainties using
MBAR. According to the magnitude of the uncertainties of new unsampled states,
new molecular simulations are performed and the uncertainties are re-evaluated.
The procedure continues until the uncertainties of unsampled states are within de-
sired ranges.
As this approach is based on uncertainties values rather than distributions over-
lapping areas, it can be easily implemented and automated to give an on-the-fly
optimized method to calculate thermodynamic properties based on uncertainties
requirements. In the methane example presented here, a graphical approach of this
method is introduced, for simplicity’s sake.
Considering simulations in the NVT ensemble, the temperature constraint on
different states can be represented as a two-dimensional curve, where the compari-
son between uncertainties calculated from standard estimations and MBAR can be
done directly using uncertainty bars on a specific property of interest. Similarly,
the NPT ensemble results take into consideration constraints on temperature and
pressure, which can be represented in a three-dimension colored diagram, similar
to a topology or a heat map, where the colors represent the absolute uncertainty
magnitude. On both cases, the graphical approach, although not fully optimized,
is still able to yield a substantial reduction on computational demand.
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6.2.2 MBAR method
We present here a summarized introduction to the MBAR technique, while a de-
tailed description of the methodology is out of scope and can be found in the orig-
inal work of Shirts and Chodera [46]. From classical statistical mechanics theory,







where x denotes the configuration of the system within a configurational space Γ,
the numerator term indicates the sum over Γ of the expectation A (evaluated at
the configuration x) times the unnormalized probability density function ϕi (x) and
Qi =
∫
Γϕi (x)dx is the ensemble partition function.
If standard Monte Carlo or molecular dynamics methods are applied to gener-
ate finite samples from any state i, the unnormalized density reduces to the Boltz-
mann weight ϕi (x) = exp [−ui (x)], where ui (x) corresponds to the reduced poten-
tial function. This function is clearly related to the ensemble probability density,
assuming the general form




−Uconfi (x)− piV (x)
)]
(6.2)
where βi = k−1B T
−1
i is the inverse temperature, T , and p corresponds to thermody-
namic temperature and pressure, respectively, and V is the instantaneous volume.
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The rigorous calculation of Qi would require the knowledge of all possible con-
figurations of the state i. The molecular simulation approach to overcome this
challenging calculation is to rely on finite representative samples of the space Γ,
where property averages can be calculated directly, without the need to evaluate
Qi. Nevertheless, since in this case each sampled state is analyzed individually,
the estimate of the continuous behavior of A over a wide range of states would
require numerous individual simulations. By introducing arbitrary functions ψi j
and recalling the identity
Qi〈ψi j (x)ϕ j (x)〉i =
∫
Γ
ϕi (x)ψi j (x)ϕ j (x)dx
= Q j〈ψi j (x)ϕi (x)〉 j
(6.3)
the partition functions can be estimated by making use of uncorrelated ensemble
samples obtained from independent simulations to estimate averages. The problem



























where Gi is the number of uncorrelated samples in the state i and Q̂i and Q̂ j are
the optimal estimates of Qi and Q j, respectively. By choosing optimal functions
ψi j [46, 207], additional states not sampled can be estimated and, thus continuous
functions of free energies and equilibrium expectations can be obtained [62, 208].
The MBAR estimate of free energies is followed by a negligible increase in its
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computational demand due to uncertainties calculation, that are more meaningful
than existing error estimates and show a good correlation with the accuracy [209].
Although the uncertainty estimates calculated by MBAR only hold asymptotically
in the large sample limit, molecular simulation usually requires a large number of
samples to ensure statistically reliable standard averages even for simple systems.
For instance, if the ratio Q̂i/Q̂ j was already calculated, the uncertainty in the es-
timated free energies or equilibrium expectations is equivalent to the asymptotic
covariance matrix and can be obtained for sampled and unsampled states directly
from the estimated partition functions [46, 207].
6.2.3 Thermodynamic property calculation
Thermodynamic properties defined as temperature or pressure derivatives such as
the volume expansivity (α) and isothermal compressibility (κT ) can be estimated
through NPT ensemble fluctuations [25, 51, 53, 54]. In order to allow the direct
comparison with experimental data, the ideal contribution to the isobaric heat ca-
pacity can be added to the residual part, to give the overall isobaric heat capacity
Cp =Cresp +C
id
p , where C
id
p is taken from Setzmann and Wagner experimental cor-
relation [11] and Cresp can be calculated by NPT ensemble fluctuations. Moreover,
since Cresp depends only on configuration and not on momentum, it can be calcu-
lated through equilibrium expectations that are suitable to be evaluated with the
MBAR technique and the isobaric heat capacity (Cp) can be evaluated from sin-
gle simulations. Second-order derivative properties such as isochoric heat capacity
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(CV ), Joule-Thomson coefficient (µJT) and speed of sound (csound) can be obtained
using standard thermodynamic equations, as functions of the volumetric properties
calculated previously. Conversely, for each independent simulation in the NVT en-
semble, besides the system’s virial pressure at a given temperature and density, the
residual isochoric heat capacity (CresV ) was estimated using ensemble fluctuations
theory [51]. Similarly to the calculation in the NPT ensemble, the properties ob-
tained in the NVT ensemble were also compared to experimental reference data by
the addition of the ideal contribution.
The thermodynamic property calculations using either MBAR or standard en-
semble averages in the NVT ensemble were performed at temperatures between
300.15 K and 600.15 K, spaced by 5 K interval. For the NPT simulations, 25 ap-
proximately equally spaced isotherms (within the same temperature range adopted
in the NVT simulations), between 20 MPa and 100 MPa were considered. The
comparison of results with experimental data was made using the average absolute









where A corresponds to the property of interest and the superscripts identify ref-
erence values reported by NIST or simulation results. The summation term repre-
sents the average over all Ns thermodynamic states considered.
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6.2.4 Simulation details
All simulations were performed using standard NVT or NPT molecular dynamics
methods, in the LAMMPS package [50] and the configurations used to initialize
the simulations were generated using the Packmol package [58]. A time step of
1 fs was used and the equations of motion were integrated with the velocity-Verlet
algorithm [55]. Temperatures and pressures were specified with the Nose´-Hover
thermostat and barostat according to the formulation given by Shinoda et al. [56].
The simulations were carried out using 512 molecules placed into a cubic box and
the results were recorded and counted into statistical averages at every 1 ps for
5 ns (resulting in 5001 samples for each simulation), after initial 5 ns of equilibra-
tion. Molecular interactions were truncated beyond a cutoff value fixed to 14.92 A˚
and standard long-range corrections to the energy and pressure virial are included.
Conventional periodic boundary conditions were also applied in all simulations
[59].
The uncorrelated datasets required for MBAR sensible estimation were ensured
by subsampling the original molecular dynamics results with an interval close to
the equilibrium relaxation time for the system, following the methodology estab-
lished by Shirts and Chodera [46]. All MBAR calculations are based in the Python
implementation of MBAR, the pyMBAR package [63].
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6.3 Results and discussion
The results regarding the number of molecular simulations optimization and the
thermodynamic properties calculation of methane are shown in this section.
6.3.1 NVT ensemble
Using NVT molecular dynamics simulations, thermodynamic properties of
methane were calculated at the density of 291.01 kg m−3 and temperatures from
300.15 K to 600.15 K. Two independent molecular simulations were initially per-
formed at the boundary temperatures and MBAR estimates of unsampled states
were evaluated at every 5 K interval, totaling 61 thermodynamic states. Accord-
ing to the calculated uncertainties on the configurational energies of unsampled
states, new simulations and new MBAR analysis were performed. In this example,
the optimization procedure has finished when the error bars on the configurational
energy of unsampled states estimated with MBAR showed to be smaller than the
surrounding error bars of sampled states, estimated by the standard method.
In order to allow a comprehensive comparison between the optimized results
using MBAR and the results obtained by standard molecular simulations averages,
additional independent simulations were performed to provide results at the same
states where MBAR was used to give estimates of unsampled states. Even though
this may be considered unnecessary and expensive for further evaluations, it is
worthwhile here to illustrate the comparison of this optimization technique with
standard methods to calculate properties from molecular simulations.
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Figure 6.1 shows the comparison between the standard and the proposed opti-
mized methods, to provide almost continuous calculation of thermodynamics prop-
erties. The temperature probability distribution of each independent simulation is
showed along with the corresponding CV value of methane, calculated through
ensemble fluctuations of energy, and experimental reference values from NIST.
It can be noted in Figure 6.1(a) that only 5 independent molecular simulations
are necessary to provide enough statistical information and allow MBAR estimates
to have lower uncertainties than those seen in Figure 6.1(b), which shows the re-
sults of 61 standard independent simulations.
The immediate correspondence between the probability distributions overlaps
and the MBAR calculated uncertainties magnitude can be observed during the opti-
mization procedure, where temperatures far from simulated states and not covered
by distribution overlaps show greater uncertainties. As a consequence, the calcu-
lated uncertainties have proven to be an objective and easy-to-handle parameter to
guide the choice of new states to be simulated. This approach is also advantageous
when compared to the evaluation of distributions overlapping length or area, which
may require numerical fittings and introduce a new source of error.
It is worth mentioning that the CV uncertainties calculated here by error propa-
gation standard equations are expected to be overestimated, since the energy terms
are not essentially independent. Nonetheless, this estimate follows the uncertain-
ties on configurational potential energies, and thus is appropriate to be used in a
comparative basis.
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Figure 6.1: Isochoric heat capacity of methane. The upper colored lines are the individual tempera-
ture probability distributions obtained from molecular dynamics simulations at ρ = 291.01 kg m−3:
(a) 5, and (b) 61 independent simulations. The CV values were calculated from energy fluctuations
using: (c) the MBAR technique and (d) standard ensemble average for each independent simu-
lations. The continuous red line denote smoothed experimental data from NIST. The open black
circles are MBAR estimates, whereas the solid blue circles are ensemble averages of each indepen-
dent simulation.
Table 6.1 shows the relation between the computational effort and the abso-
lute average deviation of the CV calculation presented in Figure 6.1 for both the
standard and the optimized methods. Since the system pressure p can be directly
obtained from the simulations and MBAR estimates, its comparison with NIST
reference values is also given.
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standard 1.000 0.167 0.612
MBAR 0.082 0.111 0.567
aThe CPU time is normalized considering the total time
required to run all independent simulations.
bThe deviations are with respect to NIST reference values.
It can be seen that the optimized method using MBAR estimates at unsampled
states is able to provide a remarkable reduction on the computational demand at
the same time that allows significant improvement on the properties accuracy. Fur-
thermore, with the optimized set of data available, it is possible to get estimations
for properties at any thermodynamic state within the range of temperatures studied,
with no additional simulations required. This can be very useful to help building
thermodynamic properties estimation tools based on molecular approach, either by
providing a large number of points to numerical fitting methods or by actually per-
forming MBAR estimates every time that a new thermodynamic state needs to be
evaluated. Even considering the computational effort required to perform MBAR
estimates, the total time of the optimized method still is at least one order of mag-
nitude lower than that required to actually run simulations at all states of interest.
This savings become more evident during the analysis of complex and bigger sys-
tems, where the computational time required to perform each simulation scales as
the number of atoms [51].
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6.3.2 NPT ensemble
Similarly to the NVT calculations, the NPT ensemble was also investigated using
MBAR as a tool to optimize thermodynamic properties calculation and computa-
tional effort. The study of thermodynamic properties in the NPT ensemble has
several advantages, since it is the ensemble more closely related to standard ex-
perimental studies. Besides considering constraints that are normally applied on
the study of a closed system of interest, the isobaric-isothermal study of molecules
using simulation is also suitable to give first- and second-order derivative thermo-
dynamic properties directly from single simulations through ensemble fluctuations,
without the need to invoke numerical derivates.
The study of thermodynamic properties of methane in the NPT ensemble started
with 25 independent simulations scattered throughout the pressure and temperature
ranges between 20 MPa and 100 MPa and 300.15 K and 600.15 K, respectively.
The simulation results were used to estimate the configurational energy uncertain-
ties using both standard and MBAR methods. Additional estimates of configu-
rational energy uncertainties on unsampled states were included, similarly to the
procedure adopted in the NVT ensemble. Figure 6.2 shows a colored represen-
tation of the calculated uncertainties as a function of the thermodynamic state.
By identifying the regions of higher uncertainties (red pattern), it was possible to
gradually include new simulations and rerun the MBAR estimation of uncertainties
until the achievement of lower uncertainties (blue pattern).
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Figure 6.2: Configurational energy uncertainties of methane between 20 MPa and 100 MPa and
300.15 K and 600.15 K, calculated with MBAR and 25 independent simulations. The bold circles
represent independent molecular dynamics simulations results and the light circles correspond to
MBAR estimates of uncertainties on states were no simulations were initially performed. The
colors denote a surface fitting of the MBAR uncertainties as a function of T and p.
Following the graphical approach, the optimization procedure was carried out
until the uncertainties were visually lower than the minimal value observed in Fig-
ure 6.2. Figure 6.3 shows the optimized uncertainty chart, considering 143 in-
dependent simulations. Following the same strategy adopted to analyze the NVT
ensemble results, additional independent simulations were performed in all unsam-
pled states considered in the MBAR previous analysis, for the sake of comparison.
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Figure 6.4 show the colored uncertainty chart built with standard estimation of
values through 1525 independent simulations.























Figure 6.3: Configurational energy uncertainties of methane between 20 MPa and 100 MPa and
300.15 K and 600.15 K calculated with MBAR and 143 independent simulations. Legend as in
Figure 6.2.
It can be observed through the direct comparison of Figure 6.3 and Figure 6.4
that the MBAR estimate of uncertainties of configurational energies allowed both
a reduction on the number of simulations and an improvement on the uncertainties
estimates, compared to actually performing independent simulation at all thermo-
dynamic states studied. Again, this graphical approach has a pedagogical purpose
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only and, although this leads to a large reduction on simulation time, the choice
of new simulation states based on uncertainties values can be automatically tuned
to match specific requirements (such as that the uncertainties of unsampled states
should be a less or equal to the uncertainties calculated by standard methods for
surrounding states, for example).























Figure 6.4: Configurational energy uncertainties of methane between 20 MPa and 100 MPa and
300.15 K and 600.15 K calculated using standard ensemble averaging of 1525 independent sim-
ulations. The bold circles represent independent molecular dynamics simulations results and the
colors denote a surface fitting of the standard estimate of uncertainties as a function of T and p.
Figure 6.5 shows the algorithm used, which can be programed to integrate
MBAR with molecular simulation packages, and provide an automated compu-
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tational routine for thermodynamic property calculations. It can be seen that, al-
though simple interpolation methods can be employed for single processes, e.g.
defining the initial simulation grid, and choosing unsampled states to be evaluated,
the method presented can be extended to include general numerical optimization
methods. Such methods may help minimize the number of required simulations at
each simulation round, decreasing computational demand and improving overall
efficiency.
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Figure 6.5: Property calculation algorithm, integrating MBAR and molecular simulations.
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To exemplify the gain in accuracy of thermodynamic properties calculation
through the use of MBAR, Figure 6.6 shows the estimation of volume expan-
sivity, isothermal compressibility, isobaric heat capacity, isochoric heat capacity,
Joule-Thomson coefficient and speed of sound of methane, respectively, using the
standard estimation method. Figure 6.7 shows the MBAR estimation of the same
properties, based on the optimized number of independent simulations shown in
Figure 6.3. The NIST reference values for each property are also shown, repre-
sented by the colored surfaces.
It can be seem that the properties calculated with an optimized number of sim-
ulations and MBAR are smoother (with reduced susceptibility to statistical noise
or the occurrence of outliers), and thus more accurate in comparison to NIST ref-
erence data. As noted for NVT results, the knowledge of the optimized data nec-
essary to characterize a thermodynamic region can be useful to generate numerical
models or be used directly to provide MBAR estimates of properties in any ther-
modynamic state of interest.
Table 6.2 shows the average absolute relative deviation calculated for the prop-
erties shown in Figures 6.6 and 6.7. As noted in the analysis for the properties
predicted by NVT simulations, the MBAR estimates using a very reduced num-
ber of simulations (and consequently, requiring much less computational time) are
also able to provide more accurate results, especially considering second-derivative
properties such as the Joule-Thomson coefficient and the speed of sound, that are
very sensitive to uncertainties propagation from volumetric properties.
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Figure 6.6: Methane thermodynamic properties as a function of T and p, obtained through molecu-
lar dynamics standard methods: (a) volume expansivity; (b) isothermal compressibility; (c) isobaric
heat capacity; (d) isochoric heat capacity; (e) Joule-Thomson coefficient; and (f) speed of sound.
The bold circles represent independent molecular dynamics simulations results and the colored
surface denotes smoothed experimental data from NIST.
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Figure 6.7: Methane thermodynamic properties as a function of T and p, obtained through the opti-
mized number of independent molecular dynamics simulations and using the MBAR estimator: (a)
volume expansivity; (b) isothermal compressibility; (c) isobaric heat capacity; (d) isochoric heat
capacity; (e) Joule-Thomson coefficient; and (f) speed of sound. The bold black circles represent
states where independent simulations were originally performed and the light black circles corre-
spond to MBAR estimates of uncertainties on states were no simulations were initially performed.
The colored surface denotes smoothed experimental data from NIST
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Table 6.2: Average absolute relative deviation of thermodynamic properties calculated through
NVT ensemble fluctuations.
AARDb / %
CPU timea ρ α κT Cp CV µJT csound
standard 1.000 0.070 1.532 1.472 0.571 0.456 40.375 0.576
MBAR 0.090 0.066 0.475 0.535 0.302 0.464 10.752 0.328
aThe CPU time is normalized considering the total time required to run all independent simulations.
bThe deviations are with respect to NIST reference values.
6.4 Conclusions
In this work, an application of the multistate Bennett acceptance ratio (MBAR)
method as an optimization tool is described. The optimal statistical estimates based
on samples from different thermodynamic states combined with uncertainties cal-
culation method provided by the MBAR framework were used to provide an ob-
jective and simple strategy to reduce the computational effort on thermodynamic
properties calculation from molecular simulations. The optimization method de-
scribed here aims to address the choice of thermodynamic states to sample, which
can greatly affect the overall efficiency of simulation methods.
While the graphical analysis exemplified here can be successfully applied to
reduce the demand for independent simulations, the fact that the optimization
methodology is actually based on uncertainty quantitative values allows the easy
implementation of automated methods. The direct integration of MBAR with
molecular simulation codes and algorithms can provide a stand-alone estimation
tool for free energy differences and thermodynamic properties, either by ensem-
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ble fluctuations or as numerical derivates of free energy differences, following an
optimized relation between computational effort and accuracy of results. The re-
duction on computational demand is an imminent need that must be met in order
to allow molecular simulations to become a feasible and reliable tool available for
daily industrial purposes.
It is worth highlighting the versatile character of the optimization technique
showed, which can be directly applied to any standard Monte Carlo and molec-
ular dynamics results in the NVT and NPT ensembles. Although not covered in
this work, the extension of this technique to other ensembles or non-Boltzmann
sampling schemes is fairly straightforward. The optimized method can also be ap-
plied to improve accuracy in force field developing routines and to combine and
reduce demand for experimental data from multiple equilibrium experiments in
the presence of externally-applied fields [46]. Additionally, if information about
multiple states are already available and no computational demand reduction is in-
tended, the methodology here described can be applied to verify the reliability of
MBAR estimates in unsampled states and improve the statistical quality of results,
compared to standard ensemble averages.
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Chapter 7
Conclusions and Future Work
It has been shown in this dissertation that molecular simulation is an excellent tool
to predict several thermophysical properties of fluids of industrial interest, in a
wide range of thermodynamic conditions. The more physically meaningful repre-
sentation of fluid behavior based on microscopic interactions is a great advantage
associated with the molecular modeling approach, as the accuracy of results is
only limited by the mathematical representation of interactions between atoms and
molecules. These models generally rely upon much fewer numerical parameters,
even when compared with the simplest empirical and semi-empirical correlations
and equations of state available. It has been also shown here that even molecu-
lar models developed for the prediction of vapor-liquid coexistence curves of pure
liquids were able to provide accurate estimates of properties far from the phase
coexistence conditions.
The ability to reproduce accurately thermodynamic and transport properties
with the same molecular model is also a great advantage of molecular simulations
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over empirical correlations. In the latter, specific models for each set of properties
are needed, usually requiring numerous experimental measurements of different
properties. The lack of physical representation often limits the application of such
models outside the range of experimental data available. On the other hand, good
results can be achieved with molecular models for both thermodynamic and trans-
port properties, even considering extreme conditions of temperature and pressure,
as shown in this work.
This strategy can be understood as an attempt to fill in the gaps in the availabil-
ity of experimental data through the use of molecular simulation. Moreover, the
physically based calculation of properties provided by molecular simulations can
be very useful in assessing the performance of empirical models, especially under
fluid conditions not included in the original regression of the model parameters. It
also provides a framework to generate datasets suitable to allow the development
of new correlations based on molecular simulation results.
The major drawback of molecular simulation methods usually lies in the need
for substantial computational resources and the relatively longer response times,
when compared with empirical models and correlations available. However, the
time and cost associated with simulations will only continue to decrease with time,
as the high-speed computational resources combined with fast parallel algorithms
continue to be developed. Furthermore, compared with the acquisition of extensive
experimental data, particularly under extreme pressure ranges and over a broad
range of compositions, molecular simulations are relatively fast and inexpensive.
215
The evaluation of the efficient SAFT-γ molecular models showed in most cases
that the single-site approximation of CO2 and CH4 molecules are able to provide
very accurate estimates of properties, with significantly less computational efforts.
The Zhang three-site CO2 model was found to provide overall best results through-
out this study, though the TraPPE and EPM2 CO2 are also accurate, sometimes
outperforming the Zhang model in the prediction of certain properties in specific
conditions. The all-atom representation of molecules for both pure compounds
and binary mixtures was found to be more suitable to predict transport properties,
where the molecular morphology plays a key role, especially at high densities.
The use of advanced sampling techniques as the multistate Bennett acceptance
ratio (MBAR) has proven to greatly increase the statistical quality of molecular
simulation results, while providing means to estimate properties as continuous
functions of variables such as temperature and pressure. In this sense, the MBAR
technique can be viewed as a numerical equation of state that relies upon a prede-
termined set of individual simulations, in the surroundings of some thermodynamic
state of interest, and in a given ensemble, to provide thermodynamic property esti-
mations over a well-defined range of conditions and uncertainties.
The results of this work lay the groundwork for further evaluations involving
molecular simulations methods. The methodology adopted here to perform the
comparison of different molecular models may be replicated to allow comparison
of different models of a large number of other compounds. In addition, property
calculation methods and the use of the MBAR technique may provide means to im-
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prove the accuracy and decrease uncertainties of results from molecular simulation
studies of various systems.
The comprehensive evaluation of molecular models presented here may support
the choice of which models should be used in further evaluations involving CO2
and CH4, based on the accuracies reported for several properties in a broad range of
conditions. The results of this work may also help in the development of improved
models, which can take advantage of the knowledge about the impact of specific
molecular model features in the calculation of different properties.
A very interesting field to be further explored is the optimization technique
exemplified in Chapter 6 through a graphical example. The development of com-
putational codes to couple the MBAR evaluation of simulation uncertainties and
molecular simulation packages could provide an on-the-fly algorithm to carry on
an optimized number of simulations and provide property estimates within a de-
sired uncertainty range.
Another interesting application of the MBAR technique would be the use of its
algorithm as the “glue” linking numerous sets of molecular simulation data, to be
obtained from individual collaboration of different group. In this sense, MBAR has
the potential to become a single technique, capable of estimating free energies and
other thermodynamic properties of virtually any substance. This method would be
limited only by the availability of simulation data, which could be generated by
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