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Introduction
In this paper we present an efficient Monte Carlo simulation scheme coupled with Fourier transform, which we name MC-FT, for the pricing of single and multi-asset option contracts when the underlying is governed by a CGMY process.
The CGMY process has been introduced by Carr et al. (2002) with the aim to provide a model for the dynamic of equity log-returns which is rich enough to accommodate jumps of finite or infinite activity, and finite or infinite variation. Their empirical analysis shows, in fact, that risk neutral processes are mainly of infinite activity with finite variation, while infinite variation may be prevalent in the corresponding statistical processes. The CGMY process has also been reported to perform consistently better than other Lévy processes when extended via a random time change to include stochastic volatility (e.g., see Carr et al., 2003) .
In recent years, numerical integration/transform techniques have proved very fast and accurate on pricing a wide range of single-asset derivative products with path-dependence and early-exercise features written on Lévy driven underlying price processes with known characteristic functions (e.g., see Chung et al., 2010; Lord et al., 2008; Feng and Linetsky, 2008; Černý and Kyriakou, 2011) . However, these techniques often become impractical when tackling high dimensional problems, such as multi-asset contracts with path-dependent payoffs (like, e.g., Asian basket options); in such cases, Monte Carlo simulation is generally the method of choice. Monte Carlo simulation of the CGMY process, though, is not straightforward due to the fact that its cumulative distribution function (as well as its density function)
is not available in closed form.
Monte Carlo simulation of the CGMY process has been tackled in the literature specifically by Madan and Yor (2008) , Poirot and Tankov (2006) and Rosiński (2007) . In details, Madan and Yor (2008) present a Monte Carlo strategy for the CGMY process based on a Brownian subordination construction of the process proposed by the same authors. Rosiński (2007) proposes an alternative approach which uses a representation of the CGMY process as an infinite sum of a mixture of independent random variables whose exact simulation is straightforward. However, the first method entails truncating jumps of size smaller than a threshold level and replacing these by their expectation, while the second one requires truncation of the infinite sum. As a consequence, the resulting Monte Carlo price estimates are affected by an approximation bias which may be substantial and, at the same time, difficult to quantify. In order to avoid such errors, Poirot and Tankov (2006) construct a new probability measure under which the original CGMY reduces to a stable process whose exact simulation is well established. Although faster in execution, the method of Poirot and Tankov (2006) does not provide access to the entire trajectory of the process precluding the pricing of path-dependent products; further, the extension of this approach to a multidimensional setting is not straightforward.
Other relevant simulation methods available in the literature are based on acceptancerejection sampling (e.g., see Devroye, 1981; Baeumer and Meerschaert, 2010) , and Gaussian approximation of the small jump part (see Asmussen and Rosiński, 2001 ). Kawai and Masuda (2011) provide a comparison of these methods in terms of acceptance rate, approximation error and computing time; it is shown that the acceptance-rejection sampling scheme of Baeumer and Meerschaert (2010) is the simplest and most efficient to use for any given computing budget, especially when simulating CGMY increments over small time steps. The method, though, is only exact for a CGMY process with infinite activity and finite variation, while an approximation error is introduced in the infinite variation case.
Another class of simulation methods available for distribution laws known only through the associated characteristic functions couples Monte Carlo principles with transform inversion. Applications have been shown for common Lévy processes by Glasserman and Liu (2010) and Chen et al. (2012) amongst others, but also for the Heston stochastic volatility model by Broadie and Kaya (2006) and Glasserman and Kim (2009) .
In this paper we build on the latter stream of contributions and focus on the nontrivial case of the CGMY process. We propose and analyze a method that only requires knowledge of the properties of the CGMY characteristic function, and does not rely on possibly arbi-trary truncation rules. In addition, we study the representation of the CGMY process as subordinated Brownian motion of Madan and Yor (2008) , which also admits a closed form expression for the characteristic function of the subordinator. This representation is usually considered in view of constructing multivariate versions of the CGMY process (e.g., see Madan and Yor, 2008; Luciano and Semeraro, 2010) . We examine the behaviour of the two characteristic functions when the CGMY exhibits jumps of finite activity, infinite activity with finite variation and infinite variation; of particular interest is the case of infinite variation which is less frequently met in the literature of transform pricing techniques (e.g., see Feng and Linetsky, 2008; Chen et al., 2012; Cai et al., 2013) . For a CGMY process of infinite activity with finite or infinite variation, we prove sufficient conditions for the existence of computable exponentially decaying bounds for the errors induced by retrieving the CDF using numerical transform inversion. This allows us to compute the values of the CDF at the desired accuracy for later use in the simulation part, making the proposed simulation scheme virtually bias free. Finally, we show that in the finite activity case the characteristic function is not absolutely integrable precluding transform inversion. However, this case is of less interest as CGMY admits an explicit representation as a compound Poisson process which can be simulated exactly.
The remainder of this paper is organized as follows. Section 2 contains preliminaries.
Section 3 reviews the CGMY process. Section 4 presents the main theoretical results of the paper. Further, the practical application to numerical evaluation of the distribution function and the use in the simulation of the CGMY process is outlined. In Section 5, we apply the proposed sampling method on pricing European plain vanilla, Asian and barrier options with discrete monitoring. We highlight the benefits of the proposed approach by comparing it to the existing Monte Carlo methods of Poirot and Tankov (2006) , Madan and Yor (2008) , Baeumer and Meerschaert (2010) and Rosiński (2007) . In Section 6, we extend to multivariate products. Section 7 concludes. All the proofs are deferred to the appendices.
Preliminaries

Regularizing distribution functions
Assume some random variable X with (unknown) continuous cumulative distribution function F . For D > 0 consider the auxiliary function
(see Hughett, 1998) , which is regularized in the sense that it decays to zero as |x| → ∞.
Then, for sufficiently large D, F (x) approaches F r (x) + 1/2 for fixed x. Hence, providing that F r (x) is known (see Section 2.2), it can be used to compute F (x) subject to a so-called regularization error given by |F (x) − F r (x) − 1/2|. In the following, we extend previous work by Hughett (1998) based on polynomial decay of 1 − F (x) and F (−x) to exponential decay as x → ∞, providing that exponential moments of the distribution exist in an interval containing the origin, and use these to derive a tight explicit bound for the regularization error. Assume that
for all y ∈ (a − , a + ) with −∞ < a
holds for any γ > 0 (e.g., see Abramowitz and Stegun, 1968, p. 931) , from which it follows
regularization error of replacing F by F r + 1/2 in (1) can be bounded as follows
Fourier inversion formula of the distribution function
The regularized distribution function F r is known through its Fourier transform (e.g., see Hughett, 1998) given by the continuous function
where
To invert the Fourier transform (6), from, e.g., Goldberg (1961) , we require that
where we have used (1 − cos u)/|u| ≤ 1 for u ∈ R. Assuming (7) holds, we can invert (6) and write
In practice, to evaluate F r , we need to truncate the infinite integration domain in (8) by choosing a sufficiently large L > 0 and work on the truncated finite interval [−L/2, L/2]. To this end, let us introduce
then the resulting truncation error is bounded by
From (10) the truncation error depends on the tail behaviour of the characteristic function.
In order to bound the truncation error, it is sufficient that
for B, b, β > 0. Then,
where Γ(ε, x) = ∞ x e −t t ε−1 dt denotes the upper incomplete gamma function and the last equality follows from lim x→∞ Γ(ε, x)/(x ε−1 e −x ) = 1 (e.g., see Abramowitz and Stegun, 1968, p. 263) . Hence, the truncation error decays exponentially in L; however, bound (11) does not hold or is not possible to derive always. A less sharp, still useful, alternative applies in the case of selfdecomposable laws with Lévy densities of the special form ν(x) = k(x)/|x|, where k(x) is a nonnegative function increasing for negative x and decreasing for positive
x (see Sato, 1999, Corollary 15.11) . Lemma 28.5 in Sato (1999) shows that these laws admit characteristic functions decaying as |u| −β as |u| → ∞ for 1 < β < γ, where γ :=
and
We note that characteristic functions with exponential decay (11), or polynomial decay (13) with β > 1 suffice to guarantee that φ r is absolutely integrable, i.e., (7) is satisfied.
To compute the truncated inverse Fourier transform integral (9), we employ numerical integration in the Fourier space which generates, additionally, discretization error. Based on the study of Feng and Linetsky (2008) , it is possible to approximate integral (9) using simple rules with error converging exponentially to zero in 1/h where h denotes the discretization spacing. More specifically, given some evenly spaced grid u := {(j − N/2)h}
Assume (2) holds, then |φ(u + iy)| ≤ E(e −yX ) < ∞ also holds for any y ∈ (a − , a + ). From Theorem 6.6 in Feng and Linetsky (2008) , the discretization error is bounded by
where 
where we have used |e
3 The CGMY process A CGMY process X (t), t ≥ 0 on a probability space (Ω, F , P) is a pure jump process with Lévy density
It follows by differentiation of the characteristic exponent that the first four cumulants of the CGMY process are
Consequently, the process has positive (resp. negative) skewness if G > M (resp. G < M);
further, the process is leptokurtic and the excess kurtosis is controlled by the parameter C.
The parameter Y characterizes the fine structure of the jumps of the CGMY process (see Carr et al., 2002) . In details, for Y < 0 the process exhibits finite activity (i.e., the process has a finite number of jumps in any finite time period). In this case, CGMY can be considered as a compound Poisson process with arrival rate CΓ(−Y ) G Y + M Y and jump size which follows an asymmetric double gamma distribution with density
For Y ∈ (0, 1) the process has trajectories of infinite activity and finite variation (in other words, relative calmness is observed between big jumps), whilst for Y ∈ (1, 2) the process has infinite variation (there is a high degree of activity near zero as many small oscillations are observed between big jumps).
As shown by Madan and Yor (2008) , the CGMY process can be represented as a subordinated Brownian motion
where Z(t) is a subordinator independent of the Brownian motion W (t) with
for a complex number µ, ζ (µ;
For Y > 0 the subordinator Z is absolutely continuous with respect to the one-sided Y /2-stable subordinator and has Lévy density
is the Hermite function with parameter v and
Monte Carlo simulation with Fourier transform
Monte Carlo methods rely on the inversion of the relevant distribution function. This generally applies to the increments of the actual process or, in case of subordinated Brownian motions such as the VG or the NIG, its subordinator (e.g., see Cont and Tankov, 2004 , and references therein). However, the distribution functions of the CGMY process and its subordinator are unknown; hence, in the following we show how to adapt the transform inversion discussed in Section 2 to recover the distributions of interest up to a pre-specified degree of accuracy. We note at this stage that, when applied to the CGMY process, this method allows for two different implementations. On the one hand, we can sample directly from the CGMY distribution using the characteristic function (19) (implementation MC-FT1). Alternatively, as the CGMY process is a subordinated Brownian motion, we can first sample from the distribution of the subordinator using (20) Theorem 1 Let φ X (u; t), u ∈ R, be the characteristic function of the process X(t) given by (19). The following statements hold.
(i) The absolute value |φ X (u; t)| is given by
(ii) The function f (u) given by (23) is even, negative, and (a) monotone increasing for u > 0 when Y ∈ (0, 1);
(b) monotone decreasing for u > u * when Y ∈ (1, 2), where
(iii) The absolute value |φ X (u; t)| is bounded by
Proof. See Appendix A.1.
Expression (24) provides us with an analytic bound for the characteristic function of the CGMY process that exhibits exponential decay. Therefore, the exponential tail condition (11) holds with
For Y ∈ (1, 2) an exponential bound of the form (24) is not possible to derive for u ∈ R as function f (u) in (23) increases unbounded as u goes to zero. However, as shown in Theorem 1, this limitation can be bypassed by truncating the range of values u. In addition, it is shown in Appendix B that for Y > 0 the CGMY process is selfdecomposable, hence the more conservative condition (13) can be considered, if necessary, with u ∈ R and parameters β ∈ (1, ∞) and B = max u>0 |φ X (u; t)u β |.
is not absolutely integrable and condition (7) is not satisfied. Note also that the integral (10) defining the truncation error is not convergent. This precludes retrieving the distribution function by inversion of the characteristic function and the use of the simulation method described in Sections 4.2-4.3.
Nevertheless, this method is of less interest when Y < 0 since in this case the CGMY process is of compound Poisson type with known law of increments (see Section 3) whose sample paths can be simulated exactly using standard techniques (e.g., see Cont and Tankov, 2004) .
The upper bounds of the regularization error (5) and discretization error (16) depend on
is a constant, and φ Xy denotes the characteristic function of the CGMY process X y (t) with parameters C, Y , G y := G − y > 0, (17) and (27), we have
where |φ X ±α (u; t)| is given by (22) for the indicated parameters. In the case Y ∈ (0, 1) we further have from (24)
where B, b, β are given by (25).
The case of the CGMY subordinator
Let Z(t) be the subordinator of the CGMY process. The next theorem studies the absolute value of the characteristic function of Z(t) for use on recovering the associated distribution function by transform inversion. Similarly to the case of the CGMY process, its tail behaviour is affected by the choice of values of Y ∈ (0, 1) ∪ (1, 2).
Theorem 2 Let φ Z (u; t) be the characteristic function of the subordinator Z(t) given by
The following statements hold.
(i) The absolute value |φ Z (u; t)| is given by
(ii) The function f (u) given by (31) is even and, for Y ∈ (0, 1),
when |θ/θ| ≤ 1/ √ 3.
(iii) For Y ∈ (0, 1), the absolute value |φ Z (u; t)| is bounded by
Proof. See Appendix A.2.
Given the conditions derived in Theorem 2, for Y ∈ (0, 1) we have from (37) that
For Y ∈ (1, 2) the function f (u) given by (31) is unbounded as u approaches zero. We have not been able to prove sufficient monotonicity conditions for a valid finite upper bound to f (u), and consequently a bound of the form (11) for the absolute value of the characteristic function, even for a truncated range of values u. Still, the subordinator is selfdecomposable (see Appendix B) satisfying (13), which can be used as an alternative, with β ∈ (1, ∞) and
To obtain the upper bounds of the regularization error (5) and discretization error (16),
where φ Zy denotes the characteristic function of the CGMY subordinator Z y (t) with parameters C, Y ,
From (17) and (39) we obtain
where |φ Z ±α (u; t)| follows from (30) for the indicated parameters. If Y ∈ (0, 1) and
where B, b, β are given by (38).
Evaluating the CDF by numerical transform inversion
Following our earlier discussion, we identify three sources of error when using F d in (15) to approximate the required CDF, F : the regularization, truncation and discretization errors.
Given our upper bounds for these errors, we are able to constrain them within pre-specified tolerance levels and compute the CDF numerically at the desired accuracy. Suppose (without loss of generality) that each error term contributes equally to the total approximation error, for which we assume a target level ǫ > 0.
Regularization error
From (3)- (5) 
Truncation error
To bound the truncation error (12) above by ǫ/3, in addition to our earlier choice for D, we consider fixed parameters B, b, β given explicitly by (25)- (26) (12) when Y ∈ (1, 2) (see discussion in Section 4.1.2), we resort to (14) from which we
can be found numerically given the explicit expression (30) for |φ Z (u; t)|.
Discretization error
Given parameters D, α, B, b, β, we can then compute parameter A of the discretization error bound (16). In particular, for Y ∈ (0, 1), we have been able to obtain explicit upper bounds for A for both the CGMY process (see Eq. 29) and the CGMY subordinator (see Eq. 
Transform inversion
Following the procedure described above, we obtain all the necessary parameters D, L, h for the numerical inversion of the Fourier transform (8) to recover the regularized CDF, and subsequently the CDF, subject to total target error ǫ. To this end, we select uniform
where N := ⌈L/h⌉ and η := D/N. (15) on grid x and φ r in (6) on grid u respectively, we compute
Finally, we calculate the CDF as It is worth noting that the (absolute value) characteristic function bounds presented in Theorems 1 and 2 can be used in alternative methods for evaluating numerically the CDF based on characteristic function inversion, including, for example, the Hilbert transform method (see Feng and Linetsky, 2008; Chen et al., 2012) or (inverse) Laplace transform algorithms (e.g., see Cai et al., 2013) .
Monte Carlo simulation
Assume m > 0 simulation trials and n > 0 time steps. The MC-FT1 algorithm proceeds as follows.
1. Compute (42) This is a substantial CPU power saving that is forgone when the method is applied to non-Lévy models (e.g., see Broadie and Kaya, 2006) .
3. Use binary search to find 0 ≤ l < N − 1 so that F l ≤ U k,j < F l+1 for 1 ≤ k ≤ n and 1 ≤ j ≤ m. Use the uniform random samples on [0, 1] to generate sampleŝ x := {x k,j } n×m from the CGMY distribution F X(t) by interpolating linearly between the tabulated values (x, F). The error of linear interpolation is o(η 2 ). If 0 ≤ U k,j < F 0 and/or F N −1 ≤ U k,j < 1, return respectively x 0 and x N −1 (see Glasserman and Liu, 2010) ; the likelihood of these events is user-specified since P (U k,j < F 0 ) = F 0 < ǫ/3
and P (U k,j ≥ F N −1 ) = 1 − F N −1 < ǫ/3 (see Section 4.2.1), hence the error from using such a convention is negligible. Based on the above, F −1
Utilizing linear interpolation also ensures that F X(t) (and F −1 X(t) ) is monotonically increasing between grid points, providing that F l+1 > F l for all l; if strict monotonicity
l=0 is violated, we increase the accuracy of the inversion scheme.
MC-FT2 proceeds along the same steps described above with the following modifications.
1. Replace the CGMY characteristic function with the one of the subordinator given by (20) with µ ∈ iR.
3. Generate samplesẑ := {ẑ k,j } n×m from the subordinator's distribution F Z(t) . Letŷ := {ŷ k,j } n×m whereŷ k,j ∼ N (0, 1) . Thenx k,j = θẑ k,j + ẑ k,jŷk,j .
Numerical study
For the purpose of implementing the MC-FT procedures in Sections 4.2-4.3, in what follows we compute sufficient grid parameter values to calculate numerically the CDFs of the CGMY process and the CGMY subordinator to achieve desired error tolerance, as described in Section 4.2. We then test the performance of MC-FT against the existing CGMY Monte Carlo methods on pricing different types of option contracts. We use the same parameters as in Poirot and Tankov (2006) , hence we choose C = 0.5, G = 2.0, M = 3.5, Y = 0.5 (set I), i.e., CGMY with jumps of infinite activity and finite variation; and C = 0.1, G = 2.0, M = 3.5, Y = 1.5 (set II), i.e., CGMY with jumps of infinite variation. Table I provides the grid sizes D, L and the number of grid points N that need to be used in the Fourier inversion formula (42) for the CDF of the CGMY process X(t) and the subordinator Z(t) to ensure that the total approximation error (regularization, truncation of the state and Fourier domains, discretization) is bounded above by ǫ = 10 −3 , . . . , 10 −10 , 10 −13 .
Numerical CDFs
The grid parameters are determined using our computable error bounds, following the procedure in Section 4.2 for each tolerance level, and are reported for X(t), t = 1, 1/12, 1/52, and 
Pricing option contracts
The CGMY stock price process is given by
for given S (0) > 0, where r > 0 is the constant continuously compounded interest rate, q > 0 is the dividend yield, and the constant ̟ is chosen so that the discounted price process of the (tradable) asset is a martingale under some risk neutral measure P, i.e.,
We further require M ≥ 1 in order to ensure that E P (e X(t) ) < ∞. Finally, we consider a partition of the contingent claim lifetime [0, T ] 0 = t 0 < t 1 < ... < t k < ... < t n = T , with t k = t 0 + kδ and δ := T /n.
In order to assess the performance of the MC-FT scheme, we consider a European plain vanilla put option with terminal payoff
where K is the strike price; an Asian call option with discrete monitoring at dates 0 = t 0 < t 1 < ... < t k < ... < t n = T and payoff
with fixed strike K; and a discretely monitored barrier call option of the type up-and-out (UOC) with payoff
where T := {t k } n k=0 and B > S (0) is the barrier level. These options can be priced nu- In the MY approach, in fact, bias results from the truncation of the small jumps of the subordinator Z below some threshold level ε (see also Poirot and Tankov, 2006) . In the AR sampling scheme, bias is originated by the truncation of the real line to the domain on which the tempering is performed (see Kawai and Masuda, 2011) and which is controlled by a parameter γ > 0, say. Note that the AR scheme is exact for Y ∈ (0, 1) (i.e., set I).
Finally, bias in the SR method is introduced by the truncation of the infinite summation representation of the CGMY process to a finite number of terms, sayÑ. In the presence of bias, we measure the error of the Monte Carlo price estimates with the root mean square error RMSE := bias 2 + σ 2 , where bias :=π 0 − π 0 ,π 0 is the price estimate calculated using 10 7 simulation trials, π 0 is the true price obtained by the benchmark methods and σ 2 is the sample variance. As MC-FT is implemented based on numerical CDF with error bounded above by ǫ = 10 −10 , its approximation bias is negligible compared to the Monte Carlo simulation error itself. The PT scheme is also unbiased. Consequently, for both methods the RMSE coincides with the standard error.
A comparison in terms of speed and accuracy of the MC-FT schemes and the PT, MY and AR methods is illustrated in Figure 1 , where we plot on a log-log scale the RMSE against the CPU time obtained for 10 4 , 10 5 , 10 6 , 10 7 simulation trials when pricing the European put option with terminal payoff (43). The MY estimates are obtained using the threshold ε which originates an overall RMSE as close as possible to the one generated by the MC-FT If the SR method is used, the choice of the truncation thresholdÑ of the infinite series is an important issue to be addressed due to the trade-off between the approximation error and the CPU time, which is even more pronounced than in the MY and AR schemes. Our numerical exercise has shown that, for parameter Y = 0.5 (set I), SR withÑ = 10 3 produces same RMSE as the MC-FT schemes, however for higher computing time by a factor of 10 5 .
The efficiency gains provided by the MC-FT method are even more pronounced for Y = 1.5
(set II): the RMSE generated by the MC-FT schemes is smaller by a factor of 10 2 even when using SR withÑ = 10 4 , whilst the saving in terms of CPU time is of a factor of 10 6 . We have not explored higher valuesÑ due to the large computing effort.
In light of the previous discussion, we present the results obtained only by the MC-FT1,
MY and AR methods for the Asian option with payoff (44) and the UOC barrier option with payoff (45). Figures 2 and 3 illustrate the speed and accuracy of the methods for 10
6 simulation trials and quarterly, monthly and weekly monitoring (i.e., n = 4, 12, 52). The three simulation schemes achieve similar precision as measured by the RMSE, however at different computing costs. For illustration purposes, in the monthly monitoring case the Asian option price is generated with a RMSE of 0.019, whilst the UOC barrier option price estimate has a RMSE of 0.006, regardless of the parameters set used. The difference in CPU times, though, is significant: for both the Asian and UOC barrier options, MC-FT1
generates a price estimate in 7.4 seconds (set I) and 7 seconds (set II), MY requires instead 3828 seconds (set I) and 6309 seconds (set II), whilst AR requires 426 seconds (set I) and 1069 seconds (set II).
Extension to multivariate options
The proposed simulation methodology can be easily extended to accommodate multivariate option contracts. In this study we consider the case of a spread option with payoff function
and an Asian basket option with terminal payoff
where d denotes the number of assets in the portfolio. These are derivative contracts common in energy markets, where they trade OTC but also on commodity exchanges such as NYMEX (e.g., see Borovkova and Permana, 2010 , and references therein).
The pricing of these contracts requires the construction of a multidimensional CGMY process with dependence between components. Recent contributions on multivariate Lévy processes include, amongst others, Ballotta and Bonfiglioli (2013) and Luciano and Semeraro (2010) . In particular, Ballotta and Bonfiglioli (2013) use a two-factor approach in which each component of a d-dimensional Lévy process is given by the sum of an idiosyncratic and a systematic risk process. Convolution conditions are then imposed to guarantee that the given sum returns a process with known distribution in order to facilitate the calibration of the model. The construction proposed by Luciano and Semeraro (2010) , instead, is specific to processes with known subordinated Brownian motion representation, such as the CGMY process, as dependence is induced by the subordinator, which is decomposed into an idiosyncratic and a systematic clock.
In this analysis we adopt the multivariate construction proposed by Ballotta and Bonfiglioli (2013) and use MC-FT1 to simulate CGMY variates directly which was shown above to be faster. More specifically, for j = 1, . . . , d, let L j (t) and L d+1 (t) be independent CGMY processes with parameters (
the idiosyncratic and the systematic risk factors. Then, for a j ∈ R
is a d-dimensional CGMY process, whose margins have parameters (C j , G j , M j , Y ) if the following convolution conditions are satisfied
Note that in this example we assume that all processes have the same parameter Y < 2, i.e., the same fine structure. The pairwise (linear) correlation coefficient is
In order to adapt the MC-FT1 algorithm to the multivariate construction (47) The parameters of the idiosyncratic and the systematic processes are obtained by fitting the correlation matrix and imposing the corresponding convolution conditions. As a proxy for the correlation between X j (t) , X l (t), we consider the historical correlation estimated on a time window of 125 days up to (and including) the valuation date. All parameters are reported in Table III. The table also shows the accuracy with which the linear combination (47) reproduces the original market option data. In details, the table provides information on the error caused by fitting the correlation matrix (correlation fit error) and imposing convolution. Note that the convolution conditions are solved numerically originating an error, which we quantify by the difference between the first four cumulants of the CGMY margins and the linear combination (47) (cumulant error) and its impact on option prices (calibration error).
As spread options can be priced at high accuracy with transform techniques (e.g., see Lord et al., 2008) , we can benchmark the multivariate MC-FT1 algorithm. For more accurate
Monte Carlo price estimates, we further use antithetic variates (with the same total number of simulation trials as the crude MC-FT1). In this example, we assume spread options written on Ford (asset S 1 ) and Abbott (asset S 2 ). From Table IV , we observe that the reference prices lie in the 95% confidence interval generated by the MC-FT1 procedure.
MC-FT1 lends itself easily to more complicated multivariate contracts for which exact (non-Monte Carlo) pricing techniques are not currently available. To the best of our knowledge, this is the case, for example, with Asian basket options. By changing to the payoff (46), we use MC-FT1 to price Asian basket options written on Ford, Abbott and Baxter (asset S 3 ), see Table IV . Alternative pricing methods in the literature are based on the moment matching approach (e.g., see Borovkova and Permana, 2010 , for an application in the traditional Gaussian economy); differently from the MC-FT sampling approach, though, the induced approximation error of the moment matching method is not directly quantifiable and therefore difficult to control.
Conclusions
In this paper, we present a Monte Carlo simulation method for the CGMY process based on sampling from CDF obtained by Fourier transform inversion. Based on the same principle, we study further the simulation of the CGMY using its Brownian subordination representation. We investigate sufficient conditions for the existence of explicit bounds for the error in transform inversion, which allow us to gauge the precision of the numerical CDF. The suggested sampling scheme is tested on numerical examples involving the pricing of singleasset plain vanilla and exotic options under a CGMY model of infinite activity with finite or infinite variation. The method provides access to the entire trajectory of the process and shows significant efficiency gain over other CGMY sampling schemes for different values of the process parameter Y ∈ (0, 1)∪(1, 2). Further, we extend to the multidimensional case by proposing a multivariate construction of the CGMY process and assessing the performance of the sampling scheme on pricing multi-names contracts.
Finally, we note that the MC-FT schemes, especially the MC-FT1 implementation, has the advantage of keeping the dimension of the problem at its minimal level; in this respect, the proposed approach is QMC friendly and further efficiency improvements can be expected by combining it with QMC/RQMC methods (see also Chen et al., 2012) for further considerations on the suitability of inverse transform methods for QMC implementations). The performance of QMC methods, though, depends also on the payoff function and the actual process construction (e.g., see Wang and Sloan, 2011 , and references therein); the full investigation of these aspects for the case of the CGMY process and, more in general, other
Lévy processes is left to future research.
Proof of (iii). Consider case (a), hence Y ∈ (0, 1). Then, it follows f (0) → −∞; further, lim u→∞ cos(Y arctan(u/G)) = lim u→∞ cos(Y arctan(u/M)) = cos(πY /2) and lim u→∞ f (u) = 2Γ(−Y ) cos(πY /2) < 0. From part (ii), f (u) is monotone increasing for u > 0; therefore,
Since function f is even, the bound is also satisfied for u < 0.
Consider case (b). Then, 0 > f (u * ) > f (u) as f (u) is guaranteed to be negative and monotone decreasing for u > u * from part (ii). Since function f is even, the bound is also satisfied for u < −u * . The proof is complete.
A.2 Proof of Theorem 2
Proof of (i). Define
Then, 
Finally, define
Then,
from which result (30) follows by straightforward algebra.
A.2.1 Outline of proof of (ii)
We begin the path to proving part (ii) of Theorem 2 by establishing some useful results.
As the arctangent function is an odd function, a(−u) = a(u) and b(−u) = −b(u) which further imply that f (−u) = f (u). Given this, in what follows we consider u > 0 only.
Further, let γ = tan β ∈ (0, 1), then cos β = 1/ 1 + γ 2 , cos(2β) = (1 − γ 2 )/(1 + γ 2 ), tan(2β) = 2γ/(1−γ 2 ). Finally, consider the substitution γ = tanh v ∈ (0, 1) with v ∈ (0, ∞), which yields
This implies
Given the functions R(v), α(v), I(v), we define
Using standard trigonometric identities and algebraic expressions of the sinh and cosh functions, we can rewrite function f in (31) as
In what follows, we derive sufficient conditions to ensure that function g is positive with g ′ negative, hence function f is negative and f ′ is positive for Y ∈ (0, 1). To this end, we study first the behaviour of functions I, J and R.
The behaviour of functions I and J. From the definitions it follows that
We notice from (A.6) that the derivatives I ′ , J ′ share the same denominator, which is positive, and that their numerators are also positive. Further, as I(0) = J(0) = 0, I, J are increasing, nonnegative functions. Consider the difference I − J. Using the identity cosh(2v) = 2 cosh 2 v − 1 and the substitution δ = cosh v ≥ 1, it follows that
where G(δ) := 2δ 2 τ 2 − 2δ|τ | + 1 − τ 2 has a minimum value at δ * = 1/(2|τ |) > 1 for The behaviour of functions R and g. We have shown already that R(v) ≥ 1 for v > 0.
where the denominator in the last equality is positive. Consequently, R ′ (v) < 0: (a) for all
We inspect the sign of the three terms in (A.5): firstly, R ≥ 1, and R ′ < 0 under either condition (a) or (b). Recall further that z 1 = (I − J)Y /2 ∈ (−Y π/4, 0) ⊂ (−π/2, 0) and
we have that cos z 1 > cos z 2 > 0, else if |I − J|Y /2 < π/2 < (I + J)Y /2 < 3π/2, we have that cos z 2 < 0; in either case we conclude that 
In summary, g ′ (v)v(u) < 0 when either condition (a) or (b) holds in addition to Y < 4/3.
We use our previous conclusion to determine the sign of function g(v). We inspect both conditions. Assume condition (a) holds: from (A.1), . We have that 0 < J(v * ) < π/2, which follows from (A.2) as α(v
Proof of (ii). Based on the analysis in Section A.2.1, we conclude that
is positive, i.e., f (u) in (31) is monotone increasing, for Y ∈ (0, 1) and (a) all u > 0 when
cos(πY /2) < 0. From part (ii), f (u) is monotone increasing for u > 0 when |τ | > 1/ √ 3, and for u > u * when |τ | ≤ 1/ √ 3. Hence, for values of u in the relevant ranges, we have that
As function f is even, the bound is also satisfied for u < 0 or u < −u * .
This concludes the proof of the theorem.
B Selfdecomposability of the CGMY process and the
CGMY subordinator
For the case of the CGMY process, consider its Lévy density given by (18). It follows that
implying that k(x) is increasing on (−∞, 0) and decreasing on (0, ∞) when Y > 0, hence satisfies sufficient selfdecomposability conditions.
For the case of the CGMY subordinator, we have from (21) that the Lévy density can be rewritten in terms of the confluent hypergeometric function of the second kind, U(a, b, c), (see Gradshteyn and Ryzhik, 2007 , p. 1023 and 1028 as
It follows that
which is negative on (0, ∞) when Y > 0 sinceθ > θ,θ > 0 (for equalities B.1-B.2, see Abramowitz and Stegun, 1968, p. 505 and 507) .
Table I
Grid parameters for CDF Fourier inversion formula. Panel (a). Market data for the three assets considered. Correlation matrix estimated using historical prices of the three assets over a 125-day time window up to (and including) the valuation date. Source: Bloomberg. Panels (b)-(d). Parameters of the CGMY margin processes X j (t), j = 1, 2, 3, and corresponding idiosyncratic and systematic components L j (t), j = 1, 2, 3, and L 4 (t). Fit of the multivariate CGMY process tested in panels (e)-(g). Panel (e). Cumulant error expressed as (absolute) difference between the indicated cumulants of the process X j (t) and the corresponding cumulants of the linear combination L j (t) + a j L 4 (t) for j = 1, 2, 3. Panel (f). Calibration error expressed as difference between the RMSEs generated by calibration to vanilla option market prices of the margins (reported in panel b) and the linear combinations L j (t) + a j L 4 (t), j = 1, 2, 3. Panel (g). Correlation fit error expressed as difference between model and historical correlations. Model correlations computed using (48). 
