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We present theory of the carrier-optical interaction in 1D systems based on the
nonequilibrium Greens function formalism in the 4x4 k · p model. As a represen-
tative parameters we chose the GaAs. Although theory is presented in 4x4kp many
subbands, results and discussion section is based on the simplified model such as
2x2 kp model (two transverse modes). Even though 2x2 kp model is simple enough
it shows many phenomena that have not been seen before. We focus mainly on
the ballistic extraction of photogenerated free carriers at the radiative limit which
is described by the self-energy term derived in dipole approximation and solved in
self-consistent manner with Keldysh quantum kinetic equations. Any relaxation or
non-radiative recombination mechanisms as well as excitonic features are neglected.
Effect of non-locality of electron-photon self energy term is considered and discussed.
Spontaneous emission is also considered and shown to be small in short devices under
medium bias conditions. Electron and hole spatial current oscillations are seen and
discussed. It is shown that neglecting off-diagonal correlation in the band index not
only produces quantitatively wrong results but it also alters the qualitative picture.
All simulations are done in the full-rank approximation , with all spatial and band
correlation effects are kept intact. This allows us to study not only quantitative
effects but also qualitative behaviour.
PACS numbers: 85.60.Gz, 85.35.Ds, 73.50.Pz, 85.35.Be, 85.30.De
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I. INDRODUCTION
The past several years has seen a growing interest in nanowires (NWs) such as SiNWs1,2,
GeNWs3, and GaAsNWs because of their excellent optoelectronic properties4. As few ex-
amples, recent experimental work5 on the photocurrent response of freely suspended single
140 nm GaAsNWs has shown current as high as ∼0.45 nA for a titanium:sapphire laser
light intensity of 100 W/cm2. Experimental work on the effect of strain on GaAsNWs, ap-
proximately 80 nm in diameter6, and theoretical work on much smaller diameter SiNWs7,
have also shown a direct-to-indirect bandgap transition, which can potentially be used for
laser applications. At the same time, it has also been found that surface passivation of the
GaAsNW with AlxGa1−xAs increases the photoluminescence (PL) lifetime, and minority
carrier diffusion lengths, significantly8,9. The bandgap in GeNWs is also found to be depen-
dent upon the type of surface passivation as well as strain10, which has a consequence on
the optoelectronic response of the NW. Concomitantly, GaAs p-i-n NW structures have also
shown excellent solar power harvesting capability11. The above results (as well as several
references contained therein) highlight the significance of obtaining a detailed understanding
of the photo response of NWs and 1D devices. As these nanostructures are being used for
image photo detectors, calculations of the photo current response become important. Of
particular importance is the behavior of smaller diameter NWs, in keeping with the trend
towards smaller feature sizes. Over the years several theoretical work have been reported
to understand the optoelectronic response of NWs12,13. Just to name a few advanced works
in the field of NEGF coupled to photonic field which recently appeared are the works of
Aerberhard et al.14,15 , Steiger16 and Henrickson et al.17 and Stewart et.al18 which use either
Tight Binding(TB) or bulk 2D k · p modeling. The limitation of the TB is the system size,
whereas the limitation of the bulk 2D k · p system is applicability to 2D systems such as
quantum wells, superlattices. In this work we discuss an approach suitable for modeling
the photo current response of sub-10 nm diameter NWs. The basis of our work is the band
structure calculation by utilizing a 1D 4x4 k · p model, with transport calculations utilizing
non-equilibrium Green’s function (NEGF) formalism. For small structures, semiclassical
simulations, such as Monte Carlo, are reasonably accurate, but they may not capture the
details of charge distribution in its entirety, particularly in the problem being addressed. On
the other hand, NEGF based quantum mechanical approach may provide a more accurate
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estimation especially in the phase-coherent regime. Moreover, NEGF allows to incorporate
phase-breaking(not considered here) processes vis self-energies. To our knowledge this is
the first work which couples 4x4 k · p and NEGF to compute the photo response of the
1D nanostructures. We have used 4x4 k · p (applicable to direct band gap materials) to
keep things simple, although conceptually there is no restriction and the model can be easily
transferred to the indirect band-gap materials such as Si, Ge by using a larger dimensional k
· p such as 15x15, 24x24, 30x30 k · p models for sub-10 nm 1D devices. This approach takes
into account correlations between different band indices as well as spatial correlation allow-
ing us to study the effect of non-locality of electron-photon self-energy. We believe that the
proposed method provides a good compromise between computational speed and modeling
complexity. The paper is divided into different sections. Section II focuses on the theory,
particularly band structure calculation, electron-photon interaction, transport formalism,
as well as mode-space approach and physical observables. Device setup and numerical pa-
rameters are discussed in Section III. Section IV comprises of results and discussion, and
conclusions are drawn in Section V.
II. THEORY
A. Hamiltonian
Starting point of the work was the calculation of the band structure using the original
Kane19 4x4 k · p scheme and using GaAs as a representative material. For the computation
of the photoresponse (discussed below), we use a modified 2x2 scheme (or two subband
model). Originally k · p was done for the direct bandgap materials, although usage of it
has been extended to indirect bandgap materials (Si and Ge)20–25, and one can adapt the
present method to originally indirect bulk materials.
Hamiltonian is given in basis of cell-periodic zone centered (k=0) Bloch functions |uj〉 =
{|S ↑↓〉 , |X ↑↓〉 , |Y ↑↓〉 , |Z ↑↓〉}26
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H0,bulk =

Eg + γa(k
2
x + k
2
y + k
2
z) iPkx iPky iPkz
−iPkx Lk2x +M(k2y + k2z) Nkxky Nkxkz
−iPky Nkxky Lk2y +M(k2x + k2z) Nkykz
−iPkz Nkxkz Nkykz Lk2z +M(k2x + k2y)

(II.1)
where γa =
h¯2
2m0
+ F , F is the effect of remote bands19 , Ep = 2m0P
2/h¯2 and
L = − h¯
2
2m0
(γ1 + 4γ2) (II.2)
M = − h¯
2
2m0
(γ1 − 2γ2) (II.3)
N = − h¯
2
2m0
6γ3 (II.4)
with γ1, γ2, γ3 being modified Luttinger parameters are related to the original Luttinger
parameters (γL1 , γ
L
2 , γ
L
3 ) by
γ1 = γ
L
1 −
Ep
3EG
(II.5)
γ2 = γ
L
2 −
Ep
6EG
(II.6)
γ3 = γ
L
3 −
Ep
6EG
(II.7)
where (Ep, EG, γ
L
1 , γ
L
2 , γ
L
3 )
27 are specific material parameters. Renormalisation is required so
as to subtract effects of conduction band in the original 3x3 k · p model28. Making transfor-
mation from k-space representation to real space representation one has to use momentum
operators which are given by
kx = −ih¯ ∂
∂x
, ky = −ih¯ ∂
∂y
, kz = −ih¯ ∂
∂z
(II.8)
Since sine waves naturally satisfy infinite barrier boundary conditions, they are chosen as
basis functions in the transverse direction. This corresponds to the situation of free-standing
p-i-n junction. Along the transport direction (x-axis) we adopt the following basis functions
χi(x) =
1√
∆
(Θ(x− xi)−Θ(x− xi+1)) (II.9)
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where Θ is the Heaviside function, and ∆ is the interlayer spacing. Electronic wavefunction
in the aforementioned basis is written as
|Ψ〉 =
∑
j,p,q,i
aj,p,q(x) sin(kpy) sin(kqz)χi(x) |uj〉 =
∑
j,p,q,i
aj,p,q(x) |j, p, q, i〉 (II.10)
where j = {1, 2, 3, 4}, p = 1..Np, q = 1...Nq and kp = ppiLy , kq =
qpi
Lz
, i = 1..Nx with p denoting
y and q denoting z. The total Hamiltonian29 in basis |j, p, q, i〉
Htot =

H1 W 0 ... 0
W† H2 W ... 0
0 W† H3
. . . 0
0 ...
. . . . . . W
0 ... 0 W† HNx

(II.11)
where Hi is the block matrix of the size 4NpNq and given by
Hi =

H{1,1},{1,1} H{1,1},{1,2} ... ... H{1,1},{Np,Nq}
H{1,2},{1,1} ... ... ... H{1,2},{Np,Nq}
... ... H{p,q},{p′,q′} ... ...
... ... ... ... ...
H{Np,Nq},{1,1} ... ... H{Np,Nq},{Np,Nq−1} H{Np,Nq},{Np,Nq}

(II.12)
with
H(p,q),(p′,q′) = H
0,d
(p,q),(p′,q′) +H
0,c
(p,q),(p′,q′) +H
0,cv
(p,q),(p′,q′) +V(i)(p,q),(p′,q′) (II.13)
H0,d(p,q),(p′,q′) = δp,p′δq,q′

γa(
2
∆2 +k
2
p+k
2
q) + Eg 0 0 0
0 L 2∆2 +M(k
2
p+k
2
q) 0 0
0 0 Lk2p+M(
2
∆2 +k
2
q) 0
0 0 0 Lk2q+M(
2
∆2 +k
2
p)

(II.14)
H0,c(p,q),(p′,q′) =

0 0 Pδq,q′
4kp′p
pi(p2−p′2)δp+p′,odd Pδp,p′
4kq′q
pi(q2−q′2)δq+q′,odd
0 0 0 0
−Pδq,q′ 4kp′ppi(p2−p′2)δp+p′,odd 0 0 0
−Pδp,p′ 4kq′qpi(q2−q′2)δq+q′,odd 0 0 0

(II.15)
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H0,cv(p,q),(p′,q′) = −N
(
4kp′p
pi(p2 − p′2)
)(
4kq′q
pi(q2 − q′2)
)
δp+p′,oddδq+q′,odd

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

(II.16)
where δ is the Kronecker delta and δp+p′,odd = {1, if p+ p′ = odd, otherwise 0} and
V(i){p,q},{p′,q′} = I4x4
4
LyLz
Ly∫
0
Lz∫
0
sin(kp′y) sin(kq′z)φ(x = xi; y, z) sin(kpy) sin(kqz)dydz
(II.17)
is orthogonal transformation to |j, p, q, i〉 of Hartree φ(x = xi; y, z) potential (which is
obtained self-consistently solving NEGF-Poisson equation), with I4x4 being the 4x4 identity
matrix. Similarly, the inter-layer coupling matrix can be written in similar manner
W(p,q),(p′,q′) = W
d
(p,q),(p′,q′) + W
c
(p,q),(p′,q′) (II.18)
, where
Wd(p,q),(p′,q′) = δp,p′δq,q′

−γa
∆2
P
2∆ 0 0
−P
2∆
−L
∆2 0 0
0 0 −M∆2 0
0 0 0 −M∆2

(II.19)
Wc(p,q),(p′,q′) =

0 0 0 0
0 0 −N2∆
4kp′p
pi(p2−p′2)δp+p′,oddδq,q′
−N
2∆
4kq′q
pi(q2−q′2)δq+q′,oddδp,p′
0 −N2∆
4kp′p
pi(p2−p′2)δp+p′,oddδq,q′ 0 0
0 −N2∆
4kq′q
pi(q2−q′2)δq+q′,oddδp,p′ 0 0

(II.20)
One should mention that kp, kq form rectangular grid. Further simplification such as
Hamiltonian size reduction in k · p basis by taking only kp, kq vectors inside the circle29can
be done to minimize memory usage and computational power . Moreover, one can get further
matrix size reduction by employing the mode-space approach. Mode-space is crucial for the
recursive algorithm in NEGF implementation and charge distribution construction. It was
shown30 that in case of electron-photon interaction one cannot easily use recursive approach
since self-energies are highly non-local and in this case one has to take more off-diagonal
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blocks. In other words, more correlations between electron Green’s functions have to be
kept when dealing with electron photon interaction.
B. Electron-photon interaction. Monochromatic excitation.
The electron-photon interaction part of Hamiltonian reads as
He−ph = − e
m0
A · p (II.21)
where the photon field is quantized and is given by
A =
∑
λ,q
[
A0(λ,q)bλ,qe
iωλt + A0(λ,−q)b†λ,−qe−iωλt
]
eiqr (II.22)
A0(λ,q) = eλ,q
√
h¯2
20EλV
(II.23)
where b†λ,q,bλ,q are the photon creation and annihilation operators, respectively, eλ,q- is the
polarization vector, q - is the photon wavevector and λ- is the photon energy. Sum is over
all photon wavectors and energies. where V is the absorbing volume. The incident photon
flux is related to photon occupation number via
Φ
λ
=
N
λ
c
V
√
µε
=
I
λ
Eλ
(II.24)
where I
λ
- is the intensity of the EM field and c - is the speed of light. Equation (II.21) in
the second quantized form can be written as
He−ph = −
∑
(j,p,q,i),(j′,p′,q′,i′)
〈j′, p′, q′, i′|A · p |j, p, q, i〉 c†j′,p′,q′,i′cj,p,q,i(beiωλt + b†e−iωλt) (II.25)
with c†j′,p′,q′,i′ - being electron creation operator in the state symmetry j
′, transverse subband
{p′, q′}, and position xi′ and cj,p,q,i - being electron destruction operator in the state of
symmetry j, transverse subband {p, q}, and position xi.
Carrying out explicitly matrix element of (II.25) in dipole approximation with wire dimen-
sions much smaller than a wavelength (qr << 1) and taking into account only inter-subband
excitations(CB-VB), i.e. considering only CB-VB transitions, we arrive at
M{j,p,q,i},{j′,p′,q′,i′} = 〈j′, p′, q′, i′|A · p |j, p, q, i〉 = δp,p′δq,q′δi,i′A · pi,{j,j′} (II.26)
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where
pi,{j,j′} = {〈S ↑↓| px |X ↑↓〉 , 〈S ↑↓| py |Y ↑↓〉 , 〈S ↑↓| pz |Z ↑↓〉} (II.27a)
〈S ↑↓| px |X ↑↓〉 = 〈S ↑↓| py |Y ↑↓〉 = 〈S ↑↓| pz |Z ↑↓〉 = m0
h¯
iP (II.27b)
Total Matrix (Me−ph) becomes
M
{x,y,z}
e−ph = A0
m0
h¯

M
{x,y,z}
(1,1)(1,1) 0 ... ... 0
0 0 ... ... 0
... ... 0 ... ...
... 0 M
{x,y,z}
(p,q)(p,q) ... ...
... 0 0 ... 0
0 ... ... 0 M
{x,y,z}
(NpNq)(NpNq)

(II.28)
where,
Mx(p,q)(p,q) =

0 iP 0 0
−iP 0 0 0
0 0 0 0
0 0 0 0
 (II.29)
My(p,q)(p,q) =

0 0 iP 0
0 0 0 0
−iP 0 0 0
0 0 0 0
 (II.30)
Mz(p,q)(p,q) =

0 0 0 iP
0 0 0 0
0 0 0 0
−iP 0 0 0
 (II.31)
M
{l.c.}
(p,q)(p,q) =

0 iP iP iP
−iP 0 0 0
−iP 0 0 0
−iP 0 0 0
 (II.32)
where x,y,z stands for either x,y or z EM field polarization, l.c. stands for the linear
polarization which is linear combination of the x,y and z axis.
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C. NEGF and Self-Energies
Green’s functions are assumed to be in steady state with electron Green’s function be-
ing at zero temperature (although temperature comes via Fermi levels) and photon Green’s
functions being unperturbed by electronic elementary excitations. Within Keldysh formal-
ism the Dyson’s equations of motion for the electronic Green’s functions in matrix notation
are given by
GR(E) =
(
(E + iγ)I−Htot(E)−ΣB(E)−Σe−ph(E)
)−1
(II.33a)
G<(E) = GR(E)
{
Σ<,B(E) + Σ<e−ph(E)
}
GA(E) (II.33b)
GA(E) = [GR(E)]† (II.33c)
G>(E) = GR(E)−GA(E) + G<(E) (II.33d)
where ΣB(E) is the boundary self-energy, which incorporates effect of semi-infinite con-
tact(coupling to contacts). Contacts are are assumed to be with equilibrium with right
and left leads respectively and are perfect absorbers31. Σe−ph(E) is the electron-photon
self-energy describing electron-photon interaction, where
ΣB(E) ≡ ΣB(E) =

ΣBL (E) 0 ... 0
0 0 ... 0
... ... ... 0
0 ... 0 ΣBR(E)
 (II.34)
where ΣBL,R(E) are the block matrices of size 4NpNq that are related to surface Green’s
functions via
ΣBL (E) = WgL(E)W
† (II.35a)
ΣBR(E) = W
†gR(E)W (II.35b)
where,
gL(E) = [E −H1 −W†gL(E)W]−1 (II.36a)
gR(E) = [E −HNx −WgR(E)W†]−1 (II.36b)
are surface Green’s functions corresponding to left and right lead, respectively. Equations on
the gL(E),gR(E) are matrix quadratic equations. There are many ways of calculating the
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solution to (II.36). Simplest solution is just straightforward iteration, although this is very
slowly converging process. Therefore, we have adopted the improved version of Anderson
mixing32 which is also simple in implementation. Lesser(in-scattering) boundary self energy
in case of equilibrated contacts is given by
Σ<,BL,R (E) = iΓL,R(E)fL,R (II.37a)
ΓL,R(E) = i(Σ
B
L,R(E)−ΣB,†L,R(E)) (II.37b)
where fL,R are the Fermi levels at the left and right lead respectively, and ΓL,R is the level
broadening.
Light-matter interaction leads to electron-hole pair generation and electron-hole recom-
bination by absorbing/emitting a photon. This process is inelastic, and in general is phase-
breaking. In order to incorporate this interaction into NEGF formalism in the first order
Born-approximation(one-photon processes) one has to utilize Wick’s theorem and Langreth
contour rules as it was done in several works16,33 and in the original Henrickson’s17 papers.
Most self-energies of this form, including electron-photon,(fermion-boson interaction in
the limit one elementary exciation) are current conserving34. In order to achieve current
conservation one has to utilize self consistency among Green’s functions and self-energies
- in other words use self-consistent Born approximation(SCBA) or one can use current
conserving schemes using Non-self consistent Born Approximation described in Lake35 et.al.
A detailed derivation of the self-consistent Born approximation approach is given in the
work of Jiang et al.36. Lesser and greater parts, Σ<,>E−ph are given by
Σ<,>e−ph(x, x
′, E) = Σ<,>,abse−ph (E) + Σ
<,>,em
e−ph (E) + Σ
<,>,sp
e−ph (E) (II.38a)
Σ<,>,abse−ph (E) = NλMe−phG
<,>(E ∓ h¯ω)Me−ph (II.38b)
Σ<,>,eme−ph (E) = NλMe−phG
<,>(E ± h¯ω)Me−ph (II.38c)
Σ<,>,spe−ph (E) = Me−ph(
Emax∫
Emin
d(h¯ωγ)G
<,>(E)± h¯ωγ))Me−ph (II.38d)
where Σ<,>,abse−ph ,Σ
<,>,em
e−ph ,Σ
<,>,sp
e−ph are the self energies associated with photon absorption, stim-
ulated emission and spontaneous emission, respectively. The derivation is very similar to
the work of Jiang et al.37 One should note that spontaneous emission term is integrated over
broad energy range in CB and VB energy regions and is only dependent on joint density
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of states and occupation numbers at energies which differs by photon energy. Emin, Emax
are the minimal and maximal photon energies dictated by material and device parameters.
Me−ph is the full electron-photon interaction Hamiltonian in the basis |j, p, q, i〉. Strictly
speaking, one has to be careful considering Me−ph since originally it couples only bulk CB-
VB bands. In other words, if one wants to consider inter-subband excitations such as CB-CB
or VB-VB (either within CB or VB manifolds), the Me−ph has to be modified accordingly
to include intraband coupling in the original bulk model since one 3D band gives raise to
many 1D subbands. In case of short-channel devices under certain biases the spontaneous
term is assumed to be small14 and as will be shown later can be neglected. Real part of
the retarded Σe−ph self energy is neglected since it leads just to energy renormalization14,
and only imaginary part of the Σe−ph is important and given by ( (x, x′) notation is omitted
throughout for simplicity)
Im(Σe−ph(E)) =
1
2
(Σ>e−ph(E)−Σ<e−ph(E)) (II.39)
D. Mode space and Physical quantities
In case of mode-space29 transformation one defines mode m in the following manner
Φm(xi, yj, zk) =
∑
j,p,q
αmj,p,q(i) |p, q, j〉 (II.40)
which satisfies 2D-sliced Schrodinger equation at slice i
(Hi + W + W
†)Φm(xi, yj, zk) = EmΦm(xi, yj, zk) (II.41)
Original eigenfunction of (II.10) is given in terms of modes as
|Ψ〉 =
∑
m
Ym(xi)Φm(xi, yj, zk) (II.42)
In order to have self-consistent NEGF with Poisson one has to compute 3D electron
density in the real space representation. An incomplete38 calculation consists of writing 3D
electron density in real space39 neglecting the mode correlation effects as
nrs3D(i, j, k) =
−2i
∆∆y∆z
∫
dE
2pi
(UKUMG
<,ms(x, x′, E)U†MU
†
K){i,j,k},{i,j,k} '
' α
Nm∑
n=1
∫
dE
2pi
G<,ms(i,n),(i,n)(E)
∣∣∣∣∣∑
j,p,q
sin(kpyj) sin(kqzk)α
n
j,p,q(i)
∣∣∣∣∣
2
(II.43)
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where α = −2i
∆∆y∆z
4
NyNz
, rs,ms superscripts stand for the real-space and mode-space
representations respectively. G<,ms(i,n),(i,n) stands for the diagonal matrix element of mode n at
block i. UK ,UM are unitary transformation matrices
29 defined as block diagonal matrices
built from Uk,Um(i) respectively, where
Uk =
2√
NyNz

sin (k1y1) sin (k1z1)I4x4 ... sin (k1z1) sin (kNqz1)I4x4 ... sin (kNpy1) sin kNqz1I4x4
sin (k1y1) sin (k1z2)I4x4 ... sin (k1y1) sin (kNqz2)I4x4 ... sin (kNpy1) sin (kNqz2)I4x4
...
. . . ... ... ...
sin (k1y1) sin (k1zN )I4x4 ... sin (k1y1) sin (kNqzN )I4x4 ... sin (kNpy1) sin kNqzN )I4x4
... ... ...
. . . ...
sin (k1yM ) sin (k1zN )I4x4 ... ... ... sin (kNpyM ) sin (kNqzN )I4x4

(II.44)
is the size of (4NM)× (4NpNq) and
Um(i) =

α11,1,1(i) α
2
1,1,1(i) ... ... α
Nm
1,1,1(i)
α12,1,1(i) α
2
2,1,1(i) ... ... ...
... ... ... ... ...
... ... αnj,Np,Nq(i) ... ...
α14,Np,Nq(i) α
2
4,Np,Nq
(i) ... ... αNm4,Np,Nq(i)

(II.45)
is the size of (4NpNq)×Nm
Current flowing between layers i ,and i+ 1 can be written as
Ixi→xi+1 =
2e
h¯
∫
dE
2pi
tr{WmsG<,msi,i+1 −W†,msG<,msi+1,i } (II.46)
Similar approach has been applied in the study of thermal expansion of single-wall carbon
nanotubes and grapheme sheets40
III. NUMERICAL DETAILS
The device under study is a p-i-n structure and is depicted in Fig. 1. The device is 42
nm long, with a square cross-section of 10nm x 10nm. The doping on both the n and p
ends is assumed to be 3.2 ∗ 1018 cm−3. Furthermore, length of the p and n region was set
Lp = Ln = 12nm and inter-layer spacing ∆ = 0.3nm . Current conserving grid was chosen
16
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as ∆E = Eλ/Nph with total number of energy grid points Ntot = Int((|E1|+ |E2|)/∆E) with
E1, E2 being conduction and valence band cut-off energies chosen accordingly to the region
of interest. Nph defines by how many energy points separated E and E + h¯ω. Ntot varied
between 800 and 2000 points to make sure convergence is achieved in energy space. Nx
was set to 140 points. The potential profile is assumed to be uniform in the cross-sectional
area. 1D potential profiles and Fermi-levels were obtained by nextnano simulator41 with the
parameters being Eg=1.42eV, mc=0.067me, mh=0.082me where parameters are bandgap,
effective conduction mass, effective valence mass(light hole) respectively. Although, strictly
speaking there is no physical justification for this, but it does not affect the physical picture
except consideration of the boundary effects in which we are not interested at the moment.
1D Potential profiles and Quasi-Fermi levels were fed into optical NEGF simulator based on
2 subband model, which is written as
H2x2(E) =
Eg + h¯22m0 γa∆2 0
0 h¯
2
2m0
γl
∆2
 (III.1)
W2x2(E) =
− h¯22m0 γa∆2 P2∆
− P
2∆
− h¯2
2m0
γl
∆2
 (III.2)
In order to avoid spurious solutions in k- space (k = (kx,−i ∂∂y ,−i ∂∂z )) we took cross-
sectional area such that condition on the envelope function is satisfied so, that plane-wave
expansion lies in the first Brillouin-zone42–45
2piNmaxp,q
Ly,z
 2pi
a
(III.3)
withNmaxp,q ≤ Ly,z/a. In addition we set γc = 0 with optimizing the parameters27,46 γ1, γ2, γ347
such that bulk effective masses of hole and electrons are reproduced. Moreover, the original
Hamiltonian can be modified to avoid spurious solutions48. Going from k- space repre-
sentation to real-space representation (−i ∂
∂x
,−i ∂
∂y
,−i ∂
∂z
) with finite differences being the
basis one has another source of spurious solutions49,50. Such solutions can be avoided by
using certain finite element basis50. However in general, there is no common remedy for
this type of problem50. In particular, to avoid this type of problem, one either chooses
inter-layer spacing ∆ accordingly to the parameters γ1, γ2, γ3
49, or as we did, fix the ∆ and
vary the parameters γa, γl to reproduce the bulk effective masses of conduction band and
light-hole bands (we have assumed that charge carrier effective masses of 10nm x 10nm
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are bulk values). Parameters after fitting are γa = 8, γl = −1. SCBA computations are
aborted once convergence is achieved by monitoring the norm of the total photocurrent∫
(Ieph + I
h
ph)n+1dE/
∫
(Ieph + I
h
ph)ndE < , where  was set to 10
−4. In the computation of
the spontaneous emission term, we have set Emin, Emax to be in the range of Eλ ∓ 0.4Eλ,
for particular photon energy with 0.4Eλ term being chosen such that results are converged
meanwhile minimizing the computational resources . Laser intensity is assumed to be 100
W/cm2 unless specified otherwise. The whole structure is uniformly illuminated. EM field
polarized along x-axis. Device structure is depicted on the Figure 1.
FIG. 1. nanosized p-i-n diode
IV. RESULTS AND DISCUSSION
Figure 2 depicts the conduction and valence band profiles. As can be seen, the built-
in potential is Vbi =1.4 V. In the calculation, we have used non-self-consistent Poisson
profile, which deviates from the self-consistent solution by less than 5%51 at a light intensity
I = 105 W/cm2. Since the light intensity in our work is much smaller, therefore one expects
even lower deviation from SCF Poisson profile. Upon light illumination of the diode, the
electron-hole pairs start to form, which are then separated by the electric field. Figure 3
shows typical spatial hole and electron current distribution. One can see that total current
is conserved, meanwhile hole current grows towards the p-contact and electron current as
we move towards the n-contact. To investigate it further we have calculated the current
energetic distribution in the device, including left and right leads. Typical spectral current
is shown in Fig.4. One clearly sees three regions contributing to the current, with the flat
region corresponding to the channel current, and two peaks corresponding to the p-region
and n-region currents(flowing just above and below conduction and valence band edges,
respectively). The distribution is not symmetric with respect to p and n regions. Figure 5
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FIG. 2. Band profile for the conduction and valence band. Brown line indicates Fermi level.
FIG. 3. Spatial distribution of hole and electron current at Eλ = 1.56eV at zero bias for p-i-n
structure. One can see that total current is conserved
shows photocurrent in the short circuit(sc) condition at different photon energies. One can
see formation of two peaks in the Franz-Keldysh (photon-assisted tunneling or PA) regime
and without it. The manifestation of the Franz-Keldysh effect is the non-zero current below
fundamental bandgap. In PA regime the first peak is shifted towards lower energies due to
15
FIG. 4. Energetic current distribution over valence and conduction band at Eλ = 1.56eV at zero
bias for p-i-n structure.
non-zero DOS below the bandgap. It is seen that just interband approximation (zero DOS
below CB and below VB edges respectively) significantly underestimates the photocurrent.
The channel current grows as photon energy increases due to a greater availability of DOS.
The local density of states (LDOS) has an oscillatory pattern both in spatial and energetic
coordinates as seen in Fig.6 which forms due to incident k+ and reflected k− electron waves.
By keeping all off-band correlations52,53 in the Green’s functions , i.e. elements such as
G<x,x′,c,v(E) and where spontaneous emission does not play significant role with coherent
light54 source one has phase-coherent photo-response. This is automatically satisfied in our
case, since we are working with the full rank of the matrix.
In addition, it can be seen that spontaneous emission does not play a role in the device
of this length, since typical lifetime of the carrier before spontaneously emitting a photon is
of the order of nanoseconds which would require much longer device length to experience it.
One should mention that under certain bias conditions, it is possible to have spontaneous
emission even for the small-sized devices16. For our system to experience it, one would go
beyond 1.4eV as we have checked in the range of our biases, and no contributions have been
seen.
The peaks in the photocurrent can be explained through interference, which leads to
16
FIG. 5. Photoresponse at zero bias for p-i-n structure with and without photon-assisted (Franz-
Keldysh effect) tunneling.
(a)LDOS (b)LDOS cross sectioned
FIG. 6. Local Density of States. a) LDOS plot (x-axis is position in nm, y-axis is energy in eV)
b) Cross sections of the LDOS. Main graph is the spatial LDOS near the top of the Valence band.
Inset is the cross section over energy coordinate near the middle of the device.
oscillations in the Joint Density of states(JDOS) along energy coordinate.
Figure 7 shows the IV-curve of the diode. Dark current in our case is negligible at
given biases and the only current computed is the photo-current. Exponential decay can
17
FIG. 7. IV characteristics at Eλ = 1.56eV . Please note that the current sign is take opposite of
the original one (originally current flow taken positive from p lead to n lead).
be explained in terms of absorption decrease as bias increases. The order of magnitude and
IV curve have a reasonable agreement (taking into account just two conducting modes and
device dimensions) with the experimental data on the GaAs pn-diode photo-response55.
Figure 8 shows 2D spectral currents at different photon energies. One can see that going
from Eλ=1.4 eV to Eλ=1.64 eV, the channel current increases with respect to band-edge
currents due to increase of available DOS. On the other hand, at Eλ=1.76 eV current in
diode flows near band-edges. This phenomenon can be explained by spatial oscillations of
LDOS. The photo-current is mainly due to carrier photo-generation and inter-subbband
recombination. This is more pronounced at Figures 8(e) and 8(f). One can see spatial
current oscillations in the valence band , which can also be seen in the energy coordinate. In
addition to this, one can see some negative components at contacts. PN Diodes are known
for it’s rectification properties, which is not the case here and does deteriorate the device
performance. The way to bypass this either use potential barriers such as it is done in the
work of Henrickson et.al17 or by using carrier-selective contacts56.
These features are also seen on the Figure 9. This is mostly pronounced in Fig. 9(b) and
Fig.9(c). In Fig. 9(b) one can see oscillations in the hole and electron current density along
the length of the device. Figure 9(c) is richer in features such as curvature change over
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(a) Eλ = 1.40 eV (b) Eλ = 1.52 eV
(c) Eλ = 1.64 eV (d) Eλ = 1.76 eV
(e) Eλ = 1.86 eV (f) Eλ = 2.00 eV
FIG. 8. 2D distribution spectral current for six different photon energies. x-axis units are nm,
y-units are eV. Colormap units correspond to nA/eV
the diode length. These features can be explained by the local generation-recombination
rates. Eq.(IV.1) is basically microscopic analog of the macroscopic balance equation15. Left
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(a) Eλ = 1.64 eV (b) Eλ = 1.76 eV
(c) Eλ = 2.00 eV
FIG. 9. Spatial distribution of hole and electron currents at Eλ = 1.64 eV, Eλ = 1.76 eV,
Eλ = 2.00 eV
hand side represents divergence of the particle current(electron) , in our case it is just
photo-current due to ballistic photo-extracted carriers. Right hand side is the energy and
volume integrated local generation recombination rates. It can be rewritten in the form of
Eq’s. (IV.2) and (IV.3). Now physical origin of these terms becomes clear. By looking at
r.h.s of the Eq.(IV.3) one can see two terms. First one corresponds to the total inscattering
rate(generation) at that energy, whereas second term gives total ouscattering(recombination)
rate at that energy.One should note that by using r.h.s. of the equation (IV.1), and treating
particularly first term as inscattering and second as outscattering term may lead to nonphys-
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FIG. 10. Current vs. number of Off-diagonals at Eλ = 1.5eV at zero bias for p-i-n structure at
I = 130 W/cm2 . Blue line corresponds to full matrix N = 139
(a)Nd = 8 (b)Nd = 40
FIG. 11. Effect of number of off-diagonals on the 2D current. a) Nd = 8 b) Nd = 40, which is
approaching full matrix rank
ical features in the local recombination-generation spectra such as appearance of negative
inscattering. Although, physical origin of this phenomena is unclear, but we believe it is due
to a fact that coherence length in our case is infinite since we are working within ballistic
regime. Including non-radiative phase-breaking mechanisms such as phonon-scattering and
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working in the limit where mean-free path is smaller than device region should remove this
problem.
∇ · Jph = 1
V pih¯
∫
d3r
∫
d3r′
∫
dE{Σ<e−ph(r, r′, E)G>(r′, r, E)− Σ>e−ph(r, r′, E)G<(r′, r, E)}
(IV.1)
∇ · Jph = 1
V pih¯
∫
tr[Σ<e−ph(E)G
>(E)−Σ>e−ph(E)G<(E)]dE =
1
V pi
∫
tr{I}dE (IV.2)
I(E) =
1
h¯
tr[Σ<e−ph(E)G
>(E)]− 1
h¯
tr[Σ>e−ph(E)G
<(E)] (IV.3)
One can also see that in the case of Eλ=1.76 eV in Figure 9(b) divergence of the electron
and hole current separately is negligible. This indicates that no photocurrent is being
generated in the channel region, which is in agreement with Figure 8(e). By tuning the Eλ
one can make the diode channel conducting or contact conducting(regions just below valence
band and above conduction band). This is also seen in the profiles of the electron and hole
currents at different photon energies.
Finally, we also investigate the effect of the non-locality of the Σe−ph and it’-s effect on
the current densities. It is important to note that recursive implementation will fail in this
case since it only accounts for the first off-diagonal terms. As can be seen in Fig.10, by
keeping only 2-off diagonal blocks we have a value of the current which is 2.3% of the total
current, which is in agreement with the results of Pourfath et. al.30. In addition to this,
we have also computed 2D distribution of current density. It is seen that spatial current
oscillations are lost in case of Nd = 8 as compared to Nd = 40, where one reconstructs
original picture. The reason for this is wave-like30 behaviour of the self-energy which gives
phase-coherent response in the limit of the Nd → Ntotal , where Ntotal is 139 in our case.
Phase coherence is lost once just few off-diagonals are retained. Although, some14,15 works
consider that only a portion of the device is being illuminated, in this case it can be shown
that self-energies Σe−ph become only band-diagonal, thus giving possibility of inclusion of
smaller number of off-band diagonal blocks.
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V. CONCLUSIONS AND OUTLOOK.
We have presented the theoretical framework for the computation the opto-electronic
response of the 1D devices in the k · p model, with particular emphasis on the GaAs
material. Extension of the model from direct bandgap materials to the indirect ones for
sub-10 nm 1D systems is straightforward but tedious. Phonon scattering incorporation
is straightforward. It is shown that in the phase-coherent limit one observes carrier (e, h)
spatial current oscillations. It has also been-shown that local recombination-generation rates
may lead to negative components of the current at the leads, which in itself deteriorates the
device performance. In addition, it was shown that current can flow in the channel region
or near the band edges and not in the channel depending on the incident photon energy.
Moreover, local generation-recombination rates can form different spatial patterns which
is reflected in the features of the photocurrent. Moreover, generation-recombination rates
may experience nonphysical behaviour such as negative in-scattering, but we believe this
is due to a fact that we are working in the ballistic regime. Effect of the non-locality
of the self energy is crucial to the computation of the photo-response both quantitatively
and qualitatively. Even two subband model reveals non-trivial behaviour of the electronic
response upon light illumination. Numerical results are in reasonable agreement with recent
experimental data taking into account number of modes and dimensions of the device. The
future work includes more realistic implementation by incorporating more 1D subbands.
Penetrable boundaries, band-mixing effects, 3D intraband scattering reflected in 1D inter-
subband scattering within CB or VB manifolds, going beyond dipole approximation and
more general recursive implementation with finite number of off-diagonals is underway.
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