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Interactions between vortices in thin superconducting films are investigated in the crossover (in-
tertype) regime between superconductivity types I and II. We consider two main factors responsible
for this crossover: a) changes in the material characteristics of the film and b) variations of the film
thickness controlling the effect of the stray magnetic fields outside superconducting sample. The
analysis is done within the formalism that combines the perturbation expansion of the microscopic
equations to one order beyond the Ginzburg-Landau theory with the leading contribution of the
stray fields. It is shown that the latter gives rise to qualitatively different spatial profile and tem-
perature dependence of the vortex interaction potential, as compared to bulk vortex interactions.
The resulting interaction is long-range repulsive while exhibiting complex competition of attraction
and repulsion at small and intermediate separations of vortices. This explains the appearance of
vortex chains reported earlier for superconducting films.
PACS numbers: 74.20.De,74.25.Dw,74.25.Ha,74.78.-w
I. INTRODUCTION.
Magnetic properties of superconductors are routinely
classified as type I or type II by the value of the Ginzburg-
Landau (GL) parameter κ = λL/ξ (λL is the London
magnetic penetration depth and ξ is the GL coherence
length). It is also well known that when κ of a super-
conductor is close to the critical value κ0 = 1/
√
2, its
magnetic response is neither of the two standard types.
Such materials are in the crossover or the intertype (IT)
regime and demonstrate the intermediate mixed state
(IMS), where the magnetic flux penetrates the supercon-
ducting condensate in the forms of unconventional pat-
terns such as vortex clusters (islands) embedded in the
Meissner state.1–13
Earlier works related the IMS with the non-standard
vortex patterns in IT superconductors to the fact that
in this regime the vortex-vortex interactions are repul-
sive at small but attractive at large distances. This type
II/1 concept was extended recently14,15 by elaborating
its relation with the critical Bogomolnyi (B) point16–18,
at which the condensate state is self dual and infinitely
degenerate. It was shown that the IT superconduc-
tivity is closely connected to mechanisms that remove
this degeneracy which gives rise, in particular, to the
non-monotonic vortex-vortex interaction. Other conse-
quences include the enhancement of the many-vortex in-
teractions that stabilize large vortex clusters even when
the pairwise interaction is fully attractive.19
The degeneracy can be removed by many physically
different mechanisms. One of these is controlled by the
FIG. 1. A sketch of the system: superconducting (S) film
with thickness d placed in a perpendicular magnetic field H
directed along the z-axis and penetrated by magnetic vortices.
material properties that define the value of κ and non-
local interactions within the condensate state at T < Tc,
creating the IT domain in the κ − T plane for bulk
samples14 which, among other things, is characterized
by the non-monotonic vortex interactions.15 In finite and
low-dimensional samples the degeneracy can also be re-
moved by the interactions with the stray magnetic field
outside the sample and its boundaries. Indeed, it is long
known that the stray field makes a type I superconduct-
ing film to become a type II superconductor when its
thickness decreases.20,21 As in the bulk case, in a film
the interchange between the types is not instantaneous,
occupying a finite thickness interval. In the crossover
regime the film mixed state demonstrates many exotic
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2spatial configurations, some of which are similar to bulk
IT superconductors.22–24 The crossover interval with un-
conventional vortex patterns was also predicted for su-
perconducting wires.25 It is not yet clear, however, if and
how those geometry related factors, which lift the BP
degeneracy, affect the interactions between vortices.
In this work we investigate details of how vortex inter-
actions are changed in the crossover regime in a thin film,
where the superconductivity type is altered by a combi-
nation of the stray fields input and the material related
factors, that give rise to the bulk IT superconductivity.
This analysis is done by extending the perturbation ex-
pansion with respect to proximity to the critical temper-
ature τ = 1−T/Tc, developed earlier for the microscopic
equations in bulk superconductors27–29, to the case of
films with the contribution of the stray fields.
II. VORTEX INTERACTION ENERGY
A. Model and assumptions
The calculations are done for a geometry schematically
shown in Fig. 1: a superconducting film of thickness d
is placed in the external magnetic field H = (0, 0, H)
perpendicular to the film surface. The vortex interaction
potential is obtained from the Gibbs free energy
G = F +
∫
d3r
(
B2
8pi
− BH
4pi
)
, (1)
calculated for a given vortex configuration, where F is
the corresponding condensate free energy and B is the
magnetic field. The latter satisfies the asymptotic condi-
tion B → H at infinity, ensuring that the magnetic flux
is the same for both B and H.
The Gibbs free energy is calculated by taking into ac-
count the superconducting condensate and the magnetic
flux both inside and outside the superconductor. The
calculation is split in two parts. First, the superconduct-
ing state is found inside the sample, assuming that it is
the same as in the bulk system. Second, the stray field
is calculated from the appropriate boundary condition at
the film surface and at infinity. The approach is valid
when the stray field has a relatively weak reciprocal ef-
fect on the superconducting state inside the sample. This
assumption strictly holds when the film is not ultrathin.
It should also be noted that describing IT effects in bulk
samples requires the approach beyond the GL theory, in
contrast to the stray field contributions that can be taken
into account within the GL approach.
B. Energy of the superconducting film
The Gibbs free energy of a superconducting film Gs
is obtained within the extended GL (EGL) formalism
derived as a perturbative expansion of the microscopic
a
gfed
b c
FIG. 2. Clusters of equidistant vortices used to calculate vor-
tex interaction potential as a function of the inter-vortex dis-
tance r.
BCS equations with respect to τ , where only the leading
corrections to the GL theory are kept. Since our work is
focused on the IT regime in the vicinity of the B point
(κ0, Tc), we also apply the perturbation expansion with
respect to the deviation δκ = κ−κ0 from the critical GL
parameter.
This expansion was derived earlier and here we only
quote the final result. However, due to the geometry of
the problem the result has to be modified slightly. Earlier
works calculated the difference Gs between the Gibbs free
energies of the nonuniform and uniform (Meissner) states
at the thermodynamic critical field H = Hc, see Ref. 14.
In contrast, here the magnetic field H is equal to the
average magnetic field inside the film. Taking this into
account, we express the Gibbs free energy as
Gs = Gs −
∫
ΩS
d3r
(
H2c
8pi
+
BδH
4pi
)
, (2)
where δH = H − Hc and the integral is taken over the
volume ΩS of the sample. The integral in Eq. (2) depends
only on the number of vortices but not on their positions
and can be omitted in the analysis of the vortex interac-
tions. Thus, we obtain the two leading contributions to
the Gibbs free energy, that affect the vortex interaction
potential, as
Gs =G0
τ d
ξ(0)
{
−
√
2 I δκ+
[
C1 I + C2J
]
τ
}
, (3)
where the GL contribution at κ = κ0 vanishes, reflecting
the degeneracy of the B point and the energy unit is G0 =
H2c (0)ξ
3(0)/4pi, with Hc(0) and ξ(0) the thermodynamic
critical field and the coherence length of the GL theory
taken at T = 0. Dimensionless constants C1 and C2
depend on the microscopic model for the carrier bands;
for the single-band case with a spherical Fermi surface
one obtains universal constants C1 ≈ −0.41 and C2 ≈
0.68, which do not depend on microscopic parameters
such as the Fermi velocity or the density of states at the
Fermi surface. Two other constants in Eq. (3) are given
by 2D integrals taken over the x− y plane
I =
∫
|Ψ|2(1− |Ψ|2)d2r, J =∫ |Ψ|4(1− |Ψ|2)d2r, (4)
3and depend only on the order parameter Ψ which is found
by solving the dimensionless GL equations taken at κ0
and given by
Ψ−Ψ|Ψ|2 +D2Ψ = 0, ∇×B = 2Im [ΨD∗Ψ∗] , (5)
where D = ∇ + iA and all the pertinent quantities are
scaled as B→ B/Hc(0), A→ A/ξ(0)Hc(0), r→ r/ξ(0),
and Ψ→ Ψ/Ψ0, with Ψ0 the uniform solution to the GL
equations.
At κ0 the GL equations have a self-dual form, where
the dimensionless magnetic field and the order parame-
ter are related algebraically as B = 1 − |Ψ|2.17,18 If the
order parameter is sought in the form Ψ = e−ϕψ, the GL
equations are written as(
∂2x + ∂
2
y
)
ϕ = 1− e−2ϕ|ψ|2, (∂x + i∂y)ψ = 0. (6)
A solution to these equations can be obtained for a con-
figuration with arbitrary vortex number and positions
by noting that the right equation in Eqs. (6) is satis-
fied by any analytical function of the complex variable
z = x+ iy. The solution with N vortices located at the
points zi = (xi, yi) is obtained as
∏N
i=1(z − zi), which is
then substituted into Eq. (6). In practical calculations
we seek the N -vortex solution as a product
Ψ(z) = e−δϕ
N∏
i=1
Ψi(z), Ψi(z) = Ψ
(1)(z − zi), (7)
where Ψ(1)(z) is the solution for a single vortex with the
center at z = 0. Function δϕ is then found from the
equation(
∂2x + ∂
2
y
)
δϕ =
∑
i
(|Ψi|2 − 1) + 1−∏
i
∣∣Ψi∣∣2e−2δϕ, (8)
which is solved numerically by assuming the asymptotic
condition δϕ→ 0 far from the vortex cores.
C. Energy of the stray field
The stray field contribution to the Gibbs free energy
Gf is calculated using Eq. (2), where F = 0 and the
integration is taken over the space outside the sample. In
order to calculate the part of the stray field energy due to
the presence of a superconducting film, we subtract the
energy of the homogeneous external field H2/8pi. The
field B is found by solving the magnetostatic problem
∇×B = 0 and ∇ ·B = 0 with the boundary conditions
defined at the film surface and at infinity. Following the
earlier assumption that the stray field does not affect the
field inside the superconductor, the field at the boundary
of the sample is given by the solution of the GL equations.
The magnetostatic problem is solved by following a
standard routine and introducing the scalar potential φ
for the magnetic field, so that B − H = −∇φ. With
this choice the first equation of the problem is satisfied
identically while the second gives the Laplace equation
∇2φ = 0, (9)
where we assume φ→ 0 far from the film, z → ±∞. The
solution must satisfy the boundary conditions at the film
surface (
n ·∇)φ = H −B(ρ), (10)
where n denotes the unit vector normal to the surface S,
ρ = (x, y) are the in-plane surface coordinates, and B(ρ)
is the magnetic field at the boundary obtained from the
GL equations inside the film. The magnetostatic problem
is solved separately above and below the sample with the
only difference that the in-plane component of the field
changes its sign, so that φ(ρ, z) = −φ(ρ,−z), assuming
the center of the film at z = 0.
The solution to the Laplace equation above the film
writes as
φ(r) = − 1
2pi
∫
S
B(ρ)
|r − ρ|d
2ρ, (11)
where the integral is taken over the upper film surface S.
The magnetic field is obtained by taking the potential
gradient as
B(r)−H = 1
2pi
∫
S
(
B(ρ)−H)∇r 1|r − ρ|d2ρ. (12)
The corresponding energy is calculated by substituting
this expression into Eq. (1). After some manipulations
one obtains the stray field contribution to the energy as
Gf =
G0
2pi
√
τ
∫
S
∫
S
(
B(ρ)−H)(B(ρ′)−H)
|ρ− ρ′| d
2ρ′d2ρ,
(13)
where we use the dimensionless quantities and take into
account that the contributions above and below the film
are equal.
We note that the approximations adopted to calculate
the contribution of the stray field assumes that inside the
film the parallel component of the field can be neglected,
so the vortex width does not change with z. However, as
follows from Eq. (11) parallel component B‖ is non-zero
outside the film. It describes vortex widening outside the
film and contributes to the energy. We also note that this
calculation of the stray field contribution is done within
the GL theory since it uses the GL solution as the bound-
ary condition. This approximation is appropriate when
the value of the stray field contribution is similar to the
leading contributions to the Gibbs energy in Eq. (3),
which may break for very thin films. We note, however,
that in practice our approximations lead to an under-
estimation of the stray filed contribution but does not
result in qualitative changes. One can therefore formally
extend the results to the limit of very thin films.
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FIG. 3. Pair vortex potential, calculated within the GL theory [upper panels (a-d)] and by using the EGL formalism [lower
panels (e-h)], for the film thicknesses d/ξ(0) = 100, 10, 5, 3. Each panel shows the interaction potential calculated for δκ =
0.5, 0.2, 0.1, 0.0,−0.1,−0.2 and −0.5.
III. VORTEX INTERACTIONS
The potential energy of the vortex interaction is given
by the sum of the position-dependent Gibbs free energies
inside and outside the sample, from which one should
subtract the energy of N isolated vortices N(G
(1)
s +G
(1)
f ).
The resulting interaction potential per vortex is given by
V =
(
Gs +Gf
)
/N −G(1)s −G(1)f . (14)
Using the developed formalism we can calculate the in-
teraction potential for an arbitrary vortex configuration
by obtaining the corresponding solution to the GL equa-
tions (6) and then substituting this solution into Eqs. (3),
(13), and (14). Before proceeding to numerical calcula-
tions, we make several general observations that follow
from the obtained energy expressions.
A. General properties
First we note that following the obtained expressions
quantitative details of the vortex interactions are qual-
itatively independent of the material parameters. It is
clear that the stray field leads to an additional vortex
repulsion. It is also easy to see that the film contribution
to the interaction does not depend much on its material
parameters. Indeed, according to Eq. (3) the latter af-
fect the interaction potential via constants C1,2 and the
GL parameter κ. It can be demonstrated that the struc-
ture of the IT domain remains qualitatively the same
as long as C2 > 0, which ensures that the IT domain
has a non-zero width.14 The vortex interaction is given
by the interplay between the stray field and the bulk IT
factors, with the relative contributions depending on the
ratio between those few parameters, which can change
the quantitative dimensions of the crossover interval but
not its qualitative characteristics.
In particular, one notes that the bulk and the stray
field contributions to Eq. (3) have different temperature
dependencies. The stray field contribution is ∝ √τ be-
coming dominant in the limit τ → 0. This contribution
is also dominant in the limit of small widths d→ 0. This
confirms the known conclusion that a superconductive
film is always a type II superconductor when it is very
thin or is close to the critical temperature.
Finally, the asymptotic behaviour of the stray field
contribution at large inter-vortex distances r differs from
what one observes in bulk superconductors. In a bulk
sample the vortex interaction potential in Eq. (3) is
determined by functions I and J , which decay expo-
nentially exp(−r) at large inter-vortex distance r. In
contrast, the stray-field contribution has the power law
asymptotic ∝ 1/r, which dominates at large distances
leading to the fact that the long-range vortex interac-
tion is always repulsive. Notice that this asymptotic law
agrees with the long-range interaction between the Pearl
vortices in ultra-thin films30 which illustrates the earlier
remark that although our results are derived under the
assumption that the film is not very thin, they can be for-
mally extended to the limit d → 0, giving qualitatively
correct results.
B. Pair vortex interactions
Before studying the general case of vortex interactions
in many-vortex clusters we consider the simpler case of
two vortices, comparing the GL and EGL results. The
pairwise potential is shown in Fig. 3, where the upper
5-0.2
0
0.2
0.4
0.6
0.8
0
0.2
0.4
0.6
0.8
1
1.2
-0.2
0
0.2
0.4
0.6
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
0 2 4 6 8 10
0
0.5
1
1.5
2
0 2 4 6 8 10
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
0 2 4 6 8 10-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 2 4 6 8 10
-0.6
-0.4
-0.2
0
0.2
0.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
0 2 4 6 8 10
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0 2 4 6 8 10
FIG. 4. Interaction potential for different vortex clusters (shown on the right) calculated for films with the thickness d/ξ(0) =
2, 5, 10, 100 for δκ = −0.5,−0.2,−0.11,−0.05, 0, 0.2.
panels give the calculations with only GL contributions
for the superconducting sample and the lower panels
show the complete EGL result. The columns from right
to left correspond to the widths d = 100, 10, 5, 3 in the
units of ξ(0), respectively. The lines represent materials
with several values of δκ taken in the interval [−0.5, 0.2].
The case d = 100 is essentially the bulk limit with
a negligible intrusion by the stray field. Consequently,
results in Figs. 3 a) and e) allow one to estimate the dif-
ference between the GL and EGL approaches for the bulk
sample. As expected, according to the GL theory [Fig.
3 a)] the IT domain shrinks into a single point δκ = 0,
so that at δκ > 0 the vortex-vortex interaction is repul-
sive (type II behaviour) while at δκ < 0 it is attractive
(type I). In contrast, the EGL approach yields a finite
IT domain [Fig. 3 e)] where the pair vortex interaction
potential is spatially non-monotonic - attractive at large
and repulsive at a small distance r.
In the opposite limit of very thin films d = 3, the
stray fields dominates the interaction and the difference
between the GL and EGL becomes irrelevant [Figs. 3 d)
and h)]. One observes either a monotonic repulsion (for
−0.2 < δκ) or a non-monotonic dependence for the deep
type I materials (for δκ < −0.5).
One notes that, in contrast to bulk IT superconduc-
tors, where the interaction is repulsive at small and at-
tractive at larger distances [Fig. 3 e)], here the interac-
tion is repulsive at large distances but attractive at small
ones. This type of pair interactions is known to lead
to the formation of extended stripes structures.31–33 In-
deed, such stripes have been observed in theoretical cal-
culations of the vortex matter in thin superconductive
films.24,26
Also, unlike bulk superconductors where the IT super-
conductivity appears in the interval −0.41τ < δκ/κ0 <
0.95τ , the crossover regime in thin films is not limited
from below, so that a material with any κ in the type I
domain can be converted into a type II superconductor
when the film is thin enough (with the usual limitations
on the applicability of the mean field theory).
The widths d = 10 and d = 5 are the most non-
trivial because here the bulk IT contributions and those
of the stray field are of similar strength both influ-
ence the vortex interaction in a large distance interval
[Figs. 3 b),c),f),g)]. In this case the interaction be-
comes even more complicated and can reveal the long-
and short-range repulsion and the attraction at interme-
diate ranges.
C. Many-vortex interactions
Results of the interaction potential calculated for dif-
ferent many-vortex clusters for the film thicknesses d =
3, 5, 10, 100 [in the units of ξ(0)] and for the GL param-
eter δκ = 0.2, 0,−0.05,−0.11,−0.2,−0.5 are shown in
Fig. 4. Previous analysis of vortex interactions in clus-
ters in bulk samples19 has revealed that at δκ < 0, i.e.,
where a single vortex is unstable, the contribution of the
many-vortex interactions grows and can stabilize large
vortex clusters. This fact can be seen from the results
for d = 100 and δκ = −0.11, where the vortex interac-
tion potential for clusters T and L (see Fig. 4) of three
vortices is fully attractive pointing to instability of these
configurations. At the same time, the interaction poten-
tials for S (squares) and P (pentagons) clusters with 4
6and 5 vortices, respectively, have shallow minima at fi-
nite inter-vortex distances, which stabilizes the clusters.
As for the two-vortex interactions the influence of the
stray fields in negligible for d = 100 and the results co-
incide with those for the bulk case. In the other limit
of ultra-thin films with d = 3 the stray field dominates
and overcomes the bulk EGL corrections to the vortex
interaction. In this limit the vortices in all cluster types
are either fully repulsive or attractive at small distances
(when the material is in the deep type I regime). The
results in Fig. 4 for larger d demonstrate an increased
role of the many-vortex interactions, which can stabilize
larger vortex clusters.
For example, comparing results for films with d = 100
and d = 10, one sees that the stray field determines which
of the structures is most stable energetically. In particu-
lar, for the film with d = 100 a triangular T cluster is the
most stable [the upper panels of Fig. 4 at δκ = 0.2, 0.0,
and −0.05]. However, for d = 10 the linear L cluster
becomes most stable, so the stray field makes the line of
three vortices a more stable configuration.
Similarly, for 4-vortex clusters the stray field also al-
ters the most stable configuration: for d = 100 it is the
square S cluster whereas for d = 10 the triangular T
configuration is more preferable. Finally, the pentagon
P cluster is most stable among the 5-vortex clusters for
both d = 100 and d = 10. Yet, the energy difference be-
tween the two shapes is larger at d = 10 - the stray field
enhances the stability of P over T clusters. It is possi-
ble to expect that the influence of the stray field favours
more extended vortex configurations, thereby, leading to
formation of vortex chains/stripes. This gives a solid
explanation for the observation of the dominating role of
the vortex chains in the IT patterns calculated previously
for superconducting films.24,26
IV. SUMMARY
This work investigates interactions between vortices in
thin superconducting films in the crossover IT regime be-
tween types I and II. A particular focus of the study is
the interplay between the stray magnetic field and the
contributions that lead to a finite IT domain in bulk
superconductors. The analysis is done by deriving the
formalism that combines the EGL approach, that keeps
the leading order corrections to the GL theory, with the
stray field contributions to the free energy. The approach
thus takes into account both leading mechanisms that
remove the degeneracy of the B point and create a fi-
nite IT domain in bulk and film samples. The analysis
demonstrates that the degeneracy removal induced by
stray fields differs from that in bulk samples. In partic-
ular, it changes the profile of the vortex interactions at
long ranges. The stray field contribution also has a dif-
ferent temperature dependence and becomes dominant
close to the superconductivity transition temperature.
The derived formalism is applied for the studies of the
vortex interactions in various cluster configurations cho-
sen to highlight the different contributions to the vor-
tex interactions in the IT regime. It is shown that the
two contributions to the regime of the type crossover are
of equal importance when the film thickness is in the
interval for which exotic flux configurations appear, as
reported previously. The work demonstrates that the
stray field contribution changes the most favourable vor-
tex structures. The results suggest that stray field tends
to favour extended vortex configurations such as chains
of vortices, which explains the spontaneous patterns cal-
culated previously for for IT superconducting films.24,26
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