Introduction
A purpose of motion control is to tain a prelcribed motion for the control object by applying compensating corrective torques or forces. The control problem can be stated as follows: To find the torques (forces) r so that the control object follows a trajectory, provided that equations of the rigd body mechranics are known. Both [3] , [8] , [16] , 119].
One approach of optimation is m ition of local accelerations, velocities, and positions. Solution of the linear quadratic control problem provides the optimal accelerations, and the corresponding torques can be calculated with the 'exact linearization' or 'computed torque' method. Such optimnization does not include the nonlinear dynamics. Saridis and Lee [15] To derive optimal feedback, the control problem is formulated as a quadratic optimization problem with a performance index J(u) subjet to the above anump-
It is obviously undesirable to minimize the control variable in such a way that the reference trajectory is compromised. To minimize the necessary force we therefore include the control variable TrK (5) in the more general definition u-= M(q), I k(q, 4) + N(qq4) (Z ) (6) (10) with the Lagrangian L(s,u) = xr(t)Q;(t) + 21uT(t)Rut)
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Given the performance index J(u), we find an optimal control u = ul that will transfer from an initial state to a desired state. The control u .= u moves the system from an arbitrary initial state z(to) to the origin of the error-space while minimizing J(u). The (12) where H denotes the Hamilto of optimization
This minimum is attained for the optimal control u = ui and the Hmilto H=* H(t,u eDv(Zt), _ DVRt) (14) The optimal value function V that satisfies (12) 
where V satisfies the Hamilton-Jacobi equation (12) according to lem 1. Moreover, the function V of (15) for K > 0 is a Lyapunov function for the system with the derivative dV(-,t) )=-2V7(T1Br1BTTo + Q)-
where V < 0 for IjjJ . 0 so that unio global asymptotic stability holds. 0 PROOF: See [9] .
0
The function V(a, t) of (15) (10) IrH=tO( + to + UC) (25) The adaptive control law is a modification of r of (25) with 9 replaced by an estimate S. In the case of uncertain parameters, the resulting, effective control variable u can be computed from (25) as u = u? + v where o denotes the vector of parameter errors 9 = 9-9. Let the parameter error 9 The control law contains nonlinear and linear compensations that can be calculated with algebraic matrix equations (18) (19) . The matrices T1l, TI2 providing velocity and position feedback are easily computed from the weighting matrices of control optimiztion.
The closed-loop properties may be effectively chosen with the weighting matrices Q, R of (11). In turn, these matries may be chosen according to general design experience in linear quadratic optimal control, the self- (17) . A fourth step is now to verify that the suggested V satisfies (14) . The 
