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Abstract
We discuss the coherent oscillations between two coupled quantum states of a
Bose-Einstein condensate in two-dimensional space at zero temperature. In the
system we consider, weak interparticle repulsive interactions occur between the
particles in state one only, while the state two particles remain non-interacting.
Analytical as well as numerical solution of the coupled Gross-Pitaevskii and
Schro¨dinger equations reveals various regimes of oscillational dynamics for the
relative quantum phase and population imbalance between the two subsystems
of the condensate. We show that, depending on the energy detuning between
the two states, the system can exhibit modified harmonic and anharmonic Rabi
oscillations or can transit to the regime analogous to internal a.c. Josephson
effect. Morover, at a certain value of energy detuning, the internal oscillations
are fully suppressed.
Keywords: two-component condensates, internal Josephson phenomena,
exciton-polaritons
PACS: 03.75.Kk, 67.85.Fg, 74.50.+r, 71.36.+c
1. Introduction
Following the original discovery by Josephson in 1962 [1], the so-called ex-
ternal Josephson effect was extensively studied in superconducting [2, 3, 4],
superfluid helium [5] and atomic bosonic weak links [6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17] both theoretically and experimentally. It has also been argued
for a system of superfluid 3He-A [18, 19] that Josephson-like effects may oc-
cur for two condensates which are not spatially separated but occupy different
quantum states. Later, experimental observation of internal Josephson effect in
a two-state Bose-Einstein condensate (BEC) of 87Rb atoms was also reported
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[20]. Theoretical research on the Josephson particle transfer between the ground
and an excited state of an atomic Bose condensate is provided in Ref.[21].
Recently, a new ground for the Josephson physics investigation appeared:
microcavities [22, 23, 24, 25]. Great theoretical and experimental activity was
aimed to study Josephson phenomena in exciton-polariton BECs coupled via
a double-well potential [26, 27, 28, 29, 30, 31]. Bosons participating in the
phenomena are composite half-light half-matter quasiparticles interacting via
their excitonic component [32], while the photon component allows them to
condense at high critical temperatures [33]. Despite the fact that different dy-
namical regimes which result from the interplay between the tunneling coupling
strength of the two condensates and the interparticle interactions depend on
the specific system under consideration [26, 30, 31], the oscillations discussed in
context of polaritons always imply that the two polaritonic BECs are spatially
separated by a tunnel barrier. However, since polaritons itself are composite
and result from strong coupling between the photon and quantum well exciton
modes inside a planar optical cavity, they may be considered as a mixture of
the two Bose-condensed components performing mutual transformations. The
internal dynamics of an exciton-polariton gas was kept behind the scenes until
the year of 2014, when several experimental [34, 35] and theoretical [36, 37]
works on polariton Rabi oscillations clearly demonstrated that there is a rich
variety of dynamical behaviors in the system of exciton-polaritons still to be
explored.
The present paper is dedicated to the study of various regimes of internal
oscillations in the system of coupled linear (non-interacting) and non-linear (in-
teracting) BECs occupying the same two-dimensional space, depending on the
energy detuning between the two states. The theoretical problem in considera-
tion is general, although we keep the polariton background in mind for the sake
of realistic simulation parameters, which we extract from the recent microcavity
experiments. Whereas for a pure quantum two-level system with no interactions
the dynamics is described by single-particle harmonic Rabi oscillations, we show
that in a more sophisticated system such as BEC with interactions and non-zero
energy detuning, various scenarios of collective non-linear oscillations become
possible, including harmonic and anharmonic modifications of Rabi oscillations,
the analog of internal a.c. Josephson effect, and full suppression of oscillations.
The paper is organized as follows. In Section 2 we introduce all notations
and the theoretical model, and analyze the time-dependent coupled equations
describing temporal dynamics of the system. In Section 3 we solve the evolution
equations, both analytically and numerically, and discuss various dynamical
regimes of the system which can be realized, depending on the parameters.
Section 4 summarizes our results.
2. Two-mode Gross-Pitaevskii model
Within the mean-field approximation, ground-state unit area energy func-
tional for weakly nonhomogeneous two-component Bose condensate with weak
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repulsive interactions in one component can be introduced as [38]:
E [ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] = −
h¯2
2m1
ψ∗1∇ψ + E01 |ψ1|2 +
g¯
2
|ψ1|4
− h¯
2
2m2
ψ∗2∇ψ2 + E02 |ψ2|2 +
h¯ΩR
2
(ψ∗1ψ2 + ψ
∗
2ψ1), (1)
with ψ1,2 the two macroscopic wave functions of the condensate components,
E01,2 the bottoms of energy dispersions and m1,2 the effective masses of the
two types of particles. g¯ > 0 is the constant of repulsive interaction in the 1st
(interacting) component. Particle transfer between the subsystems is described
by the coupling term ∼ h¯ΩR/2, where h¯ΩR is the Rabi splitting energy.
Using variational principle ih¯∂tψ1,2 = δE /δψ
∗
1,2, one gets a set of two coupled
differential equations of the Gross-Pitaevskii type,
ih¯∂tψ1 =
[
E01 −
h¯2∇2
2m1
+ g¯|ψ1|2
]
ψ1 +
h¯ΩR
2
ψ2, (2)
ih¯∂tψ2 =
[
E02 −
h¯2∇2
2m2
]
ψ2 +
h¯ΩR
2
ψ1. (3)
Since we are interested in the temporal evolution of the system and consider
no trapping potential, we restrict our consideration to the homogeneous case
when the wave functions profiles are spatially uniform. Therefore we omit all
the spatial derivatives in Eqs. (2) and (3). Further in this paper, we rescale
lengths and energies in terms of harmonic-oscillator units
√
h¯/m1ΩR and h¯ΩR,
respectively, time as tΩR → t and the wavefunctions as ψ1,2/
√
h¯/m1ΩR → ψ1,2.
After the Madelung transformation ψ1,2(t) =
√
n1,2(t) e
iS1,2(t), we introduce a
new set of variables: population imbalance between the two subsystems ρ(t) =
n1(t) − n2(t) and the relative quantum phase S(t) = S1(t) − S2(t). These
variables ρ and S obey the coupled evolution equations
ρ˙ = −
√
n2 − ρ2 sinS, (4)
S˙ = −∆E − Λ ρ
n
+
ρ√
n2 − ρ2 cosS, (5)
where n = n1(t) + n2(t) is total number of particles in the condensate. The
dimensionless effective detuning ∆E = δ + gn/2 (where δ = ǫ01 − ǫ02, ǫ01,2 =
E01,2/h¯ΩR) and the dimensionless blueshift value Λ = gn/2 (g = g¯m1/h¯
2) are
the parameters which determine different regimes of the system behavior. It is
worth noting that for a closed conservative system that we consider the equations
(4), (5) have Hamiltonian form for canonically conjugate variables: ρ˙ = ∂H/∂S,
S˙ = −∂H/∂ρ. The conserved energy is
H(S, ρ) = ∆Eρ+ Λ
ρ2
2n
+
√
n2 − ρ2 cosS, (6)
3
where total population n remains constant. The Hamiltonian (6) is analogous
to that of classical nonrigid pendulum with length dependent on its angular
momentum ρ (although, due to the choice of sign in front of the coupling term
∼ h¯ΩR/2 in (1), the pendulum’s “restoring force” is driving the tilt angle S to
π instead of zero).
3. Results and discussion
3.1. Symmetric case ∆E = 0
For the starting analysis we consider the system with no effective detuning:
∆E = 0 (i.e. bare detuning δ compensates the blueshift gn/2). In this case,
Eqs. (4) and (5) may be transformed to the following:
ρ¨+ ρ
(
1 + Λ
√
1−
( ρ
n
)2
cosS
)
= 0, (7)
S¨ +
1
2
n2 + ρ2
n2 − ρ2 sin(2S)−
Λ√
1− ( ρ
n
)2 sinS = 0. (8)
If interactions are negligible (Λ → 0), Eq. (7) reduces to ρ¨ + ρ = 0 and
describes a harmonic modification of Rabi oscillations between the “state 1” and
“state 2” with natural frequency ΩR (which corresponds to ω = 1 in unscaled
units) and time-average value 〈ρ〉 = 0. Eq. (8) in general case is referred to as
the Hill equation and describes a so-called parametric oscillator. The explicit
solutions for relative phase and population imbalance for Λ = 0 read
ρ(t) = ∓
√
n2 −H20 sin(t∓ t0), (9)
cosS(t) =
H0√
n2 cos2(t∓ t0) +H20 sin2(t∓ t0)
, (10)
where H0 = H [S(0), ρ(0)] =
√
n2 − ρ2(0) cosS(0) and initial phase of oscilla-
tions t0 = arcsin[ρ(0)/
√
n2 −H20 ]. The upper sign (‘−’) corresponds to the
case when π/2 < S(0) < π, the lower sign (‘+’) corresponds to the case when
π < S(0) < 3π/2 (for π-phase modes with 〈S〉 = π).
The shape of S(t) temporal profile is strongly dependent on the initial con-
ditions. In case of small-amplitude oscillations around π, S(t) is quasiperiodic
with a modulated “period” T (t) = 2π/
√
(n2 + ρ2(t))/(n2 − ρ2(t)) (0 < T ≤ 2π).
Furthermore, in the limit ρ ≪ n, Eq. (8) reduces to S¨ + S = π, and hence
the relative phase oscillates with the same frequency ΩR as does the pop-
ulation imbalance ρ(t). If |S(0) − π| is comparable to π/2 or ρ(0) → n,
S(t) becomes strongly unharmonic while ρ(t) oscillates with large amplitude√
n2 sin2 S(0) + ρ2(0) cos2 S(0).
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Figure 1. (Color online) Population imbalance ρ = n1 − n2 and relative quantum
phase S = S1 − S2 as functions of time. The initial population imbalance ρ(0) takes
the values 0.1n (top) and 0.99n (bottom). Numerical results of the simulations of Eqs.
(4) and (5) coincide with the analytical solutions (9) and (10) for the values of the
parameters used: h¯ΩR = 5 meV, g¯ = 0.015 meV·µm
2.
Fig. 1 shows population imbalance and relative phase against time for the
case of small-amplitude oscillations (ρ(0) = 0.1n) and for large-amplitude oscil-
lations (ρ(0) = 0.99n). Speaking of polaritons, these two different initial states
may be prepared with the help of different pumping schemes. Upper panel of
Fig. 1 assumes that an almost equal population of coherent excitons and pho-
tons is taken as initial condition, which can be achieved with non-resonantly
excited polariton condensate. Resonant excitation would imply that polaritons
are created through their photonic component, then the initial conditions will
correspond to the situation shown in the lower panel of Fig. 1. It is also worth
noting that the lower polariton state corresponds to the relative phase between
the photon and exciton subsystems equal to π (due to the positive sign chosen
in Eqs. (2), (3) in front of the coupling term h¯ΩR/2), therefore here and below
we will always imply the initial phase difference S(0) = π unless stated other-
wise. If there is no initial population imbalance ρ(0) = 0, the system will stay in
the pure Rabi regime which consists of density oscillations (with the imbalance
always zero) without oscillations of the relative phase.
In the context of exciton-polaritons, the unscaled interaction constant g is
of the order of 10−3 (estimated from g¯ = 0.015 meV·µm2 [33]). Thus, the type
of behavior described above (for Λ → 0) can change only for large values of
the total density n of the polariton condensate. Numerical solution of Eqs. (7)
and (8) which takes into account interactions (Λ 6= 0) starts to noticeably differ
from the analytical solution given by (9) and (10) only when the parameter Λ
becomes of the order of 10−1 and larger. For small-amplitude oscillations, this
difference appears as a shift of the oscillation frequency ω = ΩR
√
1 + Λ. For
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large-amplitude oscillations, when one considers large values of ρ comparable
to n, oscillations frequency becomes dependent on the initial values ρ(0) and
S(0). The regimes of oscillations at different values of Λ are not shown here
as they are completely analogous to those appearing in the bosonic Josephson
junction thoroughly discussed in Ref. [8]. For g ∼ 10−3, however, reaching
even Λ ∼ 1 would require condensate densities as large as n ∼ 103. N.B., for
realistic polariton densities, the unscaled n is of the order of unity (estimated
from 1010 cm−2 [33]), hence a system with n = const this regime is practically
not realized, and the effect of interactions on the modified Rabi dynamics stays
negligible.
3.2. Asymmetric case ∆E 6= 0
Let us now focus at the main goal of the present research: the case of non-zero
effective detuning, in which the system behavior is influenced by the additional
term (δ + Λ)ρ in the Hamiltonian (6). From the mathematical point of view,
the resulting dynamics should be governed by a competition of the terms Λρ/n
and ∆E in Eq. (5). Physically, the detuning between the modes is assumed to
be less than or comparable to the Rabi splitting energy h¯ΩR, which in unscaled
units used in this paper means that the absolute value of δ ranges from zero to
a number of the order one. Therefore, since the maximum ratio ρ/n equals 1,
for almost all values of δ the term containing ∆E wins this competition.
Whereas for the case ∆E = 0 and small Λ the time-average 〈ρ〉 was always
zero, for ∆E 6= 0 the oscillations of ρ(t) always average to a non-zero number
dependent on Λ, ∆E and the initial conditions. For vanishing Λ,
〈ρ〉 → ∆E ∆Eρ(0) +
√
n2 − ρ2(0) cosS(0)
1 + (∆E)2
. (11)
Thus, for a given ρ(0), the shift of 〈ρ〉 is determined by ∆E. This is analogous
to an external magnetic field applied to a mixture of spin-up and spin-down
atoms with populations performing Josephson-like oscillations. Fig. 2(a) shows
〈ρ〉 against ∆E for ρ(0) = 0.1n, 0.5n, 0.99n.
Frequency of oscillations in ρ(t) for Λ→ 0 is equal to ΩR
√
1 + (∆E)2. Here,
the interplay between the Rabi and the “a.c. Josephson” dynamics becomes
apparent: for vanishing values of δ and Λ, when |∆E| ≪ 1, we arrive at the
Rabi regime discussed in the previous Subsection. In the case of larger detunings
which result in |∆E| comparable to or larger than 1, the oscillations between
the two condensates are entirely analogous to the internal a.c. Josephson effect
with the detuning playing a role of external voltage. For the intermediate values
of |∆E|, there are several regimes possible, which differ in the behavior of the
relative phase S(t). These regimes of oscillations are shown in Fig. 3.
For positive detunings and ρ(0) > 0 (or, equivalently, for negative detunings
and ρ(0) < 0), as |∆E| increases, harmonic Rabi oscillations in ρ(t) shift from
〈ρ〉 = 0 according to (11) and grow in amplitude. This is shown in Fig. 3(a)–
(c). Oscillations of the relative phase S(t) lose harmonicity and become of the
shape of smoothed sawtooth with the amplitude growing up to π/2 when ∆E
6
Figure 2. (Color online) (a) Normalized time-average value of population imbalance
〈ρ〉/n as a function of ∆E (given in the text by (11)) for initial values ρ(0) = 0.1n,
0.5n, 0.99n as marked. Each curve has extrema at the points ∆E = ∆E±c and tends
to the corresponding ρ(0) (dashed lines) as ∆E → ±∞. (b) Amplitude of population
imbalance oscillations as a function of ∆E (analytical expression not shown) for initial
values ρ(0) = 0.1n, 0.5n, 0.9n as marked. Solid lines correspond to S(0) = pi, dashed
lines correspond to S(0) = pi+0.2. At ∆E = ∆E±c , the amplitude reaches its maxima.
At ∆E = ∆E⋆, the amplitude has a minimum (zero, in case S(0) = pi). Note that for
negative initial values ρ(0) < 0, both pictures will flip respectively to the Y -axis. The
inset shows the values ∆E±c (solid lines) and ∆E
⋆ (dashed line) against ρ(0).
approaches its critical value ∆E+c (see Fig. 3(e)–(g)). This critical value ∆E
+
c
is dependent on the initial values ρ(0) and S(0). More precisely, for Λ → 0 we
have
∆E+c =
ρ(0)−
√
ρ2(0) sin2 S(0) + n2 cos2 S(0)√
n2 − ρ2(0) cosS(0) . (12)
As follows from (12), for ρ(0)→ 0 the critical ∆E+c → 1 (which means positive
detuning → h¯ΩR), and for ρ → n it tends to zero. The dependence (12) is
plotted in the inset of Fig. 2(b) for S(0) = π.
When ∆E exceeds ∆E+c , the relative phase becomes running in time while
〈ρ〉 starts to shift in the opposite direction (see (11) and Fig. 2(a)) and the
amplitude of oscillations begins to decay (amplitude against ∆E is shown in
Fig. 2(b)). This latter regime of running phase is shown in Fig. 3(d) and 3(h),
and it is a clear manifestation of the a.c. Josephson effect, while the transitional
regime of the sawtooth phase profile (Fig. 3(c) and 3(g)) can be explained as
“beats” between the Rabi and Josephson modes. If ∆E could be increased
infinitely, 〈ρ〉 would tend to ρ(0) which lies to the other side from zero compared
to the initial shift of 〈ρ〉 and the amplitude of oscillations would tend to zero,
since in the limit ∆E →∞ the system becomes uncoupled.
For the case when ∆E and ρ(0) have opposite signs, the dynamics possesses
certain differences. A peculiar feature is that when |∆E| starts increasing,
amplitude of oscillations in S(t) and ρ(t) decreases. If S(0) = π, the amplitudes
drop down to zero at ∆E = ∆E⋆ = (ρ(0) cosS(0) + n sinS(0))/
√
n2 − ρ2(0).
The oscillations appear fully suppressed, and the values of population imbalance
7
Figure 3. (Color online) Normalized population imbalance ρ(t)/n and relative phase
S(t) (in units of pi) as functions of time, with the initial conditions ρ(0) = 0.1n,
S(0) = pi. Red/light dotted lines represent the normalized time-averaged 〈ρ〉/n given
by (11). Values of the effective detuning ∆E: (a) and (e) ∆E = 0.1∆E+c , (b) and
(f) ∆E = 0.55∆E+c , (c) and (g) ∆E = ∆E
+
c , (d) and (h) ∆E = 1.006∆E
+
c . Other
physical values same as in Fig. 1.
and the relative phase are fixed at ρ = ρ(0) and S = S(0) = π. In case
S(0) 6= π, the amplitudes reach local minima with values dependent on S(0)
and ρ(0) (see Fig. 2(b)). When ∆E > ∆E⋆, the amplitudes start to grow and
the relative phase acquires the sawtooth-like temporal profile, analogous to the
case discussed above. Upon reaching the critical value
∆E−c =
ρ(0) +
√
ρ2(0) sin2 S(0) + n2 cos2 S(0)√
n2 − ρ2(0) cosS(0) , (13)
the behavior is once more changed to the a.c. Josephson regime characterized
by the running phase. Another difference with the previous case is that when
ρ(0) → n, the critical value ∆E−c goes to infinity (see the inset of Fig. 2(b)),
Figure 4. (Color online) Phase-plane portrait of the conjugate variables ρ (in units of
n) and S (in units of pi) for ∆E 6= 0: all trajectories for ρ(0) = 0.1n and ∆E values as
marked. Other physical values same as in Fig. 1. See the text for more explanations.
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which means for large ρ(0), in the case ρ(0)∆E < 0, the crossover to the Joseph-
son regime doesn’t occur, and 〈ρ〉 shifts in the direction of the initial value ρ(0).
Phase-plane portrait S(ρ) for the case ∆E 6= 0 is shown in Fig. 4. All
trajectories are calculated for different values of ∆E (as marked) with ρ(0)
kept constant at 0.1n. Black solid lines correspond to the oscillations shown in
Fig. 3(a)–(b) and 3(e)–(f). The red solid lines mark the separatrix trajectories
at the critical values ∆E±c (oscillations corresponding to these trajectories are
shown in Fig. 3(c) and 3(f)). Black dashed lines correspond to the a.c. Josephson
regime of oscillations (see Fig. 3(d) and 3(h)), when the values of ∆E exceed
the critical values ∆E±c .
4. Conclusion
We have investigated the dynamical regimes of internal oscillations in a tuned
two-component Bose condensate with interaction only in one of the components.
Introducing the set of coupled temporal Gross-Pitaevskii and Schro¨dinger equa-
tions, we described the evolution of population imbalance and relative quantum
phase between the subsystems for different values of energy detunings, being
guided by the physical system of exciton-polaritons in an optical microcavity.
We show that, depending on the value of effective detuning, the modified har-
monic or anharmonic (depending on the initial conditions) Rabi oscillations
between the two particle states can be replaced by an analog of internal a.c.
Josephson effect. Also, we predict that there is a defined value of the energy
detuning close to zero yet depending on the initial population imbalance, at
which the internal oscillations are completely suppressed. For polariton BEC,
that would mean that the photon and exciton components, although still in
resonance, stop exchanging particles, the population imbalance is constant and
the relative phase is fixed at the value π, which means that all particles in the
condensate are locked in the lower polariton state.
Acknowledgments
This work is partially supported by Russian Foundation for Basic Research
Grant No. 14-22-02091. The work of N.S.V. is partially supported by NRNU
MEPhI “Academic mobility” program.
References
References
[1] B.D. Josephson, Phys. Lett. 1, 251-253 (1962).
[2] A. Barone and G. Paterno`, Physics and Applications of the Josephson Effect,
John Wiley and Sons, New York, 1982.
[3] P.W. Anderson and J.M. Rowell, Phys. Rev. Lett. 10, 230-232 (1963).
9
[4] S. Backhaus, S. Pereverzev, R. W. Simmonds, A. Loshak, J. C. Davis, and R. E.
Packard, Nature (London) 392, 687-690 (1998).
[5] P.W. Anderson, Rev. Mod. Phys. 38, 298-310 (1966).
[6] J. Javanainen, Phys. Rev. Lett. 57, 3164-3166 (1986).
[7] A. Smerzi, S. Fantoni, S. Giovanazzi, and S. R. Shenoy, Phys. Rev. Lett. 79,
4950-4953 (1997).
[8] S. Raghavan, A. Smerzi, S. Fantoni, and S.R. Shenoy, Phys. Rev. A 59, 620-633
(1999).
[9] I. Zapata, F. Sols, and A.J. Leggett, Phys. Rev. A 57, R28-R31 (1998).
[10] S. Giovanazzi, A. Smerzi, and S. Fantoni, Phys. Rev. Lett. 84, 4521-4524 (2000).
[11] Y. Yu, S. Han, X. Chu, S. Chu, and Z. Wang, Science 296, 889 (2002).
[12] M. Albiez, R. Gati, J. Fo¨lling, S. Hunsmann, M. Cristiani, and M.K. Oberthaler,
Phys. Rev. Lett. 95, 010402 (2005).
[13] D. Ananikian and T. Bergeman, Phys. Rev. A 73, 013604 (2006).
[14] S. Levy, E. Lahoud, I. Shomroni, and J. Steinhauer, Nature (London) 449, 579-
583 (2007).
[15] B. Julia-Diaz, J. Martorell, M. Mele-Messeguer, and A. Polls, Phys. Rev. A 82,
063626 (2010).
[16] V.O. Nesterenko, A.N. Novikov, and E. Suraud, J. Phys. B: At. Mol. Opt. Phys.
45, 225303 (2012).
[17] V.O. Nesterenko, A.N. Novikov, and E. Suraud, Laser Phys. 24, 125501 (2014).
[18] A.J. Leggett, Rev. Mod. Phys. 47, 331 (1975).
[19] J.C. Wheatley, Rev. Mod. Phys. 47, 415 (1975).
[20] D.S. Hall, M.R. Matthews, C.E. Wieman, and E.A. Cornell, Phys. Rev. Lett. 81,
1543-1545 (1998).
[21] V. I. Yukalov, E. P. Yukalova, and V. S. Bagnato, Phys. Rev. A 56, 4845 (1997).
[22] A. Verger, C. Ciuti, and I. Carusotto, Phys. Rev. B 73, 193306 (2006).
[23] K. Hennessy, A. Badolato, M. Winger, D. Gerace, M. Atature, S. Gulde, S. Falt,
E. L. Hu, and A. Imamoglu, Nature (London) 445, 896-899 (2007).
[24] D. Gerace, H.E. Tu¨reci, A. Imamoglu, V. Giovannetti, and R. Fazio, Nature
Phys. 5, 281-284 (2009).
[25] I. Carusotto and C. Ciuti, Rev. Mod. Phys. 85, 299 (2013).
[26] M. Wouters, Phys. Rev. B 77, 121302(R) (2008).
10
[27] I.A. Shelykh, D.D. Solnyshkov, G. Pavlovic, and G. Malpuech, Phys. Rev. B 78,
041302(R) (2008).
[28] D. Sarchi, I. Carusotto, M. Wouters, and V. Savona, Phys. Rev. B 77, 125324
(2008).
[29] D. Read, Y.G. Rubo, and A.V. Kavokin, Phys. Rev. B 81, 235315 (2010).
[30] K.G. Lagoudakis, B. Pietka, M. Wouters, R. Andre, and B. Deveaud-Ple´dran,
Phys. Rev. Lett. 105, 120403 (2010).
[31] M. Abbarchi, A. Amo, V.G. Sala, D.D. Solnyshkov, H. Flayac, L. Ferrier, I.
Sagnes, E. Galopin, A. Lemaˆıtre, G. Malpuech, and L. Bloch, Nature Phys. 9,
275-279 (2013).
[32] A. Kavokin and G. Malpuech, Cavity Polaritons, Elsevier, Amsterdam (2003).
[33] J. Kasprzak, M. Richard, S. Kundemann, A. Baas, P. Jeambrun, J.M.J. Keel-
ing, F.M. Marchetti, M.H. Szymanska, R. Andre, J.L. Staehli, V. Savona, P.B.
Littlewood, B. Deveaud, and Le Si Dang, Nature (London) 443, 409 (2006).
[34] M.De Giorgi, D. Ballarini, P. Cazzato, G. Deligeorgis, S.I. Tsintzos, Z. Hatzopou-
los, P.G. Savvidis, G. Gigli, F.P. Laussy, and D. Sanvitto, Phys. Rev. Lett. 112,
113602 (2014).
[35] L. Dominici, D. Collas, S. Donati, J.P. Restrepo Cuartas, M. De Giorgi, D.
Ballarini, G. Guirales, J.C. Lopez Carreno, A. Bramati, G. Gigli, E. del Valle,
F.P. Laussy, and D. Sanvitto, Phys. Rev. Lett. 113, 226401 (2014).
[36] S.S. Demirchyan, I.Yu. Chestnov, A.P. Alodjants, M.M. Glazov, and A.V. Ka-
vokin, Phys. Rev. Lett. 112, 196403 (2014).
[37] T.C.H. Liew, Y.G. Rubo, and A.V. Kavokin, Phys. Rev. B 90, 245309 (2014).
[38] N.S. Voronova, A.A. Elistratov, and Yu.E. Lozovik, J. Nanophot. 6, 061802
(2012).
11
