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Abstract
A way of ﬁnding the unknown frequencies in a trigonometric signal is based upon the use of a certain family of
measures on the unit circle, constructed from observations of the signal. The measure gives rise to an inner product,
moments and orthogonal polynomials; Szegö polynomials. Asymptotic behavior of the zeros leads to the unknown
frequencies. Several variations of this method have been presented. Two main approaches have been studied. One
is to construct new modiﬁed measures, another to modify the moment in various ways. In both the modiﬁcations it
is proved that several zeros tend to one and the same frequency point eij . An important question is whether there
can be other zeros tending to the unit circle. If so, separation of the frequency points from the remaining zeros could
be a problem. Here we prove that the limit of the zeros, not tending to the frequency points, are located inside the
unit circle.
© 2004 Elsevier B.V. All rights reserved.
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1. Background
A method for determining the unknown frequencies in a signal by using asymptotic properties of zeros
of certain orthogonal polynomials has its roots back to Wiener–Levinson [5,14]. This method has been
established in [2,8].
An absolutely continuous measure N() is constructed from the measured observations of a trigono-
metric signal.
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The signal is
x(m)=
I∑
j=−I
Aje
ijm.
Here −j =−j , j ∈ [0, ],Aj =A−j ,Aj > 0,A0= 0 andm= 0, 1, 2, . . . . The number of frequency
points are n0 = 2I .
The measure is deﬁned by
dN()
d
= 1
2
∣∣∣∣∣
N−1∑
m=0
x(m)e−im
∣∣∣∣∣
2
,  ∈ [−, ]. (1.1)
Here x(m) denotes the signal in discrete form and N denotes the number of observations. For any ﬁxed
N the measure gives rise to an inner product, a sequence of moments {(N)m } and a sequence of monic
orthogonal polynomials; the Szegö polynomials {n(N ; z)}. All zeros of the Szegö polynomials are
located in the open unit disc. Two important properties help us pick out the n0 frequency points and
eliminate the remaining zeros in the limiting polynomial of degree nn0.
(i) The weak star convergence of the absolutely continuous measure (1/N)N to a measure 0 with
support in the frequency points e±ij and corresponding massesA2j . This property leads to the frequency
points in the following way: If we go to certain subsequences {Nk} of {N}, we obtain convergence of the
polynomial when k →∞. In each convergence case the limiting polynomial is
lim
k→∞{n(Nk ; z)} =
I∏
j=1
(z− eij )(z− e−ij )
n∏
p=n0+1
(z− z(n)p ), (1.2)
where z(n)p is dependent of n and {Nk}.
(ii) For a given signal and a given n>n0 there exists a number Kn < 1 such that for all convergent
subsequences
|z(n)p |Kn for p = n0 + 1, . . . , n. (1.3)
Hence those zeros can be separated from the frequency points. The method brieﬂy described above is
called the N-process [2,8].
1.1. Separation of the frequency points
Several modiﬁcations of the N-process have been established during the last 10 years [4]. Two main
approaches have been studied: to construct new modiﬁed measures or to modify the moments in various
ways. In both the modiﬁcations we have observed and proved that several zeros tend to one and the
same frequency point eij . In the present paper we consider these two methods; the Tr -process and the
V -process [9,10].An open question has been whether there can be other zeros tending to the unit circle. If
so, separation of the frequency points from the remaining zeros could be a problem. In the present paper
we will deal with this problem.
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1.2. Modiﬁcation of measures: the Tr -process
The ﬁrst modiﬁcation of this type was done by Nja˚stad and Waadeland [7]. The modiﬁcation we deal
with is established in [11] and worked further out in [10,12]. Here we use a family of measures of the
form
d(Tr )N ()
d
= 1
2
∣∣∣∣∣
∞∑
m=0
x(m)T mcme
−im
∣∣∣∣∣
2
,  ∈ [−, ],
where the coefﬁcients cm are restricted to be coefﬁcients of the expansion at t = 0 of
gr(t)= 1
(1− t)r =
∞∑
m=0
(
r +m− 1
m
)
tm for r ∈ N.
In [11] property (1.2) is dealt with.
Theorem 1. Let Gr(T ) be given by
Gr(T )= (1− T 2)2r−1
(
2r − 2
r − 1
)−1
.
Then
(Gr(T ))
(Tr )
N
converges to 0 in the weak star topology as T → 1−.
The weak star convergence is proved for all r ∈ N [11]. A simple example in [12] illustrates that (1.3)
does not always hold for r > 1
lim
T→1−
(
lim
N→∞ 5(
(Tr )
N ; z)
)
= (z− ei)2(z− e−i)2(z− cos ). (1.4)
For=0 the “uninteresting” zero and the frequency points have the value one and, hence, they are located
at the same point. This is a special case where property (1.3) does not hold. Equality (1.4) is not really
an illustration of the present paper since  = 0 is not a permitted value in the signal. In [10] a theorem
about multiple zeros is proved.
Theorem 2. Let r ∈ N, r > 1 and let (Tr )N () be a positive measure of the form
d(Tr )()
d
= 1
2
∣∣∣∣∣
∞∑
m=0
x(m)T m
(
r +m− 1
m
)
e−im
∣∣∣∣∣
2
,  ∈ [−, ]. (1.5)
Let n= n0 +  where = 1, 2, . . .; = 0, 1, . . . , n0 − 1, where n0 = 2I .
Let T ∈ (0, 1), d = 1− T
Then the following statement holds:
lim
T→1−
n(
(Tr )
N ; z) =: ̂(Tr )n (z)
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exists and for nn0 the polynomial ̂Trn (z) is of the form
̂(Tr )n (z)=
I∏
j=1
((z− eij )(z− e−ij ))
∏
p=1
(z− z(n)p ). (1.6)
The lack of property (1.3) has been considered as a disadvantage of using measure (1.5). In the ﬁnal
remarks of [10] it is mentioned that the theorem above does not exclude the possibility that more than n0
of the zeros tend to the frequency points e±iej . This property is illustrated by numerical experiments.
Here we prove that the “uninteresting” zeros still can be separated from the frequency points in the Tr -
process. We make use of the recurrence relations for the Szegö polynomials [1]. Since we know that the
limits of the Szegö polynomials exist, we may also use the recurrence relation for the limit of the Szegö
polynomials
n(z)= zn−1(z)+ 	n∗n−1(z). (1.7a)
Here n(z) is a monic polynomial of degree n and ∗n(z) is its reciprocal polynomial
∗n(z) := znn
(
1
z
)
. (1.7b)
Observe that for zeros on the unit circle the following holds:
n(z)= 0⇔ ∗n(z)= 0, z ∈ T. (1.7c)
The coefﬁcients 	n in (1.7a) are called the reﬂection coefﬁcients.
Theorem 3. Let the assumptions be as in Theorem 2, and let
lim
T→1−
n(
(Tr )
N ; z) =: ̂(Tr )n (z)
=
I∏
j=1
((z− eij )(z− e−ij ))
∏
p=1
(z− z(n)p ).
Then the following statements hold:
for a given n>n0 and p<n0, the zeros z(n)p are such that for z(n)p = eij ,
|z(n)p |< 1
i.e., the zeros z(n)p are lying in the open unit disc.
Proof. We know that all the zeros in the limiting polynomial ̂(Tr )n (z) are complex conjugates or real. We
consider two cases:
Case 1. Assume that n0 of the zeros are the frequency points e±ij and that two of the remaining 
zeros z
(n)
p , are located on the unit circle and deﬁned by z := e±i
, 
 = j . Furthermore let > 2. Then
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the limit polynomial ̂(Tr )n (z) may be written
̂(Tr )n (z)
=
I∏
j=1
((z− eij )(z− e−ij ))
∏
p=1
(z− z(n)p )
=
 I∏
j=1
((z− eij )(z− e−ij ))
 (z− ei
)(z− e−i
) ∏
p=3
(z− z(n)p ). (1.8)
We may write
I∏
j=1
((z− eij )(z− e−ij )) =: n0(z). (1.9)
We know from (1.7a) that also the limit of the reﬂection coefﬁcients limT→1−	n exists.We use (1.7, 1.8).
For the sake of simplicity we denote
̂(Tr )n (z) := n
and
lim
T→1−
	n =: 	̂n.
For n= n0 + + k and k = 1, 2, . . . , n0 −  we get
n0++k = zn0++k−1 + 	̂n0++k∗n0++k−1
= z
 I∏
j=1
((z− eij )(z− e−ij ))
 (z− ei
)(z− e−i
) k+−1∏
p=3
(z− z(n)p )
+ 	̂n0++k
 I∏
j=1
((z− eij )(z− e−ij ))
 (z− ei
)(z− e−i
) k+−1∏
p=3
(1− z(n)p z)
= n0(z− ei
)(z− e−i
)
z k+−1∏
p=3
(z− z(n)p )+ 	̂n0++k
k+−1∏
p=3
(1− z(n)p z)
 .
An important observation is that if we continue the process using the recurrence formula (1.7a) step by
step (k = 4, 5, . . . , n0 − ), the polynomial n0+k always contains the factor
n0(z− ei
)(z− e−i
) (1.10)
and hence n0++k may be written
n0++k = n0(z− ei
)(z− e−i
)
k+∏
p=3
(z− ẑ(n)p ),
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where ẑ(n)p depend upon k, and ẑ(n)p are the zeros of the polynomialz k+−1∏
p=3
(z− z(n)p )+ 	̂n0++k
k+−1∏
p=3
(1− z(n)p z)

of degree (k + − 2).
For k = n0 −  we have n0++k = (+1)n0, we still have factor (1.10). Hence
(+1)n0 =
 I∏
j=1
((z− eij )(z− e−ij ))
 (z− ei
)(z− e−i
) n0∏
p=3
(z− ẑ(n)p ). (1.11)
On the other hand, we know from (1.6) that
(+1)n0 =
I∏
j=1
((z− eij )(z− e−ij ))+1. (1.12)
Hence we have a contradiction since
(+1)n0 =
 I∏
j=1
((z− eij )(z− e−ij ))
 (z− ei
)(z− e−i
) n0∏
p=3
(z− ẑ(n)p )
=
I∏
j=1
((z− eij )(z− e−ij ))+1
under the given assumptions.
Case 2. Assume that at least one of the zeros z(n)p is real and has absolute value |z(n)p | = 1.Without loss
of generality we let z(n)1 = 1. Furthermore let > 2. Then the limit polynomial may be written
n0++k = zn0++k−1 + 	̂n0++k∗n0++k−1z
 I∏
j=1
((z− eij )(z− e−ij ))

× (z− 1)
k+−1∏
p=2
(z− z(n)p )+ 	̂n0++k
 I∏
j=1
((z− eij )(z− e−ij ))

× (1− z)
k+−1∏
p=2
(1− z(n)p z)
= n0(z− 1)
z
k+−1∏
p=2
(z− z(n)p )
+ 	̂n0++k
k+−1∏
p=2
(1− z(n)p z)
 .
Using a similar argument as in Case 1, we get a contradiction. This proves Theorem 3. 
We end this subsection with an example illustrating the results.
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Example 4. We choose 1 =−−1 = /3, 2 =−−2 = /2, n0 = 2. Then for every r2, r ∈ N, we
have
̂(Tr )8 (z)= ((z− ei/3)(z− e−i/3)(z− ei/2)(z− e−i/2))2,
̂(Tr )9 (z)= ((z− ei/3)(z− e−i/3)(z− ei/2)(z− e−i/2))2
(
z− 950
)
,
̂(Tr )10 (z)= ((z− ei/3)(z− e−i/3)(z− ei/2)(z− e−i/2))2
×
(
z− 819+ i
√
19948795
4838
)(
z− 819− i
√
19948795
4838
)
.
1.3. Modiﬁcation of moments: the V -process
The ﬁrst modiﬁcation of this type was done by Jones, Nja˚stad and Waadeland [3,6]. The modiﬁcation
we deal with here is worked out in [9]. In the V-process the moments are
(V )m =
 I∑
j=1
A2j cos mj
Rm2
=
 I∑
j=1
A2j cos mj
 (1− d)m2 . (1.13)
Here R ∈ (0, 1) and d = 1−R as in the T-process where R is denoted T. We know from [13] that (V )m is
positive deﬁnite and hence gives rise to Szegö polynomials. The measure (V )N is not explicitly deﬁned
since the moments are modiﬁed, but we know that (V )N exists.
In this situation we have [9]
Theorem 5. Let n= n0+  where = 1, 2, . . . ; = 0, 1, . . . , n0− 1, where n0= 2I . Furthermore
let (V )m = mRm2 .
Then the following statement holds:
lim
R→1−
(
lim
N→∞(n(
(V )
N ; z))
)
=: ̂(V )n (z)
exists and for nn0 the polynomial ̂(V )n (z) is of the form
̂(V )n (z)=
I∏
j=1
((z− eij )(z− e−ij ))
∏
p=1
(z− z(n)p ).
Theorem 5 is closely related to Theorem 3. We state another theorem closely related to Theorem 3.
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Theorem 6. Let the assumptions be as in Theorem 5, and let
lim
R→1−
(
lim
N→∞ (n(
(V )
N ; z))
)
=: ̂(V )n (z)=
I∏
j=1
((z− eij )(z− e−ij ))
∏
p=n0+1
(z− z(n)p ).
Then the following statements hold:
For a given n>n0 and p<n0, the zeros z(n)p are such that for z(n)p = eij ,
|z(n)p |< 1
i.e., the zeros z(n)p are lying in the open unit disc.
Proof. The proof is analogous to the one of Theorem 3. 
Hence we notice that even if property (1.3) does not hold in the Tr -process and the V-process, we
can still pick out the frequency points e±ij . The results of the two processes look identical, but one
important difference is the convergence rate. While the V-process has a rate O(d), the convergence rate
of the Tr -process is O(d2) [12]. An open question is whether the remaining zeros are identical in the two
processes and for all values r > 2, r ∈ N. A large number of examples indicate that it is so, but since we
can ﬁnd the frequency points anyway, it is not of great importance and beyond the scope of the present
paper.
We choose 1 =−−1 = /3, 2 =−−2 = /2, n0 = 2. Then for every r2, r ∈ N, we have
̂(V )8 (z)= ((z− ei/3)(z− e−i/3)(z− ei/2)(z− e−i/2))2
̂(V )9 (z)= ((z− ei/3)(z− e−i/3)(z− ei/2)(z− e−i/2))2
(
z− 950
)
̂(V )10 (z)= ((z− ei/3)(z− e−i/3)(z− ei/2)(z− e−i/2))2
×
(
z− 819+ i
√
19948795
4838
)(
z− 819− i
√
19948795
4838
)
.
We observe that the results are exactly the same as in Example 4.
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