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Abstract
To analyze the absolute condition number of multivariate polynomial in-
terpolation on Lissajous-Chebyshev node points, we derive upper and lower
bounds for the respective Lebesgue constant. The proof is based on a rela-
tion between the Lebesgue constant for the polynomial interpolation problem
and the Lebesgue constant linked to the polyhedral partial sums of Fourier
series. The magnitude of the obtained bounds is determined by a product
of logarithms of the side lengths of the considered polyhedral sets and shows
the same behavior as the magnitude of the Lebesgue constant for polynomial
interpolation on the tensor product Chebyshev grid.
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1 Introduction
In [11,15,16], a multivariate polynomial interpolation scheme was developed to inter-
polate function values on equidistant node points along Lissajous trajectories. The
consideration of such node points is motivated by applications in a novel medical
imaging modality called Magnetic Particle Imaging (MPI) (see [17, 18]). In this
imaging technology, the magnetic response of superparamagnetic nanoparticles is
measured along particular sampling paths generated by applied magnetic fields. For
a typical kind of MPI scanner, these sampling paths are Lissajous curves.
In two dimensions, the polynomial interpolation scheme given in [15] was used
to recover the distribution of the magnetic particles from a reduced reconstruction
on equidistant nodes along the Lissajous trajectory [17]. A particular feature of this
bivariate interpolation scheme is the fact that the self-intersection and the bound-
ary points of Lissajous curves are used as interpolation nodes and that the spectral
index set of the underlying polynomial space has a triangular structure. In [11],
this bivariate construction was extended to higher dimensional Lissajous curves by
using polynomial spaces with a particular polygonal spectral structure that will be
studied in more detail in this work. In the literature, there exist also other poly-
nomial approximation schemes that use Lissajous trajectories as generating curves.
Two such constructions for three and more dimensions for polynomial spaces of a
bounded total or maximal degree can be found in [6, 7]. Note that in the choice of
the Lissajous curves and the polynomial spaces these constructions differ from the
approach considered in this work.
Using polynomials for interpolation, special attention has to be given to the nu-
merical condition of the interpolation scheme. In order to exclude bad conditioning,
the structure of the interpolation nodes as well as the spectral structure of the poly-
nomial interpolants have to be studied. The goal of this article is to provide such an
analysis for the absolute condition number of the polynomial interpolation schemes
considered in [11, 15, 16]. The interpolation nodes under consideration have been
introduced in [11] as Lissajous-Chebyshev node points LC(n)κ (see (3.1)). In this
notation, the parameters κ ∈ Zd and  ∈ {1, 2} determine the underlying types of
Lissajous curves, and the vector
n = (n1, . . . , nd) ∈ Nd with pairwise relatively prime entries n1, . . . , nd ∈ N (1.1)
describes the frequencies of the Lissajous curve with respect to the coordinate axis.
The interpolation problem itself is given as follows:
For the node points LC(n)κ and a function f : [−1, 1]d → R with values f(z) at
the node points z = (z1, . . . , zd) ∈ LC(n)κ , find a d-variate interpolation polynomial
P (n)κ f such that
P (n)κ f(z) = f(z) for all z ∈ LC(n)κ . (1.2)
It was shown in [11] that the interpolation problem (1.2) has a unique solution
in the polynomial space Π(n)κ that is linearly spanned by all d-variate Chebyshev
polynomials Tγ , where γ is an element of the spectral index set
Γ(n)κ =
γ ∈ Nd0
∣∣∣∣∣∣∣
γi/ni <  ∀ i ∈ {1, . . . , d},
γi/ni + γj/nj 6  ∀ i, j with i 6= j,
γi/ni + γj/nj <  ∀ i, j with κi 6≡ κj mod 2
 ∪ {(0, . . . , 0, nd)}.
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The nodes LC(n)κ , the Chebyshev polynomials Tγ , and the interpolation problem will
be recapitulated in more detail in Section 3 of this article.
The absolute condition number of the interpolation problem (1.2) with respect to
the uniform norm ‖f‖∞ = ess sup
x∈[−1,1]d
|f(x)| (see [12, p. 26]) is given by the Lebesgue
constant of the interpolation problem, i.e.
Λ(n)κ = sup
f∈C([−1,1]d): ‖f‖∞61
‖P (n)κ f‖∞. (1.3)
Besides its relation to the numerical stability of the interpolation problem (1.2), the
Lebesgue constant (1.3) is also an essential tool for the investigation of the approxi-
mation error ‖f − P (n)κ f‖∞.
A main goal of this article is to provide for all n satisfying (1.1) asymptotic
upper and lower bounds for the Lebesgue constants (1.3) in the sense of (1.13). The
corresponding result in Theorem 3.4 states
Λ(n)κ 
d∏
i=1
ln(ni + 1). (1.4)
In particular, the upper and lower estimates have asymptotically the same magnitude
as the Lebesgue constants for polynomial interpolation on the tensor product Cheby-
shev grid (see [8]). Therefore, the interpolation problem (1.2) in Π(n)κ is asymptoti-
cally as well-conditioned as the mentioned tensor product case. The upper estimate
in (1.4) of the Lebesgue constant Λ(n)κ is further used in Corollary 3.5 to formulate
a multivariate error estimate and an example of a Dini-Lipschitz-type condition for
the uniform convergence of the interpolation polynomials P (n)κ f .
In the bivariate setting, the obtained results are generalizations of the corre-
sponding results for the Padua points in [5, 9, 10] and improvements of estimates
given in [14].
We sketch our program for the proof of (1.4). For a finite set Γ ⊂ Zd, the Lebesgue
constant L(Γ) related to partial Fourier series is defined as
L(Γ) = 1(2pi)d
∫
[−pi,pi)d
∣∣∣∣∣ ∑γ∈Γ ei(γ,t)
∣∣∣∣∣ dt,
where
(γ, t) =
d∑
i=1
γiti.
To obtain the upper and lower bounds for (1.3), our strategy in the proof of Theo-
rem 3.4 consists in establishing the relations
Λ(n)κ . L
(
Γ(n),∗κ
)
+
d∏
i=1
ln(ni + 1), L
(
Γ(n),∗κ
)
. Λ(n)κ (1.5)
between Λ(n)κ and the Lebesgue constants L
(
Γ(n),∗κ
)
of the symmetrized sets Γ(n),∗κ .
Here and in the following, for every Γ ⊂ Zd its symmetrization Γ ∗ is defined as
Γ ∗ =
{
γ ∈ Zd | (|γ1|, . . . , |γd|) ∈ Γ
}
. (1.6)
Using the methods developed in Section 2, Corollary 3.3 states that
L
(
Γ(n),∗κ
)

d∏
i=1
ln(ni + 1). (1.7)
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Then, combining (1.5) and (1.7) yields (1.4).
Figure 1.1 Illustration of the sets Γ(m) (left) and Σ(m)1 (right) for m = (5, 10, 5).
The technically more sophisticated part of the sketched program is the proof of
(1.7). The used methods are developed in Section 2. Therein we consider the sets
Γ(m) =
{
γ ∈ Nd0
∣∣∣∣∣ γi/mi 6 1 ∀ i ∈ {1, . . . , d},γi/mi + γj/mj 6 1 ∀ i, j with i 6= j
}
and its symmetrizations Γ(m),∗ according to (1.6). The used methods for these sets are
templates for the corresponding methods for the sets Γ(n)κ and Γ(n),∗κ , respectively.
It turns out that similar methods can be used to estimate for fixed rational r > 0 the
Lebesgue constants of families of sets Σ(m)r and its symmetrizations Σ(m),∗r , where
Σ(m)r =
{
γ ∈ Nd0
∣∣∣∣∣ d∑i=1 γimi 6 r
}
.
Note that Γ(m1,m2),∗ = Σ(m1,m2),∗1 in dimension d = 2. Sets of this kind are illustrated
in Figure 1.1 and are of interest since they might be used as elementary building
blocks for more complex polyhedra. Further, our results could be useful for the
investigation of generalizations of the triangular partial Fourier series in [28].
Estimates of the Lebesgue constant L(Γ) for various types of sets Γ are extensively
investigated in the literature. An overview about the state of the art can be found in
the survey article [20]. Since we are dealing with sets having a polyhedral structure,
estimates of the Lebesgue constants for those sets are particularly interesting for
us. If E is a fixed d-dimensional convex polyhedron containing the origin, then it is
well-known (see [3, 4, 23,27,30,31]) that for all real m > 1 we have
L
(
mE ∩ Zd
)
 (ln(m+ 1))d .
In this work, we want to refine this asymptotic result for special d-dimensional
polyhedra in which integer-valued directional dilation parameters m1, . . . ,md ∈ N
are given. An example for different directional parameters is the case of rectangular
sets R(m) = [0,m1]× · · · × [0,md]. In this case, for all m1, . . . ,md > 1, we have
L
(
R(m) ∩ Zd
)
 L
(
R(m),∗ ∩ Zd
)

d∏
i=1
ln(mi + 1). (1.8)
This immediately follows from the well-known one-dimensional case (see [1]).
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The starting points for our investigations of L(Γ) are two estimates of the Lebesgue
constant given in [30] and [31]. In [30, Theorem 2] it is stated that for all polyhedra
E ∈ R2 with n edges, we have the uniform upper bound
L
(
E ∩ Z2
)
. n (ln diam(E))2 . (1.9)
Further, it is shown in [31] that for all convex sets E ∈ Rd containing a ball with
radius r > 1 we have the lower bound
L
(
E ∩ Zd
)
& (ln(r + 1))d . (1.10)
Combining (1.9) and (1.10) yields that for all real m1,m2 > 1 we have the uniform
upper and lower bound
(ln (min(m1,m2) + 1))2 . L
(
Γ(m1,m2),∗
)
. (ln (max(m1,m2) + 1))2 . (1.11)
A special case of our result (see Theorem 2.1) is that for all positive integers m1,m2
we can improve (1.11) to L
(
Γ(m1,m2),∗
)
 ln(m1 + 1) ln(m2 + 1). Under the strongly
restrictive condition that m2 is a multiple of m1 this result appears already in [19].
In general, Theorem 2.1 states that for all m ∈ Nd we have
L
(
Γ(m)
)
 L
(
Γ(m),∗
)
 d∏
i=1
ln(mi + 1).
Thus, the magnitude of the uniform upper and lower bounds is the same as in the
rectangular case (1.8). Similarly, Theorem 2.3 states that for a fixed r ∈ Q, r > 0,
and all m ∈ Nd we have
L
(
Σ(m)r
)
 L
(
Σ(m),∗r
)
 d∏
i=1
ln(mi + 1).
In Section 2, we consider also another type of polyhedral sets given by
Ξ(m)(r,s) =
{
γ ∈ Zd
∣∣∣∣ r 6 γdmd 6 · · · 6 γ2m2 6 γ1m1 6 s
}
. (1.12)
For fixed r, s ∈ R and all positive integers m1, . . . ,md ∈ N, a uniform upper bound
L
(
Ξ(m)(r,s)
)
.
d∏
i=1
ln(mi + 1) is established for the corresponding Lebesgue constant
in Theorem 2.2. The proof of the upper bound of the Lebesgue constants for the
polyhedral sets Γ(m) and Γ(m),∗ uses slightly generalized versions (see (2.40)) of the
polyhedral sets (1.12) as building blocks. The techniques presented in the proofs
of Section 2 are interesting in their own regard and might be as well useful for the
consideration of other types of polyhedral sets.
General notation
For x ∈ R, we use bxc = max{n ∈ Z |n 6 x}, dxe = min{n ∈ Z |n > x} and denote
bxc = x− bxc, dxe = dxe − x.
Let f and g be real functions on a set X. The notation
f(x) . g(x) for all x ∈ X
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has by definition the following meaning:
There exists a constant C > 0 such that f(x) 6 Cg(x) for all x ∈ X.
Furthermore, we write
f(x)  g(x) for all x ∈ X, (1.13)
if for all x ∈ X we have both f(x) . g(x) and g(x) . f(x).
We write x = (x1, . . . , xd) for elements of the Euclidean space Rd with fixed d ∈ N.
For a, b ∈ R, a < b, 1 6 p <∞ and Lebesgue-measurable f : [a, b)d → R, we set
‖f‖Lp([a,b)d) =
(
1
(b− a)d
∫
[a,b)d
|f(t)|p dt
)1/p
,
and for Lebesgue-measurable functions f : [−1, 1]d → R, and 1 6 p <∞, we define
‖f‖wd,p =
(
1
pid
∫
[−1,1]d
|f(x)|p wd(x)dx
)1/p
, wd(x) =
d∏
i=1
1√
1− x2i
.
2 Lebesgue constants for polyhedral partial sums
of Fourier series
We summarize the main results of this section.
Theorem 2.1 For all m ∈ Nd, we have
L
(
Γ(m)
)
 L
(
Γ(m),∗
)
 d∏
i=1
ln(mi + 1).
In Section 3, we will apply this theorem to obtain estimates of the Lebesgue
constant for the interpolation problem on the Lissajous-Chebyshev nodes. To prove
Theorem 2.1 we will use the following statement which is also interesting by itself.
Theorem 2.2 Let r, s ∈ R, 0 6 r < s, be fixed. For all m ∈ Nd, we have
L
(
Ξ(m)(r,s)
)
.
d∏
i=1
ln(mi + 1). (2.1)
Further, let us consider the sets Σ(m)r and Σ(m)∗r . These sets can be considered as
another possible generalization of the sets considered in [30] for m ∈ Zd, and they
are interesting since they may be used as building blocks for certain polyhedra.
Theorem 2.3 Let r ∈ Q, r > 0, be fixed. For all m ∈ Nd, we have
L
(
Σ(m)r
)
 L
(
Σ(m),∗r
)
 d∏
i=1
ln(mi + 1). (2.2)
The proofs of these results are given in Subsections 2.2, 2.1, and 2.3, respectively.
2.1 Proof of Theorem 2.2
Let us first formulate and prove several auxiliary statements.
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For d ∈ N, m ∈ (0,∞)d, and r, s ∈ R, r < s, we set
D
(m)
(r,s)(t) =
∑
γ∈Ξ(m)(r,s)
ei(γ,t).
Let d > 2 everywhere below. For 1 6 k 6 d, we denote
D
◦,(m)
k,(r,s)(t) = D
(m1,...,mk−1,mk+1,...,md)
(r,s) (t1, . . . , tk−1, tk+1, . . . , td).
For 2 6 k 6 d, we introduce
D
],(m)
k,(r,s)(t) = D
(m1,...,mk−1,mk+1,...,md)
(r,s) (t1, . . . , tk−2, tk−1 + tkmk/mk−1, tk+1, . . . , td),
∆],(m)k,(r,s)(t) = D
],(m)
k,(r,s)(t)−D◦,(m)k,(r,s)(t), (2.3)
and
F
],(m)
k,(r,s)(t) =
eitk
eitk − 1
∑◦kei(γ1t1+...+γk−2tk−2+γk+1tk+1+...+γdtd)
× eiγk−1(tk−1+tkmk/mk−1)(e−ibγk−1mk/mk−1c tk − 1).
Here and in the following,∑◦k means the sum over (γ1, . . . , γk−1, γk+1, . . . , γd) ∈ Ξ(m1,...,mk−1,mk+1,...,md)(r,s) . (2.4)
In the special case k = d, for simplicity, we denote
D
◦,(m)
(r,s) (t) = D
◦,(m)
d,(r,s)(t), D
],(m)
(r,s) (t) = D
],(m)
d,(r,s)(t),
∆],(m)(r,s) (t) = ∆
],(m)
d,(r,s)(t), F
],(m)
(r,s) (t) = F
],(m)
d,(r,s)(t),
and
G
(m)
(r,s)(t) =
1
eitd − 1
(
∆],(m)(r,s) (t)− (eidrmdetd − 1)D◦,(m)(r,s) (t)
)
.
Proposition 2.4 Let m ∈ (0,∞)d and r, s ∈ R, r < s. Then
D
(m)
(r,s)(t) = G
(m)
(r,s)(t) +D
],(m)
(r,s) (t) + F
],(m)
(r,s) (t). (2.5)
Proof. First, we show that
D
(md−1,md)
(r,s) (td−1, td) =G
(md−1,md)
(r,s) (td−1, td) +D
],(md−1,md)
(r,s) (td−1, td)
+ F ],(md−1,md)(r,s) (td−1, td).
(2.6)
Indeed, we have that G(md−1,md)(r,s) (td−1, td) +D
],(md−1,md)
(r,s) (td−1, td) equals
1
eitd − 1∆
],(md−1,md)
(r,s) (td−1, td)−
eidrmdetd − 1
eitd − 1 D
(md−1)
(r,s) (td−1) +D
(md−1)
(r,s) (td−1 + tdmd/md−1)
= 1eitd − 1
(
eitdD(md−1)(r,s) (td−1 + tdmd/md−1)− eidrmdetdD(md−1)(r,s) (td−1)
)
,
and
F
],(md−1,md)
(r,s) (td−1, td) =
eitd
eitd − 1
bsmd−1c∑
γd−1=drmd−1e
eiγd−1(td−1+tdmd/md−1)
(
e−ibγd−1md/md−1c td − 1
)
.
Now, (2.6) follows from
eiγd−1td−1ei(bγd−1md/md−1c+1)td = eitdeiγd−1(td−1+tdmd/md−1)e−ibγd−1md/md−1c td .
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For the functions corresponding to the symbols S ∈ {D,D◦, D],∆], G, F ]}, we
have the descending recursive relation
S
(mi,...,md)
(r,s) (ti, . . . , td) =
bsmic∑
γi=drmie
eiγitiS(mi+1,...,md)(r,(γi/mi)) (ti+1, . . . , td), 1 6 i 6 d− 2. (2.7)
Equality (2.6) means that we have (2.5) with (md−1,md) in place of m, and
(td−1, td) in place of t. Thus, induction argument using the relation (2.7) for S ∈
{D,G,D], F ]} implies that for i ∈ {d − 2, . . . , 2, 1} we have (2.5) with (mi, . . . ,md)
in place of m, and (ti, . . . , td) in place of t. In particular, for i = 1, we have (2.5). 
Next, for 1 6 k 6 d− 1, we introduce
D
[,(m)
k,(r,s)(t) = D
(m1,...,mk−1,mk+1,...,md)
(r,s) (t1, . . . , tk−1, tk+1 + tkmk/mk+1, tk+2, . . . , td),
and
∆[,(m)k,(r,s)(t) = D
[,(m)
k,(r,s)(t)−D◦,(m)k,(r,s)(t),
and, using (2.4), we set
F
[,(m)
k,(r,s)(t) =
1
eitk − 1
∑◦kei(γ1t1+...+γk−1tk−1+γk+2tk+2+...+γdtd)
× eiγk+1(tk+1+tkmk/mk+1)
(
eidγk+1mk/mk+1e tk − 1
)
.
We also denote
G
(m)
k,(r,s)(t) =
1
eitk − 1

(ei(bsm1c+1)t1 − 1)D◦,(m)1,(r,s)(t)−∆[,(m)1,(r,s)(t) if k = 1,
∆],(m)d,(r,s)(t)− (eidrmdetd − 1)D◦,(m)d,(r,s)(t) if k = d,
∆],(m)k,(r,s)(t)−∆[,(m)k,(r,s)(t) if 2 6 k 6 d− 1,
F
(m)
k,(r,s)(t) =

−F [,(m)1,(r,s)(t) if k = 1,
F
],(m)
d,(r,s)(t) if k = d,
F
],(m)
k,(r,s)(t)− F [,(m)k,(r,s)(t) if 2 6 k 6 d− 1,
and
H
(m)
k,(r,s)(t) =
{
0 if k = 1,
D
],(m)
k,(r,s)(t) if 2 6 k 6 d.
Proposition 2.5 Let m ∈ (0,∞)d, r, s ∈ R, r < s, and k ∈ {1, . . . , d}. Then
D
(m)
(r,s)(t) = G
(m)
k,(r,s)(t) +H
(m)
k,(r,s)(t) + F
(m)
k,(r,s)(t). (2.8)
Proof. In the case k = d, the equality (2.8) is proved in Proposition 2.4. Let us
consider the case 2 6 k 6 d − 1. By the definitions of G(m)d,(r,s)(t), ∆],(m)d,(r,s)(t) with k
instead of d, (m1, . . . ,mk) instead of m, and (t1, . . . , tk) instead of t, we have
G
(m1,...,mk)
k,(r,s) (t1, . . . , tk)
= 1eitk − 1∆
],(m1,...,mk)
k,(r,s) (t1, . . . , tk)−
eidrmketk − 1
eitk − 1 D
◦,(m1,...,mk)
k,(r,s) (t1, . . . , tk)
= 1eitk − 1D
],(m1,...,mk)
k,(r,s) (t1, . . . , tk)−
eidrmketk
eitk − 1D
◦,(m1,...,mk)
k,(r,s) (t1, . . . , tk).
At the same time, Proposition 2.4 with (m1, . . . ,mk) instead of m and (t1, . . . , tk)
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instead of t gives the equality
D
(m1,...,mk)
(r,s) (t1, . . . , tk) +
eidrmketk
eitk − 1D
◦,(m1,...,mk)
k,(r,s) (t1, . . . , tk)
= e
itk
eitk − 1D
],(m1,...,mk)
k,(r,s) (t1, . . . , tk) + F
],(m1,...,mk)
k,(r,s) (t1, . . . , tk).
(2.9)
For the functions corresponding to the symbols S ∈ {D,G,H, F}, we have the as-
cending recursion relation
S
(m1,...,mi)
k,(r,s) (t1, . . . , ti) =
bsmic∑
γi=drmie
eiγitiS(m1,...,mi−1)k,((γi/mi),s) (t1, . . . , ti−1), k + 2 6 i 6 d. (2.10)
Below, we will show that (2.8) is satisfied with (m1, . . . ,mk+1) instead of m and
(t1, . . . , tk+1) instead of t, i.e.
D
(m1,...,mk+1)
(r,s) (t1, . . . ,tk+1) = G
(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1)
+H(m1,...,mk+1)k,(r,s) (t1, . . . , tk+1) + F
(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1).
(2.11)
If (2.11) is shown, then by using induction arguments and the relation (2.10) for
S ∈ {D,G,H, F} we obtain (2.8) with (m1, . . . ,mi) in place of m, and (t1, . . . , ti) in
place of t for i ∈ {k + 2, k + 3, . . . , d}. In particular, for i = d we have formula (2.8).
Thus, it remains to show (2.11). By the definitions of G(m)k,(r,s)(t) and F
(m)
k,(r,s)(t)
with (m1, . . . ,mk+1) instead of m and (t1, . . . , tk+1) instead of t, we have
G
(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1) =
D
],(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1)−D[,(m1,...,mk+1)k,(r,s) (t1, . . . , tk+1)
eitk − 1
and
F
(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1) = F
],(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1)− F [,(m1,...,mk)k,(r,s) (t1, . . . , tk+1).
Therefore, (2.11) is equivalent to
D
(m1,...,mk+1)
(r,s) (t1, . . . , tk+1) +
1
eitk − 1D
[,(m1,...,mk+1)
k,(r,s) (. . .) + F
[,(m1,...,mk+1)
k,(r,s) (. . .) (2.12)
= e
itk
eitk − 1D
],(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1) + F
],(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1).
Now, we observe that for S ∈ {D,D], F ]} the equation in (2.10) is satisfied also for
i = k + 1. Hence, (2.9) implies that (2.12) and, therefore, (2.11) is equivalent to
1
eitk − 1
bsmk+1c∑
γk+1=drmk+1e
eiγk+1tk+1eidγk+1mk/mk+1etkD◦,(m1,...,mk)k,(γk+1/mk+1,s)(t1, . . . , tk)
= 1eitk − 1D
[,(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1) + F
[,(m1,...,mk+1)
k,(r,s) (t1, . . . , tk+1).
(2.13)
But (2.13) easily follows from
eiγk+1tk+1eidγk+1mk/mk+1etk = eiγk+1(tk+1+tkmk/mk+1)eidγk+1mk/mk+1e tk . (2.14)
Thus, we get (2.12) and therefore (2.11).
Finally, we consider the case k = 1. Equation (2.14) yields
D
(m1,m2)
(r,s) = G
(m1,m2)
1,(r,s) + F
(m1,m2)
1,(r,s) = G
(m1,m2)
1,(r,s) +H
(m1,m2)
1,(r,s) + F
(m1,m2)
1,(r,s) .
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Thus, induction arguments and the relation (2.10) for S ∈ {D,G,H, F} yield that
for i ∈ {3, 4, . . . , d} we have (2.8) with (m1, . . . ,mi) in place of m, and (t1, . . . , ti) in
place of t. In particular, for i = d we have the assertion (2.8). 
Proposition 2.6 Let r, s ∈ R, r < s, be fixed. Then, for all m ∈ [1,∞)d and all
k ∈ {1, . . . , d} we have
‖G(m)k,(r,s)‖L1([−pi,pi)d) . ln(mk + 1)‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1).
Proof. By using the inequality
1
|eit − 1| .
1
|t| , t ∈ [−pi, pi) \ {0}, (2.15)
it is easy to see that for all m1,md ∈ [1,∞) we have∫
[−pi,pi)
∣∣∣∣∣ei(brm1c+1)t1 − 1eit1 − 1
∣∣∣∣∣ dt1 . ln(m1 + 1) (2.16)
and ∫
[−pi,pi)
∣∣∣∣∣eidrmdetd − 1eitd − 1
∣∣∣∣∣ dtd . ln(md + 1). (2.17)
Let k ∈ {2, . . . , d}. Denoting
Ak(mk) =
{
t ∈ [−pi, pi)d
∣∣∣ |tk| 6 1
mk + 1
}
, Bk(mk) = [−pi, pi)d \Ak(mk), (2.18)
we have∫
[−pi,pi)d
∣∣∣∣∣∣
∆],(m)k,(r,s)(t)
eitk − 1
∣∣∣∣∣∣ dt =
∫
Ak(mk)
∣∣∣∣∣∣
∆],(m)k,(r,s)(t)
eitk − 1
∣∣∣∣∣∣ dt+
∫
Bk(mk)
∣∣∣∣∣∣
∆],(m)k,(r,s)(t)
eitk − 1
∣∣∣∣∣∣ dt = I+J. (2.19)
By using (2.3) and (2.15), for all m ∈ [1,∞)d, we obtain
J 6
∫
Bk(mk)
|D],(m)k,(r,s)(t)|+ |D◦,(m)k,(r,s)(t)|
|eitk − 1| dt .
∫
Bk(mk)
1
|tk| |D
◦,(m)
k,(r,s)(t)|dt
. ln(mk + 1)‖D(m1,...,mk−1,mk+1,...,mk)(r,s) ‖L1([−pi,pi)d−1) (2.20)
and
I .
∫
Ak(mk)
1
|tk|
∣∣∣∆],(m)k,(r,s)(t)∣∣∣ dt. (2.21)
In the following, we will use the next two well-known statements:
For all continuously differentiable 2pi-periodic g : R→ R and δ ∈ R (see [13, p. 46]):
‖g( ·+ δ)− g‖L1([−pi,pi)) 6 |δ|‖g′‖L1([−pi,pi)). (2.22)
For all trigonometric polynomials τn of degree at most n, one has (see [13, p. 102]):
‖τ ′n‖L1([−pi,pi)) 6 n‖τn‖L1([−pi,pi)). (2.23)
Denoting D◦(r,s) = D
(m1,...,mk−1,mk+1,...,mk)
(r,s) and δ = tkmk/mk−1, we can write
∆],(m)k,(r,s)(t) = D◦(r,s)(t1, . . . , tk−2, tk−1 + δ, tk+1, . . . , td)−D◦(r,s)(t1, . . . , , tk−1, tk+1, . . . , td).
Since the degree of the trigonometric polynomial D◦(r,s)(t1, . . . , tk−1, tk+1, . . . , td) in the
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variable tk−1 is at most bsmk−1c, using (2.22) and (2.23), we obtain∫
[−pi,pi)
|∆],(m)k,(r,s)(t)| dtk−1 6 |tk|
mk
mk−1
smk−1
∫
[−pi,pi)
∣∣∣D◦(r,s)(t1, . . . , tk−1, tk+1, . . . , tk)∣∣∣ dtk−1.
Thus, since (2.21), we have for all m ∈ [1,∞)d that
I . mk
∫ 1/(mk+1)
−1/(mk+1)
dtk ‖D◦(r,s)‖L1([−pi,pi)d−1) . ‖D(m1,...,mk−1,mk+1,...,mk)(r,s) ‖L1([−pi,pi)d−1).
Combining this with (2.20), (2.19) yields: For m ∈ [1,∞)d, k ∈ {2, . . . , d}, we have
∫
[−pi,pi)d
∣∣∣∣∣∣
∆],(m)k,(r,s)(t)
eitk − 1
∣∣∣∣∣∣ dt . ln(mk + 1)‖D(m1,...,mk−1,mk+1,...,mk)(r,s) ‖L1([−pi,pi)d−1). (2.24)
In analogy to (2.24), we derive that for allm ∈ [1,∞)d and all k ∈ {1, . . . , d− 1}
∫
[−pi,pi)d
∣∣∣∣∣∣
∆[,(m)k,(r,s)(t)
eitk − 1
∣∣∣∣∣∣ dt . ln(mk + 1)‖D(m1,...,mk−1,mk+1,...,mk)(r,s) ‖L1([−pi,pi)d−1). (2.25)
Finally, having in mind the definition of G(m)k,(r,s), we finish the proof by combining the
inequalities (2.24), (2.25), (2.16), and (2.17). 
Proposition 2.7 Let r, s ∈ R, r < s, be fixed. Then,
a) for all m ∈ Nd and all k ∈ {2, . . . , d}, we have
‖F ],(m)k,(r,s)‖L1([−pi,pi)d) . ln (mk−1 + 1) ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1), (2.26)
b) for all m ∈ Nd and all k ∈ {1, . . . , d− 1}, we have
‖F [,(m)k,(r,s)‖L1([−pi,pi)d) . ln (mk+1 + 1) ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1). (2.27)
Proof. Let k ∈ {2, . . . , d}. We will show (2.26) for all m ∈ Nd. Denote
Q
(m)
k,ν (t1, . . . , tk−1, tk+1, . . . , td)
=
∑◦k ei(γ1t1+...+γk−1tk−1+γk+1tk+1+...+γdtd)bγk−1mk/mk−1c ν , (2.28)
where ∑◦k is given by (2.4). Using the equality
1
tk
(
e−ibγk−1mk/mk−1c tk − 1
)
=
∞∑
ν=1
1
ν! (−i)
νbγk−1mk/mk−1c νtν−1k ,
and (2.15), we obtain that for all m ∈ Nd and all t ∈ [−pi, pi)d∣∣∣F ],(m)k,(r,s)(t)∣∣∣ . ∞∑
ν=1
piν−1
ν!
∣∣∣Q(m)k,ν (t1, . . . , tk−2, tk−1 + tkmk/mk−1, tk+1, . . . , td)∣∣∣ .
We conclude that for all m ∈ Nd the following inequality holds
‖F ],(m)k,(r,s)‖L1([−pi,pi)d) .
∞∑
ν=1
piν
ν! ‖Q
(m)
k,ν ‖L1([−pi,pi)d−1).
Thus, to prove (2.26) it is sufficient to verify that for all ν > 1 and all m ∈ Nd
‖Q(m)k,ν ‖L1([−pi,pi)d−1) . ln(mk−1ν + 1)‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1). (2.29)
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For this we will use the 1-periodic function hν,m, m > 1, determined by
hν,m(t) =
{
tν if 0 6 t 6 1−m−1,
m (1−m−1)ν (1− t) if 1−m−1 6 t < 1. (2.30)
Let us abbreviate m = mk−1. Since γk−1, m, and mk are integers, we have that
0 6 bγk−1mk/mc 6 1−m−1. Thus, taking into account that by 1-periodicity of hν,m
we have hν,m(t) = hν,m(b tc), t ∈ R, we derive
hν,m(γk−1mk/m) = bγk−1mk/mc ν . (2.31)
Next, by the Fourier inversion theorem, it holds
hν,m(t) =
∑
µ∈Z
ĥν,m(µ)e2piiµt in L1([0, 1)), (2.32)
where
ĥν,m(ν) =
∫
[0,1)
hν,m(t)e−2piiνtdt.
Combining (2.28), (2.32), (2.31), we get that Q(m)k,ν (t1, . . . , tk−1, tk+1, . . . , td) equals∑◦k ei(γ1t1+...+γk−1tk−1+γk+1tk+1+γdtd) ∑
µ∈Z
ĥν,m(µ)e2piiµγk−1mk/m
=
∑
µ∈Z
ĥν,m(µ)D(m1,...,mk−1,mk+1,...,md)(r,s) (t1, . . . , tk−2, tk−1 + 2piµmk/m, tk+1, . . . , td)
in L1([−pi, pi)d−1). Hence, we have for all m ∈ Nd that
‖Q(m)k,ν ‖L1([−pi,pi)d−1) . ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1)
∑
µ∈Z
∣∣∣ĥν,m(µ)∣∣∣ . (2.33)
In [30] (see also [2]), it is shown that for all ν,m > 1, we have∑
µ∈Z
∣∣∣ĥν,m(µ)∣∣∣ . ln(mν + 1). (2.34)
Combining this inequality and (2.33), we get (2.29) and, therefore, we have (2.26).
By analogy, we can prove (2.27). 
Proof of Theorem 2.2. Inequality (2.1) is well-known for d = 1, since
L
(
Ξ(r,s)
)
= ‖D(m)(r,s)‖L1([−pi,pi)d). (2.35)
Let d > 2. For all k ∈ {1, . . . , d}, we get by Proposition 2.5 that
‖D(m)(r,s)‖L1([−pi,pi)d) 6‖G(m)k,(r,s)‖L1([−pi,pi)d) + ‖H(m)k,(r,s)‖L1([−pi,pi)d)
+ ‖F (m)k,(r,s)‖L1([−pi,pi)d).
(2.36)
Clearly, for all m ∈ Nd and all k ∈ {1, . . . , d}, we have
‖H(m)k,(r,s)‖L1([−pi,pi)d) 6 ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1) (2.37)
and, by Proposition 2.6, for all m ∈ Nd and all k ∈ {1, . . . , d} we have
‖G(m)k,(r,s)‖L1([−pi,pi)d) . ln (mk + 1) ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1). (2.38)
Thus, we need to estimate only ‖F (m)k,(r,s)‖L1([−pi,pi)d). This is done with a particular
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choice of the index k. Let k = k(m) be such that mi 6 mk for all i ∈ {1, . . . , d}. We
consider the following three cases:
(i) If k = k(m) ∈ {2, . . . , d− 1}, we have
‖F (m)k,(r,s)‖L1([−pi,pi)d) 6 ‖F ],(m)k,(r,s)‖L1([−pi,pi)d) + ‖F [,(m)k,(r,s)‖L1([−pi,pi)d)
and
ln (mk−1 + 1) + ln (mk+1 + 1) 6 2 ln (mk + 1) .
(ii) If k = k(m) = 1, we have
‖F (m)k,(r,s)‖L1([−pi,pi)d) = ‖F [,(m)k,(r,s)‖L1([−pi,pi)d) and ln (mk+1 + 1) 6 ln (mk + 1) .
(iii) If k = k(m) = d, we have
‖F (m)k,(r,s)‖L1([−pi,pi)d) = ‖F ],(m)k,(r,s)‖L1([−pi,pi)d) and ln (mk−1 + 1) 6 ln (mk + 1) .
Therefore, by Proposition 2.7, we get that for all m ∈ Nd and k = k(m) we have
‖F (m)k,(r,s)‖L1([−pi,pi)d) . ln (mk + 1) ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1). (2.39)
Combining (2.36), (2.37), (2.38), and (2.39), we get that for allm ∈ Nd and k = k(m)
‖D(m)(r,s)‖L1([−pi,pi)d) . ln (mk + 1) ‖D(m1,...,mk−1,mk+1,...,md)(r,s) ‖L1([−pi,pi)d−1).
Because of (2.35), we get the assertion (2.1) by a simple induction argument. 
2.2 Proof of Theorem 2.1
Let r, s ∈ R, s > r > 0, m = (m1, . . . ,md) ∈ (0,∞)d, d ∈ N. Let Sd be the set of all
permutations of {1, . . . , d}, i.e. the set of bijections from {1, . . . , d} onto {1, . . . , d}.
For σ ∈ Sd and (/0, . . . , /d) ∈ {6, <,=}d+1, let
Ξ(m)(r,s),σ,(/0,...,/d) =
{
γ ∈ Zd
∣∣∣∣∣ r /d γσ(d)mσ(d) /d−1 · · · /1 γσ(1)mσ(1) /0 s
}
. (2.40)
Proposition 2.8 Let r, s ∈ R, s > r > 0, be fixed. Then, for m ∈ Nd, σ ∈ Sd, and
(/0, . . . , /d) ∈ {6, <,=}d+1, we have
L
(
Ξ(m)(r,s),σ,(/0,...,/d)
)
.
d∏
i=1
ln(mi + 1). (2.41)
Proof. Note that if (2.41) is proved for the identity permutation σ = id |{1,...,d},
then (2.41) immediately follows for all σ ∈ Sd. Furthermore, we can restrict the
considerations to (/0, . . . , /d) ∈ {6, <}d+1. Thus, the proof follows the lines of the
proof of Theorem 2.2 in an obvious way. 
We will use sets of the form (2.40) as building blocks in order to prove the upper
estimate in Theorem 2.1. Let us formulate a technical auxiliary statement.
Lemma 2.9 Let X(m) be a set of subsets of Rd and m ∈ Nd. For N ∈ N we denote
X
(m)
∩,N =
{
Ξ1 ∩ . . . ∩Ξj
∣∣∣Ξ1, . . . ,Ξj ∈ X(m), j ∈ {1, . . . , N} } , (2.42)
X
(m)
∪,N =
{
Ξ1 ∪ . . . ∪Ξj
∣∣∣Ξ1, . . . ,Ξj ∈ X(m), j ∈ {1, . . . , N} } .
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Assume that N ∈ N is fixed and that for m ∈ Nd and all Ξ ∈ X(m)∩,N we have
L(Ξ) .
d∏
i=1
ln(mi + 1). (2.43)
Then, for the fixed N ∈ N, the estimate (2.43) holds also for all Ξ ∈ X(m)∪,N .
Proof. The well-known inclusion–exclusion principle yields
L
(
Ξ1 ∪ . . . ∪Ξj
)
6
j∑
k=1
( ∑
16l1<···<lk6j
L
(
Ξl1 ∩ · · · ∩Ξlk
))
.
Since N is fixed, we conclude the assertion. 
For m ∈ Nd, we consider the sets
Γ(m)0 =
{
γ ∈ Nd0 | ∀ i : 2γi 6 mi
}
, Γ(m)1 =
{
γ ∈ Nd0 | ∀ i : 2γi < mi
}
,
and we use the notation
K(m)[γ] = { i ∈ {1, . . . , d} | γi/mi = max(m)[γ] } (2.44)
with max(m)[γ] = max{γi/mi | i ∈ {1, . . . , d}}, and for ∅ 6= K ⊆ {1, . . . , d}, we denote
Γ(m),K1 =
{
γ ∈ Γ(m)1
∣∣∣K(m)[γ] = K} .
Proposition 2.10 Let d > 2 and ∅ 6= K = {k1, . . . , kh} $ {1, . . . , d}, k1 < . . . < kh.
Then Γ(m),K1 is equal to⋃
σ∈Sd,K
{
γ ∈ Nd0
∣∣∣∣∣ 0 6 γσ(d)mσ(d) 6 . . . 6 γσ(h+1)mσ(h) < γσ(h)mσ(h) = . . . = γσ(1)mσ(1) < 12
}
, (2.45)
where Sd,K = {σ ∈ Sd |σ(1) = k1, . . . , σ(h) = kh }.
Proof. By the definition, we have
Γ(m),K1 =
{
γ ∈ Nd0
∣∣∣∣∣ ∀ j /∈ K : 0 6 γjmj < γkhmkh = . . . =
γk1
mk1
<
1
2
}
. (2.46)
Since for σ ∈ Sd,K we have σ(1) = k1, . . . , σ(h) = kh and σ(h + 1), . . . , σ(d) /∈ K, we
conclude that (2.45) is a subset of (2.46).
Now, let γ be an element of (2.46). Then, there exist jh+1, . . . , jd such that
{ jh+1, . . . , jd} = {1, . . . , d} \ K and γjd
mjd
6 . . . 6 γjh+1
mjh+1
.
We set σ(1) = k1, . . . , σ(h) = kh and σ(h + 1) = jh+1, . . . , σ(d) = jd. Then, σ ∈ Sd,K
and γ is an element of the corresponding set in the union (2.45). 
Corollary 2.11 Let ∅ 6= K ⊆ {1, . . . , d}. Then, for all m ∈ Nd, we have
L
(
Γ(m),K1
)
.
d∏
i=1
ln(mi + 1). (2.47)
Proof. For K = {1, . . . , d}, we have
Γ(m),{1,...,d}1 =
{
γ ∈ Nd0
∣∣∣∣ 0 6 γdmd = . . . = γ1m1 < 12
}
= Ξ(m)(0,1/2),id,(6,=,...,=,<).
Thus, Proposition 2.8 implies (2.47).
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Let us now consider the case d > 2 with a non-empty set ∅ 6= K $ {1, . . . , d}. Let
h ∈ {1, . . . , d} be the same as in Proposition 2.10. Let /0, /h be the relation <. If
h > 2, let further (/1, . . . , /h−1) = (=, . . . ,=) and (/h+1, . . . , /d) = (6, . . . ,6). With
this notation Proposition 2.10 implies that
Γ(m),K1 =
⋃
σ∈Sd,K
Ξ(m)(0,1/2),σ,(/0,...,/d). (2.48)
Let X(m) =
{
Ξ(m)(0,1/2),σ,(/0,...,/d) |σ ∈ Sd,K
}
and N = (d− h)!. Then, (2.42) equals
X
(m)
∩,N =
{
Ξ(m)(0,1/2),σ,(/′0,...,/′d) |σ ∈ Sd,K , /
′
j ∈ {6,=} if h+ 1 6 j 6 d− 1, /′j = /j else
}
.
Since Proposition 2.8 implies (2.43) for all sets in X(m)∩,N , Lemma 2.9 yields (2.43) for
all sets in X(m)∪,N . Now, taking into account that by (2.48) we have Γ
(m),K
1 ∈ X(m)∪,N , we
obtain the assertion (2.47). 
For k ∈ {1, . . . , d}, we define
s
(m)
k (γ) = (γ1, . . . , γk−1,mk − γk, γk+1, . . . , γd) . (2.49)
Proposition 2.12 For m ∈ Nd, we have
Γ(m) = Γ(m)0 ∪
⋃
∅6=K⊆{1,...,d}
⋃
k∈K
s
(m)
k
(
Γ(m),K1
)
(2.50)
and, furthermore, the right hand side of (2.50) is a union of pairwise disjoint sets.
Proof. Let γ ∈ Γ(m). We will show that γ belongs to the right hand side of (2.50).
Since this is clear if γ ∈ Γ(m)0 , we assume that γ /∈ Γ(m)0 . Since γ /∈ Γ(m)0 , there exists
k such that γk/mk > 1/2. Therefore, by the definition of Γ(m), we have
∀ i ∈ {1, . . . , d} \ {k} : γi/mi < 1/2. (2.51)
Let γ ′ = s(m)k (γ). Since γk/mk > 1/2, we have γ′k/mk < 1/2. Thus, since for i 6= k we
have γ′i = γi, we get from (2.51) that γ ′ ∈ Γ(m)1 . By the definition of Γ(m), we have
∀ i ∈ {1, . . . , d} \ {k} : γ′i/mi − γ′k/mk = γi/mi + γk/mk − 1 6 1− 1 = 0.
Thus, by the definition in (2.44), we have k ∈ K(m)[γ ′]. Obviously γ ′ = s(m)k (γ)
implies γ = s(m)k (γ ′). Thus, we have γ ∈ s(m)k
(
Γ(m),K1
)
with K = K(m)[γ ′] and k ∈ K.
Now, let γ belong to the right hand side of (2.50). We will show that γ ∈ Γ(m).
This is clear if γ ∈ Γ(m)0 . Suppose γ ∈ s(m)k
(
Γ(m),K1
)
with K ⊆ {1, . . . , d} and k ∈ K.
There is γ ′ ∈ Γ(m),K1 with γ = s(m)k (γ ′) and, by the definition of Γ(m),K1 , we have
K = K(m)[γ ′]. Since k ∈ K = K(m)[γ ′], we have γ′i/mi 6 γ′k/mk, i ∈ {1, . . . , d}, thus
∀ i ∈ {1, . . . , d} \ {k} : γi/mi + γk/mk = γ′i/mi − γ′k/mk + 1 6 1. (2.52)
Since for j 6= k we have γj = γ′j , and since γ ′ ∈ Γ(m)1 , we have (2.51), and therefore
∀ i, j ∈ {1, . . . , d} \ {k} : γi/mi + γj/mj < 1. (2.53)
Combining (2.52) and (2.53) yields γ ∈ Γ(m).
Finally, to complete the proof, we show that the right hand side of (2.50) is the
union of pairwise disjoint sets. Let γ ∈ s(m)k
(
Γ(m),K1
)
and k ∈ K. Then, γk > mk/2
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and therefore γ /∈ Γ(m)0 . Let furthermore γ ∈ s(m)k′
(
Γ(m),K
′
1
)
. Then, γk′ > mk′/2.
Therefore, since γ ∈ Γ(m), we have k′ = k, for otherwise 1 < γk/mk + γk′/mk′ 6 1.
We have γ = s(m)k (γ ′) for some γ ′ that is uniquely determined by γ ′ = s
(m)
k (γ).
Therefore, γ ′ ∈ Γ(m),K1 and γ ′ ∈ Γ(m),K
′
1 , and we conclude K′ = K(m)[γ ′] = K. 
Corollary 2.13 For all m ∈ Nd, we have
L
(
Γ(m)
)
.
d∏
i=1
ln(mi + 1).
Proof. By Proposition 2.12, the right hand side of (2.50) is a union of pairwise
disjoint sets. Therefore, (2.50) implies
L
(
Γ(m)
)
6 L
(
Γ(m)0
)
+ ∑
∅6=K⊆{1,...,d}
∑
k∈K
L
(
s
(m)
k
(
Γ(m),K1
))
. (2.54)
Clearly
L
(
s
(m)
k
(
Γ(m),K1
))
= L
(
Γ(m),K1
)
(2.55)
and the cross product structure of Γ(m)0 implies
L
(
Γ(m)0
)
.
d∏
i=1
ln(mi + 1). (2.56)
Combining (2.54), (2.55), Corollary 2.11, and (2.56) yields the assertion. 
Corollary 2.14 For all m ∈ Nd, we have
L
(
Γ(m),∗
)
.
d∏
i=1
ln(mi + 1).
Proof. For u ∈ {−1, 1}d, we denote Γ(m)u =
{
(u1γ1, . . . , udγd)
∣∣∣γ ∈ Γ(m)}. Consider
X(m) =
{
Γ(m)u |u ∈ {−1, 1}d
}
and N = 2d. Then, it is clear that
Γ(m),∗ =
⋃
u∈{−1,1}d
Γ(m)u ∈ X(m)∪,N . (2.57)
Let u(1), . . . ,u(j) ∈ {−1, 1}d, and M = { i ∈ {1, . . . , d} |u(1)i = u(2)i = . . . = u(j)i }.
We have
j⋂
l=1
Γ(m)u(l) =
{
γ ∈ Γ(m)u(1) | γi = 0 for all i /∈ M
}
. If ∅ 6= M = {i1, . . . , ih},
i1 < . . . < ih, (m′1, . . . ,m′h) = (mi1 , . . . ,mih), (u′1, . . . , u′h) = (u
(1)
i1 , . . . , u
(1)
ih ), then
L
 j⋂
l=1
Γ(m)u(l)
 = L(Γ(m′1,...,m′h)(u′1,...,u′h)
)
= L
(
Γ(m
′
1,...,m
′
h)
)
. (2.58)
At the same time, if M = ∅, then the left hand side in (2.58) is L({0}) = 1.
Note that
h∏
l=1
ln(m′l + 1) 6
d∏
i=1
ln(mi + 1) for M 6= ∅. Thus, using Corollary 2.13
we conclude that for all m ∈ Nd we have
L
 j⋂
l=1
Γ(m)u(l)
 . d∏
i=1
ln(mi + 1). (2.59)
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Now, (2.59) implies that the assumption (2.43) is satisfied and, therefore, taking into
account (2.57) and Lemma 2.9 we get the assertion. 
Lemma 2.15 For z > 0 and a ∈ (0, 1], we have
max{ln(az), 1} > max{a ln z, 1} > amax{ln z, 1} > a ln z. (2.60)
Proof. The assertion is trivial for a = 1. Let a ∈ (0, 1). The function h : (0, 1]→ R,
h(u) = u(1− ln u), u ∈ (0, 1], is increasing, thus a(1− ln a) < h(1) = 1.
We conclude ln a > (a − 1)(1 − ln a), i.e. ln a > (a − 1) ln(e/a). Thus, since
a−1 < 0, for z > e/a we have ln a > (a−1) ln z, i.e. ln(az) > a ln z. For 0 < z < e/a,
we conclude a ln z < a ln(e/a) = a(1− ln a) < 1. We have shown: if ln(az) > 1, then
we have ln(az) > a ln z, and if ln(az) < 1, then we have also a ln z < 1. 
Proposition 2.16 There are αd, βd > 0 such that for all m ∈ Nd, we have
L
(
Γ(m)
)
> αd
d∏
i=1
ln(mi + 1), L
(
Γ(m),∗
)
> βd
d∏
i=1
ln(mi + 1). (2.61)
Proof. We use the following Hardy-Littlewood inequality, see [32, p. 286]:
1
2
∫
[−pi,pi)
∣∣∣∣∣ N∑γ=0 cγeiγt
∣∣∣∣∣ dt > N∑γ=0 |cγ|γ + 1 , N ∈ N0, c0, . . . , cN ∈ C. (2.62)
By the induction argument from [24, p. 69], we get for N1, . . . , Nd ∈ N0, cγ ∈ Cd:
1
2d
∫
[−pi,pi)d
∣∣∣∣∣ N1∑γ1=0 · · ·
Nd∑
γd=0
cγ ei(γ,t)
∣∣∣∣∣ dt > N1∑γ1=0 · · ·
Nd∑
γd=0
|cγ |
(γ1 + 1) · . . . · (γd + 1) . (2.63)
Using an appropriate shifting and orthogonality, we obtain
L(Γ) > 1
pid
for all finite ∅ 6= Γ ⊂ Zd. (2.64)
By (2.63), we get for L
(
Γ(m)
)
the lower bounds
1
pid
∑
γ∈Γ(m)
1
(γ1 + 1) · . . . · (γd + 1) >
1
pid
bm1/2c∑
γ1=0
· · ·
bmd/2c∑
γd=0
1
(γ1 + 1) · . . . · (γd + 1) .
Since
bxc∑
γ=0
1
γ + 1 > max{ln(x+ 1), 1}, x > 0, (2.65)
we have
L
(
Γ(m)
)
> 1
pid
d∏
i=1
max{ln (mi/2 + 1) , 1} > 1
pid
d∏
i=1
max{ln ((mi + 1)/2) , 1},
and now Lemma 2.15 implies the first inequality in (2.61) with αd = (2pi)−d.
Since L({γ ∈ Z | |γ| 6 x}) = L({γ ∈ Z | 0 6 γ 6 2bxc}), x > 0, the Hardy-Littlewood
inequality (2.62) and (2.65) imply
L({γ ∈ Z | |γ| 6 x}) > 1
pi
2bxc∑
γ=0
1
γ + 1 >
1
pi
max(ln(x+ 1), 1), x > 0. (2.66)
Thus, for d = 1, (2.66) yields the second inequality in (2.61) with β1 = pi−1. Let
us prove this inequality for d > 2. We adapt the decomposition approach from [31].
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For j ∈ {1, . . . , d}, we denote
Γ(m),∗j,(γ) =
{
(γ1, . . . , γj−1, γj+1, . . . , γd) | (γ1, . . . , γj−1, γ, γj+1, . . . , γd) ∈ Γ(m),∗
}
,
a
(m)
j,(γ)(t1, . . . , tj−1, tj+1, . . . , td) =
∑
(γ1,...,γj−1,γj+1,...,γd)∈Γ(m),∗j,(γ)
eγ1t1+...+γj−1tj−1+γj+1tj+1+...+γdtd .
Using the following equality
∑
γ∈Γ(m),∗
ei(γ,t) = e−imjtj
2mj∑
γ=0
eiγtja(m)j,(γ−mj)(t1, . . . , tj−1, tj+1, . . . , td)
and (2.62), we get
1
2
∫
[−pi,pi)
∣∣∣∣∣∣ ∑
γ∈Γ(m),∗
ei(γ,t)
∣∣∣∣∣∣ dtj >
2mj∑
γ=0
1
γ + 1 |a
(m)
j,(γ−mj)(t1, . . . , tj−1, tj+1, . . . , td)|
and, therefore, we derive
L
(
Γ(m),∗
)
> 1
pi
bmj/2c∑
γ=0
1
γ + 1 L
(
Γ(m),∗j,(mj−γ)
)
. (2.67)
Denote K = { i ∈ {1, . . . , d} | ln((mi + 1)/(4ed)) > 1}. Having in mind (2.64), we can
assume without restriction K 6= ∅, since we can ensure βd ∈ (0, pi−d].
Let j ∈ K. For all γ ∈ {0, . . . , bmj/2c}, we have the cross product structure
Γ(m),∗j,(mj−γ) =
{
(γ1, . . . , γj−1, γj+1, . . . , γd)
∣∣∣∣∣ ∀ i ∈ {1, . . . , d} \ { j} : |γi| 6 mimjγ
}
.
Thus, for all γ ∈ {0, . . . , bmj/2c} the inequality (2.66) implies
L
(
Γ(m),∗j,(mj−γ)
)
> 1
pid−1
∏
i∈K\{j}
ln
(
mi
mj
γ + 1
)
. (2.68)
Note that the product over the empty set K \ {j} = ∅ is considered as 1. In this case,
by (2.64), the inequality (2.68) is satisfied. Now, (2.67) yields
L
(
Γ(m),∗
)
> 1
pid
bmj/2c∑
γ=1
1
γ + 1
∏
i∈K\{j}
ln
(
1
2
mi
mj
(2γ) + 1
)
.
For γ > 1, we have 2γ > γ + 1. Further, we have 4 6 2mj. We conclude
pid L
(
Γ(m),∗
)
+ ∏
i∈K\{j}
ln
(
mi
4 + 1
)
> 1
pid
bmj/2c∑
γ=0
1
γ + 1
∏
i∈K\{j}
ln
(
1
2
mi
mj
(γ + 1) + 1
)
>
∫ mj/2
0
1
v + 1
∏
i∈K\{j}
ln
(
1
2
mi
mj
v + 1
)
dv. (2.69)
Next, for r > 0, we derive
∑
j∈K
∫ rmj
0
1
v + 1
∏
i∈K\{j}
ln
(
1
2
mi
mj
v + 1
)
dv = ∑
j∈K
∫ r/2
0
mj
mjτ + 12
∏
i∈K\{j}
ln (miτ + 1) dτ
>
∫ r/2
0
∑
j∈K
mj
mjτ + 1
∏
i∈K\{j}
ln (miτ + 1) dτ =
∏
i∈K
ln
(1
2rmi + 1
)
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and, therefore, there exists k ∈ K such that∫ rmk
0
1
v + 1
∏
i∈K\{k}
ln
(1
2
mi
mk
v + 1
)
dv > 1|K|
∏
i∈K
ln
(1
2rmi + 1
)
. (2.70)
Using (2.70) with r = 1/2 and (2.69) with j = k and taking into account the definition
of K, we obtain
pid L
(
Γ(m),∗
)
> 1d
(
ln
( 1
4mk + 1
)
− ln
(
ed
)) ∏
i∈K\{k}
ln
( 1
4mi + 1
)
(2.71)
> 1d
∏
i∈K
ln((mi + 1)/(4ed)) =
1
d
d∏
i=1
max{ln((mi + 1)/(4ed)), 1}.
Now, Lemma 2.15 implies the assertion with βd = d−1pi−d(4ed)−d ∈ (0, pi−d]. 
Proof of Theorem 2.1. The statement follows immediately by combining Corol-
lary 2.13, Corollary 2.14, and Proposition 2.16. 
2.3 Proof of Theorem 2.3
Let d > 2, m ∈ (0,∞)d, and r > 0. Denote D(m)Σ,r (t) =
∑
γ∈Σ(m)r
ei(γ,t) and
λ(m1,...,mj)r (γ1, . . . , γj−1) = mj
(
r −
j−1∑
i=1
γi
mi
)
, j = 2, . . . , d.
It is easy to see that
D
(m)
Σ,r (t) =
brm1c∑
γ1=0
eiγ1t1
bλ(m1,m2)r (γ1)c∑
γ2=0
eiγ2t2 · · ·
bλ(m1,...,md)r (γ1,...,γd−1)c∑
γd=0
eiγdtd .
In what follows, we will need several auxiliary functions given by
F
(m)
Σ,r (t) =
brm1c∑
γ1=0
eiγ1(t1−mdtd/m1)
bλ(m1,m2)r (γ1)c∑
γ2=0
eiγ2(t2−mdtd/m2) · · ·
· · ·
bλ(m1,...,md−1)r (γ1,...,γd−2)c∑
γd−1=0
eiγd−1(td−1−mdtd/md−1)f (m)Σ,r (γ1, . . . , γd−1, td),
(2.72)
f
(m)
Σ,r (γ1, . . . , γd−1, td) = ei(rmd+1)td
e−ibλ
(m1,...,md)
r (γ1,...,γd−1)c td − 1
eitd − 1 , (2.73)
and
D
◦,(m)
Σ,d,r (t) = D
(m1,...,md−1)
Σ,r (t1, . . . , td−1),
D
(m)
Σ,d,r(t) = D
(m)
Σ,r (t1 −mdtd/m1, . . . , td−1 −mdtd/md−1),
G
(m)
Σ,r (t) =
1
eitd − 1
(
ei(rmd+1)tdD(m)Σ,d,r(t)−D◦,(m)Σ,d,r (t)
)
. (2.74)
Proposition 2.17 We have D(m)Σ,r (t) = G
(m)
Σ,r (t) + F
(m)
Σ,r (t).
Proof. We have for i ∈ {1, . . . , d− 2} the recursive relation
S
(mi,...,md)
Σ,r (ti, . . . , td) =
brmic∑
γi=0
eiγitiS(mi+1,...,md)Σ,(r−γi/mi) (ti+1, . . . , td), (2.75)
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where S ∈ {D,F}. Note that
G
(md−1,md)
Σ,r (td−1, td) =
1
eitd − 1
(
ei(rmd+1)tdD(md−1)Σ,r (td−1 −mdtd/md−1)−D(md−1)Σ,r (td−1)
)
,
F
(md−1,md)
Σ,r (td−1, td) =
ei(md+1)td
eitd − 1
brmd−1c∑
γd−1=0
eiγd−1(td−1−mdtd/md−1)
(
e−ibmd(r−γd−1/md−1)c td − 1
)
.
Thus, from (2.75) for S = D, we immediately get the same recursive relation (2.75)
for the function corresponding to the symbol S = G.
Next, using the equality
eiγd−1td−1ei(bmd(r−γd−1/md−1)c+1)td = ei(rmd+1)tdeiγd−1(td−1−mdtd/md−1)e−ibmd(r−γd−1/md−1)c td ,
we conclude that D(md−1,md)Σ,r = G
(md−1,md)
Σ,r + F
(md−1,md)
Σ,r . Thus, applying the relations
(2.75) to S ∈ {D,G, F}, we obtain the assertion. 
Proposition 2.18 Let r ∈ (0,∞). For all m ∈ [1,∞)d, we have
‖G(m)Σ,r ‖L1([−pi,pi)d) . ln(md + 1)‖D(m1,...,md−1)Σ,r ‖L1([−pi,pi)d−1).
Proof. We have
G
(m)
Σ,r (t) =
∆(m)Σ,r (t)
eitd − 1 + L
(md)
r (td)D
(m1,...,md−1)
Σ,r (t1 −mdtd/m1, . . . , td−1 −mdtd/md−1),
where L(m)r (t) =
ei(rm+1)t − 1
eit − 1 and ∆
(m)
Σ,r (t) = D
(m)
Σ,d,r(t)−D◦,(m)Σ,d,r (t).
Moreover, by the telescoping sum decomposition, we derive
∆(m)Σ,r (t) =
d−1∑
i=1
∆(m)Σ,r,i(t), (2.76)
where
∆(m)Σ,r,i(t) =D
(m1,...,md−1)
Σ,r (t1, . . . , ti−1, ti −mdtd/mi, . . . , td−1 −mdtd/md−1)
−D(m1,...,md−1)Σ,r (t1, . . . , ti−1, ti, ti+1 −mdtd/mi+1, . . . , td−1 −mdtd/md−1).
Using (2.76), (2.74), and the sets (2.18), we get∫
[−pi,pi)
|G(m)Σ,r | dt 6
d∑
i=1
Ii + J,
where
Ii =
∫
Ad(md)
|∆(m)Σ,r,i(t)|
|eitd − 1| dt .
∫
Ad(md)
1
|td| |∆
(m)
Σ,r,i(t)| dt,
and
J =
∫
Bd(md)
∣∣∣D(m)Σ,d,r(t)∣∣∣+ ∣∣∣D◦,(m)Σ,d,r (t)∣∣∣
|eitd − 1| dt+
∫
Ad(md)
∣∣∣Lmdr (td)D(m)Σ,d,r(t)∣∣∣ dt.
By (2.15), we easily get J . ln(md + 1)‖D(m1,...,md−1)Σ,r ‖L1([−pi,pi)d−1). Further, we have
Ii . md
∫ 1/(md+1)
−1/(md+1)
dtd ‖D(m1,...,md−1)Σ,r ‖L1([−pi,pi)d−1) . ‖D(m1,...,md−1)Σ,r ‖L1([−pi,pi)d−1). (2.77)
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Indeed, using (2.22) and (2.23), we obtain for i ∈ {1, . . . , d− 1} that∫
[−pi,pi)
|∆(m)Σ,r,i(t)| dti 6 |ti|
md
mi
rmi
∫
[−pi,pi)
∣∣∣D(m1,...,md−1)Σ,r (t1, . . . , td−1)∣∣∣ dti,
and, therefore (2.77). 
Proposition 2.19 Let r = p/q with p, q ∈ N. For all m ∈ Nd, we have
‖F (m)Σ,r ‖L1([−pi,pi)d) . ln (lcm(q,m1, . . . ,md−1) + 1) ‖D(m1,...,md−1)Σ,r ‖L1([−pi,pi)d−1),
where lcm(q,m1, . . . ,md−1) denotes the least common multiple of q,m1, . . . ,md−1.
Proof. The proposition can be proved by repeating the proof of Proposition 2.7.
Thus, let us present the sketch of the proof.
Using (2.72), (2.73), and (2.15), we get as in the proof of Proposition 2.7 that
‖F (m)Σ,r ‖L1([−pi,pi)d) .
∞∑
ν=1
piν
ν! ‖Q
(m)
Σ,ν ‖L1([−pi,pi)d−1),
where
Q
(m)
Σ,ν (t1, . . . , td−1) =
brm1c∑
γ1=0
bλ(γ1)c∑
γ2=0
. . .
bλ(γ1,...,γd−2)c∑
γd−1=0
ei(t1γ1+...+td−1γd−1)bλ(γ1, . . . , γd−1)c ν
and λ(γ1, . . . , γj−1) = λ(m1,...,mj)r (γ1, . . . , γj−1).
Thus, to finish the proof it is sufficient to verify that for all ν > 1 we have
‖Q(m)Σ,ν ‖L1([−pi,pi)d−1) . ln(Mν + 1)‖D(m1,...,md−1)Σ,r ‖L1([−pi,pi)d−1), (2.78)
where M = lcm(q,m1, . . . ,md−1).
Taking into account that 0 6 bλ(γ1, . . . , γd−1)c 6 1−M−1, we get in the same
way as in the proof of Proposition 2.7 that in L1([−pi, pi)d−1)
Q
(m)
Σ,ν (t1, . . . , td−1)
=
brm1c∑
γ1=0
. . .
bλ(γ1,...,γd−2)c∑
γd−1=0
ei(t1γ1+...+td−1γd−1) ∑
µ∈Z
ĥν,M(µ)e2piiµλ(γ1,...,γd−1)
=
∑
µ∈Z
ĥν,M(µ)e2piiµmdD(m1,...,md−1)Σ,r (t1 − 2piµmd/m1, . . . , td−1 − 2piµmd/md−1),
where the function hν,M is given by (2.30). Thus, using (2.34), we get (2.78). 
Proof of Theorem 2.3. The statement of the theorem is well-known for d = 1.
Remark also that the case d = 2 with r = 1 is already considered in Theorem 2.1.
Let us prove the upper estimates for d > 2 in (2.2). Without loss of generality we
can assume that m1 6 . . . 6 md. The upper estimate for L
(
Σ(m)r
)
= ‖D(m)Σ,r ‖L1([−pi,pi)d)
can now be easily obtained by using Proposition 2.17, Proposition 2.18, Proposi-
tion 2.19 and the induction argument. Using this, we can conclude the upper estimate
for L
(
Σ(m),∗r
)
in the same way as in the proof of Corollary 2.14.
Let us consider the lower bounds. As in the proof of Proposition 2.16, we get
L
(
Σ(m)r
)
> 1
pid
brm1/dc∑
γ1=0
· · ·
brmd/dc∑
γd=0
1
(γ1 + 1) · . . . · (γd + 1)
> 1
pid
(min{r/d, 1})d d∏
i=1
ln (mi + 1) .
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To show the lower bounds for the sets Σ(m),∗r , it is sufficient to prove that there
exists κd ∈ (0, pi−d] such that for all r > 0 and all m ∈ Nd, we have
L
(
Σ(m),∗r
)
> κd
d∏
i=1
max {ln (rmi + 1) , 1} , (2.79)
since by Lemma 2.15 we will have L
(
Σ(m),∗r
)
> κd(min{r, 1})d
d∏
i=1
ln (mi + 1).
We use the induction argument. By (2.66), we can choose κ1 = pi−1. Let d > 2.
By analogy with the proof of the second inequality in (2.61), we get
L
(
Σ(m),∗r
)
> 1
pi
brmjc∑
γ=0
1
γ + 1 L
(
Σ(m),∗r, j,(brmjc−γ)
)
, (2.80)
where Σ(m),∗r, j,(γ) =
{
(γ1, . . . , γj−1, γj+1, . . . , γd) | (γ1, . . . , γj−1, γ, γj+1, . . . , γd) ∈ Σ(m),∗r
}
.
Denote K = { i ∈ {1, . . . , d} | ln((rmi + 1)/(4ed)) > 1}. We can assume without
restriction that K 6= ∅, since by (2.64) the number κd can be chosen from (0, pi−d].
Let j ∈ K. For γ ∈ {0, . . . , brmjc}, we have
Σ(m),∗r, j,(brmjc−γ) = Σ
(m1,...,mj−1,mj+1,...,md),∗
r−r/mj+γ/mj .
Thus, since r − r/mj + γ/mj > γ/mj, using the induction argument yields
L
(
Σ(m),∗r, j,(brmjc−γ)
)
> κd−1
d∏
i=1
i6=j
max{ln ((γ/mj)mi + 1) , 1} > κd−1 ∏
i∈K\{j}
ln((γ/mj)mi + 1).
Note again that the product over the empty set K \ {j} = ∅ is considered as 1, and
that in this case by (2.64) the last inequality is satisfied with κd−1 ∈ (0, pi−(d−1)].
We have r > 1/mj. By analogy with (2.69), using (2.80) implies
L
(
Σ(m),∗r
)
+κd−1
pi
∏
i∈K\{j}
ln
(1
2rmi + 1
)
> κd−1
pi
∫ rmj
0
1
v + 1
∏
i∈K\{j}
ln
(
1
2
mi
mj
v + 1
)
dv.
There is k ∈ K satisfying (2.70). Using the first and second inequality in (2.60), by
analogy with (2.71), we get (2.79) for κd = d−1pi−1(4ed)−dκd−1 ∈ (0, pi−d]. 
3 Interpolation on Lissajous-Chebyshev nodes
We first describe the solution of the interpolation problem (1.2) in more detail and
collect some notation from [11].
Let us consider for γ ∈ Nd0 the d-variate Chebyshev polynomials
Tγ(x) = Tγ1(x1) · . . . · Tγd(xd), x ∈ [−1, 1]d,
where Tγ(x) = cos(γ arccosx). The Chebyshev polynomials form an orthogonal basis
of the polynomial space Πd = span{Tγ |γ ∈ Nd0} with respect to the inner product
〈f, g〉wd =
1
pid
∫
[−1,1]d
f(x)g(x)wd(x) dx, wd(x) =
d∏
i=1
1√
1− x2i
.
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The corresponding norms of these basis elements are
‖Tγ‖2wd,2 = 2−e(γ), where e(γ) = #{ i ∈ {1, . . . , d} | γi 6= 0 }.
We define
Nd = {n = (n1, . . . , nd) ∈ Nd |n1, . . . , nd are pairwise relatively prime }.
In the following, let n ∈ Nd,  ∈ {1, 2}, and κ ∈ Zd. For the index set Γ(n)κ from the
introduction, we define the polynomial vector space
Π(n)κ = span
{
Tγ
∣∣∣γ ∈ Γ(n)κ } .
Clearly, the system {Tγ
∣∣∣γ ∈ Γ(n)κ } forms an orthogonal basis of Π(n)κ .
To introduce the sets LC(n)κ , we define
I(n)κ = I
(n)
κ,0 ∪ I(n)κ,1 ,
where the sets I(n)κ,r , r ∈ {0, 1}, are given by
I(n)κ,r =
{
i ∈ Nd0 | 0 6 ii 6 ni and ii ≡ κi + r mod 2 for all i ∈ {1, . . . , d}
}
.
Then, using the notation
z
(n)
i =
(
z
(n1)
i1 , . . . , z
(nd)
id
)
, z
(n)
i = cos (ipi/(n)) ,
the Lissajous-Chebyshev node sets are defined as
LC(n)κ =
{
z
(n)
i
∣∣∣ i ∈ I(n)κ } . (3.1)
Note that the mapping i 7→ z(n)i is a bijection from I(n)κ onto LC(n)κ .
Further, for i ∈ I(n)κ , we introduce the weight w(n)i by
w
(n)
i = 2#{ i | 0<ii<ni }
/(
2 d
d∏
i=1
ni
)
, (3.2)
and for γ ∈ Γ(n)κ , we use the notation
f(n)(γ) = max
{
#{ i ∈ {1, . . . , d} | 2γi = ni } − 1, 0
}
.
Note that in the case  = 1, we have f(n)(γ) = 0 for all γ ∈ Γ(n)κ .
Finally, for i ∈ I(n)κ , we introduce on [−1, 1]d the polynomials
L
(n)
κ,i (x) = w
(n)
i
( ∑
γ∈Γ(n)κ
2e(γ)−f(n)(γ)Tγ(z(n)i )Tγ(x) − Tnd(z(nd)id )Tnd(xd)
)
(3.3)
that by definition belong to the space Π(n)κ .
The existence and uniqueness of a solution of the interpolation problem (1.2) are
guaranteed by the following theorem.
Theorem 3.1 For f : [−1, 1]d → R the unique solution to the interpolation problem
(1.2) in the space Π(n)κ is given by the polynomial
P (n)κ f(x) =
∑
i∈I(n)κ
f(z(n)i )L
(n)
κ,i (x).
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The proof of this result is given in [11]. Note that for  = 1 only the case κ = 0
was treated. However, since the general node sets LC(n)κ differ from LC
(n)
0 only in
terms of reflections with respect to the coordinate axis, the corresponding results can
be transferred immediately.
By Theorem 3.1, the discrete Lebesgue constant Λ(n)κ introduced in (1.3) can be
reformulated as
Λ(n)κ = max
x∈[−1,1]d
∑
i∈I(n)κ
∣∣∣L(n)κ,i (x)∣∣∣ . (3.4)
As a first auxiliary result to estimate this constant, we prove the following Marcinkiewicz-
Zygmund-type inequality.
Proposition 3.2 Let κ ∈ Zd,  ∈ {1, 2}, and 0 < p < ∞ be fixed. For all n ∈ Nd
and all P ∈ Π(n)κ , we have∑
i∈I(n)κ
w
(n)
i
∣∣∣P (z(n)i )∣∣∣p . ‖P‖pwd,p = 1pid
∫
[−1,1]d
|P (x)|pwd(x) dx. (3.5)
Proof. The proof is based on the idea given in [29]. We proceed as in the proof
of [14, Lemma 3] and use the following one-dimensional result from [21, Theorem 2]:
For all M ∈ N, 0 6 θ1 < · · · < θM < 2pi, and for all univariate trigonometric
polynomials qm of degree at most m ∈ N, we have the inequality
M∑
ν=1
|qm(θν)|p 6
(
m+ 12η
)
(p+ 1)e
2pi
∫ 2pi
0
|qm(θ)|pdθ, (3.6)
where η = min(θ2 − θ1, . . . , θM − θM−1, 2pi − (θM − θ1)).
For m ∈ N, r ∈ {0, 1}, we consider the sets J (m)r = { i ∈ N0 | i < 2m, i ≡ r mod 2 }.
Suppose that i1, . . . , im ∈ J (m)r with 0 6 i1 < . . . < im < 2m. Setting M = m and
θν = iνpi/m, we obtain η = 2pi/m. Using (3.6), we get for all univariate polynomials
Q of degree at most m the inequality
1
m
∑
i∈J(m)r : i6m
(2− δ0,i − δ0,m)
∣∣∣Q (z(m)i )∣∣∣p = 1m ∑
i∈J(m)r
∣∣∣Q (cos ipi
m
)∣∣∣p = 1
m
m∑
ν=1
|Q(cos θν)|p
6
(
1 + 14pi
) (p+ 1)e
2pi
∫ 2pi
0
|Q(cos θ)|pdθ 6 3(p+ 1)
pi
∫ 1
−1
|Q(x)|p√
1− x2 dx, (3.7)
where δi,j denotes the Kronecker delta.
Let P ∈ Π(n)κ . The degree of the univariate polynomial zi 7→ P (z1, . . . , zd) is at
most ni. Now, taking into account the cross product structure of I(n)κ,r , r ∈ {0, 1},
the weights defined in (3.2), and applying d times inequality (3.7), we obtain∑
i∈I(n)κ,r
w
(n)
i
∣∣∣P (z(n)i )∣∣∣p . ‖P‖pwd,p , r ∈ {0, 1}, (3.8)
for n ∈ Nd and P ∈ Π(n)κ . Since I(n)κ = I(n)κ,0 ∪ I(n)κ,1 , inequality (3.8) yields (3.5). 
A slight adaption of the proof of Theorem 2.1 gives the following result.
Corollary 3.3 Let  ∈ {1, 2} and κ ∈ Zd be fixed. For all n ∈ Nd, we have
L
(
Γ(n)κ
)
 L
(
Γ(n),∗κ
)
 d∏
i=1
ln(ni + 1).
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Proof. We use the notation
Γ(n)κ,r =
{
γ ∈ Nd0
∣∣∣∣∣ γi/ni 6 /2 ∀ i ∈ {1, . . . , d} with κi ≡ r mod 2,γi/ni < /2 ∀ i ∈ {1, . . . , d} with κi 6≡ r mod 2
}
.
Further, using (2.44), let Γ(n),Kκ,1 =
{
γ ∈ Γ(n)κ,1
∣∣∣K(n)[γ] = K} for ∅ 6= K ⊆ {1, . . . , d},
and, using (2.49), define the mapping s(n) by s(n)(γ) = s(n)k (γ), k = maxK(n)[γ].
Employing the statements from the proof of [11, Proposition 2.6 and Proposition 3.8]
we have Γ(n)κ = Γ
(n)
κ,0 ∪
{
s(n)(γ)
∣∣∣γ ∈ Γ(n)κ,1 }. This equality can be written as
Γ(n)κ = Γ
(n)
κ,0 ∪
⋃
∅6=K⊆{1,...,d}
s
(n)
maxK
(
Γ(n),Kκ,1
)
and can be considered as an analog of (2.50). Thus, substituting in Subsection 2.2 the
symbols Γ(m), Γ(m)0 , Γ
(m)
1 by Γ(n)κ , Γ
(n)
κ,0 , Γ
(n)
κ,1 , respectively, the proof of Corollary 3.3
follows by the same lines of argumentation as the proof of Theorem 2.1. 
We obtain the following estimates of the discrete Lebesgue constants.
Theorem 3.4 Let  ∈ {1, 2} and κ ∈ Zd be fixed. For all n ∈ Nd, we have
Λ(n)κ 
d∏
i=1
ln(ni + 1). (3.9)
Proof. We introduce
K˜(n)κ (x,x′) =
∑
γ∈Γ(n)κ
2e(γ)−f(n)(γ)Tγ(x)Tγ(x′), K(n)κ (x,x′) =
∑
γ∈Γ(n)κ
2e(γ)Tγ(x)Tγ(x′).
From (3.3), (3.4), and Proposition 3.2, we get for all n ∈ Nd that
Λ(n)κ = max
x∈[−1,1]d
∑
i∈I(n)κ
w
(n)
i
∣∣∣K˜(n)κ (x, z(n)i )− Tnd(z(nd)id )Tnd(xd)∣∣∣ (3.10)
6 max
x∈[−1,1]d
∑
i∈I(n)κ
w
(n)
i
∣∣∣K˜(n)κ (x, z(n)i )∣∣∣+ 1 . max
x∈[−1,1]d
‖K˜(n)κ (x, · )‖wd,1 + 1.
Using the well-known relation
r∏
i=1
cos(ϑi) =
1
2r
∑
v∈{−1,1}r
cos(v1ϑ1 + · · · + vrϑr), r ∈ N,
we get
d∏
i=1
cos(γisi) cos(γiti) =
1
22d
∑
v,w∈{−1,1}d
cos
(
d∑
i=1
(viγisi + wiγiti)
)
.
Then, for all x = (cos s1, . . . , cos sd), we get
‖K(n)κ (x, · )‖wd,1 =
1
(2pi)d
∫
[−pi,pi)d
∣∣∣∣∣∣∣
∑
γ∈Γ(n)κ
2e(γ)
d∏
i=1
cos(γisi) cos(γiti)
∣∣∣∣∣∣∣ dt (3.11)
= 1(2pi)d
∫
[−pi,pi)d
∣∣∣∣∣∣∣
1
22d
∑
w∈{−1,1}d
∑
γ∈Γ(n)κ
2e(γ) ∑
v∈{−1,1}d
cos
(
d∑
i=1
(viγisi + wiviγiti)
)∣∣∣∣∣∣∣ dt
6 12d
∑
w∈{−1,1}d
1
(2pi)d
∫
[−pi,pi)d
∣∣∣∣∣∣∣
∑
γ∈Γ(n)κ
2e(γ)−d ∑
v∈{−1,1}d
cos
(
d∑
i=1
vi(γisi + wiγiti)
)∣∣∣∣∣∣∣ dt
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= 1(2pi)d
∫
[−pi,pi)d
∣∣∣∣∣∣∣
∑
γ∈Γ(n)κ
2e(γ)−d ∑
v∈{−1,1}d
cos
(
d∑
i=1
viγi(si + ti)
)∣∣∣∣∣∣∣ dt = L
(
Γ(n),∗κ
)
.
Note that L
(
Γ(n),∗κ
)
= ‖K(n)κ (1, · )‖wd,1. In the same way as in (3.11), we get
‖K˜(n)κ (x, · )‖wd,1 6 ‖K˜(n)κ (1, · )‖wd,1 for all x ∈ [−1, 1]d.
Thus, by (3.10), we obtain for all n ∈ Nd the upper estimate
Λ(n)κ . ‖K˜(n)κ (1, · )‖wd,1 + 1. (3.12)
For K ⊆ {1, . . . , d}, we denote Γ(n)κ,K =
{
γ ∈ Γ(n)κ | 2γi = ni ⇔ i ∈ K
}
. Then,
for all x = (cos t1, . . . , cos td), we have
K˜(n)κ (1, x) = K(n)κ (1, x)−
∑
∅6=K⊆{1,...,d}
(1− 2−#K+1) ∑
γ∈Γ(n)
κ,K
2e(γ) cos(γiti). (3.13)
If K 6= ∅ and Γ(n)κ,K 6= ∅, then Γ(n)κ,K ⊆ Γ(n)κ,r for some r ∈ {0, 1}. Therefore, the sets
Γ(n)κ,K have a cross product structure and we get∣∣∣∣∣∣∣
∑
γ∈Γ(n)
κ,K
2e(γ)
d∏
i=1
cos(γiti)
∣∣∣∣∣∣∣ .
∏
i∈{1,...,d}\K
∣∣∣∣∣ dni/2e−1∑γi=−dni/2e+1 eiγiti
∣∣∣∣∣ .
Thus, for K 6= ∅ and all n ∈ Nd, we have∫
[−pi,pi)d
∣∣∣∣∣∣∣
∑
γ∈Γ(n)
κ,K
2e(γ)
d∏
i=1
cos(γiti)
∣∣∣∣∣∣∣ dt .
∏
i∈{1,...,d}\K
ln(ni + 1). (3.14)
Now, combining (3.11), (3.12), (3.13), and (3.14) gives the first inequality in (1.5).
Finally, Corollary 3.3 implies for n ∈ Nd the estimate from above in (3.9).
We turn to the lower bound in (3.9). Let  ∈ {1, 2}, κ ∈ Zd, and n ∈ Nd.
By [25, Theorem 1], we have
Λ(n)κ >
1
3d L
(
Γ(n),∗κ
)
. (3.15)
Note that in [25] the L∞-L∞-operator norm of the partial Fourier sum operator with
respect to the set Γ(n)κ is used to characterize the Lebesgue constant related to Fourier
sums. This characterization is identical to the definition given in this article, see [20]
and the references therein. The relation (3.15) and Corollary 3.3 immediately imply
that for n ∈ Nd we have the estimate from below in (3.9). 
To estimate the approximation error ‖f − P (n)κ f‖∞ for a continuous function
f ∈ C([−1, 1]d), let us consider the error of the best approximation given by
E(n)κ (f) = min
P∈Π(n)κ
‖f − P‖∞.
Further, let P ∗ ∈ Π(n)κ be such that E(n)κ (f) = ‖f − P ∗‖∞. By Theorem 3.4, we get
‖f − P (n)κ f‖∞ 6 ‖P (n)κ (P ∗ − f)‖∞ + ‖f − P ∗‖∞
6 (Λ(n)κ + 1)E(n)κ (f) .
(
d∏
i=1
ln(ni + 1)
)
E(n)κ (f). (3.16)
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Now, using (3.16) and a multivariate version of Jackson’s inequality (see [26,
Section 5.3.2]) to estimate E(n)κ (f), we obtain the following result.
Corollary 3.5 Let  ∈ {1, 2} and κ ∈ Zd be fixed. Let also s ∈ Nd0 and
∂ sjf
∂xj
sj ∈ C([−1, 1]d), j ∈ {1, . . . , d}.
Then, for n ∈ Nd, we have
‖f − P (n)κ f‖∞ .
(
d∏
i=1
ln(ni + 1)
)
d∑
j=1
1
(nj + 1)sj
ω
(
∂ sjf
∂xj
sj ; 0, . . . , 0,
1
nj + 1
, 0, . . . , 0
)
,
where
ω(f ;u) = sup
x,x′∈[−1,1]d
∀ i∈{1,...,d}: |x′i−xi|6ui
|f(x′)− f(x)|
denotes the modulus of continuity of f on [−1, 1]d (see [26, Section 6.3]).
Proof. In view of (3.16), we only need to give a proper estimate of the best approx-
imation E(n)κ (f). Since Γ
(n)
κ,0 ⊆ Γ(n)κ , we have E(n)κ (f) 6 E(n)κ,0 (f), where E(n)κ,0 (f)
denotes the error of the best approximation in the space spanned by Tγ , γ ∈ Γ(n)κ,0 .
Since Γ(n)κ,0 has a tensor-product structure, we obtain
E(n)κ (f) 6 E
(n)
κ,0 (f) .
d∑
j=1
2sjω
(
∂ sjf
∂xj
sj ; 0, . . . , 0, 2nj+1 , 0 . . . , 0
)
(nj + 1)sj
.
d∑
j=1
ω
(
∂ sjf
∂xj
sj ; 0, . . . , 0, 1nj+1 , 0 . . . , 0
)
(nj + 1)sj
by using the estimates from [26, Section 5.3.2]. 
Similar as stated in [22, Theorem 4.1] for the tensor-product case, we can also give
a Dini-Lipschitz criterion for the uniform convergence of the error ‖f − P (n)κ f‖∞.
If f ∈ C([−1, 1]d) satisfies the condition
ω(f ;u)
d∏
i=1
ln ui → 0 as u→ 0,
then the polynomials P (n)κ f converge in the L∞-norm to f as mini=1,...,dni →∞.
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