We generalize the Carathéodory version of the Schwarz reflection principle for pseudometrics
1 Introduction and statement of the results
Hyperbolic pseudo-metrics and analytic continuation
For a set A in the complex plane C we denote by H(A) the set of all functions which are analytic in A. Note that if A is not an open set then f ∈ H(A) means that f has an analytic continuation into an open neighborhood of A; we shall use the same symbol f also for this continuation. If A happens to be a domain then we think of H(A) as a locally convex topological vectorspace induced by the topology of locally uniform convergence in A. In the sequel ||w|| A will denote the uniform norm of |w| in A.
Let D denote the unit disk in C, and let Ω ⊂ C be a simply connected domain. In this paper we deal with functions w ∈ H(Ω), w : Ω → D, and the related pseudo-metrics of hyperbolic type (compare Ahlfors [2] ) w * (z) := |w (z)| 1 − |w(z)| 2 , z ∈ Ω. These pseudo-metrics have -in all points where defined -constant Gaussian curvature -4, which will be crucial later on.
A free boundary arc I ⊂ ∂Ω is one which divides each sufficiently small circle with center on I into two Jordan domains with one of them belonging to Ω. The classical Schwarz-Carathéodory reflection principle states: let I ⊂ ∂Ω be an open, analytic and free boundary arc; if w ∈ H(Ω) and lim z→ζ |w(z)| = 1, ζ ∈ I, then w ∈ H(Ω ∪ I) (more precisely: w has an analytic continuation onto Ω ∪ I and beyond I, and this is done by a suitable reflection). We observe that this principle of analytic continuation can be 'completed' in the following way: The proof is obvious, using the Schwarz-Carathéodory result mentioned above. This observation has still another interesting interpretation which, however, is not related to the main subject of this paper. We shall return to this point in the addendum (Sect. 6). The first main goal of this paper is the following analogous result for hyperbolic pseudo-metrics. Theorem 1.2. Let I ⊂ ∂Ω be an open, analytic and free boundary arc, and let 0 ≡ w ∈ H(Ω) be such that w(Ω) ⊂ D. Then w ∈ H(Ω ∪ I) if, and only if, there exists v ∈ H(I) such that
Remarks 1) In some sense one might call this a 'hyperbolic' version of the previously stated 'euclidean' Theorem 1.1, since |w| is an 'euclidean' pseudo-metric in Ω.
2) It is easily verified that it suffices to prove Theorem 1.2 for the situation that Ω is a domain in the unit disk D, with sufficiently smooth boundary and I ⊂ ∂D. We shall restrict ourselves to this situation from now on.
3) The 'only if' part is almost obvious: if w ∈ H(I) then define
Since |w(ζ)| < 1, ζ ∈ I, (compare Lemma 2.1 below) it follows immediately 4 that v is in H(I) and fulfills (1.2).
4) The actual method of analytic continuation of w across I is less immediate than in the classical case, but (1.3) gives a clue: w is the solution of a Riccati equation
where
and Ω is some simply connected domain in the exterior of D -with I as boundary component -in which a, b, c are analytic (Ω is not empty by assumption). It is clear from the general theory of Riccati equations with analytic coefficients, that the solutions are meromorphic in Ω (see Bieberbach [3] ). We therefore obtain an even better information of a quantitative nature about the continuability of w across I. 5) We note that the conditions in Theorems 1.1 and 1.2 differ only in the sense that |w| has been replaced by w * . One is inclined to ask which other functionals would serve the same purpose. For our proof of Theorem 1.2, however, the specific shape of w * appears to be crucial.
Our interest in the pseudo-metrics w * was originally based on the study of functions w ∈ H(D) with w(0) = 0 and 5) which were related to a problem in geometric function theory, compare [6] , [4] . 
Spaces of pseudo-metrics
We are now going to study other structural properties of spaces like (1.5). For instance we are interested in the identification of extreme points of these spaces (compare [6] for a motivation of these investigations and early results). We shall work here with Ω = D only. It is a matter of simple verification (using composition with suitable conformal mappings) that our theorems below hold for other simply connected domains with reasonably smooth boundaries (Dini-smooth will do) in a similar fashion (the bound 1 for the norm of h in Theorem 1.5 has to be adjusted in such cases).
We set
Clearly, such w extend continuously onto D, and Lemma 2.1 below will show that ||w|| D < 1 holds for such functions. Let 0 ≡ w ∈ W. Then the radial limits lim r→1 w * (rζ) =: w * (ζ) exist for a.a. we find that log |w| is a harmonic majorant for the subharmonic function log w * in D (recall that the Gaussian curvature of w * is negative). Hence each of our pseudo metrics in W is majorized in D by some outer function, and this suggests the study of the classes
where h is some bounded outer function in D. It is our aim to show that the spaces W h are closely linked with B, the unit ball in H(D), i.e. the set of functions B ∈ H(D) with ||B|| D ≤ 1.
For each bounded outer function h the set W h is a compact and convex subset of B.
If for some w ∈ W h we have
then w is an extreme point of W h . If, on the other hand, there is a function 0 ≡ v ∈ H(D) with ||v || D < ∞ and
then w is not an extreme point of W h .
It is not clear whether the latter condition is also necessary for w not to be an extreme point. One should compare Theorem 1.3 with the characterization of the extreme points of B in Leeuw & Rudin [10] . Theorem 1.4. Let h be a bounded outer function. Then there is an injective continuous operator T = T h : W h → B with the following properties:
is an outer function. Let B c ∈ B denote the constant function taking the value c ∈ D.
Theorem 1.5. If the outer function h belongs to B then the operator T is in fact a homeomorphism. In this case, w c := T −1 (B c ), c ∈ ∂D, are (the only) maximal elements in W h , i.e.
This result is somewhat reminiscent of the Ahlfors Lemma for pseudo-metrics, see [2, p.13] . It is not known whether the norm-restriction on h is actually necessary for Theorem 1.5. Our method of proof, however, does not admit dropping that condition.
The half plane case
We also briefly mention the half plane version of pseudo-metrics of hyperbolic type: let H denote the right half plane, Ω a simply connected domain, and v ∈ H(Ω), v : Ω → H. Then we write
From the relation v + (z) = 2w * (z), v = 1 + w 1 − w we readily deduce that Theorem 1.2 almost literally translates to the v + situation. And also for the classes
with h an outer function, the operators T of Theorems 1.3-1.5 have obvious counterparts. However, some of the properties of T are not preserved, and others are not yet established; in particular the extreme point situation is not at all clear (note that V h is a convex and compact class as well).
Comparing the (very large) set of extreme points of B with the (very small) one of
⊂ H} one might expect the classes V h to have few extreme points only.
The following special case shows that this is not so.
Using the operator T corresponding to V h 0 it is clear that there are plenty of functions v which fulfil the assumption of Theorem 1.6 and are therefore extreme points of V h 0 .
Some basic results
Lemma 2.1. Let Ω be a Jordan domain with Dini-smooth boundary, and ||w * || Ω < ∞. Then ||w|| Ω < 1, and w extends continuously to Ω.
Proof That w extends continuously to Ω follows from the boundedness of w . Assume now w * (z) ≤ M in Ω. Let λ be a conformal mapping of D onto Ω, with λ 0 = λ(0). The smoothness of the boundary guarantees that ||λ || D < ∞ (compare Pommerenke [11, p. 48] ). We may assume that w(λ 0 ) = 0, because otherwise we switch tõ
and note that w * =w * in Ω. Now B := w • λ ∈ B and satisfies B(0) = 0. For 0 < r < 1 choose z r with |z r | = r such that |B(z)| ≤ |B(z r )|, |z| ≤ r. Then, according to Jack's Lemma [8] , we find |B(z r )| ≤ |B (z r )|, and therefore
From here we readily obtain a bound M 2 < 1 for |B(z r )|, independently from r, and therefore
For w ∈ H(D) with |w| ∈ C 0 (D) and ||w|| D < 1 we define
one readily deduces that H w extends analytically into every simply connected domain containing D, in which w is analytic.
The following lemma is a key result. A weaker form has been established in [7] , and an essential ingredient of the proof goes back to Kühnau [9] . We write W 1 for W h with h ≡ 1. Proof We begin with the unicity. Assume there are two such functions, w j , j = 1, 2. Note that |w j /B| ∈ C 0 (D) and are different from 0, ∞ there. Then
are both in C 0 (D) and vanish on ∂D. Furthermore, they satisfy (recall the statement concerning Gaussian curvature in the introduction)
Assume u := u 1 − u 2 takes a positive maximum at some point z 0 ∈ D. But then
in a neighborhood of z 0 , and u turns out to be subharmonic and therefore constant in that neighborhood. It is immediately clear that this implies the relation u ≡ const. in D, and from the boundary condition we get u ≡ 0. The existence of a negative minimum is ruled out the same way. We conclude that u 1 ≡ u 2 , and therefore w * 1 ≡ w * 2 . This implies w 1 = G(w 2 ), with G an automorphism of D. As w 1 (0) = w 2 (0) we must have w 1 ≡ cw 2 with some constant c of modulus 1. But then H w 1 ≡ H w 2 , and the defining relations give w 1 ≡ w 2 . This proves the unicity.
As for the existence we first get rid of the case B ≡ c with |c| = 1. For then we have w(z) = c( √ 5 − 1)z/2 ∈ W as (the unique) solution, which is certainly analytic on I. In each other case we have
In the sequel, to simplify notations, we always work with some arc I which, however, might be empty. For each δ ≥ 0 we can find a domain Ω δ ⊃ (D ∪ I) with the following properties:
(ii) Ω δ is starlike with respect to the origin,
Fix M ∈ (M B , 1), and define
It follows from (2.2) that for f ∈ Q δ we get
Now choose and fix δ such that
Let 0 < r < 1, and define the operator T r :
where f r (z) := f (rz), z ∈ Ω δ , belongs to Q δ as well. T r is continuous over B δ , and (T r f )(0) = 0. As Q δ is compact, we find a sequence r n → 1 − 0 such that w(z, r n ) converges locally uniformly in Ω δ to a function w ∈ Q δ , for which (2.4) holds likewise. As stated earlier, the condition (2.4) implies that w(., r) and w are C 0 (D), r < 1. We show that w(·, r n ) → w is actually uniform in D. In fact, for a given ∈ (0, 1) and for z ∈ ∂D we have
if n ≥ n( ) is chosen so large that |w (ζ, r n ) − w(ζ)| < in the compact set |ζ| ≤ 1 − . From this it follows immediately that H w(·,rn) (z) → H w (z) locally uniformly in D. Hence, (2.3) gives w = BH w in D, and w ∈ Q δ ⊂ H(D ∪ I), the assertion.
Proof of Theorem 1.2
According to the remarks made in Sect. 1 we only have to prove the 'if' part of the theorem, and that one only in the unit disk version (Ω ⊂ D, I ⊂ ∂D). Assume there is a w ∈ H(I) such that
holds for each ζ ∈ I. Note that our assertion is a local one: we may choose a ζ ∈ I, and have to prove the continuability of w in a small neighborhood of ζ only. Without loss of generality assume ζ = 1. Let I 1 be a closed subarc of I, containing ζ = 1. Then ||w || I 1 =: m 1 < ∞, and by our assumption we find a domain Ω 1 ⊂ Ω with I 1 as free boundary arc such that w * (z) ≤ 2m 1 , z ∈ Ω 1 . Let Λ be a Jordan domain in the right half plane with Dini-smooth boundary and with the interval (−i, i) as free boundary arc. Let λ be a conformal mapping λ : D → Λ, with λ(1) = 0. Then, as pointed out before, λ extends continuously onto D, with ||λ || D < ∞, while λ itself naturally extends to a homeomorphism of D onto Λ. We define J := λ −1 ((−i, i)) ⊂ ∂D, and note that λ is analytic on J by the classical reflection principle.
For ρ > 0 set
which maps D conformally onto arbitrarily small domains (for ρ small) in D with a little boundary arc on ∂D, which is a free boundary arc, and contains the point 1 in its interior. In particular, we can choose ρ > 0 so small that
Fix such a ρ. Note that Φ ρ extends analytically (in fact, conformally) across the boundary arc J (which contains the point ζ = 1).
As in the proof of Lemma 2.1 may assume that w(
so that W ∈ W. Furthermore,
so that W ∈ H(J), and
What remains is to show that W ∈ H(D ∪ J). W * (z) is continuous in D, because it coincides with |W | on J, while |W |, and |W | are continuous on D \ J. Moreover, Lemma 2.1 implies that ||W || D < 1. and W * = 0 in D \ {1}.
Proposition 3.1. For W as above we can write W = BH W , where H W is defined as in (2.1) and
Proof Assume that W has a zero of multiplicity k at z = 1. Then the function
is harmonic in D, continuous in D, and satisfies
The function on the right extends to the subharmonic function log(W * (z)|1 − z| −k ), and therefore, by the Carleman principle of harmonic majorization,
we find log |g(z)| = u(z), and (3.4) can be rewritten accordingly. In particular, if we set g 1 (z) :
, non-vanishing in D, and
In particular, the function q(z) :=
is analytic in a (small) subset Ω ⊂ D with J ⊂ ∂Ω , and lim z→J |q(z)| = 1. By the classical reflection principle we deduce that q extends analytically across J, so that g 1 = qW ∈ H(J). Finally we see that p(z) :=
∈ H(D) with lim z→∂D |p(z)| = 1. Since p is non-vanishing in D by assumption, we conclude that p ≡ const. Hence, with B = pg 1 the representation W = BH W is established, and B has the desired properties.
An application of Lemma 2.2 completes the proof of Theorem 1.2.
4 Proof of Theorems 1.3-1.5
Proof of Theorem 1.3 Let h be some bounded outer function. That W h is a compact and convex family in B is readily verified (using the inequality between the arithmetic and geometric means). Now let w ∈ W h satisfy (1.8). If w is not an extreme point of W h , then there exists a function 0 ≡ s ∈ H(D) such that w ± s ∈ W h . This implies, for z ∈ D,
Hence s ∈ W h ⊂ B, and
, a.a. θ ∈ R, (radial limits) .
Taking logarithms and using (1.8) we find A ≤ |w | + |s | + |h|(|w| 2 ± 2Re (ws) + |s| 2 )
≤ |h| − |v|(1 − |w| 2 ) + |s | + 2|sh| + |s 2 h| ≤ |h| − |v|(1 − |w| 2 ) + |s | + 3|sh|
This implies w ± s ∈ W h , and w cannot be an extreme point for W h .
we deduce that for
we either have u(z) ≤ u c (z), z ∈ D, or we have a positive maximum of u − u c in some interior point z 0 ∈ D. The latter case is ruled out by the same argument as in the beginning of the proof of Lemma 2.2. It is clear that there cannot be other maximal elements in W h beside w c .
Proof of Theorem 1.6
Assume v as given in Theorem 1.6 is not an extreme point of V 1 . Then, as in the proof of Theorem 1.3, we find 0 ≡ s ∈ H(D), s(0) = 0, such that v ± s ∈ V 1 . Note first that (the analogue to) Theorem 1.2 implies that v extends analytically onto I. The condition
implies that lim
so that, by the same argument as before, we conclude that also s extends analytically onto I. Furthermore,
which implies s (ζ)/v (ζ) ∈ [−1, 1], ζ ∈ I, and from (5.1) we get 
This combines to
s (ζ) v (ζ) = Re s(ζ) Re v(ζ) , ζ ∈ I, (5.2) or d dθ log Re s(e iθ ) = d dθ log Re v(e iθ ),
Addendum
We return to Theorem 1. ) ∈ H(I). But w cannot be analytically extended into ζ = 1, and, indeed, b) is violated for that point.
On the other hand, if a) is fulfilled and w = 0 on I then b) is automatically fulfilled and can be omitted.
For a proof of the corollary we assume that I = λ((0, 1)) where λ is a conformal mapping of a domain containing the real interval (0, 1). If w ∈ H(Ω ∪ I) then w can be extended analytically by w (z) = w(z)w(λ(λ −1 (z)) into some domain containing I. Furthermore, b) is fulfilled. If, on the other hand, w ∈ H(I), then b) and the above mentioned Schwarz-Carathéodory reflection principle imply that w 2 /w extends analytically beyond I, and we can write w 2 (z) = w (z)q(z) with some q ∈ H(I) which is nonvanishing on I. Since w is non-negative on I it is clear that it cannot have zeros of odd order on I, and therefore w(z) = w (z)q(z) is analytic on I as well.
An interesting application of this observation is as follows: let 0 < f ∈ L and I = {e iθ : a < θ < b}, b ≤ a + 2π, some arc on ∂D. Then F ∈ H(D ∪ I) if, and only if, f ∈ H ((a, b) ). We do not go into further details and consequences.
