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We present improvements of a recently introduced numerical method [Arrigoni et al., Phys. Rev.
Lett. 110, 086403 (2013)] to compute steady state properties of strongly correlated electronic
systems out of equilibrium. The method can be considered as a non-equilibrium generalization of
exact diagonalization based dynamical mean-field theory (DMFT). The key modification for the non-
equilibrium situation consists in addressing the DMFT impurity problem within an auxiliary system
consisting of the correlated impurity, Nb uncorrelated bath sites and two Markovian environments
(sink and reservoir). Algorithmic improvements in the impurity solver allow to treat efficiently
larger values of Nb than previously in DMFT. This increases the accuracy of the results and is
crucial for a correct description of the physical behavior of the system in the relevant parameter
range including a semi-quantitative description of the Kondo regime. To illustrate the approach we
consider a monoatomic layer of correlated orbitals, described by the single-band Hubbard model,
attached to two metallic leads. The non-equilibrium situation is driven by a bias-voltage applied to
the leads. For this system, we investigate the spectral function and the steady state current-voltage
characteristics in the weakly as well as in the strongly interacting limit. In particular we investigate
the non-equilibrium behavior of quasi-particle excitations within the Mott gap of the correlated
layer. We find for low bias voltage Kondo like behavior in the vicinity of the insulating phase. In
particular we observe a splitting of the Kondo resonance as a function of the bias voltage.
PACS numbers: 71.27.+a 47.70.Nd 73.40.-c 05.60.Gg
I. INTRODUCTION
The recent impressive experimental progress in tailor-
ing different microscopically controlled quantum objects
has prompted increasing interest in correlated systems
out of equilibrium. Of particular importance are corre-
lated heterostructures1–6, quantum wires7 and quantum
dots8,9 with atomic resolution, experiments in ultra cold
atomic gases in optical lattices10–14, as well as ultrafast
laser spectroscopy15–18.
The theoretical description and understanding of these
experiments in particular and of complex strongly cor-
related systems in general presents major challenges to
theoretical solid state physics. For this purpose differ-
ent theoretical approaches have been developed. For the
equilibrium situation one of the most powerful methods
is dynamical mean-field theory (DMFT)19–21, which is a
comprehensive, thermodynamically consistent and non-
perturbative scheme. The only approximation in DMFT
is the locality of the self-energy, which becomes exact in
infinite dimensions, but usually it is a good approxima-
tion for two and three spatial dimensions. The key point
of DMFT is to map the original problem onto a single
impurity Anderson model (SIAM)22 whose parameters
are determined self-consistently. For this purpose, sev-
eral classes of so-called impurity solvers were developed.
Among them, the most powerful methods are the numer-
ical renormalization group (NRG) approach23–25, Quan-
tum Monte Carlo (QMC)26–29 and exact diagonalization
(ED)30,31.
Prompted by the success of DMFT for equilibrium sys-
tems, the approach was extended32–38 to deal with time-
dependent problems within the nonequilibrium Green’s
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FIG. 1. (Color online) Schematic representation of the sys-
tem, consisting of the correlated layer (red) with local Hub-
bard interaction U and on-site energy εc, sandwiched between
two semi-infinite metallic leads (blue), with on-site energies εl
and εr respectively. The hopping between neighboring sites
of the correlated layer is tc, while the one for the left (right)
lead is tl (tr). Hybridization between the left (right) lead and
the correlated layer is vl (vr). A bias voltage Φ = µl − µr is
applied between the leads.
function approach originating from the works of Kubo39,
Schwinger40, Kadanoff, Baym41,42 and Keldysh43. Simi-
lar to the equilibrium case, also non-equilibrium DMFT is
based on the solution of an appropriate (non-equilibrium)
SIAM. Despite the fact that many approaches have
been suggested to solve such impurity problems (see,
e.g. Refs. 32, 35, 36, 38, 44–59), not all of them are
suited for non-equilibrium DMFT. In addition, many of
these are only reliable for short times and cannot treat
long time behavior and accurately describe the steady
state. Therefore, developing a non-perturbative impurity
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2solver, which can treat reliably the steady state behavior
of the SIAM is quite a challenge.
The non-equilibrium approach, that will be presented
in this paper, has its root in the exact diagonalization
(ED)-based DMFT (ED-DMFT). In equilibrium ED-
DMFT one replaces the infinite bath by an auxiliary fi-
nite non-interacting electronic chain whose parameters
are determined by a fit to the DMFT hybridization func-
tion ∆. This cannot be trivially extended to the steady
state situation. First of all, due to the fact that the auxil-
iary system is finite, there is no dissipation and a proper
steady state is never reached. An additional technical
aspect is that the spectrum of the auxiliary system is
discrete and therefore, the fit in real frequencies is prob-
lematic. But only in the equilibrium case one can cir-
cumvent this problem by introducing a fit in Matsubara
space.60 A possible solution to these problems was sug-
gested by us in Refs. 61 and 62 with an approach which
enables direct access to the steady state properties of
the correlated impurity problem. The basic idea is that
in addition to a finite number of bath sites coupled to
the impurity, as in equilibrium ED, two Markovian envi-
ronments are introduced, which act as particle sink and
reservoir. This auxiliary model represents an open quan-
tum system with dissipative dynamics, which allows to
properly describe steady state situations. The behav-
ior of this auxiliary non-equilibrium impurity problem
is described by a Lindblad master equation, which can
be solved exactly by numerical approaches such as full
diagonalization61, non-Hermitian Krylov space62 or ma-
trix product state (MPS) methods.63 Its solution allows
to determine both, the retarded and the Keldysh self-
energies, which are required by the DMFT loop, with
high accuracy. Here, in particular, we apply the Krylov
space approach of Ref. 62 to solve the DMFT impu-
rity problem. This yields a much better accuracy than
in Ref. 61, which allows us to resolve the splitting of the
quasi-particle resonance as a function of the bias voltage.
The paper is organized as follows: In Sec. II A we
shortly introduce the Hamiltonian of the system, while
in Secs. II B and IIC we give an overview over steady-
state DMFT within the non-equilibrium Green’s function
formalism. In Sec. IID we discuss the auxiliary master
equation approach, with focus on details of our imple-
mentation. Afterwards in Sec. III we present our results
for a simple correlated interface. In particular, in Sec.
IIIA we benchmark the accuracy, while in Secs. III B
and III C the steady state current and spectral functions
are investigated, respectively. Finally in Sec. IV we give
concluding remarks and an outlook.
II. MODEL AND METHOD
A. Model
To illustrate the approach we consider a minimalis-
tic model for transport across a correlated interface (see
Fig. 1), which consists of a correlated infinite and transi-
tionally invariant layer (c), with local Hubbard interac-
tion U , on-site energy εc = −U/2 and nearest-neighbor
hopping amplitude tc, sandwiched between two semi-
infinite metallic leads (α = l, r), with on-site energies εα
and nearest-neighbor hopping amplitudes tα. The leads
are semi-infinite and translationally invariant in the xy
plane (parallel to the correlated layer). The hybridiza-
tion between lead α and the correlated layer is vα (See
Fig. 1). A bias voltage Φ is applied between the leads.
The Hamiltonian reads
H = Hc +
∑
α=l,r
Hα +Hcoup . (1)
Here
Hc = −tc
∑
〈ij〉,σ
c†iσcjσ + U
∑
i
ni↑ni↓ + εc
∑
i,σ
niσ (2)
describes the correlated layer. 〈i, j〉 stands for neighbor-
ing i and j sites, c†i,σ creates an electron at the i-th site
of the correlated layer with spin σ =↑, ↓ and niσ = c†iσciσ
denote the corresponding occupation-number operators.
The leads are described by the Hamiltonian
Hα = −tα
∑
〈ij〉,σ
c†αiσcαjσ + εα
∑
iσ
c†αiσcαiσ . (3)
Here c†αiσ creates an electron at i-th site of the lead α. An
applied bias voltage Φ shifts the energies εα and chemical
potentials µα of the leads in opposite directions by the
amount Φ/2. Finally,
Hcoup = −
∑
〈ij〉,α,σ
vα
(
c†iσcαjσ + h.c.
)
(4)
describes the hybridization between the correlated layer
and leads. The hopping vα takes place between neigh-
boring sites of the lead and the correlated layer.
Previously similar models with many correlated layers
were also investigated in Refs. 37, 38, 64, and 65 . In
Refs. 37 and 38 steady state behavior, while in Refs. 64
and 65 full time evolution were investigated. For this pur-
pose the authors used DMFT (Refs. 37, 38, and 64) and
time-dependent Gutzwiller approximation (Ref. 65). In
the Refs. 37 and 38 the impurity problem is treated by an
equation-of-motion approach with a suitable decoupling
scheme for the higher order Green’s functions, while in
Ref. 64 the non-crossing approximation is invoked. On
the other hand, our treatment of the impurity solver is
controlled and can achieve extremely accurate results63
with a moderate number of bath sites.
B. Steady-state non-equilibrium Green’s functions
We consider an initial situation in which at times τ < 0
the leads are disconnected from the correlated layer and
3all three parts of the system (l, c, r) are in equilibrium
with different values for the chemical potential µl = εl,
µc = εc and µr = εr, respectively.
Due to the fact that the system is transitionally invari-
ant in the xy plane, it is more convenient to perform a
Fourier transformation and express the Green’s functions
in terms of the momentum k|| = (kx, ky). The retarded
equilibrium Green’s function for the disconnected non-
interacting central layer reads
gR0 (ω,k||) =
1
ω + i0+ − εc − Ec(k||) , (5)
with Ec(k||) = −2tc(cos kx+ cos ky). On the other hand,
the Green’s functions for the edge layers of the left (α = l)
and the right (α = r) lead, when they are disconnected
from the central layer can be expressed as66–68
gRα (ω,k||) =
ω − εα − Eα(k||)
2t2α
−i
√
4t2α − (ω − εα − Eα(k||))2
2t2α
, (6)
with Eα(k||) = −2tα(cos kx + cos ky). The sign of the
square-root for negative argument must be chosen such
that the Green’s function has the correct 1/ω behavior
for |ω| → ∞. To investigate the system out of the equilib-
rium, we need to work within the Keldysh Green’s func-
tion formalism.40,42,43,69,70 Therefore, as a starting point,
we need the corresponding non-interacting, disconnected
Keldysh components. Since the disconnected systems are
separately in equilibrium, we can obtain these from the
retarded ones via the fluctuation dissipation theorem69
gKα (ω,k||) = 2i(1− 2fα(ω)) Im gRα (ω,k||) . (7)
Here, fα(ω) is the Fermi distribution for chemical po-
tential µα and temperature Tα. For the non-interacting
isolated central layer, the inverse Keldysh Green’s func-
tion [g−1
0
(ω,k||)]K is infinitesimal and can be neglected
in a steady state in which the layer is connected to the
leads. In our notation, we use an underline to denote
block matrices within the non-equilibrium Green’s func-
tion (Keldysh) formalism:
X =
(
XR XK
0 XA
)
(8)
withXA = (XR)†. At time τ = 0 the leads get connected
to the correlated layer. After a sufficiently long time a
steady state is reached. The latter is expected to exist
and to be unique unless the system has bound states.
Our goal is to investigate its properties under the bias
voltage Φ.
Since the steady state is time-translation invariant, we
can Fourier transform in time and express all Green’s
functions in terms of a real frequency ω. The Green’s
function for the correlated layer, when connected with
the leads, can be expressed via Dyson’s equation
G−1(ω,k||) = G
−1
0 (ω,k||)− Σ(ω,k||) , (9)
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FIG. 2. (Color online) Sketch of the auxiliary open quan-
tum impurity problem consisting of the impurity site at po-
sition i = 0 (red circle), Nb = 6 bath sites (cyan circles)
and two Markovian environments sink (blue) and reservoir
(green). Parameters Eij and Γij are explained in the main
text.
where Σ(ω,k||) is the is self-energy of the correlated
layer. The Green’s function of the non-interacting non-
equilibrium system G0(ω,k||) in turn can be expressed
as
G−10 (ω,k||) = g
−1
0
(ω,k||)−
∑
α=l,r
v2α gα(ω,k||) , (10)
where g
0
(ω,k||) is the Green’s function of the non-
interacting decoupled layer, i.e. U = 0, vα = 0 and the
components of the Green’s function of the isolated leads
g
α
(ω,k||) are given in Eq. (6) and Eq. (7). Note that all
quantities are underscored, i.e. they are Keldysh block
matrices.
C. Dynamical mean-field theory
As usual, to obtain the self-energy Σ(ω,k||) is the dif-
ficult step in the calculation of G(ω,k||) and of various
steady state properties of the system. As there is no
closed expression for it, one has to resort to some ap-
proximation. Here, we employ DMFT19–21,32,33,37,61 in
its nonequilibrium, time-independent version. In this ap-
proach the self-energy is approximated by a local quan-
tity Σ(ω,k||) = Σ(ω) which can be determined by solving
a (non-equilibrium) quantum impurity model with the
same Hubbard interaction U and on-site energy εc cou-
pled to a self-consistently determined bath. The latter is
specified by its hybridization function obtained as
∆(ω) = g−1
0
(ω)−G−1loc(ω)− Σ(ω) , (11)
where g−1
0
(ω) is the non-interacting Green’s function of
the disconnected impurity (i.e. of a single correlated site)
and
Gloc(ω) =
∫
BZ
dk||
(2pi)2
G(ω,k||) . (12)
The self-consistent DMFT loop works similarly to the
equilibrium case, except that in the present case the
Green’s functions are 2 × 2 block matrices33,37,38: One
starts with an initial guess for the self-energy Σ(ω), then
based on Eqs. (5)-(12) calculates the bath hybridization
4function ∆(ω). We then evaluate the corresponding aux-
iliary Green’s functions Gaux,0(ω) and Gaux(ω), in the
non-interacting and in the interacting case, respectively.
The solution of the impurity problem is, as usual, the
bottleneck of DMFT. Our scheme consists, as outlined
in detail in Sec. IID, in replacing the impurity problem
with an auxiliary one, which is as close as possible to the
one described by (11) but is exactly solvable by numer-
ical methods. The self-consistent loop is then closed by
determining the new value of the self-energy
Σ(ω) = G−1aux,0(ω)−G−1aux(ω) . (13)
We repeat this procedure until convergence is reached,
i.e. until Gaux(ω) ≈ Gloc(ω).71
D. Impurity solver: auxiliary master equation
approach
As already mentioned, the main obstacle of DMFT is
the solution of the impurity problem. One widespread
approach to approximate its solution for the equilibrium
case is ED-DMFT, whereby one replaces the infinite bath
with an auxiliary finite one. However, this approach can-
not be used straightforwardly in a nonequilibrium steady-
state case, as this cannot be described correctly with a
finite number of sites62. One way to overcome this prob-
lem, as some of us already suggested in Refs. 61 and 62, is
to introduce, in addition to the finite number Nb of bath
sites which are coupled to the impurity in the form of
two chain segments, two Markovian environments, which
can be seen as a particle sink and reservoir, respectively
(see Fig. 2). This makes the impurity model effectively
infinitely large, which is necessary in order to be able to
reach a steady state. Our strategy, similar to the equi-
librium ED-DMFT case, is to choose the parameters of
the auxiliary model so as to provide an optimal fit to the
bath hybridization function (11).
The dynamics of this auxiliary impurity model, is de-
scribed by the Lindblad quantum master equation, which
controls the time (τ) dependence of the reduced density
matrix ρ of the model72,73
d
dτ
ρ = Lρ , (14)
where
L = LH + LD (15)
is a Lindblad superoperator, which consist of two terms:
a unitary contribution LH and a dissipative one LD.
The unitary contribution
LHρ = −i[Haux, ρ] , (16)
is generated by the auxiliary Hamiltonian
Haux =
Nb∑
i,j=0,σ
Eijd
†
iσdjσ + U n
d
0↑n
d
0↓ , (17)
where d†iσ creates a particle with spin σ at the impurity
(i = 0) or at a bath site (i = 1, . . . , Nb). nd0σ = d
†
0σd0σ
is the occupation number operator for particles at the
impurity-site with spin σ. E00 = εc, while all other Eij
are parameters used to fit ∆(ω), whereby one can restrict
to on-site and nearest neighbor (n.n.) terms only (see
Fig. 2). The non-unitary (dissipative) term
LDρ = 2
Nb∑
i,j=0
∑
σ
[
Γ
(1)
ij
(
diσρ d
†
jσ −
1
2
{ρ, d†jσdiσ}
)
+Γ
(2)
ij
(
d†jσρ diσ −
1
2
{ρ, diσd†jσ}
)]
(18)
describes the coupling to a Markovian environment. The
dissipation matrices Γ(κ), κ = 1, 2 (with matrix elements
Γ
(κ)
ij ) are Hermitian and positive semidefinite
72 and are
again used as fit parameters. In order to fix the large-ω
behavior of ∆, all Γ(κ)ij with at least one index on the
impurity must vanish. On the other hand, in contrast to
E, Γ(κ) are not restricted to n.n. terms. This is of great
advantage for the fit, as discussed below in Sec. III A.
To carry out the self-consistent DMFT loop we need
to evaluate both the non-interacting and the interacting
Green’s functions of the auxiliary model. First, the non-
interacting calculation (U = 0), which is fast in compar-
ison to the interacting one, produces the bath hybridiza-
tion function ∆aux(ω) of the auxiliary impurity model,
which is fitted to (11) in order to obtain the optimal pa-
rameters E and Γ(κ). These are used in the interacting
model in order to determine the self-energy Σ(ω), which
is then inserted in (9).
A convenient way to solve the auxiliary problem is to
rewrite Eq. (14), expressed by superoperators, into a
standard operator problem74–77. For this purpose one
enlarges the original Fock space, spanned by the oper-
ators (di,σ/d
†
i,σ), by doubling the number of levels via
so-called tilde operators d˜i,σ/d˜
†
i,σ. In addition one intro-
duces a so-called left vacuum
|I〉 =
∑
S
(−1)NS |S〉 ⊗ |S˜〉 , (19)
where |S〉 are many body states of the original Fock
space, |S˜〉 the corresponding ones of the tilde space75
and NS the number of particles in S. In this formalism
the reduced density operator is mapped onto the state
vector
|ρ(τ)〉 = ρ|I〉 , (20)
and the Lindblad equation is mapped onto a Schrödinger-
type equation75
d
dτ
|ρ(τ)〉 = L|ρ(τ)〉 , (21)
where
L = L0 + LI (22)
5is an ordinary operator in the augmented space. Its non-
interacting part L0 reads
iL0 =
∑
σ
(
d†σhdσ − Tr(E + iΛ)
)
(23)
where Tr denotes the matrix trace, and
d†σ =
(
d†0,σ, . . . , d
†
Nb,σ
, d˜0,σ, . . . , d˜Nb,σ
)
. (24)
is a vector of creation/annihilation operators and the ma-
trix h is given by
h =
(
E + iΩ 2Γ(2)
−2Γ(1) E− iΩ
)
(25)
with
Λ = Γ(2) + Γ(1) , Ω = Γ(2) − Γ(1) . (26)
Its interacting part has the form
iLI = Un0↑n0↓ − Un˜0↑n˜0↓ , (27)
with n˜0σ := d˜
†
0σd˜0σ. To evaluate Green’s functions, one
needs to calculate expectation values of the form
GBA = −itrU
(
B(τ2)A(τ1)ρU (τ1)
)
, (28)
where ρU (τ1) is the density operator of the “universe” U
composed of the “system” (the chain in Fig. 2) and the
Markovian environment and tr U = tr ⊗ trE is the trace
over the “universe”, which is the tensor product of the
trace over the “system” (tr ) and the trace over the en-
vironment (trE). After straightforward calculations we
obtain (more details see Ref. 62) for the non-interacting
retarded Green’s function
GRaux,0 = (ω −E + iΛ)−1 (29)
while its Keldysh part reads
GKaux,0 = 2iG
R
aux,0ΩG
A
aux,0 . (30)
Therefore, we obtain the following expressions for the
retarded auxiliary hybridization function
∆Raux = ω − εc −
1
[GRaux,0]00
(31)
and its Keldysh part
∆Kaux =
[GKaux,0]00
|[GRaux,0]00|2
. (32)
Here X00 denotes the 00 element (i.e. the one on the
impurity) of the matrix X.
To calculate the impurity Green’s function for the in-
teracting system we use Krylov-space based exact di-
agonalization. A full diagonalization is prohibitive for
NB & 3 due to the fact that the Hilbert space is expo-
nentially large. Particle conservation translates here into
conservation of Nσ − N˜σ. To calculate the steady state
|ρ∞〉 we use an Arnoldi time evolution78, while for the
calculation of Green’s functions we employ the two-sided
Lanczos algorithm.62
To obtain the retarded and the Keldysh Green’s func-
tions we use the following relations (for details see
Ref. 62):
GR = G>+ + G<+
† (33)
GK = G>+ + G<+ −H.c. . (34)
The expressions for the greater and lesser Green’s func-
tions are79
G>+aux,ijσ(ω) =
∑
n
〈I|diσ|R(+1)n 〉〈L(+1)n |d†jσ|ρ∞〉
ω − l(+1)n
, (35)
and
G<+aux,ijσ(ω) =
∑
n
〈I|d†iσ|R(−1)n 〉〈L(−1)n |djσ|ρ∞〉
ω − l(−1)n
, (36)
with the right (|R(±1)n 〉) and left (〈L(±1)n |) eigenstates and
eigenvalues l(±1)n of the operator L (Eq. (22)), in the
sectors Nσ − N˜σ = ±1.
Once self-consistency in the DMFT loop (cf. Sec. II C)
is achieved, one can calculate desired physical quantities,
e.g. the steady-state current. For this purpose we use
the Meir-Wingreen expression69,80,81 in its symmetrized
form, where summation over spin is implicitly assumed.
J = i
∫
BZ
dk||
(2pi)2
∫ ∞
−∞
dω
2pi
[(
γl(ω,k||)− γr(ω,k||)
)
G<(ω,k||)
+
(
γ¯l(ω,k||)− γ¯r(ω,k||)
)(
GR(ω,k||)−GA(ω,k||)
)]
, (37)
here γα(ω,k||) = −2v2αIm gα(ω,k||) and γ¯α(ω,k||) =
f(ω − µα)γα(ω,k||).
III. RESULTS
Here we present results for the steady state properties
of the system displayed in Fig. 1 consisting of a corre-
lated layer, with Hubbard interaction U and on-site en-
ergy εc = −U/2, coupled to two metallic leads. We re-
strict to the particle-hole symmetric case. The hopping
inside the correlated layer tc is taken equal to 1 unless
stated otherwise, while the hopping inside the leads is
tl = tr = 2.5. The hybridizations between leads and
the correlated layer are vl = vr = 0.5 and 2vl is used as
unit of energy. The applied bias voltage Φ enters the val-
ues of the onsite energies and the chemical potentials as
εl/r = µl/r = ±Φ/2. All results presented below are cal-
culated for zero temperature in the leads (Tl = Tr = 0),
see Eq. (7). Similar models have been studied, e.g. in
Refs. 37, 38, 65, 82, and 83.
6-10 -8 -6 -4 -2 0 2 4 6 8 10
ω
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Im GR
Re GRIm G
K
-10 -8 -6 -4 -2 0 2 4 6 8 10
ω
-0.4
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
Im GR
Re GRIm GK
FIG. 3. (Color online) Retarded GR and Keldysh GK Green’s
functions for the correlated layer, for Hubbard interaction
U = 2 and bias voltage Φ = 5 (upper panel) and for U = 12
and Φ = 10 (lower panel). Other parameters are: tc = 1,
tl = tr = 2.5, vl = vr = 0.5 (2vl is our unit of energy). Solid,
dashed and dotted lines are obtained with Nb = 6, Nb = 4
and Nb = 2 correspondingly.
A. Convergence with respect to the number of
auxiliary bath sites Nb
First we investigate how the number of bath sites Nb of
the auxiliary impurity problem influences the results. We
compare calculations for the Green’s functions (Fig. 3)
and for the current (Fig. 4), obtained with Nb = 2, 4, 6.
We find that the retarded component is well converged
already for Nb = 4 even for U = 12. For the Keldysh
Green’s functions the convergence in terms of Nb is rea-
sonable, but not as fast as for the retarded Green’s func-
tion. Correspondingly, it is not surprising that also the
current voltage characteristics exhibit a fairly good con-
vergence (See Fig. 4). On the whole, the convergence
for weak interaction (U = 2) is faster than for strong
interaction (U = 12).
These results indicate that Nb = 4 bath sites already
produce reasonable results away from the Kondo regime.
Therefore, in view of the exponential increase of the nu-
merical effort with Nb, we mainly restrict the following
discussion to Nb = 4. Only to discuss the low energy
Kondo physics we will present results with Nb = 6. The
reason for the rapid convergence in Nb is due to the
fact that the number of Lindblad parameters increases
quadratically with Nb, in contrast to the energy and hop-
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FIG. 4. (Color online) Current J vs bias voltage Φ for dif-
ferent U . The solid red curve represents the U = 0 result.
The three curves peaked at about Φ = 4 are for U = 2 and
the remaining three curves show the U = 12 results. Solid,
dashed and dotted lines correspond to Nb = 6, Nb = 4 and
Nb = 2, respectively. Other parameters are as in Fig. 3.
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FIG. 5. (Color online) Current J vs interaction U for two
values of Φ. Calculations are performed for Nb = 4. Other
parameters are as in Fig. 3.
ping parameters E. It is, thus, important, to consider
also long-ranged Γ terms (cf. Ref. 62)
B. Steady-state current
In this section we discuss the steady-state current in
detail. The results for the current as a function of bias
voltage are presented in Fig 4 for different values of
the Hubbard interaction U . In the non-interacting case
(U = 0) particles pass the interface without scattering
and therefore the momentum k|| is conserved. Corre-
spondingly, the problem becomes one-dimensional and
the current vanishes for bias voltages larger than the one-
dimensional bandwidth, i.e. for Wz = 4tl/r = 10, which
is corroborated by Fig. 4. For nonzero interaction dif-
ferent k|| are mixed due to scattering and thus all states
of the leads are possible final states. Subsequently, the
current vanishes for bias voltages larger than the three-
dimensional bandwidth, i.e. W = 3 ·Wz = 30. In equi-
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FIG. 6. (Color online) Single particle spectral function for Nb = 4, different values of Φ, U = 2 (a) and U = 12 (b). Other
parameters are as in Fig. 3.
librium, an isolated two-dimensional Hubbard layer is in
the metallic phase for weak interaction. As can be seen
from Fig. 4, in this case (U = 2) the current displays, as
expected, a metallic behavior, i.e. a linear increase of the
current for small voltages. The overall shape is similar to
the U = 0 case, however, with a longer tail at large Φ due
to the scattering mechanism discussed above. For strong
interaction (U = 12) an isolated two-dimensional Hub-
bard layer is a Mott insulator, but in our model there
is no insulating phase due to the hybridization to the
non-interacting leads. Therefore, strictly speaking the
current is always linear in Φ for Φ → 0. Nevertheless,
due to the vicinity of the Mott insulator the current is
strongly suppressed.84 A similar behavior also was ob-
served in Refs. 37 and 38 . On the other hand, for higher
bias voltages (Φ & 12) the picture is reversed and the
current is more suppressed for U = 2 than for U = 12.
We investigate this issue in detail and plot the current
as a function of Hubbard interaction U for low (Φ = 3.5)
and high (Φ = 15) bias voltage in Fig. 5. For the low
voltage case, we find a monotonic Gaussian decrease.
The origin of the current reduction with increasing U are
back-scattering processes that reduce the transmission
coefficient. For high bias voltage, in the region where
the current is zero for U = 0, the current first increases
with increasing interaction, reaches its maximum at ap-
proximately U ' 6 and then decreases again.85 Qual-
itatively this can be explained by the fact that there
are two competing effects as a function of U . On the
one hand, with increasing U the transport increases due
to scattering to different k|| as discussed above, which
enhances the current, but on the other hand, large U
means increased backscattering which suppresses trans-
port across the correlated layer. For high bias voltages
and weak interactions the first effect dominates due to
the finite bandwidth of the leads.
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FIG. 7. (Color online) Single particle spectral function for
Nb = 6, U = 2, tc = 0.1 and for different values of Φ. Other
parameters are as in Fig. 3.
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C. Non-equilibrium spectral function
To gain further insight into the properties of the steady
state we also investigate the non-equilibrium spectral
function, which can be calculated from the Green’s func-
tion via A(ω) = − 1pi ImGR(ω). The results are shown in
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FIG. 9. (Color online) Single particle spectral function for Nb = 4, different values of U , Φ = 0 (a), Φ = 3.5 (b) and Φ = 15
(c). Other parameters are as in Fig. 3.
Fig. 6 for U = 2 and U = 12. For weak interaction
(U = 2) the spectral function A(ω) displays for all bias
voltages a peak at ω = 0 and hardly visible Hubbard
satellites at the approximate position ω = ±U/2. The
spectral function for U = 2 (Fig. 6(a)) depends only
very weakly on bias voltage. This is in contrast to the
spectral density of the one-dimensional SIAM for which,
it is found that, the Kondo peak splits up as a function
of voltage and two resonances are observed at the corre-
sponding chemical potentials of the two leads46,55,62,86–94.
The difference between the two situations is that in the
case of the single impurity model the resonance and the
Hubbard subbands are clearly separated. In contrast, for
the correlated layer and for the set of parameters consid-
ered here, when the isolated correlated layer is metallic,
they overlap due to the broadening induced by the hop-
ping tc within the correlated layer. And indeed if we
artificially reduce tc to 0.1 (keeping all other parameters
fixed) we observe, for Φ = 0 a resonance, which is clearly
separated from the Hubbard subbands (cf. Fig. 7). In
this case, the isolated layer would be insulating and the
broadening of the resonance is not any more due to tc,
but to an effective energy scale TK , which can be seen as a
Kondo temperature. This originates from a combination
of coherent scattering from the leads into the insulating
layer, as well as from a self-consistent DMFT process
as discussed in Ref. 95. In addition to the broadening
mentioned above there is also a spurious broadening due
to the limited accuracy of our calculation. Nevertheless,
our resolution is sufficient in order to observe a splitting
of the resonance into two peaks at µl/r = ±VB/2 as a
function of voltage as in the single impurity case.
Now we turn to strong interactions (U = 12), for which
the results are depicted in Figs. 6(b) and 8. In equilib-
rium, i.e. for Φ = 0, the hybridization with the leads
produces a weak Kondo resonance at the Fermi Energy
(ω = 0)96. A nonzero bias voltage splits the resonance
into two peaks at µl/r = ±Φ/2 (see Fig. 8). For Φ & 3 the
peaks merge into the Hubbard subbands and the spec-
tral function A(ω) consists of two Hubbard subbands at
the approximate position ω = ±U/2, while A(ω = 0) is
strongly suppressed. For these larger values of Φ the ef-
fect of the bias voltage is small: it modifies only slightly
the position and height of the Hubbard subbands. No-
tice that in order to resolve the Kondo peak and its split-
ting at low bias we need to use an auxiliary system with
Nb = 6. While this allows to resolve the peaks, the lim-
ited accuracy makes them broader than they should be
and therefore the Friedel sum rule is not satisfied even for
equilibrium. The reason for this is that a spurious broad-
ening originating from the limitation of our approach re-
duces the height of the peak at the Fermi level.97 To fulfill
this one would have to use more bath sites, and conse-
quently adopt a matrix-product state based solution of
the auxiliary system, as we did in Ref. 63 for the Ander-
son impurity model. This, however, in combination with
the DMFT self-consistency, would increase considerably
the required computation time.
Next we study the dependence on the Hubbard inter-
action U in more detail. Results for equilibrium (Φ = 0),
low (Φ = 3.5) and high (Φ = 15) bias voltages are pre-
sented in Fig. 9. As one can see, in the equilibrium case
for large U only small excitations are visible at ω = 0.
Here the Friedel sum rule would require the ω = 0 peak
to display a U -independent height.98 However, as dis-
cussed above for large U our approach cannot resolve Tk
and the peak becomes strongly suppressed, and for in-
termediate U the sum rule is not satisfied, as for Fig. 8.
Still, Fig. 9(a) displays a crossover from a regime in which
the local Fermi liquid peak is already present in the iso-
lated correlated layer (for U below the 2D Mott tran-
sition), into a Kondo-Fermi liquid regime in which the
peak is produced by coherent spin-flip processes across
the Mott insulator, originating from the Fermi levels of
the leads. Outside of the Kondo regime, the behavior
is qualitatively similar in the three cases. In the non-
equilibrium cases, upon increasing the interaction the
height of the spectral function at ω = 0 decreases and
for U & 6 the spectral function displays a local minimum
at ω = 0 instead of a maximum, which becomes vanish-
ingly small with increasing U . Comparison of Figs. 9(b)
and 9(c) shows that for higher bias voltages this res-
onance disappears at smaller U . Also, for higher bias
voltages (Φ > 10) the non-interacting spectral function
9has a sharper peak at ω = 0. This is due to the fact
that for high bias voltage the leads’ density of states do
not overlap any more and correspondingly states close to
the Fermi level do not dissipate any more into the leads,
therefore the density of states close to the Fermi level is
just the two dimensional density of states, which features
a logarithmic divergence. Another effect, clearly visible
in Figs. 9(a), 9(b) and 9(c), is the linear shift of the po-
sition of the Hubbard subbands with increasing U . The
peak position is given by ω± ' ±U/2.
IV. CONCLUSIONS
We have presented an improved application of a DMFT
technique for non-equilibrium situations that allows to
study directly steady state properties of strongly corre-
lated devices. Like in equilibrium DMFT, the only ap-
proximation is the locality of the self-energy, while the
accuracy of the non-equilibrium impurity problem is con-
trolled by the number of bath sites Nb which are attached
to Lindblad environments. We find that the accuracy in-
creases exponentially with Nb, both in and out of equi-
librium. The approach is benchmarked for a strongly
correlated layer coupled to two metallic leads. While the
results in Ref. 61 for this model were obtained by full
diagonalisation of the auxiliary impurity problem and
were, thus, restricted to Nb = 2, here we invoked the
non-hermitian Krylov-space method, which allows us to
use larger values for Nb.
With the Krylov-space solver we were able to go up to
Nb = 6. For more bath sides (up to Nb ' 14) the MPS
solver63 could be used, but the Krylov-space solver has
the advantage to be quicker and more flexible, which is
important for the DMFT iteration. For the single layer
device studied here we found that Nb = 4 already yields
very reliable results in most parameter cases. Only the
Kondo regime requires larger values for Nb, but with
Nb = 6 at least semi-quantitative results can be achieved.
We have investigated the current-voltage characteris-
tics across a correlated layer. At low bias voltages, we
have observed a linear behavior for weak interactions,
while the current was exponentially suppressed for strong
interactions.84 On the other hand, for higher bias volt-
ages we have observed a reversed picture, whereby the
current is larger in the strongly interacting case. In ad-
dition we have investigated the current J as a function of
the local Hubbard interaction for low as well as for high
bias voltages. For lower bias voltages we found that the
J decreases monotonically with U , while for higher bias
voltages, the current first increases, reaches its maximum
and then decreases again. The origin of this behavior can
be explained by different scattering processes.
In addition to the current we have also investigated
the steady state spectral function. Our results show that
for the set of parameters considered in this manuscript,
the spectral function is only weakly dependent on the
bias voltage in contrast to the single impurity problem.
This is due to the fact that the splitting of the Kondo
resonance as a function of Φ is strongly broadened due
to the hopping within the correlated layer. As to be
expected, the Hubbard satellites depend almost linearly
on U , like in the equilibrium case.
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