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 Topologically nontrivial systems are electronic materials that have protected conducting 
states on their edge or surface. These widely studied materials are of great interest due to their 
exotic physical properties and potential for applications in spin-related electronic devices and 
quantum computation. In this study, angle-resolved photoemission spectroscopy (ARPES) and 
first-principles calculations are used to study the electronic properties of topological semimetals 
and topological heterostructures. The topological heterostructures are prepared using molecular 
beam epitaxy (MBE) and characterized by experimental techniques such as reflective-high energy 
electron diffraction (RHEED) and low-energy electron diffraction (LEED). This thesis focuses on 
the topological semimetal antimony (Sb) and the topological heterostructures Bi2Se3/Nb and 
Ag/Bi/Bi2Te3. 
 First-principles calculations are used to determine the electronic band structure of the 
topological semimetal Sb for various spin-orbit coupling (SOC) strengths. Transitioning to a 
topological state typically involves a gap reversal caused by a strong SOC. By theoretically 
adjusting the SOC strength, we can observe the changes in the electronic band structure and make 
conclusions about the topological phase of the system. Using this method, we constructed a 
topological phase diagram as a function of SOC strength for antimony that shows various quantum 
phase transitions. Particularly interesting is that for Sb, the topological phase transition does not 
involve the usual gap reversal and the surface states survive the transition; instead, the system 
changes from a metal to a topological semimetal when the SOC is tuned from 0% to its natural 
value.  
 The topological heterostructure Bi2Se3/Nb is studied using ARPES to determine the effects 
of coupling a topological insulator (TI) with a superconductor (SC). Topological superconductors, 
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such as Bi2Se3/Nb, are predicted to host exotic states such as Majorana fermions. By using a novel 
“flip-chip” preparation method, we cleaved these samples in situ to expose a clean surface for 
temperature and thickness dependent ARPES measurements. Utilizing the proximity effect, 
superconductive features were observed on the surface of the topological insulator. Both a leading-
edge shift in the ARPES spectra and a coherence peak were observed when the heterostructure 
was cooled below TCNb = 9.4 K. These features were observed in all Bi2Se3 thicknesses measured 
in this study (4-10 quintuple layers (QL)), but with decreasing intensity as the thickness increased. 
By fitting symmetrized data with the Dynes function, we deduced a superconducting gap of 1.1 
meV for a 4 QL Bi2Se3/Nb sample, which is the largest measured superconducting gap for a 
topological heterostructure.  
 Finally, we studied the effects of coupling a topological insulator with a metal. Theoretical 
predictions state that coupling these two types of materials may allow for the topological surface 
states of the TI to propagate through the metal film. To realize this, we grew the topological 
heterostructure Ag/Bi/Bi2Te3. The use of a bismuth (Bi) bilayer is to prevent the silver (Ag) atoms 
from intercalating into the Bi2Te3 film while preserving the topological classification of the 
substrate for the Ag film. Using ARPES, the band structure of this heterostructure shows linearly 
dispersing surface states that cross to form a Dirac cone, which differs from the bulk surface state 
of Ag that has a parabolic dispersion. We conclude that the surface states originate from the 
underlying topological insulator. Studying both the metal/TI and TI/SC heterostructures provides 
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1.1 Topological Phase Transitions and Heterostructures 
 Topologically nontrivial materials are some of the most widely studied systems in 
condensed-matter physics due to their potential for realizing new fundamental physics, and 
applications to spintronics and quantum computing [1,2]. Since the theoretical prediction in 2007 
[3,4] and experimental realization in 2009 [5], the field of topologically nontrivial systems in three-
dimensions has grown to include materials such as topological insulators, topological crystalline 
insulators, topological semimetals, Weyl semimetals, Dirac semimetals, etc. Topological systems 
have been predicted to host exotic physical phenomena such as Majorana fermions [6] and 
magnetic monopoles [7]. One of the unique features of topological materials are the spin-
momentum locked surface states that span the bulk band gap. The intrinsic spin of an electron 
determines the direction it will travel on the surface, hence the potential usefulness in spintronics 
and quantum computing.  
 Experimentally, there are two main directions for studying topologically nontrivial 
materials: discovering new systems that exhibit topological properties and creating 
heterostructures involving these materials. In many cases, theoretical calculations have spurred the 
experimental discovery of nontrivial topological electronic structure [8,9,10,11,12,13,14]. One 
way to discover new nontrivial systems is to adjust a parameter, such as spin-orbit coupling, to 
induce a topological phase transition [15]. Heterostructures are system that involve two or more 
different materials. Researchers are pairing topological materials with other types of matter to 
determine the effects of coupling.  
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 For topological insulators (TIs), it is commonly believed that spin-orbit coupling (SOC) 
causes the topological phase transition from a normal insulator to a TI. Introducing a strong SOC, 
which can be done by chemical substitution, to a trivial insulator causes the band gap to close at a 
critical SOC strength, and reopen with inverted parities of the states at the band edges; therefore, 
the normal gap of a trivial insulator becomes an inverted gap, which is inherent to topologically 
nontrivial materials. Although this picture seems to explain the transition for the prototypical 
topological insulator, Bi2Se3, more studies are necessary for other materials in this class to get a 
better understanding of the basic physics.  
 In this thesis, we explore the effects of artificially tuning the SOC in the topological 
semimetal antimony (Sb). Sb is historically important to the field of topological materials because 
it was alloyed into Bi to create the first experimentally realized 3D topological insulator, Bi1-xSbx. 
Through first-principles calculations, it is possible to calculate the band structure at various SOC 
strength, which is analogous to chemical alloying with elements in the same periodic table. 
Utilizing this method, we can construct a topological phase diagram as a function of SOC strength 
to gain a better understanding of the transitions to a topological state in Sb. 
 Studying topological heterostructures allows us to get a better understanding of how 
topologically nontrivial materials interact with other forms of matter. Of particular interest are the 
effects of coupling a topological insulator with superconductors (SCs) and metals. Theory predicts 
the existence of Majorana zero modes at the vortices of topological insulators near s-wave 
superconductors [6]. Previous reports have studied TIs paired with d-wave [16,17,18] and s-wave 
superconductors [19]; however, more studies are necessary to optimize the proximity-induced 
coupling effects.  
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 Industrialization of topologically nontrivial materials for applications in spintronics and 
other fields is a driving goal for a lot of researching efforts. Before this happens, the effects of 
coupling a TI with a metal needs to be understood. Metals are generally need electrical connections 
for devices and can act as protective layers, but their effects on the topological properties must be 
studied. Coupling a metal to a TI may lead to the propagation of the topological surface states, 
which would be an important step to integrating topological materials for industrial applications. 
 For this thesis, the main experimental techniques used to study topological heterostructures 
are molecular beam epitaxy (MBE) and angle-resolved photoemission spectroscopy (ARPES). 
Using MBE allows us to grow the heterostructures in situ to ensure that the samples are free of 
contaminations and allows for precise control of the film thicknesses. ARPES is one of the most 
direct techniques for measuring topological properties due to the surface sensitivity and 
momentum resolution. Combining MBE with ARPES allows for thickness and morphological 
dependent studies of topological heterostructures. The spectroscopic information provided from 
these measurements of topological heterostructures can provide a deeper understanding of these 
exotic materials and advance the progress to implement them into the devices of the future. 
1.2 Thesis Overview 
 This thesis is organized as follows: Chapter 2 describes the experimental apparatus and 
techniques used to grow and characterize the heterostructures. Chapter 3 introduces angle-resolved 
photoemission spectroscopy, which is the main technique used to study the films grown for the 
research in this thesis. Chapter 4 focuses on the theoretical work on Sb. Chapter 5 describes the 
experiment on the topological superconductor Bi2Se3/Nb. Chapter 6 presents the work on the 
topological heterostructure Ag/Bi/Bi2Te3. Finally, Chapter 7 will summarize all the results and 
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2 Experimental Techniques 
 
2.1 Introduction 
 The purpose of this chapter is to introduce surface reconstruction and the experimental 
techniques used to prepare and characterize thin films. These techniques were used prior to angle-
resolved photoemission spectroscopy (ARPES), which is discussed in the next chapter. A 
discussion of why ultrahigh vacuum (UHV) is needed and how to obtain UHV is presented in Sec. 
2.2. Sec. 2.3 describes electronic structure, while Sec. 2.4 briefly covers the topic of surface 
reconstruction. Molecular beam epitaxy (MBE) was used for film growth and will be introduced 
in Sec. 2.5. Reflective high-energy electron diffraction (RHEED) and low-energy electron 
diffraction (LEED), which are film characterization techniques, will be discussed in Sec. 2.6. 
2.2 Ultrahigh Vacuum 
 Ultrahigh vacuum (UHV) is necessary to keep the sample surfaces as clean as possible. 
The sample will be exposed to any gas inside the vacuum chamber; thus, it is important to minimize 
the gas in the chamber. The time it takes for a sample to become contaminated depends on the 
sample and the quality of the vacuum. Reducing the number of gas molecules (better vacuum) 
decreases the probability that a gas molecule will collide, and potentially stick, to the sample, 
meaning the sample will stay clean longer.  
 An approximate arrival rate of gaseous contaminants on a sample can be calculated [1,2] 
from 
 𝑅𝑅 = 𝑝𝑝
�2𝜋𝜋𝜋𝜋𝑘𝑘𝐵𝐵𝑇𝑇
≡ 𝐶𝐶𝐶𝐶, 2.1 
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where 𝐶𝐶 is the pressure in the chamber, 𝑚𝑚 is the mass of the impinging gas molecule, 𝑘𝑘𝐵𝐵 is the 
Boltzmann constant, and 𝑇𝑇 is the temperature of the system. From Eq. 2.1, 𝑅𝑅 is linearly 
proportional to the pressure, meaning even marginal decreases to the vacuum, such as from 2 to 1 
x 10-10 torr, makes the vacuum twice as good for the sample. 
 To get a relative sense of how different vacuum pressures can affect the sample surface, it 
is useful to calculate the monolayer arrival time, 𝜏𝜏 [3] 
𝑅𝑅𝜏𝜏 = 𝑁𝑁0 
 𝜏𝜏 = 𝑁𝑁0
𝑝𝑝𝑝𝑝
. 2.2 
In Eq. 2.2, 𝑁𝑁0 is the number of atoms in a monolayer. For this example, we will use the contaminant 
CO, which is commonly found in vacuum chambers. With a molecular weight of 28 and mass of 
28 x 1.6605 x 10-27 kg, 𝐶𝐶 = 2.875 x 1022 (N s)-1 at room temperature. Assuming a Pb(111) 1x1 
reconstruction for the sample, 𝑁𝑁0 = 9.425 x 1018 atoms/m2. Putting these numbers into Eq. 2.2 
gives a value of 𝜏𝜏 = (1/𝐶𝐶) 2.459 x 10-6 torr s. Therefore, for pressures in the 10-6 torr range, 
approximately 1 gas molecule hits each surface atom every second. For pressures in the 10-11 torr 
range, each surface atom encounters a gas molecule every 105 seconds, or about once every 27 
hours. This calculation assumes that each molecule that strikes the surface will stick. In reality, the 
sticking coefficient depends on the sample so what was calculated represents the worst-case 
scenario.  
2.2.1 Achieving UHV 
 The experiments performed in this thesis are done in a vacuum chamber, with a pressure 
in the 10-11 torr range. A vacuum chamber consists of an enclosure to hold the pressure, a series of 
vacuum pumps to take the chamber from atmospheric pressure to UHV, and various tools to grow 
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and characterize samples. Each piece of equipment is chosen for a specific purpose, as vacuum 
chambers have a limited number of ports and space. 
 The first step in achieve UHV is to choose the UHV compatible materials used in the 
system. The body of our vacuum chamber is made of stainless steel, which is the most commonly 
used material. Other chambers are made of glass or aluminum. While each material has its 
advantages and disadvantages, all vacuum compatible materials do not allow gas to diffuse from 
the atmosphere into the chamber and minimize the amount of gas that absorbs into the interior 
walls. Stainless steel is used because it is robust and modular; however, it is prone to absorbing 
hydrogen. Glass does not contain hydrogen, but it is fragile and not modular. Aluminum conducts 
heat well, but is very expensive. Choosing a material for the vacuum chamber determines how the 
chamber will be used.  
 A series of pumps is used to take the vacuum chamber from atmospheric pressure to UHV. 
Each pump is designed to be operated in a certain pressure range and has a minimum pressure it 
can achieve. The following discussion will be specific to the chamber used in our laboratory but 
can be generalized to most vacuum chambers. From atmosphere, a rough pump is used to lower 
the pressure to 10-2 torr. The roughing pump backs a turbomolecular pump, which can take the 
pressure to 10-5 torr or better. At around 10-6 torr, it is safe to turn on the ion pump. After a 
sufficient amount of time, the pressure should be in the 10-8 torr range. At this point, the main 
contributor to the pressure is gas desorbing from the walls of the chamber. The next step is to bake 
the chamber, which is to heat the chamber to accelerate the process of the walls desorbing gas. 
 The procedure for baking a UHV chamber differs depending on what equipment is attached 
to the chamber. To bake a chamber, heating tapes are wrapped around the chamber and accessories 
that can withstand the elevated temperatures. Aluminum foil is loosely wrapped around the 
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chamber to help distribute the heat by trapping the hot air close to the chamber, like how foil helps 
to cook a baked potato. In general, we want the main body to be around 130-140°C but other parts 
of the chamber may be more sensitive to heat. Certain pieces of equipment, such as the He cryostat 
and Scienta analyzer, must be kept below a certain temperature (90°C and 120°C, respectively). 
Plastic connectors should not be wrapped with foil to avoid them melting. Depending on the size 
of the chamber, the bake can last up to a week. 
 After the bake has been turned off, all the filaments should be outgassed for approximately 
five hours. During the bakeout, gas molecules can absorb into the filaments of the equipment. 
When these filaments are turned on during an experiment, the gas molecules will be ejected and 
could potentially hit the surface of the sample. To prevent this, it is important to outgas each 
filament. The evaporation sources should also be outgassed as the highest purity sources are ideal. 
This can be done by heating the sources for a few hours with a low evaporation rate (~1Å/10 min). 
After the chamber has cooled down and all the filaments have finished outgassing, the pressure 
should drop into the 10-11 torr range. 
 A titanium sublimation pump (TSP) is used to periodically improve the vacuum in the 
chamber. The TSP should be fired a few times after the bake has been turned off and approximately 
once a day to sustain a good UHV. When the TSP is fired, a titanium rod is heated up, causing the 
deposition of titanium on the chamber walls. The titanium acts as a getter, absorbing gas molecules 
when they collide. These molecules are then pumped out by a turbomolecular or ion pump. Firing 
the TSP at the end of an experiment is good practice to maintain the best vacuum possible. 
 Achieving and sustaining UHV is essential to thin-film deposition and ARPES. The 
methods described in this section touch on the basics of UHV. Further reading of how each pump 
works and why they are used is important to fully understand UHV [4]. Before operating any 
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vacuum pump (or any equipment in general), the user should read the manual to understand 
operating conditions and procedures. 
 Attaining and maintaining UHV is a prerequisite for thin-film growth and ARPES 
experiments. The procedure for achieve UHV may seem straightforward; however, it is often much 
harder to do in practice and requires many attempts to find the right conditions. Common causes 
for bad vacuum include leaks at the joints of flanges and incompatible UHV materials. It is good 
practice to do a helium leak check before performing a bakeout. Incompatible UHV materials 
include, but are not limited to, most organic compounds, normal glue, and lead solder. Proper 
consideration and precaution must be used with working with materials that will go inside a UHV 
chamber.  
2.2.2 Measuring UHV 
 Measuring the pressure of the vacuum chamber is important to get a sense of how clean 
the environment is. Different pressure measuring devices are used for certain pressure ranges. 
Pirani gauges measure low vacuum (> 10-3 torr). A Pirani gauge works by exposing a heated 
filament to the vacuum. As gas molecules collide with the filament, heat is removed from the wire. 
The heat loss is proportional to the number of gas molecules present. As the temperature of the 
filament changes, the resistance of the filament changes. The current sent through the wire changes 
to keep the resistance constant. A calibration curve is established to convert the delivered current 
into a pressure reading.  
  Hot-filament ionization gauges (ion gauges), based on the Bayard-Alpert design, are 
commonly used to measure pressures less than 10-5 torr. After pumping the vacuum chamber with 
a turbomolecular pump, it is typically safe to turn on the ion gauge (granted there are no leaks). 
Ion gauges consist of three electrodes: a collector, a filament, and a grid. A current is sent through 
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the filament to eject electrons. The grid has a positive voltage and attracts these ejected electrons. 
During the journey from the filament to the grid, the electrons can collide with gas molecules and 
ionize them. The collector, which is held at a negative voltage, attracts these ionized molecules. 
The current that the collector reads is converted to a pressure reading.  
 A residual gas analyzer (RGA) measures the gas composition in the chamber. The RGA 
will also give a pressure reading, but it may differ from the ion gauge reading. Typically, we take 
the reading from the ion gauge as the true pressure. Under normal conditions after a good bakeout, 
hydrogen, CO, and small amounts of H2O are the common components that reside in the chamber. 
Performing an RGA when the pressure is not ideal can reveal the cause of the poor pressure.  
 Although knowing the pressure of the vacuum chamber is important, it is also important to 
ensure that the gas molecules inside the chamber do no chemically react with the sample. For 
example, when dealing with silicon, it is important that oil molecules are absent from the vacuum 
chamber because the Si is highly reactive to oil molecules. Using an RGA to determine the gas 
composition is important, even when the chamber pressure is in the UHV range. 
2.3 Electronic Structure 
 The electronic structure of a crystal can be described by the band structure. Angle-resolved 
photoemission spectroscopy (ARPES) is an experimental technique capable of measuring the band 
structure of a solid. The basics of electronic structure is described in many condensed matter 
courses and textbooks, so we will not go into a discussion on that topic. The discussion here will 
focus on some useful information regarding band structure coordinates. 
 The band structure of a material is a plot of the binding energy as a function of momentum. 
The momentum is typically depicted by Greek and Roman letters, which represent various points 
in reciprocal space. Each of these points are chosen because they are high symmetry points. Bulk 
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band structure calculations typically show the band structure along these high symmetry directions. 
Information about the coordinates of high symmetry points can be extracted from diagrams such 
as Fig. 2.1.  
 The surface Brillouin zone refers to the electronic structure of the surface. ARPES data 
plots the surface Brillouin zone of the sample. As shown in Fig 2.2, the high symmetry points in 
the surface Brillouin zone, which have a bar over the letters (i.e. M ), are the projection of high 
symmetry points in the 3D Brillouin zone onto a 2D plane [5,6]. In most cases, it is important to 
know which direction you are measuring along during an ARPES experiment. 
2.4 Surface Reconstruction 
 At the surface of a crystal, the periodicity abruptly ends, which leads to a surface 
reconstruction of the atoms at the surface. The surface atoms always exhibit a relaxation because 
the crystal periodic potential is broken at the surface. The surface atoms are not fully coordinated 
and will therefore have higher energy than the fully coordinated bulk atoms [7]. To minimize the 
surface energy, the surface atoms will rearrange from their original lattice. The rearrangement of 
the atoms can take various forms depending on the material. A simple change in the layer spacing 
perpendicular to the surface is common in metals. Such rearrangements do not change the 
periodicity parallel to the surface, nor the symmetry of the surface.  
Surface atoms can also displace from their original positions to form more complicated 
superstructures with symmetries that differ from their ideal surface terminations [8]. These 
rearrangements are called surface reconstructions. Reconstructions can occur in less stable metal 
faces such as FCC(110); however, they are much more common on the surfaces of semiconductors 
due to the presence of surface dangling bonds. A common example of this is the 7 x 7 
reconstruction of Si(111) (Fig. 2.3) [9]. This Si(111) reconstruction is achieved by heating the 
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sample to approximately 1300°C for a brief time. This process is known as flashing. According to 
the Dimer-Adatom-Stacking Fault (DAS) model, this 7 x 7 reconstruction consists of 12 adatoms 
arranged with a 2 x 2 periodicity in a 7 x 7 rhombohedral unit cell [10].  
2.5 Sample Preparation 
 The process of preparing a sample involves many steps and is essential for a successful 
experiment. There are both ex-situ and in-situ steps that need to be carefully completed before film 
growth and measurements can be taken. Without a good substrate, it is impossible to grow a 
uniform thin film; thus, it is worth the time to practice and perfect the sample preparation steps 
needed to produce a good, clean substrate.  
2.5.1 Ex-Situ Preparation 
 Ex-situ sample preparation refers to all the steps done outside of UHV to prepare the sample 
for an experiment. For experiments involving thin films, a substrate is used as the material that the 
film is grown on. Common substrates include silicon (Si) and silicon carbide (SiC). The following 
description will focus on these two substrates, but it can be used for other similar substrates.  
 The goal of ex-situ sample preparation is to go from a wafer to a sample of the correct 
dimensions, without damaging or blemishing the surface of the substrate. The first step is to cut 
the wafer from the manufacturer. It is important to prevent anything from touching the substrate 
surface except lens cleaning paper, including KimWipes which has wood fibers that can scratch 
the substrate. Cutting the wafer is done as follows: First, place the wafer growth-side down on lens 
paper. Second, measuring the correct dimensions using UHV-clean rulers. The primary flat on the 
wafer allows us to determine the orientation of the sample. Third, by using a ruler to keep your 
position, scratch the backside of the wafer multiple times along the line you plan to break the 
sample. Finally, place the wafer between two rulers (with the growth-side touching lens paper) 
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parallel to the scratch and use a third ruler to apply pressure near the scratch. With practice, the 
wafer should break along the scratch. Continue this process until the sample is the correct 
dimension.  
 Before introducing the sample into the UHV chamber, the sample should be introduced to 
acetone then methanol ultrasonic baths. These baths are used to remove any oil and dust that is on 
the sample. After approximately ten minutes in each bath, the sample should be dried with nitrogen 
gas to prevent the solvent from evaporating and leaving residue. The samples are then mounted on 
a sample holder and introduced into the UHV chamber. 
2.5.2 In-Situ Preparation 
 In-situ sample preparation involves outgassing and establishing the necessary surface 
reconstruction for the planned experiment. Before flashing the sample, it is advantageous to the 
vacuum to outgas the sample, which is to desorb any material on the surface of the sample. This 
is to prevent any large pressure bursts when flashing the sample. Outgassing is done by gradually 
heating the sample to approximately 500°C. A current is sent directly through the sample, causing 
it to heat up. A type K thermocouple attached to the sample holder is used for temperature 
monitoring. Because the thermocouple is placed on the sample holder and not the sample, the 
actual temperature of the sample will be different than the reading on the thermocouple controller. 
A crude way to judge the temperature is to observe the color of the sample during heating. The 
sample is approximately 500°C when the sample begins to glow red. The sample is outgassed for 
approximately two hours, or once the pressure in the chamber stabilizes.  
 Following outgassing, the sample can be flashed to achieve the necessary surface 
reconstruction desired for the experiment. As mentioned in Sec 2.4, Si(111) can be flashed to 
produce the Si(111) 7 x 7 reconstruction. Another common substrate is graphene-terminated 6H-
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SiC(0001) [11,12]. To create the graphene termination, we did 50 cycles of flashing and annealing 
to desorb the Si from the surface. The remaining carbon atoms will for a graphene bilayer. We 
flashed the sample to approximately 1500°C and annealed to about 500°C. To check the quality 
of the substrate, we used reflective high-energy electron diffraction (RHEED) to measure the 
diffraction pattern (see Sec. 2.6). 
2.5.3 Molecular Beam Epitaxy 
 Molecular beam epitaxy (MBE) is a technique used to grow layer-by-layer thin films. This 
technique was used for the growth of the thin films in this thesis. MBE is widely used in research-
based film growth because it allows for precise control of the thickness, is cost efficient, and has 
the capabilities to evaporate a large range of materials. Co-deposition of materials is also possible 
with MBE, allowing for films such as Bi2Se3 to be grown using this method. MBE requires UHV 
to ensure that the films are free of contaminants and the evaporants have a long mean-free path. 
The principle behind MBE is straight-forward, which has led to the development of many 
commercial and lab-built evaporation systems.  
 A schematic diagram of an MBE system is shown in Fig. 2.4 [13]. We utilize electron-
beam evaporators for our system. Source material is loaded into a crucible, which is suspended 
above a tungsten filament. The crucible is electrically isolated from the filament and evaporator 
body, allowing for it to be held at a higher potential. The substrate, on which the film will be grown 
on, is situated in the path of the of atomic beam. A current is sent through the filament, causing 
electrons to be thermionically emitted from the filament. The crucible is at a higher potential, 
which creates an electric field that accelerates the electrons towards the crucible. The electrons 
will bombard the crucible, which causes the crucible to heat up. The material inside the crucible 
will melt and evaporate (or sublimes in the case of certain materials) once sufficient heat is 
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delivered through this process. The result is a beam of atoms that coat the substrate or sample 
surface. 
 Control of the evaporation rate is done by adjusting the current sent through the filament 
and the potential difference between the crucible and ground. Increasing the filament current 
(usually around 3A) will increase the number of electrons that will be emitted from the filament. 
It is typically good to keep this current as low as possible in order to preserve the lifetime of the 
filament. Adjusting the potential voltage of the crucible will change the electric field that attracts 
the electrons to the crucible. Increasing this potential will cause the electrons to have more kinetic 
energy when striking the crucible. Typical values for this potential are around 1kV, but this value 
should be adjusted depending on the material and desired evaporation rate. It is important to 
mention that it is possible to evaporate some materials with high vapor pressures, such as tellurium 
and selenium, without setting the crucible to a higher potential. There is a risk of evaporating all 
the material from the crucible if the temperature of the material is too high for these high vapor 
pressure sources. 
2.5.4 Measuring Thickness 
 The evaporation rate is determined by using a crystal thickness monitor (XTM). An XTM 
uses the piezoelectric effect to estimate the film thickness by monitoring the frequency that a quartz 
crystal oscillates during deposition. The crystal frequency changes as a function of mass. The XTM 
is position in the path of the atomic beam, approximately where the sample will be when deposition 
starts. Ensuring the sensor is close to the deposition position is important to get a good estimate 
on the deposition rate at that location in the atomic beam. As material is deposited onto the crystal, 
its mass will increase and its oscillation frequency decreases. By inputting the density and z-ratio 
of the source material, the XTM controller can estimate the film thickness from the change in 
16 
 
frequency. Although this method for measuring thickness is not exact, it is often a good estimate 
and is a good place to start when trying to determine evaporation rates. 
2.6 Diffraction 
 Diffraction allows us to determine the quality of the sample surface. Basically, a focused 
beam of electrons is directed at the sample, which produces a pattern on a fluorescent screen when 
the electrons are diffracted. The diffraction pattern gives information on the smoothness of the 
film as well as the surface reconstruction and symmetry of the sample.  It is useful to check the 
diffraction pattern before and after film growth. There are two diffraction techniques used in this 
thesis, reflective high-energy electron diffraction (RHEED) and low-energy electron diffraction 
(LEED). 
2.6.1 Reflective High-Energy Electron Diffraction 
 Reflective high-energy electron diffraction (RHEED) is a common characterization 
technique for thin-film growth. RHEED uses a focused beam of energized electrons (typically 
around 10 keV), impinging on the sample surface at a glazing angle (about 3-4° with respects to 
the sample surface, as shown in Fig. 2.5) [14]. The electrons get diffracted from the sample surface 
and produce a pattern on a fluorescent screen. Because the electrons are at a glazing angle, the 
penetration depth of the electrons is limited to the top layers, making this a surface sensitive 
technique. The glazing angle also allows for real-time monitoring of the diffraction pattern 
morphology during film growth because the electron gun and phosphor screen do not obstruct the 
sample face. Since RHEED mostly probes the sample surface, the reciprocal lattice consists of 
rods that extend along the normal direction to the surface (z direction). The spots on the fluorescent 
screen from the diffracted electrons correspond to intersections of the reciprocal rods with the 
Ewald’s sphere. The diffraction spots from RHEED are arranges in Laue circles because of the 
17 
 
diffraction geometry. Knowing the geometric parameters allows us to determine the surface 
structure from the RHEED pattern. 
 The surface quality of the sample can be verified using RHEED. A well-ordered substrate 
surface gives rise to sharp, intense diffraction spots with a low background. For a disordered 
surface, the diffraction pattern will have blurry spots and a high background. The surface 
reconstruction can also be verified by RHEED (Sec. 2.4). For the case of Si(111) 7 ×  7 (Fig. 2.3), 
the bulk spots are identified by their high intensity and sharpness, compared to neighboring surface 
spots. The surface reconstruction is determined by counting the number of Laue circles between 
the primary circles and the number of surface spots between the bulk spots within the Laue circles. 
Qualitative information on the surface roughness can also be deduced from RHEED. For a smooth 
surface, rotation about the z axis will cause the spots to move continuously. The diffraction pattern 
for a flat surface is characterized by sharp spots with well-defined streaks (Fig. 2.6) [15]. For a 
rough surface, the spots will not move with this rotation; instead, the spots will change in intensity. 
The spots for a rough surface are cigar-shaped with the long direction parallel to the electron beam. 
RHEED is good preliminary tool for determining the sample quality before ARPES measurements.  
2.6.2 Low-Energy Electron Diffraction 
 Like RHEED, low-energy electron diffraction (LEED) is used to determine the surface 
quality and orientation of a sample. A collimated beam of low energy electrons (20-200 eV) 
bombards a sample, cause a diffraction pattern observed on a fluorescent screen. Unlike RHEED, 
the direction of the electron beam is normal to the sample (Fig. 2.7) [16]. LEED achieves surface 
sensitive by using the fact that low energy electrons interact strongly with the solid. Once inside 
the solid, the electrons will quickly lose their kinetic energy through inelastic scattering and 
electron-electron interactions. In general, interpreting a LEED pattern is easier compared to a 
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RHEED pattern because LEED patterns are a direct picture of the reciprocal lattice of the surface 

































Figure 2.2: Bulk and surface Brillouin zones for (a) FCC(110) and (b) hexagonal (111) faces. 






Figure 2.3: RHEED pattern of Si(111)-(7 x 7) reconstruction. The incident electron beam is along 
the [ 1 1 2] direction. Courtesy of ref. 9  
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Figure 2.5: A schematic view of the diffraction geometry of RHEED. The diffraction 
spots on the RHEED screen arise from crossings of the reciprocal rods (of the sample 
surface) with the Ewald’s sphere. The resulting RHEED pattern consists of Laue circles. 






Figure 2.6: Schematic diagram showing the different characteristics of a RHEED diffraction 





Figure 2.7: (a) Schematic diagram showing the geometry of LEED. (b) Ewald’s sphere 





















Figure 2.8: LEED patterns taken from the Si(111)-(7×7) surface with (a) 38 eV, (b) 61 eV, 
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3 Angle-Resolved Photoemission Spectroscopy 
 
3.1 Introduction 
 Angle-resolved photoemission spectroscopy (APRES) is a powerful tool to measure the 
electronic structure of solid materials. From the first experimental discovery to the present day, 
ARPES has been one of the main experimental methods to study topological materials. This 
chapter introduces ARPES to allow readers to understand the work presented in this dissertation. 
An intuitive physical description, based on the three-step model, will be presented in Sec 3.2. The 
experimental apparatus for ARPES will be described in Sec 3.3. The chapter will finish with a 
more rigorous discussion of the theory of photoemission in Sec. 3.4. 
3.2 A Simplified View of the Photoemission Process 
 The photoemission process is an evolution of the photoelectric effect explained by Einstein 
in 1905. A schematic diagram depicting the typical experimental setup for an ARPES experiment 
is shown in Fig 3.1 [1]. Monochromatic photons with energy hν are directed to a sample. Electrons 
in the sample can absorb the photon and gain enough energy to be ejected. The kinetic energy and 
emission angle of the ejected electron is recorded by an analyzer.  
 The phenomenological approach to the photoemission process is broken down into three, 
independent and sequential steps [2,3] (Fig 3.2) [4]: 
(1) photoexcitation of an electron from the bulk, 
(2) motion of the electron through the sample, 
(3) escape of the electron through the surface barrier and into the vacuum. 
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In step (1), an electron is excited from an occupied Bloch state (initial state) to an unoccupied 
Bloch state (final state) by absorbing an incoming photon. For low energy photons (hν < 100 eV), 
the momentum of the photons can be neglected because it is smaller than the typical Brillouin-
zone dimension of 2π/a of a solid; thus, the change in momentum is assumed to be zero. The 
excited electron travels through the crystal in step (2). The effective mean free path determines 
whether the electron will reach the surface of the sample without scattering with atoms or other 
electrons. Any scattering will give rise to a continuous background in the photoemission spectra, 
with is generally subtracted away. Electrons that reach the surface of the sample will be ejected 
from the sample if it can overcome the work function of the material (step (3)). As the electron 
crosses the interface between the sample and the vacuum, it will experience refraction, cause a 
change in the perpendicular momentum. The parallel component will be conserved during the 
photoemission process. The ejected electron is collected by an analyzer that measures the kinetic 
energy and emission angle.  
 Using the measured quantities from ARPES, the in-plane electronic structure can be 
deduced.  According to conversation of energy, 
 𝐸𝐸𝐾𝐾 = ℎ𝜈𝜈 − Φ𝑤𝑤𝑤𝑤 − |𝐸𝐸𝐵𝐵|, (3.1) 
where 𝐸𝐸𝐾𝐾 is the kinetic energy of the electron in vacuum, Φ𝑤𝑤𝑤𝑤 is the work function of the sample, 
and 𝐸𝐸𝐵𝐵 is the binding energy of the electron (relative to the Fermi level). Conversation of 
momentum is used to determine the in-plane momentum 
 𝑘𝑘|| = �
2𝜋𝜋𝑒𝑒
ℏ2
𝐸𝐸𝐾𝐾 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, (3.2) 
where 𝑘𝑘|| is the parallel wave vector of the initial state, 𝑚𝑚𝑒𝑒 is the mass of the electron, ℏ is the 
reduced Planck’s constant, and 𝑠𝑠 is the polar emission angle. In ARPES, the measured quantities 
are 𝐸𝐸𝐾𝐾, Φ𝑤𝑤𝑤𝑤, and 𝑠𝑠; therefore, the in-plane electronic structure (𝐸𝐸𝐵𝐵 vs. 𝑘𝑘||) can be determined from 
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Eqs. (3.1) and (3.2). The output from an ARPES measurement is a photocurrent intensity as a 
function of energy and momentum, 𝐼𝐼(𝐸𝐸𝐾𝐾 ,𝑘𝑘||). Plotting the photocurrent as a function of energy 
for a fixed momentum is called an energy distribution curve (EDC), while a momentum 
distribution curve (MDC) displays the photocurrent as a function of momentum for a fixed binding 
energy.  
 While the in-plane momentum of the initial state can be obtained by ARPES, the 
perpendicular component, 𝑘𝑘⊥, cannot be directly measured. Known as the “𝑘𝑘⊥ problem”, 
extracting 𝑘𝑘⊥ requires knowledge of the final state dispersion, which is generally complicated. 
This problem is not a problem for 2D systems, because there is no dispersion along the z direction. 
Most of the studies discussed in this thesis can be approximated as 2D systems. 
 It is important to stress that the three-step model for the photoemission process is a 
phenomenological model. The division of the process into three steps is useful to help build an 
intuitive understanding to a complicated process. A more detailed and accurate description of the 
photoemission process will be presented in presented in Sec. 3.5. 
3.3 ARPES Apparatus 
 There are two components are essential for perform ARPES experiments, namely, a light 
source and an electron analyzer. In the past, most photoemission experiments were carried out at 
synchrotron radiation light sources; however, with the development of He lamps, more and more 
ARPES experiments are performed in laboratories. Combined with state-of-art electron analyzers 




3.3.1 Light Source 
 The ARPES measurements presented in this thesis were taken in our university laboratory 
with a helium (He) discharge lamp and at the Advanced Light Source (ALS) at the Lawrence 
Berkeley National Laboratory. There are advantages and disadvantages for using each light source. 
The main advantage of He discharge lamps are that the user has unlimited time with the light 
source and repairs are generally less costly and easier; however, this light source is fixed to two 
photon energies, HeI α (21.2 eV) and HeII δ (40.8 eV) transitions, and the resolution decreases 
due to a larger beam spot. Performing experiments at an in-house laboratory also allows the users 
to customize the equipment to suit an experiment. When working at a synchrotron radiation source, 
users typically are more limited to what equipment they have available to them, such as evaporators 
and temperature control. Access to a synchrotron radiation source requires a proposal, which 
makes beam time very limited. Benefits of using a synchrotron radiation source such as ALS 
include high energy resolution, high photon flux, and most importantly, a tunable photon energy. 
Having access to both sources allows for more flexibility in data acquisition. 
 Helium discharge lamps require very little extra equipment to produce photons for ARPES. 
Two commercial He lamps will be discussed in this thesis: Specs UVS 10/35 and Scienta VUV5k. 
The Specs UVS 10/35 consists of a gas inlet system with leak valve, ventilator, anode flange, beam 
guide capillary, UV source housing (cathode) with differential pumping ports, and vacuum pumps 
for differential pumping (Fig 3.3) [5]. The steps to produce photons are as follows: Ultra-pure He 
gas (at least 99.999%) is leaked into the lamp; electrons are emitted from the anode flange; 
electrons are accelerated towards the cathode and collide with the He atoms, leading to excitations 
and ionization; radiation is emitted as the electrons in the He atom return to the ground state; 
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radiation is guided down a windowless capillary by differential pumping onto a sample for 
photoemission. The brilliance of the Specs UVS 10/35 can be approximated by 





/𝑒𝑒 ∙ 𝜋𝜋 ∙ 𝑟𝑟2 ∙ 𝜂𝜂, (3.3) 
  
where 𝐼𝐼 is the photo sample current, 𝑑𝑑 is the distance between the sample and capillary, 𝑑𝑑𝑐𝑐 is the 
diameter of the capillary, 𝑟𝑟 is the radius of the excited sample area, and 𝜂𝜂 is the total electron yield. 
Applying typical values returns an approximate value of 8x1015 photons sr-1 sec-1.  
 The Scienta VUV5k produces photons with the same energy as the Specs UVS 10/35, but 
does so differently than the Specs UVS 10/35. The Scienta VUV5k consists of a capillary, 
monochromator, differential pumping stages, source head, and microwave generator [6]. The 
microwave generator consists of a dielectric resonant oscillator and a four-cavity klystron 
amplifier together with power supplies and controls to drive them. The klystron works by shooting 
an electron beam through successive resonate cavities. In the first cavity, the electron beam 
interacts with a radio frequency (RF) signal such that the velocity gets modulated by the oscillating 
input field. Bunching occurs as the electrons travel down the beam. The next cavity is placed to 
maximize bunching. This process is continued through all the cavities to increase the RF power 
that is delivered to the source head. The RF power is coupled to a He plasma such that the electron 
undergoes cyclotron resonance. The electrons will strike He atoms, allowing the electrons in the 
He atom to radiate excess energy to produce photons. The advantage is that the electron has a mean 
free path that is considerably larger than the cavity dimensions, which increases the ionization 
probability at a fixed gas density. For practical purposes, this means that photons can be produced 
at lower gas pressures. Like the Specs UVS 10/35, the photons travel down a capillary by 
differential pumping to strike a sample for photoemission. Although the Scienta VUV5k and Specs 
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UVS 10/35 have similar intensities, the He lamp from Scienta has a beam diameter that is 
approximately 0.7 mm at a working distance of 10 mm, which is about 3 times smaller than the 
Specs UVS 10/35. Helium lamps are convenient to use for preliminary studies because these 
experiments can be performed at university laboratories; however, having access to synchrotron 
radiation sources allows for more diverse studies. 
 Synchrotron radiation facilities have been operating for decades. The type of synchrotron 
radiation source used for the experiments in this thesis are called storage rings. There are numerous 
storage rings located all around the world, but the research presented in this thesis was performed 
at the now decommissioned Synchrotron Radiation Center (SRC), UW-Madison, BESSY II in 
Berlin, and the Advanced Light Source (ALS), Lawrence Berkeley National Laboratory. 
Synchrotron radiation is the preferred light source for ARPES due to the high intensity, high level 
of polarization, high collimation, and tunability of photon energy.  
 Storage rings are a type of particle accelerators where magnets bend particles to 
continuously keep them circulating for many hours. According to classical electrodynamics, 
charged particles that undergo acceleration will emit electromagnetic radiation. For electrons 
traveling in the nonrelativistic limit (𝑣𝑣 ≪ 𝑐𝑐), the radiation will be distributed in a toroidal pattern, 
with the zero along the acceleration direction and maxima at 90° from the acceleration direction 
[7] (Fig 3.4 (a)). Due to relativistic effects from the Lorentz transformation, electrons traveling 
near the speed of light will emit radiation in a narrow cone with an angular width of 𝑠𝑠 = �1 − 𝛽𝛽 
(Fig 3.4 (b)). The electrons at ALS have an energy in the range of 1.0-1.9 GeV while SRC operates 
with electrons at 800 MeV or 1 GeV. This means that the electrons are governed by relativistic 
physics; therefore, the photons will be sharply distributed along the direction tangential to the 
circular path of the electrons. The consequence of this radiation distribution is that synchrotron 
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radiation sources produce light that is of high brilliance and low emittance. The radiation spectrum 
is board which allows for the photon energy to be tuned.  
 Storage rings utilize insertion devices to enhance the output photon flux. Insertion devices, 
such as wigglers and undulators, are designed to create alternating magnetic fields along the path 
of the electron, forcing the electron to undergo oscillations to produce more photons. For example, 
beamline 10.0.1 at ALS uses an undulator with 43 periods, which produces a maximum brightness 
of 1x1019 photons sec-1 mm-2 mrad-2 [8,9]. The photons coming out of the insertion device will go 
through focusing mirrors and gratings before entering a vacuum chamber for ARPES.  
 A schematic depicting the components used at beamline 10.0.1 (HERS) at ALS is shown 
in Fig. 3.5 [9]. The photons leaving the undulator will be focused by two sets of mirrors and 
directed to a monochromator. The monochromator consists of an entrance slit, three 
interchangeable gratings, and an exit slit. The slits determine the fraction of the photon beam to 
enter and leave the monochromator and plays a part in determining the energy resolution. The 
gratings determine the photon energy used for ARPES. Each grating covers a range of photon 
energies, allowing the user to use photons from 17.8-350 eV. To select a particular energy, the 
grating is rotated to a specific angle to meet the Laue condition for the photon. Upon exiting the 
monochromator, the photon beam is once again focused both horizontally and vertically by two 
sets of mirrors before entering the analysis chamber. The beam spot is approximately 100 × 100 
μm.  
 Each beamline at a storage ring has its own characteristics that make it useful for a 
particular experiment. Some beamlines allow for the control of the polarization of the photons, 
which is useful for studying the symmetry of the electron wave function. Other beamlines may 
have a high flux of photons at particular photon energies. At most synchrotron radiation sources, 
35 
 
each beamline is equipped with an endstation, which is typically a vacuum chamber with 
evaporators, equipment for sample characterization, heating and cooling capabilities, etc. The 
endstation will determine what can be studies at each beamline.  
3.3.2 Electron Analyzer 
 One of the key developments in the field of ARPES is the advancement of hemispherical 
electron analyzers. These analyzers allow for the simultaneous measurement of the kinetic energy 
and emission angle of the ejected electron. This allows for quick data acquisition times while 
maintaining good energy and angular resolutions. It is useful to first discuss how hemispherical 
electron analyzers work. 
 The basic components of a hemispherical electron analyzer include a lens system, an 
entrance slit, two concentric hemispheres with a potential difference, an exit slit, and a 2D detector 
(Fig. 3.6). Electrons from the sample are focused by the lens system into the cavity between the 
hemispheres. Only electrons within a certain range (specified by the user) will travel through the 
analyzer and exit through an aperture. These electrons will then strike the detector where the 
kinetic energy and emission angle are recorded.  
 The energy range for a scan is determined by the potential difference between the 
hemispheres and the size of the analyzer. The kinetic energies of the electrons that travel along the 
central path, 𝑅𝑅0 =
𝑅𝑅1+𝑅𝑅2
2
, in the cavity between the hemispheres is given by 





  (3.4) 
where 𝐸𝐸𝑝𝑝 is known as the pass energy, 𝑒𝑒 is the charge of an electron, 𝑉𝑉 is the potential difference 
between the two hemispheres, and 𝑅𝑅1 and 𝑅𝑅2 are the radii of the smaller and larger hemispheres, 
respectively. Electrons with the same kinetic energy but different emission angles will still reach 
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the detector; however, these electrons will follow different trajectories through the analyzer. To 
scan different energies, a retarding voltage is applied at the lens system to allow these electrons to 
pass through the analyzer.  
 The electrons that pass through the exit slit will impinge the detector (Fig. 3.7). The field 
termination mesh is a wire mesh used to homogenously terminate the analyzer field, while leaving 
90% of the path unobscured. To increase the signal, micro-channel plates (MCP) multiplies the 
electron count by 106. The voltage supplied to the MCP can be adjusted to prevent damaging the 
detector with too many counts.  The electrons then hit a phosphor plate which will light up where 
the electron strikes. A CCD camera records the light flashes on the phosphor plate. Electrons with 
different kinetic energies will strike the detector at different vertical positions, while those with 
different emission angles impinge the detector at different horizontal positions.  
 The energy resolution is an important factor in ARPES experiments. It can determine what 
systems can be studied, as fine peaks may not be distinguishable. The total energy resolution is 
determined by factoring in the energy resolution of the light source and the analyzer. The energy 
resolution of a hemispherical electron analyzer is given by 
 ∆𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒𝑙𝑙 = 𝐸𝐸𝑝𝑝(
𝑥𝑥1+𝑥𝑥2
2𝑅𝑅0
+ 𝛼𝛼2),  (3.5) 
where 𝑥𝑥1 and 𝑥𝑥2 are the radii of the entrance and exit slits, respectively, and 𝛼𝛼 is the maximum 
angular deviation of the electron trajectories at the entrance, which is determined by the lens 
system [10]. From Eq. 3.5, a larger analyzer offers better energy resolution. Electron analyzers are 
equipped with exit slits of various sizes and shapes. Larger slits will allow for more electrons to 
get to the detector, but decreases the energy resolution. The photon resolution is usually fixed 
(from a discharge lamp) or determined by the beamline slits (from synchrotron radiation source). 
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The total energy resolution for an experiment is calculated by added the contributions in 
quadrature, namely 
 ∆𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑙𝑙 = �∆𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒𝑙𝑙2 + ∆𝐸𝐸𝑝𝑝ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎2 , (3.6) 
where ∆𝐸𝐸𝑝𝑝ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎 is the energy resolution of the incident beam. 
3.4 Theory of Photoemission Spectroscopy 
 Section 3.2 presented a simplified version of the photoemission process based on the three-
step model; however, it is important to provide a more rigorous interpretation of this complicated 
process. The theoretical interpretation of photoemission spectroscopy described in this section 
follows previous reviews on this topic [3, 11, 12, 13].  
 The sudden approximation, in the context of photoemission spectroscopy, assumes that 
photoexcitation is instantaneous and that there is an absence of interaction between the escaping 
electron and remaining system [11]. The photocurrent produced in the photoemission process is a 
byproduct of the excitation of electrons in the initial state 𝑠𝑠 with a wavefunction Ψ𝑖𝑖 to the final 
state 𝑓𝑓 with a wavefunction Ψ𝑤𝑤 through the interaction with the photon field with a vector potential 





2𝛿𝛿(𝐸𝐸𝑤𝑤 − 𝐸𝐸𝑖𝑖 − ℎ𝑣𝑣) (3.7) 
where 𝐸𝐸𝑖𝑖 and 𝐸𝐸𝑤𝑤 are the initial and final energies of the N-particle system, respectively. The 




(𝑨𝑨 ∙ 𝒑𝒑 + 𝒑𝒑 ∙ 𝑨𝑨) =  𝑒𝑒
2𝜋𝜋𝑐𝑐
(2𝑨𝑨 ∙ 𝒑𝒑 − 𝑠𝑠ℏ∇ ∙ 𝑨𝑨) (3.8) 
where 𝒑𝒑 is the momentum operator of the electron and 𝑨𝑨 is the electromagnetic vector potential. 
The 𝑨𝑨 ∙ 𝒑𝒑 term in Eq. 3.8, called the direct transition term, normally dominates the photoemission 
intensity. It preserves the crystal momentum of the electron during photoemission. The second 
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term can usually be ignored with the appropriate choice of gauge; however, this term is 
nonnegligible at the surface and can be comparable to the direct transition term [14, 15].  
 The wavefunction of the initial state can be written as a Slater determinant, 
 Ψ𝑖𝑖𝑁𝑁 = 𝐶𝐶𝜑𝜑𝑖𝑖𝐤𝐤 Ψ𝑖𝑖𝑁𝑁−1, (3.9)  
where 𝐶𝐶 is the operator that antisymmetrizes the wavefunction, 𝜑𝜑𝑖𝑖𝐤𝐤 is the orbital with momentum 
k where the electron originated from, and Ψ𝑖𝑖𝑁𝑁−1 is the wavefunction of the remaining electrons. 
Under the sudden approximation, the final state wavefunction can be written as 
 Ψ𝑤𝑤𝑁𝑁 = 𝐶𝐶𝜑𝜑𝑤𝑤𝐤𝐤 Ψ𝑤𝑤𝑁𝑁−1. (3.10)  
From this, we can write the matrix element from Eq. 3.7 as, 
 �Ψ𝑤𝑤�𝐻𝐻𝑖𝑖𝑎𝑎𝑡𝑡�Ψ𝑖𝑖� = 𝑀𝑀𝑤𝑤,𝑖𝑖𝐤𝐤 �Ψ𝑤𝑤𝑁𝑁−1�Ψ𝑖𝑖𝑁𝑁−1�, (3.11) 
where 𝑀𝑀𝑤𝑤,𝑖𝑖𝐤𝐤 = �𝜑𝜑𝑤𝑤𝐤𝐤�𝐻𝐻𝑖𝑖𝑎𝑎𝑡𝑡�𝜑𝜑𝑖𝑖𝐤𝐤� is the one-electron matrix element and the second matrix element is 
the (N-1)-electron overlap integral. As a first approximation, the overlap integral can be evaluated 
by assuming that the remaining orbitals in the system are unchanged during the photoemission 
process (frozen-orbital approximation), meaning Ψ𝑤𝑤𝑁𝑁−1 = Ψ𝑖𝑖𝑁𝑁−1. This means the overlap integral 
is equal to 1, which would mean photoemission experiments probes only one electron states 
without interacting with the remaining electrons. This approximation is not realistic for any 
practical purposes because the excitation of an electron from 𝜑𝜑𝑖𝑖𝐤𝐤 will affect the remaining 
electrons. The system will readjust the remaining electrons to minimize its energy (relaxation). 
 To obtain a more accurate picture of the photoemission process, we must consider all the 
possible final excited states. Assuming there are s possible excited states for the N-1 remaining 
electrons with wavefunction Ψ𝑤𝑤,𝑠𝑠𝑁𝑁−1 and energy 𝐸𝐸 𝑠𝑠𝑁𝑁−1, the total photoemission intensity measured 
as a function of electron kinetic energy at a momentum k is 
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 𝐼𝐼(𝐤𝐤,𝐸𝐸𝑘𝑘𝑖𝑖𝑎𝑎) ∝ ∑ �𝑀𝑀𝑤𝑤,𝑖𝑖𝐤𝐤 �
2 ∑ |𝑐𝑐𝑠𝑠|2 𝑠𝑠𝑤𝑤,𝑖𝑖 𝛿𝛿(𝐸𝐸𝑘𝑘𝑖𝑖𝑎𝑎 + 𝐸𝐸𝑠𝑠𝑁𝑁−1 − 𝐸𝐸𝑖𝑖𝑁𝑁 − ℎ𝑣𝑣), (3.12) 
where |𝑐𝑐𝑠𝑠|2 = ��Ψ𝑠𝑠𝑁𝑁−1�Ψ𝑖𝑖𝑁𝑁−1��
2
 is the probability that removing an electron from the initial state 
leaves the final system in the excited state s. In the case of strongly correlated systems, many of 
the 𝑐𝑐𝑠𝑠 terms will be nonzero because removing an electron will cause a change in the system’s 
effective potential, which leads to a large overlap between Ψ𝑖𝑖𝑁𝑁−1 and Ψ𝑠𝑠𝑁𝑁−1. The result is that 
ARPES spectra will not be a single delta function, but will be composed of a main line with several 
satellites that are related to the number of excited states s created during the process. 
 The spectral function is essential for understanding many-body physics. It describes the 
probability of removing an electron (for 𝐸𝐸 < 𝐸𝐸𝐹𝐹) or adding an electron (for 𝐸𝐸 > 𝐸𝐸𝐹𝐹) with energy 
𝐸𝐸 and wave vector 𝐤𝐤 from the system of N electrons. In Eq 3.12, the term                                
∑ |𝑐𝑐𝑠𝑠|2 𝑠𝑠 𝛿𝛿(𝐸𝐸𝑘𝑘𝑖𝑖𝑎𝑎 + 𝐸𝐸𝑠𝑠𝑁𝑁−1 − 𝐸𝐸𝑖𝑖𝑁𝑁 − ℎ𝑣𝑣) represents the spectral function of the electron. In order to 
see that, we rewrite the wavefunction Ψ𝑖𝑖𝑁𝑁−1 as Ψ𝑖𝑖𝑁𝑁−1 = 𝑐𝑐𝐤𝐤Ψ𝑖𝑖𝑁𝑁, where 𝑐𝑐𝐤𝐤 is the annihilation 
operator for an electron with wave vector 𝐤𝐤. Using this relationship, we can rewrite the term in Eq 
3.12 as 
 ∑ ��Ψ𝑠𝑠𝑁𝑁−1�𝑐𝑐𝐤𝐤�Ψ𝑖𝑖𝑁𝑁��
2 𝑠𝑠 𝛿𝛿(𝐸𝐸𝑘𝑘𝑖𝑖𝑎𝑎 + 𝐸𝐸𝑠𝑠𝑁𝑁−1 − 𝐸𝐸𝑖𝑖𝑁𝑁 − ℎ𝑣𝑣).  3.13 
Eq. 3.13 is the spectral function for an electron with energy ℎ𝑣𝑣 − 𝐸𝐸𝑘𝑘𝑖𝑖𝑎𝑎 and wave vector 𝐤𝐤.  
 For a 2D single-band system, the ARPES intensity can be written as 
 𝐼𝐼(𝐤𝐤,𝜔𝜔) = 𝐼𝐼0(𝐤𝐤, 𝑣𝑣,𝐀𝐀)𝑓𝑓(𝜔𝜔)𝐴𝐴(𝐤𝐤,𝜔𝜔), 3.14 
where 𝐤𝐤 = 𝐤𝐤∥ is the in-plane momentum, 𝜔𝜔 is the energy of the electron relative to the Fermi 




, 𝑓𝑓(𝜔𝜔) is the Fermi-Dirac function, and 
𝐴𝐴(𝐤𝐤,𝜔𝜔) is the spectral function. From this, we see that the ARPES intensity is essentially the 
product of the squared matrix element and the spectral function. In 2D systems, 𝐼𝐼0 is a slowly 
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varying function of the electron’s momentum and energy; therefore, it can be considered constant 
for a small momentum and energy range. In these cases, photoemission probes the spectral 
function. 
 The one-electron spectral function is related to the one-electron Green’s function by 
 𝐴𝐴(𝐤𝐤,𝜔𝜔) = Im{𝐺𝐺(𝐤𝐤,𝜔𝜔)}
𝜋𝜋
. 3.15 
In correlated systems, the Green’s function is written in terms of the electron self-energy ∑(𝐤𝐤,𝜔𝜔), 
where the real and imaginary parts represent the energy renormalization and lifetime, respectively, 
of an electron with band energy 𝜀𝜀𝐤𝐤 and momentum k. We can write the Green’s function as follows 
 𝐺𝐺(𝐤𝐤,𝜔𝜔) = 1
𝜔𝜔−𝜀𝜀𝐤𝐤−∑(𝐤𝐤,𝜔𝜔)
. 3.16 
Using Eqs. 3.15 and 3.16, the spectral function can be written in terms of the self-energy, 






From Eq. 3.17, it is clear that the spectral function has the form of a Lorentzian function.  
 With no interactions, i.e., ∑(𝐤𝐤,𝜔𝜔) = 0, the spectral function becomes a delta function at 
𝜀𝜀𝐤𝐤. If we introduce electron-electron correlations adiabatically, the system will remain in 
equilibrium. If an electron is added to the Bloch state, there is a finite probability that it will scatter 
away by a collision, leaving the system in an excited state in which additional electron-hole pairs 
have been created. The consequence of this electron-electron correlation is that the energy and 
lifetime of the electrons change. The modified electron, described by Eq. 3.17, is call a 
quasiparticle. The quasiparticle can be pictured as an electron dressed by virtual excitations that 
move coherently with the electron through the crystal. As mentioned previously, the spectral 
function is a Lorentzian function, with the center and width determined by the energy and lifetime 
of the quasiparticle, respectively.  
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 In summary, the spectral function can be directly probed using photoemission, thus 
allowing one to study the quasiparticle dynamics in correlated systems. Because the position and 
width of the peaks in photoemission data are connected to the electron self-energy, ARPES is a 
useful tool to study many-body physics. One caveat worth mentioning is that most studies are 
generally perform on 2D systems, where the spectral function dominates the spectrum (𝐼𝐼0 is slowly 
varying momentum and energy). In 3D systems, both terms in the product of the intensity could 
contribute to the ARPES spectrum. 
3.4.1 Photon Energy Dependence 
 A common way to probe the perpendicular component of the electron’s momentum, 𝐤𝐤⊥, 
in ARPES is to vary the photon energy of the incoming photon. The reasoning behind this is as 
follows: energy conservation (Eq. 3.1) states that the photoexcited electron gains ℎ𝑣𝑣 from the 
incoming photon. The crystal momentum of the electron is also conserved due to the dipole 
transition term in Eq. 3.8, 𝐀𝐀 ∙ 𝐩𝐩, during the photoemission process [13]. Because of this, the 
photoexcitation caused by the dipole transition term is a direct optical transition [16]. For a 3D 
crystal, the direct transition can only occur at a specific 𝐤𝐤⊥ for a given photon energy. Sweeping 
different photon energies allows for a map of 𝐤𝐤⊥. 
 One of the key advantages of tuning the photon energy is to distinguish bulk and surface 
features. Varying the photon energy allows one to investigate the dispersion along the z direction. 
If the quasiparticle peaks do not move when the photon energy is varied, there is no z dispersion. 
This indicates that the electron originated from a surface state as opposed to a bulk state.  
3.4.2 Surface Transition 
 During the discussion of Eq. 3.8, we mentioned that the second term in the interaction 
Hamiltonian, ∇ ∙ 𝑨𝑨, is nonnegligible for surface transitions. Because of the dielectric discontinuity 
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near the surface, 𝐴𝐴⊥ will also be discontinuous, which upon differentiation, yields a delta function 
at the surface [17]. The contribution from the ∇ ∙ 𝑨𝑨 term to Eq. 3.11 is nonzero, provided that both 
the initial and final states have a non-zero amplitude at the surface. The contribute from the surface 
term to the transition matrix element is  
 �𝜑𝜑𝑤𝑤𝐤𝐤�∇ ∙ 𝑨𝑨�𝜑𝜑𝑖𝑖𝐤𝐤� ∝ 𝐶𝐶𝜑𝜑𝑤𝑤𝐤𝐤
∗
(𝑧𝑧0)𝜑𝜑𝑖𝑖𝐤𝐤(𝑧𝑧0) 3.18 
where 𝑧𝑧0 is the surface position, and 𝐶𝐶 is proportional to the difference between the internal and 
external fields, namely, (𝜀𝜀 − 1)𝐴𝐴, where 𝜀𝜀 is the dielectric constant of the material. The contribute 
from this term in photoemission spectra resemble the 1D joint density of states. 
  In general, the dipole transition term will dominate photoemission spectra when direct 
transitions are allowed while surface transitions give rise to small modifications to the lineshape 
of the peaks. For cases when direct transitions are forbidden by selection rules, surface transitions 














Figure 3.1: Schematic showing the geometry of photoemission. ℎ𝑣𝑣 is the photon energy and 𝑠𝑠 is 






































Figure 3.2: The three step-model is a phenomenological model used to understand photoemission. 


















Figure 3.3: Schematic of UVS 10/35 helium lamp showing the different component of the lamp. 


















Figure 3.4: (a) Radiation distribution for an accelerating charged particle, which is traveling 
much less than the speed of light, is in the shape of torus. (b) For accelerating charged particles 
that are moving near the speed of light, more of the emitted radiation if along the direction of 
motion. Courtesy of ref. 6  
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Figure 3.5: Schematic of beamline 10.0.1 at the Advanced Light Source at the Lawrence Berkeley 
National Laboratory. The radiation generated by accelerating electrons around the ring are focused 
using two sets of mirrors. The photon energy is adjusting by using diffraction gratings. Courtesy 






























Figure 3.7: The phosphor screen on the electron analyzer records electrons with different energies 
at different vertical positions. Electrons with different emission angles will hit the detector at 
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4 Topological Phase Transition in Sb 
 
4.1 Introduction 
 Topologically nontrivial materials are new phase of matter that exhibit topologically 
protected features [1,2]. This class of materials include topological insulators (TI), topological 
semimetals (TS), topological crystalline insulators (TCI), etc. In these materials, an odd number 
of spin-polarized surface states span the bulk gap, which gives rise to a net surface spin current 
[3,4,5]. This spin current, which is protected by bulk symmetry, has potential for applications in 
spintronics and topological quantum computing [6,7]. It is believed that the driving force behind 
the topological phase transition is a band gap inversion at a time-reversal invariant momentum 
(TRIM) point. The inverted band gap of a topologically nontrivial material entails inverted parities 
of the states at the band edge. Analytic continuation of the parity into vacuum ensures the existence 
of gapless metallic surface states [1-11].  
The mechanism that causes the band inversion is spin-orbit coupling (SOC) [1,2,3,4]. Spin-
orbit coupling is the interaction between the electron’s spin with its motion around the nucleus. 
Using first-principles calculations with varying SOC strengths on the prototypical topological 
insulator Bi2Se3, it was determined that increasing the SOC from 0% drove the system from a 
trivial insulator to a metallic state (band gap closing) when the SOC strength is at 31.2% from its 
nominal value [9]. Increasing the SOC further opened the band gap, with the parities of states at 
the band edge reversed. At the phase transition, surface states appeared, making the system a 
topological insulator. While studying the effects of tuning the SOC strength on topological 
insulators has previously been studied, a similar study on a TS, such as Sb, has not. Artificially 
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tuning the SOC parameter can be experimentally performed by alloy substitution with elements in 
the same column in the period table. Heavier elements have larger atomic SOC. Increasing the 
effective SOC of Sb to values above 100% is a reasonable model of the Bi1-xSbx alloy, the first 
reported 3D topological insulator [1,3,12]. Likewise, alloying of As or P into Sb can effectively 
reduce the SOC. While the method of scaling the SOC is only an approximation for real alloy 
materials, it facilitates the discovery of new topological materials and topological phase diagrams. 
In this chapter, there is a demonstration of the effects from tuning SOC on the system 
topological semimetal Sb. While the band structure of Sb has been extensively studied [13,14,15], 
the nature of the transition into the TS phase has not been explored. A phase diagram as a function 
of SOC strength is presented and compared to the phase diagram for Bi2Se3. A key finding is that 
the gap of Sb at the zone boundary is always inverted, independent of SOC strength, and a tiny 
gap opening somewhere else in the Brillouin zone leads to the transition. Bulk band structure 
calculations are used to determine the parity of the states near the Fermi level to determine the Z2 
topological number for different SOC strengths. 
4.2 Effects of Varying the Spin-Orbit Coupling Strength in Sb 
  Spin-orbit coupling is one of the key mechanisms for systems to undergo a topological 
phase transition [1-9]. The first experimentally discovered 3D topological insulator, BixSb1-x, is an 
example of SOC inducing a topological phase transition [1-3]. In that system, the parent system, 
Bi (trivial semimetal), is alloyed with Sb (topological semimetal). The band structure of Bi (Fig. 
4.1 (a)) features overlapping conduction and valence bands with hole pockets near the T point in 
the Brillouin zone and electron pockets near the three equivalent L points. At the L point, a small 
gap, ∆, separates the conduction and valence bands, which are derived from symmetric (Ls) and 
antisymmetric (La) orbitals, respectively. This gap at the L point is classified as a normal band gap. 
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Substituting Bi with Sb decreases ∆ until it vanishes. Further substitution increases ∆ but the parity 
of the conduction and valence bands have switched (Fig. 4.1 (b)). The gap is now an inverted band 
gap, which makes the system topologically nontrivial. For this example, the SOC strength is 
reduced to induce the topological phase transition.  
First-principles calculations are performed, with various SOC strengths, to determine the 
phase of Sb. The calculations for the band structure were performed using the ABINIT code and a 
plane-wave basis set under the local-density approximation (LDA) [16,17]. The calculations 
utilized relativistic pseudopotential functions constructed by Hartwigsen, Goedecker, and Hutter 
(HGH) [18], which include the spin-orbit coupling. To vary the strength of the SOC, the relativistic 
parts of the Hamiltonian were linearly scaled.  
The projected band structure for a 15-BL (bilayer) Sb film are shown in Fig. 4.2 (a) and 
(b) for no SOC (0%) and full SOC (100%), respectively. The shaded areas are the projected bulk 
band regions. The results for the two cases look fairly similar. With full SOC, there are two 
topological surface bands (red and blue curves) that span the gap and form a Dirac cone at the zone 
center [13]. With no SOC, these two bands become degenerate near the zone center for lack of 
spin-orbit splitting, but they still span the gap. By comparison, the topological surface states in 
Bi2Se3 disappear with its SOC set to 0 [9,19]. Calculations for intermediate SOC ranging from 0 
to 100% reveal that the overall shapes of the band structure remain similar. In particular, the spin-
orbit splitting near the Dirac cone is a smooth function of the SOC. The gaps at the zone center Γ
and zone boundary M both remain finite with no signs of gap reversal, and the parities of the 
band-edge states remain invariant. These observations may give a false impression that Sb remains 
topological at any finite value of SOC. For comparison, experimentally measured dispersion 
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relations by angle-resolved photoemission spectroscopy (ARPES) for a 15-BL Sb film (Fig. 4.2 
(f)) confirm the presence of the surface states.  
A crucial but subtle difference between the results in Fig. 4.2 (a) and (b) is highlighted by 
the amplified views of the box-enclosed areas, shown in Fig. 4.2 (d) and (e), respectively. With 
zero SOC, the conduction and valence bands touch each other, although just slightly. The system 
is thus metallic, and the usual topological classification scheme in terms of the parities of the band 
edge states or the number of spanning surface states does not apply [1,4,10]. The apparent 
conundrum is thus avoided. The system remains metallic with increasing SOC until it reaches the 
critical value of 97.5% where a gap opens up. At 100% SOC, the gap is tiny (Fig. 1 (e)), but the 
system is now in a topologically nontrivial semimetallic state. Here, being semimetallic refers to 
a state where there is a continuous gap throughout the Brillouin zone, but the nominal conduction 
and valence bands overlap in energy (but not in the same region in the Brillouin zone).  
Adjusting the spin-orbit coupling strength above 100% allows us to construct a rich 
topological phase diagram featuring various phase transitions for antimony (Fig. 4.3 (a)). As 
previously mentioned, scaling the SOC strength from 0% to 100% induces a metal to topological 
semimetal phase transition at 97.5% SOC. Further increasing the SOC makes the gap wider. At 
294% SOC, Sb undergoes a second phase transition from a TS to a TI state in which the bulk 
conduction and valence bands no longer overlap in energy, which results in an absolute band gap 
(Fig. 4.2 (c)). Surface states spanning the bulk band gap are still present when tuning the SOC 
strength to this level. A third transition from a TI to a TS occurs at 381% SOC. The conduction 
band at the zone center overlaps with the valence band at the zone boundary to produce the 
semimetallic state. The surface states still span the bulk band gap, making the system topological. 
As the SOC strength is further increased, the direct gap at the zone center decreases until the system 
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returns to the metallic state for SOC strengths greater than 412.5%. The system remains in this 
metallic state for greater SOC values studied.  
Comparing the phase diagrams for antimony and Bi2Se3 (Fig. 4.3 (a) and (b), respectively) 
shows that the topological phase transitions are fundamentally different. When tuning the SOC 
strength in Bi2Se3, the system begins in a trivial insulator or band insulator (BI) phase at 0% SOC. 
A metallic phase separates the BI and TI phase at 31.5% SOC when the bulk conduction and 
valence bands touch. Increasing the SOC strength further opens the bulk band gap, but the parity 
of the bands near the Fermi level have switch (inverted band gap). Although the topological phase 
transitions of Sb and Bi2Se3 are fundamentally different, they both belong in the same topological 
classification in their natural states. 
4.3 Spin-Resolved Planar Charge Density Distribution of Surface 
States 
 One of the unique features of topologically nontrivial materials are the spin-polarized 
surface states [1-9].  The surface bands of TIs and TSs are degenerate at time-reversal-invariant 
momenta and are separated in energy elsewhere by spin-orbit coupling. The crossing of the surface 
states is known as the Dirac point, and the pair of surface bands form a Dirac cone (Fig. 4.3). The 
surface states exhibit a phenomenon known as spin-momentum locking, which means that 
electrons with “spin-up” will travel along one branch of the surface states while “spin-down” 
electron travel along the other branch. In real-space, electrons with opposite spins will propagate 
along different directions on the surface of a topologically nontrivial material. This property of 
topological materials may be utilized in spintronics and topological quantum computing.  
 The key characteristics of topological surface states (TSS) are that there are an odd number 
of TSS pairs, they span the bulk band gap, and they are spin polarized. In the natural state, Sb 
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satisfies these conditions. In Fig. 4.2 (b), the band structure of Sb in its natural state (100% SOC) 
show one pair of surface states (crossing at the zone center). One branch of the TSS merges into 
the bulk conduction band, while the other merges into the bulk valence band; thus, the TSS span 
the bulk band gap.  
To demonstrate the spin-polarization of the TSS, spin-resolved planar charge density 
calculations were performed for Sb with various SOC strengths. The spin characteristics of the 
surface states of a 15-BL Sb film were computed by using  
 𝜌𝜌±(𝑘𝑘𝑥𝑥 , 𝑧𝑧) = ∬∑ |⟨±|ψ𝑖𝑖(𝑘𝑘𝑥𝑥, 𝐫𝐫)⟩|2𝑑𝑑𝑥𝑥𝑑𝑑𝑑𝑑𝑖𝑖 , 4.1 
where |±> are the eigenstates of the y-component of the Pauli matrix 𝜎𝜎𝑙𝑙, and 𝑘𝑘𝑥𝑥 is the wave vector 
along ΓM [19]. Because of the spatial inversion symmetry of the Sb film, all states occur in 
Kramers degenerate pairs. The summation in Eq. 4.1 is taken over the pair to result in a basis-
independent quantity. The results, 𝜌𝜌± represented by the red and blue curves, are shown for the 
two surface bands A (upper) and B (lower) at 𝑘𝑘𝑥𝑥 = 0.033A ΓM (slightly offset from the zone center 
to avoid the degeneracy of the zone center) for SOC = 0, 100, and 300% (Fig. 4.4). The vertical 
dashed lines indicate the BLs in the 15-BL film. In each case, the Kramers pair exhibit strong 
charge localization near the two surfaces of the film. This is expected because the two surfaces of 
the system should each support a surface state, and the two are related by inversion symmetry [13]. 
Only for the 0% SOC case do the red and blue curves cancel each other out, resulting in zero spin 
polarization as expected. For all the other cases, there is a substantial imbalance between the red 
and blue curves as expected from the Rashba interaction. While the total spin polarization over the 
system is zero for the Kramers pair, there is a spin separation toward the two surfaces at finite 
SOC. The net spin polarization at each surface is always less than 100%, because the spin is not a 
good quantum number with a finite SOC. The evolution of the spin and charge density is smooth, 
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with no sudden changes across the topological transition at SOC = 97.5%, which is determined by 
the change in band topology (gap opening). 
 The surface bands in Fig. 4.2 (a) is 4-fold degenerate at Γ (two surfaces and two spin 
directions). It remains degenerate over a range in 𝑘𝑘𝑥𝑥 along ΓM but eventually splits into two 
bands that span the band gap in a way similar to the case shown in Fig. 4.2 (b). This curious 
splitting is not related to the spin, as the SOC is zero. Calculations confirm that all the states are 
exactly spin degenerate. The splitting is a crystal field effect. The surface states become less 
localized near the surface for increasing 𝑘𝑘𝑥𝑥, and the wave functions associated with the two 
surfaces begin to overlap, resulting in an even-odd splitting of the bands.  
4.4 Bulk Band Structure and Parity Eigenvalues of Sb with/without 
SOC 
 A key question is about the band gap parity ordering that is central to the existence of 
topological surface states. The gaps of interest are the T and L points in the Brillouin zone (Fig. 
4.5). The calculated bulk band structures at different SOC strengths and some of the relevant 
parities of the band edge states are indicated. Evidently, the two gaps at the T and L points have 
opposite parity ordering that persists throughout the entire range of SOC of interest. Based on the 
Shockley analysis, a surface state always exists in the band gap [19,20, 21]. By contrast, Bi2Se3 
shows a gap reversal at the zone center; its topological surface states disappear from the gap when 
the SOC is reduced below the critical value of 31.2% for its topological transition to a non-inverted 
gap [9]. The disappearance of the surface states agrees with the Shockley analysis. The behavior 
of Sb represents a different type of topological evolution.  
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Studying the bulk band structure allows us to determine the topological nature of the 
system. Antimony has a trigonal crystal structure with five occupied valence bands. The 𝑍𝑍2 
topological order 𝜈𝜈0  of the system can be computed by multiplying the parity of the valence states 
at the time-reversal-invariant momenta in the Brillouin zone [1,4,10,22]. For Sb, there are eight 
TRIMs: Γ(0, 0, 0), T(0.5, 0.5, 0.5), three equivalent L(0.5, 0, 0), and three equivalent X(0.5, 0.5, 
0) [23] (Fig. 4.5 (f)). We define 𝜉𝜉𝑖𝑖𝑎𝑎 to be the parity eigenvalue of the 𝑠𝑠-th valence state at the 𝑠𝑠-th 
TRIM, where 𝑠𝑠 = 1-9 and 𝑠𝑠 = 1-8. We also define 𝑃𝑃𝑑𝑑𝑇𝑇𝑅𝑅𝑇𝑇𝑇𝑇 as the product of the parity eigenvalues 
of the nine valence states at each TRIM and 𝑃𝑃𝑑𝑑𝑏𝑏𝑎𝑎𝑎𝑎𝑑𝑑 as the product of the parity eigenvalues at the 
eight TRIMs for each band. From these definitions, we can write the topological invariant 𝑣𝑣0 as 
 (−1)𝑣𝑣0 = ∏ ∏ 𝜉𝜉𝑖𝑖𝑎𝑎 =9𝑎𝑎=18𝑖𝑖=1 ∏ 𝑃𝑃𝑑𝑑𝑖𝑖𝑇𝑇𝑅𝑅𝑇𝑇𝑇𝑇 = ∏ 𝑃𝑃𝑑𝑑𝑎𝑎𝑏𝑏𝑎𝑎𝑎𝑎𝑑𝑑9𝑎𝑎=18𝑖𝑖=1 . 4.2 
If the total value of the parity eigenvalues is -1, then 𝜈𝜈0 = 1 and the material is topological [3,7]. 
The calculated value of 𝜈𝜈0 in Sb is nontrivial (𝜈𝜈0 = 1) for all SOC strengths studied. This supports 
the claim that Sb is a topologically nontrivial semimetal once the gap opens (SOC > 97.5%) and 
remains nontrivial as the system transitions to the topological insulator regime. For SOC < 97.5%, 
the system is metallic. The topological classification intended for insulators do not apply, and so 
an inverted gap does not pose any conceptual difficulties. This illustrates again a key difference 
between Sb and Bi2Se3.  
4.5 Conclusion 
 In this chapter, we demonstrated the effects of changing the spin-orbit coupling strength 
for the topological semimetal antimony. The topological phase diagram shows transitions into 
various phases as the SOC strength is varied from 0-600% of the natural value. For SOC < 97.5%, 
the system is metallic, since the bulk conduction and valence bands touch in the Brillouin zone. 
Above 97.5%, a direct gap opens, but the conduction and valence bands overlap in energy, making 
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the system a topological semimetal. The indirect gap becomes a direct gap at SOC = 294%, at this 
point, the system becomes a topological insulator. Increasing the SOC to 381% drives the system 
back into a topological semimetal state, similar to Sb in its natural form. The system returns to a 
metallic state for SOC strengths greater than 412.5%. The transition from a trivial to topologically 
non-trivial system in Sb is fundamentally different than that for Bi2Se3. Having said that, both 
systems share the same topological classification in their natural states.  
 The spin-polarization of the surface states was revealed by performing spin-resolved planar 
charge density calculations. For SOC strengths greater than 0%, there is a net spin polarization for 
each surface of the system. Adding in the fact that the surface states span the bulk band gap 
leadings to classifying Sb as a topological system. For 0% SOC, there is no net spin polarization, 
as expected. The spin polarization of the surface states of a topological material is a property that 
many researchers believe could be useful if this class of materials is industrialized in the future. 
 The next step for this project would be to experimentally realize these topological phase 
transitions by alloy substitution of elements in the same column of the periodic table. Heavier 
elements have larger atomic SOC. Alloying P or As into antimony would decrease the effective 
SOC. This may reveal the topological semimetal to metal transition we found at 97.5% SOC. 
Increasing the SOC above the natural state of Sb can be achieved by alloying with Bi. The resulting 
system, Bi1-xSbx, was the first experimentally realized 3D topological insulator. In the future, 










Figure 4.1: Schematic depicting the gap reversal of the Bi1-xSbx system. (a) Bulk band structure 
of pure Bi shows a normal gap at the L point. The system is semimetallic because the conduction 
and valence bands overlap in energy. (b) Band structure of Bi1-xSbx with 0.07 < x < 0.22 shows an 
inverted gap at the L point. The conduction and valence bands touch when x = 0.07. The system 
is in an insulting state. (c) Band structure of pure Sb shows an inverted gap and a return to the 





Figure 4.2: Band structure of a 15-BL Sb slab. (a) Calculated band structure along the ΓM
direction with no SOC. The shaded areas indicate projected bulk band regions. (b) Same as (a) 
with the natural SOC strength. (c) Same as (a) with SOC set at 300%. (d) Zoomed view of the 
boxed area in (a) revealing overlapping valence and conduction band regions. (e) Zoomed view of 




Figure 4.3: Minimum direct gap and indirect gap in Sb and Bi2Se3 as a function of SOC strength. 
(a) The phase diagram for Sb shows 4 phase transitions: metal to topological semimetal (TS) to 
topological insulator (TI) to topological semimetal and back to metal. (b) Bi2Se3 undergoes a phase 
transition from a topologically trivial band insulator (BI) to a TI at a SOC strength of 31.2%, where 




Figure 4.4: Spin-resolved planar charge density for the surface states of a 15-BL Sb film for 
various SOC strengths as indicated. States A and B correspond to the upper and lower surface 
states in Fig. 4.2 at 𝑘𝑘𝑥𝑥 = 0.033 ΓM (slightly offset from the zone center to avoid the degeneracy 
at the zone center). The dashed vertical lines denote the bilayers of the film. The red (blue) curves 
represent the + (-) spin components of the charge density. (a), (b): Spin-resolved planar charge 
density with SOC turned off. (c), (d): SOC value set to the natural value. (e), (f): SOC strength set 
to 300%. The calculated degree of spin polarization at each surface, expressed in percentages, is 




Figure 4.5: Calculated bulk band structure of Sb for various SOC strengths. (a)-(e) The blue (red) 
bands represent the valence (conduction) bands. The parity is indicated for the states that 
correspond to the gaps at Γ and .M  (f) A schematic diagram of the bulk three-dimensional 
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5 Topological Superconductivity in Bi2Se3/Nb 
 
5.1 Introduction 
 In the field of topologically nontrivial materials, there are two main directions for new 
research: discovering new materials that are classified as topologically nontrivial and building 
heterostructures with these materials. Techniques such as that described in chapter 4 assist 
researchers to create new topological materials. Creating heterostructures, defined as layered 
structures of two or more different materials, with topological materials allows for the realization 
of exotic physical phenomena. Studying topological heterostructures is also important to determine 
what properties can be translated to and from topological materials. Creating electronic devices 
with topological materials requires the coupling of different materials; therefore, studying the 
effects of coupling topological and non-topological materials together is crucial for the 
industrialization of topological materials.  
Topological superconductors are widely studied materials due to their ability to host exotic 
physical phenomena. These systems are predicted to exhibit such phenomena as Majorana 
fermions and supersymmetry and can also be useful in topological quantum computing [1,2,3,4]. 
Majorana fermions are theoretically predicted particles that are their own antiparticles. Majorana 
zero modes, which are Majorana fermions that occur at exactly zero energy, are theoretically 
predicted to occur at the vortices of topological insulators near s-wave superconductors [1].  
Creating topological superconductors that exhibit these exotic physical phenomena has 
proven to be a challenging task. Bulk topological superconductors, such as CuxBi2Se3, typically 
have extremely small superconducting gaps and very low transition temperatures, which impede 
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experimental observations of the predicted physics. A promising alternative is to fabricate artificial 
heterostructures of a superconductor (SC) and a topological insulator (TI).  
Topological superconductor heterostructures utilize the proximity effect of the SC to 
induce a 𝐶𝐶 ± 𝑠𝑠𝐶𝐶 pairing into the topological surface states of the TI. Cooper pairs from the SC 
tunnel through the interface between the two materials and into the surface states. This causes a 
gap to open at the Fermi level. Proximity-induced superconductivity in Bi2Se3 and Bi2Te3 has been 
reported by scanning tunneling microscopy and transport measurements [5,6]. However, these 
experiments are not capable of separating bulk and surface states; therefore, the occurrence of 
helical Cooper pairing in the topological surface states has not been uniquely established from 
these measurements.  
Establishing unambiguous evidence for helical Cooper pairing in the topological surface 
states can be realized with momentum-resolved techniques such as angle-resolved photoemission 
spectroscopy. Initial research focused on high-temperature SCs due to their more easily achievable 
temperatures. Multiple research groups paired the topological insulators (TIs) Bi2Se3 with the d-
wave superconductors Bi2Sr2CaCu2O8+δ (BSCCO) [7,8,9]; however, it was concluded that no 
superconducting features were observed on the surface of the TI. The problem with pairing Bi2Se3 
with BSCCO is that there is a significant Fermi surfaces and lattice mismatch, d-wave 
superconductors have a very short coherence length in the z-direction, and there is a high density 
of structural defects at the interface [8,9,10,11,12].  
Pairing an s-wave superconductor to a TI presents its own challenges. In general, s-wave 
superconductors have very low critical temperatures, which leads to small superconducting gaps. 
One of the main challenges of creating these heterostructures is choosing compatible materials 
while maximizing the superconducting temperature. The superconducting gaps are in the meV 
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range; therefore, it is crucial to have a high signal-to-noise ratio to get the best statistics possible. 
To achieve this, sample preparation is important to produce atomically flat and defect-free samples 
for ARPES measurements. Besides the system presented in this chapter, only Bi2Se3/NbSe2 has 
been successfully grown and shown to exhibit proximity-induced pairing [13].  
In this chapter, we present results on the superconducting-proximity effect as a function of 
temperature and TI film thickness for the system Bi2Se3/Nb, which is arguably the simplest case 
in terms of the electronic and chemical structures of the components. A novel flip-chip technique 
for sample preparation allowed us to perform in-situ cleaving on samples with a predetermined 
thickness. Measurements taken as a function of temperature reveal a superconducting gap in the 
states near the Fermi level when the system is cooled below the critical temperature of Nb. 
Thickness dependent measurements show the expected trend that thicker Bi2Se3 films have weaker 
superconducting gaps. These measurements show promise for the flip-chip sample preparation 
method as a viable technique to grow and measure topological superconductor heterostructures 
with molecular beam epitaxy and ARPES.  
5.2  Flip-chip Sample Preparation for Bi2Se3/Nb Topological 
Superconductor Heterostructure 
 The Bi2Se3/Nb heterostructure pairs a simple 3D topological insulator with an s-wave 
superconductor. Bi2Se3 is a prototypical topological insulator with a single Dirac cone at the zone 
center. This simple band structure, along with a comparatively large band gap of approximately 
0.3 eV, make it one of the most widely studied TIs. Nb is an isotropic s-wave superconductor with 
a decent coherence length of 380 Å and the highest superconducting transition temperature of TC 




Preparing samples using the flip-chip method allows for cleavage of ex-situ grown samples 
to expose a clean sample surface for measurements. Since Nb is highly reactive, standard in-situ 
film growth techniques cannot yield single-crystalline Bi2Se3 films on Nb.  To overcome this, we 
developed a flip-chip preparation technique that upon cleavage yields an ultrathin Bi2Se3 film of a 
predetermined thickness on a Nb substrate. To begin, single-crystalline Bi2Se3(0001) films with 
thicknesses of 3-10 quintuple layers (QL) are grown onto an ozone-cleaned Al2O3(0001) substrate 
using molecular beam epitaxy. The films are grown by a “two-step process.” A 2 QL film is grown 
first with the substrate at a temperature of 220°C, and additional QL are subsequently deposited 
with a substrate temperature of 280°C. The films are then annealed at 280°C for 3 hours under a 
low flux of Se to fill vacancies. The crystal structure and film thickness are verified by RHEED 
and ex-situ x-ray diffraction. Subsequently, polycrystalline Nb films, with a thickness of 600 Å, 
are sputter deposited on top of each of the Bi2Se3 film surfaces at ~30°C. The resulting sample is 
flipped over and glued onto a polished copper sheet with the Nb surface facing downward. Finally, 
a cleavage pin is glued to the backside of the Al2O3 substrate (Fig. 5.1 (a)). To expose the Bi2Se3 
surface, the sample structure is cleaved in situ by applying a lateral force to the pin (Fig 5.1 (b)). 
By using ARPES, atomic force microscopy (AFM), and x-ray photoemission spectroscopy 
(XPS), we verify that the cleavage takes place at the Bi2Se3/Al2O3 interface, ensuring that the 
Bi2Se3 films are of the predetermined thicknesses. Figure 5.1 (c) shows that the ARPES spectra 
taken for cleaved samples of 4, 7, and 10 Bi2Se3 QL are consistent with previous measurements of 
Bi2Se3 thin films [9,14]. For film thicknesses > 4 QL, the topological surface states are continuous 
and form a Dirac cone at the zone center; however, when the thickness is reduced to ≤ 4 QL, a 
tunneling gap opens. Using ARPES to scan the core level states do not reveal any signatures of 
Nb. The data produced from measuring the Bi2Se3 films with AFM reveal smooth, stepped 
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surfaces, which is indicative of the cleaved-off Al2O3 growth substrate (Fig. 5.1 (e)). The XPS 
measurements of the cleaved-off Al2O3 substrates reveal only a sub-monolayer amount of Bi, 
consistent with a clean break at the Bi2Se3/Al2O3 interface (Fig. 5.1 (d)). These measurements 
provide evidence that the flip-chip preparation method allows us to grow and cleave in situ 
Bi2Se3/Nb structures with a predetermined film thickness. 
5.3 Temperature and Thickness Dependent Study on Bi2Se3/Nb 
 Angle-resolved photoemission spectroscopy measurements were taken for samples of 
various Bi2Se3 thicknesses in a temperature range of 1.5 to 13 K. ARPES is an ideal technique for 
detecting superconducting signatures in topological superconductors because of the excellent 
energy (0.1 meV) and angular resolution (0.1 deg). The ARPES measurements were performed 
using a laser-based ARPES system, with a base pressure of 4 x 10-11 mbar, at the Institute for Solid 
State Physics (ISSP) located at the University of Tokyo. A vacuum-ultraviolet laser with a photon 
energy of 6.994 eV is used to photoeject the electrons from the sample. The effects of proximity-
induced superconductivity will appear at the states near the Fermi level; therefore, laser-based 
ARPES provides excellent energy resolution at the area of interest.  The ejected electrons are 
measured with a Scienta HR8000 hemispherical analyzer. The samples are cooled by pumping 
(superfluid) liquid helium into the manipulator to achieve temperatures in the range of 1.5 to 13 
K. Additional ARPES measurements were performed using photon energies between 17-52 eV at 
the One-Cube beamline at BESSY II in Berlin and 4.03 at the Advanced Light Source in Berkeley. 
 The two indications of superconductivity in ARPES spectra are a leading-edge shift and a 
coherence peak [15,16]. When a conventional BCS superconductor is cool below TC, two electrons 
pair to form a Cooper pair and are correlated due to the Pauli exclusion principle. The one-particle 
orbitals are therefore occupied by pairs. The new ground state is separated by a value equal to the 
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superconducting gap ∆. The superconducting gap manifests itself in ARPES spectra as a shift in 
the leading edge of the spectra, meaning there will be a gap if the ARPES spectra is symmetrized 
along the Fermi level. A coherence peak is an increase in the density of states at an energy just 
below the Fermi level, which arises due to the electrons forming Cooper pairs when a 
superconductor is cooled below TC. These two features are the “smoking guns” for 
superconductivity in ARPES spectra. 
 The ARPES data shown in Figure 5.2 confirm the existence of a leading-edge shift and a 
coherence peak when Bi2Se3/Nb is cooled below TCNb = 9.4 K. ARPES maps for 10 and 4 QL 
Bi2Se3 films (Fig. 5.2 (a) and (e), respectively) show topological surface states and partially filled 
bulk conduction bands at the Fermi level. A detailed examination of the maps near the Fermi level 
at T = 1.5 K reveals leading-edge shifts and coherence peaks for both the 10 and 4 QL sample (Fig. 
5.2 (b) and (f)).  A common way to visually present these superconducting features is to 
symmetrize the ARPES maps with respect to the Fermi level, which is shown in figure 5.2 (c) and 
(g). The energy distribution curves (EDCs) for three in-plane momentum positions corresponding 
to the bulk conduction band (BS) and the topological surface states (±TSS) at the Fermi level clear 
show coherence peaks of similar magnitudes for all three momenta (Fig. 5.2 (d) and (h)). This 
means that superconductivity is induced into the bulk and surface states of the TI.  
 For all Bi2Se3 thicknesses studied, superconducting features were observed, albeit with 
varying strengths. Figure 5.3 shows the symmetrized EDCs associated with the BS and ±TSS of 
the Bi2Se3 films for all the thicknesses studied, as well as that of a bare Nb sample. For all film 
thicknesses, a superconducting gap and coherence peak appear when the system is cooled below 
TCNb, and increase in size with decreasing temperature below TCNb. There is also a trend that these 
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features are less pronounced with increasing TI film thickness. Qualitatively, this makes physical 
sense because the proximity effect decreases in strength as the spatial distance is increased.  
5.4 Fitting of Bi2Se3/Nb Superconducting Gap  
 Extracting the superconducting gap for each Bi2Se3 thickness is done by fitting the 
symmetrized energy distribution curves with a Dynes function. The Dynes function is commonly 
used to fit scanning tunneling microscopy and ARPES data to extract the size of the 
superconducting gap [17]. It is given by  




where 𝑁𝑁(𝜀𝜀) and 𝑁𝑁0 are the density of states in the superconducting and normal states, respectively, 
𝜀𝜀 is the energy of the state, Γ is a fitting parameter that represents the effect of the pair-breaking 
process, and ∆ is the size of the superconducting gap. Using Eq. 5.1 to fit the symmetrized EDCs 
yields ∆(𝑇𝑇), which is plotted in figure 5.4. The largest measured superconducting gap is 
approximately 1.1 meV for the 4 QL Bi2Se3 film. The qualitative trend that the size of the 
superconducting gap decreases as a function of film thickness is verified quantitively.  
 Analysis of the superconducting gap reveals that the superconducting transition 
temperatures for both the bulk and TSS are independent of film thickness. We fit BS gap sizes and 
the average results for ±TSS (denoted <TSS>) with the BCS mean-field equation 
 ∆(𝑇𝑇) = ∆(0) tanh (𝐴𝐴�𝑇𝑇𝐶𝐶
𝑇𝑇
− 1), 5.2 
where 𝐴𝐴 = 1.74. The results of the fitting (dashed curves in Fig. 5.4 (a)) agree well with the data 
points, which means that the system exhibits BCS superconductivity. The transition temperatures 
for all the states and film thicknesses are equal to TCNb, within the experimental error. Cooper pairs 
are induced into the Bi2Se3 film through Andreev reflection at the interface. When T < TC, the pair 
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density is finite, but it drops to zero when Andreev reflection ceases for T > TC. This explains the 
same TC for all film thicknesses.  
 The zero-temperature gap ∆(0), extracted from Eq. 5.2, decreases as a function of film 
thickness (Fig. 5.4 (b)). Quasiparticles induced in the TI film by Andreev reflection lose their phase 
coherence away from the interface [18]; therefore, the Cooper pair density and thus, the proximity-
induced gap measured near the Bi2Se3 film surface decreases with increasing TI film thickness in 
accordance with theoretical predictions [11,19,20]. By fitting ∆(0) vs. film thickness with an 
exponential function (dashed curve in Fig. 5.4 (b)), a decay length of λ = 8.4 QL is extracted, 
which is a measure of the quasiparticle coherence length associated with Andreev reflections. 
 For this study, the decay of ∆(0) with increasing film thickness is identical for the bulk 
state and topological surface states (Fig. 5.4 (b)), which was not reported in the Bi2Se3/NbSe2 
system [13]. Since the wave functions associated with the TSSs are pinned to near the surface with 
an exponential decay length of less than 2 QL into the film [21], direct transfer of Cooper pairs 
from the interface to the TI film surface via tunneling rapidly decays with increasing thickness and 
is negligible for film thicknesses ≥ 7 QL [14]. Having said that, the BS and TSSs of the 10 QL 
sample exhibit the same size superconducting gap. This suggests that the surface states and the 
bulk states are quantum mechanically coupled together; therefore, any superconducting signatures 
transferred to the bulk states are also seen in the surface states. Even though the Cooper pairing in 
the TSS and BS have different characteristics, the TSS are analytic continuations of the BS in 
energy-momentum space and both are quantum mechanically coherent over a length scale 
determined by the mean free paths of the associated quasiparticles [22]. Based on our results, the 
quasiparticle mean free paths in the Bi2Se3 films are sufficiently large for the bulk and surface 
states to exhibit the same gap over all the film thicknesses studied.  
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 The superconducting gap in the 10 QL Bi2Se3/Nb system is slightly asymmetric in 
momentum space when measured between the +TSS and -TSS momenta. The gap at -TSS is larger 
by approximately 0.3 meV compared to that of +TSS. The observed asymmetry might be caused 
by an odd-parity triplet pairing or some other mechanism of spontaneous symmetry breaking 
[4,23]. Because of the coupled BS and TSS, the asymmetry in the superconducting gap indicates 
that coupling to the bulk states provides a channel with enhanced triplet pairing amplitude. More 
detailed theoretical and experimental studies are needed to establish the underlying physics of this 
phenomenon.  
5.5 Conclusion 
 Topological superconductors are some of the most widely studied systems in condensed-
matter physics due to their potential to host exotic physical phenomena as well as their potential 
for industrial applications. In this chapter, we presented evidence for proximity-induced 
superconductivity in Bi2Se3 when coupled with the s-wave superconductor Nb. The samples are 
grown using a novel flip-chip preparation method, allowing us to cleave the samples in situ to 
expose a fresh Bi2Se3 surface with a predetermined film thickness. Using angle-resolved 
photoemission spectroscopy, the superconducting gap is studied as a function of temperature and 
Bi2Se3 film thickness. Superconducting gaps and coherence peaks were found for all sample 
thicknesses studied (4-10 QL). These superconducting features appear when the system is cooled 
below TCNb = 9.4 K and intensify as the temperature is further decreased below the critical 
temperature. Both the bulk and surface states exhibit these superconducting properties, which 
indicates that these states may be quantum mechanically coupled together.  
 Notably, our observed proximity-induced gaps in the bulk and topological surface states of 
Bi2Se3 are significantly larger than those reported for Bi2Se3 and Bi2Te3 films of similar thickness 
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on NbSe2 substrates [5,6,9]. This is due to the larger pairing-potential induced by Nb (1.6 meV) 
than by NbSe2 (1.2 meV). The success of this growth method makes the flip-chip sample 
preparation technique a viable option to artificially create topological superconductors with larger 
gaps. New TI/SC combinations can be grown to maximize the superconducting effects. This opens 
new routes to explore the exotic physics in topological superconductors and the superconducting-








Figure 5.1: (a) Photo and schematic diagram of assembled Bi2Se3(0001)/Nb sample structure 
before cleavage. (b) Same sample structure after cleavage exposing a “fresh” surface of the Bi2Se3 
film with a predetermined thickness of 4 QL. (c) ARPES sprecta for samples with 4, 7, and 10 QL 
of Bi2Se3 films. The spectra were recorded with photon energies of 18, 35, and 35 eV, respectively. 
(d) XPS spectrum taken from a cleaved-off Al2O3 substrate reveals that only a sub-monolayer 
amount of Bi is left on the substrate, thus confirming the cleavage occurs at the interface of 
Bi2Se3/Al2O3. (e) AFM image of the Bi2Se3 film after cleavage. The step structure corresponds to 







Figure 5.2: (a) ARPES map of 10 QL Bi2Se3/Nb at T = 10 K using a photon energy of 6.994 eV. 
The topological surface states cross to form a Dirac cone within the bulk band gap. (b) Detailed 
ARPES maps for energies near the Fermi level of 10 QL Bi2Se3/Nb at T = 10 and 1.5 K. (c) 
Symmetrized plots of (b) showing a coherence peak and superconducting gap throughout 
momentum space at 1.5 K. (d) Energy distribution curves at three momenta corresponding to a 
BS, +TSS, and -TSS demonstrates the proximity-induced superconductivity in all of these states. 




 Figure 5.3: Symmetrized ARPES energy distribution curves as a function of temperature and 
Bi2Se3 film thickness, as well a bare Nb. The height of the coherence peaks and the size of the 
superconducting gap increase with decreasing temperature below TCNb and are absent for 
temperatures above TCNb. These features are less pronounced as the thickness of the TI film 





Figure 5.4: (a) Superconducting gaps for the bulk state and the topological surface states as a 
function of temperature as extracted from fitting the symmetrized energy distribution curves with 
a Dynes function. The plots show all film thicknesses as well as Nb for reference. The dashed 
curves (Eq. 5.2) yield the zero-temperature gap ∆(0) for each case. (b) ∆(0) as a function of Bi2Se3 
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6 Metal/Topological Insulator Heterostructure 
 
6.1 Introduction 
 Topologically nontrivial systems are one of the most widely studied topics in condensed-
matter physics. Many of the basic features of topological insulators (TI), both in bulk and thin film 
form, have been studied extensively; however, more work needs to be conducted before these 
materials can be effectively utilized for industrial purposes [1-2]. One possible direction is to 
determine the effects of coupling of these materials with other classes of materials, in particular 
metal thin films. Creating heterostructures involving topological insulators is an important process 
toward functionalization and device fabrication. To understand the effects of coupling a metal film 
to a TI, we must first explain how the topological surface state arise in a topologically nontrivial 
system.  
 Coupling a topological insulator (with an inverted band gap) with a trivial insulator (such 
as vacuum) produces metallic interface states [3,4]. As discussed in chapter 4, spin-orbit coupling 
(SOC) is the driving force that causes the phase transition from an ordinary insulator to a TI (Fig. 
6.1 (a)) [1-10]. Topological insulators have inverted band gaps; thus, when a TI is joined to an 
ordinary insulator to form a heterostructure, the gap must close at the boundary because of analytic 
continuation of the band gap [3,4,10] (Fig. 6.2(b)). The resulting interface states must span the 
bulk band gap of the TI and are spin-polarized by the Rashba interaction [8,9]. When the ordinary 
insulator involved in this heterostructure is an empty space of vacuum, the interface states become 
the topological surface states that are of great interest for spintronic applications [11,12]. 
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 The pristine surfaces of topological insulators were the focus of early research on this new 
class of materials; however, creating heterostructures involving these materials may reveal new 
physics and industrial applications. Of particular interest, but thus far not well understood, are 
heterostructures between topological insulators and metals, which are used as source and drain 
connections for spin and charge transport [10]. Figure 6.1 (c) illustrates the key idea behind 
coupling a metal to a TI. The inverted gap of the TI must close at the interface with the metal film, 
and remain closed through the entire metal film before opening at the metal-vacuum interface. The 
implication is that the topological states may now develop an extended spatial range where the gap 
is zero.  
 In this chapter, we present evidence for spatially extended topological surface states in the 
Ag/Bi/Bi2Te3 system. Similar to Bi2Se3, Bi2Te3 is a 3D topological insulator with a single Dirac 
cone at the zone center [1,2,7,13,14]. Previous reports of depositing Ag on Bi2Se3 suggested the 
Ag atoms intercalated into the TI when deposited at room temperature [15,16]. To prevent this 
when attempting to grow a metal overlayer, we added a Bi bilayer (BL) buffer layer between the 
Ag and Bi2Te3 films. Adding 1 Bi BL on top of Bi2Te3 does not change the topologically nontrivial 
classification of the TI [17]. Silver is chosen for this study because Ag films have been successfully 
grown on various substrates by low temperature deposition (~50 K) and annealing to room 
temperature [18,19]. The key result is the observation of topological surface states on the surface 
of a Ag for thicknesses of 1 and 2 ML when probing the system with ARPES. This result may help 





6.2 Growth of the Ag/Bi/Bi2Te3 Heterostructure using Molecular 
Beam Epitaxy 
 The metal/topological heterostructures were grown in situ using molecular beam epitaxy. 
The multistep process begins with the treatment of the 6H-SiC(0001) substrate. As mentioned in 
section 2.5.2, a graphene bilayer can form on the surface of 6H-SiC(0001) when Si is desorbed 
from the surface [20,21]. This is accomplished by multiple cycles of annealing the substrate from 
650°C to 1300°C for approximately 30 s. The formation of a graphene bilayer is indicated by a 
change in the electron diffraction pattern (Fig. 6.2). After the initial outgassing phase of the 
substrate, SiC(0001) exhibits a 1 × 1 RHEED pattern (Fig. 6.2 (a)). After approximately 40 cycles 
of annealing the substrate, a �6√3 × 6√3�R30° RHEED pattern with 1 × 1 streaks is observed 
(Fig. 6.2 (b)), which indicates the formation of a graphene bilayer. Graphene is an excellent 
substrate because it is chemically inert due to the strong carbon bonds, which allows of epitaxial 
growth of topological insulators such as Bi2Se3 and Bi2Te3 [22,23].  
 A 6 quintuple (QL) Bi2Te3 film is grown on the graphene-terminated 6H-SiC(0001) 
substrate. Similar to Bi2Se3, the crystalline structure of Bi2Te3 is consists of 5 alternating atomic 
layers of Te and Bi, which make up one quintuple layer [1,2,13,14,24]. These five layers are 
chemically bonded, while adjacent QLs are bonded by the van der Waals forces. The Bi2Te3 film 
is grown using molecular beam epitaxy (MBE), which allows us to control the thickness of our 
films down to sub-QL thicknesses. During the depositing, the substrate is heated to approximately 
350°C and the Te/Bi flux ratio is > 10, which produces single-crystal, highly oriented Bi2Te3 
[24,25]. After deposition, the films are annealed to approximately 375°C in a Te-rich environment. 
This allows for the atoms to organize themselves into uniform layers without losing Te atoms in 
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the process. The RHEED pattern after deposition of the Bi2Te3 film shows 1 × 1 streaks, which is 
a good indication of a high-quality film (Fig. 6.2 (c)) [25].  
 A Bi bilayer is grown on the Bi2Te3 film to act as a buffer layer. Similar to Bi2Te3(111), 
Bi(111) forms in layers with a hexagonal lattice with a lattice constant of 4.54 Å (compared to 
4.38 Å for Bi2Te3). Because of these similarities, it is possible to grow a single BL of Bi on Bi2Te3 
[26]. To achieve this structure, we deposited Bi onto Bi2Te3 with the sample held at room 
temperature and annealed the system to ~300°C. The diffraction pattern essentially does not 
change (Fig. 6.2(d)); however, using ARPES allows us to see the changes in the band structure.  
 The final step in creating the heterostructure is to deposit a metal film, in this case Ag. 
Following the recipe for growing uniform thin films of Ag from previous studies [18,19], we 
cooled the sample down to approximately 50 K before deposition. After calibration of the 
evaporator, 1 ML of Ag is deposited onto the Bi bilayer surface. Because silver tends to form 
islands if over-annealed, we carefully raised the temperature of the sample to room temperature 
(295 K) to allow the atoms to rearrange into a uniform film. After the initial deposition, no 
diffraction pattern is observed due to the rough Ag film; however, after annealing to room 
temperature, a clear 1 × 1 streaky pattern is present in the RHEED measurement (Fig. 6.2 (e)).  
6.3 Morphology Study on Ag/Bi/Bi2Te3 using ARPES 
 Angle-resolved photoemission spectroscopy (ARPES) is one of the most direct ways to 
study the topological surface states of topologically nontrivial materials. Unlike scanning 
tunneling microscopy and transport measurements, the momentum resolution of ARPES allows 
for the separation of bulk and surface states. The electronic structure of the surface states can be 
directly probed with ARPES, which can determine the topological classification of the system.  
Because the samples in this study are grown in situ, we are able to study the morphology of the 
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band structure after each material is deposited onto the system and determine its topological 
classification. 
 Measurement of an 6 QL Bi2Te3 film grown on graphene-terminated 6H-SiC(0001) shows 
topological surface states that cross at the zone center, forming a single Dirac cone (Fig. 6.3 (a)). 
We chose to grow a 6 QL Bi2Te3 film because previous reports have shown that films above 5 QL 
are in the bulk-limit, with a bulk band gap of approximately 165 meV [14,27]. The data was taken 
using 21.2 eV photons, which does not have a strong cross-section at the Dirac point; therefore, it 
is somewhat difficult to make out the crossing of the surface states, which is located at a binding 
energy of approximately 0.5 eV. For this system, the Dirac point is buried inside the edges of the 
bulk valence bands, which also contributes to the difficulty in observing the crossing. 
 The growth of a 1 bilayer of Bi changes the electronic structure of the system, but not the 
topological classification. The main goal of this project is to grow a metal film on a topological 
insulator; therefore, it is important that the buffer layer do not affect the topological classification 
of Bi2Te3. The ARPES spectrum taken for the 1 BL Bi/6 QL Bi2Te3 shows a Dirac cone at the 
zone center, and additional states that disperse upwards located to the left and right of the zone 
center (Fig. 6.3 (b)). Unlike the spectrum for Bi2Te3, the Dirac point is clearly observed at a binding 
energy of approximately 0.45 eV, due to the lack of overlapping states near the Dirac point. The 
measured ARPES spectrum agrees well with previous reports on the system [26]. 
 After the growth and annealing of a 1 ML Ag film, the band structure of the system once 
again changes; however, the states that resemble topological surface states are present near the 
Fermi level (Fig. 6.3 (c)). The upward dispersing bands of the Bi BL have disappeared from the 
ARPES map, with only a clear Dirac cone at the zone center. The Dirac point has shifted to a lower 
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binding energy of approximately 0.2 eV. After adding an additional ML of Ag, the band structure 
is unchanged, and the surface state remains present.  
 Because silver is a metal, it has a trivial surface state in its natural form; however, the 
surface state of silver differs from the surface state measured in the heterostructure. As shown in 
Fig 6.3 (d), the band structure of a 5 ML Ag film grown on Si(111) has a parabolic surface state 
which is pinned very close to the Fermi level. This is in stark contrast to the linearly dispersing 
surface states of the Ag/Bi/Bi2Te3 system shown in Fig 6.3 (c) [28]. Because the Fermi level of 
the heterostructure is located in the band gap of the system, it is not possible to determine whether 
the surface states merge into the bulk conduction bands; however, the fact that the surface states 
closely resemble those of the underlining TI suggests that the topological surface states of the TI 
have extended spatially into the metal film. 
 The integrated energy distribution curves (EDCs) reveal the suppression of the p-bands 
associated with Bi and Te and the emergence of the d-bands from Ag as each material is grown on 
the heterostructure. Figure 6.4 shows the integrated EDCs taken after each material was deposited 
to the heterostructure, with the red curve representing Bi2Te3, blue depicting Bi, and grey denoting 
Ag. The feature with a binding energy ranging from 1 to 2 eV in the Bi2Te3 curve originates from 
the Bi 6p and Te 5p orbitals. This feature is still present in the blue curve as Bi still has a density 
of states here. The main feature in the Ag curve comes from the Ag 4d states and is peaks at a 
binding energy of around 5.3 eV. Because ARPES is a very high surface sensitivity, that fact that 
we observe such a strong Ag 4d signal indicates that the top layer contains silver.  
6.4 Conclusion 
In this chapter, we introduced the preliminary findings on the potential topological 
heterostructure Ag/Bi/Bi2Te3. This heterostructure represents a metal/TI system, which are 
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important to the development of topologically nontrivial materials for industrial applications such 
as spintronics and quantum computing. The key feature of topological insulators are the spin-
polarized surface states. It is useful to study whether this property of these materials can be 
spatially extended through overlayers, as this would be necessary when building devices for 
different applications. The fact that metals are gapless has led to theoretical studying indicating 
the spatial extension of the surface states. 
We used molecular beam epitaxy to grow the Ag/Bi/Bi2Te3 heterostructures in situ. 
Reflective high-energy electron diffraction was used to check the film quality after each material 
was deposited. The 6 QL Bi2Te3 film was grown on graphene-terminated 6H-SiC and displayed a 
clear diffraction pattern. After the deposition of 1 BL Bi, the RHEED pattern did not change 
noticeably. A 1 ML Ag film that was deposited at low temperature and annealed to room produced 
a clear RHEED pattern. 
ARPES measurements were taken after each stage of the heterostructure growth. Both the 
6 QL Bi2Te3 and Bi/Bi2Te3 measurements agreed well with previous results on those systems. 
After the growth of a 1 ML Ag film on the surface of the Bi BL, an ARPES map reveals a surface 
state that resembles that of a topologically nontrivial material, which is vastly different that the 
surface state of Ag grown on Si(111). The observed surface states intersect to form a Dirac cone 
at the zone center. This is evidence that the topological surface states may have extended spatially 
and are present on the surface of the silver film. 
The results presented in this chapter for a metal/topological insulator heterostructure are 
preliminary findings on system that is important to study for the future of topological insulators. 
We would like to study thicker Ag films to determine a critical thickness for which the topological 
surface states no longer translate through the metal film. It would also be useful to determine if 
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other metal/TI combinations show a similar phenomenon. Adding addition materials to similar 
heterostructures may one day lead to the incorporation of topological insulators and related 























Figure 6.1: (a) Schematic band structure showing the transformation of an ordinary insulator to a 
topological insulator by increasing the spin-orbit coupling. CB and VB represent the bulk 
conduction and valence bands, respectively. The gap inversion is accompanied by a parity reversal 
of the band edge states. (b) Illustration of the metallic interface state created between a topological 
insulator and an ordinary insulator. The gap must close at interface due to gap continuity, resulting 
in the topological surface state, indicated by the red peak. (c) Similar to (b) but with the addition 
of a metal interlayer between the topological insulator and trivial insulator. The topological 
interface state is expected to extend spatially to span the metal film. Courtesy of ref 10. 
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Figure 6.2: RHEED patterns for the different stages of growth for the Ag/Bi/Bi2Te3 
heterostructure. (a) An outgassed 6H-SiC(0001) substrate shows a 1 × 1 RHEED pattern. (b) After 
multiple cycles of annealing the 6H-SiC(0001) substrate, a graphene bilayer develops on the 
surface, thus creating a graphene-terminated 6H-SiC(0001) substrate. The diffraction pattern 
changes to a �6√3 × 6√3�R30° reconstruction with 1 × 1 streaks from the graphene bilayer. (c) 
Growth of a 6 QL Bi2Te3 film produces a diffraction pattern that shows clear 1 × 1 streaks. (d) A 
Bi BL film do not noticeable change the diffraction pattern when compared to panel (c). (e) After 






































Figure 6.3: (a)-(c) ARPES spectra taken after each growth stage of Ag/Bi/Bi2Te3. The ARPES 
maps were taken with 21.2 eV photons and the electrons were analyzed with a Scienta SES100 
analyzer. (a) ARPES map for a 6 QL Bi2Te3 film grown on graphene-terminated 6H-SiC(0001). 
The spectrum shows clearly defined surface states that intersect at a binding energy of 
approximately 0.5 eV (not seen in this figure due to the low cross-section at the Dirac point for 
this photon energy). (b) Same at (a) but with 1 Bi BL grown on top of the Bi2Te3 film. The Dirac 
point has shifted upwards to a binding energy of ~0.45 eV. (c) Same at (a) and (b) but with 1 ML 
of Ag grown on the Bi BL. The surface states cross to form a Dirac point at ~0.2 eV. (d) Reference 
spectrum of a 5 ML Ag film grown on Si(111). The surface state of Ag has a parabolic dispersion 




Figure 6.4: Integrated energy distribute curves taken after each growth stage. The valence bands 
around 1 eV in the Bi2Te3 curve represents the p-bands from Bi and Te atoms, while the intensity 
at higher binding energies originate from Te atoms. After the growth of the Bi BL, the valence 
band intensity persists; however, the intensity at high binding energies is suppressed. Upon the 
deposition of the Ag film, a large intensity from the Ag d-bands arises at around 5 eV from the 
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7 Summary and Outlook 
 This dissertation reports theoretical and ARPES results for topologically nontrivial 
materials, which are some of the most widely studied material due to their potential applications 
to technology as well as their rich physics. Our studies touched on both paths that researchers are 
focusing on for topological materials: discovering new materials that exhibit topological properties 
and creating heterostructures to see the coupling effects. Both of these research focuses are needed 
to advance the field of topological materials. Developing a better understanding of how topological 
phase transitions occur will help create new materials that display similar features. Studying 
topological heterostructures opens the field to exotic physics and the potential for integration into 
devices. 
 Our theoretical results on the topological phase transitions of Sb gives insight into different 
ways materials transition into their topological states. In its natural form, Sb is a topological 
semimetal, with spin-polarized surface states that span the indirect band gap. The idea is to 
investigate whether Sb behaves similarly to Bi2Se3, which undergoes the topological phase 
transition from a trivial insulator to a topological insulator (TI) through a band gap inversion. We 
found that Sb transitions to the topological semimetal phase from a metallic phase when the spin-
orbit coupling (SOC) strength is weaken just below its natural value. Interestingly, the spin-
polarized surface states are present across the metal/topological semimetal transition, which differs 
from the transition in Bi2Se3 where the topological surface states appear only in the topological 
phase. The process of artificially tuning the SOC can be experimentally accomplished by chemical 
alloying of elements in the same periodic table, which is something we hope will be used to 
discover new materials that exhibit topological properties. 
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 The next two chapters of this dissertation focuses on topological heterostructures, namely 
Bi2Se3/Nb and Ag/Bi/Bi2Te3. The first system pairs the topological insulator Bi2Se3 with the s-
wave superconductor Nb to form a topological superconductor. Topological superconductors have 
emerged as candidates to realize Majorana fermions. We engineered this heterostructure by 
utilizing a novel “flip-chip” preparation method that allows the sample to be cleaved in situ to 
expose a clean Bi2Se3 surface. We carried out a thickness and temperature dependence study using 
ARPES to determine whether proximity-induced superconductivity was present on the TI. We 
determined that both leading-edge shifts and coherence peaks were present for all Bi2Se3 
thicknesses studied (4-10 QL) with an onset temperature equal to that of the critical temperature 
for Nb, TCNb = 9.4 K. This system produced the largest proximity-induced superconducting gap in 
a topological insulator with a size of approximately 1.1 meV. The size of the superconducting gap 
decreases as a function of thickness and temperature, vanishing above TCNb.  
 One research direction for topological superconductors is to utilize the flip-chip preparation 
method to grow different combinations of TIs and SCs. Higher TC conventional superconductors 
such as MgB2 are good candidates for this study due to the larger pairing potential. Previously, 
one of the challenges with creating topological superconductors was lattice mismatches and 
defects at the interface; however, the flip-chip method allows for the controlled manipulation of 
the TI/SC interface. This should allow us to maximize the size of the superconducting gap as well 
as engineer more complicated heterostructures involving topologically nontrivial materials.  
 The results for the Ag/Bi/Bi2Te3 system show the propagation of topological surface states 
through a metal film. Theoretical calculations predicted that coupling a metal film to a TI could 
result in spatially extended topological surface states due to continuity of the bulk band gap. We 
fabricated the heterostructure Ag/Bi/Bi2Te3 to test this prediction. A Bi BL grown on Bi2Te3 is a 
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topological insulator with a Dirac cone at the zone center. After the growth a 1 ML of Ag, states 
resembling topological surface states are still present near the Fermi level. These states are in stark 
contrast to the surface state typically found in Ag.  
 Additional results on Ag/Bi/Bi2Te3 are needed to fully understand the extent of the 
observed surface states. Spin-resolved ARPES measurements would allow use to determine 
whether these states are spin-polarized. A thickness dependence study would allow us to determine 
a critical thickness for the Ag film until the topological effects are no longer observed. Finally, 
creating heterostructures with different combinations of metals and TIs would allow us to draw 
conclusions on whether this effect is present for all metal/TI heterostructures. Exploring the effects 
of coupling topologically trivial and nontrivial materials together may lead to the discovery of new 
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