A new definition for the capacity C of a (discrete or semicontinuous) channel with finite memory is given. In terms of this definition both the coding theorem and its weak converse are easily established. In particular, all questions of the ergodicity of the sourcechannel distribution are avoided, and we are able to show for discrete channels that both the ergodic and stationary capacities (as given by the Shannon-McMillan definition) coincide with that given here. Finally, the strong converse of the coding theorem is shown to hold for a particular finite-memory channel recently considered by Wolfowitz.
INTRODUCTION
A central problem of information theory is the following: Let X and Y be sets, consisting of finite numbers of elements denoted by x and y respectively. For each x C X let p( I a) denote a probability distribution on Y. For any positive integer n, let X ~ and Y" denote the product spaces I~XX~ and I~IxY~, i=1 i=1 where X~ = X and Yi = Y. We will denote the elements of X" by u, and of Y'~ by v. For each u C X ~ we define a probability distribution P( I u) on Y~ according to p(lu) = p(Ix1) •-• p(Ixn) where u = (xl, -.. , xn).
For a fixed e, 0 _-< e < 1, let N(n, e) be the largest integer for which there exists a set ul, ... , uN(~, e) of elements in X ~ and disjoint sets There exists a constant C >-0 (which is in general nonzero) such that for any e, 0 < e < 1, and H, 0 ~ H < Cthere is an n(e, H) such that N(n, e) >= 2 ~" for all n > n(e, H).
Weak converse. The statement of the coding theorem is not true for any H > C. Specifically we have nC+ 1 log N(n, e) < 1-e for all n.
Quite recently Wolfowitz [1957] has obtained a sharper estimate for
N(n, e) as follows:
Strong converse. For any e, 0 =< e < 1, we have sup 1 log N(n, e) < lira C.
The constant C is called the channel capacity• All logarithms here and henceforth are taken to the base 2.
The coding theorem and the strong converse may be summed up by the assertion lim-1 logN(n,e) = C, 0 < e < 1.
n~o9 n However, for the purpose of generalizing the problem under consideration, it is best to consider these three results separately.
The case e = 0 is singular, and appears to offer greater difficulties than the case e > 0. That is, while it is easily shown that lim 1 log N(n, O) = Co n--~ao n exists, a simple algorithm for determining Co, even in some of the simplest nontrivial cases, is not known.
The triple X, Y, p(Ix) is said to define a discrete channel without memory, and C is called its capacity. The capacity is determined as follows: given a probability distribution p( ) on X, we can define a distribution on X X Y by
p(x, y) = p(x)p(y l x)
and a distribution on Y by
p(y) = ~_,x p(x, y).
We define and
H(X) = -~_,~: p(x) log p(x), H(Y) = -~.~rp(y) log p(y), H(X, Y) = -~_,x. Y p(x, y) log p(x, y),
in which we take 0 log 0 = 0. Then the quantity
Rp = H(X) + H(Y) -H(X, Y)
is nonnegative, and C = maxpRp. Rp is called the rate of the channel with respect to the input distribution p( ) on X; the existence of maxpRp follows from a simple continuity argument. 1
The situation can be generalized in various directions; that which will interest us here is the following:
Let X, Y be as before, and let
where Xi = X and Y~ = Y. For each element x~ C X I let ~( I x~) be a probability measure on the Borel field ~:~ generated by the cylinder sets in Y~ which satisfies the following conditions: 1. For any cylinder set S c yi, ~,(Six~) is measurable with respect to the Borel field ~:x generated by the cylinder sets in X ~.
2. ,(]x~) is stationary in the sense that for any cylinder S c Y~ we have ~(TS 1 Tx~) = ~(SIx~), where T is the shift transformation defined on X I (and Y~ similarly) by (Tx~)~ = (x~)~+l, where ( )~ denotes the nth component of the term within the brackets.
3. ~( [ x~) is nonanticipating; that is, if S C 5:y is such that there is
For a complete treatment of the v~rious results which are stated here and further on, see Feinstein (1958) . a fixed t for which (..., y-l, y0, y~, "") ~ S and yl' = yi for all i =< t together imply that (.. • , y_~', Y0', y~', "" ") 6 S, then ~(S I x~) = ~(SI x~') whenever x~' = x~ for all i < t. The triple X, Y, ~,( I x~) is said to define a discrete channel with memory.
Let ~( ) be a stationary probability measure on ~Yx • Then where lub is taken over all stationary probability measures g( ), is called the stationary capacity of the channel X, Y, ~( I x~). The quantity Ce = lub~' R~, where the prime denotes that only those g( ) for which ¢o( ) is ergodic are admissible, is called the ergodic capacity of the channel. Clearly Co ~ Ca if Ce exists; however, there are channels for which ~( ) is not ergodie for any choice of g( ) (Feinstein, 1958, p. 97 Coding theorem for discretefinite-memory channels. For any e, 0 < e < 1, and H, 0 _<-H < C~, there exists an n(e, H) such that for any n >= n(e, H) there exist elements u~, --. , uN in X ~ and disjoint sets Bx, .. , B~ in Y~-~ such that ~(Bi [ u~) > 1 -e and N => 2 ~".
Since it can be shown that for a finite-memory channel the ergodicity of g( ) implies that of co( ), C~ exists and is in general nonzero.
CHANNEL CAPACITY AND THE CODING THEOREM
In this section we will give a new definition of capacity for a discrete finite-memory channel, and derive the coding theorem and its weak con-verse in terms of this capacity. We will also show that this capacity is not less than C~ ; in the following section we will see that actually C~ = C, = C.
We have seen that for each n > m, v( ] u) is a well defined probability distribution on y,-m for every u C X ~. Thus X ~, Y~-m, v(lu) define a discrete channel without memory; let C~ denote its capacity.
Definition. By the capacity of the discrete finite-memory channel X, Y, v( I x~) we will mean the quantity C = lub~>m(C~/n).
Proof. We will show that C~+j > C~ + C j, i, j > m. Therefore -C~ is a subadditive function, and so
To show that C~+~ >_-C~ + Cj, let p~( ) and p~-( ) be probability distributions on X ~ and X i, respectively, for which the capacities C~ and C~. are achieved. Then [p~ X pj]( ) defines a probability distribution on Xi+J; let R~+j be the rate of X i+j, Y~+:'-~, v( ] u) with respect to
Let us apply now the data process on Y~+J-~ which identifies (Yl, "'" , yi+j-~) and (y~', ..-,yit+j_~) if yJ = yk for k # i -m + 1, ... ,i, and let R'~+i be the rate after data processing. Then R~+j > R'~+j ; but by virtue of m.2 and the product form of the input distribution [p~ X pj]( ) it follows easily that R~+j = C~ -t-Cj. Since C~+j > Ri+j, the proof is complete. As for C < ~, we have C~ < log D ~ where D" is the number of elements in X'; hence C _-< log D. THEOREM 2. C8 -<__ C.
Proof. Let ~( ) be a stationary probability measure on fix, and let R~+~ be the rate of the memoryless channel X ~+~, Y~, v( I u) with respect to the distribution defined on X ~+~ by ~( ). Then C,+,~ >= Rn+~.
On the other hand, if we contract (see Appendix 1) with respect to the first m components of X "+~, then the rate is precisely R~, and therefore R,. < R~+~ < C~+~ for all n >_-1. Thus CODING   THEOREM  AND  CONVERSE  FOR  FINITE-MEMORY  CHANNELS   31 and so C~ = lub~ R, _-< C.
CODING THEOREM FOR DISCRETE FINITE-MEMOnY CHANNELS. Let X, Y, ~(Ix~) be a discrete finite-memory channel with capacity C > 0. Then for any e, 0 ~ e ~ 1, and H, 0 <= H ~ C, there is an n(e, H) such that for any n >-n(e, H) we can find elements U 1 , * " " , UN in X ~ and disjoint sets B1, .-.,B~in y~-m such that v(B~[u;) => 1 -e, i = 1,...,NandN>= 2 ~. Proof. Since C = lira C~-there is a k for which Ck > kH. Choose an H' satisfying kH < H' < Ck ; then by the coding theorem for the memoryless channel X k, yk-,,, v(In) there is an n~(e, H') such that for any s >= nk(e, H') there is a set Wl,.-., ws in X k' and disjoint sets B1 ...,B,N in y(k-~)~ such thatp(Bi[wl) >= 1 -e, i = 1, . . . , N and iV > 2 "n where
If we 
nk(e, H') ~ kit nk(e, H') + 1 H' "
For any n >= k~ nk(e, H') set n = sJc + r, where 0 _-< r < k. For n ~ = sj~ the theorem is proved; let u~ ,.
• • , u~ and B~, -• • , B~, N -> 2 *~'' be the corresponding elements in X ~ and sets in Y~'-~, respectively. Let z0 be any fixed element in X'; then (z0, u~) = w~ and
See also Feinstein (1958, p. 104, Remark 2iv we have N > 2 , which completes the proof. Weak converse. Let N(n, e) be the largest integer for which we can find elements ul, -.-, u~(~,e) in X ~ and disjoint sets B1, ... , B~(~.o in y~-m such that v i = 1, ... , N(n, e) , where e saristies 0 =< e < 1. Then log N(n, e) <-nC +____~1
Proof. It is shown in Feinstein [1958] , p. 44, that the existence of elements u,,
• • • , uN(~.~) and sets B,, • • • , BN(~,~) having the stated properties implies that C~ => log N(n, e) -e log N(n, e) -1.
But C >= C~/n, from which the desired result follows.
EQUALITY OF C,, C,, A~D C We have seen above that C, =< C. It follows from the definition of C~ that Ce ~ C,. In order to show that C, = C~ = C, we will show that C~ _= C. This will be accomplished by constructing, for eachj > m, an ergodie probability measure m'( ) on X z such that
Now it is easily shown (cf. Feinstein (1958) , p. 99-103) that for a finitememory channel the ergodicity of u( ) implies that of ~( ). Hence
The construction of ~j( ) is based on the following considerations. 3 Let p( ) be, for some fixed s, a probability distribution on X ~. We define a probability measure q( ) on fix as follows: for any integer m > 0 we put • The construction of ui( ) was suggested by a result (Theorem 7) of Nedoma (1956) .
Since any cylinder set in X I is the union of finitely many disjoint cylinders of the type for which we have defined q( ), it follows readily that q( ) is well defined on 5:x. For arbitrary p( ), q( ) will not in general be stationary with respect to the shift transformation T on X I. However q( ) is evidently stationary with respect to T ~. We define Proof. It is we]l known [see, for example, Feinstein (1958), p. 99-102] that for the ergodicity of a probability measure #( ) on 5:x it is sufficient (and indeed necessary also) that 
~(A) = l(q(
A
q(T-~+~-~A n T~-~B) = q(T-~+~-IA)q(T~-~B).
Since 
. + q(T~-IB)] = ~I(A)~(B),
and so ~( ) is ergodic.
LEMMA 2. Let fl( ) be a probability measure on 5x which is stationary with respect to Tt Then the quantity
exists and is independent of i.
Proof. The demonstration is a simple adaptation of the usual one for stationary #( ). For each fixed r, the sequence = ~_. aiqi ([xl, "'" , 
[log alql ([xl, "" , Proof. In view of Theorem 2 and the evident relation C~ < C~, it suffices to show that C~ = C. Since C = lim~-~ Cj/j we can find, for any e > 0, an r such that C,/r > C -~. Let p( ) be the probability distribution on X r for which Cr is attained, and let q( ) and ~( ) be the probability measures on ~x derived from p( ) as defined preceding Lemma 1. Since q( ) is stationary with respect to T ~, it follows that the probability measures o~( ) and v( but e was arbitrary, hence C, > C.
~(A X B) = f~

EXTENSION OF A RESULT OF WOLFOWITZ
In this section we will consider a particular type of discrete finitememory channel, for which we can establish the strong converse of the coding theorem. This channel, which has been studied recently by Wolfowitz (1957 Wolfowitz ( , 1958a I x~) defines a channel with memory not exceeding m, for which m.2 is satisfied for m = 0.
We will prove the strong converse of the coding theorem for this channel, in a form which is clearly analogous to the memoryless case.
Strong converse. Let the channel, X, Y, ~(Ix~) be as above, and let C > 0 be its capacity. Let e, H be fixed, such that 0 _-< e < 1, H > C. Then it is not possible to find arbitrarily large n such that there exist elements ul, .. • , u~ C X ~ and disjoint sets B1, ... , B~ in y~-m such that~(B~lui) > 1-e,i = 1,-.-,N, andN> 2 ~. Proof. We proceed by contradiction. Given H > C we choose integers r > m and d so large that " " " , " " " , Xn' ).
In words, we begin by setting down the first r elements of (xi, • • • , x~,) ; then we repeat the last m, then set down the next r -m, then repeat the last m, then set down the next r -m, and so on, the process ending as soon as xn' has been reached• It is clear that distinct elements in X n' go into distinct elements in X kr under the mapping ¢. Now for each w C X kr, let p( [ w) be the probability distribution on yk(r-~) defined by 
so N -> 2 ~" = 2 k~'' where rH ~ > Cr • Now ~s n becomes arbitrarily large, k does also, and we therefore have a contradiction of the strong converse of the coding theorem for the memoryless channel defined by X ~, Y~-~, p( ] x~, ... , x~), which completes the proof. We may remark, in passing, that for the channels considered in this section it is simple to obtain a necessary and sufficient condition for the vanishing of the capacity C. Indeed, since C = lubj> ~ CHj, it follows that C = 0 implies C,~+1 = O, which in turn implies (cf. Feinstein, 1958, p. 32 ) that the set {p( [ xl, ---, X~+l) }, (xl, • " , x~+i) E X ~+1 of probability distributions on Y consists of oniy one distinct member• Conversely, this last condition evidently implies that the set {g(]u) }, u C X ~ of probability distributions on Y~-~ also consists of only one distinct member, which implies C~ = 0 for all n > m, and so C = 0. Hence for the vanishing of C it is both necessary and sufficient that the set {p( t Xl, •'" , Xm+l)} (Xl, "'• , Xm+l) C X m÷l consist of only one distinct member• As a consequence of this result, the construction of examples of (both discrete and semicontinuous) finite-memory channels with nonzero capacity becomes trivial. 4
Finally, for the type of channel considered in this section, it is possible to obtain a rather sharp bound on the rate of convergence of CSj to C. Specifically we have the following theorem.
THEOREM 4. Ci+m/j > C ~ Cj+m/j -~-m for all j > 0.
Proof. The second inequality is contained in Theorem 1. As for the first, let r be a positive integer, and consider the channel defined by X,j+~, yrj and v( [ u) . Let ~ be a mapping from X ri+m into X ~°'+m) defined by ~(xl, "" , x~j+m) = (xl, ". , x~+m, x~+l, • " " , X2j+m , X2j+I , " " " , X3j+m , " " " , " " " , Xrj+m) .
For each w C X '(j+m) we define a probability distribution p( [ w) on y~i by
where ~( I xl, ..-, x~+~) is, as usual, a probability distribution on YJ.
Then it is easily seen, by virtue of the definition of ~ and the special form of the channel, that p( ] ~(u)) = ~( I u) for all u C X ~j+m. It follows that the capacity of X rj+~, Y~', v( i u) is not greater than that of X "(i+~), Y~, p(Iw) . But the capacity of the latter, by a theorem in Feinstein (1958, p. 29) , is precisely rCj+,~. Thus we have C~j+~ <= rCj+m. Dividing by rj + m and letting r go to infinity, we obtain C = lira _C,.+~ < lira rCj+m _ Cj+~ ~rj + m -~rj + m j '
which completes the proof.
SEMICONTINUOUS FINITE-MEMORY CHANNELS
In this section we will discuss briefly the extent to which our results carry over from discrete finite-memory channels to semicontinuous finitememory channels.
In essence, a semicontinuous channel is obtained from a discrete chan-nel by replacing the finite space Y of the latter by an arbitrary space Z in which is defined a Borel field. Specifically, a semieontinuous channel without memory is defined by the usual space X, an arbitrary space Z in which is defined a Borel field ~=, and, for each x ~ X, a probability measure p( I x) on 5=. The rate of this channel with respect to a probability distribution p( ) on X may be defined by noticing that although 
H(X, Y)
(X) --H(X ] Z). The capacity is defined
as before by C = maxz Rp, where again the existence of max~ Rp follows from a continuity argument. For a semicontinuous channel without memory both the coding theorem and its weak converse are known to hold; the strong converse is at present undecided.
The definition of an arbitrary semicontinuous channel with memory proceeds in similar fashion; we replace Y by Z. However, a technical point arises in the definition of p( I x~). Let Z I --II~_~ x zi, zi = z, and let ~ be the Borel field in Z z which is determined by • in the usual manner. Let ~ be the Borel field of those sets S C g:~ for which ( .... ,z-l,Zo,Zl, "') C S andzi' = z~,i = -n,...,nimplythat (-..,z'-l,z0',zl t, .'.) C S. Let u( ) be a set function defined on U ~ 5 =~ ~=z which is a probability measure on each ~. Then it is not unrestrictedly true that u( ) can be extended to 5 =~ as a probability measure. Now in our results for the discrete case the only property of v( I x=) that was actually used was that it was defined on U ~ ~=i g , and that it was a probability distribution on g~ for every n [and similarly for o~( ) and ~( )].5 The same is true here; it is sufficient to require only that ~( I x~) is defined on U:=I ff~ and is a probability measure on 5 =~ for each n. It follows that for a given probability measure q( ) on 5=~, ~( ) and 7( ) are not necessarily measures on ~x X ~r or ~, respectively, but only on • x X ~Y~ and ~ for every n.
With these definitions it is easily seen that
and that the proofs of the coding theorem and its weak converse remain unaltered. The same remark holds for Theorem 4. As for Theorems 2 and 3, a difficulty arises in that it has not been shown that R~ = lim 1 R~, exists in the semicontinuous case. It is possible to define 1 R, = lim~ SUP n R,~ C8 =lub. R., and, for finite-memory semieontinuous channels, C, = lubJ R~, where the prime indicates that the supremum is to be taken over the class of ergodic g. With these definitions it can be shown that
G= G=C.
However, in the absence of any previous coding theorem involving C~ for semieontinuous finite-memory channels, it does not seem worthwhile to go into the details of this demonstration.
R~ARXS
Shortly after this work was completed, a paper appeared by I. P. Tsaregradsky (1958) , in which the quantity C is introduced and the relation C~ = C8 = C is proved by methods similar to those used here.
We have also received a preprint of a paper by J. Wolfowitz (1958] o) in which C is defined as here and the coding theorem and the strong converse proven here are demonstrated, as is also a result, valid for discrete channels, slightly weaker than Theorem 4. The proofs of the last two results differ from those given here. Let p(x, y) be a probability distribution on X X Y, and let As , "'" , AN be disjoint sets in X whose union is X. Then p(A~, y) is well defined, and (~, Y, p(A~, y) , where a = {A1, -.. , AN} defines a channel (or a family of channels) with a unique input distribution p(A~) = p(Ai, Y) on a, having rate Re = H
(a) + H(Y) -H(a, Y).
The rate Re we call the rate of the channel defined by X, Y, p(x, y) From this point of view the contraction becomes a data process on the output of the "reversed" channel, in which form the nonincrease of the rate is well known.
The notation commonly used in denoting cylinder sets in a product space is particularly convenient in this connection; if the input space of a channel consists of the family of cylinders Ix1, ..-, x~], then by the contraction of this channel with respect to the component x~. we mean the family of sets Ix2;---, x~], each considered as a set of cylinders [xl, "'" , x,] The same considerations hold for semicontinuous channels without memory, except for the proof that a contraction never increases the rate. This result can be established as follows: Let R be the rate of the given channel and Re its rate after a given contraction. For any ~ > 0 there is a data process which reduces the contracted channel to a discrete one, and yet reduces its rate to a value R~a such that Red >___ R~ -e. Now if Rd is the rate of the original channel after this data process, then R => R~.
But Rs > Rcs, since we are now dealing with discrete channels. Thus R> Ro-eforanye>0, orR>=Ro.
APPENDIX 2
Let m be a nonnegative integer, and let {a~}, i = m H-1, -.-be an infinite sequence of finite terms such that a~+~ <___ a~ H-at for all i, j > m. Then {a~} is called a subadditive sequence, and we have that lim~ a~/i exists and equals glb~>~ aJi = A.
For the proof, assume first that A > -~ ; then for any ~ > 0 there is an integer s > m such that a~/s <= A H-e. For any n > 2s we define an integer k > 0 according to n = ks H-r where s = r < 2s. Then a~ ~ ak, H-ar <= ka~ q-at, and so a~ < ksas H-at n n s n Now as n ~ ~, ks/n --~ 1, and we have lim~sup a~/n < a~/s < A + ~.
Since ~ is arbitrary, we have lim,~ sup a~/n < A.
But a./n >= A, which implies that lim~ a,/n = A.
The case A = -~ follows in similar fashion.
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