C1 comonotone Hermite interpolation via parametric cubics  by Manni, Carla
ELSEVIER Journal of Computational nd Applied Mathematics 69 (1996) 143-157 
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
C 1 comonotone Hermite interpolation via parametric cubics 
Carla Manni*  
Dipartimento di Energetica, Universitit di Firenze, Via C. Lombroso 6/17, 50134 Firenze, Italy 
Received 23 August 1994 
Abst ract  
We present a local scheme for C 1 Hermite interpolation. The interpolant constructed is a parametric piecewise cubic 
and it is comonotone with the data. The approximation order is also investigated, under appropriate assumptions the 
method is fourth-order accurate. 
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1. Introduction 
A visually pleasing interpolating function should generally retain the intrinsic form that is 
implied by the given data points. That is if the data are locally monotone, then the interpolating 
function should be also. A great deal of research as been done in recent years in constructing 
comonotone interpolants ( ee for example [1-3, 9, 10]). 
In this paper we assume that a set of points x0 < xl < ... < xn and the values ofa functionf(xi) 
are given; in addition we assume that the derivativesf'(xl) at the data points are known (given or 
computed): we search for a function, s(x) ~ C 1 [x0, x,], interpolatingfand its first derivative at the 
data points, which increases (decreases) in [x~, x~÷ 1] in correspondence to an increase or decrease 
of the data. 
It is well known that this problem cannot be solved by C 1 piecewise polynomials with 
preassigned degree and knots at Xo,..., x, since the derivatives of such a function (s'(x~), s'(xi÷ 1)) 
must belong to a bounded omain of R 2 in order to obtain monotonicity [2, 5-1. The domain is 
often called monotonicity region. Even the insertion of one additional knot in each subinterval 
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[xi,xi+l] [-5, 15], does not assure that the problem is solvable because the monotonicity region 
once again is a proper subset of ~2+. 
So the problem can be faced via piecewise polynomials with fixed degree adding at least two 
extra knots in each subinterval [5, 8, 17], via piecewise polynomials having degree depending on 
the data [3], or via piecewise rational functions [-5, 11]. 
In this paper we situate the problem in the general setting of parametric urves: we propose 
a solution constructed by considering the graph of the function x ~ s(x) as the support of 
a bidimensional parametric curve (x(t), y(t)) where x(t) is strictly increasing. 
In the papers following this approach (see for example [7, 9, 10, 13]) the shape constraints are 
essentially obtained in three ways: via the variation diminishing properties of the Bernstein 
polynomials [-9, 10], so that only sufficient conditions are considered, by minimizing suitable 
functionals [-7], which implies global schemes, or, finally, by varying heuristically the parametriz- 
ation of the curve [13]. 
The method proposed here constructs the required interpolant s(x(t)), x ~ [xi, x~+ 1] as a single- 
valued parametric urve having cubic components [5]. The comonotonicity of the curve is 
controlled by the amplitude of the tangent vector at the extrema of each subinterval; this amplitude 
is determined by using the necessary and sufficient conditions for monotone cubics given in [2, 5] 
and no extra knots are added. The proposed method is local: a change in the data at the point 
xi reflects only in [-xi- 1, Xi+ 1]" 
Since the shape parameters are determined via necessary and sufficient conditions, instead of 
only sufficient, the proposed scheme provides accurate solutions of the problem. To be more 
specific the method yields a second-order L~ approximation toa C 2 function, while it yields at least 
a fourth-order approximation to a C 4 function with no vanishing derivative. 
From this point of view it is worthwhile to recall that no results on the approximation order are 
presented for the shape-preserving parametric schemes given in [-7, 9, 10, 13]. In [-4] a parametric 
G 2 Hermite interpolation scheme which provides a sixth-order approximation to smooth curves 
with non-vanishing curvature while the approximation can be at most fourth-order accurate near 
the points with zero curvature was proposed. However the above-mentioned method can be 
applied only if the distance between the knots is "small" and even in this case the interpolant need 
not be unique and shape preserving. 
Our scheme can be compared also with the fourth-order accurate algorithms for comonotone 
Hermite interpolation proposed in [-8, 17]. In both cases the authors construct a solution patching 
together cubic segments and straight lines. These straight segments, especially if they are flat, can 
produce visually not pleasing plots. 
The remainder of this paper is divided into five sections. In the following one we 
define the problem and we state the hypotheses. In Section 3 we describe the parametric 
interpolation scheme. In Section 4 a choice of the free parameters which determine the 
comonotonicity of the interpolant is described. The approximation order of the constructed 
interpolant is investigated in Section 5. Finally we end in Section 6 with some numerical 
examples. 
For the sake of simplicity in the following we assume that the values of the function and 
of its derivative at the given points are exactly prescribed: it is trivial to generalize the results 
concerning the approximation order to the general case where the data are approximated with 
a given order. 
C. Manni / Journal of  Computational nd Applied Mathematics 69 (1996) 143-157 145 
We use the fol lowing notat ion throughout :  
[](x,y)l[ = max([xl,[yl) ,  (x ,y)~ R z, 
Ilgl] = sup Ig(x)], g~C[a ,b ] ,  
xe[a,b] 
while distance and project ions will be determined by the previous norms (see for example, 
A lgor i thm 1). 
2. The problem 
Let (xl,f i ,f~), ]i =-f(xl), f~ =f ' (x l ) ,  i=  0 ... .  ,n, be given. We put 
hi = Xi+ l --  x i ,  
i = 0 , . . . ,n -  1, (2.1) 
4i =fi+l - f i ,  
and we assume hi > 0. 
The data are monotone increasino (decreasing) in [x ,  xi+ 1] if 
Ai > 0 (<0),  f~, f [+l  /> 0, (~0) ,  (2.2) 
or  
Ai = 0, f l  = f [+x  = 0. (2.3) 
We want to construct  a C ~ function, s(x), interpolat ing the data: 
s(xi) =A, 
s'(xi) =f [ ,  (2.4) 
which is comonotone with the data, i.e., s'(x)/> 0, (~< 0) in [x i ,x i+l ]  if the data are monotone  
increasing (decreasing) in the interval. 
3. Construction of the interpolant 
Let us consider the parametr ic  urve (xi(t; h~ °), h~l)), yi(t; h~ °), hll~)), i = 0, . . . ,  n - 1, where 
= /a(1)/--I (1)/'t~ xilt; -ih~°~, .-ih")~, xin~o°)(t) ÷ xi+ ~n~,°)(t) + h~°~n~o')(t) + ,,i - - ,  , . ,  
(3.1) 
yi(t; ..i ht°), .-,h!l)]: =)~ Hto°)(t) + J~ + 1H~°)(t) + h~°)f~Htol)(t) + hll)f~+ 1H~s)(t) 
0~<t~<l ,  h~ °),h~ 1)>0,  
and HlS)(t), i,j -- 0, 1, denote the cardinal basis for cubic Hermite interpolat ion, i.e.: 
H~o°)(t) -- (1 - t)2(1 ÷ 2t), 
H~l°)(t) = t2(3 - 2t) = Hto°)(1 - t) = 1 - Hto°)(t), 
H~ol)(t) = (1 -- t)2t, (3.2) 
U~l)(t) = - (1 - t)t 2 . 
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From (3.2) and (2.1) we obtain 
xi(t; hl °), h~ 1)) = xi + hit2(3 -- 2t) + h~%(1 - t) 2 - hl l )t2(1 -- t), 
yi(t; hl°),h~ 1)) =f /+ Air2(3 - 2t) + h~°)f[t(1 - t) 2 - hll)f;+ l t2(1  -- t),  
hence putting hl ° )= hl ~)= 0 the calculated curve (xi(t;O,O),yi(t;O,O)) is the straight line that 
interpolates (x,  f/), (xi + 1, f~ + 1), in fact, 
Ai 
yi(t; 0,0) = yi(xi(t; 0,0)) =f i  + ~ (x - xi), xi < x <.% Xi+l ,  (3.3) 
while, setting hl °) = h~ 1) = hi, we obtain 
xi(t;  hi, hi) = xi  "q- h i t ,  
thus yi(t; hi, hi) = yi(x~(t; h~, h0), 0 ~< t -%< 1, is the cubic Hermite polynomial  that interpolates the 
data (xi , f i ,  f ; ) ,  (X i+ l , f i+ l , f ;+ l ) .  For  sake of simplicity in the following we will write 
x,(t; h~°),hl 1)) = x~(t), yi(t; hl°),hl x)) = yi(t), i=  0, ... ,n -  1, when it is not crucial to know the 
specific values of the parameters h~ j), j = 0, 1. 
Since 
n~°)(s) = ¢~rs, n~l)(s) = O, 
r, s = O, 1, d d 
we have 
d d ~,~1) 
xi(O) = x i ,  x i (1)  = x i+~,  -di x i ( t ) l ,=o = hl °~, -di x i ( t ) l ,= ,  = ,,i , 
d yi(t)l,=o h~°)~'! d h(1) rPt ~ ( ] l  ~ ~ti J i+ l .  -i J , ,  d tY i . t . , ,= l  y,(O) =~, y,(1) =f,+ 1, 
Since hl > 0, i = 0, , n - 1, we can determine ht.°) h ~.1) > 0, i = 0, n -- 1, such that [2]: 
d 
dt  xi(t; hl °), h~ 1)) > 0, 0 ~< t ~< 1. 
Therefore the first of (3.1) defines implicitly a function t = t(x) such that 
-~x = \ dt ] " 
h(O) h(1)] Thus yi(t ; - i  , - i  , can be expressed as a function of x. In this case, putting 
s(x) = yi(x), xi <~ x <-% xi+ l, i = O, . . . ,n  - -1 ,  
(3.4) 
(3.5) 
(3.6) 
(3.7) 
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from (3.1), (3.4) and (3.6) we have 
s(x,) 
d dt ~=x~ = h~°)fl 1 s'(x? ) = dtt Yi(t)l,=o -~x ~ = f [' 
d d_xt 1,(1) c, 1 
s'(xT) =-~tyi-,(t) l ,=~ x=x: = ,,,-1a, h~P---~t =f l ,  
hence (3.7) defines a function of class C ~ [Xo, x,]  which satisfies the interpolation conditions (2.4). In 
addition, since 
d dy~ dt 
d--xS(X)- dt dx'  xi <<. x ~ xi+l, 
the comonotonicity of s(x) in [xi, xi+ 1] is determined, from (3.5), by the comonotonicity of y~(t) in 
[0, 13. 
In the next section we will provide an algorithm to determine the parameters h~ °), hl 1), 
i=O, . . . ,n -  1, such that (3.5) is satisfied and yi(t) is comonotone with the data (O,f.,f[), 
(1,f~+ 1,f/+a). 
4. Comonotonicity 
At first we will determine h~ °), _,h (.1), i = 0, ... , n - 1, in such a way that (3.5) is satisfied. In order to 
do this we rewrite the first of (3.1) via Bernstein polynomials and obtain 
(3)(3r) Xi(t) = ~ li, x t'(1 -- t) l - r ,  0 <~ t ~< 1, 
r=O 
where 
li, x(t) -= 
xi + h~°)t, 
/~(0) 1 ~ k(1)l~ (2 -3 t ) (x i+ , , i  3*+(3t -1 ) (x i+ l - " i  ~J, 
Xi+ 1 - -  hla)(1 - t), 
0 <t< 1, 
Hence, from the shape preserving properties Bernstein polynomials, [14], (3.5) is satisfied if we 
choose ,,~'(°), h{ 1), i = 0,... , n - 1, such that l~.x(t) is increasing, i.e. 
h(O) h(1) i ,.-i > 0, 
i = 0 .... ,n -  1. (4.1) 
hl °) + hl 1) < 3hi, 
The previous conditions, although only sufficient, are not very restrictive since they are satisfied 
for each couple of ht°)i ,- i  htx) such that 
0 < h !°) h (.~) ~< h~ 
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Let us choose now h~°),hla)> 0 such that yi(t) is monotone; for the sake of brevity we only 
consider the increasing case, as the decreasing one is analogous. If the data satisfy (2.3) we put 
yg(t; h~ °), hl ~)) =f  while if (2.2) is satisfied h~ °), h~ 1) > 0 could be selected by the same method as for 
the x component but should we obtain too much restrictive conditions, then we will consider 
necessary and sufficient conditions on the parameters hl°), h~ t) in order that y~(t) is increasing. On 
this subject we recall the following result [2]: 
Theorem 1. Let p(z) be the cubic polynomial interpolatin9 the data 
(zi,fi,di),(zi+l,Ji+bdi+D, ~ <f+l .  
Then if(z) >1 O, Zi <<. Z <<. Zi + l, if and only if 
I 2f /  J~* 1 --f/ ~M,  
\Z i  + l - -  Zi  Zi  + l - -  Zi  
where M denotes the convex hull of {(0, 0)} w ~ (see Fig. 1) and 
= {(x ,y )  E ~2:  X 2 _1_ y2 + xy  - -  6X - -  6y + 9 ~< 0}. 
From the previous theorem it is possible to choose a infinite number of couples h~ °), hl 1) > 0, such 
that yg(t) is increasing i.e., 
( hlO,f[ /,,( 1, ¢', \ ,,i___ J i+__!1 ) e M,  (4.2) 
\J +l - f ,  ' f,+l - f , /  
4- -  
3.5 
3 
2.5 
2 
1.5 
1 
0.5 
% 
_Y 
3 4 
Fig. 1. The monotonic i ty region M. 
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if the data satisfy (2.2). Choosing different parameters determines, not only the shape of the 
interpolant but also its approximation order (see (3.3)). In order to obtain a satisfying approxima- 
tion order we try to choose h~ j), j = 0, 1, as close as possible to hi so that the corresponding s(x) is 
"close" to cubic Hermite polynomial that interpolates the data which yields a fourth-order 
approximation to a C 4 function. We end this section by providing one algorithm to choose h~ °), hl 1) 
in such a way that (4.1) and (4.2) hold. In the next one we will investigate the approximation order 
of the constructed interpolant. 
Algorithm 1. 
0. Given f/, f [ ,  i = 0, . . . ,  n, hi, i = 0, . . . ,  n - 1. 
1. Put h~ °) = h~ 1) = hi. 
2. If (2.2) is satisfied. 
1. Put (a, b) = (hi f[ / ( f~+l -J~), hi f[+ 1/(f~+ 1 -JS)). 
2. If (a, b) ~ M. 
1. If a/> 1, b/> 1 compute the projection (~,/~) of (a, b) over M. 
2. If b < 1 compute the intersection (~,/~) between the straight line y = b and ~M. 
3. If a < 1 compute the intersection (~,/3) between the straight line x = a and t3M. 
4. Determine h~ °), h~ 1) such that (0c,/~) = (h~°)f[/(j~+ 1 -f~), hll)f[+ 1/(J~+1 -J~)), if f [ ,  (resp. 
f[+ 1) = 0, put h~ °), (resp. h~ 1)) = hi. 
Remark 2. This method is local: a change in the data at xi is only reflected in [xl-1, Xi+ 1]" 
In the previous algorithm we have to select different cases for the position of the point (a, b) in 
order to obtain parameters h~ °), h~ 1) not higher than hl. With such a choice the following lemma 
holds: the proof is a straightforward application of elementary geometry, we omit the details. 
Lemma 3. Let hl °), h~ 1), be obtained from Algorithm 1 then h~ j) <. hi,j = O, 1, so that (4.1) are satisfied. 
5. Approximation order 
The following theorem holds. 
Theorem 4. Let fbe  of class C 2 [Xo, Xn] and let h~ °), hl 1), i = 0 . . . . .  n - 1, be obtained from Algorithm 
1. It is then possible to construct s(x) via (3.7). s(x) verifies (2.4). It is comonotone with the data and 
Ibs-fl ltxo.~,,j~¼Jlft2)lbh 2, h= max hi. (5.1) 
O<~i<~n-1 
Proof. From Lemma 3 we only have to prove (5.1). Let x ~ [xi,xi+l] be fixed, then there exist t, 
f ~ I-0, 1] such that 
x = xi(t; h~°),h~ ')) = xi(f; 0,0). (5.2) 
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Hence 
If(x) - s(x)l = If(x) - yi(t; h~ °), h~l))[ 
~< If(x) - y,(f; 0,0)1 + lY,(F; 0,0) - yi(t; hl°),hla))l, 
then from (3.3) 
h z 
I f (x)  - s(x)l ~< I[ f~2)II -g + lyi(f; 0, 0) - yi(t; hl °), hlX))l. 
From (5.2) we have 
hi[(3t 2 - 2 t  3 )  - (3~ "2 - -  2f3)] = -- hl°)t(1 - t) 2 + hll)t2(1 - t). 
Thus 
[Yi(f; 0, 0) - y,(t; h~ °), h~l))[ 
. . . . .  J ~ h,[(3f 2 2f 3) (3 t2 2t3)] - f /h~°)t (  , t) 2 +fi+xhi' (1) 2t (1 - -  t) 
= h~O)t(l_02 Ai_ f ;  +hi t ( l - t )  f ;+ l -  
~< [I f~2)II -~max(hl °~ + h~l~). 
Hence the thesis follows from Lemma 3. [] 
Remark 5. The same approximation order can be reached even by simpler choices of the 
parameters hl °~, hl 1) provided that hl j) ~< hi , j  = 0, 1. For example we can determine the parameters 
satisfying the above inequalities by projecting (a, b) over subsets of M easier to handle like the 
square [0, 3] x [0, 3]. 
Moreover we have 
Theorem 6. Let fbe  of class C*[x,, xq], 0 <~ r < q <<, n, such that [ f '(x)l >>- m > O, x e [x,, xq] and let 
hl °~, hl ~), i = 0,. . . ,  n - 1, be obtained from Algorithm 1. It is then possible to construct s(x) via (3.7); 
s(x) satisfies (2.4), it is comonotone with the data and as h --* 0: 
II s "> _fe)Ilt~,,x~] ~ Dh4-l, l = O, 1, 
where D is a constant depending on f and m. 
h= max hi, (5.3) 
r<~i<~q--1 
In order to prove the previous theorem we need the following lemma: 
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Fig. 2. The  step 2.2.2 of A lgor i thm 1, b ~> 5 - a, ( + ) = (a, b), ( * ) = (ct, fl). 
Lemma 7. Let f be of class C4[xl,xi+ l], If'(x)l >~ m > O, x e [xi,xi+ l]. Then the values ht°)i ,-i h(1) 
obtained from Algorithm 1 are such that 
Ih~ j) - hil ~< Dlh 4, j -- 0, 1, (5.4) 
where D1 is a constant depending on f and m. 
Proof. Let us put Mi = {(xAi/hi,yAi/hi): (x,y)e M}. Then from [6, Lemma 4.2], we have 
dist[ ( f / ,  f/+ 1), Mi] ~< - -~ [t f(4)11 h 3 " (5.5) 
Let us consider the step 2.2.1 of the algorithm. Let (~ihi/Ai, flihi/Ai) be the projection of 
(f;hl/A i, f;+ 1hi~A i) in M. Then (~i, ill) is the projection of (f~, f;+ 1) in Mi. Since [ f'(x)[ ~> m there 
exist h~ °), h~ 1) such that 
(~i, f l i) = ( f  [h~°) /hi, f ;+ lh~l) /hi) • 
Hence 
f i+ , (  h~')~ 4x//6 ' 1 - hi J[ ~< II(~/,/~i)- (f / ,  f;+ l) ll ~<~ Ilft')l lh 3, j=0 ,1 ,  
then step 2.2.1 of Algorithm 1 provides values of the parameters uch that 
4x/~ h4 j = 0,1 (5.6) Ihi - h~J)[ <<. ~ II ft4)II ~ ,  
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Let us consider now the step 2.2.2. If b ~> 5 - a, b < 1 (see Fig. 2) the point (4, 1) is the best uniform 
approximation to (a, b) in M and 
II (a, b) - (~, fl)II 2 II (a, b) - (4, 1)[I. 
On the contrary if b < 5 - a, b < 1 the best approximation to (a,b) in M is the intersection, 
(a - d, b + d), between the straight line y = - x + a + b and OM, where d denote the distance 
between (a, b) and its best approximation. Then (see Fig. 3) 
II (a - d, b + d) - (c¢ fl)II = IJ (g(d), d)II, 
where 
g(d) = 1 ix /12(  b + d) - 3(b + d) 2 - d -  x/12b - 3b 23 ~< 
6d 
0 
Since 
x/12b - 3b 2" 
l>b - f [+l  >~ m 
Ai/h, II f '  II' 
there exists C2 > 0 depending on f and m such that 
IJ (~, fl) - (a - d, b + d)IJ <<, C2d. 
2.5 
1.5 
0.5 
~,\ i i J i 
\ \X  
\X 
N\ 
\ \ \  
\ \  
\ \ \  
\ \ \ \  
\ \ \ \ \  
-- -- -- \ \ \ \ \ \ \ \ \ \  
-t- \ \  
i , ~ i I I " 
2.5 3 3.5 4 4.5 
Fig. 3. The  step 2.2.2 of  A lgor i thm 1, b < 5 - a, ( + ) = (a, b), ( * ) = (a - d, b + d). 
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Summarizing, from the previous inequalities and from (5.5) 
II ( f ; ,  f ; + 1) - (~A i/hi, 3A i/hi)II 
4x/-6 f ( , )  = II(f; , f ;+G - (f[hl°)/hi,f[+lhll)/hi)ll <<- C1 ~ II II h3 , 
and (5.6) follows again. For  step 2.2.3 of the algorithm we can conclude in a similar way. [] 
Proof  of Theorem 6. F rom Lemma 3 we only have to prove (5.3). 
Let us consider at first l = 1. Let x ~ [xi, xi+l],  r ~< i < g be fixed. Then there exist t, fE [0, 1] 
such that 
x = xi(t; h~ °), h~ 1)) = Xi(f; hi, hi). (5.7) 
Hence 
i f(1)(x) _ sm(x)l = fm(x  ) _ d yi(t(x); _,h ~.°), ..,h~.l)~, 
f(1)(x ) d hi, hi) d d <<" - -@x yi(f(x); + -d--£x yi(f(x); hi, hi) - yi(t(x); hi, hi) 
d d 
+ dx yi(t(x); hi, hi) - yi(t(x); hl °), h~ ~)) := A + B + C 
since yi(/'(x); hi, hi) is the cubic Hermite polynomial  that interpolates the data 
h 3 
A ~< II f(4)II 3-~" 
From (5.7) we have 
h i ( f -  t) = (hl °) - hi)t(l - t) 2 - (hl ~) - hi)t2(l - t). 
Then from (5.4) 
h i ( t -  t) <. D2h~. (5.8) 
Since 
d dyi ( t (x) ,h i ,  h,) = (-~ - f~)(4 - 6t) + (-~ - f;+ l )(2 - 6t) <. ,, f(2)ll4hi, 
from the Lagrange theorem and (5.8) 
B ~< II f(2)[I 4D2h~. 
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Fig. 4. Example 8. 
Final ly  
t(1 -- t) 
C= 
C 116(1 - t)(1 - 3t)(hl °) - hi)(Ai - h i f~) 
- (2  - 3t)(1 - 3t)(hl 1 ) -  hl°))(hif[ - hif~+ 1) 
- 6t(2 - 3t)(h~ 1) -  h i ) (A i -  h i f~+l)] l ,  
C = Ihi[6h,t(1 - t) + hl°)(1 - t)(1 - 3t) - hp)t(2 - 3011 
since, f rom Lemmas 3 and 7: 
6hit(1 - t) + h~°)(1 - t)(1 - 3t) - hll}t(2 - 30 
(1) 2 = hl°)(1 - t 2) + 2t(1 - t)(3hi - h~ °) - hl 1)) + hi t 
>~ min(h~°), 3h i -  hl ° ) -  h~l), h~ 1)) = min(h{°), hl 1)) >~ h i -  D lh~,  
when hl is small  we obta in  
C <~ Dah~. 
Concern ing  the case j = 0 we observe that,  f rom the interpo lat ion condit ions:  
I f (x)  - s(x)l <~ [ f t i ) (v) - stl)(v)l dv <~ hi 11 f (1)  __ S(1)H[x,,x,+d 
i 
and the thesis fol lows f rom the previous arguments.  []  
6. Numerical examples 
In this section we present the per formance of the proposed scheme in a few classical tests, 
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Fig. 5. Example 9. 
Table 1 
xi f f ;  
7.99 0 0.0003 
8.09 2.10425E - 5 0.2558 
8.18 4.37498E - 2 0.4496 
8.7 0.169183 0.4244 
9.2 0.469428 0.5976 
10.0 0.94374 0.4314 
12.0 0.998636 0.0166 
15.0 0.999919 0.0003 
20.0 0.999994 1.5E - 5 
1'8 20 
Example 8. Let us consider the following data deduced from [3] computing the derivatives at each 
point following the Bessel scheme: 
x~: 0 2 3 5 6 8 9 11 12 14 15 
f :  10 10 10 10 10 10 10.5 15 50 60 85 
.fi: 0 0 0 0 0 0 1.083 24.083 25 18.333 25 
Fig. 4 shows the constructed parametric cubic interpolant and its control polygon, while the next 
matrix, H, shows the computed values of the parameters; other fittings for this test can be found in 
[2,3, 12, 13, 16, 17]. 
[~ 1 2 1 2 1 2 1 1.4359 1] 
H= 1 2 1 2 1 0.7262 1 1.2307 ' 
hj i t,(J-1) i = 1, 10, j = 1,2 , ~ t~ i_  1 , . . . ,  , 
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Fig. 6. Example 9: a zoom. 
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Fig. 7. Example 10. 
Example 9. Let us consider the radiochemical data (shown in Table 1) deduced form [3] by 
computing the derivatives at each point following again the Bessel scheme. 
Fig. 5 shows the complete constructed parametric ubic interpolant and its control polygon, 
while in Fig. 6. we can see a zoom near the point (8, 0), other fittings for this test can be found in 
[2, 3, 7, 12, 173. 
Example 10. In our final test for parametric ubic interpolation we consider the data from the 
symmetric function 
f (x )  = e-X2, 
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at the non-symmetric abscissas [12]: 
xi: -2 .9  -2.1 -1 .3  -0 .5  0.3 1.1 1.9 2.7 3.5. 
Fig. 7 shows the interpolant and the given function (dotted line). 
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