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Abstract
While software developers have various “power tools” at their disposal that make the writing of computer programs more efficient, authors
of texts do not have the support of such tools. Text processors still operate on the level of characters and strings rather than on the level
of word forms and grammatical constructions. This forces authors to constantly switch between low-level, character oriented, editing
operations and high-level, conceptual, verbalisation processes. We suggest the development of language-aware text editing tools that
simplify certain frequent, yet complex editing operations by defining them on the level of linguistic units. Pluralizing an entire noun phrase
plus the verb forms governed by it would be an ambitious example, swapping the elements of a conjunctive construction a more modest
one.
We propose a taxonomy for revising and editing operations with respect to revising and editing as such as well as engineering desiderata.
We describe the components of a pilot implementation for German where these operations are seamlessly integrated with the standard
functions of an existing open-source editor. The operations can be invoked on demand and do not intrude on the authoring process.
Changes can be performed locally or globally, thus simplifying the writing process considerably, and making the resulting texts more
consistent.
1. Introduction
The process of creating a high-quality text involves several
iterations of writing, revising and editing. Ever since the
beginnings of computerized word processing in the 1960s
(see Haigh (2006) for a historical overview) researchers
tried to develop tools to support writers. In the history of
text processing aids there were several attempts (see, e.g.,
Oakman (1994)) to create expert tools for expert writers,
but today’s word processors mainly operate on the level
of characters rather than linguistic units. The result are
typical revision and editing errors such as duplicate verbs or
extraneous conjunctions.
In this paper we propose functions for word processors
that aim at improving the “brain-to-hand-to-keyboard-to-
screen-connection” (Taylor, 1987, p. 79). We will show that
editors can be upgraded to provide functions that operate
on linguistic elements with relatively low costs in terms of
linguistic resources. We will outline what aspects need to
be considered when implementing these functions.
2. Motivation
We think that many of the revision and editing errors are
caused by attentional disruption since writers have to trans-
late their high-level goals (e.g., changing the grammatical
mood of an expression) into the low-level, character-oriented
functions of the editor.
Even simple revisions, such as changing “editing and revis-
ing” to “revising and editing”, which conceptually merely
consists of swapping the conjuncts, require substantial plan-
ning and memory capacity when they have to be executed
in an editor or word processor. 1
However, as McCutchen (1996) points out, the capacity of a
writer’s working memory and, of course, cognitive resources
in general are limited, and when resources are diverted to
1See (Mahlow and Piotrowski, 2008, p. 639) for a detailed
description.
other activities, this will have a negative impact on writing
processes (i.e., planning, translating, and reviewing).
In this paper we will concentrate on texts in German. Ger-
man is an interesting language for our research because, as
a heavily inflectional language, it is morphologically much
richer than English, and this has implications for revising
and editing. For example, globally replacing one word with
another, say, hut with tent, doesn’t pose any problem in En-
glish, since there are only three word forms and no changes
to the stems. Apart from a very small number of exceptions
(such asmouse or foot), all replacements can thus be done by
simple regular expressions. Inflectional languages typically
also have much freer word order than English so that writ-
ers are more likely to change the syntactic structure during
revision, but moving some words may require adjustments
in other parts of the sentence.
Our target group are experienced writers, i.e., the functions
we are proposing are intended for supporting writers who
know how to write and who are used to expressing their
writing and revising actions in exact terms. When writers
think and talk about texts, they do this on the level of linguis-
tic units, not on the level of characters, even though they
don’t necessarily use linguistic terms, such as genus verbi.
So, for example, they may say, “Let’s put this sentence into
passive voice”. Other examples may be “This phrase should
be plural”, “This sentence is too long, break it up”, “Merge
these two sentences”, or “We should use ‘laptop’ instead of
‘personal computer”’.
3. Improving word processing – related
work and state of the art
Even early editors had functions operating on other units
than characters and lines, viz. “words” and “sentences” (cf.
van Dam and Rice (1971), Callender (1982)). These units
were, however, only defined in terms of the writing system,
i.e., a “word” was defined as a string bounded by whitespace
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or punctuation, and a “sentence” was defined as a string
terminated by a period followed by two space characters.
There has been research on automatic spelling, grammar,
and style checking at universities and research institutions
ever since computers started being used for writing natural-
language text; Cherry (1981) provides an overview of some
early research. With the spread of commercial word proces-
sors with graphical user interfaces and integrated checkers
most of these research systems disappeared (cf. Vernon
(2000, p. 332)). After several years of using commercial
software for composing – and for teaching how to compose –
the need for more suitable functionalities arose again, along
with criticism of the functionality of word processors and
checkers for spelling, grammar, and style (see, for example,
Piolat (1991), Dale (1997), Vernon (2000), McGee and Eric-
sson (2002)). But today, more than one decade later, we are
still lacking better functions. Popular word processors still
operate on non-linguistic entities and checkers for spelling,
grammar, or style are still unreliable.
Today, word processors, whether commercial or open-
source, whether used for print or for the Web, all have very
similar graphical user interfaces. You will find nearly identi-
cal buttons and menus for nearly identical sets of functions –
setting text in italics, changing the text color, switching from
flush left to fully justified alignment, etc. Writers are accus-
tomed to these functions and to this feature set. Sharples and
Pemberton argued in 1990 already that writers “can infer
the existence of operations and how to perform them from
previous experiences” (Sharples and Pemberton, 1990, p.
49). At this time, the use of word processors was not as
common as it is today, and today’s writers are even more
used to core operations as cut, copy, paste, etc. Since users
are conditioned on the core operations and their behavior,
experimental editors would have to behave in the same way
to be accepted.
Research projects that proposed new and improved func-
tionality by designing completely new editors with a com-
pletely different look and feel (see, for example, Dale
(1990; Williams (1990; Holt et al. (1990; Sharples and
Pemberton (1990; Dale (1997)) didn’t have much success,
and certainly no lasting impact. We thus think writers have
to be offered new and – in our opinion – more suitable func-
tions for professional writing, revising and editing as an
extension to their preferred word processor or editor. In the
1990s, performance issues may also have been a motivation
for the creation of new editors, but we now have enough
computing power for on-the-fly analyses and operations, and
we can thus take a different approach.
4. Approach
Writers are used to the functions that their editor of choice
provides. Having the possibility to directly compare the new
functions with the previous way of performing an operation
should promote the acceptance of the new functions and
help with the evaluation. We are therefore implementing
new functions in the XEmacs2 editor, which will thus serve
as a test bed for testing new functions with real users doing
their daily work. They will still be able to use the existing
functions and will not have to learn how to use a new editor.
2http://xemacs.org/
We do not want to create a new editor, and we are not inter-
ested in developing another grammar checker (or some other
postwriting tool) either. As Sharples (1999, p. 190) points
out, advanced writers tend to turn off this type of “assis-
tance”, or they try to ignore it (McGee and Ericsson, 2002,
p. 462). The problem with checkers is that they are good
for ensuring consistency; advanced writers, however, are
interested in creating specific effects (whether in terms of
vocabulary, syntax, or style) to achieve their specific commu-
nicative goals. Advanced writers know what they are doing
and they know why they are doing it. We do not want to
say that checkers are useless: They are certainly good tools
for detecting possible errors and for ensuring consistency.
However, for advanced writers, these tasks come typically
very late in the writing process (in the postwriting phase)
and are just another proofing step.
What we are more interested in is adding language aware-
ness (as in editors for programming languages) and creating
functions that support writers during the revision and editing
process by simplifying complex operations. Each of these
functions should assist the writer in one specific editing task
that is tedious or error-prone to carry out manually. The
support must be designed in a way that makes it a better
alternative. Thus, it must not interfere with the writing pro-
cess and it must not make any assumptions about what the
writer might want to do, or whether this is “correct”, but it
must perform the task quickly, reliably (another problem
with checkers is that they are not reliable), and under the
control of the writer. Also, as Williams (1990, p. 7) points
out, the functions have to be interactive to be useful during
the process of composing.
4.1. Types of functions
Generally speaking, language awareness can result in two
types of functions:
Informational functions Elements – such as words,
phrases, or clauses – can be highlighted (known as
syntax highlighting in programming editors), or the
writer can request information about certain aspects of
the text, such as prepositions used, conjuncts, sentences
without verbs, or variants of multi-word expressions.
The writer has to interpret the results himself and can
decide how to make use of them.
Operations The other type are functions that operate on
and make changes to textual elements. Linguistic ele-
ments can be reordered, modified, or deleted. In order
to reduce the cognitive load, it is desirable to reduce
the number of actions necessary to reach a specific goal
(Allen and Scerbo, 1983). This can be achieved by com-
bining sequences of core operations into higher-level
functions closer to the users’ goals and their mental
model of the task. These functions always behave in
the same way and none of the involved core operations
will be forgotten or executed twice. The cost of the
“brain-to-hand-to-keyboard-to-screen” process is thus
reduced.
For both types of functions we can find examples requir-
ing only minimal linguistic knowledge. Functions requiring
more linguistic knowledge differ with respect to the required
resources: In some cases, only static resources, e.g., a list of
all conjunctions of a language, are necessary. In other cases,
morphologic analysis and/or generation may be needed at
run time. Sometimes an operation may even need syntactic
knowledge about the context. Since sufficient computing
power is available today to perform linguistic analyses on
the fly, and since linguistic resources, such as morphologic
components, are available for different languages at a rea-
sonable cost or even as open source, it is now realistic to
employ them in an interactive editing environment.
For example, highlighting conjunctions may help writers in
getting an overview of their argumentation structure. Ex-
ecuting the command show-conjunctions would give a
quick overview of the use of conjunctions. To implement
this function, only minimal linguistic resources are required.
As conjunctions are typically invariable, there is no need to
look for different word forms, and since conjunctions are
not linguistically productive (i.e., no new conjunctions are
produced using derivation or composition), it is not neces-
sary to consider morphological processes. Thus, only a list
of conjunctions is needed.
Detecting sentences without verbs is a more complex exam-
ple of an informational function. Here, linguistic resources
are clearly necessary: First, sentence boundaries must be
identified, and then the POS of the word forms of each sen-
tence have to be determined. Thus, this can be considered a
more advanced function.
For operations, swapping conjuncts may serve as an example
requiring only minimal linguistic resources. This function,
as mentioned in section 2., requires certain core operations,
depending on the editor. This type of function is aware of
(and dependent on) the writing system but needs no further
linguistic knowledge, e.g., of the word classes involved –
and we do not want to restrict writers in what they can
transpose.
At the other end of the spectrum would be a function for
replacing words, i.e., all word forms of a word should be
replaced with the corresponding word form of another word.
However, in inflectional languages, like German, words can
have many word forms and each word form can typically ex-
press more than one category (see table 1 for the paradigms
of two German nouns).
Manually replacing all occurrences of Zelt ‘tent’ with the
corresponding word form of Haus ‘house’ is therefore a
complex task: First, one has to find all word forms of Zelt
– with the usual search functions this will require to search
for each word form individually. Then, one has to deter-
mine the category of a specific occurrence; note that the
word form may be ambiguous, and the exact category can
only be found by looking at the syntactic context. Finally,
one must manually replace the word form of Zelt with the
corresponding word form of Haus. 3
We are thus proposing a function query-replace-word,
which would operate as follows: After calling the function,
the writer is prompted to enter the word to replace (from-
word) and its replacement (to-word). The function searches
3For a discussion of side effects of such functions see (Mahlow
and Piotrowski, 2008).
Word Forms Categories
Zelt
(n, (e)s/e decl.)
Zelt NomSg,
DatSg, AccSg
Zeltes GenSg
Zelts GenSg
Zelte DatSg, NomPl,
GenPl, AccPl
Zelten DatPl
Haus
(n, (e)s/er decl.)
Haus NomSg,
DatSg, AccSg
Hauses GenSg
Hause DatSg
Häuser NomPl, GenPl,
AccPl
Häusern DatPl
Table 1: Word forms of Zelt and Haus.
for all forms of the paradigm of from-word; when a form of
from-word is found, it is replaced with the corresponding
form of to-word. It is clear that this task requires morpholog-
ical analysis and generation. In fact, replacing the word form
Zelte with the corresponding word form of Haus requires
even syntactical analysis: Zelte can be of the categories
DatSg, NomPl, GenPl, AccPl, but Haus has different word
forms for DatSg on the one hand and for NomPl, GenPl,
AccPl on the other hand.
4.2. Components of a pilot implementation
We have chosen XEmacs as an implementation testbed for
the following reasons: It is open-source and new functions
can easily be added using Emacs Lisp, either as additional
functions or replacing existing functions.
All functions – informational functions as well as operations
– will be implemented in a new minor mode called natlang-
mode. This mode can then be used with various major
modes, such as LaTeX-mode, text-mode, or message-mode,
i.e., in all modes dealing with natural-language texts. The
syntax highlighting facilities can be used for implementing
various informational functions.
As usual in XEmacs, functions can either be bound to
keystrokes, e.g., C-c C-r for transpose-conjuncts,
or by called by name, e.g., using M-x transpose-
conjuncts. Functions can also be called by selecting them
from a menu. Since these functions will be implemented in
a similiar way existing functions are implemented, optional
or required parameters can be specified in the usual ways.
We make use of the internal handling of XEmacs for words
and sentences: A “word” is a character string bounded by
spaces, a “sentence” begins with a capitalized word and ends
with a period. To distinguish this period from the ones in
abbreviations in an easy way, we require writers to follow
sentence-final periods by two spaces, as it is commonly done
in English, even though this practice is not normally used
in German. Of course, in a more advanced implementation
we will use a proper sentence-detection component. By con-
sidering spelling German conventions, we can also extract
some basic information from the text: Nouns and proper
names are always capitalized, while all other word classes
start with a lower case letter except when at the beginning
of a sentence.
The morphological component we use for German is DMM
(Deutsche Malaga-Morphologie) (Lorenz, 1996).
5. Towards a taxonomy of language-aware
functions
In section 4.1. we have presented some first thoughts on
linguistic support for revising and editing. However, we
still need to get a better idea of what is actually happening
when writers are revising and editing. The processes can
be described with respect to various dimensions, some of
which are:
Destructiveness As described in section 4.1., we distin-
guish between informational functions and operations.
Informational functions highlight elements to help the
writer in finding certain occurences of a linguistic el-
ement or phenomenon. They show results of certain
analyses, e.g., the number of sentences lacking a finite
verb or variants of multi-word expressions. Operations
modify linguistic elements such as words, phrases, or
clauses. Destructivness is a boolean attribute.
Level of language dependence The type of the required
linguistic resources determines the level of language
dependence of a function.
For functions like transpose-conjuncts it is suffi-
cient to use the core operations of a word processor and
the properties of the writing system of a certain lan-
guage. It is not necessary to analyze the words affected
by this function, and the definition of a word as a string
bounded by whitespace or punctuation is completely
sufficient for functions that transpose words or move
the cursor. Thus, functions using basic concepts and
principles of a certain language and core operations
will have a low level of language dependence.
Functions like show-conjunctions have a higher
level of language dependence: Linguistic resources
are required, in this case a list of conjunctions. In gen-
eral, highlighting functions, or functions operating on
invariable elements, need similar linguistic resources,
i.e., word lists or lexica, but they do not need explicit
morphological or syntactical rules. We call these lin-
guistic resources static.
The highest level of language dependence includes
functions like query-replace-word. Here, morpho-
logical analysis and generation and, in some cases,
even syntactic analysis are involved. The linguistic
resources have to be in a form suitable for run-time
execution. We call these linguistic resources dynamic.
The level of language dependence is not an absolute
value. It can only be determined by comparison with
the requirements of other functions.
Complexity We measure complexity in terms of core op-
erations required. The value for complexity can be
specified as an absolute number, or it can be specified
on a scale between high and low by comparing it with
the corresponding values of other functions.
We have to take into account that a certain function
can be split into core operations, i.e., atomic editor
operations, or into involved operations. If we combine
some of our additional functions, each consisting of
a certain sequence of core operations, into even more
complex functions, the constituent functions will be
called involved operations.
Specificity The kind of arguments a function takes deter-
mines the specificity of the function. Some functions
take a concrete element, such as a word like “house”,
while others operate on classes like conjunctions, finite
verbs in preterite tense, or relative clauses. The value
for specificity is an element from a set of argument
types.
Area of operation We use this term to describe whether
a function operates on one specific occurrence of a
linguistic element or whether it operates on all occur-
rences of an element. For example, a function such as
transpose-conjuncts only operates at the current
cursor position, whereas a function such as query-
replace-word is designed to operate on all occur-
rences of the specified from-word (even if the user
chooses to interrupt the function at some point). The
area of operation is either local or global.
Side effects When executing an operation it can happen
that the result is not grammatical. This is clearly a un-
intended side effect. Such an operation will thus require
further editing operations on other elements to restore
grammaticality. Side effects can be of different types,
such as agreement errors or dangling anaphoric refer-
ences. Side effects can also occur at different distances
from the original operation – they may be restricted to
the same phrase (e.g., adjective-noun agreement), or
they may occur further away, even in other sentences.
We can distinguish the values has side effects and has
no side effects. For operations with side effects we can
determine the type of side effects as one element from
a set of types.
To be able to determine these dimensions it is necessary to
analyze and to classify user actions, e.g., from keystroke
recordings (cf. Good (1985), Flinn (1987), Perrin (2006)),
and to consider linguistic rules and engineering issues.
The classification can serve as a help in making decisions,
and it can then be used to write specifications and serve as a
guideline for the actual implementation.
6. Conclusion and further work
We think that language-aware editing functions can relieve
writers from many low-level operations which distract from
the actual revision and editing process. Our approach con-
centrates on support during the writing process, enabling
the writer to interact with the word processor.
We showed some examples for such functions, concentrat-
ing on German. These functions can be seen as add-ons
to existing word processors, allowing writers to use the
functionality they are accustomed to and benefit from the
new ones. The required resources are relativly small but
can have a considerable impact on the writing process. We
then outlined a number of aspects which have to be taken
into consideration, and which should eventually result in a
taxonomy of revising and editing operations.
Currently we are selecting the operations to be implemented
according to the principles described in this paper. We will
then evaluate them with experienced writers.
Once we have an implementation serving as a proof of con-
cept, we will then be able to consider additional aspects:
What is the best way to make writers learn new functions?
What is the best way to call these functions: using keystrokes
or using pull-down menus? Which linguistic terms do writ-
ers really use when talking about linguistic units, and which
terms should be used in editor functions?
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