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SUMMARY 
 
 
Life-long learning and assessment of clinicians with constructive feedback aim to maintains and 
improve standards of healthcare. With continually increasing introduction of newer diagnostic 
and therapeutic modalities in craft disciplines and increasing concerns regarding patient safety, it 
is imperative to keep training and assessment standards high in order to achieve excellence in 
patient care and to keep professional integrity. General Medical Council is in the process of 
implementing the process of revalidation in order to achieve these goals. However, the questions 
regarding the contents, feasibility, acceptability, validity and reliability of assessment process 
and lifelong learning remain unanswered.  
 
The aim of this work is to: (1) Seek opinions of specialists about the contents and acceptability 
of recertification (qualitative evaluation) and life-long learning (quantitative evaluation); (2) 
Explore the tools available for assessment of technical skills (systematic review); (3) Develop 
and validate a tool for evaluation of non-technical skills of both specialists and juniors during the 
ward rounds (observational studies); and (4) Delineate a process for evaluation of technical and 
non-technical skills of specialists and junior doctors based on clinical outcomes (meta-analysis).  
 
Observational tools have been identified for evaluation of technical skills in both simulated and 
real settings. Tools for assessment at both trainee and specialist levels were evaluated in terms of 
feasibility, acceptability, validity, and reliability. Using Failure Mode and Effect Analysis model 
(FMEA), a tool for assessment of non-technical skills of both trainees and specialists during the 
ward rounds was developed and validated for both simulated and real settings. Meta-analysis was 
carried out to propose a model for skills evaluation through technical and non-technical skills’ 
specific outcomes. Moreover, opinions of the specialists were collected and analysed through 
quantitative and qualitative methods to formulate recommendations for assessment of clinical 
practice  
 
For the first time in literature, feasibility and validity data for the process of assessment including 
specialists has been reported. This research has given recommendation to carry out further work 
to establish the effectiveness of the whole process of recertification and lifelong learning.  
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CHAPTER 1 
 
ASSESSMENT OF SPECIALISTS IN CRAFT SPECIALITIES 
 
 
 
This chapter firstly reviews the process and fundamental components of assessment for 
recertification with regards to craft specialities across various regions. Secondly it considers 
the process of recertification, describing the validity and reliability of tools that can be used 
for the assessment of competence at the specialist level. Finally it explains the issues relating 
to the feasibility and acceptability of specialist recertification. 
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1.1 An overview of recertification across regions 
 
Assessment of a clinician aims to maintains and improve standards of healthcare (1-4). 
Specialities such as general surgery, urology, orthopaedics, anaesthesia, cardiology, vascular 
interventional radiology, cardiac surgery and vascular surgery are all complimentary 
components of modern day craft disciplines (5-8). There is an increasing collaboration among 
various specialities to achieve accurate diagnoses and improved clinical outcomes (6, 9). 
Craft specialities are however challenging as it requires the acquisition of knowledge and 
skills within the context of continually evolving technologies (10). Specialists within these 
disciplines require lifelong learning to maintain their knowledge and skills. Lifelong learning 
is accomplished through Continuing Medical Education (CME) to maintain knowledge, skills 
and clinical developments. As a result, CME can improve clinical practice and outcomes 
(11).  
Although CME offers successful knowledge acquisition, it does not fulfil all the requirements 
of specialist assessment (discussed in chapter 2). Physicians and surgeons in all specialists 
have to undergo appraisal at all levels of training (Figure 1.1), however a system for 
assessment beyond the training level is not yet fully established (12). To address this, a 
process of specialist assessment, titled ‘recertification’ or ‘maintenance of certification’ 
(MOC), is being developed and implemented in the United Kingdom, the United States, 
Canada and Europe (13-15).  
This chapter delineates dynamics of the recertification process which has been introduced to 
accompany regulation within the profession to answer the growing concerns of quality, safety 
and accountability within medical care (16).  
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Figure 1.1: An overview of the process of lifelong learning and assessment at various levels 
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The outcomes in craft specialities are under widespread scrutiny by both the media and the 
public (17). Previous reports such as the Bristol Inquiry in the UK and the publication of ‘To 
Err is Human’ by the Institute of Medicine in the US has further contributed to the general 
loss of public trust (18, 19).  Globally, medical governing organizations have responded by 
developing a set of guidelines to focus on the lifelong learning of knowledge and skills. 
These elements will be objectively assessed at regular intervals (13, 14, 20). The ultimate 
goal is to implement a system of certification and recertification in close association with 
continuous medical education. 
It has been universally acknowledged that the aim of recertification is to enhance patient care 
through the regulation of specialists. However, only a few regions have introduced the 
process of recertification which has been variable in different countries (Figure 1.2).  
In the US, the process of recertification, titled maintenance of certification (MOC), was first 
introduced in 2006. The requirements for recertification are based on the core competencies, 
established by the Accreditation Council for Graduate Medical Education (ACGME) and the 
American Board of Medical Specialities (ABMS) (Figure 1.3) (14). Recertification is carried 
out by the respective Member Boards guided by four principles: (1) Professional Standing, 
(2) Lifelong Learning and Self-assessment, (3) Cognitive Expertise, and (4) Practice 
Performance Assessment.  
The American Board of Thoracic Surgery (ABTS), American Board of Surgery (ABS), 
American Board of Radiology and American Board of Internal Medicine (ABIM) are 
responsible for recertification in cardiac surgery, general & vascular surgery, interventional 
vascular radiology and cardiology respectively (14). Each specialty board is responsible for 
the regulations within each discipline. These have diverse requirements and assessment 
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methods to award recertification, although they all adhere to the concepts defined in the 
MOC program.  
 
Figure 1.2: Over view of recertification or maintenance of certification across various regions 
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In the United Kingdom, specialist recertification is titled Revalidation and is mandatory for 
all specialist practitioners from 2012 (13, 20). Revalidation comprises of two key 
components, the first one is entitled ‘Recertification’ (equivalent to MOC in the USA) and 
the second ‘Relicensure’. The process of specialist Recertification is ‘the privilege to practice 
in a speciality and is awarded by speciality-specific organisations’. Recertification is 
supervised by the General Medical Council (GMC) and Academy of Medical Royal Colleges 
(AoMRC) in collaboration with the Royal Colleges of Surgeons and Physicians. The 
definition of Relicensure is ‘the privilege to practice as a physician and surgeon with no 
distinction by specialty’. Relicensure will be based on the ‘Good Medical Practice’ document 
and will be coordinated centrally by the General Medical Council (GMC) (20). The 
assessment of performance is based on four domains: (1) Knowledge, Skills and 
Performance; (2) Safety and Quality; (3) Communication, Partnership and Teamwork; and 
(4) Maintaining Trust (13). The Royal Colleges of Physicians will be responsible for 
recertification in specialities such as medicine, cardiology and gastroenterology whereas the 
Royal College of radiologists will be responsible for recertifying interventional radiologists. 
Recertification for general, vascular, urological and cardiac surgery will be awarded by the 
UK Royal Colleges of Surgeons(13). The entire process of revalidation in the UK is managed 
centrally by the GMC (3).  
Although recertification is centrally run in both the UK and US, it is only in the UK that 
recertification is related to re-licensure (Table 1.1)(3). As a result, British specialists have to 
renew their licence to practice every five years along with their recertification. In the US 
however, once a state-specific licence is obtained, it is permanently valid for that region.  
Maintenance of Certification (or Competence) in Canada depends on the autonomous 
regulatory decisions of each provincial College of Physicians and Surgeons. It will consist of 
7 
 
a 5-year cycle during which the practitioners will have to show the evidence of their 
continuous professional development through the record of CME exercises and self 
evaluation documents. The recertification system is based on a framework entitled 
‘CanMEDS Roles’ (Canadian Medical Education Directives for Specialists). This framework 
of core competencies includes several different roles that a practitioner needs to fulfill in 
daily practice, namely the roles of: (1) Medical Expert, (2) Communicator, (3) Collaborator, 
(4) Health Advocate and (5) Manager, Scholar & Professional. In some provinces such as 
Alberta and Nova Scotia, physicians are required to participate in a review process where 
they are offered feedback from patients and peers about their performance. In others such as 
Saskatchewan, Ontario and Quebec physicians are required to participate in an educational 
program specifically set for these provinces (15). 
In Europe only Germany and the Netherlands have formal specialist assessment systems in 
place (2, 18).  Germany’s recertification system commenced in 2004 and requires 
practitioners to complete standardized CME credits every five years (2). Since 2005, Dutch 
doctors undertake CME and are visited by independent medical observers every five years. 
These visits ensure safe clinical practice and satisfactory patient outcomes. They assess and 
discuss the monitoring of adherence to clinical guidelines and patient input.  
Despite these organisational and structural variations, the components of recertification in the 
UK, Canada and the US have notable similarities. The US system has the advantage of being 
in place whereas the British and Canadian systems are still in the process of development and 
implementation. The outcome data regarding the efficacy of assessment for recertification is 
not yet available (12). 
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Table 1.1: Recertification, licensing and relicensing of the medical professionals in different regions 
Country UK Germany Netherland USA Canada 
Name of the 
process 
Revalidation (two 
components – 
recertification and 
re-licensure) 
Revalidation/CME  CME/Renewal of 
registration 
Maintenance of 
Certification (MOC) 
Maintenance of 
Competence/Certification  
Time frame 5 years 5 years 5 years 10 years 5 years 
CME Yes Yes Yes Yes Yes 
Peer review Yes (MSF) Yes Yes (visits) Yes (MSF)  
Initial 
Licensing 
body 
General Medical 
Council  
Temporary licence 
("Berufserlaubnis"). “Oberste 
Landesgesundheitsbehörden" 
(public health offices of the 
federal states/"Länder") 
Medical Specialists 
Registration Committee 
(MSRC)  
Federation of State 
Medical Boards 
(FSMB), National 
Board of Medical 
Examiners (NBME) 
Medical Council of 
Canada  
 
Licence to 
independent 
practice 
General Medical 
Council (to be 
renewed after every 
5 years) 
Full licence (Approbation). 
("Berufserlaubnis"). Oberste 
Landesgesundheitsbehörden" 
(public health offices of the 
federal states/"Länder"). 
Permanent license 
KNMG (the Royal Dutch 
Medical Association), 
Mayor of the region and 
health inspector.  License 
renewed after every 5 
years 
Regional/State 
Legislature. On 
completion of 
training specialist 
can apply for 
permanent license  
Provincial/territorial 
Acts, Public agencies 
identified by the Act are 
responsible for licensure. 
Permanent license 
Penalty Practice supervision Non-compliance results in 
reduced privileges.  
Removed from medical 
register 
Practice supervision - 
Legend: Licentiate of the Medical Council of Canada (LMCC), United States Medical Licensing Examination (USMLE), Multisource feedback (MSF)
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1.2 Tools for the assessment of competence and performance 
 
The terms ‘competence’ and ‘performance’ are often used interchangeably despite a clear 
distinction between the two. Competence is defined as what physicians and surgeons can do 
safely in a learning environment (controlled representation of professional practice). 
Performance, on the other hand, involves what physicians and surgeons do in their 
professional practice. Competence is acknowledged through certification (such as obtaining a 
specialist degree) whereas performance is recognized through recertification or MOC (11). 
A number of tools have been introduced to assess competence and performance at a specialist 
level. Most of these have been modified from those used in vocational, undergraduate and 
post graduate education. These include interviews, case-based oral examinations, record 
reviews, peer ratings, patient satisfaction questionnaires, observing patient encounters and 
observational scales for assessing skills. At the Specialist level assessment is more complex 
as it needs to objectively evaluate intricate daily activities. These include capturing 
communications with colleagues, clinical decision making and technical expertise during a 
procedure (11). The majority of research studying the components of recertification 
(competency and performance) originates from the United States and United Kingdom with a 
few reports from Canada and Europe (2, 15). 
The following section focuses on the tools available for the assessment of non-technical and 
technical skills (Figure 1.3). The availability, validity, reliability and utility of assessment 
tools used for the recertification process are critically reviewed with regard to craft 
disciplines. The components of competency and performance at specialist level may be 
10 
 
categorised under the headings of (1) patient care, (2) non-technical skills and (3) technical 
skills. 
 
1.2.1 Patient Care  
 
The core aim of assessing patient care is to receive a constructive response from independent 
practitioners, to ensure that individuals are complying with risk management and clinical 
governance principles. Patient care comprises of: (1) Patient safety, (2) Professionalism and 
(3) Communication skills (Effective exchange of information). 
1.2.1.1 Patient Safety  
 
Patient safety is a fundamental component of patient care that emphasizes on reporting, 
analysis, and prevention of medical errors in relation to clinical practice to minimize adverse 
healthcare events. During the recertification process, this component will be ensured by a 
number of available tools such as regular audits of practice, report of any adverse events, 
report of participation in quality assurance and quality improvement programmes (13, 14, 
21). Participation in patient safety courses, hospital patient safety committees, or root cause 
analyses might eventually be used to fulfil this requirement (12, 21). Possible sources of this 
evidence will be provided in the form of folders or e-portfolios. The possible associations of 
patient safety with other performance indicators require clarification following the first round 
of recertification. 
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Figure 1.3: Suggested tools for assessment of competence and performance of specialists (12-14, 16, 20, 22-24)  
  
  
Patient Care
Patient safety
Professionalism
Non-technical skills
Knowledge
Inter-personal and 
communication 
skills
Decision making & 
situation awareness
Technical skills
Procedural 
performance
 Audit of practice (mortality and morbidity) 
 Licence to practice (confirmation by the organisations) 
 Report of any adverse event  
 Report of participation in quality assurance and quality 
improvement programmes 
 Online exams of knowledge assessment 
 Multisource (peer/patient reviews) based on 
checklists/descriptive 
 Tools for assessment of team working and decision making 
skills (Non-Technical Skills for Surgeons (NOTSS), 
Observational Teamwork Assessment for Surgery (OTAS), 
Non-technical Skills (NOTECHS), Anaesthetists' Non-
Technical Skills (ANTS) system  
 Log-book of cases 
 Workplace observational assessment by peers or external 
assessors (subjective or objective) 
 Objective assessment tools in the process of validation 
(Global assessment scales such as Global Rating Scale, 
Checklists, Human Reliability Assessment, End-product 
analysis, Virtual reality) 
 Mortality and morbidity data 
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1.2.1.2 Professionalism 
 
Professionalism ensures that physicians and surgeons are committed to carry out their 
responsibilities by adhering to ethical principles, research integrity and demonstrating 
sensitivity for their diverse patient populations (14). Professionalism has been traditionally 
recognized by the possession of references from peers and an unrestricted license from state 
governing bodies (20). In the US further options are being explored under MOC. Activities 
such as volunteerism, teaching, or participating in the emergency department call rotation 
could possibly all have a place in the MOC in the future (12). 
In the UK, professionalism will be assessed by the General Medical Council (GMC) during 
the five year cycle of revalidation by analysing data regarding patient satisfaction and 
complaints. Furthermore, the GMC is planning to ensure research integrity by auditing ethical 
approvals and outcomes of research projects (13, 20).  
1.2.1.3 Communication skills 
 
Communication skill is the demonstration of effective information exchange and 
collaboration with patients, their families and professional associates, as a member of the 
team or working as a team leader. Tools for assessment of communication skills include 360-
degree peer or patient checklists (Multi-Source Feedback – MSF), devised by various 
Medical Boards and the Royal Colleges. A particularly useful aspect of MSF is its efficacy in 
promoting self-development. During assessment it provides an opportunity for individuals to 
compare their self-assessment with evaluation from their colleagues and patients.  
In the US, communication skills are being planned to be evaluated by patient surveys such as 
the American College of Surgeons or ABMS Consumer Assessment of Healthcare Providers 
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and Systems (12, 14). Peer and patient reviews are under consideration by AoMRC for 
assessment of specialists in the in the UK (13).  
Various MSF tools such as the Sheffield Peer Review Assessment Tool (SPRAT) and mini-
Peer Assessment Tool (mini-PAT) have been developed and validated by different authors 
(25, 26).  SPRAT has been designed in accordance with GMP guidelines and is used in a 
number of settings to assess overall workplace based performance. However, the validation 
of MSF tools, for the purpose of recertification at a broader specialist level is still pending.  
The association of peer and patient feedback with the overall performance of a practitioner is 
not yet established in the literature. Although Crossley et al demonstrated the feasibility and 
validity of MSF and patient rating (PR) instruments at a senior level, the study only involved 
career grade practitioners (non-consultants/specialists) (25). Moreover, a few studies with 
small samples of trainees have reported a discrepancy in feedback scoring related to the 
length of working relationships, occupation of the assessor, race and the working 
environment (25, 27). However, research involving a larger cohort of doctors for the purpose 
of appraisal at national levels did not report any significant variations (28, 29). Despite the 
availability of large scale studies, the validity and reliability of MSF for the process of 
recertification is still not established. 
 
1.2.2 Non - Technical Skills 
 
Non-technical skills are not related to technical expertise, but can contribute to overall 
clinical competency. Non technical skills have a major contribution towards clinical skills 
(30). Non-technical skills can be categorised into: (1) Medical knowledge and (2) Situation 
awareness and decision making. 
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1.2.2.1 Medical knowledge  
 
Continuing medical education (CME) is considered as a valid source of specialist education 
(31). CME helps specialists maintain competence and remain up-to-date with developments 
in their field. These activities may take place as live events, publications and online video or 
audio based programmes. Content for these programmes in cardiovascular specialities is set, 
reviewed, and delivered by faculty who are experts in their individual clinical areas (13, 14). 
In the US, CME is a twofold process where teaching and assessment occurs concurrently. 
The ‘self-evaluation medical knowledge exam’ is specifically tailored for each craft 
speciality with the aim to educate and assess. Self-evaluation modules, as specified by the 
respective Boards, are web-based and can be completed individually or in groups. Another 
option for earning credit towards recertification is the completion of self-assessment 
exercises from external organizations including the pharmaceutical and biomedical industries 
(14). The medical knowledge exam, largely based on case presentation of patients, attempts 
to evaluate the extent of the candidate's knowledge and clinical judgment in areas where 
specialists from disciplines such as general surgery, urology, cardiothoracic surgery, vascular 
surgery, cardiology, gastroenterology and anaesthesia need to demonstrate a high level of 
competence. Practitioners are required to take an exam once during the recertification cycle. 
CME exercises should be able to cover all major aspects of patient diagnosis and 
management within each specialty. Exams that are based on discrete modules may have a 
limited focus and can overlook issues pertaining to overall competence (32). This exercise 
may limit the provision of up-to-date information about certain areas in a field necessary for 
practitioners. For instance, a recent review of the results of the US recertification 
examinations showed that participants who were more than 30 years out of training failed 
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examinations at a significantly higher rate than those who had recently completed their 
original training (12, 33). This could be due to several factors such as isolated practice, 
inadequate up-to-date knowledge or due to limited education provision through CME 
exercises. The level of knowledge in these exams however did not predict the outcomes in 
terms of mortality and morbidity (12). Furthermore, many CME planners have close 
relationships with biomedical and pharmaceutical companies. Approximately half of the 
funding of CME in the US and Europe comes from such sponsoring companies and this may 
therefore lead to a conflict of interest in the CME process (31). This may threaten the validity 
and reliability of CME through the possibility of business-related bias inappropriately 
focussing on some topics whilst excluding others. For CME to be a reliable medium of 
knowledge in recertification, safeguards need to be implemented to prevent the insertion of 
commercial bias. Further details with regards to the CME have been discussed in the 
following chapter.  
1.2.2.2 Situation awareness and decision making  
 
Situation awareness (SA) is where a specialist is aware of what is happening around him or 
her. It involves understanding this information and how one’s actions will affect clinical 
goals and objectives, both now and in the near future. A low SA has been reported to be an 
independent predictor of accidents attributed to human error (34).   
Decision-making is the cognitive process that leads to individual choice of action and is 
based on situation awareness, practitioner’s experience (including knowledge and skills) and 
factors that may affect these. Assessing a specialist’s comprehension within a dynamic 
clinical situation or evaluating cardiovascular decision-making is difficult in the workplace. 
Due to amalgamation of certain craft specialities such as general surgery, urology, 
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cardiology, cardiac surgery, vascular surgery and interventional radiology, procedures can be 
highly complex with a relatively low turnover within a single field. As a result, the 
development of a system for training (workplace and simulation) and objective assessment of 
decision-making skills in craft specialities needs special consideration. Workplace refers to 
the clinical environment that involves interaction with patients. Simulation environment 
refers to creating an actual or real life condition, event, or situation for training and 
assessment of clinical skills.  
A number of tools have been developed for the assessment of non-technical skills. These 
include the Non-Technical Skills for Surgeons (NOTSS), Observational Teamwork 
Assessment for Surgery (OTAS), Non-technical Skills (NOTECHS) and Anaesthetists' Non-
Technical Skills (ANTS) (14, 16, 20, 22). These tools primarily focus on performance in 
decision-making, situation awareness, communication skills and team working (Table1.2). 
However, the validation of these tools for specialists in real settings is still pending. 
 
Table1.2: Non-Technical Skills for Surgeons (NOTSS) skills taxonomy (35)  
 
Category Elements 
Situation Awareness Gathering information 
Understanding information 
Projecting and anticipating future state 
Decision Making Considering options 
Selecting and communicating option 
Implementing and reviewing decisions 
Communication & Teamwork Exchanging information 
Establishing a shared understanding 
Co-ordinating team 
Leadership Setting and maintaining standards 
Supporting others 
Coping with pressure 
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1.2.3 Technical Skills 
 
This component of recertification in craft specialities is a challenging area for all major 
governing organisations. It is not easy for these bodies to provide a homogenous system for 
the assessment of technical skills due to wide variations in practice. Assessing the technical 
skills of specialists corresponds to the top of “Miller’s Pyramid”, namely, real performance 
assessment (Figure 1. 4) (36). Technical skill assessment can be done using a number of 
tools such as: (1) individual practitioner logbooks (indirect assessment of technical skills), (2) 
case load (number of cases performed), (3) mortality and morbidity data and (4) Observation 
of performance (objective/subjective assessment using observational tools) by an independent 
(blinded or non-blinded) assessor, (5) Non-Observational tools using virtual reality and 
motion detectors (through in-built assessment metrics) (Table 1.3) (37).  
 
Figure 1.4: Miller’s Pyramid – Model for assessment of clinical competence and performance 
(36) 
 
 
 
Does
Shows how
Knows how
Knows
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Table 1.3: Tools for assessment of technical skills used across various craft specialities (23, 
38-43) 
 
OBSERVATIONAL TOOLS  
OSCE – Based (Objective structured clinical examination) methods i.e. OSATS 
(Objective Structural Assessment of technical skills) using Global Rating Scale 
Global assessment of operative skills 
Generic and procedure specific checklists 
End-product analysis 
Error Based  
Human Reliability Assessment – HRA 
Checklists of errors 
NON-OBSERVATIONAL TOOLS 
Virtual reality Simulators 
Motion detectors (Imperial College Competency Assessment Tool - ICSAD) 
 
At present ‘self-maintained’ log-books are the only source of procedures performed by 
specialists as an indicator of their performance. However, these do not reflect operative 
ability and therefore lack content validity. Logbooks are an indirect measure of competence 
and experience (44). Due to concerns regarding reliability and validity, their role in specialist 
assessment is questionable.  
Assessment of technical skills, as proposed by the AoMRC and ABMS, may be carried out 
through the observation of practice at the workplace. The appraiser might be a colleague or 
an external assessor nominated by the practitioner being assessed or by an individual’s 
governing body (14, 20). The assessment of technical skills by direct observation (live or 
video) can be based on objective rating that is likely to make the process reliable and valid 
(45). In addition to a blinded assessment process, random case selection and training of 
assessors are critical determinants of reliability and validity during the assessment of 
technical skills. 
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A number of rating scales such as generic (Global Rating Scale and Human Reliability 
Assessment) and procedure specific checklists have been devised for the assessment of 
technical skills in clinical practice (46) (23), (24). However the studies on the global rating 
scale are limited to trainees with a significant ceiling effect towards seniority (24). Only one 
study to-date has demonstrated that such a scale can detect a difference in the level of 
experience among vascular surgery consultants. This however lacks the required level of 
validity and reliability (non-blinded single assessor) (47). On the other hand, Human 
Reliability Assessment techniques are recommended by some authors as these have no 
ceiling effect because they use enacted errors and error probability for different tasks and 
instruments for outcome measures (48, 49). The literature lacks studies assessing the 
technical skills of specialists at the workplace.  
In addition to addressing the validation of tools at the specialist level, issues such as the 
selection and training of assessors along with the cost analysis for implementation need to be 
addressed (50). Responsible organisations need to establish evidence-based frameworks for 
certification and recertification in technical skill competency specifically in surgical 
specialities.  . 
 
1.3 Limitations of the current recertification process 
 
The future of assessment through the process of recertification depends on the 
appropriateness and thoroughness of revalidation systems. There are number structural and 
organisational questions that require answers before establishing the acceptability and 
feasibility of the assessment tools (Figure 1.5): (1) Do the results of the existing 
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recertification process comply with the level of experience of an individual specialist in 
cardiovascular practice? (2) Are the results of the assessment process (knowledge and skills) 
compatible with morbidity and mortality outcomes of the individual physicians and 
surgeons? (3) What types of assessment tools will be used for the specialist assessment 
process in the absence of any data on reliability and validity of the tools evaluating technical 
and non-technical skills? (4) What do specialists think about the structure and frequency of 
the assessment process? 
Geographical variation in the standards of assessment is another factor that can affect the 
international recognition of maintenance of certification across regions.  For instance, many 
of the nations within the European Union (EU) have certification and recertification 
programmes with a noticeable difference in terminology, guidelines and assessment 
frequency. This may cause confusion as specialists within the EU are recognized to have 
‘equivalency’ in knowledge and skills when working in any of the nations within this union. 
In order to address this, a recent EU Directive 2004/36/EC has been introduced to allow the 
exchange of in-depth information on individual specialists regarding their fitness to practise 
(51). This new regulatory system is envisaged to address cultural, linguistic and medical 
competence issues associated with the increased doctor movement within the EU. The 
ultimate aim of this directive is to ensure patient safety across the union. 
To further ensure the efficiency of this legislation whilst avoiding any potential ambiguity, 
the UK’s General Medical Council has proposed a ‘Healthcare Professionals Crossing 
Borders’ initiative that gives a framework for exchanging licensing data and regulatory best 
practice (51).  However despite these efforts, few European countries have yet to offer full 
cooperation and information for this process. This may be explained by incomplete databases 
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and unstandardized quality of care in some countries. Furthermore, a discrepancy also exists 
in the monitoring and enforcement of performance assessment at the specialist level(2, 51). 
A complex assessment system without established reliability and validity will not last and 
may ultimately restrict the freedom of medical professionals (Table 1.4) (32). The 
assessment process needs to be acceptable to examiners, examinees, healthcare organisations 
and the public. At present the acceptability of the current assessment systems for specialists 
are not yet known. Specialist recertification is currently in the process of implementation and 
any possible shortcomings have yet to be reported. Similarly, although there are studies 
demonstrating the feasibility of individual assessment tools, there are none that consider the 
use of a combination of tools in a particular assessment framework. Further research is 
therefore required to clarify the efficacy of combining various assessment tools for specialist 
recertification. As a result, speciality-specific guidelines need to be drawn-up by the 
governing bodies for each of the craft specialities. 
A positive association between board certification status and clinical outcomes has been 
reported although the correlation between recertification and clinical outcomes still remains 
unknown (52). Moreover, the guidelines for practitioners who are unsuccessful in 
recertification are not fully developed and a proposed path for further training or supervised 
practice is still under review.  
At present, a perfect assessment tool does not exist (32). A consensus between what is 
desirable and achievable is needed. Assessment governing bodies need to implement systems 
with the highest validity, acceptability and cost-effectiveness. 
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Figure1.5: Structural and organisational issues related to implementation of recertification process 
 
 Table 1.4: Definitions of terms related to competence and assessment  
 
Competence (37) 
Competence is the habitual and judicious use of communication, knowledge, technical skills, clinical reasoning, 
emotions, values, and reflection in daily practice for the benefit of the individual and community being served. 
Competence builds on a foundation of basic clinical skills, scientific knowledge, and moral development. 
 
Assessment (37) 
Assessment is the process of documenting, usually in measurable terms, knowledge, skills and attitudes. The 
purpose of assessment in an educational context is to make a judgement about mastery of skills or knowledge; to 
measure improvement over time; to arrive at some definitions of strengths and weaknesses; to rank people for 
selection or exclusion, or perhaps to motivate them. 
Characteristics of an ideal assessment tool (32, 53) 
Feasibility: 
 
Measure of whether an assessment process is capable of being done or carried 
out.  
Validity: 
 
Validity determines whether 
an exam or a test actually 
succeeds in testing the 
competencies that it is 
designed to test. Valid 
assessment method covering 
all the facets of clinical 
competence needs to have 
following attributes:  
 
Face validity is the extent to which the examination resembles the situation in 
the real world. Complexity and level of interaction in a real environment is the 
best for performance assessment.  
Content validity is extent to which the intended content domain is being 
measured by the assessment exercise - for example, while trying to assess 
technical skills we may actually be testing knowledge.  
Construct validity is the extent to which a test measures the trait that it purports 
to measure. One inference of construct validity is the extent to which a test 
discriminates between various levels of expertise. Performance assessment 
exercise should be able to identify poorly performing practitioners.  
Concurrent validity is extent to which the results of the test correlate with the 
gold standard tests known to measure the same domain.  
Predictive validity, the extent to which this assessment will predict future 
performance 
Reliability:  
 
Reliability is a measure of the reproducibility or consistency of performance, 
and is affected by factors such as examiner judgments, cases selection, 
candidate nervousness, and test conditions. Reliability is a measure of a test to 
generate similar results when applied at two different points (test-retest) or 
consistency of marking among examiners (inter-rater). 
Acceptability: 
 
The extent to which an assessment procedure is accepted by the subjects 
involved in the assessment. Assessment system that threatens to affect 
credibility of practitioners is unlikely to be accepted by them. 
Educational Impact: 
 
The extent to which assessment tool/process matches the pre-defined 
educational objectives. Assessment drives learning through its contents, format, 
given information and programming (frequency, timing & number of repeat 
examinations). 
Cost Effectiveness:  
 
Implementation of assessment tool depends on ability of certain organization to 
generate sufficient funds plus technical and non-technical resources. Resource 
limitations are universal, even more for single institutions or individual test 
developers. 
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1.4 Summary  
 
In conclusion, assessment of non-technical and technical skills in craft disciplines requires 
special consideration. Due to the complexity of the clinical environment and interactions 
involved, workplace and high-fidelity simulation (well developed and validated) could be 
considered to be the best environment for specialist skill evaluation for the purpose of 
recertification. Assessment of skills ensures a constructive feedback and that the clinical 
practice aims to maintain and improve patient care. Lifelong learning or continuing medical 
education (CME) ensures that the clinicians are up to date with the recent advances in their 
field. For the craft disciplines such as surgery, it becomes even more important as the surgeons 
need to stay abreast with new technologies and need to be well versed with new procedures / 
surgeries.  
The following chapter over-views available methods for CME and their effectiveness for 
specialist recertification / revalidation.  
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CHAPTER 2  
 
THE EFFECTIVENESS OF CONTINUING MEDICAL EDUCATION 
(CME) FOR RECERTIFICATION  
 
 
 
This chapter aims to provide an overview of: (1) Instructional methods for CME, (2) 
effectiveness of each method in view of craft and non-craft specialities, and (3) the practice of 
CME across various regions including its providers. Current limitations and future 
recommendations to provide the best available evidence for the link between CME and 
recertification have also been described.  
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2.1 An over-view of fundamentals of lifelong learning / CME 
 
Continuing medical education (CME) is an integral part of a clinician’s lifelong learning. 
Recertification or revalidation of surgeons should give CME acquisition significant importance. 
Maintaining lifelong knowledge and skills is essential for safe clinical practice (54). Continuing 
medical education (CME) is an established method that can facilitate lifelong learning. It 
focuses on the maintenance or development of knowledge, skills and relationships that an 
individual clinician employs to provide services to the patient, the profession or the public to 
ensure competent practice (55). A decade ago, the ‘To Err Is Human’ report and the ‘Bristol 
Inquiry’ turned the spotlight onto patient safety (19, 56). These incidents in addition to the 
gradually increasing demand by the healthcare professionals, contributed to the development of 
a system to provide professional regulation for clinicians (57). CME is an essential component 
of this regulatory system that is termed ‘maintenance of certification’ in the United States or 
‘specialist revalidation’ in the United Kingdom (58-60).  
This chapter gives an overview of: (a) Teaching / training modes for CME, (b) effectiveness of 
each method for craft specialities, (3) the variations or similarities of practice of CME across 
various regions, (4) CME content providers. Current limitations and future recommendations to 
provide the best available evidence for the link between CME and recertification have also been 
described.  
The current system of CME for specialists aims to improve knowledge through conferences, 
formal courses, workshops and symposiums. Specialist practice has however recently 
undergone several changes. These include increasing innovation in therapeutic and diagnostic 
modalities, increased inter-speciality collaboration and the transformation of traditionally non 
interventional specialities into interventional disciplines. Many of the traditional CME methods 
designed to address these changes have not yet been validated. Therefore current CME 
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programmes may not be effective at narrowing the gap between optimal evidence-based 
practice and actual clinical practice (61).  
CME is considered as a core component of CPD (continuous professional development). The 
term CPD addresses a wide range of skills including education, training, audit, management, 
team building and communication (62). The terms CME and CPD are often used 
interchangeably. CME contributes to CPD whereas Maintenance of Certification or 
Revalidation certifies the CPD of specialists (35, 36).  
Current CME curricula are being influenced by the requirements of specialists who are 
undergoing recertification. These curricula are therefore focused to provide up-to-date, patient-
centred and evidence-based care. Recently, the emphasis of CME has shifted from simply 
improving knowledge to improving skills, performance and patient outcome through altering 
clinician practice behaviours (63). Therefore clinicians are increasingly engaging in learning 
activities that provide specialist teaching beyond didactic lectures (64). The continuous 
professional development (CPD) activities of practicing clinicians are being integrated with the 
core competencies of practice-based learning and improvement (PBLI) (65). Consequently 
newer CME methods are being designed to encompass the concept of PBLI. These CME 
methods utilize multimedia, multi-technique and multiple exposures to maximise effectiveness 
for compliance with PBLI (Table 2.1). Professional healthcare regulatory bodies have 
suggested the use of these recent CME techniques to enhance the effectiveness and application 
of continuing education. However their effectiveness for use in recertification process remains 
to be established.  
 
2.2 Available instructional methods for CME  
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A number of educational techniques (Table 2.1) can be employed using different media 
methods. The media methods for provision of CME include (61, 66): (1) Live (in person), (2) 
Internet/Computer-based learning (conducted on the computer conveyed through the Internet or 
through CD-ROMS), (3) Video (uses a videotape), (4) Audio (uses an audiotape), (5) Handheld 
materials (involves handheld materials), and (6) Printed materials (through educational printed 
materials or readings). 
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Table 2.1: An overview of methods for CME (66)  
Educational methods Definition 
Academic detailing Service-oriented outreach education provided by an institution 
(medical governing bodies or industry) or hospital 
Audience response systems Type of interaction associated with the use of audience response 
systems. It addresses knowledge objectives (used in combination with 
live lectures or discussion groups) 
Case-based learning An instructional design model that is a case-oriented learning. It 
addresses high order knowledge and skill objectives (actual or authored 
clinical cases are created to highlight learning objectives) 
Clinical experiences Clinical experiences address skill, knowledge, decision making and 
attitudinal objectives  
(Preceptorship or observership with an expert to gain experience) 
Demonstration Involves teaching or explaining by showing how to do or use 
something. It addresses skill and or knowledge objectives (live or 
video or audio media) 
Discussion group Addresses knowledge, especially application or higher order 
knowledge (readings, or another experience) 
Feedback Addresses knowledge and decision making (the provision of 
information about an individual’s performance to learners) 
Lecture Lectures address knowledge content (Live, video, audio) 
Mentor or preceptor Personal skills developmental relationship in which an experienced 
clinician helps a less experienced clinician. It addresses higher order 
cognitive and technical skills. Also used to teach new set of technical 
skills.  
Point of care It addresses knowledge and higher order cognitive objectives 
(decision-making). Information that is provided at the time of clinical 
need, integrated into chart or electronic medical record. 
Problem-based learning (PBL) or 
team-based learning 
PBL is a clinician-centered instructional strategy in which clinicians 
collaboratively solve problems and reflect on their experiences. It 
addresses higher order knowledge objectives, meta-cognition, and 
some skill (group work) objectives (Clinical scenario/discussion) 
Programmed learning It aims to manage clinician learning under controlled conditions. 
Addresses knowledge objectives (delivery of contents in sequential 
steps) 
Readings Reading addresses knowledge content or background for attitudinal 
objectives (Journals, newsletters, searching online) 
Role play Addresses skill, knowledge, and affective objectives 
Simulation Addresses knowledge, team working, decision making and technical 
skill objectives. 
(Full simulation; Partial task simulation; Computer simulation; Virtual 
reality; Standardized patient; Role play) 
Standardized patient Addresses skill and some knowledge and affective objectives. Usually 
used for communication and physical examination skills training and 
assessment.  
Writing and authoring Addresses knowledge and affective objectives. Usually used for 
assessment purposes.  
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2.3 Effectiveness of CME in relation to various components of competence 
 
An ideal system of CME must ensure that clinicians’ knowledge, psychomotor skills, 
performance and clinical outcomes are up to date for safe medical practice. These factors 
contribute to clinical competence and performance. 
 
2.3.1 Clinician Knowledge 
 
Knowledge is directly related to clinical outcomes and psychomotor skills (66, 67), and is 
inversely correlated to the number of years elapsed since certification (68). Surgeons certified 
through knowledge testing by the American College of Surgeons reported lower morbidity and 
mortality rates following segmental colon resection and repair of ruptured abdominal aortic 
aneurysms compared to surgeons who did not undergo certification (69, 70). Similarly, patients 
managed by certified cardiologists are observed to have a 19% lower rate of mortality following 
myocardial infarction compared to those who lack certification(71). The provision of up-to-date 
knowledge through various modes is therefore an essential component of CME (72).  
An analysis of 28 studies by the Johns Hopkins Evidence-based Practice Centre assessing the 
knowledge gained by specialists through CME reported that 22 studies (79%) demonstrated an 
improvement in knowledge, four (14%) had no difference and two (7%) had mixed results (61). 
Fifteen out of 22 studies with follow-up (68%) all demonstrated long term knowledge retention 
(61). Regarding multimedia, four out of the 28 studies compared single medium versus 
multimedia CME interventions. Three of these studies favoured multimedia interventions. 
Amongst them five studies compared single technique versus multiple instructional techniques 
of CME. Two of these studies showed increased knowledge gain utilizing multiple methods. 
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Another group of authors also suggested that single method CME interventions have little 
impact(72). Instead, multiple modality activities that require the application of knowledge and 
problem-solving have been reported to be good indicators of competency. 
CME has been demonstrated to provide both short- and long term advantages (61).  However, 
studies investigating multimedia and multiple instructional CME techniques can be confounded 
by repetition in certain areas of knowledge leading to inaccurate results. Novel teaching media 
can be used to negate these repetition effects. As a result, it has been recommended that CME 
teaching should encompass multimedia, multiple instructional techniques and multiple 
exposures whenever possible (72). The effectiveness of CME knowledge modules has not yet 
been established in relation to the process of recertification.  
 
2.3.2 Clinician Skills 
 
The degree of competence in an individual’s clinical skills represents the extent of their clinical 
knowledge. Clinical skills can be categorised into cognitive (ability to apply knowledge) and 
psychomotor (procedural or physical examination techniques) (66). CME has been shown to be 
effective at improving clinical skills. Leopold et al taught primary care providers how to 
perform a knee injection with differing CME instructional methods (73). After attending a 15 
minute lecture on the relevant anatomy and injection techniques, 93 participants were 
randomised into three groups. The first group received written instructions, the second group 
watched a videotape of the procedure and the third group underwent hands-on training with 
feedback. All groups significantly improved at assessment (simulated knee injection on model) 
with no significant differences between the groups (73).  
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Similarly, Hergenroeder et al taught paediatricians physical examination of the ankle and knee 
using either written instruction and videotape alone or written instruction, videotape and a skills 
workshop (74). When assessed 5 months later, both groups showed significant improvement in 
examination skills with the greatest change demonstrated in the group taught in hands-on skills.  
For psychomotor skills training, only simple outpatient procedures have been studied (73-75). 
The participants in these studies were primary care clinicians. Training was provided by using 
multiple instructional techniques and multiple media. Due to a lack of evidence, no conclusions 
can be drawn regarding effective CME technique, media, exposure or frequency in improving 
procedural skills. There are no studies addressing the training effectiveness of any CME 
methods at specialist level within tertiary care centres.  
In craft specialties, simulation has emerged as a novel method for skills training (76). Haque 
and Srinivasan reported that virtual reality (VR) simulation is highly effective at demonstrating 
both construct validity (ability to differentiate junior versus experienced clinicians) and skill 
transfer from the training to operating room environment (77). However the reliability and 
validity of VR or any other type of simulation at the specialist level is not established (58). This 
is due to a lack of the complexity in the models and the level of interaction required for training 
this group of clinicians.   
The available evidence demonstrates that CME methods can be effective at teaching clinical 
skills to primary care clinicians; however, there is currently no evidence for the use of applying 
CME methods to train hospital specialists.  
 
2.3.3 Clinician Performance 
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Clinical performance involves the activities of physicians and surgeons in their professional 
practice. The effect of CME upon the performance of clinicians is widely debated. The gap 
between ideal and actual performance in the practice setting is of great interest to policy makers, 
managers and accreditation councils alike.  
CME aims to improve clinical performance. Davis et al identified 105 studies evaluating the 
effect of CME on short- and long-term practice performance (63). Practice objectives ranged 
from guideline adherence, screening, prescribing and diet to giving smoking cessation advice. 
Sixty-one studies (58%) met practice objectives. Participants in 50 studies (48%) met several 
objectives all of which were maintained long term (30days – 1 year) (63). Single live media or 
multimedia CME methods have been shown to be effective at improving practice performance 
in the short and long term, whilst single print media failed to meet practice objectives. 
Similarly, it was demonstrated that multiple exposure and multiple instructional techniques 
should be employed whenever possible (63).  
In contrast to primary care and certain other medical specialities where there was a positive 
correlation between CME and performance, this has not been demonstrated in various craft 
specialities including surgery, orthopaedics and cardiology (58).  
 
2.3.4 Clinical Outcome 
 
Clinical outcomes are the product of the diagnosis, management and prevention of health 
problems (78).  They also include patient health status, patient attitudes and the healthcare 
attitudes of professionals (66). CME aims to improve clinical outcomes that are considered to 
be the foremost measure of clinical performance. Outcomes can directly indicate whether an 
individual or a health care system is achieving its purpose (78).  
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Different specialties rely on diverse clinical outcomes to identify healthcare effectiveness. 
These range from cholesterol levels in patients recently started on statin therapy or an allergic 
reaction from a single dose of antibiotic to complications after a surgical procedure. Craft 
specialties are frequently concerned with morbidity and mortality data. It has been shown that 
interactive CME sessions involving skills training can effect change in professional practice and 
health care outcomes (54). 
Primary care specialists who underwent a single interactive seminar significantly reduced 
subsequent emergency department admission rates for children with asthma from a low-income 
family versus the control group (annual rate, 0.208 vs. 1.441) (79). Similarly, specialists who 
underwent a web-based education programme significantly improved dosing accuracy whilst 
reducing dosing time compared to controls (80). 
In a systematic review, Marinopoulos et al, investigated whether CME influenced clinical 
practice outcomes and to see if the effect lasted more than 30 days (61). CME interventions 
included media methods, techniques and number of exposures (Table 2.2). Thirty-three studies 
measured the effect of CME upon long term clinical outcomes and thirteen of these (39%) 
demonstrated the beneficial effect of CME. The data was however inconclusive regarding single 
versus multiple-exposure CME in improving outcome (61). This systematic review 
demonstrates that the multiple, media and educational, techniques have a beneficial effect upon 
long term clinical outcomes.  
This early evidence maintains that CME exercises should be employed to improve clinical 
outcomes. However, studies are still needed to correlate CME to the recertification process.  
CME improves the success rates of passing recertification examinations. Butterworth 
discovered that CME significantly reduces the age-related decline in diagnostic performance of 
general practitioners (81). Recently, the results of US recertification examinations showed 
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significantly higher failure rates for participants who were more than 30 years out of training 
than those who had completed their original training recently (12). Several factors, such as 
working in an isolated practice, inadequate up-to-date knowledge, or limited provision of CME-
type exercises can result in poor results (12).  
 
2.4 CME in relation to recertification practices across different regions 
 
Although the ultimate aim of CME is focused at adequate patient care, the CME practices and 
activities differ widely across various regions.  This section gives a geographical overview of 
CME (Table 2.3). 
 
2.4.1 Australia / New Zealand 
 
The Royal Australasian College of Physicians implemented the Maintenance of Professional 
Standards (MOPS) programme in 1994 to promote CPD. Applying adult learning theory, a 
more simple and effective model of CPD termed MyCPD was commenced in May 2008. This 
innovative online programme is based on participants identifying professional development 
needs, planning CPD activities that meet those needs and reflection on those activities as part 
of an ongoing professional development cycle (82). MOPS and MyCPD programmes are 
running in parallel in this current transition period until MOPS was fully withdrawn in 2010. In 
MyCPD credits are earned based on six categories: educational development, teaching and 
research, group learning activities, self assessment programmes, structured learning projects 
and practise review. The annual requirement consists of 100 credits to qualify for 
recertification. But the RAC Surgeons has a highly developed, audited and policed system 
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which we are using in the UK in our new revalidation work – it needs to be discussed to remain 
contemporary. 
 
2.4.2 Austria 
 
Austrian law made CME mandatory for all clinicians in 2001. Since 1995, the Austrian Medical 
Chamber operated a voluntary CME scheme in the ‘Diplom Fortbildungs Programme’ (DFP). 
According to the aims of the Austrian Medical Chamber, CME activities should be independent, 
be free from financial interests, internationally competitive and fulfil high scientific criteria 
(83). Physicians are encouraged to earn 150 CME credits annually, with 120 credits from 
specialty-related CME accredited programmes and 40 credits in the clinician’s specific 
specialty. 
 
2.4.3 Belgium 
 
Clinicians in Belgium receive financial incentives to pursue accreditation. Accreditation, which 
lasts three years, is earned through participating in CME and peer-review of activity enabling 
physicians to charge higher fees to patients, increasing a clinician’s salary by an average of 4% 
(84). To renew accreditation, clinicians must earn 200 CME credits per year as well as 
participate in two peer reviews. General practitioners and specialists need to fulfil specific 
criteria such as participating in on-calls, participating in certain number of consultations, and 
regularly developing and maintaining their knowledge, skill and performance. GPs may fulfil 
this last criteria by earning 20 CME credits annually (2). In contrast, specialists must remain 
competent through engaging in both scientific and practical activities. 
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2.4.4 Canada 
 
The maintenance of certification programme was officially established in 2000. Fellows of the 
Royal College of Physicians and Surgeons of Canada must complete a minimum of 40 credits 
of CPD every year and a minimum of 400 credits each five-year cycle (85). To earn the credits, 
fellows must select activities in which they wish to participate and self-report their progress. 
Activities are divided into six sections ranging from: group learning activities, internet CME 
courses, structured learning projects and personal practise review to personal educational 
development activities. This way, fellows may address areas of interest with activities that best 
suit their individual needs. Specialists who successfully complete the programme receive a 
certificate and their names are published on the college website. 
 
2.4.5 France 
 
In France, CME is coupled with medical audit known as evaluation of professional practices 
(EPP - Evaluation des Pratiques Professionelles) (2). Specialists have to earn a total of 250 
credits in each cycle, whereof 100 of them must be in EPP (86). Compulsory CME for 
physicians was introduced in 1996. Five-yearly revalidation cycles are encouraged. However, 
the system has suffered from a lack of enforcement resulting in low numbers of physician 
participation (2). The Inspector General of Social Affairs has further critiqued both systems, as 
neither one is monitored by a professional body. 
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2.4.5 Germany 
 
Clinicians in Germany are regulated through their regional chambers (professional 
associations). The 2004 Social Health Insurance modernisation act introduced federal 
revalidation criteria.  Clinicians need to earn 250 CME credits every 5 years (2). In addition, 
specialists working in hospital need to demonstrate that 70% of their vocational training has 
been on topics targeted towards their specialty. If specialists are non-compliant, the regional 
social insurance association may decrease reimbursement amounts by 10% after one year and 
25% after two years (2). 
 
2.4.6 Italy 
 
CME activities in Italy are regulated by the CME National Commission (CMENC).(86) After a 
three-year testing phase ending in 2008, CME is now mandatory to all Italian specialists (87). 
For the period 2008-2010, clinicians have to accumulate a total of 150 credits. Of these, 90 
credits have to be ‘new’, whilst the other 60 can have been earned during the testing period. 
Various regions have the freedom to design their own educational strategy. Interestingly, the 
largest region in Italy, Lombardi, has designed its CME structure according to the British CPD 
system (88). 
 
2.4.7 Netherlands 
 
Specialists in the Netherlands undergo revalidation every 5 years. Revalidation requirements 
demand more than 16 hours of patient contact weekly and 40 CME credits annually. Each CME 
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activity needs to be approved by the ‘Nederlandse Wetenschappelijke Vereniging’ (Dutch 
Scientific Association) (89). 
 
2.4.8 Norway 
 
The Norwegian Medical Association (Legeforeningen) and the Norwegian Ministry of Health 
are responsible for CME in Norway (86). CME is especially important for specialist primary 
care providers, but not mandatory to other clinicians. In contrast to regular general practitioners 
(GPs) who start practising post-graduation, specialist GPs undergo an additional apprenticeship 
period which allows them to charge 20% higher fees post-specialisation (86). To maintain their 
status, each specialist GP has to earn a specialty-specific number of CME credits in five-yearly 
cycles.  
 
2.4.9 Spain 
 
Individual medical colleges have established voluntary CME schemes. The federal Spanish 
Commission of Continuing Medical Education of Health Professionals initiated a CME system 
in 1998, however, as of 2005, only nine out of 17 regional authorities have implemented it (2).  
 
2.4.10 United Kingdom 
 
CME programme in the UK is termed as CPD which aims to include activities both within and 
outside the employing institution (90). Speciality specific Royal Colleges are taking the lead of 
the lifelong learning. CPD programme is in the process of implementation and the guidelines 
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have recently been provided by the GMC. The guidelines state that CME or CPD activities 
should maintain and improve the quality of care to patients and the public.  It further states that 
CPD should be able to help clinicians update what they learnt during training to reflect recent 
changes in clinical practice, patient requirements, service delivery, and society’s expectations of 
the way clinicians work. Doctors are responsible for identifying the CPD needs, planning the 
required learning activities relevant to the practice. Employers are responsible for provision of 
up to date CPD and to ensure clinicians are able to   meet the service demands. They should 
maintain and develop   the skills of all of their medical staff whether they are consultants, 
trainees, associate specialists, sessional general practitioners, or locum doctors. Employers 
should also facilitate access to the resources that include time to learn. The medical and surgical 
royal colleges and faculties’ formal CPD schemes are based on the Academy of Medical Royal 
Colleges’ document ‘The ten principles for college/faculty CPD schemes’.  
 
2.4.11 United States 
 
In 2000, the 24 member boards of American Board of Medical Specialities (ABMS) decided to 
merge their individual recertification programmes to one of continuous professional 
development – ABMS Maintenance of Recertification (ABMS MOC). Through ABMS MOC, a 
clinician demonstrates commitment to lifelong learning and competency in a specialty by 
undergoing regular assessment in six core competences as adopted by the ACGME and ABMS 
in 1999. These six competences are patient care, medical knowledge, practise-based learning, 
systems-based practice, professionalism and communication skills. To keep recertification 
continuous, all member boards use a four-part process to determine professional standing, 
lifelong learning, cognitive expertise and practise performance assessment. Providers of CME 
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undergo rigorous assessment by the Accreditation Council for Continuing Medical Education 
(ACCME), which currently accredits over 600 organisations.  
The American Medical Association (AMA) set up the AMA Physician’s Recognition Award 
(PRA) in 1968 to recognise clinicians who earn at least 50 credits yearly from CME activities 
that meet AMA criteria. Activities recognised for category 1 of the award has become a 
benchmark for formal CME educational programmes (84). These include publishing articles, 
presentations, advanced degrees and passing recertification examinations. AMA PRA Category 
2 credit is earned through teaching, online learning, research, preceptorships or participating in 
live activities not included in AMA PRA Category 1. 
 
Table 2.2: Characteristics of studies investigating effect of CME upon clinical outcome (61) 
 
CME Activity Studies (%) 
MEDIA METHOD 
Single Media 50(37) 
Multiple Media 67 (49) 
Comparing Single vs. Multiple Media 18 (13) 
CME TECHNIQUE 
Single technique 13 (10) 
Multiple techniques 95 (70) 
Comparing single versus multiple techniques 25 (18) 
CME FREQUENCY OF EXPOSURE 
Exposed to activity once 44 (32) 
Exposed to activity multiple times 69 (51) 
Comparing single versus multiple exposures 12 (9) 
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2.5 CME providers 
 
CME is provided by several organizations including scientific societies, medical institutions, 
professional bodies, academic centres and private companies (86). These are accredited by 
medical associations or public authorities (Table 3). In the United States all CME providers 
must be accredited by the Accreditations Council for Continuing Medical Education (ACCME) 
or an ACCME approved state medical society (SMS)(55). Within the continent Europe, the 
European Accreditation Council for CME (EACCME) serve as the mark of quality for CME 
programmes (91). In the United Kingdom, the management and accreditation of CME programs 
is currently undergoing review (36). The CME activities offered by each individual provider 
differ widely in content due to speciality requirements, regional demands, organizational 
management and funding pressures. As a result the current global provision of CME can be 
diverse and varied, even within individual specialty topics. This will require internationally 
endorsed measures to unify and substantiate CME provision. One solution offered by Garratini 
et al. recommends accrediting individual CME events rather than the providers themselves (86).  
The pharmaceutical industry is by far the largest sponsor of CME activities worldwide. In 
certain European countries this accounts for approximately 75% of all CME provision. For 
instance, two-thirds of all 159 accredited CME providers in France declare a conflict of interest 
due to industry-related input (92). In an effort to limit this commercial influence, organisers 
have to respect the scientific independence of CME, clearly delineating what is scientific versus 
what is promotional (86). Despite these restrictions, CME provision has presented itself as a 
very active market for the pharmaceutical industry.  
Many countries are in the process of reforming their CME systems. The Institute of Medicine 
(IOM) in the United States recently published a report with the aim to provide an independent 
review of the CME in healthcare (93).  Various recommendations were delivered to assist 
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institutions explore evidence, objectivity, and responsiveness behind the exiting CME methods 
and practice. Recommendations of the IOM with regards to the current challenges in CME and 
to use the platform of CPD as a means to address deficiencies in the current CME system 
should pave a way for other international organizations to take similar steps. The definitions and 
mechanisms of ensuring competence and performance vary considerably across countries. 
Therefore regional initiatives need to be taken to address issues related to the specialist 
education.  
 
2.6 Limitations and future considerations for CME  
 
Current CME practice has expanded significantly since the late 1990s. In the US there are 10% 
more certified CME providers, 40% more CME activities, 10% more hours of instruction, and 
40% more clinician participants (94). Due to this steep growth, the CME enterprise is steadily 
establishing itself as an important component of healthcare quality improvement. This section 
outlines the factors that are likely to influence the future of the ever evolving CME and suggests 
strategies for CME professionals to ensure that their work can meet professional expectations. 
Most CME systems employ an hour related credit system, where one hour of CME activity is 
equivalent to one credit.  The required number of credits varies from 50 to 200 per year (84). 
This system has been widely debated as quantity of hours does not necessarily equal a change in 
quality of performance. Monitoring a change in outcome is more valid, but its objective 
measurement is challenging. Moreover, many CME providers have close relationships with 
biomedical and pharmaceutical companies. This potential for conflict of interest in the CME 
process could undermine the validity and reliability of CME through commercial bias (31). If 
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CME is to be a reliable medium of lifelong learning, guidelines need to be introduced to prevent 
the influence of industrial bias. 
Recertification expectations and the types of required performance changes will influence the 
structure of CME significantly. Several structural and organizational questions must be 
answered before the acceptability and feasibility of CME tools can be established. First, do the 
methods exist to assess a specialist learner’s needs? Second, are there any programmes designed 
in line with the requirements for recertification, that meet the learners’ requirements in both 
craft and non-craft disciplines? Third, is there any evidence that particular method or 
combination of CME delivery methods are more effective in providing knowledge and skills to 
clinicians to correspond with changing attitudes, clinical practice and outcome requirements? 
Fourth, what is the evidence for the use of simulation in CME? Finally, what do specialists 
think about the requirements, structure and frequency of the CME process? 
The optimal method of CME and its enforcement remains to be decided. At the specialist level, 
CME activities must include the processes such as assessment of learner needs, program design 
to meet learner needs and outcomes (Figure 2.1). The effectiveness of most CME components 
for the process of recertification remains vague. 
Funding remains one of the largest obstacles in implementing CME. Traditionally, many 
regions and organisations turn to the private sector, especially the pharmaceutical industry to 
fund even the most basic CME activities. This can result in the pharmaceutical industry 
influencing the content of CME activities without independent regulation. This may limit the 
content of CME for clinicians. As a result, there is a need for healthcare authorities to introduce 
safeguards and guidelines to regulate the contents of CME materials for each specialty.   
An intricate CME system without established reliability and validity will not last and might 
ultimately restrict the freedom of medical professionals (32, 58). The system needs to be 
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acceptable to clinicians and healthcare authorities. At present the effectiveness of the current 
CME system in association with the recertification process is not established. The current 
outcomes of CME associated with the recertification practice will not be known until the 
completion of CME cycles that have been recently introduced across different regions (Figure 
2.2). 
Figure 2.1: Recommendations for development of a CME programme based on the conclusions 
from this chapter 
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Specialist educational activity should be based on the professional activity of doctors. As 
previously mentioned, a combination of different CME methods is more effective than an 
individual mode. Guidelines need to be established by the accreditation organisations regarding 
CME methods in various craft and non-craft specialities. Craft disciplines will require further 
measures including the incorporation of programmes for the training of technical skills in line 
with diagnostic and therapeutic innovations.  
 
 
Figure 2.2: An overview of challenges and recommendations for CME in relation to recertification 
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Table 2.3: CME and Revalidation (Recertification) in Countries Worldwide (95) 
Country Recertificati
on Cycle 
(Years) 
Compulsory 
requirements 
for 
Recertification 
and CME 
Requirements for CME Lead Healthcare 
Organizations 
Austria 3 Yes  Legal requirement (150 credits / yr) (40 
credits in physician’s specific specialty) 
Austrian Medical 
Chamber (PB) 
Belgium 3 No Financial incentive (increased salary by 
~4%) to earn 200 credits per year and 
participate in two peer-reviews. Specialists 
must also engage in practical activities such 
as on- calls / consultations.  
Minister of Public 
Health (G); 
National Institute 
for Health and 
Disability 
Insurance (IF) 
Bulgaria 3 No No Ministry of 
Health (G) 
Croatia 6 Yes Failure to comply requires examination to 
continue to practise 
Croatian Medical 
Chamber (IA) 
Cyprus 3 Yes No Cyprus Medical 
Association (PB) 
Czech Republic 5 Yes No sanctions for first six years Medical Chamber 
(IA) 
Denmark N/A No No Danish Medical 
Association (PB) 
Finland 1 No No National 
Evaluation 
Council for 
Continuing 
Medical 
Education 
France 5 Yes Lawsuits by the regional councils of the 
French Medical Association (not 
monitored). CME is coupled with medical 
audit of professional practices (EPP - 
Evaluation des Pratiques Professionelles) 
(2). Specialists have to earn a total of 250 
credits in each cycle, whereof 100 of them 
must be in EPP (86) 
National Councils 
for Continuing 
Medical 
Education (PB) 
Germany 5 Yes  (General 
Practitioners 
and Specialists 
contracted by 
social insurance 
funds) 
Noncompliance results in reduced 
reimbursement, two years later, 
accreditation is withdrawn. Physicians need 
to earn 250 CME credits every 5 years (2). 
In addition, specialists need to demonstrate 
that 70% of their vocational training has 
been targeted towards their specialty 
Regional 
chambers of 
physicians (PB) 
Greece 5 Yes (National 
Health Service 
Doctors) 
No Committee of 
Education and 
Training of the 
Central National 
Health Council 
Hungary 5 Yes Noncompliance leads to a special 
examination before a commission 
Medical Chamber 
Ireland 5 Yes Pending Medical Council 
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(G) 
Italy 3 Yes No. For the period 2008-2010, physicians 
have to accumulate a total of 150 
credits.(87) 
Continuing 
Medical 
Education 
Commission of 
the Ministry of 
Health 
Luxembourg N/A No No National Medical 
Association (PB) 
Netherlands 5 Yes (specialists) Removed from medical registry. 
Requirements demand 16+ hours of patient 
contact weekly and 40 CME credits 
annually. Each CME activity needs to be 
approved by the ‘Nederlandse 
Wetenschappelijke Vereniging’ (Dutch 
Scientific Association) (89). 
Central College of 
Specialists (PB) 
Norway 5 Yes (general 
practitioners) 
Financial incentive. Recertification allows 
specialist GPs to charge 20% higher 
fees.(86) Each has to earn a specialty-
specific number of CME credits.  
Norwegian 
Medical 
Association (PB) 
Portugal N/A No No Portuguese 
Medical 
Association (PB) 
Romania 5 Yes Revoking of the right to practise medicine Romanian 
College of 
Physicians (IA) 
Slovakia 5 Yes No Slovak 
Accreditation 
Council (IA) 
Slovenia 7 Yes Noncompliance results in re-examination Medical Chamber 
of Slovenia (PB) 
Spain N/A No The federal Spanish Commission of 
Continuing Medical Education of Health 
Professionals initiated a CME system 
however, only nine out of 17 regional 
authorities have implemented it (2). 
Individual medical colleges have 
established voluntary CME schemes.  
Spanish Medical 
Association (PB) 
Sweden N/A No  No Institute for 
Professional 
Development of 
Physicians in 
Sweden (IA) 
Switzerland N/A Yes (specialists) Loss of membership in the Swiss Medical 
Association 
Scientific 
societies and the 
Swiss Medical 
Association (PB) 
Turkey 1 No No Accreditation 
Council of the 
Turkish Medical 
Association (PB) 
United Kingdom 5 In process of 
development 
Noncompliance results in practise 
supervision 
Department of 
Health (G); Royal 
Colleges, 
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Academy of 
Medical Royal 
Colleges 
Australia/New 
Zealand 
1 Yes MyCPD credits are earned based on six 
categories: educational development, 
teaching and research, group learning 
activities, self assessment programmes, 
structured learning projects and practise 
review. Annual requirement: 100 credits  
Royal 
Australasian 
College of 
Physicians (PB) 
Canada 5 Yes (Fellows of 
RCPSC) 
Fellows of the Royal College of Physicians 
and Surgeons of Canada must complete a 
minimum of 40 credits of CPD every year 
and a minimum of 400 credits each five-
year cycle (85)  
Royal College of 
Physicians and 
Surgeons of 
Canada (PB) 
United States Varies with 
individual 
board 
No American Board of Medical Specialities 
Maintenance of Recertification (ABMS 
MOC). The six competences are patient 
care, medical knowledge, practise-based 
learning, systems-based practice, 
professionalism and communication skills.  
The American Medical Association 
Physician’s Recognition Award (PRA) 
recognises physicians who earn at least 50 
credits yearly from CME activities that 
meet AMA criteria. Activities recognised 
for category 1 of the award has become a 
benchmark for formal CME educational 
programmes (84). 
24 member 
boards of 
American Board 
of Medical 
Specialities 
(ABMS) 
G: Government, IA: Independent Authority, IF: Insurance Fund, PB: Professional body 
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2.7 Summary  
 
In conclusion, successful CME must be truly continuous and not opportunistic, erratic or casual. 
Despite limited evidence, CME appears to be useful at the acquisition and retention of 
knowledge, attitudes, skills, behaviours and clinical outcomes. In view of the existing evidence, 
a combination of learning modes can be used to improve the effectiveness of lifelong learning. 
Improved CME practice must in turn lead to continuing critical reflection, practice modification 
and implementation with a focus towards the excellence of patient care.  
Clinicians must identify their educational needs, develop activities to target those needs and as 
result set objective criteria of performance to achieve these targets. If developed appropriately, 
CME can offer the opportunity to fulfil many of the objectives of specialist recertification and 
revalidation. Clinicians’ consensus is important for development of appropriate tools for CME. 
This document seeks to evaluate clinicians’ opinion with regards to the above-mentioned 
information about the CME tools and process (Chapter 8).  
This research work primarily aims to seek ‘opinions of specialists’ in craft disciplines with 
regards to assessment tools (Chapter 3).  Based on the opinions of the specialists in practice, it 
systematically and analytically reviews the available evidence for identification of valid tools 
for ‘assessment of technical skills’ at the specialist level (Chapter 4). This research work also 
develops and validates an assessment tool for evaluation of non-technical skills during 
simulated and hospital (real-settings) ward rounds (Chapter 5).  
Moreover, based on the reflection of opinions from the specialists (chapter 3), methodology of 
outcome-based assessment has been proposed. It has been established that patients’ clinical 
outcomes could be divided into individual components that could give an account of technical 
and non-technical skills performance in clinical practice for both trainees and trainers (Chapter 
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6). Finally, a quantitative survey analyses opinions from senior/specialist surgeons regarding the 
acceptability, feasibility and types of CME teaching skills most relevant in surgical specialties 
(Chapter 7).  
The next chapter will look at opinions of clinicians towards the acceptability and proposed 
methods for revalidation in clinical practice.  
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CHAPTER 3 
 
MAINTENANCE OF CERTIFICATION OR RECERTIFICATION - 
VIEWS OF CRAFT SPECIALISTS ABOUT ASSESSMENT OF SKILLS 
 
 
 
 
The chapter aims to seek specialist opinion about: the components of specialist-level skills; the 
methods for assessing specialist skills; the types of tools and procedures used during 
observational assessment; the unsuccessful specialists, and; the selection and training of 
assessors for specialist assessment. 
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3.1 Background 
 
Previous two chapters highlighted components of the current process of recertification / 
revalidation and CME across various geographical regions. Deficiencies in the current systems 
have been identified and recommendations have been made based on the conclusions.  
The process of revalidation employs various ‘assessment’ and ‘CME’ tools. An assessment and 
teaching tool or process that is not acceptable to either the clinician being assessed or the 
assessor has limited value. Therefore clinicians’ opinions are vital to explore ‘how’, ‘when’ and 
‘where’ they would prefer to be assessed and what would be there preferred methods of learning 
knowledge & skills.  
Existing assessment tools lack the required degree of validity and reliability for evaluating 
competence and performance of technical skills (53). An agreement between what is desirable 
and what is achievable is necessary at this stage (32). Although there may be a disparity of 
opinion amongst specialists at various levels and disciplines, a consensus approach is likely to 
be widely accepted. Expert opinion regarding the assessment of competency, followed by 
feasibility and validity studies on agreed metrics has been suggested by many as a method to 
develop suitable assessment systems (12, 32). 
This chapter aims to explore expert opinions regarding the tools and settings for assessment of 
specialist skills. We also explored opinions about incorporating skills assessment into the 
recertification process. The participants of this study were specialists from various craft 
disciplines. The research themes for the study included opinions about: (1) the components of 
specialist-level skills, (2) the methods for assessing specialist skills, (3) the types of tools and 
procedures used during observational assessment, (4) the unsuccessful specialists, and (5) the 
selection and training of assessors for specialist assessment. 
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3.2 Materials and methods  
 
This qualitative, semi-structured interview-based approach was used to obtain information and 
suggestions about key issues relating to specialists’ skills assessment (96, 97). 
 
3.2.1 Development of an interview protocol 
An interview protocol was developed based on background knowledge about training and 
assessment in medical education. Contents of the interview protocol were validated by further 
consensus between a clinician and a psychologist. Ranking and comments were collated and the 
protocol was modified accordingly. This process was further repeated with two independent 
clinicians to achieve consensus.  
 
3.2.2 Pilot interviews 
Pilot interviews were conducted with two specialists of different grades and experience, to 
ensure uniform flow of information between the interviewer and interviewees.  
 
3.2.3 Pre-interview dissemination of the information 
Before each interview, participants were sent an introductory document about the process of 
recertification. We also clarified that our aim was to gather independent information from 
specialists regarding incorporation of skills assessment into the recertification process. 
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3.2.4 Interview participants  
Experienced specialists were interviewed from various craft disciplines who had an established 
role in training and assessment. Interviews were carried out by a researcher (K.A.) with a 
background in surgery and medical education. The participants (16 males and 6 females with 
average age of 49 years – range from 41 to 64years) were practising specialists across various 
regions in England. Convenience sampling, a non-probability sampling technique was used for 
data collection and the participants were selected based on their convenient accessibility to the 
researcher. The inclusion criteria included, clinical programme directors and specialists with 
more than 15 years of the National Health Services (NHS) as a consultant were requested to 
participate in this study. Participation was voluntary, and informed consent was obtained with 
assurance of anonymity throughout the study. Interviews took place from June to October 2009. 
 
3.2.5 Contents of the interview  
Each interview lasted around 20 minutes (mean length 18-25 minutes). All interviews were 
audio-taped and transcribed verbatim. All the transcripts were rechecked with the recordings to 
ensure accuracy. We investigated specialists’ views   topics such as acknowledgement of need 
for assessment of skills, incorporation of skills assessment into the recertification process and 
the types of assessment tools. We also explored the level of acceptability and feasibility of 
different assessment environments and discussed issues relating to procedural selection for 
evaluation of performance. 
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3.2.6 Identification of themes 
In addition to the original research questions, the primary researcher (KA) identified more 
themes after reading all of the transcripts and listening to the recordings to ensure full 
immersion in the data. Each interview was coded by different members of the research team 
with backgrounds in surgery and medical education. An interview guide was used in this phase 
to aid the coding process. The identified themes were further assessed by two researchers (KA 
and RK) to ensure integrity of the data. The level of coding agreement was also evaluated.  
After the identification of themes, the specialists were asked (via email) to organise the 
components of skills and observational tools into the order of preference. 18 out of 22 
specialists responded to our correspondence. The validity of the contents of this interview was 
further assessed by showing interview transcription and emergent themes to two of the 
participants to confirm what they really meant (98). 
 
3.2.7 Statistical Methods 
The agreement of coding between the assessors was evaluated by using Cohen’s kappa. The 
reliability of the coding was assessed by correlating the information within each sub-category. 
Pearson’s correlation coefficient was used for the level of correlation. Statistical significance 
level was set to <0.05.  
 
3.3 Results 
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3.3.1 Participants 
Twenty-two specialists from general surgery - GS (n=6), vascular surgery - VS (n=3), cardiac 
surgery - CS (n=4), urology - U (n=5), interventional radiology - IR (n=2) and anaesthesia - A 
(n=3) were recruited using convenience sampling.  These specialities were selected because 
they come under the domain of ‘craft disciplines’. They were also chosen due to the acute 
nature of workload along these disciplines, and the high morbidity and mortality associated with 
many of the procedures and decision-making processes involved. We conducted the interviews 
until saturation of the information. The level of coding agreement between assessors was also 
evaluated by Cohen's kappa coefficient (0.81). 
The correlations between the coders (KA versus RA) for the items identified per interview were 
examined. Strong correlations imply similar coding across researchers and, therefore, 
satisfactory reliability of the coding. The following correlation was obtained for the sub-
categories (Tables 1-5) identified from the initial research questions: ‘Components of 
competency for a craft specialist’: Pearson's r = .81, N = 22, (p < .01); Tools for assessing skills 
of specialists: r = .79, N = 22 (p < .01); ‘Recommended types of tools and procedures during 
observational assessment’: r = .89, N = 22 (p < .01); ‘Views about unsuccessful specialists’: r = 
.91, N = 22 (p < .01), and ‘Views about the selection and training of assessors’: r = .76, N = 22 
(p = .03). 
 
3.3.2 Components of competency for a craft specialist 
 
Decision-making, technical skills and communication skills have been labelled as key 
determinants of competence and performance (Table 3.1). According to one specialist (A3), 
specialist level competencies include: “… manual dexterity skills, having situational awareness, 
having insight, judgement calls, weighing risk-benefit and calculating in your head risk-benefit 
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ratios for particular operations. Bedside manner and clinical manner and communication skills 
are very important and one should be able to stratify which patient comes first. They should be 
able to deal with limited resources and be able to perform audits and research as well as being 
able to teach”. Another participant (GS 2) added, “….. Ability to innovate and the ability to 
take on new skills as practice changes” 
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Table 3.1: Components of competency for a craft specialist mentioned and rated in order of 
importance by the participants (n - number of specialists who mentioned) 
Components of Competency n Rated by the 
specialist 
based on 
importance of 
each skill 
Decision making (Clinical judgement) 19 
Technical/Procedural skills 16 
Communication skills (bedside and clinical manners) 17 
Situation awareness 12 
Teaching/Training of juniors 13 
Continuous professional development (up-to-date 
knowledge) 
6 
Ability to innovate 7 
The ability to take on new skills as practice changes 9 
Organise clinical research and audits 13 
Administrative skills 10 
 
 
3.3.3 Tools for skill assessment of specialists 
 
For skills assessment, outcome-based measures were recommended by most of the specialists 
(n=14) (Table 3.2). One of the specialists (GS 3) mentioned, “Outcome data is the right stop 
because outcome data collects information to some extent about case selection and technical 
skill. If somebody’s case selection is poor, their outcome data may expose that. So it has to be 
case mix adjusted outcome data collected in a robust manner with a degree of independence”. 
For assessment of technical skills, observation of procedures was suggested by some of the 
participants (n=12) especially in case of unavailable or unsatisfactory mortality and morbidity 
data. One of the participants (U 2) mentioned: “I think we should do assessment in the 
workplace. I think the realism of simulation.is not good enough. I think you should do it in the 
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real world. I think to assess somebody you should just observe somebody doing what they do, 
time them and measure it that way”.  
Two specialists were not in favour of observation. One (A 3) of them quoted:  “I know some 
people would hate to be observed- just hate it. They would find it very obtrusive and may not 
perform well as normal if they know they are being observed”.  
However, specialists with over 10 years of experience did not show any concerns regarding 
procedural observation by an independent assessor. One of them quoted (U 2), “People will 
have a problem with observation but the people who have a problem with it are probably the 
people worried about themselves…………The people who try to avoid it and resist it are the 
people you are most worried about”. 
 
Table 3.2: Tools for assessing the procedural skills of specialists (n - number of specialists 
who mentioned) 
 
Assessment tools  n Rated by the 
specialist 
based on 
importance of 
each skill 
Mortality and morbidity data 21 
Case mix adjusted outcome data 16 
Observation at workplace 13 
Virtual reality simulation 8 
Case load/Logbooks  14 
Simulated operating suite 3 
Bench-top simulation 5 
 
 
3.3.4 Recommended types of tools and procedures during observational assessment 
 
A combination of generic and speciality-specific procedure checklists was recommended by the 
most participants (Table 3.3). Procedure-specific checklists remain unapproved. One of them 
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(A 2) quoted,  “I think the checklist wouldn’t work particularly well because anaesthesia is 
done so differently by so many people that it would be very difficult to devise a checklist that 
would encompass everything, and you may get a very good anaesthetist missing out certain 
parts of the checklist just because they do it subliminally”. 
Observation based on global assessment tools was suggested by most of the practitioners 
(n=12). One of the CS quoted, “I think live observation, based on global evaluation, is better 
because you see it in the real world. I think the trouble with recordings is that you’re not aware 
of what’s going on around the person so you may see something in the video which seems not 
quite right but you’re not quite sure what’s going on in the rest of the theatre”.  
 
Table 3.3: Recommended types of tools and procedures during observational assessment 
(n - number of specialists who mentioned) 
Procedural preferences n 
Assessment based on speciality specific procedures 15 
Assessment based on generic procedures 10 
Assessment based on sub-speciality specific procedure 6 
Time taken to complete the procedure 11 
Assessment based on an indexed procedure for each speciality 4 
Preferences for assessment tools n 
Global assessment of a procedure (Generic rating scale) 11 
Procedure specific rating scales considering level of difficulty 10 
An overview of operative movements (Summary) 2 
 
3.3.5 Views about unsuccessful specialists  
 
More than two thirds of the participants agreed with training and practice supervision for 
unsuccessful specialists (Table 3.4).  The recommended step after unsatisfactory performance 
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upon observation was reassessment, followed by supervised training to fulfil deficiencies. A 
vascular interventionalist (VS 2) quoted, “There should be something between absolute failure 
and a pass, which might be something along the lines of certain areas that might need 
additional experience or training. If after that there is still a failure, I think it has to be 
addressed together with the employer”.  
Another specialist added (C.S 2), ““We are not here to decide……..who is the best surgeon and 
who is not the best surgeon.…….We are here to identify a small number of poorly performing 
practitioners with the primary aim to re-train them to overcome their deficiencies”.  
 
 
Table 3.4: Views about unsuccessful specialists during technical skill assessment of 
recertification process (n - number of specialists who mentioned) 
 
Recommendation for unsuccessful specialists n 
Needs re-examination 14 
Needs practice supervision 13 
Needs additional training 10 
 
 
 
3.3.6 Views about selection and accreditation of assessors  
 
All the participants (n=22) agreed that the assessor should be from the same speciality and 
preferably more experienced than the candidate being assessed (Table 3.5).  
“…. ideally the assessors should be from the same profession, or they should be the same sort 
of practitioner at least. The assessor can be trained to assess and taught how to assess what 
they’re looking at, and how to measure whatever they are assessing in terms of scoring...” (GS 
5)  
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Participants strongly stated that the assessors should have a very clear view about the 
consistency of good and bad performance. They should be able to recognise the needs for 
improvement by training or courses.  “…. All the clinicians have failures, all of them make 
mistakes and it is important for an assessor to recognise that…… I think what the assessor 
should be looking for is the consistency of performance” (U 4) 
 
 
Table 3.5: Views about selection and accreditation of assessors (n - number of specialists 
who mentioned)  
 
 
Recommendation for selection and training of assessors n 
Needs to be from the same speciality  17 
Needs a transparent selection process for selection of assessors 11 
Needs training / certification for assessors 9 
 
Limitations: This study had a few limitations. First, there were a limited number of participants 
from a single geographical area. Second, the allied healthcare staff and clinical managers were 
not included in this study even though they may have a bearing on policy making. Finally, 
convenience sampling can result in sampling bias and the participants may not represent the 
entire clinicians’ population. To address this to some extent, only senior clinicians were 
interviewed.  
 
Implications:  This study had the following implications: (1) It provides suggestions to develop 
and validate assessment tools in line with clinicians’ opinions, (2) Different craft specialities 
need to develop their own assessment systems specifically targeting procedure-specific 
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assessment of skills, and (3) Training and accreditation organisations need to establish a system 
for training and accreditation of assessors. 
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3.4 Summary  
 
Recertification aims to ensure excellence in patient care, competence in technical and non-
technical skills.  Decision making, technical skills and communication skills remain primary 
components of competence that need evaluation for quality assurance purposes. Outcome 
parameters can primarily be used for performance assessment. Observation of skills can be 
undertaken if the mortality and morbidity data is unavailable or if clinicians’ performance is 
unsatisfactory after review of the outcome parameters. For this purpose, a system for structured 
training and accreditation of assessors need to be developed. 
 
This study provides suggestions to identify, develop and validate assessment tools in line with 
clinicians’ opinions (Figure 3.1). The following chapters will aim to identify and develop tools 
for assessment of skills through observational and outcome based modalities.  
 
Based on the opinion of the specialists (Figure 3.1), the next chapter explores evidence from 
the literature in a systematic way, about the availability and validity of tools for assessment of 
technical skills (observation of practice / observational assessment) for the purpose of 
recertification.  
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Figure 3.1: Recommendations for skill assessment 
 
 
 
Legend: M&M  
 
M& M – morbidity and mortality data 
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CHAPTER 4: 
 
 
OBSERVATIONAL TOOLS FOR ASSESSMENT OF TECHNICAL 
SKILLS – A SYSTEMATIC REVIEW 
 
 
 
This chapter aims to systematically review and analyze the current published evidence in order 
to: (a) identify observational tools for procedural skill assessment in various craft disciplines, 
(b) assess these tools in terms of feasibility, validity, reliability, educational impact and 
acceptability, and (b) assess their usefulness for certification and recertification (construct 
validity at different experience levels). 
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4.1 Background  
 
Technical skills training and assessment for the purpose of constructive feedback has been 
agreed to be one of the most important components of the revalidation process. Previous chapter 
identifies recommendations of the clinicians towards assessment of skills in clinical practice 
based on observation.  
Assessment of technical skills for certification and recertification at the end and beyond training 
ensures safe clinical practice at the specialist level (99-102). Various reports on adverse 
outcome events have aroused public interest and resulted in increasing demand for objective 
assessment of clinical competence in medicine (19, 56, 103, 104). In addition, increasing 
complexity of health care technologies and less exposure to practical procedures due to working 
time regulations have further contributed to a distinct need for objective assessment of 
competence and performance (105, 106). 
Assessment of technical skills is a crucial component for an increasing range of specialties 
(107). As a result of technological advances, traditionally non-craft specialties are transforming 
into exceedingly interventional disciplines, including radiology, cardiology, gastroenterology 
and respiratory medicine (6, 108). Various methods such as observational tools, virtual reality 
and motion analysis devices have been developed and validated for skills assessment within 
different disciplines (24, 109, 110). Audits on clinical outcome are commonly used as a global 
indicator for technical performance. However, assessing technical skills by measuring mortality 
and morbidity related outcomes may require high case numbers and harbours the risk of 
accumulating unfavourable outcomes whilst the audit is in progress. Procedural assessment 
based on observational tools is considered useful in both work place and simulation laboratories 
as it identifies specific sets of deficient skills and provides a point-to-point feedback. Direct 
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observation of technical skills is increasingly considered critical for assessment of skills at both 
trainee and specialist levels (99, 100, 111-114).  
The aims of this systematic review were to critically analyze the current published evidence in 
order to: (1) identify observational tools for procedural skill assessment in various craft 
disciplines, (2) assess these tools in terms of feasibility, validity, reliability, educational impact 
and acceptability, and (3) assess their usefulness for certification and recertification (construct 
validity at different experience levels). 
 
4.2 Methods  
 
This systematic review was conducted according to the PRISMA guidelines (Preferred 
Reporting Items for Systematic reviews and Meta-Analyses) (115).  
 
4.2.1 Eligibility criteria 
 
Studies on the assessment of technical skills using observational tools were eligible for 
inclusion. No language, publication date, or publication status restrictions were imposed. 
Observational tools for assessment of technical skills were defined as, ‘Blinded or non-blinded 
observational (live/video) scoring of performance by an examiner/assessor based on generic or 
procedure specific assessment criteria in the laboratory (synthetic or animal) or workplace (real 
environment).’ There are several frameworks on how to validate methods of assessments (32, 
116, 117). For this study, the structure proposed by Van der Vleuten et al., describing a 
multidimensional evaluation of reliability and validity was used (32). This framework also 
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include feasibility, acceptability, educational impact and cost effectiveness (Table 4.1) (32, 
118) 
Table 4.1 Outcome measures for data extraction (32, 118)  
 
 
Parameter Definition Outcome measure 
Face validity 
Extent to which the examination resembles the 
situation in the real world 
Workplace vs. laboratory 
environment, human vs. animal 
vs. synthetic tissue 
Content validity 
Extent to which the intended content domain 
is being measured by the assessment exercise. 
Task components of the 
assessment procedure 
Construct validity 
Extent to which a test is able to differentiate 
between a good and bad performer 
Significance of difference between 
two or more groups of performers 
(e.g. experienced vs. 
inexperienced) 
Concurrent validity 
Extent to which the results of the test correlate 
with gold standard tests known to measure the 
same domain 
Correlation analysis with other 
assessment methods 
Predictive validity 
Extent to which this assessment will predict 
future performance 
Follow-up assessments, 
proficiency gain curves 
Inter-rater Reliability 
Extent of agreement between two or more 
assessors/ observers 
Correlation between two blinded/ 
non-blinded assessors 
Interitem Reliability 
Extent to which different components of a test 
correlate (internal consistency) 
Correlation of test items 
Intertest Reliability 
Ability of a test to generate similar results 
when applied at two different time points 
Correlations between test and 
retest 
Acceptability 
Extent to which an assessment procedure is 
accepted by the subjects involved in the 
assessment. 
Survey results 
Educational Impact 
Extent to which test results and feedback 
contribute to improve the learning strategy on 
behalf of the trainer and the trainee 
Survey results, proficiency gain 
curves 
Cost Effectiveness 
Technical and non-technical requirements for 
the implementation of a test into clinical 
practice 
Costs generated by one test (US$) 
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4.2.2 Information sources and search 
 
Relevant studies were identified by searching the following databases: (1) Ovid Medline (1950 
to May 2010); (2) Ovid MEDLINE(R) In-Process & Other Non-Indexed Citations 1950 to May 
2010); (3) Ovid EMBASE (1980 – 2010); and (4) Ovid PsychINFO (1967 to 2010). We also 
searched the Cochrane database to rule out any reviews on this subject.  
The search was performed using free text terms describing assessment of competency of 
procedural/ operative technical skills, and we combined these with the keywords (non-MeSH), 
“assessment or global or checklist or skill or technical or procedural or operative”. These steps 
were repeated for other databases.  To increase the sensitivity of the search strategy, we 
combined key words with subject headings individually (Key words AND MeSH). Moreover, 
we searched MEDLINE and EMBASE for key authors to ensure that key references were not 
missed. We also reviewed the reference list of the included papers.  
 
4.2.3 Study selection 
 
We included the studies with data on assessment of technical/operative skills in craft specialties; 
general surgery, gynaecology, trauma and orthopaedics, ophthalmology, otolaryngology, 
cardiovascular specialties, anaesthesia and urology. Studies using observational tools for 
assessment of technical skills to evaluate technical skills of medical students, trainees and 
specialists were included. 
We excluded reviews, editorials, letters and bulletins and studies not related to assessment or 
studies addressing training issues, using an assessment tool merely to measure performance. 
Studies reporting non-observational tools such as virtual reality and motion analysis devices and 
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those showing performance improvements as an end-point after training sessions, were 
excluded.  
 
4.2.4 Data collection process 
 
Two independent investigators (KA, DM) assessed each study for inclusion and quality 
assessment. The inter-rater agreement for inclusion was satisfactory with a Cohen’s =0.81. In 
case of doubt, full text articles were retrieved for review and discussion.  
 
4.2.5 Data items 
 
An electronic data collection form (Microsoft Excel 2007) was used to extract data according to 
the outcome measures (Table 4.1). Where applicable, for each item the statistical method used 
in the study was recorded. Disagreement in the assessment and data extraction were resolved by 
consensus. 
 
4.2.6 Data synthesis and analysis 
 
Due to heterogeneous study designs, direct comparisons or meta-analysis of data was not 
feasible. However, if identical tools were used in different studies the results for the different 
items of the employed framework was summarized.  
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4.3 Results 
 
4.3.1 Study Selection 
 
The search revealed 3221 studies. After reviewing titles and abstracts 230 studies remained and 
full-texts were retrieved. One hundred and six studies met the inclusion criteria, 124 were 
excluded. The studies were performed in general surgery, urology, cardiac surgery, vascular 
surgery, anaesthesia, ophthalmology and orthopaedics. Figure 4.1 summarizes the 
inclusion/exclusion process. Many studies had methodological limitations.  
 
4.3.2 Evaluation of study quality 
 
Each study was screened for the components of the framework for ideal assessment tools (32). 
Construct validity of the tools was demonstrated by the majority of the studies (Figure 4.2). 
Evidence of criterion validity, such as predictive or concurrent validity was very sparse. In a 
few studies the scores of the assessment tool were compared to a hand-tracking instrument as a 
surrogate for the level of manual skills (42, 119-123). For reliability, inter-rater and inter-item 
reliability was established for most studies. Other parameters, such as feasibility, acceptability 
and cost effectiveness of the tools were usually not evaluated. Only for one study advanced 
psychometric theories (generalizability study) for data analysis were used (124). In all other 
studies classical test theory was used and there was a wide variability and inconsistency of 
statistical methods employed to evaluate data.  
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Figure 4.1: Flow chart of the studies included in systematic review 
 
 
 
 
3221 titles/abstracts reviewed (based on search terms) 
2680 articles identified and screened from Medline 
(n=1428), EMBASE (n=945), PsycINFO (n=307) 
 
230 Retrieved for full text evaluation 
Articles excluded after reviews based 
on abstract and title 
97 articles identified for inclusion in the study 
106 articles included in final analysis 
Global assessment scale - 29 studies 
Task specific methods - 30 
 Combination of global and task specific methods - 47 
 
137 excluded after full text search 
(Articles using virtual reality, motion 
analysis devices) 
9 articles identified from cross 
referencing and author search 
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Figure 4.2: Quality of the studies included in the systematic review (1-face validity, 2 – content 
validity, 3-construct validity, 4 – reliability) 
Studies based on global assessment scales (39, 46, 119-122, 125-147) 
 
Studies based on checklists (23, 48, 49, 99, 100, 123, 125, 148-167) 
Adrales 
(2004)
Aggarwal 
(2007)
Bann - AJS 
( June 2005)
Bann BJS 
(2003)
Chang 
(2007)
Datta-BJS 
(2006)
Dauster 
(2005)
Derossis 
(1998)
Doyle 
(2007) Ezra 
(2009)
Faulkner 
(1996)
Feldman 
(2004)
Fried 
(1999)
Gumbs 
(2007)
Hance 
(2005)
Kundhal 
(2009)
Leong 
(2008) McRae 
(1999)
Moorthy 
2006
Munz 
(2004)
Park (
2007)
Pellen 
(2009)
Shah 
(2006) Scott 
(2000)
Scott -
Surg (2000) Sidhu 
(2006)
Stelzer 
(2009)
Swift 
(2006)
Vassiliou 
(2005)
Bann WJS 
(2004)
Bann-AJS
(2003)
Beckmann
(1995)
Cass
(1993)
Chak
(1996)
Chapman 
(1994)
Chapman 
(1996)
Cox (2007) Eubanks
(1999)
Gauba 
(2008)
Hwang
(2006)
Joice 
(1998)
Katz 
(2005)
Lipman
(2010)
Lentz 
(2001) Malik
(2003)
Moorthy 
(2004)
O'Connor 
(1997)
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Studies based on combination of checklists and global assessment scales (24, 38, 42, 45, 47, 122, 168-205) 
Paisley 
(2001)
Sarker 
(2006)
Sivarajan 
(1981)
Szalay 
(2000)
Tang -
Surg End 
(2004)
Tang 
(2004)
Tang 
(2005)
Tang 
(2006)
Van Sickle 
(2008)
Vassiliou
(2010)
Wilasrusmee. 
33(2007)
Wilasrusmee. 
34(2007)
Adrales 
(2003)
Aggarwal 
(2008)
Ault 
(2001)
Anastakis 
(2003) Bann AJS 
(Apr 2005)
Beard.EJVES
(2005)
Beard 
(2005)
Beard 
(2007)
Black 
(2007)
Black 
(2010)
Brydges 
(2007)
Chipman 
(2009)
Dath 
(2004)
Datta 
(2002) Datta 
(2006)
Datta 
(2004) Driscoll 
(2008)
Filakow 
(2007)
Friedman 
(2006)
Goff 
(2000)
Goff 
(2001)
Goff 
(2002)
Goff 
(2005)
Goff 
(2007)
Khan (2003)
Larsen(
2008)
Larson (2005)
Leung 
(2008)
Martin 
(1997)
Mackay 
(2003)
Moorthy 
(2005)
Naik 
(2007)
Nielsen 
(2003)
Pandey 
(2006)
Pandey 
(2006)
Regehr 
(1998)
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Legend for quality assessment to assess the design/structure of the studies (Maximum score 13) (32) 
 
Face Validity: 4 - Highest (Real life); 3 - Medium (Animals live); 2 - Medium (Animals organ/tissue); 1 Lowest (Synthetic) 
Content Validity: 2 - Previously validated scale; 1 - Expert opinion, new scale 
Construct Validity: 3 - Intra-group & inter-group differences assessed; 2 - Only inter-group differences assessed (if study involving 1 or 2 
groups); 1 - Construct validity not assessed 
Reliability: 4 - 2 blinded reviewers; 3 - 1 blinded reviewer/1 non-blinded; 2 - 1 Blinded reviewer; 1- Non-blinded reviewer 
 
 
4.3.3 Types of assessment tools 
 
On reviewing the contents of selected studies we identified three main categories: (a) rating 
scales for the assessment of generic skills (n=29); (b) procedure specific skills assessment 
(n=27); and (c) a combination of generic and procedure specific assessment tools (n=46). 
 
(a) Generic assessment scales: Tools of the first category aim to evaluate generic technical 
abilities and they are not necessarily linked to a specific procedure (Table 4.2).  
In 18 of the 29 studies used the Global Rating Scale (GRS) (either original or slightly modified) 
that is a component of the Objective Structured Assessment of Technical Skill (OSATS). The 
complete scale as described in the original paper by Martin et al. also included task-specific 
checklists for several simulated surgical procedures on bench-top models (38). 
Reznick 
(1996)
Saleh
(2007) Shippey (2009)
Sarker - AJS
(2008)
Siddighi 
(2007)
Siddiqui 
(2008)
Taylor 
(2007)
Vogt 
(2003)
VanBlaricom 
(2005)
Winckel 
(1994)
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Eleven studies that involved trainees at various levels in surgical specialties evaluated the 
effectiveness of the GRS in terms of feasibility, face validity, content validity, and construct 
validity (120, 121, 125, 131, 136-139, 142, 143). Six studies established the above mentioned 
characteristics of GRS in assessment at both trainee and specialist levels (46, 119, 122, 127, 136, 
140, 146).  
GRS has been used for procedures in surgery (open, laparoscopic and robotic) (39, 120, 121, 
125, 131, 133-138, 141, 143), gynaecology (146), cardiac surgery (46), orthopaedics (122), 
ophthalmology (121). GRS has been studied extensively by various authors. Bann et al showed 
that the GRS based assessment is reliable and valid across repeated sittings (125). Different 
authors have demonstrated agreement (Spearman's rho 0.88; p < 0.05) between observational 
measurement of skills and virtual reality simulation or other motion devices in real settings (119, 
121, 139, 140). Interestingly, there was no correlation between the trainees’ knowledge as 
measured by the American Board of Surgery In-Training Examination (ABSITE) and their 
operative performance when assessed through GRS (143). 
Leong et al demonstrated not only construct validity on a low-cost, high-fidelity porcine model 
using GRS for surgical skills assessment but also reported high acceptability of both model and 
assessment tool (122). For cardiac surgical procedures, Hance et al reported a significant level of 
construct validity (p < 0.01) and inter-rater reliability (alpha = 0.81) in tasks on standardised 
bench-top models (aortic root cannulation, vein-graft to aorta anastomosis, vein-graft to Left 
Anterior Descending anastomosis and femoral triangle dissection) (46). However, a ceiling effect 
amongst the senior trainees has been demonstrated by Munz and colleagues. They reported that 
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technical skills, as measured by the GRS, can no longer discriminate (p>0.05) between levels of 
experience when comparing different groups of senior surgeons (138).  
GRS has also been tested for their usefulness as self-assessment tools. Moorthy et al reported 
that senior trainees are accurate in their self-assessment (with GRS) of technical skills (rho 
correlation = 0.52) (137). However, Sidhu (2006) highlighted the importance of preceptorship 
for surgeons because they overestimate their self performance when measured during a 
laparoscopic colectomy simulations (144).  
In addition to the global rating scale (GRS), other tools such as Global Operative Assessment of 
Laparoscopic Skills (GOALS) has been extensively studied for laparoscopic procedures 
(cholecystectomy, appendicectomy and Colectomy) (39, 134, 144).  GOALS has been shown to 
be feasible, reliable (intraclass correlation coefficient 0.89), and construct valid. GOALS has 
been shown to be superior to the task checklist for evaluation of technical skill when used by 
experienced raters (39).  
DOPS (Direct Observation of Procedural Skills) forms have been extensively used in the UK but 
only little has been published. Wilkinson et al. reported results on DOPS forms for 230 medical 
trainees from 17 specialities including a range of procedures. Although construct validity was 
shown, the tool is only reliable if at least 3 supervisors are assessing at least 2 procedures each. 
Nevertheless the tool is highly accepted by both supervisors and trainees (124). 
The McGill Inanimate System for Training and Evaluation of Laparoscopic Skills (MISTELS) 
consists of five tasks that are measured by evaluating ‘time to completion’ and ‘accuracy’ which 
is calculated by predetermined penalties. This system has been shown to be valid and reliable at 
the trainee level (128, 129, 132, 133). This system was the basis for the development of the 
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Fundamentals in Laparoscopic Surgery (FLS), the established certification tool for laparoscopic 
surgery in North America (http://www.flsprogram.org/).  
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 Table 4.2: Global assessment scales 
Year Author Type of Assessment 
Used 
Model 
Used / 
Settings 
Tasks  Level 
of 
Partici
pant 
Outcome/Comments 
GLOBAL RATING SCALE 
       
2007 Aggarwal 
(119)  
GRS, ICSAD H/W LC T & C IRR and CV established.   
Rovimas (Motion analysis software/ICSAD); significant correlation with ICSAD 
2003 Bann 
(120) 
GRS, ICSAD S/L Suturing, knot tying, vascular and bowel 
anastomosis, cyst excision, laparoscopic task 
T CV established, Blinded assessment. 
2005 Bann 
(125) 
Error detection 
checklist 
S/L Suturing, knot tying, vascular and bowel 
anastomosis, cyst excision, laparoscopic task 
T IRR and CV established across various tasks.  
2006 Datta 
(127) 
GRS S/L Bowel and vascular anastomosis, SFD, 
flexible sigmoidoscopy and laparoscopic VR 
tasks 
T&C Demonstrated CV. Feasible examined. Ceiling effect in senior trainee and consultant level 
2008 Ezra (121) GRS, ICSAD S/L Placement of corneal suture into a synthetic 
model 
T IRR and CV established. GRS has significant relationship with ICSAD 
1996 Faulkner 
(131) 
GRS S/L Generic tasks; suturing, knot tying T Concurrent validity established. Preliminary study, non-video based assessment. 
2005 Hance 
(46) 
GRS, Global checklist S/L Aortic root cannulation, coronary 
anastomosis, Saphenofemoral disconnection 
(SFD) 
T&C Content validity and CV established. Best indicator was coronary anastomosis station. 
Live rating is better for measurement of trainees’ assistance. Construct validity among 
consultants not assessed.  
2008 Kundhal 
(135) 
GRS VR and H 
/  W and L 
Seven generic tasks and LC T Correlation between operative performance in OR and performance in VR environment 
2008 Leong 
(122) 
GRS, ICSAD S and A / 
L 
Dynamic compression plate application, 
Insertion of an tibial intra-medullary (IM) 
nail, and application of a forearm external 
fixator 
T & C Dynamic plate distinguished the experience.  
Ceiling effect demonstrated in IM nail and external fixator. 
2000 MacRae 
(136) 
GRS, PAME   S/L Two eight stations of each OSATS and 
PAME 
T PAME (Performance based assessment & management exam) and OSATS is reliable and 
valid (construct) method of assessing technical and managerial skills.  
2006 Moorthy 
(137) 
GRS, Self Assessment S/SOS SFD  T Senior surgical trainees are accurate at self assessment. No mention of detail of training of 
the assessment. 
2004 Munz 
(138) 
GRS, Self Assessment S/L SFD, bowel anastomosis, suturing, knots T There is a ceiling effect (yr3-4) in performance. No mention about the level of expert 
surgeons participated in the study 
2007 Park (139) GRS H/W and 
L 
Colonoscopy T Simulator training group performed better than control group.  Colonoscopy - skill 
transfer, assessment correlation b/w VR and real (GRS) 
2009 Pellen 
(140) 
GRS  S/L Dissection on a synthetic model C/T/MS CV established between groups 
2006 Shah 
(141) 
GRS S/L Small bowel anastomosis T General surgical trainees performed better than Urology trainees.  
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2000 Scott 
(143) 
GRS H/W LC T ABSITE (American Board of Surgery in-training Examination) does not correlate with 
technical skills or operative performance. Important study - showing relation of cognitive 
and technical aspects 
2000 Scott 
(142) 
GRS Video 
trainer and 
/ W  
LC T Direct observation and edited videotaped assessment showed poor inter-rater reliability 
2006 Swift 
(146) 
GRS S/L Multiple OSATS tasks T and C CV established 
 
GOALS 
       
2007 Gumbs 
(134) 
GOALS  H / W LC and Appendicectomy T CV established, Single evaluator. 
2006 Sidhu 
(144) 
GOAL/self 
assessment 
A / L LC T No correlation between trained rater scores and self assessment score 
2009 Stelzer 
(145) 
GOALS Scoring 
(modified), MISTEL 
S and A / 
L 
Synthetic - peg board transfer and intra-
corporeal knot tying: Animal (live) running 
the small bowel and intra-corporeal knot 
tying 
T Skills developed/assessed in a lab are transferable to operating theatre 
2005 Vassiliou 
(39) 
GOALS H / W LC T Construct validity established.  
2007 Chang 
(126) 
GOALS  H / W LC T CV and IRR established 
MISTELS 
 
2005 Dauster 
(128) 
MISTELS S/L Laparoscopic tasks (peg transfer, pattern 
cutting, ligating loop, suturing with 
extracorporeal and intracorporeal knots) 
T Construct validity established. Statistically significant scores were demonstrated for peg 
transfer and intra-corporeal suturing. Construct validity among senior operators 
1998 Derossis 
(129) 
MISTELS S/L Laparoscopic tasks T 
 
Construct validity demonstrated. Significant performance difference between laparoscopic 
and non-laparoscopic surgeons seen 
2004 Feldman 
(132) 
MISTELS S/L Laparoscopic tasks  T In-training evaluation reports (ITER) is poor in assessing technical skills. Face validity 
established 
1999 Fried 
(133) 
MISTELS S and A / 
L 
Laparoscopic tasks T Significant improvement in groups with practice session; significant correlation between 
in vitro and in vivo tasks 
GRITS 
       
2007 Doyle 
(130) 
GRITS / Modified 
global raring scale 
H / W General surgical and vascular procedures T GRS is valid and reliable method of assessment. Small sample size 
OTHERS 
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2004 Adrales 
(147) 
Global assessment 
scale 
S / L LC, appendicectomy and hernia repair.  MS, T, 
C 
Construct validity established  
 (b) Procedure specific skills assessment scales: In 30 studies task specific assessment tools 
were evaluated. Task-specific tools are characterised by a breakdown of a procedure into 
tasks (task analysis), however, the type of scoring may differ. In 15 studies a simple checklist 
of tasks was used (99, 123, 149, 150, 156, 157, 159-161, 164-167, 206, 207). More 
sophisticated methods used task lists with a defined error scoring system (153, 154). 
Assessment tools using error analysis adapted from human reliability methods include 
modified tools such as Observational Clinical Human Reliability Analysis (OCHRA) (23, 48, 
49, 152, 155, 158, 162, 163). These methods are defined by a formal task analysis for each 
procedure and a detailed error categorisation system.  
Four studies assessed performance of trainees and specialists simply by using a list of errors 
specific to a procedure (100, 148, 151, 208).  Sarker et al used error-based checklists to 
evaluate the performance of the senior surgeons and demonstrated high inter-rater reliability 
(k value of 0.79 - 0.84 (p < 0.05)). It was shown that the surgeons’ self-evaluation was 
accurate for technical skills aspects of their operations (100). However this study did not 
report any construct validity amongst the participants.  
Various procedure-specific checklists have been reported to be feasible, valid and reliable for 
different levels of training (Table 4.3). These include gastrointestinal endoscopy (206, 207), 
laparoscopic Nissen fundoplication (164), open sigmoid colectomy (167), thoracotomy 
procedures (opening the chest, pericardiotomy, and aortic cross-clamping) (150), basic 
vascular procedures (end to end anastomosis, end - side anastomosis and creation of forearm 
AV bridge graft) (165, 166), endotracheal intubation (159) and lumbar epidural anaesthesia 
(160). The Global Assessment of Gastrointestinal Endoscopic Skills (GAGES) for 
assessment of gastrointestinal endoscopic skills was shown to be valid and reliable for 
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trainees (209).Eubank et al reported that their checklist (Eubank’s checklist) can be used to 
track the learning curve of surgeons in training, evaluate the efficacy of other training tools, 
and provide a means of self-assessment for the trainee (153, 154). 
Joice and colleagues reported a task analysis [based on Human Reliability Analysis (HRA)] 
approach for assessment of cognitive and technical skills during laparoscopic 
cholecystectomy (23, 49, 162, 163). They demonstrated content and construct validity of the 
tool in real settings. Other authors reported the effectiveness of HRA based assessment 
during different procedures such as laparoscopic pyloromyotomy (48), dacrocystorhinostomy 
(158) and phacoemulsification (152, 155).  
 
(c) Combination of procedure specific and generic tools: In the remaining 47 studies a 
combination of generic and task-specific tools were evaluated. Of those, in 9 studies the 
scales were merged to one tool, whereas in 36 studies the two components were evaluated 
separately (Table 4.4). 
Various task specific checklists have been evaluated along with the global assessment scales. 
These task specific checklists include Imperial College Evaluation of Procedural Skills 
(ICEPS), Edinburgh BST Assessment Form (EBSTAF-Tech) and Structured Technical Skills 
assessment form (STSAF) (179, 194, 202, 204, 205).  
Combined generic and procedure specific checklists have been shown to provide an effective 
way of evaluating transfer of skills from the laboratory to the real settings (192). Checklists 
show a ceiling effect at the senior trainee and specialist levels (47, 174, 194). Global 
assessment of performance has been shown to have significant construct validity when 
assessing experts (47). 
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4.3.4 Construct validity for different experience levels 
 
A majority of studies were carried out at a trainee level only (n=67). For a minority of studies 
participants at a specialist level were included (n=4). In only one study, construct validity 
was established among experienced surgeons suggesting a system to evaluate specialists (47). 
However, there was a major risk for bias as only a single, non-blinded assessor rated the 
performance. It has been shown that global rating scales do not provide sufficient construct 
validity at the senior level or specialist level (138). For trainees all tools have been shown to 
be able to differentiate between different proficiency levels.  
 
 
 
 
Table 4.3: Procedure specific checklists 
Year Author Type of Assessment 
Used 
Model 
Used / 
Settings 
Tasks  Level 
of 
Parti
cipan
t 
Outcome / Comments 
 
ERROR BASED CHECKLIST 
2004 Bann (148) Error scoring - CL S/L Knot tying and suturing T CV established. Weak correlation between error analysis and dexterity 
2003 Bann (208) Error CL S/L Skin closure, enterotomy closure, bowel anastomosis T CV established. Error analysis (identification of  pre-made errors in a model) helps 
distinguish surgeons with various levels of experience 
1996 Chapman 
(151) 
Error based checklist. 
(Performance time and 
performance accuracy) 
A and 
simulatio
n / L 
Opening the chest, pericardiotomy, aortic cross 
clamping 
MS, 
T, C 
CV established. Animal models superior to paper and computer model to assess 
the level of experience 
2006 Sarker (100) Error scoring - CL H / W LC C Self evaluation on basis of HTA was accurate, feasible and practical. HTA can be 
constructed for operations that surgeon performs (for portfolio).  
 
EUBANK'S LIST 
1999 Eubanks 
(153) 
Error scoring - checklist 
based  
H / W Laparoscopic Cholecystectomy T CV established. Inability to assess difficulty of the procedure. Blinded assessment 
2006 Hwang (154) Modified Eubank's 
checklist used 
H/ W Lap cholecystectomy  T, C CV established. Procedures assessed by the resident. 
 
PROCEDURE/STEP SPECIFIC CHECKLISTS 
1995 Beckmann 
(149) 
CL (Video based 
computer evaluation) 
H / W Laparoscopic tubal banding T CV not mentioned. Computer based video evaluation is feasible and valid 
1993 Cass (206) CL  H  Gastrointestinal endoscopy T, C Procedural time, abnormality recognition and incidence of complications noted 
during the assessment process.  No statistical analysis regarding content, construct 
validities and reliability. 
1996 Chak (207) CL H Gastrointestinal endoscopy;  
Scale based on extent of colonic intubation, success 
rate, and caecal intubation time.  
T, C  Construct validity demonstrated between trainee and specialists  
No inter-rater reliability, single rater  
1994 Chapman 
(150) 
CL, Performance time 
and accuracy 
A & 
Computer 
simulatio
n / L 
Opening the chest, pericardiotomy, aortic cross 
clamping  
MS, 
T, C 
Critical emergency procedure can be evaluated reliably and with validity 
2005 Katz (156) Time to complete the 
task 
S / L Passage of ligature, knotting, suturing and cutting a 
circle out of square 
T, C CV established 
2001 Lentz (157) CL S / L Multiple laparoscopic and open tasks T Surgical bench lab tasks can assess residents surgical skills with good reliability 
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and validity 
2004 Moorthy 
(123) 
CL, ICSAD S / L  Laparoscopic suturing skills E and 
NE 
Construct validity established. ICSAD is quantitative measure, no information on 
quality. Level of participants not mentioned 
1997 O'Connor 
(159) 
CL S / L  Suturing, Endotracheal intubation MS CV not checked. Checklist based assessment can identify items which demonstrate 
poor inter-observer reliability 
2001 Paisley (99) CL (19-point) S / L Knot security, Suture placement, Skin laceration 
suture, Intestinal anastomosis, tasks each on 
laparoscopic trainer and MIST-VR 
T / C  No CV demonstrated 
1981 Sivarajan 
(160) 
CL W Lumbar epidural anaesthesia T Good inter-rater reliability 
2000 Szalay (161) GRS, End product S / L  Choledochojejunostomy, rectal anastomosis, femoral 
artery anastomosis, ileostomy, J-tube insertion, and 
inguinal hernia repair). anastomosis, femoral artery 
anastomosis, ileostomy, J-tube insertion, hernia repair 
T Overall correlation of both product quality and time to completion (OSATS score) 
was poor. Agreement between measures and ranking of skill was stronger 
2007 Wilasrusmee 
(166) 
CL S / L  Closure of end of 6mm PTFE graft, end to end 
anastomosis, end - side anastomosis 
T Trained participants took less time to completion and made a fewer errors 
2007 Wilasrusmee 
(165) 
CL H / W Creation of forearm AV bridge graft.  T Completion time and Anastomotic leakage grades measured in lab were predictive 
of technical competency in OR. Interesting finding: Senior trainees were 
associated with more leaks in OR.  
Lab environment cannot duplicate the atmosphere of OR 
2008 Van Sickle 
(164) 
CL (time error and 
needle manipulations) 
H and A / 
W and L 
Nissen fundoplication (suturing) T, C, 
MS 
Tool demonstrate validity, Appears sensitive indicator of skill level.  
.  
2010 Lipman (167) CL A / L Open sigmoid colectomy and anastomosis T Deconstructed step by step direction improved ability of junior trainees. Useful if 
assessment and training 
 
GAGES 
2010 Vassiliou 
(209) 
Procedure specific  
(GAGES-UE and 
GAGES – C) 
VR Upper and lower gastrointestinal endoscopy T Can be used to measure effectiveness of simulator training and can provide 
feedback. Comparison between self rating and rating by a specialist 
 
HUMAN RELIABILITY ANALYSIS (HRA) 
2007 Cox (152) HRA H / W Phacoemulsification 
 
C Outcome - HRA provides objective framework to assess technical skills in cataract 
surgery. Labour intensive, time consuming. 
2008 Gauba (155) HRA H / W Phacoemulsification T , C Main outcome measures were no. of errors performed per task, nature of 
performed errors and surgical experience of operating surgeon. HRA helps identify 
site of technical errors. Labour intensive, time consuming, blinded assessment 
1998 Joice (23) HRA H / W LC T Valid and reliable tool. Can be used as an audit tool 
2003 Malik (158) HRA, Checklist H / W Dacrocystorhinostomy T Labour intensive, time consuming, blinded assessment 
89 
2004 Tang (48) HRA H / W Laparoscopic Pyloromyotomy C No correlation between Op time and number of errors committed. Most errors 
identified were executional. Showed high correlation of execution errors with 
using certain instruments.  
2004 Tang (49) HRA H / W LC C OCHRA - Outcome - Assessment of operative performance, errors frequency at op 
stage, serious consequences from errors (hazard zones) 
2005 Tang (163) HRA A / L LC T Outcome - Trainees vary considerably in their propensity to commit errors. 
Training should be individualized and flexible.  
2006 Tang (162) HRA S / L LC T Outcome - (OSCE/OCHRA) - Good correlation between performances in lap skills 
of skill component of OSCE & OCHRA (not between overall OCHRA & OSCE 
scores). Inverse correlation between no. of errors identified by OCHRA and OSCE 
scores. 
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Table 4.4: Studies using combinations of procedure specific and generic tools 
Year Author Type of Assessment 
Used 
Model 
Used / 
Settings 
Tasks  Level 
of 
Partic
ipant 
Outcome/Comments 
 
COMBINATION OF TOOLS - INDIVIDUAL TOOL ANALYSIS IN TERMS OF RELIABILITY AND VALIDITY 
 
2008 Aggarwal 
(168) 
GRS, CL H/W LC C, T Significant difference between performance between two groups on generic GRS 
2001 Ault (169) GRS, CL S/L Generic surgical tasks T OSATS examination is portable. Mode of central administration with peripheral delivery was 
feasible and effective. 
2003 Anastakis 
(170) 
GRS, CL S and A / 
L 
Arterial anastomosis, bronchoscopy, fibreoptic 
intubation, chest tube insertion, flexor tendon 
repair, tibial bone biopsy. 
T No difference on OSATS b/w treatment and control group on CL and GRS. SSC did not have 
sustained effect after 2 yrs.  
2005 Beard (173) GRS, CL S / L Scrubbing and preparation, knot tying, skin 
incision & suturing, vessel ligation, LN 
dissection 
C Simple simulations can be used to assess consultants’ skills.  
Non-blinded assessment. Construct validity not checked.   
2007 Beard (47) GRS, CL H / W Carotid Endarterectomy C Checklists discriminatory for trainees not for consultants, GRS more discriminatory for 
consultants. Single non-blinded observer. 
2007 Black (174) GRS, ISCP, EPA (End 
product analysis) 
S / L Knot-tying, CEA C,  T  Senior trainees achieve same score as consultants. Significantly better than juniors. Model 
failed to discriminate between senior trainees and consultants. No difference on end-product 
list between senior trainees and consultants.  
2007 Brydges 
(175) 
GRS, CL, EPA A and S / 
L 
Vascular anastomosis T  
2004 Dath (176) GRS, CL A / L Low anterior resection T Video based assessment enables multiple observers to assess performance. 
Limited availability of animals 
2002 Datta (42) GRS, ICSAD S / L Anastomosis of vein patch to artery C, T Motion analysis and OSATS global assessment had strong correlation. 
2006 Datta (177) GRS, EPA S / L Small bowel anastomosis, Vein patch insertion C, T The surgical efficiency score and snap shot assessment both show significant correlation with 
OSATS. No details of final product analysis  
2004 Datta (178) GRS, CL H and S / 
W and L 
SFJ dissection  C, T Assessment in a lab on an inanimate procedure translates to an actual performance in operating 
theatre. No mention of content validity of Checklist 
2008 Driscoll (179) EBSTAF-Tech, GRS, 
VAS 
H / W Inguinal hernia repair T Video assessment is reliable and feasible. Generic methods should be employed at basic level. 
2007 Fialkow (180) GRS, CL S / L Colposuspension and Cystoscopy T Examiners blinded to level of training but not video based blinded assessment.  
2006 Friedman 
(181) 
GRS, CL, Pass/Fail H / W Epidural anaesthesia T GRS reliable and valid for assessment in anaesthetic trainees 
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2000 Goff (183) GRS, CL, Pass/Fail A / L  Laparoscopic (port placement, salpingectomy, 
suturing, vessel ligation) & open salpingostomy 
(hypogastric ligation, repair of enterotomy, 
salpingo-oophorectomy) 
T OSATS can assess obstetric resident's surgical skills  
2001 Goff (182) GRS, CL, Pass/Fail S / L Multiple laparoscopic and open tasks T Reliable and Valid. Non-blinded assessment  
2005 Goff (185) GRS, CL S / L Multiple laparoscopic and open tasks T Construct validity proven. OSATS testing confirmed on large scale 
2002 Goff (184) GRS, CL S / L Multiple laparoscopic and open tasks T OSATS in blinded or non-blinded fashion can assess surgical residents’ skills with high degree 
of validity and reliability. 
2007 Goff (186) GRS, CL S / L Myoma resection on VR trainer; Dissection of 
polyp with a Limbs and Things Inc. Model 
T OSATS is reliable and valid. 
2008 Leung (210) Task time, Global rating 
scale, task specific 
checklist 
A and S / 
L 
Endoscopic sinus surgery T Construct validity established on an affordable and accessible model. Blinded assessment 
1997 Martin (38) GRS, CL A and S / 
L 
Various open bench top models and minimally 
invasive methods 
T GRS validly and reliably assesses technical skills. GRS better than checklists. Bench model 
results equivalent to live animal rest results.  
2005 Moorthy 
(191) 
GRS / CL S / L  SFJ ligation(in a simulated operating theatre) T Simulated OT can be used for training and competence assessment. Lack of simulated models 
to simulate procedures 
2007 Naik (192) GRS / CL H / W Inter-scalene brachial plexus block T Senior trainees performed better. Transfer of skills to real environment. 
Blinded assessment.  
2006 Pandey (194) GRS, ICEPS  S / L Saphenofemoral disconnection  C, T Plateu of performance at senior trainee level with ICEPS.  Senior consultants have better 
generic skills than new consultants. Generic skill difference was there amongst senior and 
newly appointed consultants 
1998 Regehr (196) GRS, CL S / L Various generic surgical procedures T GRS showed higher reliability better construct and concurrent validity than checklist 
1996 Reznick (24) GRS, CL S / L Various generic surgical procedures T OSATS shows high reliability and construct validity.    
2007 Saleh (197) OSACSS, Checklist H / W Cataract Surgery T, C OSACSS - validity proven 
2009 Shippey (198) GRS, CL S / L  Closure of a simulated incision  T Construct validity and inter-rater reliability demonstrated for GRS and task specific checklist.  
2008 Sarker (199) CL H / W Sigmoidoscopy and colonoscopy C, T Tool can be used for training and self appraisal 
 
2008 Siddiqui 
(211) 
GRS, CL A Repair of fourth degree perineal laceration T Iinter-rater reliability and construct validity shown.  
2007 Siddighi 
(200) 
GRS, CL, Pass/Fail S Fourth degree perineal repair T OSATS-G/C valid assessment tools.  
2005 VanBlaricom 
(212) 
GRS, CL S Hysteroscopy T Excellent reliability and construct validity 
2003 Vogt (45) GRS, Checklist S and A / 
L 
Various generic surgical procedures T GRS is reliable and valid but bias occurs with revealing the identification 
1994 Winckel 
(202) 
Structured Technical 
Skills assessment form 
(STSAF) 
H / W  T STSAF is reliable and  has construct validity 
2010 Black (204) GRS, ICEPS  S Carotid Endarterectomy (CEA) T, C High-fidelity simulation offers competency-based assessment for all grades 
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2009 Chipman 
(205) 
OSATS, ICEPS S and A Excision of skin lesion and wound closure  T Senior trainees did not show any difference on global and task specific scoring 
 
COMBINATION OF TOOLS - COMBINED ANALYSIS IN TERMS OF RELIABILITY AND VALIDITY 
 
2003 Adrales (203) Skill assessment ratiing 
scale. Global assessment 
S / L Appendicectomy, cholecystectomy, inguinal 
hernia repair 
S, T, 
C 
Construct validity established 
2005 Bann (171) GRS, Error detection S / L Sebaceous cyst, enterotomy closure, error 
detection 
T Construct validity proven 
2005 Beard (172) GRS, CL H / W Saphenofemoral disconnection  C, T Video recording of competent and non-comp trainees can be discriminated. Specialist Nurse 
can also access competence? 
2003 Khan (187) GRS, CL, ICSAD S / L  All 
level 
Teaching procedures and continuing assessment. 
2005 Larson (189) OPRS H /W Excisional biopsy, parathyroidectomy, small 
bowel and colon resection, inguinal 
herniorraphy, cholecystectomy, lumpectomy. 
T Tracking residents performance throughout training 
Assessment non-blinded, single evaluator, construct validity not mentioned 
2003 Mackay (190) GRS, ICSAD S / L Multiple (knowledge of surgical devices; knot 
formation; skin-pad suturing, closure of an 
enterotomy; excision of a skin lesion; and 
laparoscopic manipulation.) 
T Most of the tasks GRS was effective discriminator. Ceiling/floor effect with knot, skin 
suturing, enterotomy closure - difficult to differentiate experienced operators. Small number of 
senior trainees.  
2003 Nielsen (193) OSATS/GRS, CL,  
Pass/Fail 
S / L Midline episiotomy repair T OSATS reliable and valid. Self assessment - residents over-rated their pass/fail ratings. Very 
high overall failure rate of the candidates 
2006 Pandey (195) GRS, ICEPS S / L SFJ dissection, anastomosis, dexterity (knot - 
ICSAD) 
C, T Examiners performed better than candidates in dissection, anastomosis and dexterity.  Study 
also concluded that no relationship between technical skills and current European board 
examination  
2007 Taylor (201) GRS, CL, ESSAT (Eye 
Surgical Skill Assessment 
Test) 
H / W Suturing, phacoemulsification, wound 
construction 
T ESSAT is reliable and valid 
2008 Larsen (188) Objective Structured 
Assessment 
of Laparoscopic 
Salpingectomy (OSA-LS) 
H / W Laparoscopic Salpingectomy T / C Procedure scale was developed by same person who validated the rating scale later on 
 
LEGEND:  
Global Rating Scale (GRS), Checklist (CL), Synthetic (S), Human (H), Laboratory (L), workplace (W), Virtual reality (VR), Trainee (T), Medical student (MS), Consultant (C), Simulated 
operating suite (SOS), Imperial College Surgical Assessment Device (ICSAD,  Construct validity (CV), Inter-rater reliability (IRR), Laparoscopic cholecystectomy (LC), Global Operative 
Assessment of Laparoscopic Skills (GOALS), Global rating index for Technical skills (GRITS); McGill Inanimate system for training and evaluation for laparoscopic skills (MIST), Edinburgh 
BST Assessment form (EBSTAF-Tech) 
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4.4 Summary  
 
This systematic review gives an overview of evidence on reliability and validity of observational 
tools for assessment of technical skills in various craft specialties (Table 4.5). Construct validity, 
the ability of a tool to distinguish between different proficiency levels, is obviously crucial as it 
predicts the usefulness of an assessment tool (32). All tools were shown to have construct 
validity when comparing junior with senior trainees. However, this level of construct validity is 
very basic and in itself does not prove sufficient evidence for the usefulness and reliability of a 
tool, especially not for certification purposes. Although in several papers construct validity was 
shown among trainees, only one study showed construct validity amongst specialists. However, 
there were major concerns on designs of the studies (47). This research further adds to the study 
by van Hove et al in terms of more information regarding observational assessment tools in all 
the craft disciplines (213).  
This study had a few limitations. The lack of Medical Subject Headings (MeSH) in the literature 
databases could have contributed to the possibility of missing some studies. This bias was partly 
overcome by searching key authors in a systematic way using various search engines including 
Google Scholar. Many studies also lacked full descriptions of methods, outcomes, and use of 
statistical tests, making a meta-analytical approach impossible. Due to the inconsistency of 
reporting data it was not feasible to correlate various variables or directly compare different 
assessment tools. 
In conclusion, a combination of global and task specific assessment tools seems to be the most 
comprehensive solution for observational assessment tools of technical skills specifically at the 
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specialist level. Assessment of technical skills at specialist level targeting at the process of 
recertification has not been addressed in the literature. A scientific approach is needed for the 
global validation of tools for assessment of technical skills at specialist level is needed.  
This chapter proposes tools for assessment of technical skills at the specialist and trainee levels. 
Next chapter explains the process of development and validation of non-technical skills. For the 
purpose of non-technical skills assessment, ward rounds have been used to develop tool for 
evaluation of non-technical skills in simulated environments and clinical practice.  
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Table 4.5: Tools for assessment of technical skills and their characteristics 
Name Global Rating 
Scale/OSATS 
(24, 38, 47, 131, 
161, 169, 196) 
Global Operative 
Assessment of 
Laparoscopic Skills 
(39) 
MISTELS 
(129, 132, 
133) 
Global Rating 
Index for 
Technical 
Skills (130) 
Eubanks’s 
Checklist (153) 
Final Product 
Analysis (161, 
165, 166) 
Observational 
Clinical 
Human 
Reliability 
Assessment 
(23, 48, 49, 155, 
158, 162, 163) 
Imperial 
College 
Evaluation 
of 
Procedure 
Specific 
Skill (194, 
195) 
Operative 
performance 
rating 
system 
(OPRS) 
(189) 
Components 
7-component 
scale scored on 
a 5-point Likert 
scale.  
5 item global rating 
scale, 10-item task 
specific checklist and 2 
visual analogue scales 
for competence 
Checklists for 
precision and 
economy of 
time 
9 items, each 
scored from 1 
to 5. It is based 
on GRS and 
GOALS. 
23 point 
checklist. Total 
Score = Steps 
completed 
minus error 
points  
FPA checklist 
used along with 
GRS for the 
open 
procedures. 
Error-based 
assessment 
system (near 
miss or 
consequential 
errors) based on 
task analysis. 
5-point 
rating scale 
to evaluate 
vascular 
procedural 
skills 
Ten-item 
procedure-
specific 
rating 
instruments 
consisting of 
combination 
of generic 
and 
procedure 
specific 
components 
Validated 
Settings/envir
onment 
Workplace and 
laboratory 
(synthetic/anima
l/simulated OR)  Workplace, laboratory 
Scoring of 
each 
laboratory 
base 
(synthetic/ani
mal) task  Workplace  Workplace 
Grading of 
leakage and 
diameter of 
anastomosis has 
been evaluated 
in synthetic and 
human models 
Workplace, 
laboratory 
Used in both 
laboratory 
and 
workplace    
Characteristic
s 
Portability of 
OSATS, GRS 
based 
assessment 
Component to assess 
the competence during 
procedure difficulty            
Can provide stepwise 
educational feed back 
to improve procedure 
specific skills          
Based on 
enacted errors 
therefore no 
ceiling effect 
observed 
Positive 
correlation 
with GRS 
Consists of 
technical 
skills, 
operative 
decision 
making, and 
general items 
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Types of 
procedures 
Open, 
laparoscopic 
and robotic 
procedures in 
surgery, 
gynaecology, 
urology, 
orthopaedics, 
ophthalmology 
Validated for general 
surgery procedures 
such as 
cholecystectomy and 
appendicectomy in the 
OR 
Generic 
procedural 
skills 
General 
surgical 
procedures 
Laparoscopic 
cholecystectom
y 
Evaluation of 
Vascular 
Anastomosis  
surgery, 
ophthalmology, 
otolaryngology 
Saphenofem
oral junction 
ligation 
Open and 
laparoscopic 
procedures 
                    
Feasibility* Y N N Y N N N N N 
Face 
Validity* Y Y Y Y Y Y Y Y Y 
Content 
Validity* Y Y Y Y Y Y Y Y Y 
Construct 
Validity Y Y Y Y Y N Y Y Y 
Reliability* Y Y Y Y Y Y Y Y Y 
Concurrent 
validity* N N N N N N N N N 
Predictive 
validity* N N N N N N N N N 
Acceptability N N N N N N N N N 
Educational 
Impact* N N N N N N N N N 
 
*characteristics of an ideal assessment tool as mentioned in the literature (32, 116) 
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CHAPTER 5:  
 
EVALUATION OF NON-TECHNICAL SKILLS 
DEVELOPMENT AND VALIDATION OF SURGICAL WARD 
ROUND ASSESSMENT TOOL (SWAT)  
 
 
 
This chapter aims to develop a method that will allow competence in non-technical skills 
during surgical ward-round to be assessed. The objectives are to: (1) design a Surgical 
Ward-round Assessment Tool (SWAT) based on proactive systematic risk assessment and (2) 
validate the SWAT in the clinical environment. 
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5.1 Background  
 
 
Previous chapter identified and analysed the tools for evaluation of technical skills for 
the purpose of re-certification.  Competence in non-technical skills is equally 
important for safe clinical practice. In surgical specialties, a very limited number of 
tools have been developed and evaluated to assess non-technical skills such as 
decision-making, team-working and communication skills.  
Of these limited number of available tools, ‘risk assessment’ has gathered 
considerable attention by psychologists, medical educators and clinicians. Estimating 
risk is a complex cognitive task that has been effectively modelled using a 
quantitative technique called ‘Judgment Analysis’ (JA) (214).  The JA analysis model 
has been successfully applied by Jacklin et al to estimate conversion risk in 
laparoscopic cholecystectomy by using hypothetical cases differing in relevant risk 
factors (215). This model has been used for evaluation of safety aspects of decision 
making in operating theatres.  
In addition to risk analysis, Sevdalis et al have described a ‘NOTECHS scale’ (Non-
technical Skills), a modified version of aviation scale for surgery, which assesses 
cooperation, leadership, managerial skills, situation awareness & vigilance, decision 
making, communication and interaction. Error based analysis based on Human 
Reliability Assessment has been effectively applied for evaluation of technical skills 
of surgeon with high reliability and validity (23), but not for non-technical skills 
evaluation. 
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The available tools are mostly applied to the operating theatre environments, only 
addressing components of decision-making and communication skills specific to 
general surgery. Transferability of these tools has never been study for the other 
speciality therefore they are not valid without adaptation and validation for other 
disciplines. Moreover, these tools have never been evaluated with the view to certify 
and re-certify. A generic tool that could evaluate non-technical skills effectively is 
lacking.  
For this research, ward rounds were chosen as ward rounds are the pivot of hospital 
activity and are more prone to near misses and adverse events. The ward round is a 
bedside congregation of health professionals where most of the decisions concerning 
patient care are made. Ward-rounds are ubiquitous in surgical care. They are 
opportunities to review the patient's history, clinical examination and investigation 
results. These factors inform clinical decisions, which are then communicated within 
and between teams of healthcare workers in order to deliver high quality care and 
achieve a good outcome for the patient. Surgeons require ward-round training and 
assessment to ensure their non-technical skill competence (216). The need for 
improved competency-based training and assessment of surgeons has been made 
more urgent by the reduction in working hours and reports demonstrating the large 
impact of medical errors. These events have not only made the acquisition of clinical 
competence on the job less available and less acceptable, but also increased the 
importance of demonstrating competence in all aspects of clinical care.  
Ward rounds are central to the hospital activity, and determine the course of patient 
care. The goals of the ward round in surgical practice include: i) improving 
communication among team members and with the patient ii) evaluating and planning 
management iii) addressing patient concerns and problems iv) enhancing the quality 
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of care and v) teaching (217). A high quality ward round is a complex task requiring 
competence in technical as well as non-technical skills (decision making, teamwork, 
situational awareness, leadership doctor-patient communication, inter-professional 
communication and professionalism). Despite their necessity, there is little or no 
literature describing training and accreditation of ward round skills. Some studies 
have established the role of training in the simulated ward environment (218, 219). 
However, assessing competence in non-technical skills during the ward round merits 
recognition, when developing a training and assessment tool. 
None of the training and assessment tools have been applied to date for the 
assessment of decision-making and communication skills in the ward round settings. 
Training and accreditation of skills in this central activity have not been adequately 
investigated. Clinicians require training and assessment on how to conduct ward 
rounds (216). Lack of thoroughness by trainees (220) and suboptimal supervision and 
specific guidance of trainees (221) have been identified as performance deficiencies. 
Hospital wards have multiple systems and processes integrated in them and it is 
crucial to identify the fundamental components that may result in adverse events. 
Following identification of these components, these parameters can be used for 
training and evaluation of skills of the clinicians.  
However, the process of identification of these important components is challenging. 
Observation of clinical practice has previously been used by employing various risk 
identification techniques such as Human reliability assessment (HRA). HRA 
employs the use of qualitative and quantitative methodologies to evaluate the human 
and the machine contribution to risk. Failure modes and effects analysis (FMEA) is 
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a well know technique of HRA that has been widely used in the healthcare setup and 
is often referred to as HFMEA (Healthcare FMEA) (222).   
FMEA method was used for the development and content validation of the ward 
round assessment tool because FMEA is a systemic, proactive, team-based tool that is 
used to prevent process and product errors before they transpire. It identifies what 
errors could occur and how severe the effects of these errors could be. FMEA 
assumes that failures will occur and are likely to occur in some situations, no matter 
how knowledgeable or cautious people are. FMEA focuses on what, rather than who 
allows failures to occur. FMEA should ideally prevent failures from happening, or at 
best FMEA should ensure precautions are put in place to prevent failure from 
reaching the end product, and in the worst-case scenario diminish the effects of the 
failure if it affects the product (223). 
 
Background of FMEA 
FMEA has been used for decades in engineering to identify and reduce hazards. By 
examining the individual components of a system, one can determine the variety of 
ways each engineered component could fail and the effect of a particular failure on 
the stability of the entire system. 
FMEA was first described by the United States Armed Forces in 1949. One of the 
earliest adopters of FMEA was the automotive industry. Ford Motor Company had 
published instruction manuals during the 1980s. Thereafter, the automotive industry 
collectively developed standards in the 1990s (224). 
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The automotive industry uses FMEA analysis to evaluate how a car is assembled. For 
example, a process FMEA assesses whether certain car panels are installed with 
appropriate gaps, and if an operator puts the parts together correctly (225)  
In the automotive industry, the Society of Automotive Engineers (SAE) provides the 
J1739, a manual that assists users in the identification and mitigation of risk, by 
providing appropriate terms, requirements, ranking charts, and worksheets (226). 
Similarly, for NASA’s GSFC spacecraft and instruments, guidelines for conducting a 
FMEA on spacecraft and instruments, is provided in another manual, P-302-720. In 
the semiconductor equipment industry, guidelines are present in SEMATECH 
92020963A-ENG, a handbook which provides guidelines on the use of FMEA for 
ensuring that reliability is designed into typical semiconductor manufacturing 
equipment (227). 
 
Utility of FMEA in healthcare industry 
To truly improve patient safety, healthcare organisations must study the ways in 
which they provide their services. By doing so, systems can be designed to be 
resistant to errors and process failures, or at least recover easily when a problem does 
occur. While some elements of FMEA have already been applied to the retrospective 
evaluation of adverse patient events, the healthcare industry has been slow to use the 
techniques prospectively (228). 
The proactive identification and management of potential risks to patient safety has 
the obvious advantage of preventing any adverse occurrences, rather than simply 
reacting when they occur. 
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In the healthcare setting, a team of multidisciplinary experts is usually asked to 
evaluate a process, identify what failures could occur, determine the severity of the 
failures, estimate the probability of the effects and identify what actions could reduce 
these effects. Such methods have been used in several processes including blood 
transfusions, and intravenous drug infusion (222).  
Another area of potential benefit is a drug distribution system for drug prescription in 
wards. Human error in ordering the correct dosage of medication for an intended 
patient is a possible failure mode. A mismatch of drugs and patient could lead to fatal 
consequences (223). Thus in the drug dispensing system, introducing computerized 
distribution could provide immediate feedback when drug prescriptions and doses are 
mismatched. Therefore alerting staff of the potential error and allowing a correction to 
be made.  
Studies of safety in sociotechnological industries, including healthcare, have 
repeatedly demonstrated that human error is a major cause of accidents in complex 
systems. Human errors are generally a result of circumstances outside of conscious 
control. 82% of anaesthesia related mishaps have been reported to be due to human-
related causes (223, 228). Indeed, some of the same causes of human failure 
(distraction, mental overload, misinterpretation of information, misdirected attention) 
are shared between healthcare and other industries. Therefore, healthcare processes 
that depend on perfect human performance are critically flawed. 
The significance of FMEA has been shown in several studies. Subsequent to FMEA 
being performed and interventions carried out, it has been effective, with a reduction 
in risk to patients. With the use of FMEA, healthcare organisations can identify 
104 
safeguards that either protect against bad outcomes, or mitigate the effects on patients 
(222).  
The Healthcare FMEA process consists of six steps (223). The first step is to decide 
on a high-risk process, prone to adverse events and near misses. The second step is to 
diagram the process. The third step is to brainstorm all potential failure modes of each 
process. The failure mode is the manner by which a failure is observed, describing the 
way the failure occurs. The fourth step is to calculate the hazard scores for each 
failure mode. The fifth step is to prioritize the failure modes according to their hazard 
scores. The final step is to recommend a design for an intervention.  
This chapter describes the process of FMEA that was used following the 
abovementioned steps during the ward round task assessment scale. The main aim of 
this chapter is to develop a method that will allow surgical ward-round competence to 
be assessed at both trainee and specialist level. The objectives are to: (1) Design and 
development of a Surgical Ward-round Assessment Tool (SWAT) based on 
proactive systematic risk assessment and (2) validate the SWAT in the simulated and 
clinical environments. 
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5.2 Materials and methods 
 
This section explains the methods used for development and validation of the ward 
round tool under the following main headings:  
 
(1) Design and development of the ward round assessment tool;  
(2) Development of a simulated environment and selection of clinical settings for 
assessment of ward round skills; 
(3) Methods of data collection for development and evaluation of effectiveness of the 
ward round tool 
(4) Validation (acceptability, feasibility and construct validity) of the assessment tool 
in simulated and real / clinical (every-day patient bedside ward rounds) environments. 
(5) Research and ethics committee approval 
(6) Statistical methods 
 
5.2.1 Design and development of the ward round rating scale 
 
Development of the SWAT was carried out in through the following phases (Text box 
5.1) i.e. (a) Observation of practice (clinical environments i.e. ward rounds were 
observed to map the whole process in a chronological order following the FMEA 
guidelines); (b) Mapping of the process (Description of the various steps of the ward 
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round and their links with each other); (c) Focus group discussion and use of 
healthcare failure mode effect analysis; and (d) Development of Surgical Ward Round 
Assessment Tool (SWAT) and content validation. 
Box 5.1: An overview of the steps involved in process of development and validation 
 
 
(a) Observation of clinical ward round practice  
The ward-round process was observed during surgical ward-rounds in general 
surgery, vascular surgery, cardiothoracic surgery, urology, intensive care and medical 
(surgical-outlier) wards for a total of 20 randomly distributed hours.  
Healthcare workers including specialists, trainee surgeons and ward nurses also 
contributed to developing the map through unstructured interviews. During the 
observation-phase they were approached by the observing researcher (KA) to discuss 
queries with regards to team assembling, information transfer, hand-over and 
teaching. The information collected during this phase was used to map the process of 
ward round that has been explained in the next section.  
(a) Observation of the clinical environment i.e. ward rounds  
(b) Mapping of the various steps of the ward round and development of their links to 
each other and development of a task list in a chronological manner 
(c) Focus group (expert panel consisting of specialists, junior doctors, nurses, 
dieticians, physiotherapists) for identification of high risks processes purely based on 
FMEA scoring  
(d) After the outcome of the focus group discussion, the high risks components were 
organised in a chronological manner and the ward round assessment tool was 
developed. Following the development, validation in simulated and clinical 
environments were carried out 
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(b) Mapping of the ward round process and development of failure modes 
checklist 
Based on the observations, one specialist surgeon and four trainee surgeons generated 
the process map and brainstormed potential failures at each step.  
Failures were defined as the measures or any action resulting in potential near miss or 
adverse event. Study lead (KA) also generated failures through ‘literature reviews’, 
‘observations’ and ‘unstructured interviews’ with patients and healthcare workers. 
This triangulation of data from these sources ensured that all potential failures were 
identified. 
 
(c) Focus group discussion and healthcare failure mode effect analysis (FMEA) 
Following step ‘b’, a focused group was assembled that included one patient, two 
allied healthcare professionals (specialist nurse and dietician), two trainee surgeons 
and two specialist surgeons, each with first-hand experience of surgical ward-rounds. 
Study coordination team (KA, OA, MJ) facilitated the focus group.  
The focus group content validated the process map and failure modes and an 
agreement was achieved. The focus group then rated the risk associated with each 
failure on three 4-point scales: frequency, severity and detectability. The three ratings 
were multiplied together to give a hazard score. Failures with the highest 25% of 
hazard scores were classified as critical and used to inform the design of the SWAT. 
High-risk steps were identified and used to develop assessment tool that has been 
explained in the next step.  
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(d) Development of Surgical Ward Round Assessment Tool (SWAT) and its 
content validation 
Based on the outcomes of focus group discussion and FMEA, a task list of crucial 
steps within the ward was constructed. This task list was further circulated amongst 
the participants of the focus group to confirm outcomes of the meeting and to further 
establish its content validity. This ensures the content validation through the FMEA 
process and the focus group participants.  
 
5.2.2 Construction of simulated environment and selection of clinical settings  
 
(a) Participants 
Simulated Environment: Nineteen general surgeons of varying experience (11 
trainees and 8 specialists) participated in the study. One nurse and three medical 
students also participated as actors, in the roles of patients and of the junior house 
officer. Their identity was kept blinded to the participants. 
Real Environment: Fifteen senior surgeons / specialists (8 general, 1 orthopaedic and 
6 urological surgeon) and 29 trainee surgeons / registrars (22 general surgery, 4 
urology and 3 orthopaedics) participated.  
 
(b) Settings 
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Simulated Environment: The simulated ward (SW) environment was designed to be 
as realistic as possible. It was based on the outcomes from observation within the real 
environment. It consisted of 2 side rooms equipped with beds and basic bedside 
equipment. Patient case notes and observations charts were provided and were based 
on actual anonymised cases. Alcohol gel dispensers, plastic aprons and washbasins 
were provided as infection control precautions. Patients were dressed in surgical 
gowns, and staff was dressed in surgical scrubs. All equipment was supplied from 
hospital wards.  
Ceiling-mounted camcorders were employed in both rooms to record the patient 
doctor interaction for further assessment by other raters, and for real time assessment 
by our two raters in a separate room via video display. Participants were informed 
they might be recorded, prior to the simulation session.  
Real Environment: Forty-four ward rounds were observed and assessment was done, 
looking at 88 patients. Ward rounds were randomly selected and observed over period 
of 6 weeks. This study was conducted in wards of General Surgery, Urology, 
Intensive Care, and Vascular Surgery at St. Mary’s, Hammersmith and Charing Cross 
Hospitals (Imperial College Healthcare NHS trust). 
 
(c) Process 
Simulated Environment: Participants were given a brief five-minute introduction 
regarding what the task was about. They were asked to see patients and manage them 
as they would in a real situation. There were two patients to see and a simulated junior 
doctor would accompany them during the ward round and provide more information 
regarding the patients if required. The simulated junior doctor also answered 
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questions about previous management and patient history and would update the 
patient notes. 
The first patient scenario was a young woman suffering from acute abdominal pain. 
The second scenario was a gentleman in his third day recovering from abdominal 
surgery suffering from pyrexia and abdominal tenderness. The same cases were used 
for all the participants. These case notes were annonymised (Appendix). The 
simulated ward round consisted of seeing the two patients, reviewing their case notes 
with the junior house office (trained specifically to answer questions with regards to 
the simulated patients) and deciding on a course of action for management. Patients 
were seen by both the participant and the junior house officer. Approximately 30 
minutes was the necessary time for the participants to review both patients. 
Real Environment: Surgical ward rounds were randomly selected and observed over 
period of 6 weeks. 
 
5.2.3 Data capture  
 
Simulated / Real Environments: (a) Questionnaires: Participants evaluated the 
simulated ward round using questionnaires. The questionnaire examined aspects of 
the surgical ward round such as the authenticity of patients, staff, environment and 
notes (face/content validity). Participants also recorded the amount of postgraduate 
experience they had and the amount of training or assessment for ward round 
performance they had previously received (construct). (b) Assessment of skills using 
ward round assessment scale: Participants were assessed in real time via video 
cameras in simulated environment. Two raters (one blinded to the participant level of 
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experience) rated the technical performance of the participants using the ward round 
checklist. Participants were rated for each step of the ward round using a 5-point 
Likert scale. In addition, participants were rated based on proficiency of ward round 
related non-technical skills which is the part of our rating scale (decision making, 
teamwork, communication skills, professionalism, situation awareness, leadership). 
Video recordings of the participants were sent to a third blinded rater to further 
examine inter-rater reliabilty. In real settings, participants were evaluated using the 
ward round assessment tools by two raters (one blinded to the participant level of 
experience). 
 
5.2.4 Validation of the ward round rating scale 
 
During the next stage the tool was used in the ‘simulated’ and ‘clinical environments’. 
Two assessors (KA, MJ), who had formal training in human factors, FMEA and 
medical educational assessment methodologies, observed the participants as they 
conducted ward-rounds. One of the assessors (MJ) was blinded to the participants’ 
level of experience. 
 
5.2.5 Ethical approval 
 
Ethical approval was granted by the research and ethics committee at Imperial 
College Healthcare NHS trust (09/H0722/15). All participants gave informed consent. 
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5.2.6 Statistical methods 
 
Time taken to complete each assessment, recorded on every assessment form, is 
expressed as a mean and range. Normality of the data was evaluated by using the 
Kolmogorov-Smirnov test. Non-parametric test such as Mann-Whitney Test were 
used to evaluate differences in performance between grades of surgeon (construct 
validity).  
Reliability: Reliability data indicates how consistent or reproducible the observed 
differences amongst the participants are, as per their experience (32, 116). In addition 
to intra-class correlation, Generalisability theory was used to model the reliability of 
scores with different numbers of assessors and procedures (229).  The mean score 
across the measuring tool was used for this analysis as the tool has been designed to 
encompass important aspects of the participants’ performance during the ward rounds. 
A variance component analysis (VARCOMP in SPSS Version 17 [SPSS Inc, 
Chicago, IL, USA], using the MINQUE procedure) quantified the factors influencing 
the scores (such as individual assessor variation).  
Generalizability (G) coefficient means that subject (participants) variance can be 
estimated without effects from other sources of variance that might affect the 
expected between-subject variation within raters and the cases. 
Generalisability coefficient is: 
Variance subject score variance (Vs) / Subject score variance (Vs) + Rater score 
variance (Vr) + Case variance (Vc) 
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Inter-rater reliability was assessed by using intraclass correlation coefficient. Inter-test 
reliability was calculated using Pearson correlation technique. Inter-rater reliability 
was calculated using inter class correlation technique. 
Validity: The Mann Whitney U test was used to establish the construct validity of the 
task analysis.  
Analysis was done using Statistical Package for the Social Sciences (SPSS) 17. 
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5.3 Results  
 
The outcomes under the following principle headings: (1) Observation, mapping and 
development of the failure mode checklist; (2) Focus group discussion and healthcare 
failure mode effect analysis (FMEA); (3) Development of Surgical Ward Round 
Assessment Tool (SWAT) and its content validation 
 
5.3.1 Observation, mapping and development of the failure mode checklist 
 
The surgical ward-round process was mapped based on observation of clinical 
practice for around 20 hours. This included observation in general surgery (n=10), 
vascular surgery (n=2), cardiothoracics (n=2), urology (n=3), intensive care (n=2) and 
medical (n=1)(surgical-outlier) wards.  
Mapping of the ward round process was carried out after observation of clinical 
practice (Figure 5.1). The map was de-constructed into three steps based on the daily 
practice i.e. discussion prior to reviewing the patient (pre-patient hand-over); patient 
review (bedside exchange of information), and discussion after the patient review 
(post-patient review discussion).  
Based on observation of the practice and the mapping of the whole process, a failure 
mode task-list was created (Table 5.1) which was scored based on established and 
previously validated ‘FMEA Scoring Sheet’ (Figure 5.2). Hazard scores were 
calculated by multiplying severity, frequency and detectibility scores. The group also 
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decided whether each failure mode was a single point weakness and if there was a 
control measure in place to prevent the failure mode. 
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Figure 5.1 - Mapping of the ward round process 
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Table 5.1 – Failure mode list developed after observation and mapping of the ward-round process and scored using FMEA Score sheet (Figure 5.2) 
WARD ROUND FMEA 
No. Process step 
 
Definition 
Failure mode Effects 
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1 Patients prioritized  
  
  
Decisions are made regarding which patients should be 
seen first based on medical urgency, or which patients are 
conveniently located. (i.e. Patients on the home ward first) 
Not prioritised Original patient 
prioritised list not 
followed 
4 4 2 n y 32 
2 Prioritisation 
incorrect 
4 4 1 y n 16 
3 Team uses 
lifts/stairs/common areas 
to change wards  
Team uses lifts/stairs/common areas to change wards Do not wash hands  Transmit infections 4 4 2 n n 32 
4 Discuss patient 
details  
Confidentiality 
compromised 
 
4 2 4 n y 32 
5 Team goes to wrong 
place 
Ward round delayed 4 4 3 y n 48 
6 Team sees the first or the 
next patient 
The team move towards the first/next patient on the list 
after entering the ward area. 
Team is incomplete Patient care 
suboptimal 
4 4 2 y n 32 
7 Team goes to wrong 
patient 
Incorrect treatment 4 3 3 y n 36 
8 Patient absent Patient care delayed 4 4 1 y n 16 
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9 Open curtain/door to 
patient bed space 
The team pull open the curtain or open the door to the side 
room 
Team does not 
'knock' 
Patient embarrassed 2 4 1 n n 8 
10 Do not wash hands Transmit infection  4 4 2 n n 32 
11 Close curtain/door to 
patient bed space 
The team close the curtain or open the door to the side 
room 
Not closed Confidentiality 
breached 
2 4 3 n n 24 
12 Team introduces 
themselves 
Team members introduce their full name and role to the 
patient 
Team does not 
introduce themselves 
Patient cannot tell the 
doctors that they have 
come to see the wrong 
patient 
4 4 3 y n 38 
13 Team checks Patient's 
identity 
Team members ask the patient to confirm their identity, or 
take other appropriate measures to confirm e.g. read 
identity bracelet 
Team does not check 
Patient's identity 
Incorrect Patient 
treatment 
4 3 3 y n 36 
14 Team takes Patient’s 
history 
A history is obtained from the patient.  Do not take accurate 
history 
Incorrect Patient 
management 
4 4 3 n n 48 
15 Observation charts/fluid 
charts/catheter and drain 
output checked 
Observation chart results (e.g. respiratory rate, heart rate) 
and results are checked and/or updated.  
Charts not checked 
correctly 
Complication missed 4 4 1 y n 16 
16 Team examines Patient 
 
Patient is given a physical examination Examination not done 
correctly 
Incorrect Patient 
management 
4 4 1 y n 16 
17 Team checks Patient is 
wearing TED stockings 
If the patient has been issued TED stockings, are they 
wearing them at all or correctly? 
Team does not check Patient at increased 
risk of 
thromboembolism 
4 4 4 n n 64 
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18 Communication with 
nurse/physio/dietician etc 
Communication between doctors 
andnurses/physiotherapists/dieticians etc. 
Inadequate 
communication 
Patient care 
suboptimal 
4 4 1 y n 16 
19 Blood results checked Blood results checked Blood results not 
checked correctly 
Patient care 
suboptimal 
4 4 3 y n 48 
20 Imaging results checked Imaging results checked Imaging results not 
checked correctly 
Patient care 
suboptimal 
4 4 3 y n 48  
21 Drug chart checked  Drug chart checked Drug chart not 
checked correctly 
Patient care 
suboptimal 
4 4 2 y y 32 
22 Team teaching occurs Senior doctors teach other doctors and medical students  Team teaching does 
not occur 
Team does not fully 
understand how to 
manage the Patients 
4 4 1 y y 16 
 
23 Nutrition status checked The patient’s nutritional status is assessed based on how 
the patient reports their eating, or by measuring 
parenteral/enteral nutrition 
Nutrition status not 
checked 
Patient 
malnourishment 
untreated 
4 4 4 y n 64 
24 Differential diagnosis 
considered 
 
A list of differential diagnoses are proposed and discussed 
by members of the team 
Differential diagnosis 
not considered 
Incorrect diagnosis 4 4 3 y n 24 
25 Prognosis discussed with 
the Team and Patient 
Patient prognosis is discussed amongst members of the 
team and with the patient 
Prognosis not 
discussed with the 
Team and Patient 
 Inappropriate Patient 
management  
4 3 2 y n 24 
26 Wounds checked Surgical wounds are assessed for infection and healing Wounds not checked 
correctly 
Wound infection 
missed, treatment 
delayed 
4 3 2 y n 12 
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27 Drains checked Chest and other drains are checked  Abnormal drain 
output not checked 
correctly 
Complication missed, 
treatment delayed 
4 3 1 y y 16 
28 Lines checked Intravenous and other lines are checked Lines not checked Line infection missed, 
treatment delayed 
4 4 1 y y 16 
29 Arrange communication 
with the relatives 
If necessary, the patient’s relatives are contacted. Communication with 
relatives not arranged 
correctly 
Inadequate 
communication  
4 4 2 y n 32 
30 Discussions regarding 
appropriate 
investigations 
Team discuss which investigations are most appropriate in 
terms of urgency, radiation, cost etc. 
Not discussed 
correctly 
Inappropriate 
investigations 
4 4 2 y y 32 
31 Discharge planning If patient is ready or awaiting discharge, details of 
discharge should be prepared 
Incorrect discharge 
planning 
Delayed discharge 4 4 1 y n 16 
32 Follow-up arranged  Arrangements are made to see the patient again at a later 
time and/or date to check his/her status 
Follow up arranged 
incorrectly 
Suboptimal Patient 
management 
 
4 4 3 y n 48 
33 Jobs prioritized  
 
Ward jobs are delegated to members of the team (House 
officers) and prioritized in terms of urgency 
Jobs not prioritized 
correctly 
Suboptimal Patient 
management 
 
4 4 2 y n 32 
34 Notes updated Patient notes are updated with latest results and 
management plans 
Notes not updated 
correctly 
Treatment delayed 4 4 2 y n 32 
35 Handover sheet updated Handover patient list is updated with new information 
about the patients 
Handover sheet not 
updated correctly 
Suboptimal Patient 
management/Incorrect 
4 4 2 y n 32 
121 
treatment 
36 Team checks that there 
are no remaining issues 
Team checks that there are no remaining patients to be 
seen or other tasks to delegate or perform 
Team does not check 
that there are no 
remaining issues 
Suboptimal Patient 
management 
4 4 2 y n 32 
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Figure 5.2 – ‘FMEA Scoring Sheet’ used during the focus group 
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5.3.2 Focus group discussion and healthcare failure mode effect analysis (FMEA) 
 
The ward-round process task-list consisted 36 associated failure modes that were developed 
following the observation and mapping process (Table 5.1). Focus group assigned the range 
of hazard scores to failures varied between 8 and 64. FMEA score sheet was used for scoring. 
A hazard threshold of 48 was applied, that classified 9 (25%) failures as critical (Figure 5.3). 
Critical failures and their effects are shown in Table 5.2. 
Table 5.2 Results of the Focus Group. The following are the 9 most hazardous failure modes as 
determined by the focus group.  
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Figure 5.3 Graphical representations of the hazard scores calculated for each failure mode during the focus group. The blue arrow indicates the cut 
off score of 48 to determine the most hazardous failure modes.  
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5.3.3 Development of Surgical Ward Round Assessment Tool (SWAT) and its content 
validation 
 
FMEA process was used to develop and validate contents of the ward round assessment tool.  
After finalizing the data from the focus group, the final draft of the task-based checklist, the 
“Surgical Ward Round Assessment Tool” (SWAT) was drafted (Figure 5.4). The task list 
section was divided into three sections (pre bedside, bedside and post bedside). The ordering 
of processes in each section was not intended to represent an ideal chronology and should not 
influence assessment.  
Each process is to be scored according to the Likert scale (1-5) illustrated. The scale was 
adapted from the Direct Observation of Procedural Skills (DOPS) (230). Additionally, a 
section was added to ensure an overall safety rating (i.e. yes or no), based on the opinion of 
the assessor. Whilst assessing this, assessors should pay particular attention to the results of 
the focus group. A low score in a process associated with one of the nine most hazardous 
failure modes would have a greater weighting towards the safety score.  
The ward round is a largely non-technical skill based activity.  The next step was to develop a 
global evaluation scale, which was based on the attributes of non-technical skills. Decision-
making, teamwork, communication skills, professionalism, situation awareness and 
leadership (231) were chosen as the six most pertinent non-technical skills to a ward round 
performance. Once again, expert opinion was sought to define each of these components in 
relation to the ward round practice (specialist general surgeons n=5) completed the surveys. 
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Figure 5.4 – The Surgical Ward Round Assessment Tool (SWAT) 
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5.3.4 Validation of SWAT in simulated environment  
 
SWAT was validated in terms of face validity, construct validity, reliability, feasibility and 
acceptability.  
Nineteen participants (surgical registrars and specialists) were included in this validation 
phase. Each participant reviewed two patients (Figures 5.5 and 5.6). We assessed the 
clinicians’ total scores as opposed to the individual scores for each process. Participants were 
evaluated using the SWAT for both task specific and global components of the scale.  
 
Figure 5.5: Simulated room one – acute surgical case (pre-operative) 
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Figure 5.6: Simulated room two – post operative patient 
 
 
5.3.4.1 Construct validity and reliability:  
 
(a) Task specific list: SWAT has shown significant level of construct validity i.e. difference 
of outcomes between senior and junior groups. A significant difference amongst the 
specialists and trainees was demonstrated (p=0.001) (Figure 5.7). Specialists scored 
significantly higher than trainees and there was no overlap between the senior and junior 
groups.  
The task list demonstrated high inter-rater reliability. Intra-class correlation was 0.85 
(p=0.001) for the total scores.  
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Figure 5.7: Construct validity for the task specific component of SWAT (simulated settings) 
 
 
(b) Global rating scale: Significant level of construct validity (p<0.01) was established 
amongst the participants. The global scale showed high level of inter-rater reliability (0.970 
(p=0.0001)). Inter-test reliability was also significant (r=0.59; p=0.0001) 
 
5.3.4.2 Feasibility, acceptability and face validity:  
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Feasibility, acceptability and face validity were evaluated using quantitative (Appendix) 
methodology (Figure 5.8). Participants rated highly (4/5 on Likert scale, 80%) the realism of 
the environment with regards to patients, notes, staff, ward rooms, and environment  
 
Figure 5.8: Quantitative survey (questionnaire) – Acceptability and face validity 
 
 
A – Reality of environment; B – Patient realism; C – Case notes realism; D - Assistant / 
junior professionalism / training; E – Recommendation for training; F – Recommendation for 
assessment; G – Feedback after the ward round  
 
 
 
5.3.5 Validation of SWAT in clinical environment (construct validity and reliability) 
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Forty-four participants reviewed eighty-eight (surgical, orthopaedics and urology) patients 
during this study. These 88 cases were included in this validation phase. On each ward round 
performance was evaluated on two surgical patients using the SWAT. The clinicians’ total 
scores were evaluated as opposed to the individual scores for each step in the SWAT. 
Participants were evaluated using the SWAT for both task specific and global components of 
the scale.  
 
5.3.5.1 Construct validity and reliability 
 
SWAT demonstrated significant levels of construct validity, inter-rater reliability and inter-
test reliability. These were evaluated separately for generic and task specific parts of the 
SWAT. 
Task specific list: A significant difference amongst the specialists and trainees (registrars) 
has been demonstrated (p=0.001) (Figure 5.9). Specialists scored significantly higher than 
trainees and there was no overlap between the senior and junior groups.  
The task list also demonstrated high inter-rater reliability. Intra-class correlation was 0.899 
(p=0.001) for single items and 0.947 (p=0.001) for the total scores. A high inter-test (between 
two cases) reliability was demonstrated when measured using Pearson correlation (r=0.893; 
p=0.0001) (Figure 5.10). 
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Figure 5.9 – Construct validity. Box plots demonstrating significant difference in mean scores 
between consultants and registrars. 
 
 
Global rating scale: Significant level of construct validity (p<0.001) was established 
amongst the participants. A significant difference (p=0.001) was noted amongst the 
specialties (general surgery and urology). This could have been due to the fact that within 
urology group we had relatively more specialists.  
The global scale showed high level of inter-rater reliability. Intra-class correlation was 0.970 
(p=0.0001) for single items and 0.985 (p=0.0001) for the total scores. Inter-test reliability 
was also significant (r=0.574; p=0.0001) (Figure 5.7).  
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Figure 5.10 – Inter test reliability (Pearson correlation (R=0.866, p=0.001) 
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Limitations:  
This research study has a few limitations. First, the participants are recruited from a single 
geographical area with a limited number. Second, FMEA effectively depends on the team 
leader and members who examine the process and map the potential failures; it could be 
limited by their clinical experience previous failures or failure modes. In order to overcome 
this bias, experienced team members were selected. Third, blinding could influence results 
but video based assessment in not feasible and acceptable in the real setting. One the 
assessors were blinded to grade of the participants. However, when the results were evaluated 
from the simulation settings using the same tool, the outcomes were equally good. Fourth, 
some of the processes (identified by modified HFMEA) in the task list did not apply to every 
patient. For instance, some patients did not have drains, lines or wounds to be checked. This 
was taken into account whilst scoring and tasks and average scores were analysed. Finally, 
the educational impact of SWAT was not measured. It can potentially be measured after 
giving feedback of performance to candidates and training them on how to improve. The 
SWAT reliably correlated with surgical ward-round competence and may be used as a valid 
assessment tool both in real and simulated environments. 
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5.4 Summary 
 
This is the first study in which an established method of observation has been used to validate 
a non-technical skill assessment tool during ward rounds. SWAT not only allows assessment 
of task-specific components during the ward round but also provides an overall estimation of 
non-technical skills such as communication, decision making, team-working, situation 
awareness and leadership in various surgical specialties. One of the two raters was blinded to 
the participant identity. Taken together, we can suggest that SWAT demonstrates feasibility, 
validity, reliability and acceptability. It has a significant potential to be used in the context of 
communication, decision making and team-working assessment. This tool has ability to be 
used at both trainee and specialist levels.  
Ward round assessment tool is validated in both simulated and real settings. It can be used to 
evaluate performance of trainees and specialists. Simulated settings can be created using the 
minimal resources.  This chapter does not evaluate education impact of the SWAT. Further 
studies are in progress to evaluate its impact.  
 
Chapter 4 and 5 identified and developed tools for assessment of technical and non-technical 
skills. Based on the conclusion from the interviews of the specialist (Chapter 3), the 
following chapter will identify the methods for evaluation of technical and non-technical 
skills that will be based on evaluation of clinical outcomes.  
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Figure 5.11 An over-view of the process of development of SWAT using FMEA methodology 
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CHAPTER 6  
 
 
SAFETY OF TRAINING AND PERFORMANCE ASSESSMENT IN 
OPERATING THEATRES – A META-ANALYSIS 
 
 
This chapter aims to establish systematic evidence for safety of training in the operating theatres 
by comparing performance of trainees against the specialists/trainers. It also explores the 
possibility of using early, intermediate and late outcomes of cardiac surgical procedures to 
determine performance of the clinicians. 
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6.1 Background  
 
In addition to observation of clinical practice and its evaluation in measureable terms, quality of 
care and individual performance can also be measured by evaluating the clinical outcomes. The 
quality of care within a healthcare, both at individual and system level, can be assessed by 
evaluating the structures designed to provide healthcare, appraising the process of healthcare 
delivery, and measuring clinical outcomes (232). Procedural outcomes contribute to the clinical 
outcomes of a healthcare system (233). They can be used to assess clinician performance and 
healthcare effectiveness (12, 37, 234). The measurement of procedural outcomes can provide 
comprehensive feedback towards quality improvement for the speciality trainees, specialists and 
healthcare organizations (Figure 6.1). 
Although the procedural training has traditionally focussed on the perceived gold standards of 
volume-based learning and observational assessment of skills, these are now limited due to the 
concerns regarding patient safety (235-237). It has been shown that the procedural experience 
gained through the volume of exposure reduces morbidity and mortality in procedures associated 
with a higher incidence of adverse events (238). Within these high risk disciplines, clinicians can 
be assessed using a combination of structure, process, and outcome measures (239). However, it 
is imperative to provide evidence that the workplace is safe for training and assessment. In order 
to establish this evidence, a meticulous method of data collection, analysis and dissemination is 
required. 
With regards to procedural outcomes, cardiac surgery is one of the primary adopters of data 
collection, analysis and publication. They are the pioneers who took the initiative and developed 
a process to publish their outcome data. Cardiac surgeons’ data are widely available for 
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comparison, than any other craft discipline. Various surgical specialities such as general surgery, 
vascular surgery, orthopaedics and urology are in the process of developing a consensus to 
implement a similar system of reporting of the clinical outcomes.  
Coronary artery bypass grafting (CABG) and valve surgery can be ideal examples for outcome 
measurement given both their frequency and their potential for serious morbidity and mortality 
(239). These procedures therefore can be used as a benchmark for the assessment of 
performance. However, there are a limited number of studies which have attempted to establish 
the safety of training by comparing procedural outcomes of trainees with that of the specialists or 
consultants (240-254). Once the safety is established, these outcomes can also be used for 
assessment of performance (58).  
This chapter aims to establish systematic evidence for safety of training in the operating theatres 
by comparing performance of trainees against the specialists/trainers. It also explores the 
possibility of using early, intermediate and late outcomes of cardiac surgical procedures to 
determine performance of the clinicians. 
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Figure 6.1: An over-view of Workplace based assessment of performance  
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6.2 Methods 
 
This chapter identified the studies that mentioned cardiac surgeons’ outcomes at both trainees 
and trainers (specialist) levels. In performing this study, guidelines from the Preferred Reporting 
Items for Systematic reviews and Meta-Analyses (PRISMA) were followed (115). 
 
6.2.1 Eligibility criteria 
 
Studies comparing quality indicators of cardiac surgical procedures such as CABG and valve 
surgery (aortic and mitral valve surgery) between the specialist and trainees were included in this 
study.  
The outcomes of interest were mortality, morbidity and resource consumption. All non-
comparative studies were excluded, as were those in which the outcomes of interest were not 
documented. When studies from the same authors and institution were published during the same 
or overlapping periods, the most recent or most informative article or the one covering the widest 
chronological period was included in order to avoid double publication.  
 
6.2.2 Information sources and search 
 
Medline (1950-2012), EMBASE (1980-2012) and PsycINFO (1967-2012) databases were 
searched.. A combination of the following MeSH terms and keywords was used: “education” 
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(MeSH) or “teaching” (MeSH) or “staff development” (MeSH) or “training” (keyword) and 
“cardiac surgical procedures” (MeSH) or “coronary bypass graft” (MeSH). Cochrane and DARE 
(Database of Abstracts of Reviews of Effectiveness) databases were also checked for any 
systematic reviews. No language restrictions were made. References from the selected articles 
were also reviewed. 
 
6.2.3 Study selection and data collection process 
 
Reviewers (KA and KN) independently identified potentially relevant studies by reviewing the 
abstracts. The full text of these articles were retrieved and screened for inclusion by reviewing 
abstracts. Conflicts between the authors were subsequently reviewed until there was 100% 
agreement on the final interpretation of the data.  
 
6.2.4 Data items 
 
The following information was extracted from each study: first author, year of publication, 
demographics, eligibility criteria, number of subjects treated by each method, pre-operative 
characteristics and operative outcomes. 
The procedural outcomes (CABG and valve surgery) of trainees were compared against that of 
the specialists. The outcomes were categorised into the early (peri-operative to 30 day), 
intermediate (one month to 5 years) and late outcomes (> 5years) (Figure 6.2).  
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Figure 6.2: Components of skills influencing morbidity and mortality (239, 255) 
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Early outcomes were further sub-categorised into parameters determined by the 
effectiveness of an entire system. These include technical skills, non-technical skills and that 
effecting resource consumption (256). The outcomes dependent on non-technical skills and 
resource consumption not only include the individual performance but also function as 
indicators of the system performance throughout the patient journey.  
(1) Technical skills based outcomes are primarily determined by the dexterity of a surgeon 
within a specific timeframe. The following variables were considered: bypass time, cross 
clamp time, number of grafts, re-operation, sternal re-operation for post-operative bleeding, 
need for post operative intra-aortic balloon pump, myocardial infarction, stroke - new focal 
neurological deficit, arrhythmias, renal failure, ventilation extended (more than 8 hours) and 
deep wound infection (239, 255, 256); (2) Non-technical skills based outcomes include 
decision making and team coordination. In addition to skills of a surgeon, these variables are 
also influenced by multiple factors such as competence and performance of staff responsible 
for peri-operative care. The following variables were considered: intensive care unit length of 
stay, hospital length of stay, early (in-hospital or 30-day mortality) and composite morbidity 
(239, 255, 256). Early mortality and the composite morbidity, in addition to non-technical 
components, can also reflect the technical skills of the surgeons; (3) Resource consumption 
includes an overlap of both technical and non-technical skill dependent outcomes that can 
directly affect a healthcare system (239, 257, 258). Consumption of extra resources may 
affect balance in healthcare finances thus affecting patient care (239). The following 
variables were considered under this category: intensive care unit length of stay, hospital 
length of stay and ventilation extended for more than 8 hours (239, 255, 256).  
Intermediate outcomes for CABG were the New York Heart Association (NYHA) 
classification, myocardial infarction, graft stenosis, percutaneous coronary intervention, redo 
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surgery and cardiac mortality (249). For valve surgery the variables were para-valvular leak, 
haemolysis, infective endocarditis and need for redo valve surgery (256).   
Late outcomes were cardiac related survival and patient reported outcomes such as the 
quality of life.  
 
6.2.5 Synthesis of results 
 
Outcomes reported by at least three studies were meta-analysed whilst the non-statistically 
analysable outcomes were described descriptively. Meta-analysis was performed in line with 
recommendations from the Cochrane Collaboration and the Quality of Reporting of Meta-
analyses (QUORUM) guidelines (259, 260). The effect measures estimated were odds ratio 
(OR) for dichotomous data and weighted mean difference (WMD) for continuous data, both 
reported with 95% confidence intervals (CI). The odds ratio represents the odds of an adverse 
event occurring in the trainee group compared with the consultant group. An odds ratio of 
less than one favoured the trainee group. The point estimate of the odds ratio was considered 
statistically significant at the p <0.05 level if the 95% confidence interval did not include the 
value one.  
For categorical variables, the odds ratios were calculated with the Mantel–Haenzel Chi 
square method using a “random effect” meta-analytical technique. The “random effect” 
model is particularly suitable for surgical research as it assumes that there is natural variation 
between studies, and the calculated odds ratios thus have a more conservative value. Odds 
ratio of less than 1 favored the trainee group. For continuous variables such as time, statistical 
analysis was carried out using the weighted mean difference (WMD) as the summary 
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statistic. WMD of negative value favored the trainee group. Additionally, studies with data on 
off-pump coronary artery bypass (OPCAB) were analysed separately. 
All analysis was conducted using Review Manager Version 5 (The Cochrane Collaboration, 
Software Update, Oxford). 
 
6.2.6 Assessment of the quality of the studies 
 
The quality of each study included in the analysis was assessed using a method based on 
existing stratification tools such as the Eursoscore and Parsonnet score. Other important 
sources such as the ‘Canadian CABG surgery quality indicator consensus panel’ by Guru et 
al and ‘Quality measurement in adult cardiac surgery’ described by Shahian et al were also 
considered (239, 255, 261, 262) (256) . 
Three dimensions were used to evaluate the quality of the individual studies: (1) 
Comparability determined by matching of demographics; (2) Risk stratification determined 
by matching of clinical risks, comorbidities and urgency of operation; (3) Reporting of 
outcomes determined by matching of peri-operative and postoperative outcomes. 
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6.3 Results 
 
6.3.1 Study selection 
 
Nine hundred and twenty publications were identified using the above search strategy.  Eight 
hundred and ninety eight studies were excluded following title and abstract review. The 
remaining 22 studies, their references and related articles were further examined.  Of these 22 
studies we further excluded 8 studies because they either had the same authors at the same 
institution during overlapping periods or they had collective outcomes for CABG and 
valvular surgery. However, two studies (Caputo et al. and Ascione et al.) from the same 
institution were included because each study had different trainees. Finally, 14 studies were 
utilised for the final data extraction (Figure 6.3) (240-242, 244-254). There was a satisfactory 
inter-rater agreement between the two authors for study selection (Kappa = 0.83). 
 
6.3.2 Study characteristics and synthesis of results 
 
The extracted data from the selected studies were categorised into: (a) isolated CABG, (b) 
isolated mitral valve surgery, (c) isolated aortic valve surgery and (d) CABG combined with 
aortic valve surgery (Table 6.1 and 6.2). Only studies that measured outcomes from isolated 
CABG fulfilled the criteria for meta-analysis.  One of these studies compared junior and 
senior trainees to specialists separately. For the purposes of meta-analysis the data from this 
study was divided into two study groups: junior trainees versus specialists (Bakaeen et al 1) 
and senior trainees versus specialists (Bakaeen et al 2).  
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Figure 6.3: Flow diagram of studies included in meta-analysis 
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22 articles retrieved for more detailed 
evaluation 
8 articles excluded after full text 
review 
0 articles identified after reference 
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14 articles included in final analysis 
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Table 6.1: Characteristics of the studies included in systematic review (263) 
Key     T – Trainee,   C – Consultant,    CABG - Coronary artery bypass graft,   OPCABG – Off pump coronary artery bypass graft,   MVR – Mitral valve replacement, 
AVR – Aortic valve replacement, R+PD – Retrospective with prospective data collection,   NA – Not available  
 Study Surgery Type Study Type 
Trainees’ (T) 
cases 
Consultants’(C) 
cases 
Total 
T/
C 
Age (yr) 
mean + - S.D 
 mean (range) 
Sex (M:F) 
1 
Ascione et al 
(241) 
OPCABG R + PD 239 419 658 
T 
C 
66.9 ± 9.3 
66.8 ± 9.1 
183 / 56 
334 / 85 
2a 
Bakaeen 1 et al  
(Junior 
trainees)( 242) 
CABG R + PD 385 47 432 
T 
C 
62.1  ± 7.9 
63.2 ± 8.4 
383/2 
47/0 
2b 
Bakaeen 2 et al 
(Senior trainees) 
(242) 
CABG R + PD 610 47 657 
T 
C 
61.7 ± 8.6 
63.2 ± 8.4 
605/5 
47/0 
3 
Caputo et al 
(244) 
OPCABG R + PD 124 435 559 
T 
C 
62.0 ± 8.5 
62.8 ± 9.4 
100 / 24 
350 / 79 
4 
Goodwin et al 
(245) 
CABG  R + PD 1216 1524 2740 
T 
C 
NA NA 
5a 
Gulbins (CABG) 
et al (246) 
CABG R + PD 1706 8725 10431 
T 
C 
NA NA 
6 
Karagounis et al 
(248) 
OPCABG R + PD 125 198 323 
T 
C 
69 
67 
99/26 
148/50 
7 
Oo et al (251) 
CABG  R + PD 559 5119 5678 
T 
C 
63.5 (58.1 – 69.0) 
64.3 (58.0 – 70.2) 
470 / 89 
4111 / 1008 
8 
Guo et al (247) 
CABG R + PD 743 2163 2906 
T 
C 
65.6 ± 9.2 
64.4 ± 10  
595/148 
1723/440 
9 
Roberts et al 
(240) 
CABG R + PD 100 100 200 
T 
C 
62 (33-84) 
61 (38-84) 
NA 
10a 
Stoica (CABG) 
et al (249) 
CABG R + PD 835 5113 5948 
T 
C 
65.2 ± 11.2 
65 ± 10.8 
758/296 
4378/1499 
11 
Yap et al (250) 
CABG R + PD 983 6762 7745 
T 
C 
65.7 ± 9.6 
65.8 ± 10.4 
756/227 
5166/1596 
12 
Alexiou et al 
(252) 
Mitral valve repair R + PD 171 300 471 
T 
C 
66 ± 7 
65 ± 8 
104/67 
204/96 
13 
Baskett (MVR) 
et al (253) 
Mitral valve 
replacement/repair 
R + PD 165 261 426 
T 
C 
NA 
75/90 
128/133 
14a Sethi (MVR) et Mitral valve R + PD 125 142 267 T 58.9 NA 
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*Data extracted from single studies  
al (254) replacement C 59.7 
14b 
Sethi (AVR) et al 
(254) 
Aortic valve 
replacement 
R + PD 349 341 690 
T 
C 
58.9 
59.7 
NA 
10b 
Stoica et al. 
(AVR) (249) 
Aortic valve 
replacement 
R + PD 118 388 506 
T 
C 
65.2 ± 11.2 
65 ± 10.8 
758/296 
4378/1499 
5b 
Gulbins (AVR) 
et al (246) 
Aortic valve 
replacement 
R + PD 191                                                                                                                                                                                        1273 1464
T 
C 
65.5 ± 11.8 
68.4 ± 11.8 
NA 
10c 
Stoica et al 
(CABG ± AVR) 
(249) 
CABG + aortic valve 
replacement  
R + PD 101 376 477 
T 
C 
65.2 ± 11.2 
65 ± 10.8 
758/296 
4378/1499 
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Table 6.2: Reported peri-operative outcomes  
  
Technical skill dependent outcomes 
(Dexterity, duration of a procedure) 
  
System dependent outcomes (Communication, 
team working, decision making, management) 
No. Study 
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1 Ascione et al (241)    X   X X X X   X X       X X   X X   X X X   X X X 
2a Bakaeen 1 et al (242)  X X     X X     X     X     X     X       X X X       
2b Bakaeen 2 et al (242)  X X      X X     X     X     X     X       X X X       
3 Caputo et al (244)  X X  X     X X   X   X X X   X X X     X   X X       X 
4 Goodwin et al (245)  X X             X   X       X             X X         
5a 
Gulbins (CABG) et al 
(246)  X                 X         X                         
6 Karagounis et al (248)       X X X     X X X       X           X   X X       
7 Oo et al (251)     X   X X     X   X X   X X     X                   
8 Guo et al (247)  X X  X X X X       X X X     X             X X X X   X 
9 Roberts et al (240)       X   X     X X X       X             X X         
10a Stoica (CABG) et al (249)  X  X   X X X     X X X       X     X       X   X     X 
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11 Yap et al (250)  X X      X X     X     X     X     X       X X         
12 Alexiou et al (252)  X X  X   X X     X X X       X   X         X X     X   
13 Baskett (MVR) et al (253)       X   X       X X X     X     X           X       
14a Sethi (MVR) et al (254)  X                           X                         
14b Sethi (AVR) et al (254)  X                           X                         
10b Stoica et al. (AVR) (249)  X  X   X X X     X X X       X     X       X   X     X 
5b Gulbins (AVR) et al (246)           X       X         X                         
10c 
Stoica et al (CABG ± 
AVR) (249)  X  X   X X X     X X X       X     X       X   X     X 
*Composite morbidity: Any of: death, stroke, reoperation for bleeding, intra- or postoperative insertion of intra-aortic balloon pump, postoperative new renal failure, or deep sternal 
wound infection 
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(a) Isolated CABG 
Eleven studies reported early outcomes on isolated CABG (3 OPCABG) (Table 6.3) (240-242, 
244-251). Of these 11 studies, only two studies reported intermediate outcomes but none 
mentioned late outcomes (249, 250). 
The early outcomes were meta-analysed under the following categories: (1) Technical skills 
dependent outcomes: Out of the twelve technical skills related components that were analysed, 
only bypass time showed statistical difference in favour of the specialist surgeons (6 studies 
reporting on 24097 patients, WMD = 7.26; p = 0.002) (Figure 6.4). There was a trend, in favour 
of consultants, towards significance of technical skills related outcomes such as number of grafts 
(WMD = - 0.27; p = 0.10), re-operation (OR = 0.65; p = 0.10) and post operative arrhythmias (OR 
= 0.83; p= 0.09), but they did not reach statistical significance (p<0.05). The other outcomes 
(cross clamp time, sternal re-operation for post-operative bleeding, need for intra-aortic balloon 
pump, myocardial infarction, stroke - new focal neurological deficit, renal failure, ventilation 
extended, and deep wound infection) had no statistical difference between the two groups 
(p>0.10). (2) Non-technical skills dependent outcomes: Out of the four non-technical skill 
parameters that were analysed, intensive care unit length of stay showed statistical significance in 
favour of the trainee group (3 studies reporting on 3622 patients, WMD= - 0.67; p = 0.03). The 
other outcomes (hospital length of stay, early mortality, composite morbidity) had no statistical 
difference between the two groups (p>0.10).  
In addition to composite morbidity, 9 studies reported postoperative complications of each group 
(263). The most common complications in both trainee and specialist groups were: extended 
ventilation, arrhythmia and myocardial infarction.  
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Table 6.3: Meta-analysis of peri- and post-operative outcomes for CABG 
Odds ratio (OR), weighted mean difference (WMD), their calculated 95 percent confidence intervals (95%CI), p-value and a test of 
heterogeneity (HG) 
 
Outcomes No of 
studie
s 
No of 
pts 
OR/ 
WM
Da/H
Rb 
95% CI p-value HG 
χ2 
HG 
p -value 
Technical skills        
Bypass time 6 24097 7.26 2.64, 11.88 0.002 135.84 <0.0001 
Clamp time 6 24097 2.98 -6.69, 12.65 0.55 1487.26 <0.0001 
No of grafts 6 12972 -0.27 -0.59, 0.05 0.10 972.10 <0.0001 
Re-operation 6 21449 0.65 0.39, 1.08 0.10 12.18 0.03  
Sternal re-opening 10 28884 0.89 0.79, 1.13 0.35 5.81 0.76 
IABP 5 13813 0.83 0.60, 1.15 0.27 1.76 0.78 
Myocardial infarction 8 31861 0.84 0.51, 1.38 0.49 22.39 0.002 
Stroke 12 39973 0.92 0.73, 1.15 0.46 11.44 0.41 
Arrhythmias 4 9301 0.83 0.67, 1.03 0.09 3.63 0.30 
Renal failure 8 25330 0.96 0.78, 1.19 0.72 6.62 0.47 
Ventilation extended 7 25554 0.92 0.67, 1.28 0.64 29.77 <0.0001 
Deep wound infection 9 20708 1.05 0.76, 1.45 0.78 7.93 0.34 
Non-technical skills        
ICU LOS (days) 3 3622 -0.67 -1.25, -0.08 0.03 15.23 <0.0005 
Hospital LOS (days) 3 10230 -0.60 -1.49, 0.30 0.19 1076.63 <0.0001 
Early mortality 12 42390 0.75 0.52, 1.08 0.12 29.45 0.002 
Composite morbidity 6 14702 1.09 0.94, 1.27 0.27 5.91 0.31 
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Figure 6.4 a: Forest plot showing results from meta-analysis of comparison of bypass time of the procedures done by trainees and consultants  
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Figure 6.4 b: Forest plot showing results from meta-analysis of comparison of procedural mortality by trainees and consultants 
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In the two studies that reported intermediate outcomes, the risk adjusted survival at 1, 3, and 5 
years was not significantly different between trainee and specialist groups (249, 250). 
No comparisons in terms of patient reported outcomes were identified. 
 
(b) Isolated mitral valve surgery 
Three studies reported early outcomes on isolated mitral valve surgery (252-254).  The first study 
only included patients undergoing mitral valve replacement (254) whereas the second considered 
both mitral valve repair and replacement, but did not report outcomes separately for each type of 
procedure (253). The third study investigated outcomes from mitral valve repair and was the only 
study to report intermediate outcomes (252). None of the studies discussed late outcomes. 
Early outcomes were categorised into: (1) Technical skills dependent outcomes: Two out of three 
studies considered preoperative risk stratified outcomes. In these two studies there were no 
significant differences in the following variables: re-operation, need for intra-aortic balloon pump, 
need for inotropes, renal failure, myocardial infarction, stroke, ventilation extended, and wound 
infection  (252, 253). In the third study the specialist group had relatively high risk patients, which 
was reflected by a significantly longer bypass time (142 ± 62 vs 120 ± 52 minutes, p < 
0.0001)(254). Differences in operating technique for mitral valve repair were discussed in two 
studies(252, 253). In the study by Alexiou et al trainees performed more quadrangular resections 
of the posterior leaflet (145 vs. 105, p = 0.008), compared to the specialists. Similarly the trainees 
performed less complex methods such as sliding plasty (14 vs. 42, p = 0.08), edge to edge repair 
(3 vs 31, p = 0.0003), or insertion of artificial chordae (2 vs. 66, p < 0.0001).  In the study by 
Baskett et al there was a higher proportion of anterior leaflet repairs in the trainee group (19.0% 
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vs 13.8%) and a higher proportion of isolated annulopasty procedures in the specialist group 
(27.6% vs. 17.7%). (2) Non technical skills dependent outcomes: In the risk stratified studies one 
study (253) showed no significant differences in composite morbidity and mortality. The other 
study reported no significant differences in ICU duration, hospital stay and mortality(252). The 
study by Sethi et al only reported operative mortality which was not significant.  
Two studies reported individual postoperative complications (263). The most common 
complications in both trainee and specialist groups were: extended ventilation and cardiac failure. 
 
The reported intermediate outcomes were grade of mitral regurgitation, haemolysis, redo mitral 
valve surgery and mortality, which were all non significant. In addition overall five year Kaplan-
Meier survival was slightly lower (non significant p = 0.09) in the specialist group. 
 
(c) Isolated aortic valve surgery  
Three studies reported early outcomes on isolated aortic valve surgery, but no studies mentioned 
intermediate or late outcomes(246, 249, 254). 
 
Early outcomes were categorised into: (1) Technical skills: Two studies reported that cross clamp 
time was not statistically different between the trainee and specialist groups.  One of these studies 
reported stroke incidence (trainees 1.2% vs. specialists 2.1%, ns) and re-operation rate, which was 
significantly higher in the specialist group (0.6% vs. 2.8%, p < 0.05).  No other technical skills 
outcomes were measured. (2) Non technical skills: Observed mortality was the only non technical 
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skill parameter to be reported by two studies (246, 254) and this was not statistically different 
between trainee and specialist groups. 
 
(d) CABG combined with aortic valve surgery 
One study considered CABG combined with aortic valve surgery independently. However, the 
only outcomes measured was cross clamp time and bypass time which were not statistically 
different between the trainee and specialist group (p = 0.65, p = 0.17, respectively) (249). 
 
7.3.3 Assessment of quality dimensions of the studies 
 
We assessed the quality of each study included in the meta-analysis (241, 244, 245, 247-250) 
(Table 6.4). We performed two types of analysis: (1) an overall analysis, and (2) analysis 
focusing on high quality studies to evaluate robustness of results which is called as sensitivity 
analysis. The results of sensitivity analysis are presented in (Table 6.5). Intensive care unit length 
of stay remained statistically significant in favour of the trainee group (p = 0.03) whereas bypass 
time was no longer statistically significant (p = 0.27). 
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Table 6.4: Quality assessment of CABG studies based on assessment of skills  (239, 255, 264) 
  COMPARABILITY RISK STRATIFICATION REPORTING OF OUTCOMES   
Study Demographics 
(max=2points) 
Clinical Comorbidities Urgency of 
Operation 
Perioperative 
(max=9 points ) 
Technical skills  Non 
Technical 
Skills  
Total 
(max=67) 
(max=6 
points) 
(max=22 points) (max=1 
point) 
(max=14 points) (max=13 
points) 
     
Ascione et al. 2 6 11 1 2 8 9 39 
Bakaeen 1 et al.  2 3 4 0 4 5 4 22 
Bakaeen 2 et al.  2 3 4 0 4 5 4 22 
Caputo et al. 2 3 5 1 2 9 7 29 
Goodwin et al. 2 6 12 1 5 2 3 31 
Gulbins et al. 2 0 9 1 2 1 1 16 
Karagounis et al.  2 4 10 0 1 6 4 27 
Oo et al. 1 3 4 0 2 7 2 19 
Guo et al. 2 1 11 0 4 7 6 31 
Roberts et al. 1 1 7 1 2 5 3 20 
Stoica et al.  2 4 5 0 2 7 4 24 
Yap et al. 2 3 7 0 3 5 3 23 
Demographics: Scoring: (1 point each) - Sex, Age 
 
Clinical risks: Scoring: (1 point each) smoker, hypercholesterolaemia, hypertension, diabetes, obesity, family history ischaemic heart disease 
 
Preoperative risks: Scoring (1 point each) - degree of  vessel disease, angina class, redo operation, previous myocardial infarction, previous stroke, previous cardiac surgery, previous gastrointestinal surgery, 
severity/cardiac index, renal disease, peripheral vascular disease, heart failure, respiratory disease, intravenous heparin, intra-aortic balloon pump, ejection fraction, angioplasty, left main stem stenosis, arrhythmia, 
valvular heart disease, active endocarditis, left ventricular aneurysm, neurological dysfunction 
 
Perioperative outcomes: Scoring (1 point each) -  need for pacing, need for inotrope usage, no of arteries used, no of grafts, bypass time, clamp time, time/graft, theatre time, cost 
 
Technical skills outcomes: Scoring (1 point each) - reoperation, stroke, sternal reoperation for bleeding, deep wound infection, need for IABP, myocardial infarction, arrhythmia, ventilation extended, renal failure / 
therapy, need for angioplasty/angiography, blood loss, transfusion, haemofiltration, inotropic support 
 
Non-technical skills/System dependent outcomes: Scoring (1 point each) - ICU-stay length, hospital stay length, mortality, composite morbidity, angina, septicaemia, chest infection, respiratory failure, 
reintubatioin, intubation time, need for tracheostomy, multi-organ failure, gastrointestinal complications 
MEDIAN SCORE OF ALL STUDIES: 23 
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Table 6.5: Sensitivity analyses for CABG studies 
Outcomes No 
of 
stu
die
s 
No of pts OR/ WMDa/ 95% CI p-value HG HG 
HRb χ2 p -value 
High quality studies             
(quality score >22 points) 
Technical skills               
Bypass time 3 12577 4.58 -3.59, 12.76 0.27 132.47 <0.0001 
Clamp time 3 12577 -2.13 -21.31, 17.06 0.83 1411.27 <0.0001 
Number of grafts 3 6205 -0.12 -0.48, 0.23 0.5 187.94 <0.0001 
Re-operation 4 10818 0.83 0.53, 1.32 0.44 4.65 0.2 
Sternal re-opening 5 18464 0.89 0.68, 1.17 0.4 2.51 0.64 
 IABP 3 10160 0.85 0.60, 1.20 0.35 1.56 0.46 
MI 3 11210 1.23 0.70, 2.14 0.47 3.04 0.22 
Stroke 6 19122 1.05 0.79, 1.39 0.75 4.47 0.48 
Arrhythmias 3 4123 0.82 0.53, 1.27 0.37 3.42 0.18 
Renal failure 5 18563 0.96 0.73, 1.25 0.74 4.67 0.32 
Ventilation extended 3 15334 1.1 0.77, 1.58 0.6 12.56 0.002 
Deep wound infection 5 11377 1 0.75, 1.34 1 3.49 0.48 
Non-technical skills               
ICU length of stay (days) 3 3622 -0.67 -1.25, -0.08 0.03 15.23 0.0005 
Hospital length of stay (days) 3 10230 -0.6 -1.49, 0.30 0.19 1076.63 <0.0001 
Early mortality 6 21539 1.04 0.73, 1.46 0.84 10.15 0.07 
Composite morbidity 3 10160 1.03 0.88, 1.22 0.69 2.24 0.33 
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6.3.4 Additional analysis 
 
We separately analysed studies with data on off-pump coronary artery bypass (OPCAB) (241, 
244, 248). Only stroke (3 studies reporting on 1540 patients, OR = 0.5; p = 0.3) and deep wound 
infection (3 studies reporting on 1540 patients, OR = 1.09; p = 0.8) were included in the analysis 
as they fulfilled the criteria for meta-analysis. 
 
Limitations:  
 
This study has a few limitations. The databases are not established to collect specific data with 
regards to effectiveness of training and assessment. Operative performance and patient outcomes 
are proportional to the experience of the operating surgeons. It is completely understandable and 
ethical that consultants would operate on difficult cases themselves and allow their trainees to 
undertake less complicated cases and would take over in case of any procedural difficulties. 
Therefore, at present the outcome data should only be used for the specialist assessment unless the 
data has been collected individually for trainees and specialists. Most of the studies included in 
the meta-analysis recognised this fact and performed a pre-operative risk assessment (241, 243, 
245, 246, 248, 249).  Only a few studies included in this analysis attempted to compensate for the 
bias in patient selection by performing a regression analysis (247, 249, 251).  Another explanation 
for more or less similar outcomes between the two groups could be that the trainees are assisted 
by experienced surgeons (specialists) whilst the less experienced trainees assist the specialists. 
Nevertheless, it should also be noted that a considerable part of the operation (initial opening of 
sternum, the bypass procedure and the final closing of the sternum) is mostly performed by 
trainees. The studies have not mentioned this fact in terms of measurable figures.  
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Potential limitations of the meta-analysis within this systematic review were: (i) The possibility of 
publication bias is more common with observational studies because negative studies are less 
likely to be published. Evaluation of publication bias would have been required if statistically 
significant differences were present. This wasn’t the case in our study for the main mortality and 
morbidity outcomes of interest and the possibility of type I error remains limited (i.e. false 
positive results); and (ii) Significant heterogeneity was evident between the studies included in 
this meta-analysis, but to a degree this was assessed by the sensitivity analysis 
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6.5 Summary  
 
The evidence in this systematic review translates into practical recommendations for the training 
and assessment of performance at both trainee and specialist level. A flow diagram approach has 
been suggested for the evaluation of performance based on the early, intermediate and late 
outcomes in commonly performed cardiac surgical procedures (Figure 6.5). 
This study was designed to establish whether surgeons are safe to be trained in a real setting and 
the performance of surgeons (trainees and specialists) can safely be assessed using the early, 
intermediate and late outcomes. The meta-analysis of CABG procedures did not show any 
significant differences between technical and non-technical skills of trainees versus specialists 
apart from bypass time (less for specialists) and intensive care unit length of stay (less for 
trainees). Sensitivity analysis which considered only high quality studies eliminated the 
significant difference in bypass time between the two groups. Further analysis of studies with 
OPCAB also, did not reveal any significant differences in the analysed parameters. Studies 
reporting outcomes of valve surgery did not report any statistical differences between the 
outcomes. The skills involved in carrying out a procedure were divided into technical and non-
technical components (264, 265).   
This study establishes the safety of supervised training and assessment in the operating theatre. In 
other craft specialities with higher incidences of reported adverse events, numerous individual 
studies have also shown similar results (266-272). The findings of this study could be translated to 
other specialities with high-risk procedures. However, studies need to be carried out in each 
discipline for further validation before implementation in practice.  
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Figure 6.5: A stepwise approach for evaluation of performance for indexed procedures in cardiac surgery (CABG and valve surgery) 
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Chapter 7 
 
Specialist views  
 
What do specialists think about Continuing Medical Education? 
– A national survey 
 
 
This chapter aims to gather opinions from senior/specialist surgeons regarding (1) skills most 
relevant to CME in surgical specialties; (2) practical applicability of CME programmes in 
surgery; (3) the role of assessment in a core programme of CME in surgery; (4) ethical and 
legal issues surrounding the provision of CME programmes in surgery. 
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7.1 Background 
 
Assessment drives learning. The purpose of assessment is to provide a constructive feedback for 
maintenance and improvement of clinical practice. In addition to assessment clinical practice, 
continuing medical education is an important component of medical professional development. 
Continuing professional development (CPD), which addresses skills including education, audit, 
management, team building and communication; has been identified as a key tool for improving 
patient safety.(59, 273) Continuing medical education (CME) is a core component of CPD. CME 
aims to improve clinical performance through reinforcement of core competencies, development 
of clinical knowledge and education in novel surgical technique and technology. CME in surgery 
may address both technical and non-technical skills, which include clinical decision-making, 
team working, professionalism, communication skills and manual dexterity. CME may be used 
further to address the evolving needs of academic surgeons in order to encourage excellence in 
the research community.(274) Modules may be delivered live in person or via multimedia and 
printed resources. Effectiveness of various CME programmes is under continuous review, (275) 
however there is a paucity of evidence to guide policy makers, who must develop strategies to 
develop and implement the training modules specifically in relation to the specialist 
recertification.  
Specialists from craft disciplines such as surgery, have a unique and demanding set of clinical 
and academic responsibilities. Strategies for practical application of CME in surgery must 
therefore be given careful thought. Failure to make such considerations has been associated with 
poor attendance at CME sessions.(276) Opinions of specialists from a broad range of surgical 
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specialities are required in order to identify factors that will allow successful application of CME 
modules alongside clinical practice. 
 
Policy makers must also consider the role of both formative and summative assessment in CME. 
Assessment improves performance by driving learning and providing constructive feedback. (58) 
However its application as a pedagogical tool must be balanced against its role in validation of 
competence, which is necessary to maintain patient safety and satisfy public demand for 
accountability in surgery. Assessment remains a controversial issue in all areas of medical 
education. The role of CME as a tool for revalidation in surgery must be defined. 
 
This chapter aims to gather opinions from senior/specialist surgeons regarding (1) skills most 
relevant to CME in surgical specialties; (2) practical applicability of CME programmes in 
surgery; (3) the role of assessment in a core programme of CME in surgery; (4) ethical and legal 
issues surrounding the provision of CME programmes in surgery. 
 
7.2 Materials and methods 
 
7.2.1 Subjects 
 
Consultant surgeons (specialists) working in UK hospitals were invited to participate in an online 
survey of opinions regarding the design and application of CME in surgery. Inclusion criteria 
were limited to the specialists as the aim of this study is to gather opinion about the continuing 
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medical education at specialist level. Curriculums are available for the trainees that lead to 
certification. However, no curriculum has been ever reported with regards to the continuing 
medical education for individual craft specialities.  
 
7.2.2 Survey 
 
Subjects were asked to state their gender and detail any academic position or thesis based 
degrees attained. All responses were anonymous. 
The survey was split into four short sections: (1) Learning Needs in Clinical Practice: Subjects 
were asked to rank surgical skills in order of relevance to CME. Subjects were then asked to 
identify the single most appropriate method and mode of delivery for education in each skill; (2) 
The structure of CME programmes: Subjects were asked to respond to multiple-choice 
questions (MCQs) regarding the provision, regulation and outcomes assessment of CME in 
surgery; (3) Ethics and Law in CME: Subjects were asked to identify organisations that should 
be responsible for funding of CME in surgery (MCQ). The opportunity was then given for 
subjects to describe any ethical or legal issues of personal concern; (4) Future of CME in 
Surgery: Subjects were asked opinions regarding the regulation and development of evidence 
based programmes of CME in surgery. 
 
7.2.3 Analysis 
 
170 
Descriptive analysis was performed. Mean and standard deviation was calculated to describe 
rankings assigned to surgical skills. 
Kolmogorov-Smirnov tests were used to assess the normality of surgical skills rankings. 
Kruskal-Wallis one way ANOVA was used to investigate differences between specialists and 
senior trainees in ranking of surgical skills. Chi-squared analysis was used to compare opinions 
of subjects with a PhD and without a PhD regarding provision of CME to surgeons in academic 
jobs. Differences between group responses were considered statistically significant when p<0.05. 
 
Spearman’s Rank Correlation coefficients were calculated to investigate the relationship between 
date of graduation from medical school, which approximates years as a senior surgeon, and 
ratings given to each surgical skill. Results were considered statistically significant when p<0.05. 
 
7.3 Results 
 
One hundred and fifty surgeons responded to an email invitation to complete our online survey 
of opinions. This survey was disseminated on behalf of Imperial College London and the Royal 
Society of Medicine. This represents a response rate of 61%. 109 (69.0%) were consultant 
surgeons, including 8 academic surgeons (Senior Lecturers, Readers in Surgery and Professors of 
Surgery). 46 (29.1%) were senior surgical trainees (Post Completion of Certification for 
Training). 3 (1.9%) subjects did not state their level of training. 
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7.3.1 Learning Needs in Clinical Practice 
 
Table 7.1 describes opinions regarding learning needs to be addressed in CME. Kruskal-Wallis 
one way ANOVA tests revealed no significant differences in rankings assigned to surgical skills 
by fully qualified surgeons and senior trainees.  
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Table 7.1 Recommended prioritisation of surgical skills and pedagogical methods within CME for expert surgeons 
CME Topic of Study 
Mean Ranking  (+/- SD) 
Rankings: 1=Least  
Important; 10=Most 
Important 
Recommended Method of 
Learning 
Recommended Method for 
Delivery of Education 
Clinical knowledge 8.62 (+/- 2.23) 
Case-Based Learning (21.5%)* / 
Didactic Lecture (19.4%)* / 
Personal Reading (17.2%)*  
Live in person (52.1%)* / 
Computer Based Learning 
(30.9%)* 
Maintenance of patient safety 7.30 (+/- 2.54) 
Review of Clinical Experiences 
(24.2%)* / Case based learning 
(22.0%)* 
Computer Based Learning 
(36.6%)* / Live in person 
(34.4%)* 
Clinical decision making 7.25 (+/- 2.18) 
PBL (26.9%)* / Discussion with 
peers (22.6%)* / Review of Clinical 
Experiences (21.5%)* 
Live in person (60.2%)* / 
Computer Based Learning 
(35.5%)* 
Novel surgical skills 6.49 (+/- 2.52) 
Simulation (39.1%)* / 
Demonstration (39.1%)* 
Live in person (73.4%)* 
Interpretation of surgical research 6.47 (+/- 2.39) 
Discussion with peers (30.1%)* / 
Didactic Lecture (28.0%)* 
Computer based learning 
(35.1%)* / Live in person 
(36.2%)* 
Surgical technology 6.28 (+/- 2.27) Demonstration (41.5%)* 
Live in person (45.2%)* / 
Computer Based Learning 
(30.1%)* 
Basic surgical skills 5.20  (+/- 3.16) 
Simulation (44.7%)* / 
Demonstration (30.9%)* 
Live in person (74.5%)* 
Professionalism 5.11 (+/- 2.66) 
Discussion with peers (30.4%)* / 
Mentoring (26.1%)* 
Live in person (57.4%)* / 
Computer Based Learning 
(22.3%)* 
Communication 5.04  (+/- 2.37) 
Discussion with peers (24.7%)* / 
Simulation (22.6%)* 
Live in person (66.0%)* 
Team working 4.92  (+/- 2.44) Discussion with peers (36.3%)* Live in person (67.0%)* 
* Proportion of Respondents who identified Method as 'most recommended' 
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Inverse correlations were observed between date of graduation from medical school 
and perceived importance of patient safety (r= -0.256, p= 0.021) and clinical decision 
making (r= -0.229, p=0.044) to CME in surgery. 
 
7.3.2 The Structure of CME in Surgery 
 
(a) Frequency: Subjects recommended that CME sessions be conducted on a weekly 
(48.4%) or monthly (32.3%) basis. A smaller proportion (8.6%) recommended bi-
annual provision of CME sessions. Daily (4.3%) CME was considered ideal by a 
minority. A small number of individuals suggested that CME sessions should be 
attended on an annual (4.3%) basis or every two years (2.2%). Free text responses 
(n=6) suggested that the frequency of CME sessions ‘should not be fixed’ and that the 
provision of national and international CME meetings should be taken into 
consideration when designing programmes locally. 
 
(b) Integration of CME into clinical practice: 87.6% of subjects agreed that CME 
should be allocated time during working hours. A small proportion recommended 
weekday-evenings (10.1%) and weekends (2.2%) as the ideal time for CME. Free text 
responses highlighted the importance of providing sessions at a variety of times to 
meet the needs of a range of practicing surgeons. 59.8% of subjects recommended 
that individual participate in CME modules at both local and national institutions. 
Almost a third of respondents (31.5%) believed that CME should be primarily self-
directed learning. Free text responses (n=8) suggested a supplementary role for self-
directed learning might be appropriate. 
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(c) Assessment of learning outcomes: The majority (71.6%) believed that 
assessment of learning outcomes is necessary for a programme of CME in surgery 
however 28.4% of respondents believed that no assessment is necessary. Formative 
assessment was recommended by 58.0% of subjects with 46.6% believing that a 
summative element is required. Formative assessment was recommended either 
during a CME module (33.0%) or following its completion (25.0%). Similarly, 
summative assessment can be either integrated into a CME module (19.3%) or used to 
measure learning outcomes following completion a module (27.3%). Analysis of free 
text responses (n=5) revealed concerns over implementation of assessment due to 
variability within the current system of CME. The potential for integration of CME 
assessment with the annual review process was highlighted. 93.6% of respondents 
recommended that CME performance be considered as part of the revalidation 
process for senior surgeons. 
 
(d) Provision of CME for Academic Surgeons: 57.0% of respondents believed that 
surgeons working in academic jobs should undertake additional CME compared to 
their non-academic counterparts. However a significant proportion (43.0%) believed 
that this was not necessary. Chi-squared analysis revealed no significant difference in 
responses with a PhD and subjects without a PhD. Free text responses (n=6) 
suggested that additional CME modules to meet individual needs should ‘not be given 
but chosen.’ Academic surgeons have an additional need for ‘updates regarding the 
ongoing research.’  
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(e) Regulation of CME: Respondents stated that overall responsibility for regulation 
of CME in surgery should lie with national bodies (72.5%) such as the Royal Colleges 
and specialist organisations rather than local authorities (27.5%) such as primary care 
trusts. Free text responses (n=6) recommended that both local and national authorities 
should have a role in regulation of CME with the introduction of responsible officers. 
 
7.3.3 Ethics and Law in CME 
 
(a) Funding of CME: Around 60% participants believed that CME should be funded 
primarily, by local National Health Services hospitals. 43.2% believed that central 
government should fund CME directly.  Proportion believed that deaneries (28.4%), 
local employers (17.0%) or individual clinicians (8.0%) should take responsibility for 
funding of CME. Only 4.5% of respondents believed that industry should fund CME. 
Free text responses revealed that clinicians are reluctant to pay for CME modules that 
are perceived to be not directly relevant. 
 
(b) Ethical and Legal Free Text Responses. Subjects highlighted the potentially 
detrimental effect of external influences on the validity of CME, describing industry 
funded CME as ‘not using scientific methodology’. Specifically, it was stated that 
‘programmes that promote a product should generally be avoided.’ However there 
were those who stated that ‘industry funding does not necessarily invalidate CME’ 
but ‘should be regulated.’    The majority opinion was that ‘the CME system should 
be designed and administered by the Royal Colleges and the Surgical Professional 
Bodies in order to establish a system that truly reflects changing needs of clinicians.’    
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Further concern was raised over the influence of revalidation on CME; ‘specialties 
will run a course that is required for revalidation but would not actually be of much 
benefit to all surgeons.’ Another participant stated, ‘I would be concerned about 
helping to develop a CME programme if there was a threat that participants would 
litigate if they did not achieve the requirements for revalidation’.  
Several subjects highlighted the potential risk of breach of confidentiality as a 
consideration to be made before reviewing clinical cases as part of the CME process. 
 
7.3.4 Future of CME in Surgery 
  
Eighty one percent participants believed that programmes of CME in surgery should 
be evidence-based. A slight majority believed that research should be undertaken to 
correlate CME knowledge with outcomes (Mean Likert Score 3.86) and CME 
technical and non-technical skills with outcomes (Mean Likert Score 3.86). Subjects 
did not agree that research should be undertaken to investigate the relationship 
between attitudes to CME and outcomes. (Mean Likert Score 1.53). 
 
Limitations:  
This study has a few limitations: First, the sample size only reflect surgical 
specialities, medical specialists weren’t invited for the participations. Second, 
specialists from only one geographical area i.e. UK were sent the survey. Finally, the 
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number of participants in this study was limited. In order to seek opinion for 
individual craft specialities, qualitative/quantitative surveys should be done.   
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7.4 Summary  
 
This quantitative study gathered opinions of the UK surgeons regarding the 
development of CME programmes in surgical specialities. Level of acceptability and 
opinions about type, modes and duration of CME were gathered.   
Development of clinical knowledge, education in patient safety strategies and 
improved clinical decision-making were regarded as the most important outcomes of 
CME in surgery. Surgeons with greater experience regarded patient safety and clinical 
decision-making with more importance than their colleagues. Respondents were 
generally in favour of education centred on clinical experiences, delivered live by an 
expert in the field. The ethical responsibility of surgeons to maintain patient 
confidentiality through this process was highlighted. It was recommended that CME 
modules take place mostly during working hours on at least a monthly basis; that 
national bodies regulate content; and that assessment of outcomes become part of the 
revalidation process. Academic surgeons should participate in supplementary CME 
modules. Funding for these programmes of CME should come primarily from local 
NHS Trusts however CME modules funded by industry may be valid if regulated. 
Whilst surgeons agreed that further research must be undertaken to validate CME 
programmes, there was no consensus on the data required by policy makers to 
develop evidence based programmes of CME.  
This chapter recommends that a holistic approach to provision of CME in surgery is 
required in order that education is accessible and meets the demands of 21st century 
surgeons. Online survey of opinions is an effective method to perform regular needs 
assessment in order that CME modules may reflect changes in the clinical 
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environment. Practicing surgeons recommend that CME programmes be centred 
around clinical experiences in order to optimise patient safety (Figure 8.1). This 
requires careful consideration of the ethical issues surrounding non-essential use of 
patient information. CME programmes should be regulated by national bodies such as 
the Royal College of Surgeons of England in order to ensure that these and other 
standards are met. Further research is required to validate the design and content of 
CME modules in surgery in order to maximise learning outcomes.  
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Figure 7.1: An illustrative translation of subject recommendations for development of CME in Surgery 
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This chapter gives an overview of summary of this thesis, followed by detailed discussion 
about each study. It also highlights important components of the current revalidation process 
and implications of this research.  
 
AN OVER-VIEW OF THIS RESEARCH 
 
This research initially collected opinions of specialists about the process of revalidation. This 
specifically included opinions about the components of specialist-level skills, the methods for 
assessing specialist skills, the types of tools and procedures used during observational 
assessment, and the unsuccessful specialists, and; the selection and training of assessors for 
specialist assessment. The specialists recommended that outcome data of morbidity and 
mortality (carefully selected parameters) could be enough for the assessment of performance. 
However, in the absence of the available data or unsatisfactory outcomes, direct observation 
of practice (technical and non-technical skills) should be taken into account.   
 
For technical skills assessment, observational tools (observation of practice in real or 
simulated environment) have been identified in both simulated and real settings. Tools for 
assessment at both trainee and specialist levels were evaluated in terms of feasibility, 
acceptability, validity, reliability and educational impact.  
 
For non-technical skill assessment, using Failure Mode and Effect Analysis (FMEA) model, a 
tool for evaluation of ward-round skills was developed and validated for both simulated and 
real clinical settings.  
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For performance evaluation using the mortality & morbidity data (outcomes), a meta-analysis 
was carried out. This study proposes evaluation of technical and non-technical skills through 
technical and non-technical skills’ specific outcomes.  
 
The following sections discussed the findings of the individual studies and their comparison 
with the current literature in detail.  
 
OPINIONS OF CRAFT SPECIALITS TOWARDS THE PROCESS OF 
REVALIDATION 
 
This interview study concluded that decision-making, technical skills and communication 
skills remain the main components of competence and performance. Outcome measures have 
been recommended to be the most feasible method for assessment of performance. The study 
recommends that observation of skills can be undertaken if mortality and morbidity data is 
unavailable. Participants recommended using a combination of tools that can assess both 
generic and procedure-specific skills. Further training and reassessment has been advocated 
in cases of reports about the unsafe performance of individual clinicians. Participants showed 
concerns about assessor selection. Issues affecting the acceptability of assessor selection were 
experience, training and accreditation of assessors. Structured training and accreditation of 
assessors has been suggested a way forward by all the participants. 
 
All participants agreed that competency in non-technical and technical skill is a hallmark of 
clinical competence (30, 107, 277). During training, physicians and surgeons undergo 
appraisals at various levels that provide subjective and objective assessment of procedural 
skills (278). However, tools for objective assessment at specialist level are not fully validated 
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and established (12, 113). In addition, a number of other factors may influence the 
incorporation of technical skill assessment into the recertification process. These include the 
acceptability and feasibility of the assessment tools, the assessment process and the 
environment (workplace and simulation) in which assessment will take place (53, 113).  This 
qualitative study provides evidence for acceptance of this process by the specialists, into the 
recertification system. 
 
The majority of the specialists in this study (n=11) mentioned that at some point during their 
professional careers, they experienced working with colleagues whose skills they were 
concerned about. However, due to the lack of an objective assessment system, the problem 
remained unaddressed in most cases. Therefore the need for skills assessment was 
commended by the participants. Although the suggested modes for assessment of skills by the 
participants have been found to be variable, the ultimate aim remains to be excellence of care. 
Mortality and morbidity data was recommended by nearly all the participants. They also felt 
that there is a need for the development of a speciality-specific monitoring system for data 
collection and analysis. One of the participants (CS 2) mentioned, “In cardiac surgery….we 
have outcome measures……..we have benchmarks which are according to the national, 
European and American standards............Through this method a surgeon is constantly being 
monitored. However, we have to be careful not to drive it too hard because then you deter 
innovation within the high risk clinical practice as you are benchmarking everything”. 
 
Various international organisations, such as the General Medical Council (GMC) in the UK 
and American Board of Medical Specialities (ABMS), are still seeking feedbacks for the 
process of revalidation (279). The aim of these consultations is to obtain the opinions of 
clinicians, patients, and employers to help improve the process for revalidation / 
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recertification. This study provides an overview of the attitudes and opinions of craft 
specialists towards different aspects of the recertification process. These include their views 
on different assessment modes and concerns with regards to the assessors.  
 
This study had the following implications: (1) It provides suggestions to develop and validate 
assessment tools in line with clinicians’ opinions, (2) Different craft specialities need to 
develop their own assessment systems specifically targeting procedure-specific assessment of 
skills, and (3) Training and accreditation organisations need to establish a system for training 
and accreditation of assessors. 
 
IDENTIFICATION OF TOOLS FOR TECHNICAL SKILL ASSESSMENT 
 
In order to identify the tools for evaluation of technical skills based on observational 
methodologies, the systematic review was carried out in line with the PRISMA guidelines. 
This systematic review gives an overview of evidence on reliability and validity of 
observational tools for assessment of technical skills in various craft specialties. Construct 
validity, the ability of a tool to distinguish between different proficiency levels, is obviously 
crucial as it predicts the usefulness of an assessment tool (32). All tools were shown to have 
construct validity when comparing junior with senior trainees. However, this level of 
construct validity is very basic and in itself does not prove sufficient evidence for the 
usefulness and reliability of a tool, especially not for certification purposes. Although in 
several papers construct validity was shown among trainees, only one study showed construct 
validity amongst specialists. However, there were major concerns on designs of the studies 
(47). This research further adds to the article by van Hove et al in terms of more information 
regarding observational assessment tools in all the craft disciplines (213).  
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Reliability of a tool has been shown to be equally important. Most authors investigated inter-
observer reliability only. Although an important component, it is not sufficient to describe the 
overall reliability of a tool. Advanced theories, such as the generalizability theory can provide 
a more accurate description and it allows estimating how many procedures and assessors are 
required in order to reach satisfactory levels of reliability. Although these theories have been 
around for several decades (229, 280) and are extensively used in non-clinical fields, it is 
quite surprising that only one of the included studies in this review employed this method 
(124). Although at a first glance there seem to be a large variety of observational assessment 
tools, there are mainly two types of assessment tools: global assessment tools and task-
specific tools. Global assessment tools are easy to use and different procedures can be 
assessed using the same tool. However, in order to be transferable, the wording is often vague 
and the scales are imprecise. Task specific methods may provide a more comprehensive and 
concise feedback to the trainee. A combination of tools (global and task specific) and 
assessment of the end-product may be a more comprehensive approach. The majority of tools 
as presented in the included studies are not applicable or validated for postgraduate 
certification or evaluation of specialist practice (Maintenance of Certification (MoC) or 
Revalidation). Constructive feedback for the desired educational impact can only be provided 
by an experienced assessor. Despite extensive research into assessment tools, little focus has 
been directed towards formal training and required skills for the selection of assessors. With 
gradually increasing introduction of newly developed tools for assessment of technical skills 
into practice it is important to define the role of assessors as well (281, 282).  This study had 
a few limitations. The lack of Medical Subject Headings (MeSH) in the literature databases 
could have contributed to the possibility of missing some studies. We attempted to overcome 
this bias by searching key authors. Many studies also lacked full descriptions of methods, 
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outcomes, and use of statistical tests, making a meta-analytical approach impossible. Due to 
the inconsistency of reporting data it was not feasible to correlate various variables or directly 
compare different assessment tools. 
 
Although the requirements for an assessment tools are clearly defined in the literature, none 
of the tools have been rigorously developed according to these guidelines. Future work 
should be focused towards the development and validation of tools with a systematic 
approach at both trainee and specialist levels. Moreover, in the wake of continually 
increasing complexity of technical skill requirements, many disciplines need to focus on the 
development and validation of their own assessment tools. It is highly recommended to use 
advanced theories for data analysis as these methods provide a straightforward and practical 
picture of tool reliability. There is a distinct lack of using these methods in the clinical 
literature. Moreover, a tool that is not accepted by trainees, trainers, individual institutions 
and healthcare regulators is unlikely to last (32, 113). Hence, in addition to validation of 
tools, a set of criteria for the selection and training of assessors needs to be developed (283). 
 
Based on this study, it was concluded that a combination of global and task specific 
assessment tools seems to be the most comprehensive solution for observational assessment 
tools of technical skills. A scientific approach is needed for the development of tools for 
assessment of technical skills.  
 
DEVELOPMENT & VALIDATION ON NON-TECHNICAL SKILLS ASSESSMENT 
TOOL 
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Ward rounds were selected for development and validation of non-technical skills as they are 
the pivot of the hospital activities throughout the patient journey. Although tools for 
measuring non technical skills such as NOTECHS and decision making and communication 
skills such as Judgement Analysis have been developed, these tools have not been applied to 
the ward round environment (16, 215). This 28-component observational tool has been 
validated for several surgical specialties after seeking expert opinion and an expert focus 
group’s input during its development. SWAT (Surgical Ward Round Assessment Tool) is 
easy to use as it requires one person to evaluate the clinician doing a ward round.  
 
The only previous study to investigate validating a task specific checklist for ward round 
assessment was by Norgaard et al (216). However, this study was conducted solely in internal 
medicine. The task list produced consisted of only 10 steps some of them not relevant to the 
surgical practice. For this study, modified HFMEA was used, which consisted of 20 hours of 
observation followed by expert opinions from consultants and registrars and a focus group. 
The observations were not limited to one specialty, but included several surgical and medical 
specialties.  
 
The findings carry important implications for surgical education. Firstly, both trainees and 
specialists can be assessed with SWAT within the workplace. More work is needed to fully 
validate this tool at specialist level. This evaluation tool can be included in trainees’ periodic 
assessment portfolios and can be used to cumulate scores before evaluation sessions. It will 
provide them with constructive feedback. Secondly, SWAT may be used for the purpose of 
certification and recertification. However, the effectiveness of the SWAT needs to be 
evaluated before fully introducing it into practice. Thirdly, as this tool has been developed 
through an established method of practice observations, it can be used for training in addition 
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to assessment of performance.  There are a few limitations to this study. First, blinding could 
influence results but video based assessment in not feasible and acceptable in the real setting. 
One the assessors were blinded to grade of the participants. However, when the results were 
evaluated from the simulation settings using the same tool, the outcomes were equally good. 
Second, some of the processes (identified by modified HFMEA) in the task list did not apply 
to every patient. For instance, some patients did not have drains, lines or wounds to be 
checked. This was taken into account whilst scoring and tasks and average scores were 
analysed. Third, the educational impact of SWAT was not measured. It can potentially be 
measured after giving feedback of performance to candidates and training them on how to 
improve. The SWAT reliably correlated with surgical ward-round competence and may be 
used as a valid assessment tool both in real and simulated environments. 
 
EVALUATION OF PERFORMANCE USING OUTCOME PARAMETERS 
 
As per recommended during the interview study with the specialists, outcome analysis is 
crucial for assessment of competence and performance as it not only gauges individual 
performance but also gives an evaluation of the effectiveness of the entire healthcare system. 
The workplace has the highest face validity for assessment of performance, because 
complexity and interactions are difficult to model (58). Simulation, a potential alternative to 
the operating theatre environment, is still in development and therefore cannot be used alone 
for specialist or senior trainees’ training and assessment (58).  
 
Therefore this study was designed to establish whether surgeons are safe to be trained in a 
real setting and the performance of surgeons (trainees and specialists) can safely be assessed 
using the early, intermediate and late outcomes. The skills involved in carrying out a 
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procedure were divided into technical and non-technical components (264, 265).  Various 
other craft specialities with higher incidences of reported adverse events, numerous 
individual studies have shown similar results (266-272).  However, this is the first attempt to 
systematically review and meta-analyse these studies. This study establishes the safety of 
supervised training and assessment in the operating theatre.  
 
Due to the availability of data in the literature, this study focused on CABG and valve 
surgery. However, the results may be extrapolated to other cardiac operations because CABG 
has become the benchmark by which overall adult cardiac surgery performance is assessed 
(239).  This study could be used as evidence in other high-risk specialities, such as 
gastrointestinal surgery, vascular surgery and interventional radiology. Nevertheless, it is 
paramount that surgeons establish the evidence of safety for training and assessment inside 
operating theatres of their own specialty (239). The evidence from this study translates into 
practical recommendations for the assessment of performance at both trainee and specialist 
level. We suggest a flow diagram approach for the evaluation of performance based on the 
early, intermediate and late outcomes in commonly performed cardiac surgical procedures.  
 
This study has several other important clinical and non-clinical implications: (1) This study 
establishes safety for the supervised training and assessment; (2) Procedural outcomes can be 
used to assess skills of operating surgeons and the healthcare system; (3) The prevailing 
conflicts between service provision, workplace training and assessment, within the healthcare 
organisations, need to be reduced in view of these findings. (4) The healthcare service 
consumers need to recognise more widely that trainees are carefully supervised surgeons and 
it is not unsafe to teach and assess them at the workplace. There are a few limitations.  The 
databases are not established to collect specific data with regards to effectiveness of training 
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and assessment. Operative performance and patient outcomes are proportional to the 
experience of the operating surgeons. It is completely understandable and ethical that 
consultants would operate on difficult cases themselves and allow their trainees to undertake 
less complicated cases and would take over in case of any procedural difficulties. Therefore, 
at present the outcome data should only be used for the specialist assessment unless the data 
has been collected individually for trainees and specialists. Most of the studies included in the 
meta-analysis recognised this fact and performed a pre-operative risk assessment (241, 243, 
245, 246, 248, 249).  Only a few studies tried to compensate for the bias in patient selection 
by performing a regression analysis (247, 249, 251).  Another explanation for more or less 
similar outcomes between the two groups could be that the trainees are assisted by 
experienced surgeons (specialists) whilst the specialists are assisted by the less experienced 
trainees. Nevertheless, it should also be noted that a considerable part of the operation (initial 
opening of sternum, the bypass procedure and the final closing of the sternum) is done by 
trainees. Unfortunately, this is not quantifiable from the studies.  
 
This study recommends that the procedural outcomes can be used to evaluate performance. It 
did not discern any significant differences between the procedural outcomes of trainees and 
specialists, which indicates that trainees are safe to operate under senior supervision. 
Prospective studies need to be performed taking into account the specific contribution of 
trainees and specialists during the procedure. This will give a more clear indication of safety 
and performance of the trainees and specialists in the operating theatre.   
 
CONTINUING MEDICAL EDUCATION (CME)  
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Following the recommendations from the interview study, in addition to identification of 
tools for evaluation of performance through technical & non-technical skills and clinical 
outcomes, this thesis also attempts to identify tools for lifelong learning (or Continuing 
Medical Education – CME).  
 
The tools were identified using literature review and opinions of specialists across the UK 
were collected. The results outlined broad requirements for development of clinically 
relevant, practical and ethically sound programmes of CME that will meet the requirements 
of practicing surgeons and improve patient safety. Policy makers are likely to welcome our 
results given the paucity of such data in the literature.  
 
Development of clinical knowledge through CME is the most popular method for integration 
of diagnostic innovations into clinical practice and its application within medical specialities 
has shown it to be a valid strategy for maintenance of patient safety. (284) However the 
nature of surgical disciplines dictates that programmes of CME should include practical as 
well as theoretical instruction. Training qualified surgeons in novel technical skills is a 
challenging area of medical education.(285) Intensive educational courses that combine 
simulator training, laboratory based education, lectures and mentoring are well received by 
surgeons however further research is necessary to monitor the performance of surgeons 
trained in this way (286). The results suggest that clinicians are in favour of integrating such 
courses into programmes of CME in surgery. Designing structured programmes of CME that 
meet the needs of 21st century surgeons will be challenging. Indeed the variation in learning 
needs of individual surgeons was a common concern raised by respondents in this survey. If 
CME in surgery is to be evidence based it will need to be designed to meet the needs of well-
defined cohorts of surgeons. It was observed that the number of years an individual had been 
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practicing as a surgeon was directly related to desire for continuing education in patient 
safety strategies and clinical decision-making. This may reflect differences in the complexity 
of cases seen by established surgeons and their more junior consultant colleagues. It may also 
reflect an increasing emphasis on patient safety in surgical training in recent years. Further 
research is required to define cohorts of individuals and their educational objectives. (287) 
Multiple factors should be considered including surgeon experience, surgical speciality and 
patient demographics.  
  
Medical organisations and associations need to take several steps to ensure safer clinical 
practice through lifelong education. Firstly they should cultivate and support the development 
and validation of training tools for specialists. These tools can be based on basic principles of 
mentorship. Secondly, the effectiveness of CME methods for training in new modalities need 
to be evaluated against clinical outcomes. Thirdly, in the absence of a comprehensive training 
program all parties in the surgical community need to collaborate. These collaborations 
include leadership in the host institution, the national and local funding agency, the medical 
training organisations and health care providers. Fourthly, the incorporation of a research 
component in the CME programmes is essential in the wake of the continually evolving 
surgical environment. Fifth, trainers themselves need to be identified and trained. This will 
increase the level of acceptability and educational impact. Sixth, in an effort to limit the 
commercial influences of industry, educational organisers have to respect the scientific 
independence of CME, clearly delineating what is scientific versus what is promotional. 
Finally, the definitions and mechanisms of ensuring competency and performance need to be 
standardised to ensure patient safety. It is not just achieving the excellence that is important 
but staying there too; we have a duty as urological surgeons to ensure and maintain the 
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public’s trust in both our clinical and non-clinical abilities by developing proven and 
structured lifelong learning programmes. 
 
Assessment of practice at specialist level is challenging due to the fact that it requires 
capturing of acceptable level of competence and performance in daily practice. The purpose 
of assessment of skills is to identify poorly performing practitioners in an effective way. 
Skills assessment is one of the components of competence that is imperative to be 
demonstrated to ensure patient safety in craft specialities. Evidence from the existing 
literature is too little to successfully implement the direct observation of assessment of skills 
(or even non-technical skills) at specialist levels. Tools such as mortality & morbidity data 
and the log books can measure the competence.  However, they are not objective enough due 
to introduction of procedure related bias in addition to the lack of supporting evidence, risk 
assessment for individual cases and random case selection. In order to accomplish the goals 
we are validating the scales selected on the basis of systematic review and specialist opinion. 
Based on the existing evidence that has been gathered from the systematic reviews, 
qualitative & quantitative studies and observational studies a generic framework for 
recertification has been proposed. If further evidence is needed for performance evaluation, 
observation of practice can be carried out using objective evaluation of skills by using generic 
and procedure specific scales. 
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AN OVER-VIEW OF CURRENT REVALIDATION PRACTICE 
 
The framework of revalidation was introduced during the last quarter of 2012. The 
framework consists of four key domains that cover a range of medical practice (4). They are: 
(1) Knowledge, skills and performance; (2) Safety and quality; (3) Communication, 
partnership and teamwork; and (4) Maintaining trust.  
 
The aim of revalidation (or maintenance of certification) is to reassure patients,   the general 
public, employers and other healthcare professionals that an individual is fit to practice (288, 
289). Evidence from its application in other developed healthcare systems suggests that 
revalidation may lead to a reduction in the frequency of adverse events, resulting in an 
improvement in patient safety (290).  
 
Clinicians need to maintain a need to maintain a portfolio of all the supporting information 
required to demonstrate that they continue to fulfill the criteria along these four key domains. 
The details about each of these domains have been explained in the following text boxes 
(1,2,3, and 4).  
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Box 1: Domain 1 – Knowledge, skills and performance (with GMP references) (4) 
 
Legend: Key points in the second column correspond to the guidelines documented in the Good Medical 
Practice (GMP) document by the General Medical Council 
(http://www.gmc-uk.org/guidance/good_medical_practice/contents.asp)  
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Box 2: Domain 2 – Safety and quality (4) 
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Box 3: Domain 3 - Communication, partnership and teamwork (4) 
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Box 4: Domain 4 - Maintaining trust (4) 
 
 
Demonstration of fitness for the first cycle of revalidation: The guidelines from the GMC 
state that a doctor must have demonstrated fitness data, through their appraisal, which they 
need to collect based on the following ‘supporting information for revalidation’:    
 Continuing professional development 
 Quality improvement activity   
 Significant events   
 Feedback from colleagues 
 Feedback from patients 
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 Review of complaints and compliments 
 
The information about continuing professional development (CPD) / continuing medical 
education (CME), peer / patient feedback and patient safety events will be collected by the 
GMC for the process of revalidation (4). The aims of these GMC measures remain to 
continually ensure safety of increasing introduction of newer diagnostic and therapeutic 
modalities in craft disciplines. It is imperative to keep training and assessment standards high 
in order to achieve excellence in patient care and to keep professional integrity.  
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IMPLICATIONS OF THIS RESEARCH 
 
The questions regarding the contents, feasibility, acceptability, validity and reliability remain 
unanswered. It has been reported that in around 20% clinicians there are diagnostic skills 
concerns, which may not be recognised just by the outcome measures. Various authors have 
recommended evaluation of skill competence in this group of clinicians (289). 
 
This thesis aims to establish acceptability towards the revalidation-frame-work, seeks 
individual clinicians opinions and recommends a process that is based on qualitative, 
quantitative and observational studies. The provides evidence-based recommendations for the 
process that could be followed if the outcomes of the revalidation process for a certain 
individual are not satisfactory or if some of the components of the above-mentioned 
parameters are not available (Figure 8.1  & 8.2). 
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Figure 8.1: An over-view of recommendations provided by this thesis 
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Figure 8.2: Proposed structure of the clinical portfolio for revalidation based on this thesis 
and the literature review 
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LIMITAIONS OF THIS THESIS:  
 
This research work has a few limitations. First, the work carried out for this research is 
mainly limited to one geographical area with a limited number of participants. However, the 
powers of the studies were appropriate for the significance of the analyses. Second, this 
research does not evaluate the education impact of the assessment tools developed and 
identified during the course of time. Finally, the work only provides recommendations for 
implementation of this research for the process of revalidation. Before implementing this 
further research at a national level would be recommended.  
 
FUTURE WORK 
 
The on-going work includes collaboration with various craft disciplines to develop a 
speciality specific assessment methods and definitions of outcome parameters for evaluation 
of skills. Urology has taken a lead after cardiac surgery and currently a consensus (focus 
group) is in process that aims to develop a framework of publishing (online) the outcomes 
and evaluation using certain key parameters. Recommendations have also been forwarded to 
the Academy of Medical Royal Colleges.  
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Appendix 1  
Interview study – Protocol  
TOPIC GUIDE: Specialists views about recertification and lifelong learning 
 
 Objectives: 
1. Components of competency 
2. Ways of assessing technical competence 
3. Selection and training of assessors 
 
 Introduce the concept of technical skills assessment: 
1. We are conducting interviews with several consultants to get their ideas on what they believe are 
the core competencies. 
2. We are looking to see if technical skills assessment could be a part of the revalidation and 
recertification process. 
3. We would like to get opinions on the best methods to assess consultants’ technical skills. 
 
 Researcher to ensure confidentiality 
 
 Main body: 
 
1. Components of competency: 
- Clinical skills (wards, clinics, operating theatres) 
- Non-clinical skills (admin) 
- Training (research, trainees) 
2. Methods of measuring procedural skills (pros/cons) 
3. Opinion of outcome measures as an assessment of technical skills: 
Case load 
Risk stratification 
4. Technical and non-technical skills assessment needed in revalidation? Views? 
5. Sites where assessment should take place: 
- Where (workplace/simulation) 
- Measuring tools 
 Generic/  
 Speciality specific (should there be indexed procedures?) 
- Live or video-based, views? 
 
 
6. Choosing the assessors: 
- Requirements? 
- Training/ accreditation? 
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- Ever had training or workshop for assessment of technical skills? Should there be 
one? 
 
 
7. Overall views about incorporation of non-technical and technical skills into the revalidation 
process: 
- Feasible, acceptable? 
- Concerns about colleague: 
What was done 
Should there be a system? 
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Appendix 2  
Simulated Ward Round / Environment – Post participation questionnaire 
1. Have you ever received training on how to perform a ward round?  (If no, please go to question 2) 
 
2. How did you learn how to perform a ward round? 
 
3. Have you ever been assessed on how to perform a ward round? 
 
4. Which of these skills do you learn during the ward round? 
Skills 
Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
Situation awareness 
 1 2 3 4 5 
Teamwork 
 1 2 3 4 5 
Communication 
 1 2 3 4 5 
Decision-making 
 1 2 3 4 5 
Professionalism 
 1 2 3 4 5 
Leadership 
1 2 3 4 5 
 
5. Which of these components can be assessed during a ward round? 
Skills 
Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
Situation awareness 
 1 2 3 4 5 
Teamwork 
 1 2 3 4 5 
Communication 
 1 2 3 4 5 
Decision-making 
 1 2 3 4 5 
Professionalism 
 1 2 3 4 5 
Leadership 
1 2 3 4 5 
 
6. Can these components be trained during a ward round? 
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Skills 
Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
Situation awareness 
 1 2 3 4 5 
Teamwork 
 1 2 3 4 5 
Communication 
 1 2 3 4 5 
Decision-making 
 1 2 3 4 5 
Professionalism 
 1 2 3 4 5 
Leadership 
1 2 3 4 5 
 
7. Ward round assessment and training is essential to patient safety? 
Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
1 2 3 4 5 
 
 
8. Where is the best place to train/assess a ward round? (Please circle) 
 Simulated environment / Real environment 
 
9. Should the simulated ward round be part of certification and recertification for doctors? 
 
10.  In your opinion, how realistic was this simulation is comparison to an actual ward round? 
 
Patients 
Unrealistic 1 2 3 4 5 6 7 8 9 10 Very Realistic 
 
Notes 
Unrealistic 1 2 3 4 5 6 7 8 9 10 Very Realistic 
 
Staff 
Unrealistic 1 2 3 4 5 6 7 8 9 10 Very Realistic 
 
Environment  (room, equipment) 
Unrealistic 1 2 3 4 5 6 7 8 9 10 Very Realistic 
 
 
Thank you for your kind participation! 
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Appendix 3  
Simulated patient’s case notes – Patient A 
 
Ms. SJ ,21 years old 
Summary 
You have been experiencing sudden abdominal pain since last night and were admitted from 
A&E this morning.  
 
Briefing for trainee 
 Ms. Jones was admitted this morning from A+E. She has been experiencing pain 
since last night. 
 She is due to have an appendectomy 
 Please can you talk to her about the surgery and explore her concerns 
  
Presenting Condition 
You were experiencing severe abdominal pain this morning,. You have not been able to eat or 
drink since the onset of the pain last night. Your flat mate brought you in to A+E  
 
History of Presenting Complaint 
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The pain started last night at midnight whilst you were watching television in you flat. It was a 
sudden cramp-like pain located centrally.  You have not been able to eat or drink since the pain 
started. Your last meal was a small sandwich an hour before the onset of the pain. You tried 
drinking some water a few hours ago, but you were not able to keep it down. The pain has 
subsided since you were given painkillers, although you still feel discomfort in your lower 
abdomen, more so on the right side. After taking a history and examining you the doctors 
informed you that you require an investigation called ‘ultrasound’. They have not told you the 
results. 
 
Past Medical History  
 
No previous surgery  
No serious health conditions 
No regular medications although you have been taking laxatives regularly since you were 10 
years old. You feel constipated if you do not. 
You have no known drug allergies 
 
Behavior, affect and mannerism 
You have not been told the diagnosis, although you suspect something related to your 
constipation or diet change.  
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When the doctor informs you it is appendicitis you are surprised at first, but relieved it is not 
something more sinister.  
 
You are eager to call, your parents and tell them the news. You have many questions racing 
around in your head about the surgery but you prefer not to ask any as you feel you may be 
imposing. 
 
Social History 
You have been living with your friend Sarah in a 2 bedroom flat in Bayswater for a year now.  
You are single and not sexually active. You have never been pregnant. 
You recently finished your biomedical science degree at St. George’s and have been working as 
an assistant pharmacist in Charing Cross Hospital for the past year.  
You do not smoke or drink. You have recently given up eating meat products.  
 
Family History 
Your parents are alive and well. You have 2 younger sisters 
 
Ideas 
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You suspect the pain is a result of you not taking enough laxatives this week or perhaps a result 
of your dietary changes (no meat).  You are curious to know the results of the ultrasound scan.  
 
Concerns 
You are surprise to hear the diagnosis of appendicitis. you have never had surgery before. 
 When will it happen? 
 Will I be in a lot of pain when I wake up?  
 What if I don’t wake up? – what can go wrong in the surgery? 
 How long will I be in hospital? 
 How will my tummy look afterwards? – will there be a big hole? What about the scar? 
 Will the pain come back? 
 What about recovery? What can I do and when after the surgery? (go back to work, drive 
etc) 
 
Expectations 
You expect the surgeon to tell you about the surgery 
You expect he/she will be able to reassure you about the surgery 
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Appendix 4  
Simulated patient’s case notes – Patient B 
Mr. DJ ,21 years old 
Summary 
You have been admitted for an elective reversal of a Hartmann’s procedure.  
 
Briefing for trainee 
 Ms. Jones was admitted this morning from A+E. She has been experiencing pain 
since last night. 
 She is due to have an appendectomy 
 Please can you talk to her about the surgery and explore her concerns 
  
Presenting Condition 
You were experiencing severe abdominal pain this morning,. You have not been able to eat or 
drink since the onset of the pain last night. Your flat mate brought you in to A+E  
 
History of Presenting Complaint 
The pain started last night at midnight whilst you were watching television in you flat. It was a 
sudden cramp-like pain located centrally.  You have not been able to eat or drink since the pain 
215 
started. Your last meal was a small sandwich an hour before the onset of the pain. You tried 
drinking some water a few hours ago, but you were not able to keep it down. The pain has 
subsided since you were given painkillers, although you still feel discomfort in your lower 
abdomen, more so on the right side. After taking a history and examining you the doctors 
informed you that you require an investigation called ‘ultrasound’. They have not told you the 
results. 
 
Past Medical History  
 
No previous surgery  
No serious health conditions 
No regular medications although you have been taking laxatives regularly since you were 10 
years old. You feel constipated if you do not. 
You have no known drug allergies 
 
Behavior, affect and mannerism 
You have not been told the diagnosis, although you suspect something related to your 
constipation or diet change.  
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When the doctor informs you it is appendicitis you are surprised at first, but relieved it is not 
something more sinister.  
 
You are eager to call, your parents and tell them the news. You have many questions racing 
around in your head about the surgery but you prefer not to ask any as you feel you may be 
imposing. 
 
Social History 
You have been living with your friend Sarah in a 2 bedroom flat in Bayswater for a year now.  
You are single and not sexually active. You have never been pregnant. 
You recently finished your biomedical science degree at St. George’s and have been working as 
an assistant pharmacist in Charing Cross Hospital for the past year.  
You do not smoke or drink. You have recently given up eating meat products.  
 
Family History 
Your parents are alive and well. You have 2 younger sisters 
 
Ideas 
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You suspect the pain is a result of you not taking enough laxatives this week or perhaps a result 
of your dietary changes (no meat).  You are curious to know the results of the ultrasound scan.  
 
Concerns 
You are surprise to hear the diagnosis of appendicitis. you have never had surgery before. 
 When will it happen? 
 Will I be in a lot of pain when I wake up?  
 What if I don’t wake up? – what can go wrong in the surgery? 
 How long will I be in hospital? 
 How will my tummy look afterwards? – will there be a big hole? What about the scar? 
 Will the pain come back? 
 What about recovery? What can I do and when after the surgery? (go back to work, drive 
etc) 
 
Expectations 
You expect the surgeon to tell you about the surgery 
You expect he/she will be able to reassure you about the surgery 
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Appendix 5  
Ward Round Assessment Tool: Patient feedback form 
In the ward round, to what extent did the doctor and the team; 
  
below expectation 
 
 
borderline 
 
meets expectation 
 
above expectation 
 
above expectation 
 
Introduce themselves fully to you? 
 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Listen to your views about your condition 
and treatment? 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Discuss your care with each other in a way 
that was respectful to you? 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Treat you with respect and sensitivity while 
examining you? 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Explain your condition / treatment to you in 
a way that you could understand? 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Incorporate your views in their decision 
making? 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Wash their hands / use hand gel when you 
thought they should 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Answer any questions you had? 
 
 
1 
 
2 
 
3 
 
4 
 
5 
 
Any further comments? 
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Appendix 6  
CME Survey – National survey disseminated by surgical organizations  
Page 1 
Development of a CME programme for safe surgical practice 
1. Introduction. 
Maintaining lifelong knowledge and skills is essential for maintenance of patient 
safety in surgery. Continuing Medical Education (CME) is an established method that 
is used worldwide to facilitate Continuing Professional Development (CPD) or 
lifelong learning. 
We aimed to gather opinions regarding the ideal design of a CME programme to best 
meet the learning needs of clinicians in order to ensure safe clinical practice. 
We would be most grateful if you would take a few minutes to complete our short 
survey of opinions. 
Many thanks and Best wishes 
1. Introduction 
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Development of a CME programme for safe surgical practice 
1. Please state the location of your surgical practice. eg. UK, France, USA etc. 
2. Are you 
3. Please state your year of graduation from medical school 
4. Please state your level 
5. Do you have a research or a thesis based degree? 
2. Demographics 
* 
Male? 
Female? 
Trainee 
Staff and associate specialist(SAS) 
Consultant 
Senior Lecturer 
Reader 
Professor 
Other (please specify) 
BSc 
MSc 
MD (Research) 
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PhD 
Other (please specify) 
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Development of a CME programme for safe surgical practice 
 
 
1. CME may be used to address a number of different learning needs. What learning 
needs should be prioritised in CME/CPD programmes? 
 
Please rank the following learning needs: 
 
1 = CME programmes should place LEAST emphasis on this learning need 
10 = CME programmes should place MOST emphasis on this learning need 
 
2. What is the ideal method for teaching or learning of skills within a CME/CPD 
programme? 
Please select one method with which to address each learning need. 
3. Learning Needs in Continuing Medical Education (CME) 
1 2 3 4 5 6 7 8 9 10 
Clinical Knowledge 
Patient Safety 
Basic Surgical Skills 
Novel Surgical Skills 
Communication Skills 
Teamworking 
Clinical Decision Making 

Professionalism 
Surgical Technology 
Interpretation of Surgical 
Research 

Didactic 
lecture 
Casebased 
learning 
Review of 
clinical 
experiences 
Demonstration 
221 
Discussion 
with peers 
Mentoring 
Problem 
Based 
Learning 
Personal 
Reading 
Simulation 
Written 
Assignments 
Clinical Knowledge 
Patient Safety 
Basic Surgical Skills 
New Surgical Skills 
Communication Skills 
Teamworking 
Clinical Decision Making 

Professionalism 
Surgical Technology 
Interpretation of Surgical 
Research 

Other (please specify) 
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3. What is the ideal mode (source) of teaching to address learning needs in a CME 
programme? 
Please select one mode of teaching to best address each individual learning. 
Live (in Person) 
Internet/Computer 
Based Learning 
Video (uses a 
videotape) 
Audio (uses an 
audiotape) 
Printed Materials 
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Clinical Knowledge 
Patient Safety 
Basic Surgical Skills 
Novel Surgical Skills 
Communication Skills 
Teamworking 
Clinical Decision Making 
Professionalism 
Surgical Technology 
Interpretation of Surgical 
Research 

Other (please specify) 
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1. CME sessions should take place: 
2. CME should be a part of Recertification or Revalidation program 
3. CME sessions should take place: 
4. CME Teaching should be: 
5. Who should regulate/monitor CME programmes? 
4. Structure of CME Programmes 
Daily 
Weekly 
Monthly 
Every 6 months 
Annually 
Every 2 years 
Other (please specify) 
Yes 
No 
During working hours 
Weekday evenings 
Weekends 
Other (please specify) 
Self-directed 
Institutional 
Centralised 
Mixture of institutional and central teaching 
Other (please specify) 
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Local Regulators e.g. Tertiary Trusts, Primary care trusts 
National Regulators e.g. Royal Colleges, Royal Society of Medicine, specialist organisations 
Other (please specify) 
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6. Should CME be used for learning new skills? 
 
7. How should candidates be assessed following completion of a CME module? 
You may select more than one option 
 
8. Should surgeons in academic jobs be given different CME programmes? 
Yes 
No 
Formative assessment during module 
Formative assessment after completion of course 
Summative assessment during module 
Summative assessment after completion of course 
No assessment is necessary 
Other (please specify) 
Yes 
No 
Other (please specify) 
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1. Who should pay for the CME programmes? 
2. Please Describe any ethical or legal concerns (with regards to contents of CME or 
providers of CME) you have over CME/CPD programmes in Surgery. 
5. Ethics and Law in CME 


Individual Clinicians 
Industry 
NHS Trusts 
Deaneries 
Local Employers 
Central Government 
Other (please specify) 
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1. CME programmes should be evidence based (i.e. correlation with education and 
outcomes)? 
 
2. Research looking at the development of CME programmes is necessary? 
 
 
Key for ranking: 
1 = CME programmes should place LEAST emphasis 
5 = CME programmes should place MOST emphasis 
3. Should there be monitoring bodies in place for regulation of CME? 
6. Future of CME 
1 2 3 4 5 
Correlation of knowledge 
with outcomes? 

Correlation of technical 
and non-technical skills 
with outcomes? 

Correlation of attitudes 
and behaviours with 
outcomes? 

Yes 
No 
Other (please specify) 
Other (please specify) 
Yes 
No 
Other (please specify) 
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Contact details: 
Kamran Ahmed, Graham T Layer*, Claire Steel**, George B Hanna 
Imperial College London; Royal Society of Medicine (Surgery Section)*; Royal College of Surgeons** 
Email: k.ahmed@imperial.ac.uk 
7. Many thanks for completing the questionnaire 
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