Abstract. Ortiz' step-by-step recursive formulation of the Lanczos tau method is extended to the numerical solution of linear systems of differential equations with polynomial coefficients.
1. Introduction. This paper concerns the extension of Ortiz' [13] , [17] step-by-step recursive formulation of Lanczos' tau method [9] - [ 11] to the numerical integration of linear systems of differential equations with polynomial coefficients.
Let us consider the differential problem: Following Lanczos' idea [9]- [ll] , the solution of (1.1)-(1.2) is approximated by a polynomial vector y*(x), of degree p, which is the exact solution of a perturbed system, obtained by adding to the right side of ( 1.1 ) a polynomial perturbation term. The polynomial y*(x), which is called the r-solution of (1.1)-(1.2), satisfies, then, the differential problem:
(1.5) (1.6) \Dy*(x) + F(x) = Hm(x),
The perturbation term Hm(x) is constructed in such a way that (1.5) has a polynomial solution of degree p, and a norm of Hm(x) satisfies an extremal condition on [xQ, xñn] .
Generally Hm(x), following Lanczos, is taken as a linear combination of powers of x multiplied by Chebyshev polynomials.
As Ortiz [18] pointed out, the above method is of order p, in the sense that if the exact solution of (1.1), (1.2) is itself a polynomial of degree less or equal to p, the method will reproduce it.
Ortiz [17] has developed a step-by-step approach to the tau method along the following lines: let us divide the integration range [x0, xiin] into subintervals [xn, xn+x] . The value in xn+x of the solution of the given differential problem (1.1), (1.2) is approximated by the value in xn+x of the T-solution obtained applying the method above described in the subinterval [xn, xn+]], taking as the initial condition the value in xn of the solution constructed in the previous subinterval [xn_,, xn].
Therefore, denoting with yn the approximate value of y(x) in xn, the differential problem:
(1.7) (1.8)
' Dy*(x) + F(x) y*{x") =y".
has to be solved for each interval [x",xn+x], in order to give yn+x = y*(xn+x). Hm(x) is the polynomial vector:
where rf and a, are parameters to be determined, and Tm_a(x) are Chebyshev polynomials defined in [x", xn+x].
The methods under consideration have been proved to be A -stable, for every order p, in [3] .
In order to facilitate the construction of the solution, it is convenient to introduce the canonical polynomials, defined as follows: The ith canonical polynomial of order m associated with D is the polynomial vector Q'P(x) such that (1.10) DQi1{x) = xmei, where e¡ = (e{),j = l,...,v,e{ = Ô,,,
As Ortiz points out in [13] , the advantages of the introduction of the canonical polynomials are manifold: the solution y*(x) can be easily expressed as a linear combination of Q¡"(x), and they are independent of the integration range and the initial condition.
However, there are some problems connected with the Q¡"(x) and their construction; it is possible that some Q¡"(x) do not exist and the definition (1.10) does not hold but has to be generalized and more precisely stated. Besides, it is possible that some operators D have multiple canonical polynomials. These questions have been discussed by Ortiz [13] for the one-dimensional case. We extend them and his recursive technique for the generation of the canonical polynomials in Section 2. The class of integration methods is developed in Section 3, and for clarification the resulting algorithm is applied to an example in Section 4.
Finally numerical results are reported in Section 5, where the method is compared with Gear's [6] , and Enright's [4] , [1] methods. From the comparison carried out on both stiff and nonstiff standard test problems, it follows that the proposed method compares very favorably with the other two with respect to efficiency and reliability. The quantities Ay have been defined so that, for every j, Pf+iij(x) has at least one component, say /th, whose effective degree is n + h,. From the definition (1.10) it follows formally that D~x applied to P"+aj(x) defines x"+is,'eJ as a linear combination of the Q\n(x), m = 0,1,...,« + h¡. These can be regarded as recurrence relations for Qf+h'(x) in terms of x"+A'e, and Qk(x),j = 1,...,p, k = 0,1,.. .,n + h,-l.
However, in the most general case, the nonexistence of some Q"'(x) requires a more precise discussion.
Let Wn(x) = (w"j(x)) be the matrix whose columns are the vectors P/+A>(x). There is in the /th row of Wn(x) at least one polynomial of effective degree n + h¡, and so Wn(x) can be written:
2 pï\*k 2 Pv2xk■■■ 2 plxk
Obviously pkj = 0 for k greater than the effective degree of w"j(x). Let P" be the matrix (2.10)
Since at most the diagonal elements contain a factor n, de^-P,,) is a polynomial in n of degree less than or equal to v; therefore, if det( Pn ) is not identically zero, the set (2.11) ^={«:det(Pj = 0,ne^o} is finite and card^) *£ v. Now a recursive relation for the elements t\"(x), i = l,...,i», can be stated. In this regard, the following result extends Ortiz' theorem 3. The application of D to xf\ using (2.4), after some algebraic manipulation, yields (2.14) DxT+hix) = 2 *m+h' 2 dlrp?r+hJej + RT+hix). 
plus an arbitrary linear combination of elements of UD.
3. Development of the Integration Formulas. As stated in the introduction, in order to derive the integration formulas, the differential problem (1.7), (1.8) has to be solved, and the solutiony*(x) has to be computed in xn+x.
From the results of the previous section, it follows that >>*(*) can be expressed as a linear combination of canonical polynomials, of the form From the above discussion, it follows that the linear system (3.5), (3.6) consists of v + 2y=)í, scalar equations.
Therefore, to make, in this system, the number of the unknowns rj, gy equal to the number of the equations, as the number q of the g, is determined by the differential operator, the number ay of the rj must satisfy (3.7) 2 «7 = " + 2 5, -q.
7=1 1=1
Moreover, from (3.5) a, must satisfy also (3.8) *j>ij, j=l,...,v.
a7 are not uniquely determined by (3.7) and (3.8), therefore they can be suitably chosen as in (3.3). Finally, the following class of one-step methods is obtained from (3.1), (3.2), (3.5), 4. An Example. The methods derived above are, in this section, exemplified on a simple differential problem, in order to better clarify the use of the resulting algorithm.
For this purpose, the following problem is considered:
The canonical polynomials will be, now, constructed as developed in Section 2. er(*) = 77-7 (*"~'ei -x"e2 -(» -i)er2(^) + «e?-1**)),
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Therefore it is sufficient, in order to determine S¡, to verify if 0 and 2 belong to Sx and/or S2.
From the definition (2.2) it follows that neither 0 nor 2 belong to S2, because The (4.3) has to be evaluated at every discretization point, and the t parameters are determined at every step by solving the linear system (3.11), (3.12) .
In particular, setting m = 3, the integration formula is yn+) = t,° 2 c'2Q\(xn+x) + t,1 2 c2Qfx+x(xn+x) + r2° 2 4Q'2(x"+x), 1=0 1=0 1=0 1=*1 with the t parameters being solutions of the following system, whose first equation is obtained by setting the expression of the residuals in (3.11) "-c2V+(3c22-c0t;-6C33t2o = 0,
5. Numerical Results. Numerical experiments have been carried out in order to test the performance of the methods (3.9)-(3.12). For this purpose, the above methods have been implemented into a fixed-order, variable-step algorithm, taking as error estimate the difference between the values obtained by two methods of successive orders. As the methods have been proved to be ,4-stable [3] , they have been evaluated on problems both stiff and nonstiff. They have been compared with Gear's methods and with Enright's second derivative multistep methods, using, respectively, the routines EPISODE [2] and SECDER [1] . The comparison has been carried out on some significant test problems picked out from those proposed by Hull [5] , [7] and Krogh [8] . These problems, listed in the Appendix, have been classified in the following classes:
(A) Stiff problems with real eigenvalues. These are three systems, of varying size, with stiffness ratio: 200, 105, 105.
(B) Stiff problems with complex eigenvalues. These are four systems with real eigenvalues -0.1, -0.5, -1, -4, and two complex eigenvalues -10 ± ia, where a takes the values 3, 8, 25, 100, so that it is possible to see the behavior of a method as the eigenvalues approach the imaginary axis.
(C) No stiff problems. These are three systems; the first has solutions asymptotically tending to 1, the second has oscillating solutions, the third has an inherent instability.
In order to test the performance for different ranges of accuracy, each system has been solved for four tolerances, namely TOL = 10"2, 10~4, 10"6, 10~8.
The method (3.9)-(3.12) utilized (and implemented into the routine TAU) is that of order three for TOL = 10"2, four for TOL = 10~4, five for TOL = 10"6, 10"8.
Also EPISODE uses these orders in most of the cases, whereas SECDER generally uses orders higher than these.
All the calculations have been carried out in double precision floating-point arithmetic with a 60 bit mantissa (approximately 18 decimals) on the Univac 1100/80 computer of the University of Naples. The comparison criteria have been chosen in such a way as to reflect both the efficiency and the reliability of a method.
The measures of efficiency chosen are:
(1) TIME-the total computing time, measured in seconds. It includes also the time for calculating the exact local solution in each step.
(2) STEP-the number of integration steps, performed to cover the whole integration range.
The measures of reliability chosen are:
(1) MAX LOCAL ERROR-the largest local error committed in all steps taken; the error is measured in units of the tolerance and it is defined as the maximum norm of y"(xn+x) -y"+l, where yn(x) is the true solution through the previously computed point (xn, yn).
(2) GLOBAL ERROR-The maximum norm of the absolute error at the end of the integration interval. It is measured in units of the tolerance.
Numerical results are presented in Tables I, II , III. They show that the proposed method compares very favorably with the other two methods. In fact, it is better than the other two as concerns the efficiency, and it is better than EPISODE and comparable to SECDER as concerns the reliability.
This behavior is observed for all tolerances and for almost every problem. At the present time high quality software, implementing the above methods in a variableorder, variable-step algorithm, is in progress. Users of this package will be requested to supply, for the differential system that is to be integrated, the degrees and the coefficients of the polynomials au(x) and btJ(x), as quoted in (1.3). 
