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We show that someN-partile quantum systems are holisti, suh that the system is deterministi,
whereas its parts are random. The total orrelation is not suient to determine the probability
distribution, showing a need for extra measurements. We propose a formal denition of holism not
based on separability.
PACS number: 03.65.Bz
I. INTRODUCTION
In his famous elementary textbook, Rihard Feynman laims that the only mystery of quantum mehanis is exem-
plied by the eletron self-interferene in the two-slit experiment [1℄. Interferene is a onsequene of the superposition
priniple, and indeed most of the puzzling aspets of quantum mehanis are related to the superposition of two or
more states, as is the ase in the Einstein-Podolsky-Rosen (EPR) paradox [2℄ or the Greenberger-Horne-Zeilinger
(GHZ) theorem [3℄. Both EPR and GHZ show a striking harateristi of quantum mehanis: the nonseparability
of systems situated far apart from eah other. In quantum mehanis, systems that interated with eah other in
the past may beome entangled, and, even if they are separated by a great distane later on, their properties an
be orrelated in a way that would evade any attempt to give a lassial explanation [4℄. This nonseparability has as
a onsequene the nonexistene of a joint probability distribution, and hene of a loal hidden-variable theory, that
explains the outome of the experiments [5℄. More reently, Mermin [6℄ showed that if we allow states with a large
number N of partiles to be superposed in a way similar to the superposition of partiles in the GHZ theorem, then
quantum mehanis deviates exponentially with N from the lassial ase (i.e., one that ould be understood by a
loal hidden-variable).
The nonexistene of loal-hidden variables that an aount for all the experimental outomes suggests that quantum
mehanis has some holisti harateristi. Holism is the idea that the whole annot be onsidered as the sum of its
individual parts. The fat that systems far apart are nonseparable has led some authors to suggest that quantum
mehanis has in its ore a holisti harateristi [7, 8℄. Nonseparability, in the sense used in EPR or GHZ, means that
a loal hidden-variable theory that predits the outome of the experiments is impossible. Of ourse, nonseparability
implies holism, but that the onverse is not true is what we show in this paper. To do this, we will rst show
that a GHZ N -partile quantum mehanial system behaves in a deterministi way, when onsidered as a whole,
but that every proper subsystem of this system behaves in a ompletely random way. This is done by rst showing
that any subsystem has maximal entropy, whereas the whole system has entropy zero. Then, we analyze, from a
probabilisti point of view, the N -partile GHZ example. We show that quantum mehanis is more restritive on
the subsystems than pure probability onsiderations, even though, for the partiular observables in question, a joint
probability distribution exists. Then, we propose a denition of holism that is distint from the onept of separability,
and disuss this denition by means of simple examples. Our denition of holism is satised by the GHZ quantum
mehanial system presented earlier.
II. QUANTUM MECHANICAL HOLISM
Let us start with the entangled GHZ-like N -partile state
|ψ〉 = 1√
2
[
N∏
k=1
|+〉k +
N∏
k=1
|−〉k
]
, (1)
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2where σ̂iz |+〉i = |+〉i, σ̂iz |−〉i = −|−〉i, with σ̂iz being the spin operator in the z diretion ating on the i-th partile.
It is easy to show that this state is an eigenstate, with eigenvalue 1, of the observable operator
Σˆ = σ̂1x ⊗ σ̂2x ⊗ · · · ⊗ σ̂Nx. (2)
In other words, the observable Σˆ, made out of the produt of all N spin observables, is deterministi, as a measurement
of it always results in the value 1. In a similar way, this determinism is also true for the observables∏
i
σ̂iy ⊗
∏
j
σ̂jx, (3)
where the index i is any subset with even ardinality of 2{1,2,...,N}, and j is the omplement of i.
The state (1) has been the fous of several interesting papers, all of them related to the deterministi aspets of
the above observables [3, 6, 9, 10, 11, 12, 13, 14℄. However, in this paper we will be interested in observables ating
only on a subset of the set of all partiles in (1). We start with the following.
Proposition 1 Given the ket
|ψ〉 = 1√
2
(|++ · · ·+〉+ | − − · · · −〉), (4)
and the spin operators σ̂id, where i = 1 . . .N and d = x, y, z, then any produt of n < N distint spin operators
has expetation zero.
Proof. Let us start with a hermitian operator Σˆ
′
that is the produt of n < N distint spin operators, suh that we
an write Σˆ
′
as
Σˆ
′
=
a∏
k=1
σˆk,x ⊗
b∏
k=a+1
σˆk,y ⊗
c∏
k=b+1
σˆk,z ⊗
N∏
k=c+1
1ˆk, (5)
with 0 < a < b < c < n, and a+ b+ c = n. We want to ompute 〈ψ|Σˆ′ |ψ〉, the expeted value of this operator, so
〈ψ|Σˆ′ |ψ〉 = 1
2
ib−a−1
[
N∏
k=1
〈+|k +
N∏
k=1
〈−|k
]
×[
b∏
k=1
|−〉k
N∏
k=b+1
|+〉k
− (−1)c+a ia
b∏
k=1
|+〉k
N∏
k=b+1
|−〉k
]
. (6)
From the equation above, it is immediate that the inner produt is zero if b < N, as we wanted to prove.
Proposition 1 shows that the orrelations for the N -partile system are quite strange. We have a set of N partiles
that has always the same observable assoiated to its totality, but when we look at any of its parts, then the parts
are ompletely unorrelated. In this system the presene of a nonzero orrelation appears only when we look at the
system as a whole, and not at its parts. In the next setion we will analyze in details the probabilisti properties of
the probability distribution assoiated to, say, the operator Σˆ.
III. PROBABILISTIC PROPERTIES
It is interesting to note the onsequenes of the previous result. Say we are measuring the spin in the x diretion
for n < N partiles. In this ase all the partiles are independent, and also behave in a ompletely random way, as
the probability of measuring 1 is the same as the probability of measuring −1. However, if we measure the spin of
all N partiles, the whole system is deterministi in a sense that will be made lear later. First, let us start with the
following Proposition.
3S1 S2 · · · SN
∏
N
i=1
Si
0 1 −1 · · · 1 1
∆t 1 −1 · · · −1 1
2∆t −1 1 · · · 1 1
3∆t −1 −1 · · · −1 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
TABLE I: Possible set of experimental data results for the random variables S1, S2,· · ·, SN , and
∏
N
i=1
Si.
Proposition 2 Let
|ψ〉 = 1√
2
(|++ · · ·+〉+ | − − · · · −〉), (7)
Σˆ =
∏N
k=1 σˆk,x, and to eah partile i, 1 ≤ i ≤ N , we assoiate the random variable Si, representing the value of
its spin measurements, taking values ±1. If t = n∆t, n = 0, 1, 2, . . . and we measure |ψ〉 using Σˆ at eah t. We
dene the random variables X
{k}
t =
∏
{k} Sk, where {k} is any proper subset of {1, . . . , N} and Xt =
∏N
k=1 Sk.
Then eah X
{k}
t , and Xt dene Bernouilli proesses.
Proof. First we should note that |ψ〉 is an eigenstate of Σˆ, suh that we an measure Σˆ as many times as we want
without aeting |ψ〉. If we keep measuring spin in the x diretion for all partiles in equal intervals of time ∆t,
we an make a data table for the experimental result that would look like Table I, where we assoiate to eah of
the spin measurements for partile i the random variable Si taking values ±1. Eah olumn of this table would be
ompletely unorrelated to the any other olumn or ombinations of olumns with less than N olumns involved.
Similar independene and randomness hold for any row of length at most N − 1, i.e., at least one entry is deleted.
However, if we multiply S1, S2,· · ·, SN , we always obtain the same value
∏N
i=1 Si = 1. Furthermore, sine the wave
funtion |ψ〉 is unhanged, the equal probabilities of obtaining a 1 or −1 for eah of the olumns or shortened rows
are also unhanged. As a onsequene, the temporal sequene of produt random variables X
{k}
t =
∏
{k} Sk, where
{k} is any proper subset of {1, . . . , N}, form a Bernouilli proess, i.e. at eah time t the random variables X{k}t are
independently and identially distributed, as we wanted to show. It is straightfoward to extend the same argument
to Xt.
We are now in a position to make expliit the statement that the system as a whole is deterministi and its
subsystems are random.
Proposition 3 The random variablesX
{k}
t =
∏
{k} Sk, where {k} is any proper subset of {1, . . . , N}, dened in a way
similar to Proposition 2, have maximal entropy for suh proess, whereas the random variable Xt =
∏N
k=1 Sk
has zero entropy.
Proof. Sine both X
{k}
t and Xt dene a Bernouilli proess, their entropy is H = −
∑
pi log pi, where pi is the
probability of eah possible outome, in this ase ±1. Xt =
∏N
i=1 Si, representing the system as a whole, has
entropy zero, sine for all t P (Xt = 1) = 1 and P (Xt = −1) = 0. Yet, any proper subset {k} of {1, . . . , N} will
dene a random variable X
{k}
t =
∏
{k} Sk whose entropy is maximal for suh a proess, as P (X
{k} = 1) = 1/2 and
P (X{k} = −1) = 1/2, i.e. the entropy H = −∑ pi log pi = 1, where log is to base 2, as we wanted to prove.
The results just obtained show that the system in question is strongly holisti, in the sense that a measurement
of Σˆ ontaining all partiles in the system yields a deterministi result, whereas any spin measurement made on a
subsystem has a perfetly random outome. However, sine we an measure all the N spin values simultaneously, we
an also write a data table for the experimental outomes, and a joint probability distribution exists. In this sense,
the system is holisti but is separable, as we an fator the joint probability distribution.
Even though a joint probability distribution exists, we stress that suh a strange distribution, where only when we
onsider all partiles is the system deterministi, is rarely if ever found in any empirial domain. In fat, quantum
mehanis provides, as far as we know, the only example in nature of a ase where we have perfet orrelation for a
triple and zero orrelation for pairs. This is the ase if we take a three-partile GHZ system, as it yields Xi ±1 random
variables, with E(X1X2X3) = 1, E(Xi) = 0, i = 1, . . . , 3. It is also interesting to stress that, in the three-partile
GHZ ase, the pair orrelations are zero as a onsequene of the triple orrelation and the individual expetations.
4This an be veried by diret omputation. Say we have E(X1X2X3) = 1. Then, all terms with 0 or 2 negative
omponents sum to 1, i.e.,
x1x2x3 + x¯1x¯2x3 + x¯1x2x¯3 + x1x¯2x¯3 = 1, (8)
where we use the notation x1to represent P (X1 = 1), x¯1to represent P (X1 = −1), x¯1x2 to represent P (X1 = −1,X2 =
1), and so on. We also have that
x1x2 = x1x2x3 = x1x3 = x2x3 = a, (9)
x¯1x¯2 = x¯1x¯2x3 = x¯1x3 = x¯2x3 = b, (10)
x¯1x2 = x¯1x2x¯3 = x¯1x¯3 = x2x¯3 = c, (11)
x1x¯2 = x1x¯2x¯3 = x1x¯3 = x¯2x¯3 = d, (12)
with a+ b+ c+ d = 1. Next, from (9)(12), x1 = a+ d, x¯1 = b+ c, x2 = a+ c, x¯2 = b+ d, x3 = a+ b, x¯3 = c+ d, and
from E(Xi) = 0, x1 = x2 = x¯1 = x¯2 =
1
2
. From (9)(12) and the following equations, we obtain at one a = b = c = d
and
E(X1X2) = E(X2X3) = E(X1X3) = 0. (13)
However, ontrary to the three-partile ase, if we inrease the number of partiles to four, the orrelations are not
ditated by E(X1X2X3X4) = 1, E(Xi) = 0, i = 1, . . . , 4 anymore. For the four-partile ase, we an ompute, in
a manner similar to the three-partile one, that E(XiXjXk) = 0, i < j < k. However, the orrelations E(XiXj)
an individually, but not independently, take any value in the losed interval [−1, 1]. On the other hand, if all the
orrelations are zero, then the positive atoms have a uniform distribution, by an argument similar to the one given
above. In fat, we an show the following.
Proposition 4 Given E(X1 · · ·Xn) = 0 and the produt of any nonempty subset of the random variables X1 · · ·Xn
also has expetation zero, inluding E(Xi) = 0, 1 ≤ i ≤ n. Then the 2n atoms of the probability spae
supporting X1 · · ·Xn has a uniform probability distribution, i.e., eah atom has probability 1/2n.
Proof. We show this by indution. For n = 1, we have by hypothesis that E(Xi) = 0, so, as required, P (Xi = 1) =
x1 = 1/2. Next, our indutive hypothesis is that for every subsystem having m < n, the 2
m
atoms have a uniform
distribution, and we need to show this holds for n. Using the indution hypothesis for n − 1, we have at one the
following pair of equations:
x1x2 · · ·xn−1 = x1x2 · · ·xn−1xn + x1x2 · · ·xn−1x¯n = 21−n,
x1x2 · · ·xn−2xn = x1x2 · · ·xn−1xn + x1x2 · · · x¯n−1xn = 21−n.
Subtrating one equation from the other we have at one x1x2 · · · x¯n−1xn = x1x2 · · ·xn−1x¯n. By similar arguments,
we show that all atoms that have exatly one negative value of x¯i for the n-partile ase are equal in probability.
Moreover, without any new ompliation this argument extends to equal probability for any atom having exatly k
negative values, 2 ≤ k ≤ n.
Next, we an easily show that those atoms diering by 2, and therefore by an even number of, negative values have
equal probability. We give the argument for k = 0 and k = 2:
x1x2 · · ·xn−1 = x1x2 · · ·xn−1xn + x1x2 · · ·xn−1x¯n = 21−n,
x¯1x2 · · ·xn−2xn = x¯1x2 · · ·xn−1xn + x¯1x2 · · · x¯n−1xn = 21−n.
Using the previous result and subtrating we get x1x2 · · ·xn−1xn = x¯1x2 · · ·xn−1x¯n. Finally, we use the hypothesis
that E(X1 · · ·Xn) = 0. This zero expetation requires that the sum of all the terms with 0 or an even number of
negative values have the same sum as all the terms with an odd number of negative values. This implies at one that
all atoms have equal probability, and so eah has probability 1/2n, proving Proposition 4.
We also prove a more restrited result, but a sifniant one, by purely probabilisti means, i.e., no quantum
mehanial onepts or assumptions are needed in the proof.
Proposition 5 Given E(X1 . . .XN ) = ±1 and E(Xi) = 0, i = 1, . . . , N , then any orrelation of N − 1 partiles is
zero, e.g., E(X1 . . .XN−1) = 0, E(X1 . . .XN−2XN ) = 0, et.
5Proof. We give the proof for E(X1 . . .XN ) = 1. Then there are 2
N
atoms in the probability spae. Given the
expetation equal to 1, half ot the atoms must have probability 0, namely all those representing negative spin produts.
Now, we onsider all the terms expressing E(X1 . . .XN−1). On the positive side, we have all those with even or zero
negative values:
x1x2 · · ·xN−1 + x¯1x¯2 · · ·xN−1 + · · ·+ x¯1x¯2 · · · x¯N−1 (14)
if N − 1 is even and as the last term if N − 1 is odd x1x¯2 · · · x¯N−1. To be extended to atoms, a positive xN must be
added. So, in probability
x1x2 · · ·xN−1 = x1x2 · · ·xN−1xN ,
beause, given E(X1 . . .XN ) = 1
x1x2 · · ·xN−1x¯N = 0,
and similar for the other terms in (14).
The same thing applies in similar fashion to the negative side, e.g.,
x¯1x2 · · ·xN−1 = x¯1x2 · · ·xN−1x¯N ,
sine the atom on the right must have zero or an even number of negative values.
But we observe that, by hypothesis, E(X1 . . .XN−2XN ) = 0, but the probability xN is just equal to the sum of the
probabilities of the positive terms of E(X1 . . .XN−2XN ) and x¯N is just equal to the sum of the probabilities of the
negative terms above. Sine, xN − x¯N = 0, we onlude E(X1 . . .XN−1) = 0. The same argument an be extended
to the other N − 1 ombinations of Xi, and this ompletes the proof.
IV. Π-HOLISM
The remarkable property that a quantum system has a perfet orrelation for its whole but a totally random
behavior for any of its part seems to us to represent a holisti harateristi of quantum mehanis. This holism is,
however, quite distint from what is known in the literature as separability. For that reason, we propose the following
denition for strit holism.
Denition Let Ω = (Ω,F ,P) be a nite probability spae and let F = {Xi, 1 ≤ i ≤ N} be a family of ±1 random
variables dened on Ω. Let Π be a property dened for nite families of random variables. Then F is stritly
Π-holisti i
(i) F has Π;
(ii) No subfamily of F has Π.
Moreover, if Π is a numerial property,
(iii) No subfamily of F approximates Π.
To understand this denition, let us give some examples from lassial mehanis. It is well know in lassial gravitation
theory that a two-partile system has a well dened solution. However, if we add to this system an extra partile,
no losed solutions to this system exist in some ases, and in fat its behavior an be ompletely random [15℄. One
may be tempted to think that this haoti behavior is a holisti property, but aording to the denition above, it is
not. For instane, let us take the restrited three-body problem analyzed by Alekseev, where two partiles with large
mass orbit around their Center of Mass (CM), while a third small partile osillates in a line passing through the CM
and perpendiular to the plane of orbit of the two large masses. The whole system behaves randomly, as well at least
one subsystem, the one dened by the small partile. Hene, this system is not Π-holisti, if we hoose Π to be the
property of being random.
As yet another example, let us onsider a glass of water. The water is a large system that does not behave like a
water moleule, but in a oordinated way ditated by hydrodynamis. Is then this system holisti? If we take, say,
half the glass of water, the properties of this half of water are the same as the whole glass, exept its mass, hene the
system is not Π-holisti for the other marosopi properties of the water. What about properties like, say, mass?
Say we take the full glass and remove only a water moleule from it. The new subsystem approximates the mass of
the original one, violating hypothesis (iii) from the Denition, and so if we hoose Π to be the property mass, the
system is not Π-holisti.
6Proposition 6 Let F = {Si, i = 1, . . . , N} be the set of random variables of all the spin measurements of the state
|ψ〉 = 1√
2
(|++ · · ·+〉+ | − − · · · −〉),
and let Xt be the produt random variable of Proposition 3, and let X
{k}
t be the produt random variable of
any subfamily {k} as dened earlier. Let the entropy be the Π property of these produt random variables.
Then F is Π-holisti.
Proof. Immediate, from Proposition 3, sine the entropy of Xt is 0 and, for any {k}, the entropy of X{k}t is 1.
V. FINAL REMARKS
To summarize, we found that an N -partile GHZ state has a strong holisti property. However, it may be diult
to detet experimentally a quantum mehanial holisti harateristi with a large number of partiles, as deoherene
may play an important role, given that the deoherene time dereases rapidly if we inrease the number of partiles
[16, 17, 18℄. A promising setup where this holism ould be veried for a reasonably large number of partiles is
the one proposed by Cira and Zoller [19, 20℄. We found that for N ≥ 4, the measurements of E(X1X2X3 · · ·XN )
and of E(Xi) do not x a probability distribution, and extra measurements are neessary for the pairs, triples, and
so on, for the probability distribution to be xed. We believe that these measurements, whih should yield many
zero orrelations, ould be used to put additional onstraints on some loal-hidden variable models that exploit the
detetion loophole [21, 22, 23, 24℄.
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