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Automatic inspection of pipelines has great potential to increase the efficiency and objectivity of pipeline condition assessment.
3-D pipeline reconstruction aims to reveal the deformation of the pipe surface caused by internal or external influences. We
present a system which can reconstruct the inner surface of buried pipelines from multiple fisheye images captured inside the
pipes. Whereas the pipelines are huge, a fatal defect can be as tiny as a fine crack. Therefore a reliable system demands both
efficiency and accuracy. The repetitive patterns on the pipe surface and the poor illumination condition during photographing
further increase the difficulty of the reconstruction. We combine several successful methods found in the literature as well as
new methods proposed by ourselves. The proposed system can reconstruct pipe surface not only accurately but also quickly.
Experiments have been carried out on real pipe images and show promising performance.
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1 INTRODUCTION
Water pipelines are indispensable facilities of modern
urban systems. After serving for decades underground,
the condition of the pipelines deteriorates to varying
degrees. Timely inspection and repair is therefore re-
quired to prevent imminent collapse. Traditionally pipe
inspection involves intensive manual effort. Manual
image interpretation is an expensive process for which
wrong decisions caused by fatigue and subjective bias
are inevitable. Hence a computer-aided inspection sys-
tem is of great value.
We present a system which can reconstruct the in-
ner surface of buried water pipes based on a sequence
of images captured inside the pipes (Figure 1). De-
formation of the pipe surface which foreshadows the
pipeline collapse can then be detected from the recon-
structed model. Early work on similar applications re-
lied on range cameras such as laser scanners, which is
expensive. Later, due to the developments of computer
vision, methods solely based on 2D images were pro-
posed [3, 8, 9]. However, because of the limitation in
computer vision at the time and the difficulty in this
particular application, some of these works made re-
strictive assumptions such as that, the pipes are built
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from bricks which provide distinctive patterns; and the
others terminate with reconstructing a small group of
isolated points only. Some 3D reconstruction applica-
tions of general scenes [18] bear the same limitation
as well. More recently, several large-scale 3D recon-
struction applications of general scenes have been pro-
posed [1, 20], which can reconstruct millions of points
in a relatively short time. However, their implementa-
tion requires high-end parallel computers.
What distinguish the proposed system from all the
previous ones are:
1. we intensively reconstruct the pipe surface, which is
composed of millions of points, rather than a group
of selected points;
2. our algorithm is fast and can be implemented on nor-
mal PCs;
3. we have proposed a number of specific mechanisms
to increase the robustness of the system, so that it
can work with pipe surface without distinctive pat-
terns under poor illumination conditions.
We first give an overview of the reconstruction prob-
lem, as well as our method. When discussing each step
in detail, experimental results will be provided accord-
ingly. A s will be seen, our method performs not only
accurately but also quickly.
2 OVERVIEW
We make no particular assumption about the material
of the pipelines. Actually, the pipes a civil engineer fre-
quently confronts are made from concrete which gives
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Figure 1: fisheye images captured inside of the
pipelines. The pipe on the top is in relatively good con-
dition, whereas the one on the bottom is in poor condi-
tion.
little reliable texture. We will therefore make our sys-
tem capable of handling pipes of this type.
To assess the pipeline condition, images are collected
by a mobile camera travelling through the pipelines. To
capture more details from the pipe surface, the mobile
camera is equipped with a wide view angle fisheye lens
rather than an ordinary perspective lens. During pho-
tographing the illumination is provided by a light fixed
to the camera, which can only illuminate a limited range
in the pipe unevenly. Figure 1 shows two example im-
ages captured in different pipelines. As we can see,
only the peripheral regions of the images contain clear
pipe surface. The texture on the pipe surface is fine and
weak. In the same pipe the surface appears to be simi-
lar everywhere. A sequence of images is captured as the
camera moves. Two adjacent images share overlapping
regions.
Our reconstruction follows a four-step paradigm.
Figure 2: image cylinder: C is the camera center; z axis
is the central axis of this image cylinder; P is an object
point, with P’ as its image.
1. Firstly, initial point matching is established between
overlapping images;
2. Matched points will then be utilized to estimate the
relative pose of calibrated cameras corresponding to
different views.
3. With the obtained camera parameters, we implement
dense matching between overlapping images while
enforcing the epipolar constraints. This step was
never included in the previous works [3, 8, 9], in
which only those matched points detected in the first
step were reconstructed. This step is also arguably
the most sophisticated and time consuming step in
the whole algorithm. Handling it efficiently is our
major contribution.
4. Finally, the 3D location of each point in the image is
densely determined through triangulation and a 3D
model is built up.
As computer vision algorithms about perspective
cameras have already been well studied [4], one might
transform each fisheye image to a perspective image
to simplify the subsequent process [8, 9]. However,
such a transformation either produces an extremely
large perspective view which significantly upsampled
the peripheral region in the original image, or produces
a perspective view of proper size but at the cost of
cropping off the peripheral region. In either case,
we will destroy the region which really contains the
important information in the original image. Therefore,
in our work we choose to process the images in their
original form, or transform them, when necessary, onto
an image cylinder (Figure 2) instead of an image plane.
We define an image cylinder by specifying its central
axis. Its radius can be deliberately set to unity without
affecting its functionality. The central axis of the im-
age cylinder can be the optical axis of the camera or the
baseline between two cameras, depending on the cir-
cumstances. The cylindrical image of each point in the
3D world is generated by the intersection of the image
cylinder and the ray going from the point to the cam-
era center. Each parallel line on the cylindrical surface
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functions like a perspective camera by itself, however,
altogether they receive an omnidirectional image more
readily than a normal perspective camera does. This im-
age cylinder is particularly useful during point match-
ing and depth estimation, as will become clear soon.
In the remaining part of this paper, we discuss each
step mentioned above in detail.
3 INITIAL POINT MATCHING
Due to the development of local invariant features [13,
16], finding corresponding points between overlapping
images is much easier now than ever. Comprehensive
surveys into the feature detectors and descriptors can
be found in [14, 15]. However, point matching on a
pipe surface is still difficult due to the faint and sim-
ilar patterns everywhere. Moreover, whereas all the
proposed local invariant features are approximately in-
variant under affine transformations, the transformation
conducted by a fisheye lens is not even perspective, but
nonlinear. Thus the corresponding points identified by
local invariant features on pipe surface contain many
false matches. Our experiments show that the number
of false matches can easily exceed the number of true
matches by an order of magnitude.
To improve the situation, besides enforcing loose ge-
ometry constraints, we transform each fisheye image
onto the image cylinder we discussed in Section 2. The
image cylinder here takes the optical axis of the cam-
era as its central axis. The consequential advantage
of such a transformation is obvious. Since the optical
axis of all cameras are roughly parallel to each other as
well as to the central axis of the pipe, the images gener-
ated on different image cylinders only differ from each
other approximately by a simple translation. Compar-
ing to the original fisheye images, we not only remove
the scale difference between corresponding regions in
different images, but also largely rectify the distortion
caused by the nonlinear projection through a fisheye
lens. Hence the corresponding p oints found by local in-
variant features on the cylindrical images are more reli-
able. Geometry consistency is also easier to enforce on
the transformed images. All line segments connecting
corresponding points in two cylindrical images should
be roughly parallel and of almost the same length. After
detecting corresponding points in the transformed im-
ages, we can easily back-project them onto the original
fisheye images to facilitate camera pose estimation.
Figure 3 shows the matching results on the original
images and the transformed images respectively.
Particularly, Hessian-affine detector [16] and SIFT
descriptor [13] are used for feature extraction. Matches
are identified if two SIFT features share a Euclidean
distance under a predefined threshold. Although point
matching is between two images, we only present
one of them here for clear presentation. We plot the
matched points from two images onto one image and
Figure 3: matches found on the image pair of original
form and transformed form respectively. Only those
matches that pass the loose geometry verification are
presented. The rejected false matches are thousands in
number. They happen so frequently because the pipe
surface is similar everywhere.
connect each pair with a yellow line segment. As we
can expect, the lines in the original image should all
roughly point to the image center, whereas those in the
transformed images should all be roughly horizontal.
We only present those matches that can be verified
with these loose geometry constraints in Figure 3. On
the original image 239 matches passed the verification,
whereas on the transformed image 563 matches passed
the verification. That justifies our earlier discussion
that matching on the transformed images is more
reliable.
Intuitively the matches from both cases are more than
sufficient to implement subsequent estimation. One
might therefore suspect the necessity of the cylindrical
transform. However, as we can see, the lines presented
in the image do not seem to match the numbers given
above. That is because more than one match can happen
intensively on neighbor pixels. Considering matches at
the same location does not increase the estimation accu-
racy, more matches than sufficient is in fact necessary.
The number of qualified matches also depends on the
texture on the pipe surface. On some smooth surfaces,
the number of matches will be much smaller as fewer
local features can be detected. That is when the image
transformation becomes more important.
Some false matches still remain in Figure 3 as their
line segments are not of reasonable length. Again, it is
more convenient to enforce this constraint on the trans-
formed images rather than on the original images. On
the transformed images, the length of all lines segments
should be roughly equal. In the original images, their
length should not be equal due to the nonlinearity of
the fisheye lens, which is difficult to use as a loose con-
straint.
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4 CAMERA POSE ESTIMATION
A calibration method for fisheye cameras can be found
in [10]. Here we assume the camera is calibrated and
only aim to estimate the external parameters of the cam-
era. We have briefly discussed the reason why we do
not transform the original image into perspective view
in Section 2. Particularly on camera pose estimation,
the nonlinear transformation between a fisheye view
and a perspective view might significantly enlarge the
matching error from one pixel to hundreds of pixels in
the peripheral region of the image. Hence we need a
pose estimation scheme that can be applied directly to
fisheye images and is efficient.
We use a modified version of the direct estimation
method initially designed for perspective cameras [6].
The main result of the original method is that, given
a close enough initialization of the camera parameters
as well as the point locations, a structure from motion
problem can be solved directly using some iterative op-
timizing algorithms, e.g. the Levenberg-Marquardt al-
gorithm [12]. The advantage of this method lies in the
fact that it is one-stop. It requires no sophisticated oper-
ation on any interim variables, e.g. the fundamental ma-
trix required in [5] or the measurement matrix required
in [21]. The disadvantage of this algorithm is the re-
quirement of a close initialization, which is usually im-
possible, especially when the number of unknown pa-
rameters is huge.
We discover that the advantage and the disadvantage
of the direct estimation method can be magnified and
reduced respectively in our problem. In particular, un-
like the other algorithms of structure from motion appli-
cations, this algorithm bears no assumption on the cam-
era model, neither perspective nor affine. That means it
can be adapted to fisheye camera as well, as long as we
change the cost function in the Levenberg-Marquardt
minimization from the perspective projection to the
fisheye projection. Furthermore, as we know the nor-
mal condition of the pipelines as well as the approxi-
mate location of the camera with respect to the pipe, we
can initialize all the parameters accordingly. Obviously,
many other inspection purposed applications share the
same convenience.
Another important fact about the parameter initializa-
tion is that, the parameters are not independent. More
precisely, from the parameters of two random cam-
eras, we can accurately determine the 3D locations of
all the matched points captured by the two cameras
through triangulation. This observation largely reduces
the number of variables we need to initialize, i.e. we
only initialize the camera parameters, and then derive
the location of the points. Besides dependence, ob-
viously, there is also independence between different
parameters. Whereas millions of points were captured
from thousands of different locations, the camera pose
for each image is only related to the dozens of points
that have appeared in its image. The location of each
point is only affected by the few cameras capturing
it. This observation not only leads to the simplifica-
tion within Levenberg-Marquardt optimization, i.e. the
sparse-Levenberg-Marquardt [6], but also to the sim-
plification of our reconstruction. We firstly estimate the
camera parameters and points location locally between
each pair of adjacent images with the direct estimation
method. Although this estimation is local, it has already
considered most of the information relevant to the two
cameras. Hence the output should still be quite accu-
rate. We then transform all the estimated points and
cameras into the same frame of reference. That gives us
the initialization of a global direct estimation. Indeed,
when the global consistency is not compulsory, we can
even terminate without a global estimation. Later we
will see, at least for the purpose of pipe condition as-
sessment, local estimation can already detect deforma-
tion and cracks on the pipe surface.
The error to be minimized with Levenberg-
Marquardt algorithm is given by (1), where xˆi j is the
coordinates of point i observed in image j , and xi j is
the estimated coordinates of the corresponding point
in the corresponding image. When xˆi j is unknown,
which really means point i is not observed in image
j , we set xˆi j = xi j , so that their difference is 0 and
the total error will not be affected. During local
estimation, as the numbers of points and cameras are
limited, the sparse-Levenberg-Marquardt algorithm
converges quickly. In our experiment, it takes about
0 .5 seconds to estimate the relative pose between each
pair of cameras, when 200 point matches are involved.






||xˆi j− xi j||2 (1)
Further more, we might add the intrinsic camera pa-
rameters into the local estimation. That converts our
problem to an uncalibrated reconstruction, requiring in-
putting three images each time. We do not recommend
estimation based on three views. That is because the
number of matching points that can survive three views
are usually too small to facilitate reliable estimation.
5 INTENSIVE MATCHING
Whereas reconstructing a set of isolated points is suffi-
cient to reveal the pipe deformation on large scale, in-
tensive points reconstruction is required to reveal those
cracks which are only several pixels wide on images.
To intensively reconstruct the pipe surface, we need in-
tensively match the points on the pipe surface.
Implementing intensive stereo matching between
overlapping images is by nature a difficult problem,
even though we can narrow the matching range using
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the epipolar constraint. A good review of relevant
algorithms can be found in [19]. The state of the art
of intensive stereo matching lies in the α -expansion
method proposed in [22], which approaches the
problem by way of optimizing a multi-label Markov
Random Field (MRF). However, when the size of
the image is huge, optimizing a corresponding MRF
requires heavy computation. Another method called
FastPD [11] is faster but requires much more mem-
ory. More recently, a hierarchical mechanism is
incorporated into MRF optimization [23], enabling
optimizing large MRFs more efficiently w ith low
memory occupancy.
However, due to the following reasons, our prob-
lem cannot be solved by these off-the-shelf methods.
Firstly, since the light source is carried by the mov-
ing camera, corresponding points in different images
are captured under significantly different illuminations,
which obviously makes the matching tougher. Sec-
ondly, even the hierarchical mechanism [23] largely
boosts the speed of solving an individual problem, in-
tensively matching a large number of images is still a
huge task. Therefore, we propose two mechanisms to
improve the situation.
5.1 Illumination Regularization
Some illumination invariant description and compari-
son methods have been proposed in the literature, such
as the Normalized Cross-correlation (NCC) and the
SIFT descriptor [13]. They non-exclusively require
more complex computation, which will significantly
slow down the system. Here instead of using illumi-
nation invariant description, we make the illumination
invariant.
Although the light source moves during photograph-
ing, its relative position to the camera center is fixed
and the location of the camera center within each cross-
section of the pipe is in general stable. That suggests,
the pipe surface captured by the pixels on the same lo-
cation within every image is illuminated by approxi-
mately the same light. From each pipeline, we have
collected thousands of images. The average grey level
of a pixel on the same location over thousands of im-
ages can be then regarded as the illumination intensity
of this pixel or its corresponding points on the pipe sur-
face.
Figure 4 shows the average illumination intensity on
images captured in the two pipelines. They are differ-
ent because the camera travelled at different height in
the two pipes and the deterioration degree of the two
pipes are different. Based on the illumination intensity
images in Figure 4, we can regularize the illumination
within each image through (2), where I(i) is the pixel
value of pixel i in the original image, G(i) is the grey
level of pixel i in the illumination intensity image, a
is a positive constant controlling the brightness in the
Figure 4: the average illumination intensity obtained
from images of two pipelines: some dark blobs can be
observed on the top image, which were caused by wa-
ter drops spread onto the lens; the white threads on the
bottom image are caused by some rubbish attached to
the lens. However, their affect to the matching process
is ignorable.
regularized image. Figure 5 compares the image be-
fore and after illumination regularization. Especially
on the regularized cylindrical images, the obvious il-
lumination variance is removed leaving all pixels under
comparable illumination. After illumination regulariza-
tion, we can easily measure the similarity between pix-






5.2 Sequential MRF Optimization
We first explain the design of α -expansion as well as
its hierarchical version in our problem and then intro-
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Figure 5: images before and after illumination regular-
ization.
duce our sequential mechanism, which further boosts
the speed of our system.
α-expansion After rectification [4], the corresponding
points between two overlapping images all lie in corre-
sponding scan lines. One of the two images will later be
referred to as the reference. Localizing corresponding
points along a scan line, namely estimating the dispar-
ity of each object point within the two images can be
modelled as estimating the variables in a second order
Markov Random Field.
In particular, each variable in the MRF corresponds
to a pixel in the reference image. The value of each
variable corresponds to the disparity of its correspond-
ing pixel. The probability for each variable to have a
particular value, or equivalently for a pixel to have a
particular disparity, is subject to two factors. The first
one, a function of the color difference between the two
pixels related by this particular disparity, is usually re-
ferred to as the unary term or the data term. In our work,
we use the following unary term:
Ui = ||I1 (i)− I2 (i′)||1 (3)
where I1 (i) is the color of pixel i in the reference im-
age, I2 (i′) is the color of the pixel related to i by its
current disparity in the other image, and Ui is computed
as a L 1 -norm difference between the two. The other
one, a function of the disparity difference between the
pixel and its neighbor, is usually referred to as the bi-
nary term or the smooth term. Each pixel usually has
four neighbors, hence there are four binary terms. Bi-
nary terms are used to enforce the smooth constraint,
i.e. the disparity of points in a scene should be smooth
almost everywhere [17]. In our work, we use the fol-
lowing binary term:
Bi j = |L(i)−L( j)| (4)
where L(i) and L( j) is the disparity of two neighbor
pixel i and j in the reference image, and Bi j is computed
as their absolute difference.
The unary term and the binary term really play the
role of likelihood and prior in the Bayesian theory.
Therefore, through maximizing the probability of a
MRF, one really globally maximizes the posterior of
each variable and obtains the most probable disparity
of each pixel. Due to the Hammersley-Clifford theo-
rem, maximizing the joint probability of variables in







where λ is a positive constant balancing the weight
between the unary term and the binary term. An ef-
fective way of perceiving (5) is through constructing a
weighted graph. As shown by Figure 6, each vertex in
the graph corresponds to a pixel in the reference image
or a disparity value. Edges are created between each
disparity vertex and all the pixel vertices. Each edge of
this type can be represented by a term Ui in (3). Pixel
vertices which are neighbors in the image are connected
by edges as well. Each edge of this type corresponds
to a Bi j in (4). Then, minimizing (5) is equivalent to
finding the minimal cut on its graph after which each
subgraph contains one and only one disparity vertex.
If the graph contains only 2 disparity vertices, the
minimal cut can be found using the max-flow algo-
rithm, regarding the two disparity vertices as the source
and the sink respectively. When the number of disparity
vertices is larger than two, minimizing (5) is in general
NP-hard [2]. α -expansion can provide a high quality
suboptimal solution in polynomial time.
Starting from a random initial state, α -expansion se-
quentially examines the applicability of each dispar-
ity, represented by α , to all the pixels. In particu-
lar, for each α , a new graph is created. In the new
graph, the source node corresponds to the current dis-
parity of each pixel; the sink node corresponds to the
α disparity. Those pixels, whose current disparity is
α are not included into the new graph. A bi-cut is
then implemented using max-flow algorithm to deter-
mine whether the pixels currently having other dispar-
ities should change their disparities to α . After each
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Figure 6: a graphic explanation of minimizing (5): the
four blue vertices each correspond to a pixel in the ref-
erence image; the two orange vertices correspond to
two possible disparities respectively; minimizing (5) is
equivalent to a minimal cut to the graph after which
each subgraph contains one and only one disparity ver-
tex. The dashed line in the figure shows a possible cut.
round of bi-cut, only the subgraph containing α vertex
can be increased. That is why the algorithm is named
as α -expansion. To compensate the loss in optimality,
multiple outer iterations are usually implemented.
Denote the number of outer iterations as m, the num-
ber of disparity vertices as n, the processing time of
max-flow algorithm as f . The processing time of α -
expansion is mn f . When running on images of small
size, e.g. 300 × 300 , α -expansion can usually termi-
nate quickly in 20 seconds on a normal PC. However,
when dealing with a pair of images in large size, whose
disparity range is usually large as well, the max-flow
algorithm needs to be implemented on a huge graph
many times. The processing time of α -expansion ex-
pands significantly. Our experiments show that when
dealing with a stereo pair in the size of 1000 × 1000 ,
α -expansion needs more than 30 minutes to converge.
That is by definition too slow for practical use. The
alternative method, FastPD, cannot be applied either,
because a normal PC cannot provide sufficient memory
space.
Hierarchical α-expansion The idea of hierarchical
α -expansion can be explained as solving the problem
with α -expansion under a low resolution first, and then
fine tuning the low resolution solution onto higher res-
olution through optimizing another MRF. More details
can be found in [23]. As these two steps can be im-
plemented recursively, the original problem is really
solved in a coarse-to-fine manner. Besides, since the
MRFs being optimized in the two steps are both much
smaller than the original one, the processing speed is
largely improved. With the hierarchical α -expansion,
processing a stereo pair in the size of 1000 × 1000 re-
quires only around 10 seconds on a normal PC, and the
optimality is comparable to the original α -expansion.
Figure 7 shows two sample images on which we have
implemented hierarchical α -expansion. This time, the
Figure 7: two adjacent images mapped onto the same
image cylinder. Images before and after illumination
regularization are both provided for comparison.
central axis of the image cylinder is the baseline con-
necting the two camera centers. As we have already
obtained the external parameters of the cameras, we
can accurately generate the cylindrical image through
back-projection. Although this image cylinder is dif-
ferent from an image plane in shape, it can parallelize
the epipolar lines as well. It takes minor effort to snip
and unwind that cylindrical image into a planar image.
Just make sure to snip the two cylinders along the same
epipolar line. So we obtain an image pair in the form
people usually deal with during intensive matching,
namely corresponding points always lie on the same
scan line. The pipe surface presented in these two im-
ages contains a vertical connection line and two hor-
izontal narrow cracks, which will test our algorithm’s
capability in detecting small defects on the pipe surface.
We crop off the region submerged by water before im-
plementing graph cuts. That is because we are only in-
terested in the pipe surface, and that dropping the water
region can help saving processing time. Figure 8 shows
the interim and final results of the hierarchical graph
cuts. We can see how the final disparity map is reached
through a coarse-to-fine procedure. The disparity value
is larger in the center of the image, which corresponds
to the top region in the pipe. That suggests that the cam-
era is closer to the top of the pipe compared to the left
and right sides of the pipe. The vertical connection line
and the horizontal cracks can be clearly observed in the
final result as well.
Sequential α-expansion To further boost the process-
ing speed, we propose a sequential mechanism in MRF
optimization, the key idea of which lies in better label
initializations and smaller label range. The time cost
by the max-flow algorithm which is a subroutine in α -
expansion depends on the flows needed to be pushed
before reaching the optimal state. The number of nec-
essary flows depends on the initial state of the network.
That really suggests, if the initial state of the network is
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Figure 8: the interim and final results of the hierarchical
graph cuts.
more similar to the optimal state, fewer flow, and hence
less time, will be needed in optimization. Moreover,
starting from an initial state close to the optimal also re-
duces the number of outer iterations in the α -expansion
algorithm. A smaller label range will reduce the num-
ber of max-flow implementations in a single iteration.
Whereas for a contextless image pair one can only
initialize all labels to be zero or arbitrary values, for se-
quential pipe images in our case we can largely predict
the label configuration. The disparity of each point on
the pipe surface is determined by two factors: firstly, its
deterioration degree; secondly, and more importantly
the location of the camera center. If the camera center
travels along the central axis of the pipe, the disparity
of different points will only differ slightly due to de-
terioration. However, if the camera center travels along
some line far away from the central axis, the disparity of
different points on the pipe will vary significantly. Al-
though the deterioration degree of different regions on
the pipe surface is arbitrary, the location of the camera
center within each cross section of the pipe is generally
stable. Therefore, we only use a large label set dur-
ing the intensive matching for the first few image pairs.
We can then acquire the relative location of the camera
within the cross-section of the pipe, or more directly the
average disparity along each scan line in the image. On
subsequent image pairs, the pixels on each scan line are
initialized with the corresponding average disparity. A
smaller label set will then be used to estimate their dis-
parities accurately. The smaller label set only needs to
cover the variety caused by deterioration, which will be
significantly narrower than that caused by the camera
location. The MRF optimizing speed is hence boosted.
6 BUILDING A 3D MODEL
Through dense matching on the image cylinder, we
have acquired the depth information related to each
pixel on the cylindrical image. Together with the cam-
era parameters estimated earlier, we can easily deter-
Figure 9: reconstructed pipe surface from the point
cloud together with its triangulation state.
mine the 3D location of each point on the pipe surface
through triangulation. The scale ambiguity is removed
by setting the length of the baseline between two cam-
era centers as unity. From each pair of adjacent images,
we can obtain several millions of isolated 3D points.
For better visualization, we might reconstruct a contin-
uous surface with these isolated points using the algo-
rithm proposed in [7]. However, a model containing
millions of independent points is too huge for a normal
PC to render.
Figure 9 only shows the surface reconstructed from
one hundredth of all the points. However, even after
this significant downsampling, the connection line is
still clearly presented, so is the pipe deformation on the
large scale. The two cracks are missing because they
are both less then ten pixels wide, which can not be pre-
served during this one hundredth downsampling. How-
ever, their existence and state have been represented
by the point cloud containing millions of independent
points, which will be assessed by civil engineers during
force analysis. Note that we can only reconstruct the
pipe surface above the water. We observe a complete
cylinder here because the missing part has been manu-
ally complemented with ideal cylindrical surface.
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7 CONCLUSION
We successfully reconstruct the inner surface of buried
pipelines from a sequence of fisheye images. The ob-
tained point cloud can be used to generate a virtual sur-
face for visualization, as well as to facilitate other al-
gorithms for pipe condition analysis. We used various
efficient and reliable schemes over the four-step recon-
struction. We paid particular attention to the process of
intensive matching, which is generally slow and mem-
ory demanding based on previous algorithms. Our new
method overcomes the obstacle of illumination variance
and largely boosts the speed. More improvement on
3D model generation is still necessary. One possible
development lies in automatically detecting regions of
interest and unevenly downsampling the point cloud ac-
cordingly. This will be a direction of future work.
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