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BMO FUNCTIONS AND BALAYAGE OF CARLESON MEASURES IN THE
BESSEL SETTING
V. ALMEIDA, J. J. BETANCOR, A. J. CASTRO, J. C. FARIN˜A, AND L. RODRI´GUEZ-MESA
Abstract. By BMOo(R) we denote the space consisting of all those odd and bounded mean
oscillation functions on R. In this paper we characterize the functions in BMOo(R) with bounded
support as those ones that can be written as a sum of a bounded function on (0,∞) plus
the balayage of a Carleson measure on (0,∞) × (0,∞) with respect to the Poisson semigroup
associated with the Bessel operator
Bλ := −x
−λ d
dx
x2λ
d
dx
x−λ, λ > 0.
This result can be seen as an extension to Bessel setting of a classical result due to Carleson.
1. Introduction
In this paper we extend [7, Theorem 2] (See also [29, Theorem A]) due to Carleson to Bessel
settings.
A measurable function f onRn is said to have bounded mean oscillation, in short f ∈ BMO(Rn),
when there exists C > 0 such that, for every cube Q ⊂ Rn with sides parallel to the coordinate
axes,
1
|Q|
∫
Q
|f(y)− fQ|dy ≤ C,
where
fQ :=
1
|Q|
∫
Q
f(y)dy.
It is defined, for every f ∈ BMO(Rn),
‖f‖BMO(Rn) := sup
Q
1
|Q|
∫
Q
|f(y)− fQ|dy,
where the supremum is taken over all the cubes Q ⊂ Rn with sides parallel to the coordinate axis.
It is clear that ‖ · ‖BMO(Rn) is a norm when two functions f and g in BMO(Rn) are identified
provided that the difference f − g is constant in Rn. BMO(Rn) is also called the John-Nirenberg
space ([18]).
The BMO(Rn) space is closely connected with the so called Carleson measure in Rn+1+ :=
Rn × (0,∞). If Q is a cube in Rn, the Carleson box is given by Q̂ := Q × (0, |Q|), where |Q|
denotes the Lebesgue measure of Q. A Borel measure µ on Rn+1+ is said to be a Carleson measure,
in short µ ∈ C(Rn+1+ ), when there exists C > 0 such that, for every cube Q ⊂ Rn with sides parallel
to the coordinate axes,
|µ|(Q̂)
|Q| ≤ C,
where |µ| denotes the total variation measure of µ.
If µ ∈ C(Rn+1+ ) it can be defined the norm
‖µ‖C(Rn+1+ ) := supQ
|µ|(Q̂)
|Q| ,
where the supremum is taken over all cubes Q ⊂ Rn with sides parallel to the coordinate axes.
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The classical Poisson semigroup {Pt}t>0 generated by −
√−∆, where ∆ represents the Laplace
operator ∆ :=
∑n
i=1 ∂
2
xi in R
n, is defined for every f ∈ Lp(Rn), 1 ≤ p ≤ ∞, by
Pt(f)(x) := cn
∫
Rn
Pt(x− y)f(y)dy, x ∈ Rn, t > 0,
where cn := Γ((n+ 1)/2)/π
(n+1)/2. Here the Poisson kernel is
Pt(x) :=
t
(|x|2 + t2)(n+1)/2 , x ∈ R
n, t > 0.
If f ∈ BMO(Rn), then ([25, p. 141])
(1.1)
∫
Rn
|f(y)|
(1 + |y|)n+1 dy <∞,
and Pt(|f |)(x) <∞, for every x ∈ Rn and t > 0.
It is well known ([25, p. 159 and p. 165]) that a function f ∈ L1(Rn, (1 + |y|)−n−1dy) is in
BMO(Rn) if, and only if, the measure µf on R
n+1
+ defined by
dµf (x, t) := |t∂tPt(f)(x)|2 dxdt
t
, (x, t) ∈ Rn+1+ ,
is a Carleson measure.
If µ is a positive measure on Rn+1+ the balayage Sµ,P with respect to the Poisson semigroup
{Pt}t>0 is defined by
Sµ,P (x) :=
∫
R
n+1
+
Pt(x− y)dµ(y, t), x ∈ Rn.
Carleson ([7, Theorem 2]) (see also [29, Theorem A]) proved that a function f with compact
support is in BMO(Rn) if, and only if, there exist g ∈ L∞(Rn) and a Carleson measure µ on Rn+1+
such that f = g + Sµ,P and
‖f‖BMO(Rn) ∼ ‖g‖L∞(Rn) + ‖µ‖C(Rn+1+ ).
Actually, this result was established for uniparametric families {Kt}t>0 being the Poisson semi-
group {Pt}t>0 a special case. An extension of [7, Theorem 2] to spaces of homogeneous type was
proved by Uchiyama ([27]). The proofs of the mentioned results in [7] and [27] (see also [17]) are
based on an iterative argument. Other proof was presented in [29]. Here, we will adapt Wilson’s
ideas to our setting.
Recently, Chen, Duong, Li, Song and Yan ([8]) have established a version of Carleson’s result
([7, Theorem 2]) where the Laplace operator ∆ is replaced by the Schro¨dinger operator LV :=
−∆+V , where the nonnegative potential V belongs to the reverse Ho¨lder class Bq for some q ≥ n.
Definitions and main properties about BMO spaces associated with LV can be encountered in [13]
and [14] (see also [24]).
Harmonic analysis associated with Bessel operators was initiated by Muckenhoupt and Stein
([21]). They considered the Bessel operators
∆λ := −x−2λ d
dx
x2λ
d
dx
, λ > 0,
and studied Lp-boundedness properties of maximal operators associated with Poisson semigroups
defined by ∆λ and Riesz transforms in this setting. Recently, harmonic analysis related to Bessel
operators has raised interest again (see [2], [9], [10], [20], [22], [23], [28] and [30], among others).
We consider the Bessel type operator on (0,∞)
Bλ := −x−λ d
dx
x2λ
d
dx
x−λ = − d
2
dx2
+
λ(λ − 1)
x2
, λ > 0.
Note that the potential Vλ(x) := λ(λ − 1)/x2, x ∈ (0,∞), does not satisfy any reverse Ho¨lder
property and it has a singularity at x = 0. Then, Bλ is not included in the class of Schro¨dinger
operators considered in [8] and [14].
Assume that λ > 0. According to [21, §16] the Poisson semigroup {Pλt }t>0 associated with the
Bessel operator Bλ is defined as follows
Pλt (f)(x) :=
∫ ∞
0
Pλt (x, y)f(y)dy, x, t ∈ (0,∞),
3for every f ∈ Lp(0,∞), 1 ≤ p ≤ ∞. Here, the Poisson kernel Pλt (x, y) is given by
Pλt (x, y) :=
2λ
π
(xy)λt
∫ pi
0
(sin θ)2λ−1
[(x− y)2 + t2 + 2xy(1− cos θ)]λ+1 dθ, x, y, t ∈ (0,∞).
For every 1 ≤ p ≤ ∞, the family {Pλt }t>0 is bounded on Lp(0,∞). Note that {Pλt }t>0 is not
Markovian, that is, Pλt (1) 6= 1. Indeed, according to [6, Lemma 2.2 and Remark 2.5] the function
v(x, t) := Pλt (1)(x) satisfies
(∂2t −Bλ,x)v(x, t) = 0, x, t ∈ (0,∞),
but clearly
(∂2t −Bλ,x)1 = −
λ(λ − 1)
x2
, x, t ∈ (0,∞).
We also remark that the function fλ(x) = x
λ, x ∈ (0,∞), does not belong to Lp(0,∞), for any
1 ≤ p ≤ ∞. However, Pλt (fλ) = fλ, t > 0 (see, [1, p. 455]).
We denote by Pλ∗ the maximal operator defined by {Pλt }t>0, that is,
Pλ∗ (f) := sup
t>0
|Pλt (f)|, f ∈ Lp(0,∞), 1 ≤ p ≤ ∞.
Pλ∗ is bounded from L
p(0,∞) into itself when 1 < p ≤ ∞ and from L1(0,∞) into L1,∞(0,∞) ([6,
Theorem 2.4 and Remark 2.5]).
The Hardy space H1λ(0,∞) associated to the operator Bλ was studied in [5]. It is said that a
function f ∈ L1(0,∞) is in H1λ(0,∞) when Pλ∗ (f) ∈ L1(0,∞). On H1λ(0,∞) it is considered the
norm ‖ · ‖H1
λ
(0,∞) given by
‖f‖H1
λ
(0,∞) := ‖f‖L1(0,∞) + ‖Pλ∗ (f)‖L1(0,∞), f ∈ H1λ(0,∞).
The dual space of H1λ(0,∞) can be characterized as a BMO-type space. A function f ∈ L1(0, a),
for every a > 0, is in BMOo(R) when there exists C > 0 such that
a) for every bounded interval I ⊂ (0,∞),
1
|I|
∫
I
|f(y)− fI |dy ≤ C,
b) for every a ∈ (0,∞),
1
a
∫ a
0
|f(y)|dy ≤ C.
On BMOo(R) the norm ‖ · ‖BMOo(R) is defined by
‖f‖BMOo(R) := inf{C > 0 : a) and b) hold}.
The space BMOo(R) can be characterized as that one consisting on all the functions f defined
on (0,∞) such that the odd extension fo of f to R is in BMO(R) ([3, p.465]). This property,
that justifies the notation BMOo(R) for our space, will be very useful in the sequel. The space
BMOo(R) coincides, in the usual way, with the dual space of H
1
λ(0,∞) (see [3, p. 466]).
We say that a Borel measure µ on (0,∞) × (0,∞) is a Carleson measure on (0,∞) × (0,∞)
when there exists C > 0 such that, for every bounded interval I ⊂ (0,∞),
|µ|(Î)
|I| ≤ C.
Here, as above, |µ| represents the total variation measure of µ, |I| denotes the length of the interval
I and Î := I × (0, |I|). If µ is a Carleson measure on (0,∞)× (0,∞) we define
‖µ‖C := sup
I
|µ|(Î)
|I| ,
where the supremum is taken over all bounded intervals I ⊂ (0,∞).
Next result shows the connection between BMOo(R) and the Carleson measures on (0,∞) ×
(0,∞) by using Poisson semigroups {Pλt }t>0.
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Theorem A. ([3, Theorem 1.1]) Let λ > 0. Suppose that f ∈ L1(0, a), for every a > 0. Then,
f ∈ BMOo(R) if, and only if, f ∈ L1((0,∞), (1 + x)−2dx) and the measure µf on (0,∞)× (0,∞)
defined by
µf (x, t) := |t∂tPλt (f)(x)|2
dxdt
t
, x, t ∈ (0,∞),
is Carleson. Moreover, the quantities ‖f‖2BMOo(R) and ‖µf‖C are equivalent.
In our Bλ-Bessel setting we consider the gradient ∇λ := (∂t, Dλ,x), where Dλ,x := xλ∂xx−λ .
Theorem B. ([1, Theorem 1]) Let λ > 1. Assume that u is a function defined in R× (0,∞) such
that x−λu(x, t) ∈ C∞(R×(0,∞)) and it is even in the x-variable. Suppose also that (∂2t −Bλ)u = 0,
on (0,∞)× (0,∞). Then, the following assertions are equivalent.
(i) There exists f ∈ BMOo(R) such that u(x, t) = Pλt (f)(x), x, t ∈ (0,∞).
(ii) The measure µλ on (0,∞)× (0,∞) defined by
dµλ(x, t) := |t∇λu(x, t)|2 dxdt
t
, x, t ∈ (0,∞),
is Carleson.
Moreover, the quantities ‖f‖2BMOo(R) and ‖µλ‖C are equivalent.
The main result of this paper is the following, which can be seen as a version of the Carleson’s
result in [7, Theorem 2] (see also [29, Theorem A]) in our Bessel setting.
Theorem 1.1. Let λ > 0.
(i) If µ is a Carleson measure on (0,∞)×(0,∞), the balayage of µ with respect to the Poisson
semigroup {Pλt }t>0 associated with Bλ defined by
Sµ,Pλ(x) :=
∫ ∞
0
∫ ∞
0
Pλt (x, y)dµ(y, t), x ∈ (0,∞),
is in BMOo(R) and
‖Sµ,Pλ‖BMOo(R) ≤ C‖µ‖C.
Here C > 0 does not depend on µ.
(ii) Let f ∈ BMOo(R) such that f = 0 on (a,∞), for some a > 0. Then, there exist g ∈
L∞(0,∞) and a Carleson measure µ on (0,∞)× (0,∞) such that f = g + Sµ,Pλ and
‖g‖L∞(0,∞) + ‖µ‖C ≤ C‖f‖BMOo(R),
where C > 0 does not depend on f .
In order to prove this theorem we are going to adapt the procedure developed by Wilson ([29])
to our Bessel setting.
The heat semigroup {Wλt }t>0 associated to the Bessel operator Bλ is defined, for every f ∈
Lp(0,∞), 1 ≤ p ≤ ∞, by
Wλt (f)(x) :=
∫ ∞
0
Wλt (x, y)f(y)dy, x ∈ (0,∞),
where the heat kernel is given by
Wλt (x, y) :=
√
xy
2t
Iλ−1/2
(xy
2t
)
e−(x
2+y2)/(4t), x, y, t ∈ (0,∞).
Here, Iν denotes the modified Bessel function of the first kind and order ν. If µ is a Borel measure
on (0,∞)× (0,∞) we define the balayage Sµ,Wλ of µ with respect to {Wλt }t>0 in the natural way.
The well known subordination formula connects Bessel Poisson and heat semigroups as follows.
For every f ∈ Lp(0,∞), 1 ≤ p ≤ ∞,
Pλt (f)(x) =
1√
π
∫ ∞
0
e−u√
u
Wλt2/(4u)(f)(x)du, x, t ∈ (0,∞).
By using this equality from Theorem 1.1 we can immediately deduce the following property (see
[8, proof of Theorem 3.5]).
5Corollary 1.2. Let λ > 0 and f ∈ BMOo(R) such that f = 0 on (a,∞), for some a > 0. Then,
there exist g ∈ L∞(0,∞) and a Carleson measure µ on (0,∞) × (0,∞) such that f = g + Sµ,Wλ
and
‖g‖L∞(0,∞) + ‖µ‖C ≤ C‖f‖BMOo(R).
Here C > 0 does not depend on f .
This paper is organized as follows. In Section 2, we present some properties of the Poisson
kernel and Poisson semigroups for Bessel operators that will be useful in the sequel. In Section 3
we prove new properties of the space BMOo(R) that are needed to establish Theorem 1.1. The
proof of Theorem 1.1 is presented in Section 4.
Throughout this paper by C we always denote a positive constant that is not necessarily the
same in each occurrence. Also, we always consider λ > 0.
2. Some useful properties of Bessel Poisson semigroups
As it was mentioned in the introduction, according to [21, §16] the Bλ-Poisson kernel is given
by
(2.1) Pλt (x, y) :=
2λ
π
t(xy)λ
∫ pi
0
(sin θ)2λ−1
[(x− y)2 + t2 + 2xy(1− cos θ)]λ+1 dθ, x, y, t ∈ (0,∞).
From (2.1) it is straightforward that
(2.2) 0 ≤ Pλt (x, y) ≤ C
t(xy)λ
((x− y)2 + t2)λ+1 , x, y, t ∈ (0,∞).
Also, by [21, (b) p. 86] we get
(2.3) Pλt (x, y) ≤ C
t
(x− y)2 + t2 , x, y, t ∈ (0,∞).
We also need estimations for the derivatives of Pλt (x, y).
Lemma 2.1. Let λ > 0. Then, for every t, x, y ∈ (0,∞),
|∂tPλt (x, y)|+ |Dλ,xPλt (x, y)| ≤
C
t
Pλt (x, y),
Proof. We have that
|∂tPλt (x, y)| =
∣∣∣2λ
π
(xy)λ
{∫ pi
0
(sin θ)2λ−1
[(x − y)2 + t2 + 2xy(1− cos θ)]λ+1 dθ
− 2(λ+ 1)t2
∫ pi
0
(sin θ)2λ−1
[(x− y)2 + t2 + 2xy(1− cos θ)]λ+2 dθ
}∣∣∣
≤ C
t
Pλt (x, y).
On the other hand, we can write
Dλ,xP
λ
t (x, y) = −
4λ(λ+ 1)
π
t(xy)λ
∫ pi
0
((x− y) + y(1− cos θ))(sin θ)2λ−1
[(x − y)2 + t2 + 2xy(1− cos θ)]λ+2 dθ,
and also,
Dλ,xP
λ
t (x, y) = −
4λ(λ+ 1)
π
t(xy)λ
∫ pi
0
((x− y) cos θ + x(1 − cos θ))(sin θ)2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+2 dθ.
Then, ∣∣∣Dλ,xPλt (x, y)∣∣∣ ≤ Ct(xy)λ ∫ pi
0
(|x − y|+min{x, y}(1− cos θ))(sin θ)2λ−1
[(x− y)2 + t2 + 2xy(1− cos θ)]λ+2 dθ.
Since
|x− y|+min{x, y}(1− cos θ)
(x− y)2 + t2 + 2xy(1− cos θ) ≤
C
t
(
1 +
min{x, y}√
xy
)
≤ C
t
, x, y, t ∈ (0,∞) and θ ∈ [0, π],
we conclude that ∣∣∣Dλ,xPλt (x, y)∣∣∣ ≤ Ct Pλt (x, y).

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The Hankel transform hλ(f) of f ∈ L1(0,∞) is defined by
hλ(f)(x) :=
∫ ∞
0
√
xyJλ−1/2(xy)f(y)dy, x ∈ (0,∞),
where Jν denotes the Bessel function of the first kind and order ν. Since the function
√
zJλ−1/2(z)
is bounded on (0,∞), it is clear that
‖hλ(f)‖L∞(0,∞) ≤ C‖f‖L1(0,∞), f ∈ L1(0,∞).
The Hankel transform hλ can be extended from L
1(0,∞) ∩ L2(0,∞) to L2(0,∞) as an isometry
in L2(0,∞) ([26, p. 473 (1)]).
The Bessel Poisson kernel can be written in the following way ([21, (16.1’)])
Pλt (x, y) =
∫ ∞
0
e−tz
√
xzJλ−1/2(xz)
√
yzJλ−1/2(yz) dz, x, y, t ∈ (0,∞).
Then, we have that
Pλt (x, y) = hλ
(
e−tz
√
xzJλ−1/2(xz)
)
(y), x, y, t ∈ (0,∞),
and
(2.4) ∂tP
λ
t (x, y) = −hλ
(
ze−tz
√
xzJλ−1/2(xz)
)
(y), x, y, t ∈ (0,∞).
We can also obtain that if f ∈ L2(0,∞),
(2.5) Pλt (f) = hλ
(
e−tzhλ(f)(z)
)
, t ∈ (0,∞),
and
(2.6) ∂tP
λ
t (f) = −hλ
(
ze−tzhλ(f)(z)
)
, t ∈ (0,∞).
Indeed, since the function
√
zJλ(z) is bounded on (0,∞), we get∫ ∞
0
|√yzJλ−1/2(yz)e−tzhλ(f)(z)| dz ≤ C
∫ ∞
0
e−tz|hλ(f)(z)| dz
≤ C
( ∫ ∞
0
e−2tz dz
)1/2
‖hλ(f)‖L2(0,∞) ≤ C
t1/2
‖f‖L2(0,∞) <∞, y, t ∈ (0,∞),
which allows us to establish (2.5). In analogous way the differentiation under the integral sign in
(2.6) can be justified.
Also, since (see [19, (5.3.5)]),
∂y[(yz)
−νJν(yz)] = −z(yz)−νJν+1(yz), y, z ∈ (0,∞),
it follows that
Dλ,y[P
λ
t (x, y)] = y
λ∂y
∫ ∞
0
(yz)−λ+1/2Jλ−1/2(yz)z
λe−tz
√
xzJλ−1/2(xz) dz
= −
∫ ∞
0
√
yzJλ+1/2(yz)ze
−tz
√
xzJλ−1/2(xz) dz
= −hλ+1
(
ze−tz
√
xzJλ−1/2(xz)
)
(y), x, y, t ∈ (0,∞),(2.7)
and, for f ∈ L2(0,∞),
(2.8) Dλ,y[P
λ
t (f)(y)] = −hλ+1
(
ze−tzhλ(f)(z)
)
(y), y, t ∈ (0,∞).
Differentiation under the integral sign can be justified as above.
On the other hand, since hλ(f) ∈ L2(0,∞), the dominated convergence theorem implies that
lim
t→0+
tze−tzhλ(f)(z) = lim
t→+∞
tze−tzhλ(f)(z) = lim
t→+∞
e−tzhλ(f)(z) = 0, in L
2(0,∞),
and
lim
t→0+
e−tzhλ(f)(z) = hλ(f)(z), in L
2(0,∞).
Then, from (2.5), (2.6) and the L2-boundedness of hλ we get that
(2.9) lim
t→0+
t∂t(P
λ
t (f)(z)) = limt→+∞
t∂t(P
λ
t (f)(z)) = limt→+∞
Pλt (f)(z) = 0, in L
2(0,∞),
7and
(2.10) lim
t→0+
Pλt (f)(z) = f, in L
2(0,∞).
Our next objective is to prove the following lemma.
Lemma 2.2. Let f ∈ L2(0,∞). Then,
(2.11) f(x) = 2 lim
ε→0+
∫ 1/ε
ε
∫ ∞
0
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt,
where the equality is understood in L2(0,∞) and also in a distributional sense.
Proof. By using (2.4) and (2.6), Plancherel inequality for hλ leads to∫ ∞
0
∂tP
λ
t (x, y) ∂tP
λ
t (f)(y)dy =
∫ ∞
0
hλ
(
ze−tz
√
xzJλ−1/2(xz)
)
(y)hλ
(
ze−tzhλ(f)(z)
)
(y)dy
=
∫ ∞
0
z2e−2tz
√
xzJλ−1/2(xz)hλ(f)(z)dz
=
1
4
∂2t [P
λ
2t(f)(x)], x, t ∈ (0,∞).
In analogous way from (2.7), (2.8) and Plancherel equality for hλ+1 we obtain∫ ∞
0
Dλ,y[P
λ
t (x, y)]Dλ,y[P
λ
t (f)(y)] dy
=
∫ ∞
0
hλ+1
(
ze−tz
√
xzJλ−1/2(xz)
)
(y)hλ+1
(
ze−tzhλ(f)(z)
)
(y)dy
=
∫ ∞
0
z2e−2tzhλ(f)(z)
√
xzJλ−1/2(xz)dz
=
1
4
∂2t [P
λ
2t(f)(x)], x, t ∈ (0,∞).
By partial integration we obtain∫ 1/ε
ε
∫ ∞
0
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt =
1
2
∫ 1/ε
ε
t∂2t [P
λ
2t(f)(x)] dt
=
1
2
{
t∂t(P
λ
2t(f)(x))
]t=1/ε
t=ε
− Pλ2t(f)(x)
]t=1/ε
t=ε
}
, x ∈ (0,∞) and 0 < ε < 1.
We conclude from (2.9) and (2.10) that
lim
ε→0+
∫ 1/ε
ε
∫ ∞
0
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt =
f(x)
2
, in L2(0,∞),
and then, also, in a distributional sense. 
3. BMO spaces associated with Bessel operators
In this section we establish some properties for the functions in the space BMOo(R) that will
be useful in the proof of Theorem 1.1.
As it was mentioned in the introduction, in [5] Hardy spaces associated with Bessel operators
Bλ were introduced by using maximal operators. A function f ∈ L1(0,∞) is in the Hardy space
H1λ(0,∞) provided that the maximal function Pλ∗ (f) ∈ L1(0,∞). Here, Pλ∗ is defined by
Pλ∗ (f) := sup
t>0
|Pλt (f)|, f ∈ L1(0,∞).
According to [5, Theorem 1.10 and Proposition 3.8] H1λ(0,∞) can be also defined by using the
maximal operator associated to the heat semigroup {Wλt }t>0 generated by −Bλ.
The area integral defined by the Poisson semigroup {Pλt }t>0, gλ(f) of f ∈ L1(0,∞) is defined
by
gλ(f)(x) :=
(∫
Γ+(x)
|t∂tPλt (f)(y)|2
dtdy
t2
)1/2
, x ∈ (0,∞),
where Γ+(x) := {(y, t) ∈ (0,∞) × (0,∞) : |x − y| < t}, x ∈ (0,∞). In [3, Proposition 4.1] it
was proved that f ∈ L1(0,∞) is in H1λ(0,∞) if and only if gλ(f) ∈ L1(0,∞). Actually, the space
H1λ(0,∞) does not depend on λ because, according to [5, Theorem 1.10] and [15, Theorem 2.1], a
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function f ∈ L1(0,∞) is in H1λ(0,∞) when and only when the odd extension fo of f to R is in the
classical Hardy space H1(R). Other characterizations for the space H1λ(0,∞) can be found in [4]
(even in the multiparametric case).
The dual space of H1λ(0,∞) is the space BMOo ([3, p. 466]). By using duality and the
description of H1λ(0,∞) in terms of gλ we deduce a new characterization of BMOo(R).
According to (2.3) we have that Pλt (f)(x) < ∞, for every x, t ∈ (0,∞), provided that f is a
complex measurable function on (0,∞) such that∫ ∞
0
|f(x)|
(1 + x)2
dx <∞.
We say that a function f ∈ L1((0,∞), (1 + x)−2dx) is in BMO(Pλ) when
‖f‖BMO(Pλ) := sup
1
|I|
∫
I
|f(x)− Pλ|I|(f)(x)|dx <∞,
where the supremum is taken over all bounded intervals I in (0,∞).
We now characterize BMO(Pλ) as the dual space of H1λ(0,∞). In order to do this we consider
the odd-atoms introduced in [15]. A measurable function a on (0,∞) is an odd-atom when it
satisfies one of the following properties:
(a) a = 1δχ(0,δ), for some δ > 0. Here χ(0,δ) denotes the characteristic function of (0, δ), for
every δ > 0.
(b) There exists a bounded interval I ⊂ (0,∞) such that supp a ⊂ I, ∫I a(x)dx = 0 and
‖a‖∞ ≤ |I|−1.
We say that a function f ∈ L1(0,∞) is in H1o,at(0,∞) when, for every j ∈ N, there exist λj > 0
and an odd-atom aj such that f =
∑
j∈N λjaj , in L
1(0,∞), and ∑j∈N λj < ∞. We define, for
every f ∈ H1o,at(0,∞),
‖f‖H1o,at(0,∞) := inf
∑
j∈N
λj ,
where the infimum is taken over all the sequences {λj}j∈N ⊂ (0,∞) such that
∑
j∈N λj < ∞ and
f =
∑
j∈N λjaj, in L
1(0,∞), where aj is an odd-atom, for every j ∈ N.
According to [5, Proposition 3.7] we have that H1o,at(0,∞) = H1λ(0,∞) algebraic and topologi-
cally. Note that this equality implies that A = span{odd atoms} is a dense subspace of H1λ(0,∞).
We now characterize BMO(Pλ) as the dual space of H1λ(0,∞).
Proposition 3.1. Let λ > 0.
i) Let f ∈ BMO(Pλ). We define the functional Tf on A by
Tf(b) :=
∫ ∞
0
f(x)b(x)dx, b ∈ A.
Then, Tf can be extended to H
1
λ(0,∞) as a bounded operator from H1λ(0,∞) into C. Fur-
thermore,
‖Tf‖(H1
λ
(0,∞))′ ≤ C‖f‖BMO(Pλ),
where C > 0 does not depend on f .
ii) There exists C > 0 such that, for every T ∈ (H1λ(0,∞))′, there exists f ∈ BMO(Pλ) such
that T = Tf on A and
‖f‖BMO(Pλ) ≤ C‖T ‖(H1
λ
(0,∞))′ .
Proof of Proposition 3.1, i). Since f ∈ BMO(Pλ), we can affirm that the measure ρf on (0,∞)×
(0,∞) defined by
dρf (x, t) := |t(∂tPλt )(id − Pλt )f(x)|2
dxdt
t
,
where id represents the identity operator, is Carleson and
‖ρf‖C ≤ C‖f‖2BMO(Pλ),
with C > 0.
9In order to prove this assertion, we can proceed as in the proof of [11, Lemma 4.6]. Indeed, it is
sufficient to see that, there exists C > 0 such that, for every bounded interval I ⊂ (0,∞) we have
that
(3.1)
∫
Î
|t(∂tPλt )(id − Pλt )(id − Pλ|I|)f(x)|2
dxdt
t
≤ C|I|‖f‖2BMO(Pλ),
and
(3.2)
∫
Î
|t(∂tPλt )(id − Pλt )Pλ|I|(f)(x)|2
dxdt
t
≤ C|I|‖f‖2BMO(Pλ).
We consider the Littlewood-Paley type function Gλ defined by
Gλ(g)(x) :=
( ∫ ∞
0
|t(∂tPλt )(id − Pλt )g(x)|2
dt
t
)1/2
, x ∈ (0,∞).
Let g ∈ L2(0,∞). According to (2.5), (2.6) and the fact that h2λ = id, we can write
t(∂tP
λ
t )(id − Pλt )g = −hλ(tze−tz(1 − e−tz)hλ(g)), t > 0.
Then, since hλ is a bounded operator from L
2(0,∞) into itself, we get
‖Gλ(g)‖2 =
( ∫ ∞
0
∫ ∞
0
|hλ(tze−tz(1− e−tz)hλ(g))(x)|2dxdt
t
)1/2
≤ C
( ∫ ∞
0
∫ ∞
0
|tze−tz(1− e−tz)|2 dt
t
|hλ(g)(z)|2dz
)1/2
≤ C‖g‖2.
Hence, the sublinear operator Gλ is bounded from L
2(0,∞) into itself.
Let I be a bounded interval in (0,∞).
We now decompose the function (id − Pλ|I|)f as follows:
(id − Pλ|I|)f = χ2I(id − Pλ|I|)f + χ(0,∞)\2I(id − Pλ|I|)f =: g1 + g2.
The arguments in [11, p. 956] (see also [12]) allow us to obtain
(3.3)
∫
Î
|t(∂tPλt )(id − Pλt )(g1)(x)|2
dxdt
t
≤ ‖Gλ(g1)‖22 ≤ C‖g1‖22 ≤ C|I|‖f‖2BMO(Pλ),
and also, by using Lemma 2.1 and (2.3), that
|t(∂tPλt )(id − Pλt )(g2)(x)| ≤ C
t
|I| ‖f‖BMO(Pλ).
Then, we get
(3.4)
∫
Î
|t(∂tPλt )(id − Pλt )(g2)(x)|2
dxdt
t
≤ C|I|‖f‖2BMO(Pλ).
Inequality (3.1) follows now from (3.3) and (3.4).
According again to Lemma 2.1, (2.3) and by proceeding as in the bottom of [11, p. 956] we
obtain
|t(∂tPλt )(id − Pλt )Pλ|I|(f)(x)| ≤ C
t
|I| ‖f‖BMO(Pλ),
and (3.2) can be established.
If F is a measurable function on (0,∞)× (0,∞) we define (see [3, p. 488])
Φ(F )(x) := sup
I⊂(0,∞),I bounded,x∈I
( 1
|I|
∫ |I|
0
∫
I
|F (y, t)|2 dydt
t
)1/2
, x ∈ (0,∞),
and
Ψ(F )(x) :=
( ∫
Γ+(x)
|F (y, t)|2 dydt
t2
)1/2
, x ∈ (0,∞).
Suppose that b ∈ A and consider F (x, t) := t(∂tPλt )(id − Pλt )f and G(x, t) := t∂tPλt (b)(x),
x, t ∈ (0,∞). Since ρf is a Carleson measure we have that Φ(F ) ∈ L∞(0,∞) and
‖Φ(F )‖∞ ≤ C‖ρf‖1/2C .
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On the other hand, from [3, Proposition 4.1], we have that Ψ(G) ∈ L1(0,∞) and ‖Ψ(G)‖1 ≤
C‖b‖H1
λ
(0,∞). Then, according to [3, Proposition 4.3] we get∫ ∞
0
∫ ∞
0
|t(∂tPλt )(id − Pλt )f(y)||t∂tPλt (b)(y)|
dydt
t
≤ C
∫ ∞
0
Φ(F )(y)Ψ(G)(y)dy ≤ C‖f‖BMO(Pλ)‖b‖H1
λ
(0,∞).(3.5)
It follows that∫ ∞
0
∫ ∞
0
t(∂tP
λ
t )(id − Pλt )f(y)t∂tPλt (b)(y)
dydt
t
= lim
ε→0+,N→∞
H(ε,N),
where, for every 0 < ε < N <∞,
H(ε,N) :=
∫ N
ε
∫ ∞
0
t(∂tP
λ
t )(id − Pλt )f(y)t∂tPλt (b)(y)
dydt
t
.
We can write
t(∂tP
λ
t )(id − Pλt ) = t∂tPλt −
1
2
t∂tP
λ
2t, t > 0.
Since f ∈ L1((0,∞), (1 + x)−2dx) and b ∈ A, by using [3, (4.8)] we deduce that∫ ∞
0
t(∂tP
λ
t )(id − Pλt )f(y)∂tPλt (b)(y)dy
=
∫ ∞
0
f(z)
∫ ∞
0
t
(
∂tP
λ
t (y, z)−
1
2
∂tP
λ
2t(y, z)
)
∂tP
λ
t (b)(y)dydz, t > 0,
and, for every 0 < ε < N <∞,
H(ε,N) =
∫ ∞
0
f(z)
∫ N
ε
∫ ∞
0
t
(
∂tP
λ
t (y, z)−
1
2
∂tP
λ
2t(y, z)
)
∂tP
λ
t (b)(y)dydtdz.
According to [3, (4.15)] we obtain
lim
ε→0+,N→∞
∫ N
ε
∫ ∞
0
t∂tP
λ
t (y, z)∂tP
λ
t (b)(y)dydt =
b(z)
4
, in L2(0,∞).
In a similar way we can see that
lim
ε→0+,N→∞
∫ N
ε
∫ ∞
0
t∂tP
λ
2t(y, z)∂tP
λ
t (b)(y)dydt =
2b(z)
9
, in L2(0,∞).
Then,
lim
ε→0+,N→∞
∫ N
ε
∫ ∞
0
t
(
∂tP
λ
t (y, z)−
1
2
∂tP
λ
2t(y, z)
)
∂tP
λ
t (b)(y)dydt =
5b(z)
36
,
in L2(0,∞). By using now dominated convergence theorem as in [3, p. 492] we conclude that
(3.6)
∫ ∞
0
∫ ∞
0
t∂t(P
λ
t )(id − Pλt )f(x)∂tPλt (b)(x)
dxdt
t
=
5
36
∫ ∞
0
f(x)b(x)dx.
By combining (3.5) and (3.6) we get
|Tf (b)| =
∣∣∣ ∫ ∞
0
f(x)b(x)dx
∣∣∣ ≤ C‖f‖BMO(Pλ)‖b‖H1
λ
(0,∞).

Proof of Proposition 3.1, ii). Assume that T ∈ (H1λ(0,∞))′. There exists f ∈ BMOo(R) such
that Tg = Tfg, for every g ∈ A, and ‖f‖BMOo(R) ≤ C‖T ‖(H1λ(0,∞))′ ([3, p. 466] and [5, Theorem
1.10]). We are going to see that f ∈ BMO(Pλ).
Let I be a bounded interval in (0,∞). We can write
1
|I|
∫
I
|f(x)− Pλ|I|(f)(x)|dx ≤
1
|I|
∫
I
|f(x)− fI |dx + 1|I|
∫
I
|Pλ|I|(f − fI)(x)|dx
+
|fI |
|I|
∫
I
|Pλ|I|(1)(x) − 1|dx =: J1 + J2 + J3.
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Since f ∈ BMOo(R), J1 ≤ ‖f‖BMOo(R). According to (2.3) we have that
|Pλ|I|(f − fI)(x)| ≤ C
∫ ∞
0
|I|
|x− y|2 + |I|2 |f(y)− fI |dy
≤ C
(∫
(0,∞)∩(x−|I|/2,x+|I|/2)
+
∑
k∈N
∫
(0,∞)∩(B(x,2k|I|)\B(x,2k−1|I|)
) |I||f(y)− fI |
(x− y)2 + |I|2 dy
≤ C
( 1
|I|
∫
(0,∞)∩(2I)
|f(y)− fI |dy +
∑
k∈N
1
22k|I|
∫
(0,∞)∩2k+2I
|f(y)− fI |dy
)
≤ C‖f‖BMOo(R)
(
1 +
∑
k∈N
k
2k
)
≤ C‖f‖BMOo(R), x ∈ I.(3.7)
Then, J2 ≤ C‖f‖BMOo(R).
In order to estimate J3 we distinguish two cases. We consider firstly that xI ≤ |I|. According
to (2.3) we get
(3.8) |Pλ|I|(1)(x) − 1| ≤ C
∫ ∞
0
|I|
(x− y)2 + |I|2 dy + 1 ≤ C, x ∈ (0,∞).
Then
(3.9) J3 ≤ C|fI | ≤ C|I|
∫
I
|f(y)|dy ≤ C xI + |I||I|(xI + |I|)
∫ xI+|I|
0
|f(y)|dy ≤ C‖f‖BMOo(R).
Suppose now that I = (xI − |I|/2, xI + |I|/2), where xI > |I|. We write
Pλ|I|(1)(x)− 1 =
∫ ∞
0
Pλ|I|(x, y)dy −
1
π
∫ +∞
−∞
|I|
(x− y)2 + |I|2 dy
=
(∫ x/2
0
+
∫ ∞
2x
)
Pλ|I|(x, y)dy −
1
π
( ∫ x/2
−∞
+
∫ ∞
2x
) |I|
(x − y)2 + |I|2 dy
+
∫ 2x
x/2
(
Pλ|I|(x, y)−
1
π
|I|
(x− y)2 + |I|2
)
dy
=:
3∑
i=1
Ri(x), x ∈ (0,∞).
By using (2.3) we get
|R1(x) +R2(x)| ≤ C
{(∫ x/2
0
+
∫ ∞
2x
) |I|
(x− y)2 + |I|2 dy +
∫ ∞
0
|I|
(x+ y)2 + |I|2 dy
}
≤ C|I|
{(∫ x/2
0
+
∫ ∞
2x
) 1
(x − y)2 + |I|2 dy +
∫ 2x
x/2
1
(x+ y)2 + |I|2 dy
}
≤ C|I|
( ∫ x/2
0
dy
x2
+
∫ ∞
x/2
dy
y2
)
≤ C |I|
x
, x ∈ (0,∞).
To analyze R3(x), x ∈ (0,∞), we write
Pλt (x, y) =
2λt(xy)λ
π
(∫ pi/2
0
+
∫ pi
pi/2
) (sin θ)2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+1 dθ
=: Pλ,1t (x, y) + P
λ,2
t (x, y), x, y, t ∈ (0,∞),
and
Pλ,1t (x, y) =
2λt(xy)λ
π
{∫ pi/2
0
(sin θ)2λ−1 − θ2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+1 dθ
+
∫ pi/2
0
( θ2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+1 −
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+1
)
dθ
+
∫ ∞
0
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+1 dθ −
∫ ∞
pi/2
θ2λ−1
((x − y)2 + t2 + xyθ2)λ+1 dθ
}
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=:
2λt(xy)λ
π
4∑
i=1
Ii(x, y, t), x, y, t ∈ (0,∞).
We observe that
2λt(xy)λ
π
I3(x, y, t) =
1
π
t
(x − y)2 + t2 = Pt(x− y), x, y, t ∈ (0,∞),
and then, we obtain, for each x, y, t ∈ (0,∞),
(3.10) Pλt (x, y)− Pt(x− y) =
2λt(xy)λ
π
(I1(x, y, t) + I2(x, y, t) + I4(x, y, t)) + P
λ,2
t (x, y).
We have that,
|Pλ,2t (x, y)| ≤ C
t(xy)λ
(x2 + y2 + t2)λ+1
≤ C t
x2
, x, y, t ∈ (0,∞).
By using mean value theorem we get
|I1(x, y, t)| ≤ C
∫ pi/2
0
θ2λ+1
((x− y)2 + t2 + xyθ2)λ+1 dθ ≤ C
∫ pi/2
0
θ2λ+1
(|x− y|+ t+ xθ)2λ+2 dθ
≤ C
x2λ+3/2|x− y|1/2 , 0 <
x
2
< y < 2x, t > 0,
and
|I2(x, y, t)| ≤ C
∫ pi/2
0
xyθ2λ+3
((x− y)2 + t2 + xyθ2)λ+2 dθ ≤ C
∫ pi/2
0
x2θ2λ+3
(|x− y|+ t+ xθ)2λ+4 dθ
≤ C
x2λ+3/2|x− y|1/2 , 0 <
x
2
< y < 2x, t > 0.
Also, for every t > 0 and 0 < x2 < y < 2x, we can write
|I4(x, y, t)| = (xy)
−λ
(x− y)2 + t2
∫ ∞
pi
2
√
xy/((x−y)2+t2)
u2λ−1
(1 + u2)λ+1
du
≤ C x
−2λ
(x− y)2 + t2
∫ ∞
pi
2
√
xy/((x−y)2+t2)
du
u3
≤ C
x2λ+2
.
From (3.10) and by putting together the above estimates we get∣∣Pλt (x, y)− Pt(x− y)∣∣ ≤ Ct( 1x3/2|x− y|1/2 + 1x2 ), 0 < x2 < y < 2x, t > 0.
It follows that
|R3(x)| ≤ C|I|
∫ 2x
x/2
( 1
x3/2|x− y|1/2 +
1
x2
)
dy ≤ C |I|
x
, x ∈ (0,∞).
We obtain that
(3.11) |Pλ|I|(1)(x)− 1| ≤ C
|I|
x
, x ∈ (0,∞).
Since xI > |I|, then xI − |I|/2 > 2−1xI , and we get
J3 ≤ C|fI |
∫
I
1
x
dx ≤ C|I|
∫
I
|f(y)|dy |I|
xI − |I|/2
≤ C xI + |I|
(xI − |I|/2)(xI + |I|)
∫ xI+|I|
0
|f(y)|dy ≤ C‖f‖BMOo(R).(3.12)
We conclude that
1
|I|
∫
I
|f(x)− Pλ|I|(f)(x)|dx ≤ C‖f‖BMOo(R).
Thus we prove that f ∈ BMO(Pλ) and that
‖f‖BMO(Pλ) ≤ C‖f‖BMOo(R) ≤ C‖T ‖(Hλ1 (0,∞))′ .

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From Proposition 3.1 and since BMOo(R) is the dual space of H
1
λ(0,∞) ([3, p. 466]), we can
deduce the equality of BMO(Pλ) and BMOo(R).
Corollary 3.2. Let λ > 0. Then, BMO(Pλ) = BMOo(R) algebraic and topologically.
The following property will be very useful in the sequel.
Proposition 3.3. Let λ > 0. There exists C > 0 such that, for every f ∈ BMOo(R),
|t∂tPλt (f)(x)| + |tDλ,xPλt (f)(x)| ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
Proof. Let f ∈ BMOo(R) and consider the odd extension fo of f to R. We have that fo ∈ BMO(R)
and
Pt(fo)(x) =
∫ ∞
0
(Pt(x− y)− Pt(x + y))f(y)dy, x, t ∈ (0,∞).
Since fo ∈ BMO(R) and ‖fo‖BMO(R) ≤ C‖f‖BMOo(R), from [29, (2), p. 22] (see also [16]) we
deduce that
|t∂tPt(fo)(x)|+ |t∂xPt(fo)(x)| ≤ C‖f‖BMOo(R), t, x ∈ (0,∞).
Also, we can write
t∂tP
λ
t (f)(x) = t∂tPt(fo)(x) +
∫ ∞
0
t∂t(P
λ
t (x, y)− Pt(x − y) + Pt(x+ y))f(y)dy
= t∂tPt(fo)(x) +
(∫ x/2
0
+
∫ ∞
2x
)
t∂tP
λ
t (x, y)f(y)dy
+
(∫ x/2
0
+
∫ ∞
2x
)
t∂t(Pt(x+ y)− Pt(x − y))f(y)dy
+
∫ 2x
x/2
t∂tPt(x + y)f(y)dy +
∫ 2x
x/2
t∂t(P
λ
t (x, y)− Pt(x− y))f(y)dy
= t∂tPt(fo)(x) +
4∑
i=1
Ji(x, t), x, t ∈ (0,∞).(3.13)
By using Lemma 2.1 and (2.2) we deduce that
|J1(x, t)| ≤ C
( ∫ x/2
0
+
∫ ∞
2x
) t(xy)λ|f(y)|
((x− y)2 + t2)λ+1 dy
≤ C
( ∫ x/2
0
tx2λ|f(y)|
(x2 + t2)λ+1
dy +
∫ ∞
2x
t(xy)λ|f(y)|
(y2 + t2)λ+1
dy
)
≤ C
( 1
x
∫ x
0
|f(y)|dy + xλ
∫ ∞
2x
|f(y)|
yλ+1
dy
)
≤ C
(
‖f‖BMOo(R) + xλ
∞∑
k=1
∫ 2k+1x
2kx
|f(y)|
yλ+1
dy
)
≤ C
(
‖f‖BMOo(R) + xλ
∞∑
k=1
1
(2kx)λ+1
∫ 2k+1x
0
|f(y)|dy
)
≤ C
(
‖f‖BMOo(R) +
∞∑
k=1
2−kλ
1
2k+1x
∫ 2k+1x
0
|f(y)|dy
)
≤ C‖f‖BMOo(R), x, t ∈ (0,∞).(3.14)
On the other hand,
|J2(x, t)| = 1
π
∣∣∣( ∫ x/2
0
+
∫ ∞
2x
)
t∂t
( 4xyt
((x− y)2 + t2)((x + y)2 + t2)
)
f(y)dy
∣∣∣
=
1
π
∣∣∣( ∫ x/2
0
+
∫ ∞
2x
) 4xyt
((x− y)2 + t2)((x + y)2 + t2)
− 8xyt
3((x + y)2 + (x − y)2 + 2t2)
((x− y)2 + t2)2((x+ y)2 + t2)2 f(y)dy
∣∣∣
14 V. ALMEIDA, J. J. BETANCOR, A.J. CASTRO, J.C. FARIN˜A, AND L. RODRI´GUEZ-MESA
≤ C
( ∫ x/2
0
+
∫ ∞
2x
) xyt
((x − y)2 + t2)((x + y)2 + t2) |f(y)|dy
≤ C
( tx2
(x2 + t2)2
∫ x
0
|f(y)|dy + tx
∫ ∞
2x
y|f(y)|
(y2 + t2)2
dy
)
≤ C
( 1
x
∫ x
0
|f(y)|dy + x
∫ ∞
2x
|f(y)|
y2
dy
)
≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
The last inequality is obtained by proceeding as in (3.14) for λ = 1.
Also, we have that
|J3(x, t)| = 1
π
∣∣∣ ∫ 2x
x/2
( t
(x+ y)2 + t2
− 2t
3
((x+ y)2 + t2)2
)
f(y)dy
∣∣∣ ≤ C
x
∫ 2x
x/2
|f(y)|dy ≤ C‖f‖BMOo(R).
Finally, in order to estimate J4(x, t), x, t ∈ (0,∞), we consider (3.10) and write, for each
x, y, t ∈ (0,∞),
(3.15) t∂t(P
λ
t (x, y)− Pt(x− y)) =
2λ
π
(xy)λ
∑
i=1,2,4
t∂t(tIi(x, y, t)) + t∂tP
λ,2
t (x, y).
By using the mean value theorem we get
|t∂t(tI1(x, y, t))| =
∣∣∣tI1(x, y, t)− 2(λ+ 1)t3 ∫ pi/2
0
(sin θ)2λ−1 − θ2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+2 dθ
∣∣∣
≤ Ct
∫ pi/2
0
|(sin θ)2λ−1 − θ2λ−1|
((x− y)2 + t2 + 2xy(1− cos θ))λ+1 dθ
≤ Ct
∫ pi/2
0
θ2λ+1
(|x− y|+ t+ xθ)2λ+2 dθ ≤
C
x2λ+1
, 0 <
x
2
< y < 2x, t > 0,
and
|t∂t(tI2(x, y, t))| =
∣∣∣tI2(x, y, t)− 2(λ+ 1)t3 ∫ pi/2
0
[ θ2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+2
− θ
2λ−1
((x− y)2 + t2 + xyθ2)λ+2
]
dθ
∣∣∣
≤ Cxy
( ∫ pi/2
0
tθ2λ+3
((x− y)2 + t2 + xyθ2)λ+2 dθ +
∫ pi/2
0
t3θ2λ+3
((x − y)2 + t2 + xyθ2)λ+3 dθ
)
≤ Ctx2
∫ pi/2
0
θ2λ+3
(|x− y|+ t+ xθ)2λ+4 dθ ≤
C
x2λ+1
, 0 <
x
2
< y < 2x, t > 0.
Also, we obtain, when 0 < x/2 < y < 2x and t > 0,
|t∂t(tI4(x, y, t))| =
∣∣∣tI4(x, y, t)− 2(λ+ 1)t3 ∫ ∞
pi/2
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+2 dθ
∣∣∣
≤ Ct
∫ ∞
pi/2
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+1 dθ ≤
C
x2λ+1
∫ ∞
pi/2
dθ
θ2
≤ C
x2λ+1
.
Finally, we can write
|t∂t(Pλ,2t (x, y))| =
∣∣∣Pλ,2t (x, y)− 4λ(λ+ 1)π t3(xy)λ
∫ pi
pi/2
(sin θ)2λ−1
((x − y)2 + t2 + 2xy(1− cos θ))λ+2 dθ
∣∣∣
≤ Ctx2λ
∫ pi
pi/2
θ2λ−1
(x+ y + t)2λ+2
dθ ≤ C
x
, 0 <
x
2
< y < 2x, t > 0..
From (3.15) and by combining the above estimates, it follows that
J4(x, t) ≤ C
x
∫ 2x
0
|f(y)|dy ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
Equality (3.13) allows us to conclude that
|t∂tPλt (f)(x)| ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
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We are going to see now that
|tDλ,xPλt (f)(x)| ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
We use a decomposition similar to (3.13) and write
tDλ,xP
λ
t (f)(x) = t∂xPt(fo)(x) + t
∫ ∞
0
[Dλ,x(P
λ
t (x, y)) − ∂x(Pt(x− y) + Pt(x + y))]f(y)dy
= t∂xPt(fo)(x) +
(∫ x/2
0
+
∫ ∞
2x
)
tDλ,x(P
λ
t (x, y))f(y)dy
+
( ∫ x/2
0
+
∫ ∞
2x
)
t∂x(Pt(x+ y)− Pt(x − y))f(y)dy
+
∫ 2x
x/2
t∂xPt(x + y)f(y)dy +
∫ 2x
x/2
t[Dλ,x(P
λ
t (x, y))− ∂x(Pt(x− y))]f(y)dy
=: t∂xPt(fo)(x) +
4∑
i=1
Hi(x, t), x, t ∈ (0,∞).(3.16)
By using Lemma 2.1 and (2.2) in the same way as in (3.14) we obtain
|H1(x, t)| ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
On the other hand,
|H2(x, t)| = 1
π
∣∣∣( ∫ x/2
0
+
∫ ∞
2x
)
∂x
( 4xyt2
((x− y)2 + t2)((x + y)2 + t2)
)
f(y)dy
∣∣∣
=
1
π
∣∣∣( ∫ x/2
0
+
∫ ∞
2x
) 4yt2
((x− y)2 + t2)((x + y)2 + t2)
− 4xyt2 2(x− y)((x + y)
2 + t2) + 2(x+ y)((x− y)2 + t2)
((x− y)2 + t2)2((x+ y)2 + t2)2 f(y)dy
∣∣∣
≤ C
(∫ x/2
0
+
∫ ∞
2x
) yt2
((x − y)2 + t2)((x+ y)2 + t2)
(
1 +
x|x− y|
(|x− y|+ t)2 +
x(x + y)
(x + y + t)2
)
|f(y)|dy
≤ C
( xt2
(x2 + t2)2
∫ x
0
|f(y)|dy +
∫ ∞
2x
yt2|f(y)|
(y2 + t2)(x+ y + t)2
dy
)
≤ C
(1
x
∫ x
0
|f(y)|dy +
∫ ∞
2x
t|f(y)|
(x+ y + t)2
dy
)
≤ C
(
‖f‖BMOo(R) +
(∫ 2x+t
2x
+
∞∑
k=0
∫ 2x+2k+1t
2x+2kt
) t
(x+ y + t)2
|f(y)|dy
)
≤ C
(
‖f‖BMOo(R) +
1
2x+ t
∫ 2x+t
0
|f(y)|dy +
∞∑
k=0
2−k
1
2x+ 2k+1t
∫ 2x+2k+1t
0
|f(y)|dy
)
≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
Also, it follows that
|H3(x, t)| = 2
π
∣∣∣ ∫ 2x
x/2
(x+ y)t2
((x+ y)2 + t2)2
f(y)dy
∣∣∣ ≤ C
x
∫ 2x
0
|f(y)|dy ≤ C‖f‖BMOo(R).
We deal now with H4(x, t), x, t ∈ (0,∞). From (3.10) we have that
Dλ,xP
λ
t (x, y)− ∂xPt(x − y) = ∂x[Pλt (x, y)− Pt(x− y)]−
λ
x
Pλt (x, y)
=
2λ
π
∑
i=1,2,4
t∂x[(xy)
λIi(x, y, t)] + ∂xP
λ,2
t (x, y)−
λ
x
Pλt (x, y), x, y, t ∈ (0,∞).(3.17)
Again by using the mean value theorem we get
|t∂x[(xy)λI1(x, y, t)]| =
∣∣∣λt
x
(xy)λI1(x, y, t)
− 2(λ+ 1)t(xy)λ
∫ pi/2
0
[(sin θ)2λ−1 − θ2λ−1][(x− y) + y(1− cos θ)]
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 dθ
∣∣∣
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≤ Ctx2λ
( 1
x
∫ pi/2
0
θ2λ+1
(|x− y|+ t+ xθ)2λ+2 dθ +
∫ pi/2
0
θ2λ+1(|x− y|+ yθ2)
(|x− y|+ t+ xθ)2λ+4 dθ
)
≤ C
tx
( ∫ pi/2
0
θdθ +
∫ pi/2
0
(1 + θ)dθ
)
≤ C
tx
, 0 <
x
2
< y < 2x, t > 0,
and
|t∂x[(xy)λI2(x, y, t)]| =
∣∣∣λt
x
(xy)λI2(x, y, t)
− 2(λ+ 1)t(xy)λ
∫ pi/2
0
θ2λ−1
[ (x− y) + y(1− cos θ)
((x − y)2 + t2 + 2xy(1− cos θ))λ+2
− (x− y) + yθ
2
((x− y)2 + t2 + xyθ2)λ+2
]
dθ
∣∣∣
≤ Ct(xy)λ
{ 1
x
∫ pi/2
0
θ2λ+3xy
(|x− y|+ t+ xθ)2λ+4 dθ
+
∫ pi/2
0
θ2λ+3
( y
(|x− y|+ t+ xθ)2λ+4 +
xy(|x− y|+ yθ2)
(|x− y|+ t+ xθ)2λ+6
)
dθ
}
≤ C
(
tx2λ+1
∫ pi/2
0
θ2λ+2
(|x− y|+ t+ xθ)2λ+4 dθ
)
≤ C
tx
, 0 <
x
2
< y < 2x, t > 0.
Now, we write
|t∂x((xy)λI4(x, y, t))| =
∣∣∣λt
x
(xy)λI4(x, y, t)
− 2(λ+ 1)t(xy)λ
∫ ∞
pi/2
θ2λ−1(x− y + yθ2)
((x− y)2 + t2 + xyθ2)λ+2 dθ
∣∣∣
≤ Ctx2λ−1
∫ ∞
pi/2
θ2λ−1
(|x− y|+ t+ xθ)2λ+2 dθ
= C
t
x(|x− y|+ t)2
∫ ∞
pix
2(|x−y|+t)
u2λ−1
(1 + u)2λ+2
du ≤ C
tx
, 0 <
x
2
< y < 2x, t > 0.
Finally, it is clear from (2.3) that
1
x
|Pλt (x, y)| ≤
C
tx
, x, t ∈ (0,∞),
and, also,
|∂x(Pλ,2t (x, y))| =
∣∣∣λ
x
Pλ,2t (x, y)−
4λ(λ+ 1)
π
t(xy)λ
∫ pi
pi/2
(sin θ)2λ−1[x− y + y(1− cos θ)]
((x − y)2 + t2 + 2xy(1− cos θ))λ+2 dθ
∣∣∣
≤ Ctx2λ−1
∫ pi
pi/2
θ2λ−1
(x+ y + t)2λ+2
dθ ≤ C
tx
, 0 <
x
2
< y < 2x, t > 0.
By combining the above estimates and taking into account (3.17) it follows that
H4(x, t) ≤ C
x
∫ 2x
0
|f(y)|dy ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).
Then, from (3.16) we conclude that
|Dλ,xPλt (f)(x)| ≤ C‖f‖BMOo(R), x, t ∈ (0,∞).

4. Proof of Theorem 1.1
Proof of Theorem 1.1, (i). Suppose that µ is a Carleson measure on (0,∞)× (0,∞). According to
Corollary 3.2 in order to see that Sµ,Pλ ∈ BMOo(R) it is sufficient to see that there exists C > 0
such that, for every bounded interval I ⊂ (0,∞),
(4.1)
1
|I|
∫
I
|Sµ,Pλ(x) − Pλ|I|(Sµ,Pλ)(x)|dx ≤ C‖µ‖C .
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We proceed as in the proof of [8, Proposition 2.5].
Let I be a bounded interval in (0,∞). We can write∫
I
|Sµ,Pλ(x) − Pλ|I|(Sµ,Pλ)(x)|dx
≤ C
∫
I
∫
(0,∞)2
|Pλt (x, y)− Pλt+|I|(x, y)|dµ(y, t)dx
≤
(∫
I
∫
2̂I
+
∫
I
∫
(0,∞)2\2̂I
)
|Pλt (x, y)− Pλt+|I|(x, y)|dµ(y, t)dx
=: I1 + I2.
According to (2.3), since µ is a Carleson measure on (0,∞)× (0,∞), we get
I1 ≤ C
∫
2̂I
∫
I
( t
(x− y)2 + t2 +
t+ |I|
(x− y)2 + (t+ |I|)2
)
dxdµ(y, t) ≤ Cµ(2̂I) ≤ C|I|‖µ‖C .
Also by Lemmma 2.1 and (2.3), we obtain
I2 ≤ C
∫
I
∫
(0,∞)2\2̂I
∫ |I|
0
|∂sPλt+s(x, y)|dsdµ(y, t)dx
≤ C
∞∑
k=1
∫
I
∫ |I|
0
∫
2̂k+1I\2̂kI
1
(x− y)2 + (s+ t)2 dµ(y, t)dsdx
≤ C
∞∑
k=1
µ(2̂k+1I)
1
(2k+1|I|)2 |I|
2 ≤ C|I|‖µ‖C .
Thus, (4.1) is proved. 
Proof of Theorem 1.1, (ii). We will use the procedure developed by Wilson ([29]) (see also [8]).
We need to make modifications and to justify each step in our setting.
Let Q be a bounded interval in (0,∞). In what follows we consider right-open intervals and
denote by xQ the center of Q, and by tQ the length of Q.
Assume that f ∈ BMOo(R) with supp f ⊂ (0, 1). We consider u(x, t) := Pλt (f)(x), x, t ∈
(0,∞), and take Q0 := [0, 2). In what follows we consider right-open intervals.
We now construct the k-th generation of subintervals of Q0 as follows. By A we denote a positive
constant that will be fixed later. The 0-th generation is defined by G0 := {Q0}. For every k ∈ N,
the (k + 1)-th generation Gk+1 is defined recursively as follows. A dyadic interval Q ⊂ Q0 is in
Gk+1 when
(a) there exists Q1 ∈ Gk such that Q ⊂ Q1,
(b) Q is a maximal dyadic with respect to the property
|x−λQ u(xQ, tQ)− x−λQ1 u(xQ1 , tQ1)| > Ax−λQ .
Note that the properties of the dyadic intervals and the maximal property (b) imply that, if k ∈ N
and Q1, Q2 ∈ Gk, then Q1 = Q2 or Q1 ∩Q2 = ∅.
For every k ∈ N and Q ∈ Gk we define the set
ΣQ := Q̂ \
⋃
Q′⊂Q,Q′∈Gk+1
Q̂′.
In the following figure where a possible ΣQ is represented, the dark grey squares are the Carleson
boxes of those cubes Q′ ⊂ Q that belong to Gk+1.
|Q|
Q
ΣQ
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The set ΣQ, Q ∈ Gk, k ∈ N, can be written in a different and useful way. For every interval J
we define T (J) as follows
T (J) :=
{
(x, t) : x ∈ J and ℓ(J)
2
≤ t < ℓ(J)
}
.
It is clear that, for every dyadic interval S ⊂ (0,∞), we have that
Ŝ =
⋃
J⊂S, J dyadic
T (J).
Then, for every k ∈ N and Q ∈ Gk, we have that
ΣQ =
⋃
J∈A(Q)
T (J),
where A(Q) := {J dyadic : J ⊆ Q, J ∩ Sc 6= ∅, for every S ∈ Gk+1}.
Now, take k ∈ N and Q ∈ Gk. We are going to see that
(4.2) |x−λu(x, t)− x−λQ u(xQ, tQ)| ≤ Cx−λ(A+ ‖f‖BMOo(R)), (x, t) ∈ ΣQ.
Here C > 0 does not depend on k or Q.
Suppose that (x, t) ∈ ΣQ. There exists J ∈ A(Q) such that (x, t) ∈ T (J). According to the
definition of Gk+1 and since x ≤ 2xJ we get
|x−λQ u(xQ, tQ)− x−λJ u(xJ , tJ)| ≤ Ax−λJ ≤ 2λAx−λ.
On the other hand, for some z in the segment joining x and xJ and for some s in the segment
joining t and tJ , we have that
x−λu(x, t)− x−λJ u(xJ , tJ ) = ∂z(z−λu(z, t))(xJ − x) + ∂s(x−λJ u(xJ , s))(tJ − t).
Since x ≤ 2xJ , from Proposition 3.3 it follows that
|x−λu(x, t)− x−λJ u(xJ , tJ)| ≤ Cx−λ‖f‖BMOo(R),
and (4.2) is checked.
Next, we show that
(4.3)
∑
J⊂Q, J∈Gk+1
|J | ≤ C
A
|Q| ‖f‖BMOo(R).
For that, we write∑
J⊂Q,J∈Gk+1
|J | ≤ 1
A
∑
J⊂Q,J∈Gk+1
|J |xλJ |x−λQ u(xQ, tQ)− x−λJ u(xJ , tJ)|,
and use the following decomposition for every J ∈ Gk+1, J ⊂ Q,
x−λQ u(xQ, tQ)− x−λJ u(xJ , tJ ) = x−λQ PλtQ(f − fQ)(xQ)− x−λJ PλtJ (f − fJ)(xJ )
+ x−λQ fQ[P
λ
tJ (1)(xQ)− 1]− x−λJ fJ [PλtJ (1)(xJ )− 1]
+ [x−λQ fQ − x−λJ fJ ]
=:
5∑
i=1
Hi(J).
Let J ∈ Gk+1, J ⊂ Q. According to (3.7) and since xJ ≤ 2xQ we obtain
xλJ |H1(J) +H2(J)| ≤ C
[( xJ
xQ
)λ
+ 1
]
‖f‖BMOo(R) ≤ C‖f‖BMOo(R).
By using (3.8) and (3.11) and proceeding as in (3.9) and in (3.12) we also get
xλJ |H3(J) +H4(J)| ≤ C(|fQ||PλtQ(1)(xQ)− 1|+ |fJ ||PλtJ (1)(xJ )− 1|) ≤ C‖f‖BMOo(R).
We now study H5. We can write
xλJH5 ≤
∣∣∣[( xJ
xQ
)λ
− 1
]
fQ
∣∣∣+ |fQ − fJ |.
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If xQ ≤ tQ, then, as in (3.9),∣∣∣[( xJ
xQ
)λ
− 1
]
fQ
∣∣∣ ≤ C|fQ| ≤ C‖f‖BMOo(R).
In the case that xQ > tQ, since J ⊂ Q, it follows that xJ/xQ ⊂ (1/2, 3/2), and then, by applying
the mean value theorem we get∣∣∣[( xJ
xQ
)λ
− 1
]
fQ
∣∣∣ ≤ C |xQ − xJ |
xQ
|fQ| ≤ C tQ
xQ
|fQ| ≤ C xQ + tQ
xQ
‖f‖BMOo(R) ≤ C‖f‖BMOo(R).
By combining the above estimates we conclude that∑
J⊂Q,J∈Gk+1
|J | ≤ C
A
∑
J⊂Q,J∈Gk+1
|J |(‖f‖BMOo(R) + |fQ − fJ |)
≤ C
A
(
|Q|‖f‖BMOo(R) +
∑
J⊂Q,J∈Gk+1
∫
J
|f(y)− fQ|dy
)
≤ C
A
(
|Q|‖f‖BMOo(R) +
∫
Q
|f(y)− fQ|dy
)
≤ C
A
|Q|‖f‖BMOo(R),
and (4.3) is established.
By choosing A := 2C(1 + ‖f‖BMOo(R)) we obtain
(4.4)
∑
J⊂Q, J∈Gk+1
|J | ≤ |Q|
2
,
for every Q ∈ Gk, k ∈ N.
Another helpful property is the following. Let 0 ≤ a < b < ∞ and 0 < c < d < ∞. For every
α ∈ R, we have that
2
∫ d
c
∫ b
a
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)− αyλ)dydt
=
∫ b
a
[
t∂t(P
λ
t (x, y))(P
λ
t (f)(y)− αyλ) + tPλt (x, y)∂t(Pλt (f)(y))
− Pλt (x, y)(Pλt (f)(y)− αyλ)
]t=d
t=c
dy
+
∫ d
c
t
[
Pλt (x, y)Dλ,y(P
λ
t (f)(y)) +Dλ,y(P
λ
t (x, y))(P
λ
t (f)(y)− αyλ)
]y=b
y=a
dt
:=
∫ b
a
[
Hα(x, y, t)
]t=d
t=c
dy +
∫ d
c
[
Vα(x, y, t)
]y=b
y=a
dt, x ∈ (0,∞).(4.5)
Indeed, by integrating by parts we get, for all x ∈ (0,∞),∫ d
c
∫ b
a
tDλ,y(P
λ
t (x, y))Dλ,y(P
λ
t (f)(y))dy dt
=
1
2
{∫ d
c
[
tPλt (x, y)Dλ,y(P
λ
t (f)(y)) + tDλ,y(P
λ
t (x, y))P
λ
t (f)(y)
]y=b
y=a
dt
+
∫ d
c
∫ b
a
t
(
Pλt (x, y)Bλ,y(P
λ
t (f)(y)) +Bλ,y(P
λ
t (x, y))P
λ
t (f)(y)
)
dy dt
}
.
Also we have that∫ d
c
∫ b
a
t∂t(P
λ
t (x, y)) ∂t(P
λ
t (f)(y)) dy dt
=
1
2
∫ d
c
∫ b
a
t
{
∂2t [P
λ
t (x, y)P
λ
t (f)(y)]− ∂2t (Pλt (x, y))Pλt (f)(y)
− Pλt (x, y)∂2t (Pλt (f)(y))
}
dy dt, x ∈ (0,∞).
By [6, Lemma 2.2 and (2.12)]
(∂2t −Bλ,y)Pλt (f)(y) = 0 and (∂2t −Bλ,y)Pλt (x, y) = 0, t, x, y ∈ (0,∞),
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we obtain, for x ∈ (0,∞),∫ d
c
∫ b
a
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y))dydt
=
1
2
( ∫ b
a
∫ d
c
t∂2t [P
λ
t (x, y)P
λ
t (f)(y)]dtdy
+
∫ d
c
[
tPλt (x, y)Dλ,y(P
λ
t (f)(y)) + tDλ,y(P
λ
t (x, y))P
λ
t (f)(y)
]y=b
y=a
dt
)
=
1
2
( ∫ b
a
[
t∂t[P
λ
t (x, y)P
λ
t (f)(y)]− Pλt (x, y)Pλt (f)(y)
]t=d
t=c
dy
+
∫ d
c
[
tPλt (x, y)Dλ,y(P
λ
t (f)(y)) + tDλ,y(P
λ
t (x, y))P
λ
t (f)(y)
]y=b
y=a
dt
)
=
1
2
( ∫ b
a
[
t∂t(P
λ
t (x, y))P
λ
t (f)(y) + tP
λ
t (x, y)∂t(P
λ
t (f)(y))− Pλt (x, y)Pλt (f)(y)
]t=d
t=c
dy
+
∫ d
c
[
tPλt (x, y)Dλ,y(P
λ
t (f)(y)) + tDλ,y(P
λ
t (x, y))P
λ
t (f)(y)
]y=b
y=a
dt
)
.
Then, by taking into account that ∇λ,y(αyλ) = (0, 0), for every α ∈ R, we obtain (4.5).
In order to prove Theorem 1.1, (ii), by using (2.11), we can write
f(x) = 2 lim
n→∞
∫ 2n
2−n
∫ ∞
0
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt, in L2(0,∞).
For every n ∈ N we define the sets
Un = [0, 2)× (2−n, 2),
Wn = [0,∞)× (2−n, 2n) \ Un,
and, for every k ∈ N and Q ∈ Gk, ΣQ,n := ΣQ ∩ Un. Note that if k, n ∈ N and k > n, then
ΣQ,n = ∅, for each Q ∈ Gk.
Un
Wn
2
2
2n
2−n
|Q|
Q
ΣQ,n
2−n
We obtain, for each n ∈ N,
2
∫ 2n
2−n
∫ ∞
0
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt
= 2
(∫
Un
+
∫
Wn
)
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt
= 2
(∫
⋃
Q∈∪n
k=0
Gk
ΣQ,n
+
∫
Wn
)
t∇λ,y(Pλt (x, y)) · ∇λ,y(Pλt (f)(y)) dy dt
=: G1,n(x) +G2,n(x), x ∈ (0,∞).
Our objective is to establish that, there exists an increasing sequence {ni}i∈N of nonnegative
integers such that
(4.6) lim
i→∞
G1,ni(x) = g1(x) + Sσ1,Pλ(x), a.e. x ∈ (0,∞),
and
(4.7) lim
i→∞
G2,ni(x) = g2(x) + Sσ2,Pλ(x), a.e. x ∈ (0,∞),
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for certain g1 and g2 ∈ L∞(0,∞) and σ1 and σ2 Carleson measures on (0,∞)× (0,∞) such that
‖g1‖∞ + ‖g2‖∞ + ‖σ1‖C + ‖σ2‖C ≤ C(A+ ‖f‖BMOo(R)),
and thus we can conclude our result.
Let n ∈ N. First we deal with the function G1,n. We can write
G1,n(x) =
∑
Q∈
⋃
k∈N Gk
2
∫
ΣQ,n
t∇λ,y(Pλt (x, y)) · ∇λ,y[Pλt (f)(y)− cQyλ] dy dt,
where cQ := y
−λPλt (f)(y)|(y,t)=(xQ,tQ) .
Let k ∈ N and Q ∈ Gk. By taking into account (4.5) it follows that the integral∫
ΣQ,n
t∇λ,y(Pλt (x, y)) · ∇λ,y[Pλt (f)(y)− cQyλ]dydt
reduces to an integral over the boundary ∂ΣQ,n of ΣQ,n.
We decompose this boundary in vertical and horizontal segments as follows. Let us denote by
VQ,n the set of vertical segments in ∂ΣQ,n ∩ ([0, 2]× [2−n, 2]), by HQ,n the set constituted by all
horizontal segments in ∂ΣQ,n ∩ ([0, 2]× (2−n, 2]) and those ones in ∂ΣQ,n ∩ ([0, 2]× {2−n}) which
belong to the boundary of some Q′ ⊂ Q, Q′ ∈ Gk+1 with |Q′| = 2−n and finally we consider H0Q,n
the set of all horizontal segments in ∂ΣQ,n ∩ ([0, 2]× {2−n}) that are not in HQ,n.
Indeed we can write
HQ,n =
⋃
I∈IQ,n
(I × {|I|}),
H0Q,n =
⋃
J∈I0
Q,n
(J × {2−n}),
VQ,n =
⋃
K∈KQ,n
({aK} ×K),
where, when k ≤ n, IQ,n is the set constituted by Q and all intervals I ⊂ Q, I ∈ Gk+1 with
|I| ≥ 2−n, I0Q,n contains the maximal dyadic intervals J ⊂ Q \ {I ⊂ Q, I ∈ Gk+1, |I| ≥ 2−n}, KQ,n
is a finite set of dyadic intervals in [2−n, 2], and aK ∈ [0, 2], for every K ∈ KQ,n. When k > n, we
consider IQ,n = I
0
Q,n = KQ,n = ∅.
According to (4.5) we have that
G1,n(x) = −
∑
Q∈
⋃
k∈N Gk
∑
J∈I0
Q,n
∫
J
HcQ(x, y, t)|t=2−ndy
+
∑
Q∈
⋃
k∈N Gk
 ∑
I∈IQ,n
εI
∫
I
HcQ(x, y, t)|t=|I|dy +
∑
K∈KQ,n
εK
∫
K
VcQ(x, y, t)|y=aKdt

:= g1,n(x) + g2,n(x), x ∈ (0,∞).(4.8)
Here εJ = ±1, J ∈ IQ,n ∪KQ,n.
Next we show that
(4.9) lim
n→∞
g1,n(x) =
∑
Q∈∪k∈NGk
(f(x)− cQxλ)χ∂ΣQ∩([0,2]×{0})(x) =: g1(x),
in L2(0,∞).
We can write, for every n ∈ N,
g1,n(x) = −
∫ ∞
0
∑
Q∈∪∈NGk
χI0
Q,n
(y)HcQ(x, y, t)|t=2−ndy
=
∫ ∞
0
(
Pλt (x, y)
∑
Q∈∪k∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]
)
|t=2−n
dy
−
∫ ∞
0
(
t∂tP
λ
t (x, y)
∑
Q∈∪k∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]
)
|t=2−n
dy
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−
∫ ∞
0
(
Pλt (x, y)
∑
Q∈∪k∈NGk
χI0
Q,n
(y)t∂t(P
λ
t (f)(y))
)
|t=2−n
dy, x ∈ (0,∞).
According to (4.2), for k ∈ N and Q ∈ Gk,
(4.10) |Pλt (f)(y)− cQyλ| = yλ|y−λu(y, t)− x−λQ u(xQ, tQ)| ≤ C(A+ ‖f‖BMOo(R)), (y, t) ∈ ΣQ.
By using (2.10), since f ∈ L2(0,∞),
lim
t→0+
Pλt (f)(y) = f(y), a.e. y ∈ (0,∞).
Then it follows that
(4.11) |f(y)− cQyλ| ≤ C(A+ ‖f‖BMOo(R)), a.e. y ∈ ∂ΣQ ∩ ([0, 2]× {0}).
We observe also that
supp
( ∑
Q∈∪∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]|t=2−n − g1(y)
)
⊂ [0, 2], n ∈ N,
and
(4.12) lim
n→∞
∑
Q∈∪k∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]|t=2−n = g1(y), a.e. y ∈ (0,∞),
(actually, we can assure that (4.12) is true for all y ∈ Q0 which is not a dyadic number). By the
dominated convergence theorem, we get (4.12) in L2(0,∞).
According to (2.5) and (2.6) we have, for each n ∈ N,
g1,n(x)− g1(x) = hλ
(
e−tzhλ
( ∑
Q∈∪∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]− g1(y)
)
(z)|t=2−n
)
(x)
+ hλ((e
−tz − 1)|t=2−nhλ(g1)(z))(x)
+ hλ
(
tze−tzhλ
( ∑
Q∈∪k∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]− g1(y)
)
(z)|t=2−n
)
(x)
− (t∂tPλt (g1)(x))|t=2−n
− hλ
(
e−tzhλ
( ∑
Q∈∪k∈NGk
χI0
Q,n
(y)t∂t(P
λ
t (f)(y))
)
(z)|t=2−n
)
(x), x ∈ (0,∞).
Then, by taking into account the L2-boundedness of hλ we get
‖g1,n − g1‖2 ≤ C
(∥∥∥ ∑
Q∈∪k∈NGk
χI0
Q,n
(y)[Pλt (f)(y)− cQyλ]|t=2−n − g1(y)
∥∥∥
2
+ ‖(e−tz − 1)|t=2−nhλ(g1)‖2 + ‖(t∂tPλt (g1))|t=2−n‖2
+ ‖(t∂tPλt (f))t=2−n‖2
)
, n ∈ N.
From (2.9), (4.12) and the dominated convergence theorem we obtain (4.9). Note that by (4.11)
we have that ‖g1‖∞ ≤ C(A+ ‖f‖BMOo(R)).
Now, let us show that there exists a Carleson measure σ1 on (0,∞)2 such that
(4.13) lim
n→∞
g2,n(x) = Sσ1,Pλ(x), x ∈ (0,∞).
For that, we write, for each n ∈ N,
g2,n(x) =
∑
Q∈
⋃
k∈N Gk
 ∑
I∈HQ,n
∫
I
Pλt (x, y)MQ,1(y, t)dyI +
∑
J∈VQ,n
∫
J
Pλt (x, y)LQ,1(y, t)dtJ

+
∑
Q∈
⋃
k∈N Gk
 ∑
I∈HQ,n
∫
I
MQ,2(x, y, t)dyI +
∑
J∈VQ,n
∫
J
LQ,2(x, y, t)dtJ

:= F1,n(x) + F2,n(x), x ∈ (0,∞),
where, for every Q ∈ ∪k∈NGk,
MQ,1(y, t) := t∂tP
λ
t (f)(y)− [Pλt (f)(y)− cQyλ],(4.14)
LQ,1(y, t) := tDλ,yP
λ
t (f)(y),
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MQ,2(x, y, t) := t∂t(P
λ
t (x, y))[P
λ
t (f)(y)− cQyλ],
and
LQ,2(x, y, t) := tDλ,yP
λ
t (x, y)[P
λ
t (f)(y)− cQyλ].
Let us consider
HQ := {horizontal segments in ∂ΣQ ∩ ([0, 2]× (0, 2])},
and
VQ := {vertical segments in ∂ΣQ}.
By (4.4) and according to [16, p. 346] the measures
ν :=
∑
Q∈∪k∈NGk
( ∑
I∈HQ
dyI +
∑
J∈VQ
dtJ
)
,
and
νn :=
∑
Q∈∪k∈NGk
( ∑
I∈HQ,n
dyI +
∑
J∈VQ,n
dtJ
)
, n ∈ N,
are Carleson measures. Moreover, we can write
dνn(y, t) = kn(y, t)dα(y, t) and dν(y, t) = k(y, t)dα(y, t),
for certain positive measure α and nonnegative functions kn and k such that kn ↑ k, as n → ∞,
pointwisely. Then, ‖νn‖C ≤ ‖ν‖C, n ∈ N, and by the monotone convergence theorem,
lim
n→∞
Sνn,Pλ(x) = Sν,Pλ(x), x ∈ (0,∞).
We now define
µn(y, t) :=
∑
Q∈∪k∈NGk
( ∑
I∈HQ,n
MQ,1(y, t)dyI +
∑
J∈VQ,n
LQ,1(y, t)dtJ
)
, n ∈ N,
and
µ(y, t) :=
∑
Q∈∪k∈NGk
( ∑
I∈HQ
MQ,1(y, t)dyI +
∑
J∈VQ
LQ,1(y, t)dtJ
)
.
From Proposition 3.3 and (4.10) it follows that, for every Q ∈ ⋃∞k=0Gk,
|MQ,1(y, t)| ≤ C(A + ‖f‖BMOo(R)), (y, t) ∈ ΣQ,
and
|LQ,1(y, t)| ≤ C‖f‖BMOo(R), y, t ∈ (0,∞).
Then the measures µ and µn, n ∈ N, are Carleson measures, satisfying that
‖µn‖C ≤ C(A + ‖f‖BMOo(R)), n ∈ N,
‖µ‖C ≤ C(A + ‖f‖BMOo(R)),
and, by Theorem 1.1, (i) and the dominated convergence theorem
lim
n→∞
Sµn,Pλ(x) = Sµ,Pλ(x), x ∈ (0,∞).
Note that, for every n ∈ N, F1,n(x) = Sµn,Pλ(x), x ∈ (0,∞). Then,
lim
n→∞
F1,n(x) = Sµ,Pλ(x), x ∈ (0,∞).
Now we study F2,n, n ∈ N. By Lemma 2.1 and (2.3) we get
|t∂tPλt (x, y)|+ |tDλ,yPλt (x, y)| ≤ C
t
(x − y)2 + t2 , x, y, t ∈ (0,∞).
Then, by taking into account (4.10) and proceeding as in [29, p. 25 and 26] (see also [8, p.
2088]), we get, for every n ∈ N, a Carleson measure ρn such that F2,n = Sρn,Pλ , and a Carleson
measure ρ, such that
∑
Q∈
⋃
k∈N Gk
 ∑
I∈HQ
∫
I
MQ,2(x, y, t)dyI +
∑
J∈VQ
∫
J
LQ,2(x, y, t)dtJ
 = Sρ,Pλ(x), x ∈ (0,∞).
We have that,
lim
n→∞
Sρn,Pλ(x) = Sρ,Pλ(x), x ∈ (0,∞),
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and ‖ρ‖C ≤ C(A + ‖f‖BMOo(R)). Then we obtain (4.13) for σ1 = µ + ρ. From (4.8), (4.9) and
(4.13) we can find an increasing sequence {ni}i∈N of nonnegative integers such that
lim
i→∞
G1,ni(x) = g1(x) + Sµ+ρ,Pλ(x), a.e. x ∈ (0,∞).
Note that ‖g1‖∞ + ‖σ1‖C ≤ C(A + ‖f‖BMOo(R)), so (4.6) is thus established.
We now deal with G2,n, n ∈ N. Let M > 2. We define
Wn,M :=
{
(x, t) ∈ Wn : x ∈ (0,M)
}
, n ∈ N.
By (4.5) we have that
G2,n,M (x) := 2
∫
Wn,M
t∇λ,y(Pλt (x, y)) · ∇λ,y[Pλt (f)(y)− c0yλ]dydt
=
∫ M
0
Hc0(x, y, t)|t=2ndy −
∫ M
2
Hc0(x, y, t)|t=2−ndy −
∫ 2
0
Hc0(x, y, t)|t=2dy
−
∫ 2n
2
Vc0(x, y, t)|y=0dt−
∫ 2
2−n
Vc0(x, y, t)|y=2dt+
∫ 2n
2−n
Vc0(x, y, t)|y=Mdt
=:
6∑
i=1
Ii,n,M (x), x ∈ (0,∞) and n ∈ N,
where c0 := x
−λ
Q0
u(xQ0 , tQ0). Observe that, actually I3,n,M is independent of n and M and I4,n,M
and I5,n,M do not depend on M .
First, we note that I4,n,M (x) = 0, n ∈ N. Indeed, by Lemma 2.1 and (2.2) it follows that
lim
y→0+
Pλt (x, y) = lim
y→0+
Dλ,yP
λ
t (x, y) = 0, x, t ∈ (0,∞).
Then, by taking into account Proposition 3.3 and (4.10) for Q = Q0 it follows that Vc0(x, y, t)|y=0 =
0, x, t ∈ (0,∞).
On the other hand, we have that
I3,n,M (x) = −
∫ 2
0
(Pλt (x, y)MQ0,1(y, t))|t=2dy −
∫ 2
0
MQ0,2(y, t)|t=2dy
:= I13 (x) + I
2
3 (x), x ∈ (0,∞).
Here MQ0,1 and MQ0,2 are as in (4.14) with Q = Q0. By considering Proposition 3.3 and (4.10)
we get a Carleson measure α13 such that I
1
3 (x) = Sα13,Pλ(x), x ∈ (0,∞) and ‖α13‖C ≤ C(A +‖f‖BMOo(R)). Also, from Lemma 2.1, (2.3) and (4.10) we deduce as above (see [29, p. 25 and
26]) that I23 (x) = Sα23,Pλ(x), x ∈ (0,∞), for some Carleson measure α23 such that ‖α23‖C ≤
C(A + ‖f‖BMOo(R)). Then there exists a Carleson measure α3 = α13 + α23 on (0,∞)2 such that
I3,n,M (x) = Sα3,Pλ(x), x ∈ (0,∞).
In a similar way we can see that, for every n ∈ N, there exists a Carleson measure α5,n such
that I5,n,M = Sα5,n,Pλ and ‖α5,n‖C ≤ C(A + ‖f‖BMOo(R)). And, as above, by Theorem 1.1 and
the dominated convergence theorem, there exists α5 ∈ C such that Sα5,n,Pλ(x) → Sα5,Pλ(x), as
n→∞, for a.e. x ∈ (0,∞).
We have also that, for every n ∈ N,
lim
M→∞
I6,n,M (x) = 0, x ∈ (0,∞).
It is sufficient to note that by Lemma 2.1 and (2.2) it follows that
|I6,n,M (x)| ≤ CMλ
∫ 2n
2−n
t(xM)λ
((x−M)2 + t2)λ+1
(
1 +
1
t2λ+2
∫ 1
0
|f(z)|dz
)
dt
≤ C x
λM2λ
(|x−M |+ 2−n)2λ+1
∫ 2n
2−n
(
1 +
1
t2λ+2
)
dt ≤ Cn,xM
2λ
(|x−M |+ 2−n)2λ+1 , x ∈ (0,∞),
for every n ∈ N and for certain Cn,x > 0.
On the other hand, for each n ∈ N,
(4.15) lim
M→∞
I1,n,M (x) =
∫ ∞
0
Hc0(x, y, t)|t=2ndy, x ∈ (0,∞),
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and
(4.16) lim
M→∞
I2,n,M (x) =
∫ ∞
2
Hc0(x, y, t)|t=2−ndy, x ∈ (0,∞).
It is sufficient to show that for each n ∈ N, the integrals in the right side of (4.15) and (4.16)
are absolutely convergent for every x ∈ (0,∞). Indeed, from Lemma 2.1 and (2.2) and Proposition
3.3, we get
|Hc0(x, y, t)| ≤ C
t(xy)λ
((x− y)2 + t2)λ+1 (|P
λ
t (f)(y)|+ yλ + 1), x, y, t ∈ (0,∞).
Since f ∈ L2(0,∞), also Pλt (f) ∈ L2(0,∞) and, by Ho¨lder’s inequality we deduce that∫ ∞
0
|Hc0(x, y, t)|dy ≤ Ctxλ
∫ ∞
0
yλ
((x − y)2 + t2)λ+1 (|P
λ
t (f)(y)|+ yλ + 1)dy
≤ Ctxλ
{(∫ ∞
0
y2λ
((x − y)2 + t2)2λ+2 dy
)1/2
‖Pλt (f)‖2
+
∫ ∞
0
yλ + y2λ
((x − y)2 + t)λ+1 dy
}
<∞, x, t ∈ (0,∞).
We conclude that, for every n ∈ N,
G2,n(x) =
∫ ∞
0
Hc0(x, y, t)|t=2ndy −
∫ ∞
2
Hc0(x, y, t)|t=2−ndy
+ Sα3,Pλ(x) + Sα5,n,Pλ(x), x ∈ (0,∞).
In order to finish the proof we are going to show that
(4.17) lim
n→∞
∫ ∞
0
Hc0(x, y, t)|t=2ndy = c0x
λ, x ∈ (0,∞),
and
(4.18) lim
i→∞
∫ ∞
2
Hc0(x, y, t)|t=2−ni = c0x
λχ(2,∞)(x), a.e. x ∈ (0,∞),
for certain increasing sequence {ni}i∈N of nonnegative integers. Thus we obtain that
lim
i→∞
G2,ni(x) = c0x
λχ(0,2)(x) + Sα3+α5,Pλ(x), a.e. x ∈ (0,∞),
and we get (4.7) with g2(x) = c0x
λχ(0,2)(x), x ∈ (0,∞), and σ2 = α3 + α5.
Since Pλt (y
λ)(x) = xλ, x, t ∈ (0,∞) ([1, p. 455]),∫ ∞
0
∂tP
λ
t (x, y)y
λdy = ∂t
∫ ∞
0
Pλt (x, y)y
λdy = 0, x, t ∈ (0,∞).
The derivation under the integral sign is justified because by Lemma 2.1 and (2.2) it follows that∫ ∞
0
|∂tPλt (x, y)yλ|dy ≤ C
∫ ∞
0
xλy2λ
((x − y)2 + t2)λ+1 dy <∞, x, t ∈ (0,∞).
Then, we can write∫ ∞
0
Hc0(x, y, t)dy =
∫ ∞
0
(t∂t(P
λ
t (x, y))P
λ
t (f)(y) + tP
λ
t (x, y)∂tP
λ
t (f)(y)− Pλt (x, y)Pλt (f)(y))dy
+ c0x
λ, x, t ∈ (0,∞).
From Lemma 2.1 and (2.3) we have that∣∣∣ ∫ ∞
0
(t∂t(P
λ
t (x, y))P
λ
t (f)(y) + tP
λ
t (x, y)∂tP
λ
t (f)(y)− Pλt (x, y)Pλt (f)(y))dy
∣∣∣
≤ C
∫ ∞
0
t
(x− y)2 + t2
∫ 1
0
t
(y − z)2 + t2 |f(z)|dzdy
≤ C
t
∫ ∞
0
t
(x− y)2 + t2
∫ 1
0
|f(z)|dzdy
≤ C ‖f‖BMOo(R)
t
(∫ 2x
0
dy
t
+
∫ ∞
2x
t
(y + t)2
dy
)
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≤ C
t
(x
t
+
t
x+ t
)
, x, t ∈ (0,∞).
Note that, for each x ∈ (0,∞), the last term tends to zero as t → ∞, and consequently we get
(4.17).
On the other hand, we have that∫ ∞
2
Hc0(x, y, t)dy =
∫ ∞
2
(t∂t(P
λ
t (x, y))P
λ
t (f)(y) + tP
λ
t (x, y)∂tP
λ
t (f)(y)− Pλt (x, y)Pλt (f)(y))dy
− c0t∂t
∫ ∞
2
Pλt (x, y)y
λdy + c0
∫ ∞
2
Pλt (x, y)y
λdy
=
∫ ∞
2
(t∂t(P
λ
t (x, y))P
λ
t (f)(y) + tP
λ
t (x, y)∂tP
λ
t (f)(y)− Pλt (x, y)Pλt (f)(y))dy
+ c0t∂tP
λ
t (y
λχ(0,2)(y))(x) + c0x
λ − c0Pλt (yλχ(0,2)(y))(x), x, t ∈ (0,∞).
As above, by using Lemma 2.1 and (2.2) it follows that∣∣∣ ∫ ∞
2
(t∂t(P
λ
t (x, y))P
λ
t (f)(y) + tP
λ
t (x, y)∂tP
λ
t (f)(y)− Pλt (x, y)Pλt (f)(y))dy
∣∣∣
≤ C
∫ ∞
2
Pλt (x, y)
∫ 1
0
t(yz)λ
((y − z)2 + t2)λ+1 |f(z)|dzdy
≤ Ct
∫ ∞
2
Pλt (x, y)y
λ
∫ 1
0
|f(z)|
(1 + t2)λ+1
dzdy
≤ C‖f‖BMOo(R)t
∫ ∞
0
Pλt (x, y)y
λdy
≤ Cxλt, x, t ∈ (0,∞).
Observe that, for each x ∈ (0,∞), the last term tends to zero as t→ 0. By taking into account
(2.9) and (2.10) we conclude that, there exists an increasing sequence {ni}i∈N of nonnegative
integers such that
lim
i→∞
∫ ∞
2
Hc0(x, y, t)|t=2−nidy = c0x
λ(1 − χ(0,2)(x)) = c0xλχ(2,∞)(x), a.e. x ∈ (0,∞),
and (4.18) is proved. 
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