A graph G is said to be 1-perfectly orientable (1-p.o. for short) if it admits an orientation such that the out-neighborhood of every vertex is a clique in G.
Introduction
A tournament is an orientation of a complete graph. We study graphs having an orientation that is an out-tournament, that is, a digraph in which the out-neighborhood of every vertex induces a tournament. (In-tournaments are defined similarly.) Following the terminology of Kammer and Tholey [11] , we say that an orientation of a graph is 1-perfect if it is an out-tournament, and that a graph is 1-perfectly orientable (1-p.o. for short) if it has a 1-perfect orientation. In [11] , Kammer and Tholey introduced the more general concept of k-perfectly orientable graphs, as graphs admitting an orientation in which the out-neighborhood of each vertex can be partitioned into at most k sets each inducing a tournament. They developed several approximation algorithms for optimization problems on k-perfectly orientable graphs and related classes. It is easy to see (simply by reversing the arcs) that 1-p.o. graphs are exactly the graphs that admit an orientation that is an in-tournament. In-tournament orientations were called fraternal orientations in several papers [3-6, 13, 14, 17] .
S ⊆ V (G), we define the neighborhood of S as N (S) = ( x∈S N (x)) \ S. The subgraph of G induced by S is the graph, denoted by G[S], with vertex set S and edge set {uv : u ∈ S, v ∈ S, uv ∈ E(G)}. The distance between two vertices x and y in a connected graph G will be denoted by d G (x, y) (or simply d(x, y)) and defined, as usual, as the length of a shortest x-y path. Given two graphs G and H, their union is the graph G ∪ H with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E (H) . Their disjoint union is the graph G + H with vertex set V (G)∪ V (H) (disjoint union) and edge set E(G) ∪ E(H) (if G and H are not vertex disjoint, we first replace one of them with a disjoint isomorphic copy). We write 2G for G + G. The join of two graphs G and H is the graph denoted by G * H and obtained from the disjoint union of G and H by adding to it all edges joining a vertex of G with a vertex of H. Given two graphs G and H and a vertex v of G, the substitution of v in G for H consists in replacing v with H and making each vertex of H adjacent to every vertex in N G (v) in the new graph.
A clique (resp., independent set) in a graph G is a set of pairwise adjacent (resp., non-adjacent) vertices of G. The complement of a graph G is the graph G with the same vertex set as G in which two distinct vertices are adjacent if and only if they are not adjacent in G. The fact that two graphs G and H are isomorphic to each other will be denoted by G ∼ = H. Given a family F of graphs, we say that a graph is F-free if it has no induced subgraph isomorphic to a graph of F.
K n , C n and P n denote the n-vertex complete graph, cycle, and path, respectively. The claw is the complete bipartite graph K 1, 3 , that is, a star with 3 edges, 3 leaves and one central vertex. The bull is a graph with 5 vertices and 5 edges, consisting of a triangle with two disjoint pendant edges. The gem is the graph P 4 * K 1 , that is, the 5-vertex graph consisting of a 4-vertex path plus a vertex adjacent to each vertex of the path.
For graph theoretic notions not defined above, see, e.g. [18] . We will recall the definitions and some basic facts about each of the four graph products studied in the respective sections (Sec. 3-7). For each of the four considered products, we say that the product of two graphs is nontrivial if both factors have at least 2 vertices. For further details regarding product graphs and their properties, we refer to [7, 10] .
In [8] , several results about 1-p.o. graphs were proved. In the rest of this section we list some of them for later use. Proposition 2.1. No graph in the set {F 1 , F 2 , F 3 , F 4 } (see Figure 1 ) is 1-perfectly orientable. Two distinct vertices u and v in a graph G are said to be true twins if
. We say that a vertex v in a graph G is simplicial if its neighborhood forms a clique and universal if it is adjacent to all other vertices of the graph, that is, if N G [v] = V (G). The operations of adding a true twin, a universal vertex, or a simplicial vertex to a given graph are defined in the obvious way. Recall that a graph H is said to be an induced minor of a graph G if H can be obtained from G by a (possibly empty) sequence of vertex deletions and edge contractions, where contracting an edge uv in a graph G means deleting its endpoints and adding a new vertex adjacent exactly to vertices in And from Propositions 2.1 and 2.3 we obtain the following.
Corollary 2.5. Let G be a graph such that some graph F i (with 1 ≤ i ≤ 4, see Figure 1 ) is an induced minor of it. Then G is not 1-p.o.
Since the class of 1-p.o. graphs is closed under induced minors, it can be characterized in terms of minimal forbidden induced minors. That is, there exists a unique minimal set of graphsF such that a graph G is 1-p.o. if and only if G isF-induced-minor-free. Such a set is minimal in the sense that every induced minor from a graph inF is 1-p.o. In a recent paper [8] , ten specific minimal forbidden induced minors for the set of 1-p.o. graphs, along with two infinite families (generalizing the graphs F 3 and F 4 from Figure 1 , respectively) were identified. However, a complete setF of minimal forbidden induced minors is unknown.
A bipartite graph is a graph whose vertex set can be partitioned into two independent sets. A graph is said to be co-bipartite if its complement is bipartite. Co-bipartite 1-p.o. graphs play an important role in the characterization of when the join of two graphs is 1-p.o. Theorem 2.6. For every two graphs G 1 and G 2 , their join G 1 * G 2 is 1-p.o. if and only if one of the following conditions holds:
(i) G 1 is a complete graph and G 2 is a 1-p.o. graph, or vice versa.
(ii) Each of G 1 and G 2 is a co-bipartite 1-p.o. graph.
In particular, the class of co-bipartite 1-p.o. graphs is closed under join. The Cartesian product of two graphs is commutative, in the sense that G H ∼ = H G. The following theorem characterizes when a nontrivial Cartesian product graph is 1-p.o. For the proof, let us note that P 3 K 2 is isomorphic to the domino (graph F 1 in Fig. 1 ), and K 3 K 2 is isomorphic to C 6 (the first graph in the family F 1 , see Fig. 1 ). (ii) G ∼ = pK 1 + qK 2 and H ∼ = rK 1 + sK 2 for some p, q, r, s ≥ 0.
Proof. Suppose first that G H is 1-p.o., and, for the sake of contradiction, that none of the conditions (i) and (ii) hold. Since both G and H are induced subgraphs of G H, they are both 1-p.o. (by Corollary 2.5). Since (i) does not hold, each of G and H contains an edge. Since property (ii) does not hold, we may assume that G contains a component with at least three vertices. In particular, G contains P 3 as a (not necessarily induced) subgraph. If G contains an induced P 3 , then G H contains an induced domino, and is therefore not 1-p.o. by Corollary 2.5. Similarly, if G contains an induced K 3 , then G H contains an induced copy of K 3 K 2 ∼ = C 6 , and is therefore not 1-p.o., again by Corollary 2.5. In either case, we reach a contradiction.
Conversely, suppose that one of the conditions (i) and (ii) holds. If condition (i) holds, we may assume that G is edgeless and H is 1-p.o., then the product G H is isomorphic to a disjoint union of |V (G)| copies of H, and thus 1-p.o. by Proposition 2.2. If condition (ii) holds, then each component of the product G H is isomorphic to either K 1 , K 2 , or C 4 , which are all 1-p.o. graphs (the cyclic orientation of C 4 is 1-perfect). To obtain the desired conclusion, we again apply the fact that 1-p.o. graphs are closed under disjoint union. Note that contrary to the other three products considered in this paper, the lexicographic product is not commutative, that is,
The following theorem characterizes when a nontrivial lexicographic product graph is 1-p.o. (ii) G is 1-p.o. and H is complete.
(iii) Every component of G is complete and H is a co-bipartite 1-p.o. graph.
Proof. Suppose first that G[H] is 1-p.o. Then, both G and H are 1-p.o. since they are induced subgraphs of G [H] . Suppose for the sake of contradiction that none of conditions (i)-(iii) holds. Then, in particular, G has an edge and H is not complete. Since G has an edge, we get that K 2 [H] is an induced subgraph of G [H] isomorphic to the join of two copies of H. Consequently, H * H is 1-p.o. By Proposition 2.6 we obtain that H is co-bipartite. Therefore, since we assume that (iii) fails, G has a component that is not complete. In particular, there exists an induced P 3 in G; since H contains an induced 2K 1 and
as an induced subgraph, and by Corollary 2.5 it cannot be 1-p.o.
For the converse direction, we will show that in any of the three cases (i), (ii), and (iii), the [H] and the set of 1-p.o. graphs is closed under disjoint union, it suffices to consider the case when G is connected (that is, complete). In this case, an inductive argument on the order of G together with the fact that co-bipartite 1-p.o. graphs are closed under join (Proposition 2.6)
product graphs
In this section, we characterize nontrivial direct product graphs that are 1-p.o. The direct product G × H of two graphs G and H (sometimes also called tensor product, categorical product, or Kronecker product) is the graph with vertex set V (G) × V (H) in which two distinct vertices (u, v) and (u , v ) are adjacent if and only if (a) u is adjacent to u in G, and
The direct product of two graphs is commutative, in the sense that G × H ∼ = H × G. By [7, Corollary 5.10] , the direct product of (at least two) connected nontrivial graphs is connected if and only if at most one of the factors is bipartite (in fact, the product has 2 k−1 components where k is the number of bipartite factors).
We start with some necessary conditions for the direct product of two graphs to be 1-p.o. We say that a graph is triangle-free if it is C 3 -free.
Lemma 5.1. Suppose that the direct product of two graphs G and H is 1-p.o. Then:
1. If one of G and H contains an induced P 3 or C 3 , then the other one is {claw , C 3 , C 4 , C 5 , P 5 }-free.
3. At least one of G and H is P 4 -free.
Proof. As we can see in Figures 2, 3 , and 4 below, each of P 3 × claw , P 3 × C 4 , and C 3 × claw contains an induced K 2,3 , each of P 3 × C 3 , P 3 × C 5 , and P 3 × P 5 contains an induced F 2 , the graph C 3 × C 3 contains an induced F 3 = C 6 , and P 4 × P 4 contains an induced domino (F 1 ).
as induced subgraph of P 3 × claw , P 3 × C 4 , and C 3 × claw .
Figure 3: F 2 as induced subgraph of P 3 × C 3 , P 3 × C 5 , and P 3 × P 5 .
The complement of C 6 as induced subgraph of C 3 × C 3 and the domino as induced subgraph of P 4 × P 4 .
Each of C 3 × C 4 , C 3 × C 5 , and C 3 × P 5 contains an induced C 3 × P 3 ∼ = P 3 × C 3 , and therefore also an induced F 2 .
The lemma now follows from the above observations and Corollary 2.5.
We say that an undirected graph is a pseudoforest if each component of it contains at most one cycle, a pseudotree if it is a connected pseudoforest, and a unicyclic graph if it contains exactly one cycle. We first characterize the case of two connected factors. (ii) G ∼ = P 3 and H ∼ = P 4 , or vice versa.
Proof. We first show that any of the three conditions (i), (ii), and (iii) is sufficient for G × H to be 1-p.o. Recall that every chordal graph and every graph having a unique induced cycle of order at least 4 is 1-p.o. [1] . In particular, this implies that every pseudoforest is 1-p.o. Suppose first that G ∼ = K 2 and H is a pseudotree. If H is bipartite, then K 2 × H is isomorphic to the pseudoforest 2H, which is 1-p.o. If H is non-bipartite, then it is unicyclic, in which case K 2 × H is again unicyclic and therefore 1-p.o. Finally, P 3 × P 4 is isomorphic to 2F where F is a unicyclic graph, and is therefore a 1-p.o. graph. This also implies that P 3 × P 3 is 1-p.o.
To show necessity, suppose that G×H is 1-p.o. We consider two cases depending on whether one of G and H is isomorphic to K 2 or not. Suppose first that one of G and H, say G, is isomorphic to K 2 . Then K 2 × H is triangle-free, and it follows from [ [7, Theorem 5.9] and hence a pseudotree. Let us observe that in this case H must be a unicyclic graph (and hence a pseudotree). Indeed, if H has a cycle (v 1 , . . . , v k ) (for some odd k) then K 2 × H has a cycle of length 2k formed by vertices v 3 ) , . . . , (u 2 , v k ), where u 1 and u 2 are the two vertices of the K 2 . Therefore if H had more than one cycle, then so would K 2 × H, and we know that this is not the case. Now consider the case when both G and H have at least 3 vertices. By Lemma 5.1, at least one of G and H, say G, is triangle-free. Since G has at least 3 vertices, it contains an induced P 3 . Applying Lemma 5.1 further, we infer that H is {claw , C 3 , C 4 , C 5 , P 5 }-free. Since H is {claw , C 3 }-free, it is of maximum degree at most 2, thus a path or a cycle. Since H is also {C 4 , C 5 , P 5 }-free and connected, we conclude that H is a path with either 3 or 4 vertices. If H ∼ = P 4 , then G is P 4 -free by Lemma 5.1, and since it contains a P 3 , we must have G ∼ = P 3 . If H ∼ = P 3 , then applying the same arguments as above we obtain that G ∼ = P 3 or G ∼ = P 4 . This concludes the proof of the forward implication, and with it the proof of the theorem.
We now characterize the general case. To describe the result, the following notion will be convenient. For a positive integer k, we say that a k-linear forest is a disjoint union of paths each having at most k vertices. In particular, 1-linear forest are exactly the edgeless graphs, and 2-linear forests are exactly the graphs consisting only of isolated vertices and isolated edges. (ii) G is a 2-linear forest and H is a pseudoforest, or vice versa.
(iii) G is a 3-linear forest and H is a 4-linear forest, or vice versa.
Proof. Suppose first that G × H is 1-p.o. If at least one of G and H is edgeless, then condition (i) holds. Assume now that both G and H contain an edge. We claim that every component C of G is a pseudotree (and by symmetry, the same conclusion will hold for components of H). This is a consequence of Proposition 5.2, using the fact that C × K 2 is an induced subgraph of G × H (and hence 1-p.o.) . Thus, if G is a 2-linear forest, then condition (ii) holds (and similarly for H). Assume now that both G and H have a component with at least three vertices. Fixing two such components, say C and D, of G and H, respectively, and applying Proposition 5.2, we infer that each of C and D is a path of order 3 or 4, and not both can be isomorphic to P 4 . Consequently, G and H are of the form specified in condition (iii).
For the converse direction, we will show that in any of the three cases (i), (ii), and (iii) 
It is easy to see that the fact that one of the conditions (a), (b) and (c) holds is equivalent to the pair of conditions
The strong product of two graphs is commutative, in the sense that G H ∼ = H G. Our characterization of 1-p.o. strong product graphs will be proved in several steps. In Section 6.1, we state two preliminary lemmas on the strong product and give two necessary conditions for 1-p.o. strong product graphs. The necessary conditions motivate the development of a structural characterization of {P 5 , C 4 , C 5 , claw , bull }-free graphs. This is done in Section 6.2, where connected {P 5 , C 4 , C 5 , claw , bull }-free graphs are shown to be precisely the connected co-chain graphs. Connected true-twin-free co-chain graphs are further characterized in Section 6.3, and form the basis of an infinite family of 1-p.o. strong product graphs described in Section 6.4. Building on these results, we prove our main result of the section, Theorem 6.11 in Section 6.5, which gives a complete characterization of 1-p.o. strong product graphs.
Three lemmas
Recall that a vertex v in a graph G is simplicial if its neighborhood forms a clique. In Section 6.4 we will need the following property of simplicial vertices in relation to the strong product. Lemma 6.1. Let G and H be graphs and let u and v be simplicial vertices in G and H, respectively. Then, vertex (u, v) is simplicial in the strong product G H.
Proof. It suffices to show that the closed neighborhood
is a clique in G (since u is simplicial in G) and, similarly, the set N H [v] is a clique in H. The desired result now follows from the fact that the strong product of two complete graphs is a complete graph.
Recall also that two distinct vertices u and v in a graph G form a pair of true twins if
. We say that a graph is true-twin-free if it contains no pair of true twins. The next lemma shows that it suffices to characterize 1-p.o. strong product graphs in which both factors are truetwin-free. Suppose now that G H is 1-p.o., and that G was obtained from G by adding to it a true twin x to a vertex x of G. Note that for every v ∈ V (H), we have
is a true twin in G H of vertex (x, v). It follows that G H can be obtained from G H by a sequence of true twin additions. By Proposition 2.2, G H is 1-p.o.
A similar approach as for the direct product (Lemma 5.1) gives the following necessary conditions for the strong product of two graphs to be 1-p.o. Lemma 6.3. Suppose that the strong product of two graphs G and H is 1-p.o. Then:
1. If one of G and H contains an induced P 3 , then the other one is {P 5 , C 4 , C 5 , claw , bull }-free.
2. At least one of G and H is P 4 -free.
Proof. We can verify that each of the graphs P 3 C 4 , P 3 C 5 , P 3 claw, and P 3 bull has K 2,3 (the first element of family F 2 , see Fig. 1 ) as induced minor, that P 3 P 5 contains an induced copy of F 2 , and that P 4 P 4 contains an induced copy of F 1 . Therefore, by Corollary 2.5, none of these graphs is 1-p.o. We can observe such induced minors in Figure 5 .
Lemma 6.3 motivates the development of structural characterizations of P 3 -free graphs, of P 4 -free graphs, and of {P 5 , C 4 , C 5 , claw , bull }-free graphs. P 3 -free graphs are precisely the disjoint union of complete graphs. P 4 -free graphs (also known as cographs) are also well understood: they are precisely the graphs that can be obtained from copies of K 1 by applying a sequence of the disjoint union and join operations [2] . The {P 5 , C 4 , C 5 , claw , bull }-free graphs are characterized in the next section.
Figure 5: K 2,3 as induced minor of P 3 C 4 , P 3 C 5 , P 3 claw, P 3 bull, F 2 as induced subgraph of P 3 P 5 , and the domino (F 1 ) as induced subgraph of P 4 P 4 .
6.2 The structure of {P 5 , C 4 , C 5 , claw , bull }-free graphs
Our characterization of {P 5 , C 4 , C 5 , claw , bull }-free graphs will rely on the notion of co-chain graphs. A graph G is a co-chain graph if its vertex set can be partitioned into two cliques, say X and Y , such that the vertices in X can be ordered as X = {x 1 , . . . , x |X| } so that for all 1 ≤ i < j ≤ |X|,
The pair (X, Y ) will be referred to as a co-chain partition of G. The following observation is an immediate consequence of the definitions.
Proposition 6.4. The set of co-chain graphs is closed under true twin additions and universal vertex additions.
The following structural characterization of connected {P 5 , C 4 , C 5 , claw , bull }-free graphs can also be seen as a forbidden induced subgraph characterization of co-chain graphs within connected graphs. Theorem 6.5. A connected graph G is {P 5 , C 4 , C 5 , claw , bull }-free if and only if it is co-chain.
Proof. Sufficiency of the condition is easy to establish. The graphs P 5 , C 5 , the claw, and the bull, are not co-bipartite and therefore not co-chain. The 4-cycle admits only one partition of its vertex set into two cliques, which however does not have the desired property. Now we prove necessity. Let G be a connected {P 5 , C 4 , C 5 , claw , bull }-free graph. We will show that G is 3K 1 -free. This will imply that G is co-chain due to the known characterization of co-chain graphs as exactly the graphs that are {3K 1 , C 4 , C 5 }-free [9] .
Suppose for a contradiction that G has an induced 3K 1 , with vertex set {x, y, z}, say. Since G is connected and P 5 -free, every two vertices among {x, y, z} are at distance 2 or 3.
Suppose first that d(x, y) = d(x, z) = 2. Let y be a common neighbor of x and y, and let z be a common neighbor of x and z. Since G is claw-free, y z ∈ E(G) and similarly yz ∈ E(G).
In particular, y = z . Now, the vertex set {y, y , x, z , z} induces either a P 5 (if y and z are non-adjacent), or a bull (otherwise), a contradiction.
Therefore, at least two out of the pairwise distances between x, y, and z are equal to 3. By symmetry, we may assume that d(x, y) = d(x, z) = 3. Note that the set of vertices at distance 2 from x form a clique, since otherwise we could apply the arguments from the previous paragraph to the triple {x, y , z } where {y , z } is a pair of non-adjacent vertices with d(x, y ) = d(x, z ) = 2.
Fix a pair of paths P and Q such that P = (x = p 0 , p 1 , p 2 , p 3 = y) is a shortest x-y path, Q = (x = q 0 , q 1 , q 2 , q 3 = z) is a shortest x-z path, and P and Q agree in their initial segments as much as possible, that is, the value of k = k(P, Q) = max{j : p i = q i for all 0 ≤ i ≤ j} is maximized. Clearly, k ∈ {0, 1, 2}. If k = 2, then G contains a claw induced by {p 1 , p 2 , y, z}. Therefore k ∈ {0, 1}. If k = 1, then, recalling that p 2 is adjacent to q 2 , we infer that G contains either a claw induced by {p 1 , p 2 , y, z} (if p 2 is adjacent to z) or a bull induced by V (Q) ∪ {p 2 }. Therefore k = 0. By the minimality of (P, Q), we infer that {p 1 q 2 , p 2 q 1 , p 2 z, yq 2 } ∩ E(G) = ∅. But now, G contains a claw induced by {p 1 , p 2 , y, q 2 }. This contradiction completes the proof.
Rafts and connected true-twin-free co-chain graphs
In Section 6.4, we will identify an infinite family of 1-p.o. strong product graphs. The family will be based on the following particular family of co-chain graphs. Given a non-negative integer n ≥ 0, the raft of order n is the graph R n consisting of two disjoint cliques on n + 1 vertices each, say X = {x 0 , x 1 , . . . , x n } and Y = {y 0 , y 1 , . . . , y n } together with additional edges between X and Y such that for every 0 ≤ i, j ≤ n, vertex x i is adjacent to vertex y j if and only if i + j ≥ n + 1. Note that vertices x 0 and y 0 are simplicial in the raft. The cliques X and Y will be referred to as the parts of the raft. Fig. 6 shows rafts of order n for n ∈ {1, 2, 3}. It is an easy consequence of definitions that every raft is a co-chain graph. Moreover, as we show next, rafts play a crucial role in the classification of connected true-twin-free co-chain graphs. Proposition 6.6. Let G be a connected true-twin-free graph. Then, G is co-chain if and only if
Proof. Sufficiency is immediate since every graph in {K 1 } ∪ {R n , n ≥ 1} ∪ {R n * K 1 , n ≥ 0} is co-chain. Now, let G be a connected true-twin-free co-chain graph, with a co-chain partition (X, Y ). Since G is true-twin-free, the closed neighborhoods of vertices in X = {x 1 , . . . , x |X| } are properly nested. Equivalently, Suppose now that G is also P 4 -free but not isomorphic to either K 1 or P 3 . Note that since R 1 ∼ = P 4 , every raft of order at least 1 contains an induced P 4 . It follows that G is isomorphic to a graph of the form R n * K 1 for some n ≥ 0. Since R 0 * K 1 ∼ = P 3 , we have n ≥ 1. But then R 1 ∼ = P 4 is an induced subgraph of G, a contradiction.
An infinite family of 1-p.o. strong product graphs
The following observation is an immediate consequence of Lemma 6.1.
Observation 6.7. Let G be a graph with a simplicial vertex v, and let P 3 = (u 1 , u 2 , u 3 ) be the 3-vertex path, with leaves u 1 and u 3 . Then, vertices (u 1 , v) and (u 3 , v) are simplicial in P 3 G. Proposition 6.8. For every n ≥ 1, the strong product P 3 R n is 1-p.o.
Proof. First, notice that since R n has two simplicial vertices, Observation 6.7 implies that the product P 3 R n has 4 simplicial vertices. Let G be the product P 3 R n minus these 4 simplicial vertices. Since 1-p.o. graphs are closed under simplicial vertex additions, it is enough to verify that G is 1-p.o. To prove this we will give an explicit orientation of G and show that it is a 1-perfect orientation.
Let V (P 3 ) = {u 1 , u 2 , u 3 } where u 1 and u 3 are the two leaves. Moreover, assuming the notation as in the definition of rafts, let V (R n ) = X ∪Y , where X = {x 0 , x 1 , . . . , x n } and Y = {y 0 , y 1 , . . . , y n } are the two parts of the raft. Vertices in G will be said to be left, resp. right, depending on whether their second coordinate is in X or in Y , respectively. A schematic representation of G is shown in Fig. 7 . We partition the graph's vertex set into 8 cliques: two singletons, {a} and {b}, where a = (u 2 , x 0 ) and b = (u 2 , y 0 ), and 6 cliques of size n each, namely A 1 , A 2 , A 3 , B 1 , B 2 , and B 3 , defined as follows: for i ∈ {1, 2, 3}, we have
Bold edges between certain pairs of sets mean that every possible edge between the two sets is present. If the corresponding edge is not bold, then only some of the edges between the two sets are present.
To describe such edges, we introduce the following ordering of the vertices within each of the 6 cliques of size n. Note that for every 1 ≤ i < j ≤ n, we have that
We order the vertices in the 6 cliques accordingly, that is, for each clique of the form A i , the linear ordering of its vertices is (u i , x 1 ), . . . , (u i , x n ); for each clique of the form B i , the linear ordering of its vertices is (u 4−i , y 1 ), . . . , (u 4−i , y n ). To keep the notation light, we will slightly abuse the notation, speaking of "vertex i in clique C" (for i ∈ {1, . . . , n} and Figure 7 : A schematic representation of graph G C ∈ {A 1 , A 2 , A 3 , B 1 , B 2 , B 3 }) when referring to the i-th vertex in the linear ordering of C. We will also speak of "left" and of "right" cliques.
The edges of graph G can be now concisely described as follows. We will say that two cliques A i and A j (or B i and B j ) are adjacent if |i − j| ≤ 1. The neighborhood of a is We now define an orientation of G, say D, as follows:
-Edges between vertex a and a vertex i ∈ A j are oriented from i to a for j = 1 and from a to i for j ∈ {2, 3}. Symmetrically, edges between vertex b and a vertex i ∈ B j are oriented from i to b for j = 1 and from b to i for j ∈ {2, 3}.
-Edges within each clique are oriented from vertex i to vertex j (with j = i) if and only if i < j.
-All edges between vertices in A 1 and A 2 are oriented from A 1 to A 2 . Symmetrically, all edges between vertices in B 1 and B 2 are oriented from B 1 to B 2 .
-Edges between vertices in A 2 and A 3 are oriented as follows: For i ∈ A 2 and j ∈ A 3 , from i to j if i < j, and from j to i, otherwise. Symmetrically, edges between B 2 and B 3 are oriented as follows: For i ∈ B 2 and j ∈ B 3 , from i to j if i < j, and from j to i, otherwise.
-All edges between vertices in A 1 and B 3 are oriented from B 3 to A 1 . Symmetrically, all edges between vertices in A 3 and B 1 are oriented from A 3 to B 1 .
-All edges between vertices in A 1 and B 2 are oriented from B 2 to A 1 . Symmetrically, all edges between vertices in A 2 and B 1 are oriented from A 2 to B 1 .
-All edges between vertices in A 2 and B 1 are oriented from B 1 to A 2 . Symmetrically, all edges between vertices in A 3 and B 2 are oriented from A 3 to B 2 .
-Finally, all edges between vertices in A 2 and B 2 are oriented from A 2 to B 2 .
To conclude the proof it remains to check that D is a 1-perfect orientation of G, that is, that for each vertex v in G, its out-neighborhood in D forms a clique in G. We consider several cases according to which part of the above vertex partition vertex v belongs to: This completes the proof that G is 1-p.o.
