



















05 Surfaes isotropes de O et systèmes intégrables.
Idrisse Khemar
Introdution
Dans et artile, nous étudions ertaines surfaes isotropes de O = R8. L'idée
de s'intéresser à de telles surfaes vient de la volonté de herher des analogues
aux surfaes lagrangiennes hamiltoniennes stationnaires de R4, dans R8. Ces
surfaes de R4 forment un système omplètement intégrable présentant une
struture inédite (f.[9℄) et il est naturel d'en herher des généralisations dans
R8. (f. [13℄.)
Considérons une surfae Σ lagrangienne de R4. On peut loalement trouver une
paramétrisation onforme de Σ par des oordonnées (u, v) ∈ Ω , Ω étant un
ouvert de R2, i.e. une immersion X : Ω→ R4 telle que
dX = ef (e1du+ e2dv)
ave (e1, e2) base hermitienne de C2 pour tout (u, v) ∈ Ω , f ∈ C∞(R2). L'iden-
tiation entre R4 et C2 est donnée par (x1, x2, x3, x4) 7→ (x1+ ix2, x3+ ix4). A
la surfae Σ est assoié l'angle lagrangien β déni par eiβ = det(e1, e2) (qui ne
dépend pas de la paramétrisation hoisie ar il ne dépend que du plan tangent
TX(u,v)Σ = Re1 + Re2).
Maintenant onsidérons la fontionnelle d'aire A(Σ) = ∫
Σ
dv sur l'ensemble des
surfaes orientées lagrangiennes de R4. Un point ritique pour ette fontion-
nelle est une surfae lagrangienne Σ telle que δA(Σ)(X) = 0 pour tout hamp
de veteur X à support ompat sur R4 ave la ondition supplémentaire que X
doit être lagrangien i.e. son ot preserve les surfaes lagrangiennes ; si on suppose
que ela n'est vrai que si X est hamiltonien, i.e. X = −i∇h ave h ∈ C∞(R4,R)
alors Σ est dite hamiltonienne stationnaire. On montre alors, f.[9℄, que Σ est
hamiltonienne stationnaire si, et seulement si, △β = 0 où △ est le laplaien sur
Σ déni à l'aide de la métrique induite.
Dans [9℄, il est montré que les surfaes lagrangiennes hamiltoniennes station-
naires de R4 sont solutions d'un système omplètement intégrable. Dans le lan-
gage des systèmes omplètement intégrables on onstruit une famille de onnex-
ions de ourbure nulle αλ, λ ∈ S1 qui s'érit :
αλ = λ
−2α′2 + λ





Nous nous proposons ii de trouver des surfaes de R8 isotropes telles qu'à
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haunes d'elle, Σ, orresponde une fontion ρΣ : Σ→ S3 (analogue de eiβ : Σ→
S1) et que les surfaes pour lesquelles ρΣ est harmonique forment un système
omplètement intégrable. Pour e faire nous allons proéder par analogie ave
les surfaes lagrangiennes hamiltoniennes stationnaires de R4. Commençons par
formuler le problème dans R4 à l'aide des quaternions. Ensuite nous proèderons
par analogie en utilisant les otonions (setion 2). Le rappel des dénitions et
onnaissanes néessaires sur les otonions est fait dans la setion 1.
Pour x, y ∈ H, on a
x · y¯ = 〈x, y〉R4 − ω(x, y)i − detC2(x, y)j = 〈x, y〉C2 − detC2 (x, y)j
où ω = dx1 ∧ dx2 + dx3 ∧ dx4. Ainsi pour (e1, e2) base orthonormée d'un plan
lagrangien de R4 on a
e1 · e¯2 = −eiβj
où β est l'angle lagrangien du plan Vet(e1, e2). On voit que l'on peut exprimer
la ontrainte lagrangienne ainsi que l'angle lagrangien à l'aide du produit dans
H. Plus préisemment, nous avons appliqué la proédure suivante : on forme le
produit x · y¯, ave x, y de norme 1, puis on suppose que les deux premiers termes
de x · y¯ ∈ H dans la déomposition H = R⊕Ri⊕Rj ⊕Rk, sont nuls et alors on
a x · y¯ ∈ S1j e qui nous permet de reupérer eiβ ∈ S1.
Nous proèderons de même dans R8 en utilisant le produit des otonions (se-
tion 2). Pour q, q′ ∈ O = H2 on a





où (ei)0≤i≤7 est la base anonique de R8, ωi = 〈·, Lei ·〉, et Lei designe la multi-
pliation à gauhe par ei. Nous introduisons la déomposition
q.q′ = (B(q, q′),−ρ(q, q′)) ∈ H2.
Alors nous regardons les surfaes isotropes pour ω1, ω2, ω3, que nous appelons
surfaes ΣV . Nous nous interessons don à l'ensemble Q des plans de O isotropes
pour es 3 formes sympletiques. L'ensemble V des bases orthonormées de
es plans est l'ensemble des ouples normées (q, q′) ∈ S7 × S7 qui vérient
B(q, q′) = 0 (V est l'analogue de l'ensemble des bases hermitiennes de C2). On
a alors Q = V/SO(2), et ρ(q, q′) ∈ S3 pour tout (q, q′) ∈ V (la norme est multi-
pliative dans O : |qq′| = |q||q′| = 1). On a ainsi déni une fontion ρ : V → S3
analogue à eiβ et ette fontion passe au quotient en une appliation ρ : Q→ S3.
D'autre part dans le as de R4 on a le groupe U(2) qui agit librement et tran-
sitivement sur l'ensemble des bases hermitiennes et on peut érire l'ation de
U(2) à l'aide des quaternions : on a le morphisme surjetif de groupe de noyau
±1 :
S3 × S3 → SO(4)
(p, q) 7→ LpRq¯ = Rq¯Lp = (x 7→ pxq¯)
et on peut érire
x.y¯ = 〈x, y〉+ 〈x, iy〉i+ 〈x, jy〉j + 〈x, ky〉k
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Ainsi U(2) est le sous-groupe de SO(4) qui ommute ave Li d'où U(2) =
{LpRq¯ , p ∈ S1, q ∈ S3}. Quant à SU(2) 'est le sous-groupe de SO(4) qui
ommute ave Li, Lj , Lk d'où SU(2) = {Rq , q ∈ S3}. D'une manière générale,
pour g = LpRq¯ ∈ SO(4) on a (gx)(gy) = p(xy¯)p¯.
Par analogie nous allons herher le groupe qui onserve B, i.e. le sous-groupe
de SO(8) qui onserve ω1, ω2, ω3. Nous trouverons le groupe SU(2) × SU(2).
Le résultat est très diérent de e qui e passe dans H mais 'est le bon groupe
de symétrie. En eet omme ρΣ est à valeurs dans S
3
et que nous voulons
lui imposer d'être harmonique, nous allons utiliser la théorie des appliations
harmoniques du point de vue des systèmes intégrables (f. [3℄) et don érire
S3 omme un espae symétrique : S3 = S3 × S3/△ où △ est la diagonale de
S3 × S3, △ = {(a, a) , a ∈ S3} (et est l'analogue de SU(2)). Cependant nous
nourrissons l'espoir d'avoir un groupe qui agit transitivement sur V (e qui n'est
pas le as de S3 × S3) ainsi qu'il en est pour U(2) et les bases hermitiennes de
C2. Nous allons don herher à grossir le groupe en prenant le sous-groupe
de SO(8) qui onserve la nullité de B : nous trouvons alors un groupe G de
dimension 9 (V est de dimension 10) qui n'agit don pas transitivement. Alors
nous regardons l'ation de G sur Q, qui lui est de dimension 9. Malheureuse-
ment nous trouvons que l'ation n'est toujours pas transitive. Nous alulons
alors les orbites : nous trouvons que toutes les orbites sont de dimension 8 sauf
deux orbites dégénérées l'une de dimension 7, l'autre de dimension 6. En outre
nous onstruisons une fontion p : Q → [0 , 1/2] dont les bres sont les orbites
de G, les orbites dégénérées étant p−1({0}) et p−1({ 12}) respetivement. Ensuite
nous arrivons à trouver un moyen simple de passer d'une orbite à une autre (f.
théorème 6). Enn nous terminons la setion 2 en étudiant algébriquement le
groupe G et son algèbre de Lie.
Dans la setion 3 nous étudions les surfaes ΣV . Nous montrons que elle dont
le ρΣ est harmonique forment un système omplètement intégrable : nous on-
truisons une famille de onnexion de ourbure nulle αλ omme dans (1).
Ensuite nous montrons que les surfaes ΣV sont solutions de deux équations
l'une linéaire, l'autre non linéaire. (En fait 'est la même équation où on représente
la surfae de manière diérente).
Dans la setion 4, nous exposons la méthode des groupes de laets, en se référant
à [3℄ et [9℄ pour les détails. Puis nous obtenons une représentation de type Weier-
strass pour les surfaes ΣV .
Dans la setion 5, nous alulons le veteur ourbure moyenne d'une surfae ΣV
(dans l'espoir d'obtenir une interprétation variationnelle).
Dans la setion 6, nous montrons que e que nous avons fait pour les sur-
faes ΣV est en fait un as partiulier de quelque hose de plus général. En
eet, en onsidérant le produit vetoriel de O, nous dénissons une appliation
ρ : Gr2(O)→ S6. Alors nous montrons que les surfaes immergées Σ de O telles
que ρΣ : z ∈ Σ 7→ ρ(TzΣ) ∈ S6 est harmonique (surfaes ρ − harmoniques)
forment un système omplètement intégrable. Le groupe de symétrie est alors
Spin(7). Plus généralement, soit I & {1, ..., 7} alors les surfaes ωI − isotropes,
i.e. isotropes pour ωi, i ∈ I, dont le ρΣ (qui est alors à valeurs dans SI =
S(⊕i/∈I,i>0Rei) ≃ S6−|I|) est harmonique, forment un système omplètement in-
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tégrable. Le groupe de symétrie est alors GI ≃ Spin(7−|I|). Pour I = {1, 2, 3},
on retrouve les surfaes ΣV . Nous onstruisons don une famille (SI) paramétrée
par I, d'ensembles de surfaes solutions d'un système intégrable, tous inlus dans
S∅, telle que I ⊂ J implique SJ ⊂ SI . Par restrition à H on obtient les surfaes
ρ − harmoniques, ωI − isotropes de H. Alors ρ(Gr2(H)) = S2 et |I| = 0, 1 ou
2. Pour |I| = 1 on retrouve les surfaes lagrangiennes hamiltoniennes station-
naires de R4 et pour |I| = 2, les surfaes spéiales lagrangiennes. Par restrition
à Im(H), on retrouve les surfaes CMC de R3. Nous terminons l'artile par le
alul du veteur ourbure moyenne d'une surfae quelonque de O en fontion
de ρ (nous pensons qu'il existe une interprétation variationnelle des surfaes
ρ− harmoniques).
1 L'algèbre des otonions
1.1 Dénitions
On rappelle ii les dénitions et propriétés sur les otonions qui nous seront
utiles pour la suite. Pour avoir plus de détails et pour les démonstrations on






, x, y ∈ H
}
⊂M2(H)











xx′ − y′y¯ −y¯x¯′ − y¯′x
x′y + x¯y′ x¯′x¯− yy¯′
)
On voit que l'on peut identier O à H2 = R8 muni de la multipliation
(x, y) · (x′, y′) = (xx′ − y′y¯, x′y + x¯y′)
On dénit une onjugaison q 7→ q¯ à l'aide de la onjugaison sur les matries :
(x, y) = (x¯,−y). On remarque la présene d'un élément neutre pour la multipli-
ation : 1 = (1, 0) et O est ainsi une R-algèbre unitaire. En partiulier, R.1 est
une sous-algèbre dont les éléments seront dits réels et aratérisés par q¯ = q.
On dénit sur O la norme N(q) = q.q¯ = q¯.q = xx¯ + yy¯ ∈ R qui n'est autre
que la norme eulidienne standard de H2 = R8. Cette norme est multipliative :
N(qq′) = N(q)N(q′). En partiulier S7 est stable par multipliation. Les oto-
nions orthogonaux à 1 , R⊥ , pour la norme N seront dits : otonions pures,
et aratérisés par q¯ = −q , ou enore q2 ∈ R−. Si on se restreint à la sphère
S7 = {q ∈ O , q¯.q = 1} alors le sous-ensemble des otonions purs de S7 est
aratérisé par q2 = −1.













































Dans la suite il nous arrivera aussi de noter ette base (ei)0≤i≤7 (l'ordre des
veteurs étant toujours le même).
O n'est pas assoiative : I↓(J↓K↓) = I↓(−I↑) = E↓ tandis que (I↓J↓)K↓ =
(−K↑)K↓ = −E↓.
1.2 Propriétés de la multipliation
Proposition 1
(i) 〈xz, yz〉 = N(z)〈x, y〉, 〈zx, zy〉 = N(z)〈x, y〉
(ii) 〈xz, yw〉+ 〈yz, xw〉 = 2〈x, y〉〈z, w〉
(iii) si x /∈ R1, R1⊕ Rx est une algèbre isomorphe (isométrique) à C.
Proposition 2
(i) xy = y¯x¯ , x¯ = x , 〈x, y〉 = Re(xy¯) = Re(x¯y)
(ii) x(x¯y) = N(x)y , (xy¯)y = N(y)x
(iii) x(y¯z) + y(x¯z) = 2〈x, y〉z , (zy¯)x+ (zx¯)y = 2〈x, y〉z
(iv) si 〈x, y〉 = 0 , alors xy¯ = −yx¯ et x(y¯z) = −y(x¯z) , (zy¯)x = −(zx¯)y.
Dénition 1 On dira d'un élément x 6= 0 d'une algèbre A non assoiative qu'il
est inversible s'il existe x′ ∈ A tel que ∀y ∈ A , x′(xy) = x(x′y) = (yx)x′ =
(yx′)x = y. Cei revient à dire que Lx : y 7→ xy et Rx : y 7→ yx sont inversibles
d'inverses respetives Lx′ et Rx′ .
Proposition 3 Tout x ∈ O r {0} est inversible d'inverse N(x)−1x¯. En outre
on a
tLx = Lx¯ ,
tRx = Rx¯ .










(iii) RxLx = LxRx , L
2
x = Lx2 , R
2
x = Rx2 , Laxa = LaLxLa , Raya = RaRyRa.
Proposition 5 L'appliation trilinéaire {x, y, z} = (xy)z − x(yz) est alternée
don antisymétrique.
Proposition 6
(i) x, y ∈ O ommutent si, et seulement si, (1, x, y) est liée et alors la sous-
algèbre (unitaire) engendrée par x et y est isomorphe à C (on suppose que
{x, y} * R1).
(ii) s'ils ne ommutent pas alors la sous-algèbre qu'il engendrent est isomorphe
(isométrique) au orps H des quaternions.
(iii) si D est une sous-algèbre (unitaire) de O de dimension 4 (i.e. ≃ H) et si
a ∈ D⊥ r {0} alors O = D ⊕ a.D et on a
(x+ ay)(x′ + ay′) = (xx′ − λy′y¯) + a(x′y + x¯y′)
ave λ = −N(a).
(iv) soit a, b ∈ (R1)⊥ unitaires et orthogonaux (alors omme ab = −ba) la sous-
algèbre D engendrée par a, b est de dimension 4, et soit c ∈ D⊥ unitaire
alors {1, a, b, ab, c, ca, cb, c(ab)} est une base orthonormée de O qui a la
même table de multipliation que la base anonique.
Proposition 7 Si x, y ne ommutent pas i.e. (1, x, y) est libre alors z 7→ {x, y, z}
n'est pas identiquement nulle autrement dit Lxy 6= LxLy ou enore par anti-
symétrie Ryx 6= RxRy , ou enore LxRy 6= RyLx.
Théorème 1 Si LxLy = Lz alors obligatoirement z = xy et don x, y ommu-
tent, et de même RxRy = Rz =⇒ z = yx. Ainsi {Lx, x ∈ O∗} et {Rx, x ∈ O∗}
ne sont pas des sous-groupes de GL(O) = GL(R8).
Proposition 8 LxLy = LyLx ⇐⇒ xy = yx (idem pour R).
2 Plans isotropes et Groupes opérants
2.1 Analogie à l'aide des otonions
Comme nous l'avons expliqué dans l'introdution, on va étudier l'expression


















On peut aussi érire en notant (ei)0≤i≤7 la base anonique de R8 = O dénie à
la setion 1 :
q · q′ = 〈q, q′〉+
7∑
i=1
〈q, ei · q′〉ei .
6
Posons ωi(q, q
′) = 〈q, ei · q′〉 , 0 ≤ i ≤ 7, alors ωi est la forme sympletique sur
R8 assoiée à l'endomorphisme Lei ((Lei)
2 = −Id). On a alors

















Soit alors V = {(q, q′) ∈ S7×S7/ B(q, q′) = 0}. On a alors pour tout (q, q′) ∈ V












On a ainsi déni une fontion ρ : (q, q′) ∈ V 7→ ρ(q, q′) ∈ S3. On peut aluler






En partiulier on voit que V est une sous variété de S7 × S7 diéomorphe à
S7×S3, le diéomorphisme étant évidemment (q, q′) 7→ (q, ρ). Enn on remarque
que ρ ne dépend que du plan orienté engendré par (q, q′).
2.2 A la reherhe de groupes agissant sur V
Cherhons le sous-groupe de GL(8) qui onserve B, i.e. le groupe des élé-
ments g ∈ SO(8) qui ommutent ave LI↑ , LJ↑ , LK↑ , i.e. ave les L(x,0), x ∈ H.










on a pour tout






















En égalant la dernière matrie à 0 on obtient : ∀x ∈ H [Lx, A] = [Lx, D] = 0 ,
BLx = Lx¯B, CLx = Lx¯. Les équations sur A,D signient que A = Ra, D = Rd
ave a, d ∈ H. Pour B,C on a B(x.1) = x¯B(1) d'où B(ax) = axB(1) mais on a
aussi B(ax) = B(Lax) = a¯B(x) = a¯x¯B(1) or omme ax 6= a¯x¯ en général on a
don B(1) = 0 et don B = 0 et de même pour C. D'où






ave a, d ∈ S3, ainsi le groupe onservant B est SU(2)× SU(2).
Remarque 1 Le groupe obtenu n'agit pas transitivement. D'autre part, on-
trairement à e qui se passe dans H, ii, omme on l'a vu dans la setion 1, Rq
et Lp ne ommutent pas, {RqLp, q, p ∈ S7} n'est pas un groupe et on n'a pas :
(qb)(q′b) = qq′.
On peut se demander pourquoi le résultat est très diérent de e qui se passe
ave les quaternions où le groupe qui onserve 〈·, ·〉C, i.e. U(2), agit transitive-
ment sur les bases hermitiennes. Cela s'explique par l'absene d'assoiativité.
Dans H, si g ∈ SO(4) ommute ave Li et Lj, il ommute alors ave Lk = LiLj
tandis que dans O le fait de ommuter ave LK↑ est une ondition supplémen-
taire. D'ailleurs, on peut voir que le sous-groupe de SO(8) qui ommute ave
LI↑ , LJ↑ est de dimension 10 (ar isomorphe à Sp(2) = U(2,H)) et don la
ondition de ommutativité ave LK↑ , fait passer la dimension de 10 à 6 . Le
groupe, S3 × S3, ainsi obtenu est le bon groupe de symétrie reherhé pour
obtenir un système omplètement intégrable, ar pour érire S3 sous la forme
d'un espae symétrique , on peut érire S3 = S3×S3/△ où △ est la diagonale.
De même dans [9℄, il surait de se restreindre au groupe S1, or les auteurs y
utilisent le groupe U(2) tout entier qui agit transitivement sur les bases hermi-
tiennes, en érivant que S1 = U(2)/SU(2). On voudrait ii de la même manière
trouver un groupe (ontenant S3 × S3) qui agisse transitivement (ou du moins
"le plus transitivement possible") sur V . Car dans le as où G agit transitive-
ment sur V on peut toujours relever un ouple (q, q′) ∈ V en un élément de G,
et le fait de travailler sur G permet de représenter une surfae par un élément
de R∗+.G (dans [10℄ on obtient ainsi une équation de Dira). D'autre part, on
veut omprendre la géométrie de V , i.e., la géométrie des plans isotropes pour
les trois formes sympletiques ωi, i = 1, 2, 3 de la même façon que la géométrie
des plans lagrangiens de C2 est étudiée (ou rappelée) dans [9℄.
Le plus gros groupe qui onserve V est le sous groupe de SO(8) qui onserve
la nullité de B. Il est donné par :
Théorème 3 Soit G = {g ∈ SO(8)/B(q, q′) = 0⇐⇒ B(g.q, g.q′) = 0}, 'est le
plus grand sous-groupe de GL(8) qui stabilise V . Il existe un morphisme surjetif
θ : G→ O(3) ⊂ O(4) à valeurs dans le groupe des isométries de H qui xent 1,
8
tel que θ−1(SO(3)) = G0, la omposante neutre de G, et θ−1(O−(3)) = LE↓G0,
don
G = G0 ⊔ LE↓G0 ,











, a, b, c ∈ S3
}
De plus on a ∀q, q′ ∈ O, B(g.q, g.q′) = θ(g)(B(q, q′)) pour tout g ∈ G. En outre
pour tout g ∈ G0, on a θ(LE↓g) = θ(g)∗ = ∗ θ(g) où ∗ désigne la onjuguaison
de H qui est aussi l'élément −I3 de O(ImH) = O(3). Enn dans G0, on a
θ(Diag(RaLc, RbLc)) = Intc = (x ∈ ImH 7→ cxc−1).
Démonstration  Dire que g ∈ GL(8) vérie B(q, q′) = 0 =⇒ B(g.q, g.q′) = 0
revient à dire que (〈q, Leiq′〉 = 0, 0 ≤ i ≤ 3) =⇒ (〈g.q, Leig.q′〉 = 0, 0 ≤ i ≤ 3)




θijLei , 0 ≤ i ≤ 3. (2)
ave θij ∈ R. Alors en posant θ(g) = (θij)0≤i,j≤3, on a θ(gg′) = θ(g)θ(g′) pour

















d'où le résultat. Ainsi θ : G′ 7→ GL(4) est un morphisme de groupe. Prenons i =
0 dans (2), omparons l'équation obtenue ave sa transposée, alors en utilisant
que
tLej = −Lej pour j ≥ 1, on voit que l'on doit avoir tgg = θ00Id et θ0j = 0
pour 1 ≤ j ≤ 3. En proédant de même pour i ≥ 1 on obtient θi 0 = 0 pour
1 ≤ i ≤ 3 ; il en résulte que θ = Diag(θ00, µ) ave µ ∈ Gl(3). De plus omme
tgg = θ00Id, on doit avoir θ00 > 0 et don G
′ = R∗+.G ave, rappelons le,
G = G′
⋂
SO(8). Maintenant en érivant (2) pour i ≥ 1 et g ∈ G, et en utilisant
le fait que les Lei , i ≥ 1, antiommutent deux à deux, on obtient :
−2δikId = g−1(LeiLek + LekLei)g












d'où µ(g) ∈ O(3) si g ∈ G.





∈ G. Pour ela , on utilise











3) = (i, j, k) la





















j ∈ Ri ⊕ Rj ⊕ Rk = ImH . Ainsi pour A par exemple, on a
Le′iA = ALµi , d'où e
′
i.A(1) = A(µ










 = (a, e′1.a, e′2.a, e′3.a) = Ra
ave a = A(1). Finalement on a don A = Ra.Diag(1, µ) = Ra.θ et de
même D = Rd.Diag(1, µ), B = Rb.Diag(1,−µ), C = Rc.Diag(1,−µ) =
Rc.Diag(1, µ)∗ , où ∗ = Diag(1,−I3) est la onjuguaison dans H.
Ensuite on érit qu'on doit avoir Le′
i
.A(e′j) = A(µ
i.e′j) pour 1 ≤ i, j ≤ 3 en




= ALµi , 1 ≤ i ≤ 3 )⇐⇒ (µ = com(µ) ou a = 0 )
(com désigne la omatrie), omme µ ∈ O(3) ela veut dire detµ = 1 ou a = 0.
On trouve la même hose pour D. Pour B on a aussi :
(Le′
i
= −BLµi , 1 ≤ i ≤ 3 )⇐⇒ (det(µ) = −1 ou b = 0 )




, et que le groupe des automorphismes de H est égal au groupe des
automorphismes intérieurs de H qui n'est autre que SO(ImH). 
Ce théorème permet de voir omment ρ : (q, q′) 7→ ρ(q, q′) = x¯y′ − x¯′y se trans-
forme sous l'ation de G :
ρ(g.q, g.q′) = a¯ρ(q, q′)b pour g = Diag(RaLc, RbLc) .
Ainsi l'ation de G0 sur V ∼= {(q, ρ) ∈ S7 × S3} s'érit g · (q, ρ) = (g.q, a¯ρ b).
En outre, on voit que l'ation de G sur ρ dénit une ation transitive de G0 sur
S3. Si l'on oublie les Lc qui n'ont auun eet sur ρ, et que l'on se restreint au
groupe S3 × S3, ette ation n'est autre que le revêtement universel de SO(4).
Maintenant pour g′ = Diag(RaLc, RbLc).LE↓ on a
ρ(g′.q, g′.q′) = a¯ ρ(q, q′) b .
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On a don trouvé un groupe G de dimension 9 agissant sur V qui est de di-
mension 10. Cette ation ne peut don pas être transitive. On est don amené à
étudier l'ation de G sur les plans engendrés par les éléments de V , en espérant
qu'elle soit transitive.
2.3 Ation de G sur les plans de V/SO(2)
Considérons l'ensemble des plans orientés de R8 engendrés par les (q, q′) ∈
V :
Q = {Plans orientés annulant ω1, ω2, ω3}.
Q est une sous-variété ompat de Gr2(R8) = {plans orientés de R8}, diéo-
morphe à V/SO(2), l'ation de SO(2) sur V étant donnée par (q, q′) 7→ (q, q′) ·
Rθ= (cos θ q + sin θ q
′,− sin θ q + cos θ q′). En eet, omme V est fermé dans
Y = {(q, q′) orthonormées de R8}, le graphe RV de l'ation de SO(2) sur V ,
RV = RY ∩ (V × V ), est fermé, puisque RY , le graphe de Y modulo SO(2) est
fermé (Y/SO(2) = Gr2(R8) a une struture de variété quotient) don V/SO(2)
admet une struture de variété quotient et munie de ette struture 'est une
sous-variété de Gr2(R8) de dimension 9.
Lorsqu'on identie V à S7 × S3 l'ation de SO(2) s'érit





· q, ρ ) .
G agit sur Q : si on note [q, q′] le plan engendré par (q, q′) on a g.[q, q′] =
[g.q, g.q′]. Cette ation n'est pas transitive. En eet, onsidérons P0 = [1, E↓]










], a, b, c ∈ S3} = {[(x0), (0y)], |x| = |y| = 1} est de di-
mension au plus 6 < 9. De plus LE↓ [1, E
↓] = [E↓,−1] = [1, E↓]. Finalement
G.P0 = G
0.P0 est de dimension 6.
2.3.1 Calul du stabilisateur d'un point
Soit P0 = [q0, q
′
0] ∈ Q et Stab(P0) le stabilisateur de P0 , alors omme G
est ompat , on sait que O(P0) = G.P0 est une sous-variété ompate de Q
et G/Stab(P0) ∼= G.P0. Ainsi si on avait dim(Stab(P0)) = 0, alors O(P0) serait
une sous variété de dimension égale à dim(G) = dim(Q), don un ouvert de
Q mais aussi un fermé ar elle est ompat, don omme Q est onnexe (ar
V ≃ S7 × S3 est onnexe) on aurait que O(P0) = Q don G agirait transitive-
ment or e n'est pas le as. Don ∀P0 ∈ Q, dim(Stab(P0)) > 0 et dim O(P0) ≤ 8.
Les orbites sont en fait données par :
Théorème 4 Q admet la partition suivante :
Q = G.P1 ⊔G.P2 ⊔ U
où
11























∈ Q, /(x, x′) est libre et |〈x, x′〉|+ ||x| − |x′|| 6= 0}
est un ouvert de Q.
De plus on a G.P1 = {P ∈ Q/(x, x′) est liée} , G.P2 = {P ∈ Q/〈x, x′〉 =
0, |x| = |x′|} et enn ∀P ∈ U , G.P est une sous-variété ompate de dimension
8. Ainsi, il y a deux orbites dégénérées G.P1, et G.P2, et toutes les autres orbites
sont de dimensions 8.
On peut ajouter que ∀P ∈ Q, G0.P = G.P et que
• si P ∈ G.P1, alors Stab(P )|P = {±IdP}
• si P ∈ GP2, alors Stab(P )|P = SO(P )
• si P ∈ U , alors Stab(P )|P = {±IdP}.
Démonstration  Dans un premier temps, on se restreint à l'ation de G0.
Soit don P = [q, q′] ∈ Q et posons q = (x, y), q′ = (x′, y′) = (−yρ¯, xρ). Soit
g ∈ Stab(P ), alors il existe θ ∈ R tel que
g.(q, q′) = (q, q′) · Rθ i.e. g|P = Rθ
e qui s'érit {
cx a = cos θ x+ sin θ x′
cx′a = − sin θ x+ cos θ x′ et a¯ρ b = ρ. (3)
Si (x, x′) est libre alors ela implique que Mat(x,x′)(RaLc|[x,x′]) = Rθ, e qui
néessite que ou bien 〈x, x′〉 = |x′| − |x| = 0 ou bien θ = 0 mod π. Cei nous
amène à diérenier trois as :
1. (x, x′) est libre et (〈x, x′〉 6= 0 ou |x′| − |x| 6= 0 )
2. (x, x′) est libre et 〈x, x′〉 = |x′| − |x| = 0
3. (x, x′) est liée.
Dans haque as, on détermine le sous-groupe de SO(4), {RaLc ∈ SO(4) véri-
ant les 2 premières équations de (3)}, e qui nous donne alors dimStab(P ) et
Stab(P )|P . On trouve alors que dimStab(P ) = 1, 2, 3 dans les as 1,2,3 respe-
tivement. Cei nous donne dimO(P ) dans haque as. Ensuite, dans les as 2 et
3, respetivement, on détermine failement un élément g = Diag(RaLc, RbLc) ∈
G0 tel que P = g.P2 et P = g.P1 respetivement. Enn, on vérie que LE↓P1 =
P1, LE↓P2 = P2 et que ∀P ∈ U, LE↓P ∈ G0.P d'où G.P = G0.P , ∀P ∈ Q. Cei
ahève la démonstration. 
2.3.2 Caratérisation des orbites
On herhe une fontion p : Q → R dont les bres soient les orbites de G0
(et don de G). Elle est donnée par le :
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Théorème 5 Soit p : [q, q′] ∈ Q 7→ |Im(x.x¯′)| ∈ [0, 12 ]. Alors les orbites de G
sont les bres de p :
1. p−1(0) = G.P1 = {P ∈ Q/(x, x′) est liée}
2. p−1(12 ) = G.P2 = {P ∈ Q/〈x, x′〉 = |x′| − |x| = 0}
3. p−1(]0, 12 [) = U et ∀P, P ′ ∈ U , p(P ) = p(P ′)⇐⇒ G.P = G.P ′.
Démonstration  D'abord p est bien dénie ar Im(x.x¯′) ne dépend que du
plan [q, q′]. Ensuite, elle est bien à valeurs dans [0, 12 ] puisque |x′|2 + |x|2 =
1. Elle est invariante sous l'ation de G0 : pour g = Diag(RaLc, RbLc) on a
p([g.q, g.q′]) = |cIm(x.x¯′)c−1| = |Im(x.x¯′)| = p([q, q′]), et sous l'ation de LE↓
on a p(LE↓ [q, q
′]) = Im(−y.(−y′))| = |Im(x.x¯′)|.
Montrons réiproquement que toute bre est inluse dans une orbite. On a
p([q, q′]) = 0 ⇐⇒ x.x¯′ = α ∈ R ⇐⇒ |x′|2x = αx′ ⇐⇒ (x, x′) est liée, d'où
p−1(0) = G.P1. Pour la suite on aura besoin du lemme suivant :
Lemme 1 Pour tout P ∈ Q, il existe un représentant (q, q′) ∈ Q tel que
〈x, x′〉 = 0.
Démonstration du lemme  On suppose que 〈x, x′〉 6= 0 alors on a





= A cos(2θ + φ)
et ette dernière fontion de θ s'annule pour ertaines valeurs de θ, e qui veut
dire qu'il existe un représentant de P tel que 〈x, x′〉 = 0.
Démonstration du théorème  Dorénavant, on suppose que 〈x, x′〉 = 0 et don
Im(x.x¯′) = x.x¯′. Ainsi si |x.x¯′| = 12 , alors |x||x′| = 12 et omme |x|2 + |x′|2 = 1
on a don |x| = |x′| = 1√
2
, ainsi omme 〈x, x′〉 = 0, on a P ∈ G.P2. On a bien
p−1({ 12}) = G.P2.
Soit P, P ′ ∈ U tel que p(P ) = p(P ′) ave P = [q, q′], P ′ = [q1, q′1]. Alors
p(P ) = p(P ′)⇐⇒ ∃µ ∈ SO(3) tel que Im(x1.x¯′1) = µ(Im(x.x¯′)) = cIm(x.x¯′)c−1,
alors quitte à remplaer (q, q′) par (g.q, g.q′), ave g = Diag(Lc, Lc), on est
ramené au as où
Im(x1.x¯′1) = Im(x.x¯′)
et en prenant des représentants onvenables, ei s'érit enore
x′1.x¯′1 = x.x¯′
i.e.
x1ρ1 y¯1 = xρ y¯ (4)
d'où{ |x||y| = |x1||y1|
|x|2 + |y|2 = |x1|2 + |y1|2 =⇒
{ |x| = |x1|
|y| = |y1| ou
{ |x| = |y1|
|y| = |x1| .
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On peut se ramener à la première des 2 possibilitées quitte à remplaer (q, q′)




, ave a, b ∈ S3, et en revenant
à (4), on obtient a¯ρ b = ρ1, don g.(q, q
′) = (q1, q′1) ave g = Diag(Ra, Rb) et
nalement
G.P = G.P ′.
Cei ahève la démonstration du théorème. 
Théorème 6 Soit V1 = R∗+.π
−1
SO(2)(U) = {(q, q′) ∈ O∗×O∗/|q| = |q′|, B(q, q′) =
0 et 0 < |Im(x.x¯′)| < 12 |q|2}. Alors onsidérons l'ation de (R∗+)2 sur V1 dénie
par :










Alors l'ation de (R∗+)2 ommute ave elle de G0. Soit (q0, q′0) ∈ V1 tel que
〈x0, x′0〉 = 0 alors
∀(q, q′) ∈ V1, ∃(g, (α, β)) ∈ G0 × (R∗+)2, ∃θ ∈ R tel que
(g · (α, β) · (q0, q′0)) ·Rθ = (q, q′)
Il y a exatement deux possibilitées pour (α, β), l'une tel que α < |q|/(√2|x0|),
l'autre tel que α > |q|/(√2|x0|) . Rθ peut être hangé en −Rθ (et don g en
−g), g peut varier dans g.Stab([q0, q′0]).






0) et (q˜, q˜
′) = 1|q| (q, q
′). Alors on a
p((α′, β′)·(q˜0, q˜′0)) = α′β′p(q˜0, q˜′0). On hoisit α′, β′ tel que α′2|x˜0|2+β′2|y˜0|2 = 1
et α′β′p([q˜0, q˜′0]) = p([q˜, q˜
′]), on montre que ei est possible et qu'il y a exate-













Ensuite, on pose (α, β) = (α′ |q||q0| , β
′ |q|
|q0| ). Alors (α, β) · (q0, q′0) est de norme |q|
et [ 1|q| (α, β) · (q0, q′0)] est dans l'orbite de [q˜, q˜′] don il existe g ∈ G0 et θ ∈ R
tel que (g · (α, β) · (q0, q′0)) ·Rθ = (q, q′). 
Remarque 2 L'ation de (R∗+)
2
permet de passer d'une orbite à l'autre tandis
que G0 agit transitivement sur haque orbite. Cependant, l'ation de (R∗+)2 n'est
pas ompatible ave elle de SO(2) : elle n'envoie pas un plan sur un autre plan.
Comme on le voit sur la démonstration, le théorème est valable pour les élé-
ments de G.P2, i.e. on aurait pu prendre R∗+.π
−1
SO(2)(QrG.P1) = {(q, q′) ∈ O∗×
O∗/|q| = |q′|, B(q, q′) = 0 et Im(x.x¯′) 6= 0} au lieu de R∗+.π−1SO(2)(U). Dans le as





)). En e qui onerne le point de référene (q0, q
′
0), on ne peut pas le prendre
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quelonque ; omme on le voit sur la démonstration on a besoin de |x˜0||y˜0| =
p(q˜0, q˜
′
















et alors ρ(q0, q
′
0) = 1. On a alors α
2 + β2 = 2|q|2 et les deux possibilitées
pour (α, β) dans le as de U sont α < |q| et α > |q| tandis que pour G.P2 on a
α = β = |q|. On voit aussi que le théorème est enore valable pour (q, q′) ∈ G.P1




Remarque 3 L'angle θ a une dénition intrinsèque. En eet, soit P ∈ U , alors
il existe un ouple (q1, q
′
1) ∈ P unique à ±1 près tel que 〈x1, x′1〉 = 0, alors θ est
l'angle déni modulo π tel que (q, q′) = (q1, q′1) ·Rθ pour [q, q′] = P . On a don
déni une fontion
(q, q′) ∈ V1 7→ θ(q, q′) ∈ R/πZ
Ainsi dans haque plan P ∈ U , il existe un axe privilégié. Cette axe permet de
mesurer des angles de droites dans P .
2.4 Déomposition de G et de son algèbre de Lie.
On a déni l'appliation ρ par analogie ave le déterminant sur les bases
hermitiennes de C2. On voudrait dénir l'analogue du déterminant sur le groupe
U(2), i.e., une fontion dénie sur G à valeurs dans S3 qui orresponde d'une
ertaine manière à ρ.
Soit (q0, q
′




0) = a¯.1.b = a¯.b .
On se demande à quelle ondition a-t-on ρ(g.q0, g.q
′
0) = ρ(g
′.q0, g′.q′0). C'est le









. Don si g0 ∈ G0 est tel que ρ(g0.q0, g0.q′0) = ρ0
alors ρ(g.q0, g.q
′





. Pour g0, on























(i) G02 est un sous-groupe distingué dans G
0
: G02 ⊳ G
0
.
(ii) G0 est le produit semi-diret de G02 et G
0
0 : G
0 = G02 ⋊G
0
0.










En outre si (q0, q
′
0) ∈ V est tel que ρ(q0, q′0) = 1 alors ρ˜ est aussi donnée
par ρ˜ : g ∈ G0 7→ ρ(g.q0, g.q′0). De plus ρ˜ est invariante par multipliation
à droite par G00 : ρ˜(g.h) = ρ˜(g) ∀g ∈ G0, ∀h ∈ G00.
(iv) ρ(g−1 · q, g−1 · q′) = 1⇐⇒ ρ˜(g) = ρ(q, q′), pour g ∈ G0, (q, q′) ∈ V .
Démonstration  Pour (i),(ii) et (iii), 'est un simple alul. Pour (iv) il sut
d'utiliser ρ(g.q, g.q′) = a¯ρ(q, q′)b. 
Remarque 4 On voit que les Lc ne jouent auun rle dans le théorème préé-
dent. Il résulte en partiulier de e dernier que l'on a :
S3 = G0/G00 = S
3 × S3/△
où △ est la diagonale.
Soit g, g0, g2 les algèbres de Lie respetives de G
0, G00 et G
0
2. Alors on g =
g2 ⊕ g0 et g2 est un idéal de g (on a [g, g2] ⊂ g2) et est stable sous l'a-
tion adjointe de G0. On a g =
{(
Rα + Lδ 0
0 Rβ + Lδ
)
, α, β, δ ∈ ImH
}
, g0 ={(
Rα + Lδ 0
0 Rα + Lδ
)







, γ ∈ ImH
}
.
Considérons le groupe G, omposante neutre du groupe des isométries anes
de R8 onservant la nullité de B, que l'on représente omme G0 ⋉ R8 muni du
produit
(G, T ) · (G′, T ′) = (GG′, GT ′ + T ).
Alors l'algèbre de lie g˜ de G s'érit g˜ = g⊕ R8 = g0 ⊕ g2 ⊕ R8, le rohet étant
donné par
[(η, t), (η′, t′)] = ([η, η′], ηt′ − η′t)
On a alors les relations suivantes : [g,R8] = R8, [R8,R8] = 0, [g0, g0] = g0,
[g0, g2] = g2, [g2, g2] = g2.
3 Surfaes ΣV
3.1 Immersions onformes ΣV
Dénition 2 On dira qu'une surfae immergée, Σ, de O est une surfae ΣV
si ∀z ∈ Σ, TzΣ ∈ Q. En outre à Σ est assoiée la fontion ρΣ à valeurs dans
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S3 dénie par
ρΣ(z) = ρ(TzΣ) .
En partiulier, soit X : Ω→ O une immersion onforme d'un ouvert simplement
onnexe de R2 dans O, alors on dira que 'est une immersion onforme ΣV si
∀z = (u, v) ∈ Ω, dX = ef(q du+ q′dv)
ave (q, q′) ∈ V , i.e. |q| = |q′| = 1 et B(q, q′) = 0. En outre on dira que
z ∈ Σ est un point régulier de Σ si TzΣ ∈ U (i.e. 0 < |Im(x.x¯′)| < 12
ave q = (x, y), q′ = (x′, y′), pour une immersion onforme ΣV ). Dans le as
ontraire, on dira que Σ admet un point singulier en z. On dira alors que 'est
un point singulier de type P1 si TzΣ ∈ G.P1, et de type P2 si TzΣ ∈ G.P2
(i.e. |Im(x.x¯′)| = 0 et |Im(x.x¯′)| = 12 respetivement).
Dénition 3 On appellera relèvement ΣV une appliation U = (F,X) : Ω→ G
telle que X soit une immersion onforme ΣV et que ρ˜ ◦ F = ρX .
Le groupe de gauge C∞(Ω, G00) agit sur l'ensemble G(ΣV ) des relèvements
ΣV : (F,X)·(K, 0) = (FK,X). L'orbite de (F,X) est l'ensemble des relèvements
orrespondants au même X . Dans haque orbite, on peut prendre par exemple





alors tout relèvement de X est de la forme (RρXM,X) ave M ∈ C∞(Ω, G00).
3.1.1 Forme de Maurer-Cartan
Soit U = (F,X) = (RρM,X) un relèvement ΣV alors sa forme de Maurer-
Cartan est donnée par U−1.dU = (F−1.dF, F−1.dX) ave













Rda.a−1 + Lc−1dc 0
0 Rda.a−1 + Lc−1dc
)
en posant M = Diag(RaLc, RaLc) ((a, c) n'est déni qu'à ±1 près mais Ω est
simplement onnexe.),
• F−1.dX = ef(E1du + E2dv) ave ρ(E1, E2) = 1 (d'après ρ˜ ◦ F = ρX et le
















dv ave |x|2 + |y|2 = e2f .
Reiproquement, si F−1.dX est de ette forme, alors X est une immersion on-
forme ΣV et d'après le théorème 7-(iv), U = (F,X) est un relèvement ΣV , i.e.
ρX = ρ˜ ◦ F . D'où le théorème suivant et son orollaire :
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Théorème 8 Soit U = (F,X) : Ω → G , alors U ∈ G(ΣV ) (i.e. X est une










dv ave (x, y) 6= 0.
En outre z0 est un point régulier si, et seulement si, 0 < |Im(x.x¯′)| < 12 (|x|2 +
|y|2), un point singulier de type P1 ou P2 si, et seulement si, |Im(x.y)| = 0 ou
|Im(x.y)| = 12 (|x|2 + |y|2) respetivement.
Corollaire 1 Soit α ∈ T ∗Ω ⊗ g˜, alors α est la forme de Maurer-Cartan d'un
élément U ∈ G(ΣV ) si, et seulement si, :
(i) dα+ α ∧ α = 0









dv ave (x, y) 6= 0.
Dans e as, suivant les valeurs de |Im(x.y)|, on peut onnaitre le type du point























, (x, y) ∈ O
}
⊂ O⊗ C.
Ce sont des sous-espaes omplexes de O⊗ C : e sont les sous-espaes propres
assoiés aux valeurs propres i et −i respetivement pour l'endomorphisme de
O⊗ C : LE↓ . En partiulier O⊗ C = g−1 ⊕ g1 et g−1 = g1.

















































Ainsi, on peut faire agir es deux groupes sur g−1 et g1 respetivement et don



































































Ce sont des ouverts, stables par homothétie omplexe, de g−1 et g1 respetive-
ment. Posons aussi F1 = {q−iLE↓q/ Im(x.y) = 0} et F2 = {q−iLE↓q/ |Im(x.y)|
= 12 (|x|2 + |y|2)}.
Soit α ∈ T ∗Ω ⊗ g˜, α = (η, t), tel que dα + α ∧ α = 0 et érivons t = α−1 + α1
la déomposition de t suivant g−1 ⊕ g1. Alors on a α1 = α−1 ar t est réelle.
Alors α est la forme de Maurer-Cartan d'un élément de G(ΣV ) si, et seule-
ment si, α−1 = α−1( ∂∂z )dz (et don α1 = α1(
∂
∂z¯ )dz¯). Cei permet de réérire le
orrollaire sous la forme :
Théorème 9 Soit α ∈ T ∗Ω⊗ g˜, tel que dα + α ∧ α = 0. Alors α orrespond à
un élément G(ΣV ) si, et seulement si, α−1( ∂∂z¯ ) = 0 et α−1( ∂∂z ) ne s'annule pas .
Dans e as X a un point régulier en z0 si, et seulement si, α−1( ∂∂z )(z0) ∈ g∗−1,
un point singulier de type P1 ou P2 si, et seulement si, α−1( ∂∂z )(z0) ∈ F1 ou F2
respetivement.
Remarque 5 1. L'ation du groupe de gauge C∞(Ω, G00) sur G(ΣV ) induit
une ation sur les formes de Maurer-Cartan :
(η, t) 7→ (KηK−1 − dK.K−1, K.t)
2. O⊗C = H2⊗C est un H-espae vetoriel (à gauhe ou à droite au hoix).
Il en est de même de g−1 et de g1 :
g−1 = {x.ǫ+ y.(LE↓ .ǫ), (x, y) ∈ H2} = H.ǫ⊕H.(LE↓ .ǫ)









3. On a aussi O⊗ C = (H ⊗ C)2. Ainsi
g−1 = {(x+ iy).ǫ /(x+ iy) ∈ H⊗ C} = (H⊗ C).ǫ
g1 = {(x+ iy).ǫ¯ /(x+ iy) ∈ H⊗ C} = (H⊗ C).ǫ¯.
3.2 Déomposition de l'algèbre de Lie.
Considérons l'automorphisme intérieur τ de G déni par (−LE↓ , 0) :
τ(G, T ) = (−LE↓ , 0)(G, T )(−LE↓, 0)−1 = (−LE↓GLE↓ ,−LE↓T )
τ induit un automorphisme de l'algèbre de Lie g˜ (= Ad(−L
E↓
,0)) qui vérie
τ4 = Id, don τ est diagonalisable dans g˜C = g˜⊗ C et ses valeurs propres sont
les ik, 0 ≤ k ≤ 3. On notera g˜Ck les espaes propres. On a alors :
• g˜C−1 = g−1
• g˜C1 = g1
• g˜C0 = gC0 = g0 ⊗ C
• g˜C2 = g˜2 ⊗ C , où g˜2 = {Diag(−Rγ, Rγ), γ ∈ ImH} n'est pas une algèbre
de Lie.
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Comme τ est un automorphisme on a [g˜Ck , g˜
C
l ] ⊂ g˜C(k+l) mod 4 et de plus on a
aussi [g˜C±1, g˜C±1] = 0.
On notera [.]k : g˜
C → g˜Ck la projetion sur g˜Ck suivant la déomposition g˜C =
g˜C−1 ⊕ g˜C0 ⊕ g˜C1 ⊕ g˜C2 , et αk = [α]k. Alors on a
α = α−1 + α0 + α1 + α2
En substituant ette expression de α dans l'équation dα+α∧α = 0 on obtient
en projetant le résultat sur haque espae propre :

dα−1 + [α−1 ∧ α0] + [α1 ∧ α2] = 0
dα0 +
1
2 [α0 ∧ α0] + 12 [α2 ∧ α2] = 0
dα1 + [α1 ∧ α0] + [α−1 ∧ α2] = 0
dα2 + [α0 ∧ α2] = 0
(6)






∂z¯ )dz¯. On a vu que α est la forme de Maurer-
Cartan d'un élément de G(ΣV ) si, et seulement si, α−1 = α′−1 et α1 = α′′1 . Ainsi




−1 ∧ α0] + [α′′1 ∧ α′2] = 0
dα0 +
1
2 [α0 ∧ α0] + 12 [α′2 ∧ α′′2 ] = 0
dα′′1 + [α
′′
1 ∧ α0] + [α′−1 ∧ α′′2 ] = 0
dα2 + [α0 ∧ α2] = 0
(7)
Posons pour λ ∈ C∗,
αλ = λ
−2α′2 + λ


















[α0 ∧ α0] + 1
2
[α′2 ∧ α′′2 ])
+λ(dα′′1 + [α
′′












(d(∗α2) + [α0 ∧ (∗α2)])
On peut maintenant démontrer le théorème suivant :
Théorème 10 On suppose Ω simplement onnexe. Soit α ∈ T ∗Ω⊗ g˜. Alors
• α est la forme de Maurer-Cartan d'un élément de G(ΣV ) si, et seulement
si, dα+ α ∧ α = 0, α′′−1 = α′1 = 0 et α′−1, α′′1 ne s'annule pas.
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• Dans e as, α orrespond à une immersion onforme ΣV telle que ρX
est harmonique si, et seulement si, la forme de Maurer-Cartan prolongée
αλ = λ
−2α′2 + λ




dαλ + αλ ∧ αλ = 0, ∀λ ∈ C∗. (8)
Démonstration  On a déjà vu le premier point. Quand au seond, il s'agit
d'après le alul préédent de montrer que : ρX est harmonique si, et seulement
si, d(∗α2) + [α0 ∧ (∗α2)] = 0. Or on a































. Alors ρ est harmonique si, et seulement si, d(∗γ) =
(△ρ+ |dρ|2ρ)ρ−1du ∧ dv = 0 si, et seulement si, d(∗β) = 0. Or
d(∗β) = d(M(∗α2)M−1) =M( d(∗α2) + [(M−1.dM) ∧ (∗α2)] )M−1













ar [γ ∧ (∗γ)] = 0. Finalement on a
d(∗β) =M( d(∗α2) + [α0 ∧ (∗α2)] )M−1
e qui ahève la démonstration du théorème. 
Remarque 6 Chaque point de la surfae sera régulier, respetivement singulier
de type P1, ou P2 si, et seulement si, α−1( ∂∂z ) ∈ g∗−1, F1 ou F2 respetivement.
En outre il sut que (8) soit vrai pour tout λ ∈ S1 pour que ρX soit harmonique.
Corollaire 2 Supposons que Ω soit simplement onnexe. Soit α ∈ T ∗Ω ⊗ g˜ la
forme de Maurer-Cartan assoiée à une immersion onforme ΣV dont le ρX est
harmonique, et z0 ∈ Ω. Alors pour tout λ ∈ S1, il existe un unique relèvement
ΣV , Uλ ∈ C∞(Ω,G) tel que
dUλ = Uλαλ et Uλ(z0) = 1.
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Ainsi il existe un famille (Xλ)λ∈S1 d'immersions ΣV dont le ρX est harmonique
donnée par Uλ = (Fλ, Xλ), tel que X = X1 (en supposant que X(z0) = 0). En
outre si X admet un point régulier (resp. singulier de type P1 ou P2) en z ∈ Ω,
il en est de même pour Xλ pour tout λ ∈ S1. Autrement dit le type d'un point
z ∈ Ω est le même pour toutes les immersions Xλ.
Démonstration  Il sut d'appliquer le théorème préédent et de remarquer
que pour λ ∈ S1, αλ est à valeurs dans g˜, et qu'on a (αλ)′−1 = λ−1α′−1. 
3.3 Equations assoiées (linéaire et non linéaire)
Soit X une immersion ΣV sur Ω simplement onnexe. Posons (E1, E2) =




) 6= 0 on a E2 = (−yx ).

















où γ = γudu+ γvdv = dρ.ρ
−1












+ y.γv − x.γu = 0
(10)
On va essayer de retrouver ette équation en utilisant le relèvement U = (Rρ, X).
Alors on a












)− i(−yx )) = x.ǫ+ y.(LE↓ .ǫ) = (x+ iy).ǫ. On a
alors :
α′−1 = Edz, α
′′












































.E¯ = 0 . (11)
On vérie failement que ette équation est équivalente à (9). Nous allons main-
tenant utiliser le théorème 6 pour réérire ette équation.
Soit g : Ω→ G, α, β : Ω→ (R∗+)2, et θ : Ω→ R tel que
















par exemple, et où on érit H = R⊕RI ⊕RJ ⊕
RK pour ne pas onfondre le i des omplexes provenant de la omplexiation
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ave elui de H. Comme ρ(q0, q′0) = ρ(E1, E2) = 1, on a ρ˜(g) = 1 i.e. g =
Diag(RaLc, RaLc). On peut aussi érire que E =
1
2 (E1 − iE2) = eiθg.((αx0 +






g · ((αx0 + iβy0) · ǫ) + ∂g
∂z¯





































· g · ((αx0 − iβy0) · ǫ¯) = 0




















−1) = 0. (12)
où on a posé A = αx0 + iβy0 =
1√
2
(α + iIβ), α˜ = da.a−1, δ = c−1.dc . Les
inonnues α˜, δ et γ′ = aγa−1 sont les paramétres qui interviennent dans la
forme de Maurer-Cartan, F−1.dF , du relèvement F de ρX , donnée par (5).
Ainsi, on peut onsidérer que l'on onstruit ρX à partir de la représentation
de Weierstrass pour l'espae symétrique S3 = G0/G00 (f. [3℄), alors ela nous
donne la forme de Maurer-Cartan, F−1.dF , et on peut don onsidérer α˜, δ et
γ′ omme des paramètres, les inonnues étant alors θ et A. Cependant, il y a
alors un problème de ompatibilité puisque A ∈ (R⊕ RI)⊗ C.
4 Groupe de laets
4.1 Dénitions et notations
Dénition 4 Soit G un groupe de Lie, on appellera groupe de laets sur G, le
groupe C∞(S1, G) que l'on notera ΛG (f. [12℄).
Dans notre as, les groupes onsidérés sont G, G0, G00, G02. On dénit les groupes
suivants :
ΛGτ = {[λ 7→ Uλ] ∈ ΛG/Uiλ = τ(Uλ)}
ΛGCτ = {[λ 7→ Uλ] ∈ ΛGC/Uiλ = τ(Uλ)}
Λ−∗ GCτ = {[λ 7→ Uλ] ∈ ΛGCτ /Uλ se prolonge en une fontion holomorphe sur
le omplémentaire du disque unité et U∞ = 1}
Λ+GCτ = {[λ 7→ Uλ] ∈ ΛGCτ /Uλ se prolonge en une fontion holomorphe sur
le disque unité }
Λ+BGCτ = {[λ 7→ Uλ] ∈ ΛGCτ /Uλ se prolonge en une fontion holomorphe sur
le disque unité et U0 ∈ (B, 0)}
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où B est un sous-groupe de G0. De manière analogue, on dénit les algèbres de
Lie suivantes :
Λg˜Cτ = {[λ 7→ αλ] ∈ Λg˜C/αiλ = τ(αλ)}
Λg˜τ = {[λ 7→ αλ] ∈ Λg˜Cτ /αλ ∈ g˜, ∀λ ∈ S1}
Λ−∗ g˜
C
τ = {[λ 7→ αλ] ∈ Λg˜Cτ /αλ se prolonge en une fontion holomorphe sur
le omplémentaire du disque unité et α∞ = 0}
Λ+g˜Cτ = {[λ 7→ αλ] ∈ Λg˜Cτ /αλ se prolonge en une fontion holomorphe sur
le disque unité }
Λ+b g˜
C
τ = {[λ 7→ αλ] ∈ Λg˜Cτ /αλ se prolonge en une fontion holomorphe sur
le disque unité et α0 ∈ (b, 0)}.
où b est une sous-algèbre de Lie de g0.









τ ⊕ Λ+g˜Cτ , e qui permet de
dénir une projetion :[.]Λ−∗ g˜Cτ
: Λg˜Cτ → Λ−∗ g˜Cτ . On peut alors réerire le résultat
de la setion préédente :
Corollaire 3 Soit α une 1-forme sur Ω à valeurs dans g˜ qui donne lieu à une
immersion ΣV dont le ρX est harmonique. Il lui orrespond alors une 1-forme
































Réiproquement, à toute 1-forme αλ ∈ Λg˜τ vériant es onditions orrespond la
1-forme α = α1 qui donne lieu à une immersion ΣV dont le ρX est harmonique.
En outre, il existe une unique fontion Uλ : Ω → ΛGτ tel que dUλ = Uλαλ et
Uλ(z0) = 1. Uλ sera appelée une extention ΣV de U = U1.
Démonstration  C'est une onséquene immédiate du théorème 10 et du fait
que, omme α est réelle, on a αˆk = αˆ−k. 
4.2 Théorèmes de déomposition de groupe
Erivons les déompositions d'Iwasawa des diérents groupes que l'on a ren-
ontrés :
{Ra, a ∈ S3}C = {Ra, a ∈ S3}.BR
{Lc, c ∈ S3}C = {Lc, c ∈ S3}.BL.
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On remarque que BR et BL ommutent. Ensuite, on a
SO(4)C = {RaLc, a, c ∈ S3}C = SO(4).(BRBL).
Alors on en déduit G0
C













, A ∈ BR, C ∈ BL
}
.
Soit F = Diag(A, B) ∈ G0C, (A,B ∈ SO(4)C) alors on a τ(F ) = −LE↓FLE↓ =
Diag(B, A). Ainsi si (λ 7→ Fλ) ∈ ΛG0C, alors Fλ ∈ ΛG0τC si, et seulement si,




on a Fˆ4k ∈ {Diag(RaLc, RaLc), a, c ∈ H ⊗ C}













On va utiliser le théorème suivant (f. [12℄) sur les groupes de laets.
Théorème 11 Soit G un groupe de Lie ompat, GC son omplexié et GC =
G.BG sa déomposition d'Iwasawa. Alors
(i) La fontion produit
ΛG× Λ+BGGC −→ ΛGC
(φλ, βλ) 7−→ φλ.βλ
est un diéomorphisme.
(ii) Il existe un ouvert CG de ΛG
C
tel que la fontion produit
Λ−∗ G
C × Λ+GC −→ CG
(φ−λ , φ
+
λ ) 7−→ φ−λ .φ+λ
est un diéomorphisme.
On va en déduire :
Théorème 12 (i) La fontion produit
ΛG0τ × Λ+B0G0τ
C −→ ΛG0τC
(Fλ, Bλ) 7−→ Fλ.Bλ
est un diéomorphisme.













λ ) 7−→ F−λ .F+λ
est un diéomorphisme.
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Démonstration du théorème 12  (i) D'après le théorème 11 , l'appliation
(Fλ, Bλ) ∈ ΛG0×Λ+BG0
C 7−→ Fλ.Bλ ∈ ΛG0C est un diéomorphisme. Soit Uλ ∈
ΛG0τ
C
alors Uλ = Fλ.Bλ ave (Fλ, Bλ) ∈ ΛG0×Λ+BG0
C
et Fiλ.Biλ = τ(Fλ)τ(Bλ)
or τ(G0) ⊂ G0 et τ(B) ⊂ B don τ(Fλ) ∈ ΛG0, τ(Bλ) ∈ Λ+BG0
C
or d'après le
théorème 11, il y a uniité de la déomposition d'où Fiλ = τ(Fλ), Biλ = τ(Bλ),






e qui démontre (i).
(ii)
−→




est l'image par un diéomorphisme (elui donné par le
théorème 11) de Λ−∗ G0τ
C × Λ+G0τC don 'est une sous-variété de ΛG0τC diéo-
morphe à Λ−∗ G
0
τ
C × Λ+G0τC. En outre
−→




Passons maintenant aux appliations anes :
Théorème 13 (i) On a la déomposition suivante :
ΛGCτ = ΛGτ .Λ+B0GCτ
(ii) Il existe un ouvert C de ΛGCτ tel qu'on ait la déomposition suivante :
C = Λ−∗ GCτ .Λ+GCτ
Démonstration  Il sut de reprendre mot pour mot la démonstration faite
dans [9℄, en remplaant Lj par LE↓ . 
4.3 Représentation de Weierstrass
Nous allons suivre la même proédure que dans [9℄ (i.e. utiliser les méthodes
de [3℄ en les adaptant).
4.3.1 Potentiel holomorphe
Dénition 5 Soit µ une 1-forme sur Ω à valeurs dans Λg˜Cτ , alors on dira de µ






ave µˆn = µˆn(
∂
∂z )dz où µˆn(
∂
∂z ) est holomorphe.
Théorème 14 Soit U = (F,X) un relèvement ΣV dont le ρX est harmonique
et Uλ = (Fλ, Xλ) : Ω −→ ΛGτ son extension ΣV (Ω est simplement onnexe, on
a hoisi z0 ∈ Ω et Uλ(z0) = Id ∀λ ∈ S1). Alors :
• Il existe une fontion holomorphe Hλ : Ω→ ΛGCτ et une fontion Bλ : Ω→
Λ+B0GCτ tel que Uλ = Hλ.Bλ.
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• En outre la forme de Maurer-Cartan µλ = H−1λ .dHλ est un potentiel
holomorphe : on dira que 'est un potentiel holomorphe pour Uλ .





























ave la ontrainte que (λ 7−→ Bλ(z)) ∈ Λ+B0GCτ pour tout z ∈ Ω. L'existene de
Bλ s'obtient en suivant les mêmes arguments que [3℄. Pour montrer que µλ est
un potentiel holomorphe, il sut d'érire :
µλ = H
−1
λ .dHλ = Bλ(αλ −B−1λ .dBλ).B−1λ
et d'utiliser le fait que (λ 7−→ Bλ(z)) ∈ Λ+B0GCτ et que z 7→ Hλ(z) est holomor-
phe. 
Inversement tout potentiel holomorphe produit une surfae ΣV dont le ρX
est harmonique :
Théorème 15 Soit µλ un potentiel holomorphe, z0 ∈ Ω et H0λ une onstante
dans ΛGCτ (par exemple H0λ = Id). Alors
 Il existe une unique fontion holomorphe Hλ : Ω −→ ΛGCτ , tel que
dHλ = Hλµλ et Hλ(z0) = H
0
λ.
 En appliquant la déomposition ΛGCτ = ΛGτ .Λ+B0Gτ à Hλ(z) pour haque
z, on obtient deux fontions Uλ : Ω −→ ΛGτ et Bλ : Ω −→ Λ+B0Gτ tel
que Hλ(z) = Uλ(z).Bλ(z) ∀z ∈ Ω. Alors Uλ est une extension ΣV d'une
surfae ΣV dont le ρX est harmonique (pourvu que αˆ−1 6= 0).
 De plus µλ est un potentiel holomorphe pour Uλ.
Démonstration  On a dµλ = 0, de plus µλ(
∂
∂z¯ ) = 0 implique µλ ∧µλ = 0 d'où
dµλ + µλ ∧ µλ = 0,
et il existe don une unique fontion holomorphe Hλ : Ω −→ ΛGCτ tel que
dHλ = Hλ.µλ (13)
et Hλ(z0) = H
0
λ. Erivons la déomposition du théorème 13 pour Hλ(z), z ∈ Ω :
il existe un unique ouple (Uλ, Bλ) ∈ ΛGτ×Λ+B0GCτ tel queHλ(z) = Uλ(z).Bλ(z).
Alors en utilisant (13), on a
U−1λ .dUλ = Bλ(µλ −B−1λ .dBλ)B−1λ (14)
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Mais omme αλ est réelle par dénition, on a αˆn = αˆ−n et don
αλ = λ
−2αˆ−2 + λ−1αˆ−1 + αˆ0 + λαˆ1 + λ2αˆ2.
De plus, en utilisant B−1λ = Bˆ
−1
0 − λBˆ−10 Bˆ1Bˆ−10 + · · · , il résulte d'après (14)
que




0 − Bˆ0µˆ−2Bˆ−10 Bˆ1Bˆ−10 ,
'est à dire :
αˆ−2 = Bˆ0µˆ−2Bˆ−10





Ainsi on voit que αˆ−1 et αˆ−2 sont des (1,0)-formes. De plus omme αλ vérie
automatiquement la ondition dαλ + αλ ∧ αλ = 0 alors le orollaire 3 implique
-pourvu que αˆ−1 6= 0 - que Uλ est une extension ΣV dont le ρX est harmonique.
Enn omme Uλ = Hλ.B
−1
λ , on voit que µλ est un potentiel holomorphe pour
Uλ. 
4.4 Potentiel méromorphe
Le potentiel holomorphe onstruit au théorème 15 est loin d'être unique. On
peut remédier à ela en inluant les potentiels méromorphes.
Dénition 6 Un potentiel méromorphe est une 1-forme méromorphe sur Ω à
valeurs dans Λg˜Cτ qui s'érit
µλ = λ
−2µˆ−2 + λ−1µˆ−1.
Théorème 16 Soit Uλ : Ω −→ ΛGτ une extension ΣV (dont le ρX est har-
monique). Alors il existe une suite de points isolés de Ω , S = {an, n ∈ I} tel
que :
 ∀z ∈ Ωr {an, n ∈ I}, Uλ(z) ∈ C = Λ−∗ GCτ .Λ+GCτ .
 De plus les fontions U−λ : Ωr{an, n ∈ I} −→ Λ−∗ GCτ et U+λ : Ωr{an, n ∈
I} −→ Λ+GCτ ainsi dénies sont holomorphes .
 En outre U−λ s'étend en un fontion méromorphe sur Ω.
 Sa forme de Maurer-Cartan µλ = (U
−
λ )
−1dU−λ est un potentiel méromor-
phe.
Démonstration  C'est une simple adaptation de la démonstration de [3℄. 
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Remarque 7 Le potentiel holomorphe est unique par uniité de la déomposi-




λ . D'autre part, on peut retrouverXλ en appliquant la méthode
du théorème 15 à µλ. En eet, omme on peut toujours supposer que Uλ(z0) =
Id, on a U−λ (z0) = Id don U
−





λ (z0) = Id.
En outre, on peut érire U+λ = BλH ave H ∈ C∞(Ω r S,G00) et Bλ ∈
C∞(Ω r S,Λ+B0GCτ ), alors on a U−λ = Uλ(U+λ )−1 = (UλH−1)B−1λ mais UλH−1
est la partie ΛGτ dans la déomposition de U−λ suivant ΛGCτ = ΛGτ .Λ+B0GCτ sur
Ωr S et UλH−1 est un relèvement de Xλ.
5 Le veteur ourbure moyenne
On se propose de aluler le veteur ourbure moyenne d'une surfae ΣV .






































E2 + fuE1 + fvE2
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E2 + fvE1 − fuE2 = 0 ,















+ fvE2 + fuE1 = 0.







































6 Surfaes ωI-isotropes, ρ-harmoniques
6.1 Le produit vetoriel de O et le groupe Spin(7)






On vérie que A(u)2 = −|u|2Id. Ainsi, A est une appliation de Cliord et on
montre qu'elle se prolonge en un isomorphisme d'algèbre Cl(7) ∼= EndR(O) ⊕
EndR(O) (f. [4℄). On a de plus Cl(7)paire ∼= EndR(O) et Spin(7) est le groupe
engendré par {Lu, u ∈ S(ImO)}. D'autre part, g ∈ SO(8) appartient à Spin(7)
si, et seulement si,
∀u ∈ ImO = R7, ∃w ∈ ImO = R7/
g Lu g
−1 = Lw
Cette propriété nous donne aussi la représentation vetoriel de Spin(7),
χ : Spin(7) −→ SO(7) (revêtement universel de SO(7)) : ∀g ∈ Spin(7), ∀u ∈
ImO
Lχg(u) = g Lu g
−1
(15)
e qui donne χg(u) = g(ug
−1(1)). On a alors que g ∈ O(O) est dans Spin(7) si,
et seulement si,
g(uv) = χg(u)g(v) (16)
pour tout u, v ∈ O (on pose χg(1) = 1).
Considérons maintenant le produit vetoriel de O :
q × q′ = −Im (q.q¯′) = Im (q′.q¯)
pour q, q′ ∈ O. C'est une appliation antisymétrique de O×O dans ImO. Ainsi
elle dénit une appliation
ρ : Gr2(O) −→ S(ImO)
q ∧ q′ 7−→ q × q′
de la grassmanienne des plans orientés de O dans S6 ⊂ ImO. La propriété
fondamentale qui va nous permettre de faire dans un adre plus général e que
l'on a déjà fait pour les surfaes ΣV est la suivante
∀g ∈ Spin(7), (g.q)× (g.q′) = χg(q × q′). (17)
Elle veut dire que le produit vetoriel est Spin(7)−équivariant (lorsque Spin(7)
agit sur O×O de manière naturelle et sur ImO = R7 par l'intermédiaire de χ).
En partiulier lorsque l'on se restreint aux ations de Spin(7) sur Gr2(O) et sur
S6 = S(ImO) alors ρ est Spin(7)−équivariante.
Pour tout ouple orthonormé de O, on a ρ(q, q′) = −q.q¯′ et don q′ = ρ.q. Ainsi
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l'ensemble des ouples orthonormés de O est diéomorphe à S6 × S7. De plus,
on rappelle que l'on a pour tout (q, q′) ∈ O2





Considérons maintenant, pour I & {1, 2, . . .7}, les ensembles
VI = {(q, q′) ∈ S7 × S7/〈q, q′〉 = ωi(q, q′) = 0, i ∈ I}
QI = {P ∈ Gr2(O)/ ωi(P ) = 0, i ∈ I}.
On a QI = VI/SO(2) ; et ρ(QI) = S
I = S(
⊕
i/∈I Rei). En partiulier VI ∼=
S7 × S6−|I|. Pour I = ∅, on a Q∅ = Gr2(O). Pour I = {1, 2, 3} on retrouve
l'ensemble Q étudié dans la setion 2.
Cherhons le sous-groupe, GI , de Spin(7) qui onserve les ωi, i ∈ I. g ∈
Spin(7) onserve ωi si, et seulement si, il ommute ave Lei , gLeig
−1 = Lei , e
qui veut dire que χg(ei) = ei, 'est à dire qu'il onserve ei par son ation sur S
6
.
Il en résulte que GI = χ
−1(SO(
⊕
i/∈I Rei)) ≃ χ−1(SO(7− |I|)) = Spin(7− |I|).
Ainsi GI agit sur QI ainsi que que sur S
I
et le produit vetoriel ρ : QI → SI est
GI−équivariant. De plus,GI agit transitivement sur SI . En outre le stabilisateur
d'un point de S6 pour l'ation de Spin(7) s'identie à χ−1(SO(6)) = Spin(6)
et don S6 = Spin(7)/Spin(6). Plus généralement on a SI = GI/GI∪{k} ≃
Spin(7− |I|)/Spin(6− |I|).
On peut toujours onsidérer en toute généralité que I = {1, 2..., |I|}. En eet,
le groupe SO(7) agit transitivement sur les SI ave I de même ardinal. Don en
prenant l'image réiproque par χ, et ρ, on voit que Spin(7) agit transitivement
sur les VI ave I de ardinal xé. Ainsi quitte à faire agir un élément de Spin(7)
on peut toujours onsidérer que I = {1, 2, ..., |I|}, SI = S6−|I|, et GI = Spin(7−
|I|).
Exemple 1 Prenons I = {1, 2, 3}, on retrouve le as étudié dans les setions
préédentes. On a QI = Q , GI = Spin(4) = S
3 × S3 et S3 ≃ S3 × S3/S3 =





, a, b ∈ S3
}
et StabGI (E





, a ∈ S3
}
. En outre, on a vu que l'a-
tion de GI sur S
3
s'érit
χg(u) = a¯u b i.e.
χ : Diag(Ra, Rb) ∈ Spin(4) 7→ La¯Rb ∈ SO(4)
Nous allons maintenant passer en revue les autres as possibles.
0. Si I = ∅, alors GI = Spin(7) et VI = St2(O) l'ensemble des ouples
orthonormés de O. L'ation de Spin(7) sur S6 est donnée par χg(u) =
g(u)g(1) d'après (16). Spin(7) agit transitivement sur les ouples orthonor-
més de O. En eet, l'ation de Spin(7) sur S7 est transitive et Stab(1) =
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G2, et don S
7 = Spin(7)/G2. Ensuite l'ation de G2 sur S({1}⊥) =
S6 est transitive et StabG2(e1) = SU(
⊕
i>1Rei, Le1) ≃ SU(3) et don
S6 = G2/SU(3). On déduit alors failement de ela que Spin(7) agit
transitivement sur St2(O) et StabSpin(7)(1, e1) = SU(3) et don St2(O) =
Spin(7)/SU(3), Gr2(O) = Spin(7)/(SO(2)× SU(3)).
1. Si I = {1} alors GI = Spin(6) = SU(4). En eet, 'est le sous-groupe de
Spin(7) qui ommute ave la struture omplexe Le1 , il est don inlus
dans U(4). D'autre part omme Spin(6) est engendré , dans Cl(6), par les
u·v, (u, v) ouple orthonormé de R6, alors omme (u·v)2 = −1, si on note A
la représentation de Spin(6) dans End(C4) alors on a A(u·v)2 = −Id, don
A(u · v) est une struture omplexe de C4 don detC(A(u · v)) ∈ {±1,±i},
ainsi detC(A(Spin(6))) ⊂ {±1,±i}. Enn la onnexité de Spin(6) et un
alul des dimensions nous donne A(Spin(6)) = SU(4).
En outre, Spin(6) = SU(4) agit transitivement sur VI qui n'est autre
que l'ensemble des ouples hermitiens de (O, Le1) = C
4
, et don il agit
transitivement sur QI . Le stabilisateur d'un ouple (q, q
′) est isomorphe à
SU(2). Ainsi V{1} = SU(4)/SU(2), Q{1} = SU(4)/(SO(2)× SU(2)).
2. Si I = {1, 2}, alors GI = Spin(5) ≃ U(2,H). En eet, 'est le sous-
groupe de Spin(7) qui ommute ave I1 = LI↑ et I2 = LJ↑ don ave
I3 = I1I2 aussi. Il est don inlus dans le groupe des automorphismes
H−linéaires pour la struture de H−espae vetoriel sur O dénie par
I1, I2, I3 ; mais il est aussi inlus dans SO(8), il est don inlus dans le
groupe des H−automorphismes de O qui onservent la forme hermitienne
quaternionique C = 〈·, ·〉+〈·, I1·〉i+〈·, I2·〉j+〈·, I3·〉k, qui est un onjugué
de U(2,H). Ensuite un alul des dimensions et la onnexité des deux
groupes permettent de onlure que Spin(5) ≃ U(2,H). Spin(5) n'agit pas
transitivement sur V{1,2} ar Spin(5) onserve la forme C et agit librement
et transitivement sur les bres de C, tandis que C(V{1,2}) = [−1, 1]k.
Ainsi les orbites sont aratérisées par la fontion C qui sur V{1,2} vaut
C(q, q′) = 〈q, I3.q′〉k et haque orbite est diéomorphe à Spin(5).
3. Le as I = {1, 2, 3} a déjà été longuement étudié dans les setions préé-
dentes. On l'a rappelé dans l'exemple 1. En outre rajoutons que d'après la
setion 2 (f. la démonstration du théorème 5), le groupe Spin(4) n'agit
pas transitivement sur Q, et que les orbites sont aratérisées par la
fontion r : q ∧ q′ 7→ Im(x.x¯′). Il y a alors une orbite de dimension 6 :
G.P1 = r
−1(0), une S2−famille d'orbites de dimension 5, dont la réunion
est G.P2 : {P/r(P ) = u/2}, u dérivant S2, et enn une famille d'orbite
de dimension 6, elles tel que 0 < |r| < 1/2.
4. Si |I| = 4, on a vu que GI = Spin(3) = {Diag(Ra, Ra), a ∈ S3}. L'ation
de Spin(3) sur S2 s'érit χg(ρ) = a¯ρ a i.e χ : Diag(Ra, Ra) ∈ Spin(3) 7→
La¯Ra ∈ SO(3).
5. Si |I| = 5 alors GI = Spin(2) = {Diag(Reiθ , Reiθ ), θ ∈ R}. L'ation de




l'identiation entre C et Re6 ⊕ Re7 étant ae6 + be7 7→ a+ ib.
6. Si |I| = 6, alors GI = {±Id}, SI = {±e7} et VI = {(q,±Le7q), q ∈ S7}.
On a besoin, pour refaire dans le as général e que l'on a fait préédemment,
de dénir un appliation ρ˜ : GI → SI . Soit don I & {1, ...7} et e ∈ S(ImO)r
{ei, i ∈ I}, disons pour que les hoses soient xées une fois pour toutes que
e = e|I|+1 (en supposant omme on en a le droit que I = {1, ..., |I|}). Posons
alors
ρ˜I(g) = χg(e)
pour tout g ∈ GI , alors ρ˜I(GI) = SI et par passage au quotient ρ˜I dénit
l'isomorphisme GI/GI∪{k} ≃ SI . De plus on a
ρ(g−1.q, g−1.q′) = e⇐⇒ ρ˜I(g) = ρ(q, q′).
En outre ρ(q, q′) = e⇐⇒ q′ = Leq.
6.2 Algèbres de Lie
L'automorphisme intérieur de Spin(7), intLe , stabilise GI . En eet, soit





ei = Lei(Le g Le)Lei = (−LeLei) g (−LeiLe)




e = Le g L
−1
e
ainsi Le g L
−1
e ommute ave Lei , i ∈ I d'où Le(GI)L−1e ⊂ GI . L'algèbre de Lie
de GI , gI = spin(7−|I|) est stable par AdLe et on a (AdLe)2 = Id don elle se
déompose en somme direte des deux sous-espaes propres assoiés aux valeurs
propres ±1 respetivement :
gI = g0(I)⊕ g2(I)
ave
g0(I) = ker(AdLe − Id) , g2(I) = ker(AdLe + Id).
On posera gk = gk(∅), k = 0, 2, ainsi spin(7) = g0 ⊕ g2. Pour |I| = 5, on a
intLe = −Id d'où g2(I) = 0. Pour |I| = 6, on a gI = 0.
Considérons maintenant le groupe G = ASpin(7) des isométries anes de O
dont la partie linéaire est dans Spin(7) et plus généralement GI = AGI et g(I)
son algèbre de Lie. Soit τe l'automorphisme intérieur de GI déni par (−Le, 0). Il
induit un automorphisme d'ordre 4 de g(I) (il est d'ordre 4 pour tout |I| même
pour |I| = 5 et 6, ar sur O, Le est d'ordre 4) e qui donne une déomposition
de gC(I) = g(I) ⊗ C suivant les espaes propres de τe assoiés aux valeurs
propres ik, −1 ≤ k ≤ 2. On notera gCk (I) es espaes propres. Les espaes
propres assoiés aux valeurs propres ±1 ne dépendent pas de I, on les notera
simplement gC±1. On a alors
gC−1 = ker(Le − iId) , gC1 = ker(Le + iId)
gC0 (I) = g0(I)⊗ C , gC2 (I) = g2(I)⊗ C
On a [gCk (I), g
C
l (I)] ⊂ gCk+l mod4(I), puisque τe est un automorphisme.
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6.3 Surfaes ωI−isotropes et ρ−harmoniques
Dénition 7 Soit Σ une surfae immergée de O, alors il lui est assoiée une
appliation ρΣ : Σ → S6 dénie par ρΣ(z) = ρ(TzΣ) i.e. si X : Σ → O est
une immersion alors ρΣ = X
∗ρ. On dira que Σ est ρ−harmonique si ρΣ est
harmonique. Soit I & {1, ..., 7} alors on dira que Σ est ωI−isotrope si ∀z ∈
Σ, TzΣ ∈ QI (si I = ∅ il n'y a auune ondition). Dans e as, ρΣ est à
valeurs dans SI ⊂ S6.
Dénition 8 On appellera relèvement ωI−isotrope (si I = ∅ on dira seulement
relèvement) une appliation U = (F,X) : Σ→ GI tel que X soit une immersion
onforme ωI−isotrope et ρ˜I ◦ F = ρΣ
Théorème 17 Soit Ω un ouvert simplement onnexe, α ∈ T ∗Ω⊗ g(I), alors
• α est la forme de Maurer-Cartan d'un relèvement ωI−isotrope si, et seule-
ment si,
dα+ α ∧ α = 0, α′′−1 = 0 et α′−1 ne s'annule pas,
• dans e as, α orrespond à une immersion onforme ωI−isotrope, ρ −
harmonique si, et seulement si, la forme de Maurer-Cartan prolongée
αλ = λ
−2α′2 + λ




dαλ + αλ ∧ αλ = 0, ∀λ ∈ C∗.
Démonstration  Pour le premier point f. la setion 3. Pour le seond on
remarque que l'on a
dαλ + αλ ∧ αλ = dβλ2 + βλ2 ∧ βλ2
où βλ = λ
−1α′2 + α0 + λα′′2 est la forme de Maurer-Cartan prolongée assoiée
à β = F−1.dF , la forme de Maurer-Cartan du relèvement F ∈ GI de ρX ∈ SI .
D'après [3℄ (f. aussi [6℄, ou [7℄) on sait que ρX est harmonique si, et seulement
si, dβλ + βλ ∧ βλ = 0 ∀λ ∈ S1 e qui ahève la démonstration. 
On peut maintenant faire e que l'on a fait dans la setion 4 à l'aide des
groupes de laets et obtenir une représentation de Weierstrass par des potentiels
holomorphes à valeurs dans ΛgC(I)τ .
Remarque 8 On a hoisi e = e|I|+1. Ave e hoix le groupe de symétrie
GI∪{|I|+1} n'est autre que le groupe d'isotropie pour l'ation de GI . Don 'est
pratique lorsqu'on fait une étude théorique où on envisage suessivement les
diérents as possibles. Mais e hoix n'est pas pratique si l'on veut que les
déompositions des algèbres de Lie se orespondent i.e. la déomposition du
sous-as soit la "trae" de la déomposition du as plus général. Pour ela il
faut don prendre le même e. Il sut de le prendre ompatible ave le sous-as
alors il sera ompatible ave le as plus général. Exemple : Si on veut étudier
le as |I| = 2 ainsi que le sous-as |I| = 3, alors le hoix de e = E↓ pour
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les deux onvient bien et les déompositions se orrespondent : gCk ({1, 2, 3}) =
gCk ({1, 2})∩ gC({1, 2, 3}). Don on peut faire une étude simultanée des deux (on
a le même automorphisme τe) et la représentation de Weierstrass du sous-as
s'obtiendra tout simplement en prenant dans la représentation de Weierstrass
du as plus général, des potentiels holomorphes à valeurs dans une sous algèbre
de Lie, ΛgC(J)τ , de l'algèbre de Lie du as plus général, Λg
C(I)τ .
Remarque 9 On peut évidemment envisager le as plus général des surfaes
ωE−isotropes où E est un sous-espae vetoriel de ImO : on dira qu'un plan P
de O est ωE−isotrope s'il est isotrope pour ωe = 〈·, Le·〉 pour tout e ∈ S(E).
Pour tout E, il existe g ∈ Spin(7) qui envoie l'ensemble des plans ωE−isotropes
sur l'ensemble des plans ωI−isotropes ave |I| = dimE. En eet, soit h ∈ SO(7)
tel que h.E = Vet(ei, i ∈ I) alors pour g ∈ χ−1({h}) on a g∗ωI = ωE ave
ωE = Vet(ωe, e ∈ E), ωI = Vet(ωi, i ∈ I). Don quitte à faire agir un élément
xe de Spin(7) on est ramené au as que l'on a étudié.
Remarque 10 Ce que l'on vient de faire dans O peut être fait dans H. On
dénit le produit vetoriel x × y = −Im (x.y¯) pour x, y ∈ H. On a x × y =
−∑3i=1 ωi(x, y)ei ave ωi = 〈·, ei ·〉 et (e1, e2, e3) = (i, j, k) la base anonique de
ImH = R3. Alors on a pour g = RaLb ∈ SO(4), (gx) × (gy) = −Im (bxy¯b¯) =
b(x × y)b−1. Ainsi la représentation vetorielle de Spin(3) = {Lb, b ∈ S3},
χ : Spin(3)→ SO(3) est donnée par Lb ∈ Spin(3) 7→ intb = LbRb−1 ∈
SO(ImH). En proédant omme on l'a fait dans O, on montre que les sur-
faes de R4 ρ−harmoniques sont un système omplètement intégrable. Plus
généralement, les surfaes ωI − isotropes, ρ−harmoniques de R4 sont un sys-
tème omplètement intégrable. Ii on a |I| = 0, 1 ou 2. Pour |I| = 1 on retrouve
les surfaes lagrangiennes hamiltoniennes stationnaires. Pour |I| = 2 on trouve
les surfaes spéiales lagrangiennes.
D'ailleurs une surfae ωI−isotrope, ρ−harmonique de H n'est autre qu'une sur-
fae ωI−isotrope, ρ−harmonique de O ontenue dans le sous-espae H de O.
D'autre part, on voit que si l'immersion X est à valeurs dans R3 = ImH
alors X est ρ−harmonique si, et seulement si, elle est à ourbure moyenne on-
stante. Ainsi l'ensemble des CMC de R3 n'est autre que l'ensemble des surfaes
ρ−harmoniques de H inluses dans ImH.
6.4 Calul du veteur ourbure moyenne
Dans le as des surfaes ΣV (|I| = 3) on disposait du relèvement R : ρ ∈
S3 7→ Rρ ∈ Spin(4), en partiulier la bration Spin(4) → S3 est triviale (on
a vu que 'est un produit semi-diret). Cei nous a permis d'érire l'équation
linéaire (11) qui aratérise les surfaes ΣV et de aluler le veteur ourbure
moyenne en utilisant le fait que le bré Q → S3 est trivial : on a représenté
(q, q′) par (ρ, (E1, E2)). Dans le as général, e n'est pas possible : SO(n +
1) → SO(n + 1)/SO(n) = Sn n'est pas trivialisable sinon la sphère Sn serait
parallélisable or on sait que e n'est le as que pour n = 1, 3, 7. On retrouve
don le as n = 3 et le as évident n = 1 (dans e as Spin(2) = S1). Dans le as
35
général don on ne peut pas faire la séparation préédente. Cependant, on peut
toujours aluler le veteur ourbure moyenne en fontion de ρ et la formule
obtenue est valable pour n'importe quelle surfae de O sans auune hypothèse.
Soit X : Ω → O une immersion onforme alors par dénition de ρ : Gr2(O) →
ImO on a
∗dX = −ρX .dX
et ette équation détermine le ρX = X
∗ρ de l'immersion (i.e. si on a ∗dX =
−σ.dX alors σ = ρX). Prenons la diérentielle de ette équation, on obtient
△X = (∂vρ) · ∂X
∂u
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