All of the data-sets used in the present investigation are openly available. The CASES-99 data-set is publicly available at <https://www.eol.ucar.edu/projects/cases99/>. The CFSR re-analysis data-set is publicly available at <http://rda.ucar.edu/datasets/ds093.1/>. The synthetic fractal time-series are available at <https://osf.io/m9ff2/>.

Introduction {#sec001}
============

Intensive research efforts undertaken over the recent decades have provided with robust evidence for the existence statistical scale-invariance (scaling) properties in the complex structure of atmospheric winds (see, e.g., \[[@pone.0173994.ref001], [@pone.0173994.ref002], [@pone.0173994.ref003]\] for reviews). Typically, near-surface wind time-series display power-law scaling behavior with a ubiquitous high-frequency inertial range, with a 5/3 scaling exponent in close agreement with Kolmogorov \[[@pone.0173994.ref004]\] predictions. This inertial range starts at the viscous dissipation scale (on the order of millimeters for the atmosphere), but there is no agreement on its low-frequency boundary. On the one hand, several previous works have found an inertial range with nearly constant spectral exponent *β* ≈ 5/3 up to a few days (e.g. \[[@pone.0173994.ref005]--[@pone.0173994.ref007]\]). On the other hand, several other authors reported the inertial range breaking at much shorter time-scales, ranging between a few seconds to minutes (e.g. \[[@pone.0173994.ref008]--[@pone.0173994.ref013]\]). Most of these latter works found a transition to a *β* ≈ 1 − 1.3 regime after the break. At even larger scales, a rather generalized consensus exists on scaling transition. It occurs at scales between about 1 and 10 days, with an abrupt flattening of the power spectra and the emergence of scaling regime with low spectral exponents. This low-frequency regime is commonly designated by "spectral plateau" due to the abrupt decrease of the spectral slope, with *β* values often close to zero. However, as pointed out in \[[@pone.0173994.ref007]\] this is somewhat of a misnomer since it is clear that the regime has a nonzero logarithmic slope. The alternative denomination of "low-frequency weather" suggested in \[[@pone.0173994.ref007]\] for this region of the temporal spectrum is adopted here. The extension of this low-frequency weather can vary between different works, ranging from a few to hundreds of years depending on the particular variable and dataset analyzed (see, e.g., \[[@pone.0173994.ref002], [@pone.0173994.ref014]\] for reviews). For example, its spectral exponent and scale range have been found to be dependent on latitude and on the land-sea transition (e.g. \[[@pone.0173994.ref014], [@pone.0173994.ref015]\]). Nonetheless, the existence of pronounced flattening at scales larger than a few days seems to be a ubiquitous property of atmospheric winds.

Consequently, the shape of a typical temporal wind spectrum in the atmospheric boundary layer (ABL) is still matter of debate and the problem of whether the scaling exponent for a given atmospheric field and the respective scaling range are universal (constant) properties or instead dynamically dependent on the "local" environmental conditions remains largely open. In fact, there is a growing number of studies proposing linkages between the different scaling exponents and the particular atmospheric conditions (e.g. atmospheric stability, mean wind speed) and surface forcings (orography and surface fluxes) \[[@pone.0173994.ref016]--[@pone.0173994.ref019]\].

Another commonly used framework used to investigate complex signals with variability over a broad range of scales, is the Multiscale Entropy (MSE), first introduced by \[[@pone.0173994.ref020]\]. MSE is based on the concept of information entropy, *H*(*X*), introduced in Shannon\'s seminal 1948 paper \[[@pone.0173994.ref021]\]. It measures to what extent does the next character in a message, *X*, provides with new information. In the discrete case *H*(*X*) is given by: $$H\left( X \right) = - {\sum_{x_{i}\epsilon\theta}\,{p\left( x_{i} \right)\ {\log\,{p\left( x_{i} \right)}}}}$$ where *θ* is the set of all values that *X* can assume and *p*(*x*~*i*~) = Pr\[*X* = *x*~*i*~\] is the respective probability distribution. Note that by convention *p*(*x*~*i*~) log *p*(*x*~*i*~) = 0 if *p*(*x*~*i*~) = 0. If the next value in a time-series is always known with certainty, i.e. *p*(*X* = *x*~*i*~) = 1 (e.g. periodic signal), then *H*(*X*) = 0. Conversely, in a random system the next observation is unexpected and we must keep observing the system to see how it is evolving. This can be illustrated by the flip of a fair coin (*p*(*heads*) = *p*(*tails*) = 1/2) where a higher information entropy value *H*(*X*) = −2(0.5 log 0.5) = 0.69 is obtained. Extending for *n* equiprobable outcomes it is easy to show that *H*(*X*) = log(*n*), implying that entropy (uncertainty) increases with the number of equiprobable outcomes.

A great advance provided by information entropy lies in the discovery of a unique unambiguous criterion for the "amount of uncertainty" in a time-series, which agrees with the intuitive notion that a broad probability distribution represents more uncertainty than does a sharply peaked one, and satisfies all other conditions which make it reasonable \[[@pone.0173994.ref021], [@pone.0173994.ref022]\]. Inspired by Shannon\'s information entropy, Sinai generalized this concept of entropy for measure-preserving dynamical systems \[[@pone.0173994.ref023]\]. He defined the so-called Kolmogorov-Sinai entropy (KS) which measures the mean rate of creation of information with each new state of a dynamical system, and hence also measures to what extent we are able to predict the next step in the sequence. Essentially, the state of a system at a certain time instant *X*(*t*~*i*~) is partially determined by its history *X*(*t*~1~),*X*(*t*~2~),...*X*(*t*~*i*−1~). Higher KS entropy implies a higher amount of new information being introduced at the next time-scale and, hence, higher unpredictability of the dynamical system.

Direct estimates of the KS entropy were shown to be of limited use to estimate the entropy of finite length and noisy "real world" time-series (e.g., \[[@pone.0173994.ref024], [@pone.0173994.ref025]\]). In order to overcome this problem, \[[@pone.0173994.ref024]\] introduced the concept of approximate entropy, *A*~*E*~, a family of measures of regularity closely related to KS that can be applied to these short and noisy time-series. Subsequently, \[[@pone.0173994.ref025]\] defined the sample entropy, *S*~*E*~, a refinement of *A*~*E*~ which they showed to agree with theory more closely, to be less dependent on time-series length, to show relative consistency over a broader range of parameter values and to be computationally more efficient.

A limitation of measures such as *A*~*E*~ and *S*~*E*~ is that they only consider a single scale, the shortest scale of the time-series. Consequently they are highly dependent on the measuring resolution of the data-set and they are inadequate to fully characterize the multiscale structure of turbulent atmospheric processes \[[@pone.0173994.ref020], [@pone.0173994.ref026]\]. Additionally, there is no straightforward general correspondence between these single-scale entropy measures and complexity (see e.g. \[[@pone.0173994.ref020], [@pone.0173994.ref027]\]). Neither completely predictable signals (e.g. regular and periodic), which have minimum entropy, nor completely unpredictable random signals (e.g. uncorrelated white noise), which have maximum entropy (dependent on the signal length) are structurally complex, since they admit a very simple and compact description \[[@pone.0173994.ref027], [@pone.0173994.ref028]\]. A meaningful complexity measure, therefore, should vanish for these two extreme states.

In order to overcome these limitations, *MSE* was introduced by successively computing the sample entropy after coarse-graining the original time-series at different temporal scales using a moving average window \[[@pone.0173994.ref020], [@pone.0173994.ref027]\]. Using *MSE* analysis, they pointed out that one can clearly see that although at scale one (time-series sample period) uncorrelated white noise has a higher value of entropy than a correlated 1/f (scaling) noise, when increasing scales are considered the entropy of the white noise decreases monotonically towards zero and rapidly falls below the entropy value of the 1/f noise, which remains constant with scale. They argue that correlated random signals are more complex than uncorrelated ones, in the sense that the former contain complex structures across multiple time scales whereas the latter does not.

Since its introduction, *MSE* has been successfully applied in different research fields, including physiological, financial, seismic and hydrological time-series (see e.g. \[[@pone.0173994.ref029]\] for a recent review). These previous investigations have demonstrated the value of *MSE* to study complex signals with variability over wide ranges of scales. But the potential of *MSE* for the particular case of atmospheric wind time-series has been scarcely explored. \[[@pone.0173994.ref030]\] applied MSE analysis to near-surface wind data from a 3-D ultrasonic anemometer. They found that low, moderate and intense wind regimes displayed different variation of the entropy with scale on the sub-second scales. \[[@pone.0173994.ref031]\] applied *MSE* analysis to horizontal wind time-series in the ABL, at temporal scales between 0.25 s and 5 s. Their results showed a similar picture for both zonal and meridional components: entropy increasing with scale, with a steep increase rate at the small scales and then becoming flatter at the large scales. Similar results were obtained in \[[@pone.0173994.ref013]\], where the normalized Shannon\'s entropy was estimated directly from turbulent vertical wind time-series at different temporal scales and relevant differences between vertical velocity time-series with nearly stationary or non-stationary increments were reported. *MSE* analysis has also been applied to other atmospheric and hydrological variables including temperature, rainfall and surface runoff over different ranges of scales (\[[@pone.0173994.ref032]--[@pone.0173994.ref035]\]).

Several previous works have related the *MSE* variation of a 1/f noise with its scaling exponent (e.g. \[[@pone.0173994.ref020], [@pone.0173994.ref026], [@pone.0173994.ref027]\]). More recently, \[[@pone.0173994.ref036]\] empirically found that this can be generalized for fractional Gaussian noises with spectral scaling exponents *β* \> 0. Their empirical analysis showed that the slope of log-log plots of *MSE* against temporal scale matched the fractal scaling exponent. They also confirmed this empirical result for electroencephalogram time-series. \[[@pone.0173994.ref037]\] derived analytically a bi-scaling law that provides a possible explanation for this relationship between *MSE* variation with scale and fractal scaling behavior. They also confirmed this relationship empirically using heart rate time-series.

This type of exact correspondences between seemingly different concepts play important role in all fields of physics. In particular, this equivalence between the power-law exponents of *MSE* against time-scale and fractal scaling exponents opens a new path for interpretation of their scaling behavior based on information theory. However, this path has not been explored for atmospheric time-series and their turbulent cascade properties. In the present manuscript, the connection between the power-law behavior of information entropy against scale and scaling exponents is explored for the first time in the atmosphere, using near-surface wind-time series. The goal is to gain new insights on their complex temporal structure, particularly on the occurrence of scaling breaks, while also providing further empirical proof of the MSE-fractal relationship over a wide range of temporal scales (from a around 50 ms to decadal).

The present manuscript is organized as follows: the data-sets, *MSE* and scaling analysis methodologies are presented in Section 2. The results of the *MSE* and scaling analysis on near-surface wind observations but also on fractal synthetic time-series are presented in Section 3. Finally, the main results are summarized in Section 4.

Data and methodology {#sec002}
====================

Scaling analysis {#sec003}
----------------

The scaling behavior of atmospheric time-series is commonly investigated using the first order structure function, given by: $$\left\langle \left| {\Delta f\left( \Delta t \right)} \right| \right\rangle = \left\langle \left| {f\left( {t + \Delta t} \right) - f\left( t \right)} \right| \right\rangle \propto {\Delta t}^{H}$$ where the angled brackets denote statistical averaging, Δ*t* is the time lag and *H* is the non-conservation scaling exponent, representing a measure of the degree of smoothness of the process. In the non-conservative case (*H* ≠ 0), the average fluctuations exhibit a scale dependence. The Fourier spectral analysis is an alternative way to investigate the presence of scale invariant behavior in atmospheric fields over a wide range of scales, manifested as log-log linearity of the power spectrum: $$E\left( k \right) \sim k^{- \beta}$$ where *k* is the frequency and *β* is the spectral scaling exponent, which can be obtained by linear square regression on the log-log spectra. Eq ([3](#pone.0173994.e003){ref-type="disp-formula"}) represents a simple and commonly used framework that is familiar to atmospheric scientists and is quite sensitive not only to the presence of scaling behavior but also to scaling breaks and other types of deformations of the power law behavior. Neglecting the intermittency corrections, *β* is related to *H* by: $$\beta = 1 + 2H$$

Notice that [Eq 4](#pone.0173994.e004){ref-type="disp-formula"} represents a first-order approximation, since multifractal behavior is commonly reported for wind time-series which adds a correction term: *β* = 1 + 2*H* − *K*(2) (e.g. \[[@pone.0173994.ref038]\]). However, here the intermittency corrections are considered second order effects and neglected for the sake of simplicity. It can be seen from Eq ([4](#pone.0173994.e004){ref-type="disp-formula"}) that Kolmogorov scaling with *H* = 1/3 corresponds to *β* = 5/3.

Multiscale entropy analysis {#sec004}
---------------------------

In this section we provide a brief description of the *MSE* algorithm, following \[[@pone.0173994.ref020], [@pone.0173994.ref027]\] where a more comprehensive description can be found. The algorithm can be summarized in two main steps. In the first step, a coarse-graining procedure is applied to a discrete time-series *f*~*i*~ (*i* = 1,...,*N*) in order to construct a new set of time-series representing the system dynamics on different time scales. Each element of the coarse-grained time-series, *f*~*j*~^(*τ*)^, is calculated as the average of *f*~*i*~ over consecutive non-overlapping windows of length *τ*, trimming any residual data points at the end of the time-series: $$f_{j}^{(\tau)} = \frac{1}{\tau}{\sum_{i = ({j - 1})\tau + 1}^{j\tau}f_{i}}$$ where index *j* varies between 1 and the length of each coarse-grained time-series, *N*/*τ*. At scale *τ* = 1 the coarse-grained time-series is simply the original series (*f*~*i*~ = *f*~*j*~^(1)^).

In the second step, the sample entropy is computed for each coarse-grained time-series *f*^*τ*^. *S*~*E*~ is defined as the negative logarithm of the conditional probability that two similar sequences of *m* consecutive data points remain similar when their length is increased by one point (*m* + 1) \[[@pone.0173994.ref025]\]: $$S_{E}\left( {m,r_{T},N} \right) = - {\log\frac{A^{m}\left( r_{T} \right)}{B^{m}\left( r_{T} \right)}}$$ where *A*^*m*^(*r*~*T*~) is the probability that two sequences will match for *m* + 1 points (with a tolerance of *r*~*T*~) and *B*^*m*^(*r*~*T*~) is the probability that two sequences will match for *m* points (also with a tolerance of *r*~*T*~), where self-matches are excluded. In other words, *S*~*E*~ is a statistical property that quantifies the degree of regularity of a time-series by evaluating the appearance of repetitive patterns \[[@pone.0173994.ref025]\]. A high degree of regularity (more repetitive patterns) leads to lower values of *S*~*E*~. Conversely, large values of *S*~*E*~ are obtained when the underlying dynamical process produces large irregularities as time advances. In this sense, the sample entropy is also a measure of unpredictability of the signal. Finally, *MSE*(*τ*) is computed by estimating *S*~*E*~ for different coarse-graining scales of the same time-series.

In the *MSE* algorithm two vectors are considered similar if the distance between them is lower than a tolerance parameter, *r*~*T*~, usually chosen as a percentage of the standard deviation of the original time-series, *r*~*T*~ = *r* × *σ*(*f*~*i*~). The distance between two vectors is computed as the maximum absolute difference of their corresponding scalar components. Here *r* values of 0.2 are considered, a common practice based on previous *MSE* based investigations.

The previous works of \[[@pone.0173994.ref036]\] and \[[@pone.0173994.ref037]\] have suggested that *MSE* dependence on time-scale is tightly related to the fractal scaling behavior. Here we empirically test the hypothesis that *MSE* displays a power law dependence on scale with the same exponent as the first order structure function of the time-series: $$MSE\left( \tau \right) \propto \tau^{H}$$

Notice that \[[@pone.0173994.ref037]\] found that *MSE* is also tightly related to the length of the considered phase space bins (i.e., for a single variable 1-dimensional time-series, the minimum detectable signal). Here we consider the minimum detectable signal to be constant for a given data-set and hence this dependency is neglected.

Datasets {#sec005}
--------

High-frequency near-surface wind data was obtained from the Cooperative Surface-Atmosphere Exchange Study (CASES-99) Integrated Surface Flux System. This field campaign was undertaken during October 1999 over southeast Kansas in the United States ([Fig 1](#pone.0173994.g001){ref-type="fig"}). Further details on the CASES-99 project and data-sets can be found in \[[@pone.0173994.ref039]\]. The 3-dimensional wind components were measured at six different stations with 3-D sonic anemometers mounted 5 m above the ground. The stations were located very close to each other (see [Table 1](#pone.0173994.t001){ref-type="table"}). The data was previously re-sampled to 20Hz time grid and the wind vectors have been rotated to geographical coordinates and corrected for the tilt of the anemometer relative to a plane of mean flow. The data was collected between October/6/1999 and October/31/1999.

![Map of the considered domain.\
The squares identify the two CFSR sub-domains while the circle identifies the location of the 6 CASES-99 anemometers. The color scale represents the topographical height in meters.](pone.0173994.g001){#pone.0173994.g001}
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###### Location of the 6 CASES-99 anemometers.

![](pone.0173994.t001){#pone.0173994.t001g}

  \#   Lat. \[°\]   Long. \[°\]
  ---- ------------ -------------
  1    37.65893     -96.73507
  2    37.64750     -96.73647
  3    37.64895     -96.73718
  4    37.64983     -96.73870
  5    37.64595     -96.73644
  6    37.64968     -96.73332

For the present work, the CASES-99 data-set was split into several time-series realizations, each with 2^17^ data points, corresponding to approximately 1 hour and 49 minutes. This particular choice of power of two length of the time-series is convenient for Fourier analysis. Additionally, it is important to notice that in order to obtain reasonable sample entropy values, the coarse-grained time-series length should have at least 10^*m*^ = 100 points. Given the present choice of *m* = 2 for the *MSE* analysis, following \[[@pone.0173994.ref020], [@pone.0173994.ref027]\]), the chosen length of 2^17^ data points allows for the coarse-graining operator to extend from 0.05 s up to 50 s. The decomposition into 2^17^ points time-series also allows to obtain a large "valid" data-set composed by 1205 time-series realizations, created by retaining only those realizations without any missing data points for both the zonal and meridional wind components.

Near-surface zonal and meridional wind time-series representing longer time-scales were obtained from the National Centers for Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR), which provides hourly data gridded at 0.5° × 0.5° resolution. For details on this dataset see \[[@pone.0173994.ref040]\]. Two sub-domains of 20 × 20 grid points were chosen for the present study: (D1) is located over land, encompassing the region where the CASES-99 stations were located, and (D2) is located offshore, over the Atlantic Ocean close to the Southeastern U.S ([Fig 1](#pone.0173994.g001){ref-type="fig"}).

Finally, synthetic fractal (SF) time-series were built using a fractal generator. The algorithms starts by creating a normally distributed random noise, then transform it into the Fourier domain and impose the desired *k*^−*β*^ scaling on the power spectrum. The inverse Fourier transform is then applied and the result is synthetic fractal (SF) time-series with the desired scaling properties. This process is repeated to generate 60 SF realizations with different generators (i.e. different "random" normally distributed noises) for each of the considered *β* values (0, 0.5, 1, 1.1, 1.3, 5/3, 2.1 and 3). All of the realizations have mean equal to zero, a sample frequency of 20 Hz and a length of 2^17^ data points. Five samples of SF time-series with different scaling exponents are shown in [Fig 2A--2E](#pone.0173994.g002){ref-type="fig"}, illustrating the effect of the variable fractal exponent on signal.

![Samples of synthetic fractal time-series all with the same generator but with varying *β* values: a) 0.0, b) 0.5, c) 1.0, d) 5/3 and e) 2.1. f) Log-log ensemble Fourier power spectra averaged over the 60 realizations for each of the considered *β* values.](pone.0173994.g002){#pone.0173994.g002}

The ensemble spectra averaged over all 60 realizations for each of the considered spectral slopes are shown in [Fig 2F](#pone.0173994.g002){ref-type="fig"}, all them displaying the desired *β* value to within 0.05 error margin. Extensive descriptions, demonstrations and applications to different geophysical properties of these fractal generation algorithms can be found for example in \[[@pone.0173994.ref019], [@pone.0173994.ref041]--[@pone.0173994.ref043]\].

Results {#sec006}
=======

Multiscale analysis of synthetic fractal time-series {#sec007}
----------------------------------------------------

The hypothesized relationship between *MSE* and the fractal scaling behavior ([Eq 7](#pone.0173994.e007){ref-type="disp-formula"}) implies that the slope of MSE against *τ* in a log-log plot is equal to *H*. Taking into account the definition of complexity provided by \[[@pone.0173994.ref020], [@pone.0173994.ref026], [@pone.0173994.ref027]\]---if for the majority of the scales the entropy values are higher for one time-series than for another, the former is considered more complex than the latter---then three different regimes of complexity emerge for Eq ([7](#pone.0173994.e007){ref-type="disp-formula"}): (i) when *β* = 1, i.e. 1/f noise with *H* = 0, entropy should be constant with scale; (ii) when *β* \< 1 entropy should decrease with increasing *τ*; and (iii) when *β* \> 1 entropy should increase with increasing *τ*. This transition at *β* = 1 contains information about the degree of stationarity of the field (e.g. \[[@pone.0173994.ref038], [@pone.0173994.ref044]\]): in time-series with *β* \< 1 the process is stationary, while for time-series with *β* \> 1 the process is non-stationary but with stationary increments.

*MSE* analysis of the SF time-series ([Fig 3](#pone.0173994.g003){ref-type="fig"}) reveals that Eq ([7](#pone.0173994.e007){ref-type="disp-formula"}) is verified over a wide range of scales for all spectral exponents typically found in geophysical fields (0 \< *β* \< 3). The results also confirm the three distinct regimes separated by the *β* = 1 transition. Additionally, in agreement with previous empirical and theoretical results \[[@pone.0173994.ref020], [@pone.0173994.ref026], [@pone.0173994.ref027]\], maximum entropy at the smallest scale occurs for random noise (*β* = 0), but maximum complexity occurs at *β* = 1 (1/f noise), since in the former *MSE* decreases rapidly with increasing time-scale (∝ *τ*^−0.5^), while in the latter *MSE* is constant with temporal scale. This result can be explained by the fact that 1/f noise contains complex structures (correlations) across multiple time scales whereas random noise does not.

![Ensemble MSE averaged over the 60 SF realizations for each of the considered *β* values.\
a) *β* values of 0, 0.5 and 1.0; and b) *β* values of 1.1, 1.3, 5/3, 2.1, and 3.0. The corresponding *H* values--theoretical (from [Eq 4](#pone.0173994.e004){ref-type="disp-formula"}) and empirical (estimated by linear regression, with the fits shown by gray dashed lines) are detailed in the legend. Here the ensemble average is taken over the 60 SF realizations for each of the considered *β*.](pone.0173994.g003){#pone.0173994.g003}

Notice that the existence of breaks in the power-law (scaling) behavior of *MSE* for large temporal scales in [Fig 3](#pone.0173994.g003){ref-type="fig"} (particularly for lower *β* values, e.g. for *β* = 0) is in disagreement with the Fourier spectral scaling behavior which holds to a remarkable approximation over this entire scale range ([Fig 2F](#pone.0173994.g002){ref-type="fig"}). We argue that this break in *MSE* should be a spurious artifact, due to recognized limitations of the *MSE* algorithm such as the rapid decrease in sample number with increasing coarse-graining scale and its dependence in the power of the signal (see e.g. \[[@pone.0173994.ref029], [@pone.0173994.ref045]\]).

Multiscale analysis of high-frequency wind time-series {#sec008}
------------------------------------------------------

Zonal and meridional ensemble wind power spectra were obtained by averaging over all the available time-series realizations in the valid observational CASES-99 dataset ([Fig 4](#pone.0173994.g004){ref-type="fig"}). Both horizontal wind components display nearly identical ensemble averaged temporal scaling behavior, with two scaling regimes separated by a scaling break occurring approximately between 1 and 4 seconds. The high-frequency scale range displays a nearly constant 5/3 scaling behavior in agreement with Kolmogorov's predictions for the inertial range. The deviations from 5/3 scaling are smaller than 0.1, hence smaller than the typical \~0.2 errors in *β* estimations (e.g., \[[@pone.0173994.ref046]\]). The low-frequency scale range displays spectral exponent values of approximate 1--1.1, close to the often reported *β*∼1 scaling regime (as discussed in Section 1).

![Ensemble Fourier power spectrum computed over all available ABL wind time-series realizations in the CASES-99 valid dataset.\
The red line represents the zonal wind component (u) and the blue line represents the meridional wind component (v).](pone.0173994.g004){#pone.0173994.g004}

Log-log plots of *MSE* against *τ* ([Fig 5](#pone.0173994.g005){ref-type="fig"}) show a consistent picture with the Fourier analysis for both zonal and meridional wind components: a slope around 0.25--0.26 at the small-scales, close to the expected value *H* = 1/3; then a scaling break occurring around 1s; and a slope ≈ 0 at the large-scales, also in agreement with the spectral slopes estimated from [Fig 4](#pone.0173994.g004){ref-type="fig"}. Hence equivalency of the power law exponents between *MSE* and fractal scaling are confirmed by the high-frequency near-surface wind observational data. It is important to point out that the inertial scale range in the CASES-99 dataset spectra is quite narrow (extending only over about one order of magnitude) and may be contaminated by measurement errors. Nonetheless, the scaling behavior found is similar to the expected, and often reported, Kolmogorov 5/3 (within a 0.08 error margin) scaling and the results are consistent between the MSE and spectral analysis, and hence the result are considered to be robust.

![Log-log plots of ensemble averaged *MSE* computed from all the valid CASE-99 time-series for zonal wind (red) and meridional wind (blue).\
The dashed grey lines are the linear regression fits, with the corresponding slopes identified in the legend.](pone.0173994.g005){#pone.0173994.g005}

This equivalency between *MSE* and scaling behavior is also is consistent with the phenomenological "energy cascade", where the viscous dissipation works as an information sink at the small-scale end of the inertial range, hence fluctuations are dissipated and information is destroyed at the dissipation scale range. Then inside the inertial range, the average fluctuations (see [Eq 2](#pone.0173994.e002){ref-type="disp-formula"}) and the rate of information creation increase with increasing time-scale following a nearly 1/3 power-law up to scales of about 1 second, where a break in the scaling behavior occurs. A new regime with *H* close to zero emerges at the larger scales, or in other words a 1/f behavior is approached in the energy-containing scales. This corresponds to a widespread information creation at the larger scales consistent with the multiple forcings that occur over a vast range of scales in the ABL (e.g. interaction with topography, surface fluxes, etc.). Notice also that the nearly constant value of *MSE* ≈ 1.7 obtained at the larger-scales is in close agreement with previous investigations of \[[@pone.0173994.ref020], [@pone.0173994.ref027]\] where a constant *MSE* = 1.8 was obtained both empirically and theoretically for 1/f signals.

Multiscale analysis of hourly wind time-series {#sec009}
----------------------------------------------

The spectral analysis is repeated for CFSR zonal and meridional near-surface wind hourly time-series. The ensemble spectra are computed for each of the considered sub-domains in [Fig 1](#pone.0173994.g001){ref-type="fig"}. The results show that, unlike the sub-hourly spectra from CASES-99 data-set, here two major energy peaks arise at specific time-scales both over land and ocean ([Fig 6](#pone.0173994.g006){ref-type="fig"}): the left-most peak corresponds to the yearly cycle and the first peak after the scaling break corresponds to diurnal cycle. The other peaks are the respective harmonics. Over the sea both yearly and daily peaks have smaller amplitude compared to their counterparts over land. This is a consequence of the more intense response of land surface to the radiative forcing, as compared to the ocean where there is a higher thermal inertia.

![Ensemble Fourier power spectrum of CFSR hourly 10m wind speed computed over (a) D1 (land) and (b) D2 (ocean) sub-domains (see [Fig 1](#pone.0173994.g001){ref-type="fig"}). The pink lines represent the zonal wind component (u) and the red lines represent the respective logarithmic averaged spectrum. The light blue lines represent the meridional wind component (v) and the red line represents the respective logarithmic averaged spectrum. The dashed grey lines are the linear regression fits, with the corresponding slopes identified in the legend.](pone.0173994.g006){#pone.0173994.g006}

Before computing the spectral exponents using linear regression, the frequencies most affected by yearly and diurnal peaks were removed and logarithmic averaging was performed to the spectra to avoid fluctuations. The results show similar scaling behavior at temporal scales between peaks for land and ocean ([Fig 6](#pone.0173994.g006){ref-type="fig"}): both display an approximately isotropic scaling behavior with *β* between 2.6 and 2.8 at sub-daily time-scales Then there is a break in the scaling between 1 and about 10 days and at the larger scales there is an abrupt flattening of the power spectrum which becomes nearly horizontal with *β* values around 0.1 in both zonal and meridional directions for land and ocean. As discussed in Section 1, this nearly horizontal region of the power spectrum has been reported in several other previous investigations. Our results do not show any significant differences in the low-frequencies slope between ocean and land, with the differences within the 0.2 error margin typically found for spectral exponent estimation \[[@pone.0173994.ref046]\].

The noisier structure of the CFSR wind power spectra as compared to the high-frequency CASES-99 data suggests that large spatial coherency of the Fourier phase exists inside each of the considered sub-domains. Notice that the re-analysis products are based on numerical models with coarse-grain grid-boxes. Thus important differences are expected when compared to point measurements. In particular the considerable smoothing introduced by the strong spatial averaging introduced by finite grids and numerical diffusion significantly decreases spatial heterogeneity.

The existence of characteristic time-scales associated with the large daily and yearly spectral peaks does not invalidate the underlying scaling behavior. In fact, this type of peaks are expected for measurements close to the surface in the atmospheric boundary layer due to surface interactions that can cause accumulation of energy at specific scales, as discussed in \[[@pone.0173994.ref002]\]. The importance of the underlying scaling behavior is illustrated by generating three new sets of SF time-series, all of them with *β* = 5/3 but with a superposed high amplitude sinusoidal signals: the first has a daily peak ([Fig 7B](#pone.0173994.g007){ref-type="fig"}), the second has both daily and yearly peaks ([Fig 7C](#pone.0173994.g007){ref-type="fig"}), the third has a higher amplitude daily peak ([Fig 7D](#pone.0173994.g007){ref-type="fig"}). These time-series are compared against a pure 5/3 SF time-series ([Fig 7A](#pone.0173994.g007){ref-type="fig"}). The results clearly show that power spectra are not significantly modified in any of the cases by the addition of the periodic signals, except at the particular time-scales forced by the periodic terms ([Fig 7E](#pone.0173994.g007){ref-type="fig"}). But the time-series themselves ([Fig 7B--7D](#pone.0173994.g007){ref-type="fig"}) are quite different from a simple periodic signal since they display significant variability over a wide range of time-scales, particularly large variability of the mean is found for fractal time-series.

![Synthetic fractal wind time-series with a) *k*^−5/3^ spectrum; b) same as a) but added a 2 sin(2*π*/24*h*) term; c) same as a) but added a 2 sin(2*π*/24*h*) and a 10 sin(2*π*/1*yr*) terms; d) the respective power spectra for the time-series in a) (black), b) (green) and c) (pink); e) the respective log-log *MSE* against time-scale plot for the time-series in a) (black), b) (green) and c) (pink). The grey dashed line represents the daily scale.](pone.0173994.g007){#pone.0173994.g007}

Unlike the Fourier analysis, the *MSE* algorithm applied here (and commonly applied in many studies) based on coarse-graining of a time-series is clearly affected by the introduction of periodic signal outside the scales of forcing ([Fig 7F](#pone.0173994.g007){ref-type="fig"}). While only slight reductions of entropy are obtained at the forcing scales and its harmonics (expected due to increased periodicity of the signal), there is a clear entropy accumulation at the small scales which is not expected. Hence, in the present formulation, *MSE* should be used with care to quantify the scaling exponents of time-series with strong superposed periodic components. These results suggest that removal of the periodic peaks might be required, but this hypothesis is left for future work since the main objective the main goal here is to explore the links between the current *MSE* formulation and fractal behavior.

Finally, the *MSE* analysis of the CFSR wind time-series is presented in [Fig 8](#pone.0173994.g008){ref-type="fig"}. As expected from the results presented in [Fig 7](#pone.0173994.g007){ref-type="fig"}, the *MSE* analysis of time-series with strong periodic components is less accurate in predicting the underlying fractal exponents due to the presence of strong superposed periodic signals. Also in agreement with [Fig 7](#pone.0173994.g007){ref-type="fig"}, at the large scales the errors are lower than at the small scales. Over land the error in *H* at the large-scales is around 0.15 for both components while at the small-scales the error is around 0.2 for zonal wind and 0.3 for meridional wind. Over the ocean, at the large-scales the error is around 0.15 for zonal wind and around 0.25 for meridional wind, while at the small-scales it is 0.35 for the zonal wind and 0.4 for the meridional wind. Despite these increased errors in the slopes, the main feature of the power spectra that occurs both over land and ocean is reproduced by the MSE analysis: the existence of a pronounced scaling break at scales of a few days separating a high-frequency regime with positive *H* values from a low-frequency regime with negative *H* values. This opens a new interpretation of the wind power spectral shape. At the sub-daily scales there is an increase of the information being created (entropy) with scale. Then there is a local maximum of information being created at scales between about 1 and 10 days which is associated with the occurrence synoptic weather features. At larger-scales, from about 10 days to nearly 1 decade, there is a decrease of the amount of created information with scale. On top of this, two periodic signals are superposed at daily and yearly time-scales.

![Log-log plots of ensemble averaged *MSE* computed from CFSR hourly time-series over sub-domain a) D1 and b) D2. The red lines correspond to zonal wind and the blue lines correspond to meridional wind. The dashed grey lines are the linear regression fits, with the corresponding slopes identified in the legend.](pone.0173994.g008){#pone.0173994.g008}

It is likely that the high *β* values found for the sub-daily scales on CFSR data are being overestimated. This is due to the fact that CFSR re-analysis is based on a numerical model with a coarse finite grid resolution. Generally this type of models is overly diffusive at the small-scales due to excessive numerical filtering. This has been previously shown for different models, resolutions and variables by \[[@pone.0173994.ref019], [@pone.0173994.ref047]\].

Summary and conclusions {#sec010}
=======================

Here, the link between fractal scaling behavior of a time-series and its *MSE* variation with time-scale, previously suggested by \[[@pone.0173994.ref036], [@pone.0173994.ref037]\], is explored for the first time in atmospheric fields providing a new independent empirical validation of this relationship. Additionally, the promising path opened by the *MSE*-fractal power-law behavior relationship for interpretation of the scaling behavior based on the information theory is explored for the first time in the atmosphere, providing insight onto the scaling behavior of ABL wind and guiding more fruitful future applications of *MSE* in diverse fields where complex signals with fractal scaling behavior emerge. This type of exact correspondences between seemingly different concepts play important role in all fields of physics.

*MSE* displays power-law dependence on the temporal scale (*MSE* ∝ *τ*^*H*^) where the exponent *H* is equal to the fractal scaling exponent obtained from the first-order structure function, which is also directly related to the fractal spectral exponent by *β* = 1 + 2*H*. In the present work this direct link between *MSE* and scaling behavior was successfully verified for a set of synthetic time-series covering the entire range of spectral exponents found for real atmospheric signals 0 ≤ *β* ≤ 3. The *MSE*-fractal relationship was also verified for both horizontal components of near-surface wind observations obtained from the CASES-99 experiment. The analysis of this high-frequency (20Hz) time-series reveals the existence of an inertial range at scales below about 1 s with *β* ≈ 5/3 in agreement with Kolmogorov's 1941 \[[@pone.0173994.ref004]\] predictions. At the larger-scales there is scaling transition and a *β* ≈ 1.1 regime emerges. This spectral shape is found to be nearly identical for both zonal and meridional wind components. *MSE* reveals a remarkably similar behavior, thus verifying the proposed *MSE*-fractal relationship.

As pointed out in Section 1, several previous works have reported a similar transition at scales on the order of 1 s, while others find no scaling break up to a few days. The 5/3 scaling inside the inertial range of wind fields seems to be a universal property. However the intermediate scales outside the inertial range do not possess the same degree of universality. There is no consensus on the large-scale end of the inertial range nor on the value of the scaling exponent at these larger-scales. This variability may be caused by the sensitivity of near-surface variables to the underlying surface forcing and also to the particular atmospheric conditions, which can modify the energy distribution across scales \[[@pone.0173994.ref017]--[@pone.0173994.ref019], [@pone.0173994.ref043], [@pone.0173994.ref048], [@pone.0173994.ref049]\].

The hourly near-surface wind time-series from CFSR re-analysis reveals that at even larger temporal scales there are two localized high amplitude spectral peaks at daily and yearly scales. While the superposition of these periodic signals has an important role in modulating the time-series, our results show that it doesn't destroy the underlying scaling behavior which still plays an important role in the observed signal. The CFSR wind power spectra also reveals another scaling break, occurring at scales between about 1 and 10 days over both land and ocean and in both horizontal wind components. This transition corresponds to an abrupt flattening of the power spectrum towards the large-scales, in clear contrast with the steeper slopes observed at the sub-daily scales.

The MSE-fractal relationship implies that three distinct cases exist. When *β* = 1, *MSE* is constant with scale, i.e. the average rate of creation of new information and the magnitude of the average fluctuation is the same at all temporal scales. This is the case with maximum (multi-scale) complexity. The complexity decreases as the spectral exponent deviates from 1, but with different behaviors for *β* \> 1 and *β* \< 1. When *β* \< 1, the average fluctuation decreases with increasing scale which is equivalent to a decrease in the average rate of creation of new information (and uncertainty). When *β* \> 1, the average fluctuation increases with increasing scale which is equivalent to an increase in the average rate of creation of new information (and uncertainty) with increasing scale.

The application of this MSE-fractal relationship to the near-surface wind provides a path for interpretation of its spectra based on the information theory. At the sub-hourly time-scales, this interpretation is consistent with the phenomenological \`energy cascade\', where the inertial range transfers turbulent energy from the large (energy-containing) scales to the dissipation range. The smoothing introduced by the viscous dissipation at very small scales (\~ 1 ms) is expected to cause a minimum of the average fluctuations (measured by the first order structure function) and equivalently on the rate of information creation (measured by entropy). In other words, the viscous dissipation is an information sink. At the low-frequency end of the inertial range, the 5/3 scaling is broken and a new temporal scaling regime emerges, with a tendency towards a 1/f (*β* ≈ 1). This regime corresponds to a widespread information creation, which is consistent with the multiple forcings that occur over a vast range of scales in the ABL (e.g. interaction with topography and surface fluxes).

The analysis of hourly wind time-series reveals yet another break in the scaling behavior, corresponding to a local maximum of information being created at scales between about 1 and 10 days. These time-scales are associated with the occurrence synoptic features, known to dominate weather patterns. At even larger-scales, from about 10 days to nearly 1 decade, there is a sign inversion and the amount of new information created with increasing scale is now decreasing. This corresponds to the the flatter low-frequency portion of the spectrum, which has been reported by numerous previous investigations based on different near-surface wind datasets. This suggests that, just like the existence of a 5/3 inertial range, the low-frequency weather should be a universal property of near-surface wind. In contrast, the widespread of scaling exponents and scaling intervals found in the intermediate scales (from a seconds to a few days) suggest that the mesoscale variability of ABL winds should be strongly dominated by the particular conditions and bottom boundary forcings.

As a final note, our results point out a decrease in information creation at scales between about 10 days and a decade. Theoretically, in the light of Shannon's information entropy, this corresponds to a decrease in the uncertainties at these scales. However, this does not translate into actual increased accuracy of the medium and long-range predictions obtained from numerical models because the atmosphere is a chaotic system, where exponential growth of errors can occur and, consequently, the predicted solution will quickly diverge from reality. This is a well known fact ever since Lorenz's 1963 seminal paper \[[@pone.0173994.ref050]\].
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All of the data-sets used in the present investigation are openly available.

The CASES-99 data-set is publicly available at <https://www.eol.ucar.edu/projects/cases99/>

The CFSR re-analysis data-set is publicly available at <http://rda.ucar.edu/datasets/ds093.1/>

The synthetic fractal time-series are publicly available at <https://osf.io/m9ff2/>
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