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Abstract
Thermal instability in aviation fuels has been thoroughly explored over the last
50 years. The problem is complex, with coupling of fuel chemistry, heat transfer
and fluid dynamics. Most efforts have been applied to the chemical kinetics of
deposit formation and studying physical effects such as temperature, flow rate and
Reynolds number in a multitude of small to large scale testing devices. However,
much less attention has been paid to the effects of wall surface roughness. This is
surprising - since for turbulent flow, wall roughness enhances momentum, heat
and mass transfer by disrupting the quiescent viscous layer adjacent to the wall
and interfering with structures of turbulence further into the boundary layer.
Furthermore, a rough surface increases the wall surface area, presenting more
active sites for heterogeneous catalytic reactions.
Additive Layer Manufacturing (ALM) has been touted as ’game changing’ tech-
nology and is now being proposed as a method to create components for gas
turbine engines. The technology results in near net shape parts with reduced
weight, number of welds and material waste compared to conventional subtractive
machining methods. However, the surface roughness of ALM components can
be orders of magnitude greater than machined components and can be highly
non-uniform. While reducing external surface roughness is trivial, typical methods
of internal roughness reduction (ie. abrasive flow machining) may not be possi-
ble for small scale passages. This may result in internal fuel passageways with
high relative roughness in components which are subject to high thermal load-
ing - for example, injector feed arms which are exposed to compressor discharge air.
The effect of wall roughness on deposition of thermally stressed aviation fuel was
investigated in both laminar and turbulent flow regimes using small to medium
scale test devices. Deposition over ALM components was tested in the laminar
regime with a modified Jet Fuel Thermal Oxidation Tester (JFTOT) and in the
turbulent regime with the Aviation Fuel Thermal Stability Test Unit (AFTSTU).
iv
vThe High Reynolds Number Thermal Stability Tester (HiReTS) was used to
examine deposition in micro-scale tubes with very high relative roughness. As
well as microscopy and 3D optical profilometry, momentum and heat transfer
experiments were conducted to characterise the roughness as fully as possible.
In the laminar regime, the effect of roughness was negligible. For turbulent
flow, substantial differences in heat transfer and deposition rate were consistently
observed for tubes with the highest relative roughness. The increase in deposition
rate is thought to be related to the projection of roughness elements into regions
of intense turbulent activity in the boundary layer. The turbulence structures,
which are more energetic and have reduced anisotropy over rough walls, increase
wall-normal transport - thereby replenishing the near wall region with deposit
precursor and providing insoluble particles formed off the wall with inertia with
which to deposit.
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Chapter 1
Introduction
1.1 Fuel thermal stability; past, present and fu-
ture
The past
Thermal instability in aviation fuel is not a new phenomenon. The problem first
became apparent in the 1950s, during development of a novel turbojet engine. It
produced more thrust than any engine before it, but due to the higher pressure
ratio (12.5:1), temperatures were boosted significantly across the engine, resulting
in higher thermal loading to components and fuel. The design made it particularly
susceptible to problems arising from thermally unstable fuel. Low fuel flow rates in
the manifold upstream of the fuel injectors resulted in fuel being exposed to high
compressor outlet temperatures for long periods of time. Thermal degradation of
the fuel in these passages formed insoluble materials, which deposited on filters and
injector nozzles - altering nozzle flow and ultimately causing irregular combustor
heat release, turbine failures and reduced engine life.
As a result of these observations, the first investigations into aviation fuel thermal
stability were performed. A several hundred thousand hour programme of flight
testing was carried out on five fuels in the engine by the US air force. Simul-
taneously, the Coordinating Research Council (CRC) developed a dynamic fuel
testing device, named the CRC Fuel Coker. The device (described in more detail
in appendix A) assessed thermal stability by thermally stressing fuel through
a heated annulus and analysing the deposit formed on the heated surface and
the pressure drop over a heated filter. The coker test became the first standard
test method for thermal stability of aviation turbine fuel (ASTM D1660) in 1959.
1
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The Coker can be considered the first in the line of laboratory scale devices used
for specification testing of aviation fuels and quantification of thermal stability.
Since then, a quest for efficient and accurate methods to study thermal stability
has led to the development of many devices, both small and large scale, which
will be discussed in greater detail later. Specification testing of fuels based on
dynamic thermal stressing has helped to whittle down potentially troublesome
fuels and only isolated incidents relating to suspect fuels in the late 1980s have
been reported more recently [50].
Table 1.1: Trends in aviation gas turbine engine development (adapted from [48])
Engine Bypassratio Year
Compression
ratio
Relative fuel
consumption
Compressor
discharge
temperature
JT4-11 0 1958 12.5:1 1 291
JT8-D 1 1960 17:1 0.88 360
JT9-D 5 1966 25:1 0.69 420
JT10D 6 1981 31:1 0.64 450
RR Trent 1000 10 2006 50:1 - -
CFM LEAP 11 2016 40:1 - -
The present
While specification testing has historically worked well in maintaining a minimum
level of fuel stability to ensure safety, engine design has created an increasingly
more hostile environment for fuel. The need for greater thrust and engine efficiency,
combined with advances in materials technology has led to higher compressor
outlet temperatures and pressure ratios, while fuel consumption has been reduced
in part through higher bypass ratio designs. As a result, fuel is now exposed to
higher temperatures at lower flow rates (see table 1.1). In addition, the continued
depletion of sources for conventionally derived kerosene has driven the development
of novel synthetic and bio fuels and blends - which maintains the requirement
for accurate methods of assessment of the thermal stability of next generation fuels.
The future
Reduction of fuel consumption and emissions will remain a primary concern in
aviation for some time. Lean burn engine architecture - where combustion takes
place with excess air, can reduce NOx emissions. However, when the fuel demand
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is reduced, spill ratios (the ratio of burnt fuel to fuel recirculated around the
fuel system) can increase, leading to longer residence times in hot sections of
the engine, cyclic stressing and the potential for increased deposition from fuel
thermal breakdown.
Future aviation will without doubt rely heavily on additive layer manufacturing
(ALM). State of the art metal ALM methods (such as electron beam melting,
selective laser melting and direct metal deposition) provide numerous advantages
over traditional machining methods. ALM allows manufacturers to produce near
net shape components, with little waste and dramatically truncated lead times.
The resulting components can be made lighter than those made with traditional
methods. The CFM LEAP engine, due in service in 2016, will feature the first
fuel nozzles made by ALM, which are 25% lighter than a conventional nozzle. One
problem with ALM that must be considered is the number of variables in the
build process. Powder quality, step height, laser power and spot size, scanning
speed and build orientation can all alter the surface quality [51]. For external
surfaces, the increased roughness is of little concern, as further processing may
be used to achieve the desired surface roughness. For internal passages created
via ALM however, post processing may not be possible at all and the resulting
relative surface roughness of the channel may be large. With this in mind, it is
more important than ever to understand the effect of surface roughness in the
context of fuel thermal stability.
Figure 1.1: CFM ’LEAP’ ALM injector
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1.1.1 Implications for aircraft
Aviation fuel does not only become useful in an aircraft when injected into the
combustion chamber for thrust generation, but is used as a heat sink to cool
other components and thus is stressed thermally with varying severity around the
aircraft. The following areas in an aircraft fuel system may be sensitive to deposit
formation [50];
Heat exchangers
Fuel is used to cool lubricant and hydraulic fluid. The heat exchanger tubes,
which are designed to have high heat transfer coefficients to reduce weight and
volume, may be significantly adversely affected by fuel deposit.
Fuel control
Downstream of the heat exchanger, hot fuel passes through valves and actuators
with small clearances. Flow rates are low, potentially resulting in lengthy exposure
to high temperatures. The fuel metering system may be impaired by fuel deposit.
Fuel injector feed arms and nozzles
Heated fuel passes through small passages eg. flow-divider valves, spin chambers
and metering orifices. There is additional heat flux to the fuel from the compressor
case and compressor discharge air stream, which flows around the nozzle stem.
Flow divider valve operation can be severely affected by small amounts of deposit.
Thick deposit can form on interior surfaces of the nozzle where fuel residence time
is long. Deposit may flake off and obstruct passages downstream.
Figure 1.2: Components of a fuel system susceptible to fuel degradation products
(taken from [1])
Chapter 2
Theoretical Introduction
The flow in an aircraft fuel system can be described by the conservation equations
of mass, momentum and energy for viscous Newtonian fluids. Ultimately, this
chapter presents the well known Navier-Stokes equations, whilst introducing as-
pects of fluid mechanics essential to the study of wall bounded flows. Of particular
relevance are the relations of fluid viscosity, shear stress and the velocity and
temperature distribution in the turbulent boundary layer. The approach towards
the governing equations follows that of Prandtl [52] and Schlichting [53].
2.1 Fluid viscosity
Understanding the role of viscosity is vital to understanding the mechanics of real
fluid flows. In some cases, considering a fluid as ’ideal’ (or being inviscid) may
yield an approximation of sufficient accuracy, perhaps in the case of particularly
low viscosity fluids (eg. gases), far removed from the presence of boundaries.
In these cases, only pressure forces normal to the fluid element are considered
important. In reality however, viscosity is always at work, as a tangential force,
or ’inner friction’ of the fluid, working to oppose any forces acting to change the
shape of a packet of fluid.
The effect of fluid viscosity can be demonstrated by considering a force balance
for the simple case of two-dimensional flow between two long parallel plates. One
plate is at rest, while the other plate moves with velocity U . Assuming that (due
to friction), the fluid velocity at the surface of each plate is equal to the plate
velocity (the no-slip boundary condition), and the fluid is Newtonian such that
there is a linear distribution of fluid velocity between the two plates, the fluid
5
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Figure 2.1: Shear flow between a moving and stationary plate
velocity is proportional to the distance from the lower plate;
u(y) =
y
h
U (2.1.1)
The viscosity of the fluid acts to oppose the motion of the upper plate (an equal
and opposite force is exerted on the lower stationary plate) and the force per unit
area may be described by;
F
A
= const u
y
(2.1.2)
The force on the plate per unit area (F
A
) is more commonly denoted as the shear
stress (τ), and the term u
y
can be replaced by the gradient, du
dy
. In practice, it is
observed that to overcome the shear stress and keep the plate moving at velocity
U, a force must be applied to the top plate.
In differential form the result is Newton’s law of friction;
τ = µ du
dy
(2.1.3)
The constant of proportionality, µ is known as the dynamic viscosity of the fluid,
and has units of kg/ms or Ns/m2. A further viscosity term, the kinematic viscos-
ity may be derived by equating the fluid dynamic viscosity and density (ν = µ
ρ
),
the usefulness of which will be described later.
With this simple equation for fluid viscosity, it is possible to derive the Hagen-
Pouiseille law for pressure drop for viscous flow in a circular pipe:
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Figure 2.2: Shear in pipe flows
A pressure difference across the pipe (P1 − P2) results in a force (P1 − P2)pir2 on
a cylindrical element of fluid (radius, r). An equal and opposite force is produced
by friction on the pipe wall (2pi r l τ). Equating the forces results in;
− τ = P1 − P2
l
r
2 (2.1.4)
substituting equation (x.x) into τ = µ∂u
∂r
, rearranging and integrating gives the
velocity profile;
u(r) = P1 − P24µ l (R
2 − r2) (2.1.5)
The volume flow rate is thus;
Q =
∫ R
0
u 2pi r dr = pi R
4
8µ
P1 − P2
l
(2.1.6)
2.2 Reynolds number
Considering the volume element (dx, dy, dz) and evaluating the balance of frictional
and inertial forces acting on the element (for steady flow in the x direction);
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Figure 2.3: Shear forces on a volume element due to friction
The inertia force is expressed by;
ρ
du
dt
= ρ∂u
∂x
dx
dt
= ρ u ∂u
∂x
(2.2.1)
The frictional force is expressed by;
(τ + ∂τ
∂y
dy) dx dz − τ dx dz = ∂τ
∂y
dx dy dz (2.2.2)
The frictional force per unit volume can be described in terms of Newton’s law of
friction;
∂τ
∂y
= µ ∂
2u
∂y2
(2.2.3)
Therefore;
inertia force
friction force =
ρ u ∂u
∂x
µ ∂
2u
∂y2
(2.2.4)
Relating the velocity at any point to a characteristic velocity ’U ’ and a character-
istic length ’D’ (the duct diameter), then;
∂u
∂x
∼ U
D
and ∂
2u
∂y2
∼ U
D2
(2.2.5)
Thus the ratio of inertia force to friction force is;
Re = ρU
2/D
µU/D2
= ρU D
µ
= U D
ν
(2.2.6)
The Reynolds number can be shown to be dimensionless by evaluating the units;
ρU D
µ
= kg
m3
m
s
m
ms
kg
= 1 (2.2.7)
Re is hugely significant - since two flows of different density and viscosity in
CHAPTER 2. THEORETICAL INTRODUCTION 9
pipes of different diameters will show mechanical similarity if they have equal
Re. Furthermore, considering a duct of constant area and for flow with constant
density and viscosity, two conditions may be considered;
a) Frictional forces  inertia force
The flow is laminar, fluid flow is seen to move parallel to the pipe walls, in lay-
ers. There is no mixing (transfer of momentum) perpendicular to the flow direction.
b) Frictional force  inertia force
The flow is turbulent - displaying highly irregular, random, fluctuating motion.
Wall-normal mixing is greatly enhanced.
2.3 Conservation equations for viscous, incom-
pressible, laminar flow
By evaluating the normal and tangential components of fluxes and stresses on
an infinitesimally small three dimensional fluid element, it is possible to derive
general equations of motion for fluid flow. The equations can be simplified by
making further assumptions about flow (ie. constant fluid properties and / or
steady state flow). Turbulence further complicates the system of equations and
will be introduced later. Although the fluid element is considered infinitesimally
small, the size of the element is still much larger than the intermolecular distance
such that the fluid obeys continuum mechanics.
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2.3.1 Mass continuity
Figure 2.4: Mass flux across a volume element dx dy dz
Considering the mass flux in the x direction;
Rate of change of mass in the element = mass flux in - mass flux out
∂ρ
∂t
dx dy dz = ρ u dy dz − (ρ u+ ∂(ρ u)
∂x
dx) dy dz (2.3.1)
(with similar expressions in y and z). Thus;
∂ρ
∂t
dx dy dz =
(
ρ u− (ρ u+ ∂(ρ u)
∂x
dx)
)
dy dz
+
(
ρ v − (ρ v + ∂(ρ v)
∂y
dy)
)
dx dz
+
(
ρw − (ρw + ∂(ρw)
∂z
dz)
)
dx dy (2.3.2)
Which, for an incompressible fluid (dρ
dt
= 0) reduces to;
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0 (2.3.3)
Or, in compact, vector form;
∇v = 0 where ∇ =
(
d
dx
,
d
dy
,
d
dz
)
(2.3.4)
2.3.2 Conservation of momentum
The same approach is applied to the momentum flux through the volume. The
analysis is complicated by the fact that momentum is a vector quantity, and all
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Figure 2.5: Momentum fluxes across a volume element dx dy dz
three velocity components must be evaluated.
Rate of change of momentum in the volume =
sum of momentum flux in
- sum of momentum flux out
+ sum of surface shear and normal stresses
+ body forces acting on the volume mass
Considering only the x component of momentum;
Rate of change of momentum;
d(ρ u)
∂t
dx dy dz (2.3.5)
Momentum flux in;
(ρ u)u dy dz = ρ u u dy dz (2.3.6)
Momentum flux out; (
ρ u u+ ∂(ρ u u)
∂x
dx
)
dy dz (2.3.7)
Equivalent expressions are formulated for surfaces dx dz and dx dy but with com-
ponents of velocity v and w. Thus there are 3 expressions for momentum flux for
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each surface (9 in total for momentum flux).
Figure 2.6: Surface forces (normal and shear)
Now the change in momentum arising from normal and tangential stresses (surface
forces) and external forces (body or volume forces) must be considered.
The stress terms as defined as τ1,2, were index 1 indicates the surface on which
the stress acts, and index 2 indicated the direction of the force from the resulting
stress. A force is positive if the surface normal points in the positive coordinate
direction and negative if if point in the negative coord direction.
The three normal and shear stress terms for the x component of momentum are;(
− τxx + (τxx + ∂τxx
∂x
dx)
)
dy dz (2.3.8)(
− τyx + (τyx + ∂τyx
∂y
dy)
)
dx dz (2.3.9)(
− τzx + (τzx + ∂τzx
∂z
dz)
)
dx dy (2.3.10)
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The volume force term (eg. for gravitational effects) is defined as F = (Fx, Fy, Fz),
therefore the total momentum balance in the x direction is;
∂
(ρ u)
∂t
+ ∂(ρ u u)
∂x
+ ∂(ρ u v)
∂y
+ ∂(ρ uw)
∂z
= Fx +
∂τxx
∂x
+ ∂τyx
∂y
+ ∂τzx
∂z
(2.3.11)
(with equivalent expressions in the y and z directions).
The surface stresses are the sum of the hydrostatic pressure and viscous stresses
from velocity gradients. Decomposing the normal stresses into components of
pressure (p) and fluid friction (σxx,yy,zz), eg;
τxx = σxx − p
and substituting;
(∂ρ u)
∂t
+ ∂(ρ u
2)
∂x
+ ∂(ρ u v)
∂y
+ ∂(ρ uw)
∂z
= Fx − ∂p
∂x
+ ∂σxx
∂x
+ ∂τyx
∂y
+ ∂τzx
∂z
with equivalent expressions in the y and z directions.
Expressing the normal and shear viscous stresses in terms of velocity gradients;
σxx = 2µ
∂u
∂x
− 23 µ
(
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
)
(2.3.12)
(with similar expressions for σyy,zz. For incompressible flow, the continuity equa-
tion = 0 therefore the last term can be omitted).
τyx = τxy = µ
(
∂v
∂x
+ ∂u
∂y
)
(2.3.13)
τzx = τxz = µ
(
∂u
∂z
+ ∂w
∂x
)
(2.3.14)
τyz = τzy = µ
(
∂w
∂y
+ ∂v
∂z
)
(2.3.15)
CHAPTER 2. THEORETICAL INTRODUCTION 14
Resulting in the Navier-Stokes equations for laminar, incompressible flow;
Full form
ρ
(
∂u
∂t
+ ∂u
2
∂x
+ ∂v u
∂y
+ ∂w u
∂z
)
=
Fx − ∂p
∂x
+ ∂
∂x
[
2µ ∂u
∂x
]
+ ∂
∂y
[
µ
(
∂u
∂y
+ ∂v
∂x
)]
+ ∂
∂z
[
µ
(
∂w
∂x
+ ∂u
∂z
)]
(2.3.16)
Non-conservative form
ρ
(
∂u
∂t
+ u ∂u
∂x
+ v ∂u
∂y
+ w ∂u
∂z
)
= Fx − ∂p
∂x
+ µ
(
∂2u
∂x2
+ ∂
2u
∂y2
+ ∂
2u
∂z2
)
(2.3.17)
Vector form
ρ
(
∂v
∂t
+ (v∇)v
)
= F−∇p+ µ4v (2.3.18)
2.3.3 Energy conservation
Figure 2.7: Convective energy flux across a volume element dx dy dz
Rate of change of total energy in a volume element =
sum of energy fluxes entering and exiting the flow
+ sum of energy fluxes entering and exiting by means of heat conduction
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+ sum of work done on volume element due to pressure, normal stress and shear
stress forces
+ external energy input
+ work done per unit time due to effect of volume forces
The total energy within volume element is the sum of the internal energy and the
kinetic energy;
ρ e dx dy dz + ρ v
2
2 dx dy dz (2.3.19)
Therefore the rate of change within element is;
dE˙ =
∂[ρ (e+ v22 )]
∂t
dx dy dz (2.3.20)
Considering energy flux in and out for all faces;
E˙ =
[
ρ (e+ v
2
2 )u−
(
ρ (e+ v
2
2 )u+
∂(ρ (e+ v22 )u)
∂x
dx
)]
dy dz
+
[
ρ (e+ v
2
2 ) v −
(
ρ (e+ v
2
2 ) v +
∂(ρ (e+ v22 ) v)
∂y
dy
)]
dx dz
+
[
ρ (e+ v
2
2 )w −
(
ρ (e+ v
2
2 )w +
∂(ρ (e+ v22 )w)
∂z
dz
)]
dx dy
Which simplifies to;
E˙ = −
(
∂(ρ (e+ v22 )u)
∂x
+
∂(ρ (e+ v22 ) v)
∂y
+
∂(ρ (e+ v22 )w)
∂z
)
dx dy dz (2.3.21)
Taking into account conduction via temperature gradients across the element ( ˙dQ);
q˙ = −k dT
dx
(2.3.22)
As above, dQ˙ = ˙qin − (q˙out+ change in q˙ over the elemental length), thus for all
three faces;
dQ˙ =
(
∂
∂x
(k ∂T
∂x
) + ∂
∂y
(k ∂T
∂y
) + ∂
∂z
(k ∂T
∂z
)
)
dx dy dz (2.3.23)
Taking into account the work done ˙dA on the volume element by pressure (p),
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normal stress (σxx) and shear stress (τxy,xz) (as in the previous expressions, the in
and out terms cancel - the simplified form is shown for brevity);
dA˙x =
(
− ∂(p u)
∂x
+ ∂(σxx u)
∂x
+ ∂(τxy v)
∂x
+ ∂(τxz w)
∂x
)
dx dy dz
dA˙y =
(
− ∂(p v)
∂y
+ ∂(τyx v)
∂y
+ ∂(σyy v)
∂y
+ ∂(τyz w)
∂y
)
dx dy dz
dA˙z =
(
− ∂(pw)
∂z
+ ∂(τzx u)
∂z
+ ∂(τzy v)
∂z
+ ∂(σzz w)
∂z
)
dx dy dz
(∂A˙ = ∑ dA˙x, dA˙y, dA˙z)
The total energy balance is thus;
∂(ρ [e+ v22 ])
∂t
=
−
(
∂(ρ (e+ v22 )u)
dx
+
∂(ρ (e+ v22 ) v)
dy
+
∂(ρ (e+ v22 )w)
dz
)
dx dy dz
+
(
∂
∂x
(k ∂T
∂x
) + ∂
∂y
(k ∂T
∂y
) + ∂
∂z
(k ∂T
∂z
)
)
dx dy dz
+
(
− ∂(p u)
∂x
+ ∂(σxx u)
∂x
+ ∂(τxy v)
∂x
+ ∂(τxz w)
∂x
)
dx dy dz
+
(
− ∂(p v)
∂y
+ ∂(τyx v)
∂y
+ ∂(σyy v)
∂y
+ ∂(τyz w)
∂y
)
dx dy dz
+
(
− ∂(pw)
∂z
+ ∂(τzx u)
∂z
+ ∂(τzy v)
∂z
+ ∂(σzz w)
∂z
)
dx dy dz
+ F v + ρ q˙s (2.3.24)
where F v is the work done due to the effect of volume forces and ρ q˙s is a source
term for external energy.
Recalling equations 2.3.12 - 15 for the formulation of normal and shear stresses in
terms of velocity gradients and using the continuity equation results in the energy
equation (in conservation form), in terms of internal energy;
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ρ
(
∂e
dt
+ u ∂e
∂x
+ v ∂e
∂y
+ w ∂e
∂z
)
=(
∂
∂x
[
k
∂T
∂x
]
+ ∂
∂y
[
k
∂T
∂y
]
+ ∂
∂z
[
k
∂T
∂z
])
− p (∇v) + µφ+ ρ q˙s (2.3.25)
where φ is the dissipation function, accounting for the rate at which kinetic energy
is converted to thermal energy due to viscous effects. Note that for incompressible
flow, ∇v = 0.
The energy equation can be expressed in alternative forms using the thermody-
namic relations;
e = cv T
h = e+ p
ρ
= cp T
e = cp T − p
ρ
ρ cp
(
∂T
dt
+ u ∂T
∂x
+ v ∂T
∂y
+ w ∂T
∂z
)
=
β T
(
∂p
∂t
+ u ∂p
∂x
+ v ∂p
∂y
+ w ∂p
∂z
)
+
(
∂
∂x
[
k
∂T
∂x
]
+ ∂
∂y
[
k
∂T
∂y
]
+ ∂
∂z
[
k
∂T
∂z
])
+ µφ+ ρ q˙s (2.3.26)
where β is the coefficient of thermal expansion. The energy equation can be
expressed in more compact form, assuming constant cv, µ, k, ρ;
ρ cv
dT
dt
= k∇2 T + φ (2.3.27)
2.4 Reynolds Averaged Navier-Stokes Equations
When the inertial forces in a flow are very much greater than the resistance
to motion provided by the fluid viscosity, shear dominates and highly chaotic,
rotational structures (eddies) of many sizes dominate the flow. The eddies are in
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a continual state of creation and dissipation, with the largest structures, driven
by the external conditions, disintegrating into smaller areas of rotation, and so on.
As a result, mixing between fluid layers is greatly enhanced, and flow quantities
deviate from the stable nature of ordered laminar flow. Reynolds first visualised
the radically different structure of turbulent flow with respect to laminar flow
by injecting dye into the fluid and noting the dispersion of the dye. Reynolds
also provided a simple mathematical description of turbulence via analysis of the
fluctuation of a flow quantity with time.
Following the approach of Reynolds, the flow quantities (eg. velocity, pressure
and temperature) in turbulent flow may be described by decomposition into a
time-averaged component (a and an instantaneous fluctuation (a′). For example;
a(x, y, z, t) = a(x, y, z) + a′(x, y, z, t) (2.4.1)
where a = 1
T
∫ T
0 u(x, y, z, t) dt
Figure 2.8: Reynolds decomposition of turbulent signal
The fluctuating components influence the mean components in such a way that
the mean components experience an apparent resistance to motion, termed the
’apparent’, ’turbulent’ or ’eddy’ viscosity’.
2.4.1 Reynolds stresses
Considering the momentum transfer across a small area of fluid, ’dA’ (surface
normal perpendicular to the bulk fluid) in turbulent flow as a result of a turbulent
fluctuation normal to the surface (v′). Fluid particles pass from a lower region,
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through the surface to an adjacent upper region.
Figure 2.9: Transfer of momentum due to fluctuating velocity
The mass flow rate of fluid passing through dA is;
ρ v′ dA (2.4.2)
The x component of momentum flux of the fluid moving through dA is;
ρ v′ dAu′ (2.4.3)
The increase in momentum is accompanied by a decrease in momentum of the fluid
in the adjacent upper layer. The horizontal force (rate of change of momentum)
acting on the fluid element dA due to the passing of fluid through the surface is
therefore;
(ρ v′ dA)(−u′) = −ρ u′v′ dA (2.4.4)
Since rate of change of momentum = force, dividing by dA gives a term with the
units of stress. Thus, the turbulent shear stress τ ′xy = −ρu′v′ where u′v′ (as the
notation suggests) is the time average of the product of the fluctuating velocity
components u′ and v′. An important note is that while a′ = 0, a′ b′ 6= 0.
This is more easily realised by considering a physical description. The fluid packet
is projected upwards in the flow by the fluctuation v′ > 0. The fluid packet comes
from a region with lower average streamwise velocity u, resulting in a negative u′
effect for the fluid layer above the surface dA. Conversely, fluid passing downwards
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through the surface as a result of a v′ < 0 fluctuation comes from a higher average
streamwise velocity, therefore the fluid layer below dA feels an increase in u′.
In essence, positive u′ is associated with negative v′, and vice versa. The time
average u′v′ is non zero and usually negative.
Figure 2.10: Typical correlation of u′v′
The additional apparent stresses due to turbulence must be added to the steady
laminar stresses and are included in the turbulent Reynolds equations.
2.4.2 Reynolds equations for turbulent flow
For turbulent flow, decomposition of the flow quantities into mean and fluctuating
components and time averaging complicates the general equations of motion for
laminar flow (as derived earlier) by introducing additional terms to the momentum
and energy equations.
In the process of time averaging the general equations, some rules are implemented
(a and b are flow quantities):
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∂a
∂b
= ∂a
∂b
a+ b = a+ b
a b = a b
a′ = 0
2.4.2.1 Continuity equation
For brevity, index notation will be used (i=1,2,3 where 1=x, 2=y, 3=z);
Time averaging and Reynolds decomposition of the continuity equation (incom-
pressible flow) yields:
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0 (2.4.5)
∂ui + ui′
∂xi
= 0 (2.4.6)
∂ui + ui′
∂xi
= ∂ui
∂xi
+ ∂u
′
i
∂xi
= ∂ui
∂xi
(2.4.7)
The continuity equation is unaffected by time averaging since the term ∂u
′
i
∂xi
= 0,
therefore
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0 (2.4.8)
2.4.2.2 Momentum equations
The momentum equation in the x direction will be used for example. Taking the
time average;
ρ
(
∂u
∂t
+ ∂u
2
∂x
+ ∂(u v)
∂y
+ ∂(uw)
∂z
)
= Fx − ∂p
∂x
+ ∂σxx
∂x
+ ∂τyx
∂y
+ ∂τzx
∂z
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Decomposition of the velocity components results in;
∂(u+ u′)2
∂x
+ ∂(u+ u
′) (v + v′)
∂y
+ ∂(u+ u
′) (w + w′)
∂z
=
∂(u2)
∂x
+ ∂(u
′2)
∂x
+ ∂(2uu
′)
∂x
+ ∂(u v)
∂y
+ ∂(u v
′)
∂y
+ ∂(u
′ v)
∂y
+ ∂(u
′ v′)
∂y
+ ∂(uw)
∂z
+ ∂(uw
′)
∂z
+ ∂(u
′w)
∂z
+ ∂(u
′w′)
∂z
Since the barred square terms are already constant with time they remain un-
changed. Terms which are linear in the fluctuating quantities drop away (∂u′
dt
and
∂2u′
∂x2 ). Terms which are quadratic in the fluctuating quantities remain (u′2 and u′v′);
= ∂(u
2)
∂x
+ ∂(u
′2)
∂x
+ ∂(u v)
∂y
+ ∂(u
′ v′)
∂y
+ ∂(uw)
∂z
+ ∂(u
′w′)
∂z
Thus the Reynolds averaged momentum equations become;
ρ
(
∂(u)
∂t
+ ∂(u
2)
∂x
+ ∂(u v)
∂y
+ ∂(uw)
∂z
)
= Fx − ∂p
∂x
+ ∂σxx
∂x
+ ∂τ yx
∂y
+ ∂τ zx
∂z
− ρ
(
∂(u′2)
∂x
+ ∂(u
′ v′)
∂y
+ ∂(u
′w′)
∂z
)
(2.4.9)
ρ
(
∂(v)
∂t
+ ∂(v u)
∂x
+ ∂(v
2)
∂y
+ ∂(v w)
∂z
)
= Fy − ∂p
∂y
+ ∂τxy
∂x
+ ∂σyy
∂y
+ ∂τ zy
∂z
− ρ
(
∂(v′ u′)
∂x
+ ∂(v
′2)
∂y
+ ∂(v
′w′)
∂z
)
(2.4.10)
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ρ
(
∂(w)
∂t
+ ∂(w u)
∂x
+ ∂(w v)
∂y
+ ∂(w
2)
∂z
)
= Fz − ∂p
∂z
+ ∂τxz
∂x
+ ∂τ yz
∂y
+ ∂σzz
∂z
− ρ
(
∂(w′ u′)
∂x
+ ∂(w
′ v′)
∂y
+ ∂(w
′2)
∂z
)
(2.4.11)
Note that the complete stresses due to viscosity and turbulence then become (for
example);
σxx = 2µ
∂u
∂x
− ρu′2
τxy = µ
(
∂u
∂y
+ ∂v
∂x
)
− ρu′v′
2.4.2.3 Energy equation
The turbulent kinetic energy (k) equation
The kinetic energy equation or ’budget’, is useful for the study of turbulent flows
and describes the balance of convection, production, diffusion (turbulent and
viscous) and dissipation of turbulent kinetic energy.
The turbulent kinetic energy is usually defined as;
k = 12q
2 = 12(u
′2 v′2w′2) (2.4.12)
For steady flow and constant fluid properties, the turbulent kinetic energy equation
is;
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(1) ρ
(
u
∂k
∂x
+ v ∂k
∂y
+ w ∂k
∂z
)
=
(2) − ∂
∂x
[u′ (p′ + ρ q
2
2 )]−
∂
∂y
[v′ (p′ + ρ q
2
2 )]−
∂
∂z
[w′ (p′ + ρ q
2
2 )]
(3) + µ
[
∂2
∂x2
(k + u′2) + ∂
2
∂y2
(k + v′2) + ∂
2
∂z2
(k + w′2)
+ 2
(
∂2 u′v′
∂x∂y
+ ∂
2 v′w′
∂y∂z
+ ∂
2w′u′
∂z∂x
)]
(4) − ρ
(
u′2
∂u
∂x
+ u′v′ ∂v
∂x
+ u′w′ ∂w
∂x
+ u′v′ ∂u
∂y
+ v′2 ∂v
∂y
+ v′w′ ∂w
∂y
+ u′w′ ∂u
∂z
+ v′w′ ∂v
∂z
+ w′2 ∂w
∂z
)
(5)− ρ
(2.4.13)
Table 2.1: Turbulent kinetic energy budget
Term Describes
(1) Convection by mean flow
(2) Turbulent diffusion
(3) Viscous diffusion
(4) Turbulence production
(5) Dissipation
Figure 2.11: TKE budget for the near wall region (DNS data of Kim et al [2])
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Turbulent thermal energy equation
For turbulent flow, two additional terms occur in the thermal energy equation
due to turbulent heat transport and dissipation. The thermal energy equation
becomes (assuming constant physical properties);
(1) ρ cp
(
u
∂T
∂x
+ v ∂T
∂y
+ w ∂T
∂z
)
=
(2) k
(
∂2T
∂x2
+ ∂
2T
∂y2
+ ∂
2T
∂z2
)
(3) − ρ cp
(
∂u′ T ′
∂x
+ ∂
2v′ T ′
∂y
+ ∂
2w′ T ′
∂z
)
(4) + φ
(5) + ρ
(2.4.14)
Table 2.2: Turbulent thermal energy equation terms
Term Describes
(1) Convection by mean flow
(2) Molecular heat transport
(3) Turbulent heat transport
(4) Direct dissipation
(5) Turbulent dissipation
2.4.3 Closure of the Reynolds equations
The additional Reynolds stresses arising from turbulent fluctuations are unknown,
and leave the Reynolds equations unclosed. Additional equations are required to
express the Reynolds stresses based on the mean flow quantities.
2.4.3.1 Boussinesq eddy viscosity hypothesis
Considering a simplified form of the x-momentum equation for the boundary layer:
ρ
(
u
∂u
∂x
+ v ∂u
∂y
)
= −∂p
∂x
+ ∂
∂y
(
µ
∂u
∂y
− ρu′v′
)
(2.4.15)
therefore, the total shear stress due to viscosity and the resistance to motion by
turbulence fluctuations;
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τtotal = µ
∂u
∂y
− ρu′v′ (2.4.16)
Boussinesq proposed that the contribution of shear stress due to turbulent fluc-
tuations be analogous to Newtons law of friction and be related to the mean
velocity;
τturb = µt
∂u
∂y
(2.4.17)
where µt is called the eddy / turbulent viscosity or νt (the kinematic eddy
viscosity or the eddy diffusivity of momentum). The total shear stress can then
be formulated as;
τtotal = (µ+ µturb)
∂u
∂y
= ρ(ν + νturb)
∂u
∂y
(2.4.18)
2.4.3.2 Prandtl mixing length
Prandtl developed a model for turbulent viscosity based on the idea of the ’mixing
length’. Key to the idea is the correlation between u′ and v′ and that u′v′ 6= 0
Figure 2.12: Prandtl mixing length model
Considering a liquid element in the boundary layer with mean velocity u(y) dis-
placed from position y to y + L by a velocity fluctuation.
∆u = u(y + L)− u(y) or ∆u = l ∂u
∂y
which is the same order of magnitude as u′.
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Prandtl then assumed u′ and v′ were the same order of magnitude resulting in;
τturb = −(u′v′) = (∆u)2 = ρ l2
∣∣∣∣∣∂u∂y
∣∣∣∣∣ ∂u∂y (2.4.19)
Note: negative u′ is associated with positive v′ and vice versa, therefore the
product (u′v′) is always < 0. The absolute value |∂u
∂y
| is taken to ensure negative
∂u
∂y
produces negative τt.
The eddy viscosity, νt can be expressed in terms of the Prandtl mixing length;
νt = l2
∣∣∣∣∣∂u∂y
∣∣∣∣∣ (2.4.20)
2.4.4 Wall bounded turbulent flow - velocity profiles
For wall bounded flows, there are two important considerations;
a) At the wall, due to the no slip boundary condition (u(y=0) = 0), there must be
a very small viscous region due to the reduction in fluid inertia caused by the
frictional resistance of wall.
b) The mixing length must tend to 0 at the wall.
2.4.4.1 Inner layer : Prandtl law of the wall
In the analysis that follows it is assumed that τ = τwall = constant
Recalling that;
τtotal = µ
∂u
∂y
+ ρl2
(
∂u
∂y
)2
(2.4.21)
Assuming sufficiently large Re such that the second term is very much larger
than the first viscous term, and sufficient distance from the wall such that viscous
effects are negligible, in important term is defined called the friction velocity (U∗),
which has the same order of magnitude as the the fluctuating velocities due to
turbulence (u′,v′);
U∗ =
√
τ
ρ
= l ∂u
∂y
=
√
u′v′ (2.4.22)
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The mixing length is assumed to be related to the distance from the wall, y such
that;
l = κ y
where κ is the von Karman constant. Therefore;
U∗ = κ y du
dy
du
dy
= 1
κ
U∗
y
du = 1
κ
U∗
y
dy
Integrating yields the logarithmic wall law;
u = U∗ 1
κ
ln y + C (2.4.23)
Or, alternatively by dimensional reasoning;
U = f(y, U∗, ν)
u
U∗
= f
(
y U∗
ν
)
The dimensionless logarithmic velocity profile for the turbulent boundary layer
becomes;
u
U∗
= 1
κ
ln
(
y U∗
ν
)
+ C1 (2.4.24)
or,
u+ = 1
κ
ln (y+) + C1 (2.4.25)
where ν
U∗ can be considered as a viscous length, u
+ = u
U∗ and y
+ = y U∗
ν
.
Prandtl proposed that the wall law for rough walls be of the form;
u+ = 1
κ
ln (k+) + C1r (2.4.26)
for small roughness where k+ = k U∗
ν
is the roughness Reynolds number and the
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viscous length scale is still relevant.
Or, for large roughness;
u+ = 1
κ
ln (y
k
) + C1 r (2.4.27)
2.4.4.2 Outer layer: velocity defect law (von Karman)
Towards the turbulent core, in the outer regions of the boundary layer, the viscous
length scale ( ν
U∗ ) is no longer appropriate since the turbulent shear stress is many
times greater than the viscous stress. The functional dependence of the velocity
with the flow variables can be written as;
Umax − u(y)
U∗
= g (η) = g( y
R
) (2.4.28)
where normalisation is by the pipe radius, R in this case.
The non dimensional velocity distribution for the outer layer (also known as the
velocity defect law) is;
Umax − u(y)
U∗
= −1
κ
ln
y
R
+ C2 (2.4.29)
The universal wall laws have been confirmed by experiment, yielding:
Inner law:
u+ = 10.4 ln (y
+) + 5.5 (2.4.30)
Velocity defect law:
Umax − u(y)
U∗ = −
1
0.4 ln(
y
R
) + 0.8 (2.4.31)
although other constants have been calculated by for other types of flows (see [54]).
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Figure 2.13: Universal smooth wall velocity distributions, DNS data of Kim et al
[2]. Left: outer layer. Right: inner layer
2.4.5 Smooth pipe friction factor
The Darcy friction factor (λ) is defined as;
λ = 8 τw
ρUavg
2 = 8
(
U∗
Uavg
)2
(2.4.32)
The friction factor can be calculated from the average bulk velocity, rather than
the maximum velocity.
Laminar flow
The velocity profile in a circular pipe in laminar flow can be shown to be;
u(r) = −R
2
4µ
(
dP
dx
)(
1− r
2
R2
)
The average velocity is;
Uavg =
2
R2
∫ R
0
u(r) r dr = −R
2
8µ
(
dP
dx
)
Uavg = −R
2
8µ
(
P2 − P1
l
)
P1 − P2 = 8µLUavg
R2
= 32µLUavg
D2
the pressure loss can be expressed as;
P1 − P2 = λ L
D
ρU2avg
2
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therefore;
λ = 64µ
ρV D
= 64
Re
(2.4.33)
Turbulent flow
With the velocity profile in the form;
Uavg
U∗
= 1
κ
ln
U∗D
ν
+ C ′2
where U0−Uavg
U∗ ≈ 3.75.
Forming U∗D
ν
as the product Uavg D
ν
U∗
2Uavg and recalling that λ = 8 (
U∗
Uavg
)2 results
in the Prandtl smooth pipe friction factor formula;
1√
λ
= 1
κ
√
8
ln (Re
√
λ) + C3 (2.4.34)
with experimentally determined constants 1
κ
√
8 = 0.87 and C3 = −0.8
2.5 Analogies for momentum, heat and mass
transfer for the boundary layer
The simplified forms of the 2D momentum, energy and species equations for
the boundary layer may be non dimensionalised with the substitution of certain
similarity parameters;
Distance: x∗ = x
L
, y∗ = y
L
Velocity: u∗ = u
Uavg
, v∗ = v
Uavg
Temperature: T ∗ = T − Ts
T∞ − Ts
Concentration: C∗a =
Ca − Cas
Ca∞ − Cas
Momentum (zero pressure gradient);
u
∂u
∂x
+ v∂u
∂y
= ν ∂
2u
∂y2
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becomes;
u∗
∂u∗
∂x∗
+ v∗∂u
∗
∂y∗
= ν
V L
∂2u∗
∂y∗2
or, since Re = V L
ν
;
u∗
∂u∗
∂x∗
+ v∗∂u
∗
∂y∗
= 1
Re
∂2u∗
∂y∗2
(2.5.1)
Energy (neglecting the viscous dissipation term);
u
∂T
∂x
+ v∂T
∂y
= α∂
2u
∂y2
becomes;
u∗
∂T ∗
∂x∗
+ v∗∂T
∗
∂y∗
= α
V L
∂2u∗
∂y∗2
or, with the Prandtl number, Pr = ν
α
u∗
∂T ∗
∂x∗
+ v∗∂T
∗
∂y∗
= 1
RePr
∂2u∗
∂y∗2
(2.5.2)
Species;
u
∂Ca
∂x
+ v∂Ca
∂y
= DAB
∂2Ca
∂y2
becomes;
u∗
∂Ca∗
∂x∗
+ v∗∂Ca
∗
∂y∗
= DAB
V L
∂2Ca∗
∂y∗2
or with the Schmidt number, Sc = ν
DAB
u∗
∂Ca∗
∂x∗
+ v∗∂Ca
∗
∂y∗
= 1
ReSc
∂2Ca∗
∂y∗2
(2.5.3)
2.5.1 Dimensionless gradients
Velocity gradient
τw = µ
∂u
∂y
=
(
µV
L
)
∂u∗
∂y∗
λ = 8τw
ρ V 2avg
= 8µ
ρV L
∂u∗
∂y∗
= 8
Re
∂u∗
∂y∗
From equation 2.5.1;
u∗ = f1(x∗, y∗, Re)
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∂u∗
∂y∗
= f2(x∗, Re)
Therefore;
λ = 8
Re
f2 (x∗, Re) (2.5.4)
Temperature gradient
Combining Fourier’s law for conduction at the solid-fluid interface;
qs = −kf ∂T
∂y y=0
with Newtons law of cooling:
qs = h(Ts − T∞)
The heat transfer coefficient for the thermal boundary layer becomes;
hx =
−k ∂T
∂y
Ts − T∞ = −
k
L
T∞ − Ts
L(Ts − T∞)
∂T ∗
∂y∗
= k
L
∂T ∗
∂y∗
Rearranging, the Nusselt number is formed;
Nux =
hx L
k
= ∂T
∗
∂y∗
= g2(x∗, Re, Pr) (2.5.5)
Nuavg =
havg L
k
= g3(Re, Pr) (2.5.6)
The Nusselt number is commonly expressed as a power law of the form;
Nu = C Rem Prn (2.5.7)
Concentration gradient
Combining expressions for mass diffusion and convection;
jA =
m˙A
As
− ρDAB ∂wa
∂y
= hmass(wa − wa,∞) (2.5.8)
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The Nu equivalent for mass transfer, the Sherwood number is;
Sh = hmass Lc
DAB
(2.5.9)
2.5.2 Reynolds analogy
When Pr = 1, the forms of the non dimensional boundary layer momentum and
energy equations become identical;
∂u∗
∂y∗
= ∂T
∗
∂y∗
(2.5.10)
The friction factor and convection coefficient can be related according to;
λ
Re
8 = Nu (2.5.11)
or alternatively;
λ
8 = St =
Nu
RePr
= Stm =
Sh
ReSc
(2.5.12)
where St is the stanton number, Stm the mass transfer stanton number, Sh the
sherwood number (hm L
DAB
) and Sc the Schmidt number ( ν
DAB
).
For Pr 6= 1, the analogy was modified by Chilton and Colburn;
λ
Re
8 = NuPr
−1/3 (2.5.13)
or;
λ
8 = St Pr
2/3 = Stmass Sc2/3 (2.5.14)
valid for 0.6 < Pr < 60 and 0.6 < Sc < 3000
Chapter 3
Literature Review
3.1 Physical and Chemical Aspects of Thermal
Stability
The following is a review of the literature describing mainly experimental work
which established the foundation for understanding fuel thermal stability. The
bulk of the studies were performed between 1960-2000. More recent experimental
work has been focused towards the quantification of reaction products and the
validation of reduced chemical kinetics mechanisms and numerical models by ex-
periment. For this reason, this review is centered around the earlier experimental
work, which is more relevant to this thesis.
3.1.1 Chemical aspects
Conventional aviation fuel is primarily composed of kerosene - hydrocarbons
distilled from petroleum between 150 and 290oC with between 5-15 carbon atoms
per molecule (C5 −C15). A variety of hydrocarbon species may be found: alkanes
(straight or branched), cyclo-alkanes, aromatics and alkenes (see appendix B
for molecular structures). Typical concentrations for alkenes are around 1-3%
vol [55] and aromatics are limited to 25% vol [56]. Trace compounds commonly
found in aviation fuel include those of sulphur (the most abundant and limited by
specification to 0.3%), nitrogen and oxygen. Fuels may be further processed to
convert trace compounds or reduce their concentration; for instance, sweetening -
in which thiols are converted to disulphides and hydrotreatment - which removes
or reduces many trace components as well as acids and alkenes [49]. Example
compositions of a conventional fuel and an alternative bio-fuel (Hydroprocessed
35
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Figure 3.1: Example composition of conventional and bio derived fuel
Esters and Fatty Acids) can be seen below.
The complete degradation mechanism is very complex, since kerosene is a mixture
of thousands of compounds, all of which react slightly differently. What can be
said with confidence is that for the bulk fluid temperature regime relevant to most
aircraft (100-300oC), insoluble species form primarily through the interaction of
fuel constituents with dissolved oxygen (liquid phase autoxidation). In its simplest
form, autoxidation can be described by a chain of several reactions, involving free
radicals, as shown in figure 3.2.
Figure 3.2: Basic liquid phase autoxidation mechanism
In the initiation step, thought to be metal catalyzed [50], an alkyl free radical
(R·) is formed. The alkyl free radical reacts with oxygen to form an unstable
alkylperoxy radical (RO2·). The alkylperoxy radical reacts mainly with a fuel
molecule (RH) to form stable hydroperoxide (ROOH) and another alkyl radical
(R·). It is further reactions of the unstable peroxide radical with trace compounds
that are thought to form species that are insoluble in fuel and which ultimately
form deposit [55] [57]. The rates of reaction are controlled by temperature, hy-
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Figure 3.3: Effect of deoxygenation (taken from [3])
drocarbon structure and oxygen concentration [50]. Evidence of the importance
of autoxidation reactions to deposition was found by Taylor [3], who observed a
reduction in rate of deposit formation for most fully (≈ 0ppm) deoxygenated fuels
(see figure 3.3). However, Ervin and Williams [58] found that for intermediate
levels of dissolved oxygen and partial consumption of the available oxygen (due
to temperature or residence time), deposition may actually be higher than the
air saturated case. In their experiments, initial oxygen concentrations of around
12ppm produced the greatest amount of deposit. Deposition was lowest when the
inlet dissolved oxygen concentration was of the same magnitude as the amount of
oxygen consumed.
Hydrocarbon type
Taylor [4] observed that for alkanes, rate of deposit formation decreased with
increasing carbon number. For the same carbon number, branched alkanes were
found to deposit more than straight chain alkanes. Addition of aromatics and
cycloalkanes to n-decane inhibited deposition (between 100-180oC) but the effect
was reduced at higher temperatures. Addition of alkenes to n-decane generally
increased deposit formation, with the effect strongly dependent on the type of
alkene added. A linear dependency was found between alkene concentration and
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rate of deposition. Wong and Bittker [59] studied the deposition from 4 aerated
pure hydrocarbons (n-decane, cyclohexane, l-hexene and benzene) between 150-
450oC. At low temperatures, all 4 fuels produced only a small amount of deposit.
At 350oC, l-hexene formed the largest amount of deposit, followed by cyclohexane.
Decane and benzene formed much less deposit. Alkenes are considered the most
deleterious to thermal stability due to their unsaturated nature and faster rate
of oxidation compared to other hydrocarbons. Alkanes and cycloalkanes contain
certain stronger carbon-hydrogen bonds resulting in a slower rate of oxidation
[49].
Hetero-atomic species
The concentration of sulphur, oxygen and nitrogen has been found to be much
greater in deposit than in unstressed fuel. Elemental analysis from several inves-
tigators was presented in [57]. Oxygen was the second most abundant element
after carbon. Nitrogen was found to be highly concentrated in deposits with a
concentration factor (mass in deposit / mass in fuel) of between 10000 - 300000.
The concentration factor for sulphur was 54 or greater. This presents a problem
in fully understanding the degradation process, since the reacting species found
abundantly in deposit represent only a tiny fraction of the composition of the
unstressed fuel (< 0.1ppm) [49]. The hydrogen-carbon ratio of deposit was found
to be significantly less than that of the fuel, indicating that the deposit is aromatic
in nature [60], [50].
Taylor [61] investigated the effect of trace sulphur on deoxygenated jet fuel by
addition of 3000ppm of certain sulphur compounds that could potentially be
present in jet fuel to a thermally stable fuel. Polysulfides, disulphides, sulfides
and thiols increased the rate of deposit formation. Mills and Kendall [62] also
found that rate of fouling increased with sulphur content on tests of 11 fuels in the
Single Tube Heat Transfer Rig (STHTR). Taylor also tested addition of nitrogen
and oxygen compounds to stable deoxygenated fuel [63]. The nitrogen compounds
were found to have little effect on deposit formation but peroxides significantly
enhanced deposition and some acids, esters and ketones were mildly deleterious.
Hazlett showed JFTOT breakpoint results that showed a reduction in thermal
stability with increasing nitrogen content in shale-derived fuels [57].
Treatment process
The effect of trace hetero-atomic species may also be seen through comparison
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of fuels that have been subject to different processing methods. Taylor [61], [3]
noted one fuel from the aforementioned studies that did not show a reduction in
deposition rate when deoxygenated. The behaviour was attributed to an increase
in the concentration of disulphides from the ’doctor sweetening’ process. Kendall
et al [1] showed data displaying a clear distinction between the rate of deposition
for sweetened and hydrotreated fuels (figure 3.4). Hydrotreatment significantly
reduces concentrations of heteroatomic compounds and alkenes, which have been
shown to be detrimental to fuel thermal stability [49].
Figure 3.4: Effect of fuel processing on fuel thermal stability (taken from [1])
Effect of metal surfaces and dissolved metals
Fuel may be exposed to metals at many points from refinery to aircraft. As a
result, trace amounts of metals may be dissolved in fuel, some of which have been
shown to be detrimental to thermal stability. In these cases, oxidation reactions
responsible for deposit formation are believed to be catalysed homogeneously. The
oxidation reaction may also be catalysed heterogeneously at a heated metal wall.
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Copper has been found by many investigators to significantly reduce thermal
stability, even in small concentrations (10ppb). Iron, zinc and lead have also
been identified as deleterious trace metals, although the concentrations to reduce
thermal stability were higher (200ppb lead, 100 - 200ppb zinc and 25 - 100ppb iron)
[50]. Taylor [64] doped a fuel with 50ppm of Iron, Nickel, Copper and Cobalt
metal acetylacetonates. Deposition rate was increased by a factor of 40 with
respect to the baseline fuel. Copper was the most deleterious and there was
no discernible difference between the other metals. Copper and high vanadium
content titanium alloy surfaces were found to have a strong worsening effect
on thermal stability, indicating the role of heterogeneous wall reactions in free
radical production. Mills and Kendall [62] found that a fuel of average thermal
stability exhibited an increase in deterioration of heat transfer coefficient from
0.26% to 5.9% when doped with 30µg/L of copper. Colbert and Nowack [65]
tested fuels with dissolved copper concentrations between 50 - 800ppb with the
HiReTS and found a good correlation between dissolved copper concentration and
carbon deposition rate. It was also suggested that deposits from fuels with large
copper concentrations were compositionally different than copper-free fuels, since
post-test carbon burn off analysis showed poor correlation with the observed rise in
outer wall temperature from the insulating effect of the deposit on the test section.
Difference in deposit colour from copper containing fuels was also described in [50].
Smith [66] investigated the effect of many different metal surfaces using the CRC
coker. Metal was either applied as a foil or flame sprayed on the standard alu-
minium heater tube. Tests were conducted with fuel-surface contact times equal
to 10s and 360mins and the threshold temperature (highest temperature at which
there was an appreciable change in tube deposit rating and filter pressure drop)
was compared against the standard aluminium case. Most steels studied had no
effect on severity of deposition. Nickel alloys were found to have a slight harmful
effect above 165oC, as were some alloys containing up to 4% copper. Titanium
was not observed to worsen deposition. The worst performing metals were copper,
copper alloys and brazing alloys (containing 17% copper), which were noted to
promote significant deposition. It was also observed that harmful amounts of
copper were picked up by the test fuel at ambient temperatures from alloys such
as brass and gunmetal - highlighting the importance of fuel transportation and
storage to the overall thermal stability problem.
Hazlett [67] used heater tubes of three metallurgies during tests of n-dodecane
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with the JFTOT. A small difference was observed in rate of oxidation, with 6061
aluminium having the least effect and 304 / 316 stainless steel being slightly worse.
Heater tube metallurgy was not found to alter the yield of reactant products.
Wong and Bittker [59] also compared aluminium and 316 SS heater tubes in their
study of n-decane in the JFTOT. Breakpoint temperatures for the aluminium
tube were around 30oC higher than for steel. In addition, Clark and Thomas [68]
found stainless steel to produce a 50% enhancement in deposition after 1 hour in
the JFTOT compared to an aluminium tube. Beyond a certain point, deposition
rate became constant and independent of tube material - highlighting the fact
that wall metallurgy is only relevant until the surface becomes fouled. It was also
reported that for long duration tests, deposition on 6061 aluminium tubes was
greatly reduced with respect to stainless steel. This was attributed to migration
of magnesium to the tube surface having a retarding effect on deposition. For this
reason, aluminium heater tubes for the JFTOT must not be reused. Similarly,
Stavinoha et al. [69] studied 316SS, 304SS, aluminium, magnesium, gold and cop-
per coatings on a JFTOT heater tube. Tests were conducted between 300-380oC
with a low sulphur Jet-A fuel with a breakpoint of 254oC. Deposit thicknesses
were measured via two methods. There was some disagreement between the
methods in ranking the metals. Auger ion milling ranked the materials (in order of
decreasing deposit thickness): copper > magnesium = 316SS > gold > aluminium.
The dielectric strength method (ASTM D149) ranked the materials: 316 SS >
304SS > gold > magnesium = aluminium = copper. The difference in rankings
was suggested to be due to the dielectric method being strongly influenced by
metal ions in the deposit. It was also noted that for magnesium, the deposit
was hemispherical, while flat, platelet type deposits were found for the other metals.
Ervin et al [70] tested stainless steel heater tubes and tubes treated with a non
reactive silica layer (silicosteel). They measured the rate of oxygen consumption
for temperature ranges corresponding to thermal-oxidative and pyrolytic condi-
tions for two fuels - a neat Jet-A and a Jet-A with additives. Complete oxygen
consumption was achieved with a bulk fuel temperature approximately 20oC
higher for both fuels with the treated tubes. The decreased rate of autoxidation
in the treated tube case was suggested to be due to the lack of active sites taking
part in the catalysed thermal disassociation of alkyl-hydroperoxides (free radicals
associated with this chemical process propagate and accelerate the oxidation
reaction). For the untreated tube, the rate of oxygen consumption was quickest for
the neat Jet-A. Additives appeared to have a small effect. The additive package
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included an antioxidant (intended to react with alkyl-peroxy free radicals and slow
the rate of autoxidation) and also Metal Deactivator Additive (MDA) - a chelating
agent for dissolved trace metals. The treated tube test with Jet-A plus additives
showed the slowest rate of autoxidation. It was also observed that in tests where
the length of treated surface was increased, the deposition profiles were shifted
upstream by practically the same distance. SEM analysis of the deposit formed
on the treated surface showed less numerous, smaller micro-spherical particles
compared to the untreated stainless steel wall.
3.1.2 Physical aspects
Time
Clark and Stevenson [46] observed the change of deposition rate with time using
the Mini Injector Feed Arm Rig (MIFAR) (see Appendix A), noting three main
phases to the deposition process. Initially, there was an induction period in which
limited deposition occurred (0-5hrs), followed by a period of higher, constant rate
deposition (5-15hrs) and finally, a drop in deposition rate (15-20hrs). Similar
observations were made in [65], [7], [71], [60], [72], [73]. Clark and Stevenson
suggested that the induction period was due to the difference in heat transfer
between the initially clean metal surface and the rougher, fouled surface. Smith
[71] came to the same conclusion. The ultimate reduction in deposition rate was
attributed to the insulating effect of large accumulations of deposit limiting the
heat flux to the fuel. Clark and Stevenson also showed that the induction period
and the post induction deposition rate for a particular fuel are directly related;
fuels with lower thermal stability tend to have a shorter induction period and
higher rate of deposition than a more thermally stable fuel.
Temperature
Smith conducted one of the first detailed investigations into fuel thermal instability
in [71]. Using the Single Tube Heat Transfer Rig (STHTR), the rate of decrease
in heat transfer coefficient was recorded for fuel outlet temperature between 150 -
208oC for eight fuels. The rate of decrease in heat transfer coefficient appeared to
increase almost exponentially with temperature.
Taylor [4] investigated the rate of deposit formation for various pure hydrocarbons
from 93 - 260oC. The rate of deposit formation was found to be well represented
by the Arrhenius expression for reaction rate:
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Figure 3.5: Deposition rates in arrhenius form for pure n-alkanes (taken from [4])
K = Ae−Ea/RT (3.1.1)
where K is the rate constant, T is the absolute temperature, Ea is the activation
energy, R is the universal gas constant and A is a pre-exponential factor which
depends on the fuel chemistry. Taking the natural logarithm results in:
ln k = Ea
R
1
T
+ ln(A) (3.1.2)
thus, plotting the natural logarithm of the deposition rate against 1/T yields a
straight line (see figure 3.5).
Marteney and Spadaccini studied the effects of temperature on JP-5 fuel in [72].
Dependence of deposition rate on initial wall temperature was again observed
to be well suited to an Arrhenius relationship, which qualitatively matches the
results obtained on JP-5 by Taylor [4]. The maximum rate of change of deposition
rate with temperature occurred between 277 - 327oC. Deposition rate peaked
between 327 - 377oC and reduced in excess of 377oC. The inflection of deposition
rate past 377oC was suggested to be due to either oxygen depletion or the onset
of pyrolysis - a chemically different mechanism of thermal decomposition to au-
toxidation at higher temperatures. The global activation energy was determined
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as 40kcal/mole. TeVelde and Glickstein [6] explored wall temperatures from
260-480oC and reported similar findings to those in [72]. Deposit formation rate
increased sharply, before plateauing at 370oC and decreasing linearly up to 480oC.
Mills and Kendall [62] presented data for 11 fuels in a well defined ’envelope’ of
results in Arrhenius form and Kendall et al [1] showed that fuels may be clearly
differentiated by processing method when presented in Arrhenius form (see fig.
3.4).
The significance of the Arrhenius relationship is that deposition rates may be
extrapolated across temperatures with reasonable confidence - thus providing a
justification for accelerated testing of fuels at higher temperatures for shorter
durations.
Pressure
Taylor [3] stressed two fuels between 18 - 69bar. No effect of pressure was observed
with one fuel, while a reduction in deposition was observed at higher pressure
with the other. It was proposed that higher pressures might cause a change in
solubility of the fuel and thus a reduction in deposition. Marteney and Spadaccini
[72] found deposition rate to be independent of pressure from 17 to 54bar. Hazlett
[49] briefly summarised findings from many researchers and reasoned that fuel
system pressure should be kept higher rather than lower - in light of the findings
of Taylor and in order to keep the fuel in the liquid phase.
Flow Rate and Reynolds number
Smith investigated the effect of flow rates on deposition (through changes in
heat transfer coefficient) in [71]. Flow rates ranged from 9 - 18l/hr (4500 <
Re < 10000), with maximum fuel outlet temperatures between 150 - 248oC. Heat
transfer data was recorded across a second heated test section, after significant pre-
heating. Deposit thermal resistance increased with Re. However, it was observed
that above a critical fuel throughput (equivalent mass of fuel for each flow rate),
deposit thermal resistance was higher for the lowest flow rate than the highest.
Smith proposed that in the early stages of deposition, when the viscous region
adjacent to the wall is reasonably intact, effects of increasing Re (ie. enhanced
wall-normal transport of deposit precursor, increased turbulence, reduced viscous
sublayer thickness and deposit roughness) work against the reduction in residence
time in a complicated and finely balanced state of deposit formation. When the
viscous sublayer is all but destroyed by deposit and the effect of deposit roughness
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tends to zero (after the point of equivalent throughput), Smith proposed that the
increased residence time at lower flow rates results in a greater deposit thermal
resistance for equivalent mass of fuel. It was acknowledged that the effect of
deposit roughness on the heat transfer and fluid flow was a complicated variable
early in the deposition process, but reduced to zero as the deposit roughness
height became approximately equivalent to the extent of the viscous sublayer.
Chin and Lefebvre [74] conducted experiments to understand effect of Re on
deposition by varying both the flow velocity and the test section diameter (1000 <
Re < 7000). Tests were performed using a rig with a fuel preheater (so that some
tests could be performed with an isothermal test section to minimise heat transfer
from tube to fuel). Deposition rate was found to increase with Re following the
relationship;
k = C1Re0.65 (3.1.3)
The analysis was extended to include the effect of temperature for isothermal and
non-isothermal cases. The following correlation was obtained:
k = C1 e
(−C2
Tf
)
e(
Tw−Tf
166 ) Re0.65 (3.1.4)
Where the constant C1 is dependent upon the fuel composition and condition of
the wall. C2 represents the activation energy of the auto-oxidation reaction and is
solely fuel composition dependent. For the particular kerosene used in the study,
they found C1 = 3.63 and C2 = 546. Their rationale for the relationship was that
with increasing Reynolds number, heat and mass transfer between the wall and
the fluid is enhanced.
The effect of flow rate was briefly studied in an examination of the HiReTS device
in [65]. A decrease in Re from 13000 - 5000 was found to significantly increase
deposition. Marteney and Spadaccini tested JP-5 at flow velocities of 0.3, 2.1 and
15m/s - equivalent to Rein = 400, 3000 and 21000 in [72]. Tests were conducted
from 150 - 600oC using a single, heated tubular test section. The laminar and tran-
sitional flow regimes exhibited similar deposition behaviour up to 330oC, although
the peak of deposition rate in the laminar case occurred at a lower temperature.
It was suggested that deposition was limited in the laminar case by either the
reduced rate of transport of reactants to the wall, or oxygen depletion due to the
CHAPTER 3. LITERATURE REVIEW 46
Figure 3.6: Effect of Re on deposition with no pre heating (taken from [5])
increased residence time. The deposition rate was consistently slightly higher up
to ≈ 280oC for the highest flow rate - attributed to increased convection, trans-
port of reactants to the wall and a greater quantity of fuel being thermally stressed.
Moses [5] reported findings contrary to those of Smith [71] and Chin and Lefebvre
[74]. In experiments with two tube geometries (51cm x 0.39cm ID, 50 < Re < 5000
and 0.64cm x 0.051cm ID, 1000 < Re < 10000), where the only heat flux to the
fuel was via the tube wall, increasing Re was observed to decrease deposition rate.
Considering the universal mean velocity profile for the turbulent boundary layer
and a smooth tube (figure 3.7), Moses calculated the reduction in thickness
of the viscous sublayer and buffer layer with increasing Re, before applying
the momentum-heat transfer analogy to produce normalised radial temperature
profiles for 5000 < Re < 20000, a wall temperature of 315oC and bulk fluid
temperature of 150oC (figure 3.8). The analysis showed that approximately two
thirds of the temperature change from the wall to the fluid bulk occurs over the
viscous sublayer - a tiny proportion of the overall flow field. Furthermore, Moses
applied the rate expression for insoluble gum formation found by Negaeli [75]
to the temperature profile, which showed that 99% of deposit precursors formed
within the viscous sublayer for those boundary conditions. The reduction in
deposition rate with Re observed experimentally was explained thus; increasing
Re thins the viscous sublayer, shifting the temperature profile closer to the wall
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Figure 3.7: Non dimensional turbulent boundary layer velocity profile - inner
variables (log law: u+ = 1/κ lny+ + 5.5)
and reducing the amount of fluid that can be sufficiently heated to form deposit
precursors. In experiments where increasing Reynolds number was seen to in-
crease deposition, Moses theorised that because the fuel in these cases underwent
sufficient preheating, precursors formed in the bulk fluid. An increase in Re in
these cases would then result in increased transport of deposit precursors to the
wall and explain a higher rate of deposition.
Nature of Deposits
Smith [71] noted that the nature of deposit changed with temperature. At lower
temperatures (below the fuel breakpoint temperature), deposit adhered loosely
to the tube wall and was easily removed by tapping or fluctuating the fuel flow.
Above the breakpoint temperature, deposit was firmly adherent. TeVelde and
Glickstein [6] compared deposits obtained from 18 and 5 hour tests from the same
tube location. Deposit from the long duration test was rougher than the short
duration test. In addition, deposit from areas of light accumulation was found to
be soft and powdery, while deposit from areas of heavy accumulation was hard,
crystalline and covered by a soft powdery coating. It was suggested that not
only would deposit roughness alter heat transfer characteristics, but also that
the thermal conductivity of powdery deposit would be different to that of hard,
adherent deposit - further complicating the heat transfer considerations. TeVelde
and Glickstein calculated the deposit density to be 1g/cm3 and developed an
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Figure 3.8: Effect of Re on the radial temperature distribution in the turbulent
boundary layer (taken from [5])
expression for deposit thermal conductivity based on deposition rate data and
heat transfer measurements;
kd = C(td · 103.2(1−
Tw
Tref
))n (3.1.5)
Where td is the deposit thickness and C and n are correlation constants. Typical
values of deposit thermal conductivity are shown in figure 3.9.
Szetela et al [76] studied deposits formed at low Reynolds numbers. Deposits
obtained were characterised as thick, porous, and non-uniform in nature. Deposit
density based on carbon content was 0.08g/cm3. Schirmer [77] studied the mor-
phology of deposits using Scanning Electron Microscopy (SEM), with samples
taken from various fuel stressing devices covering a wide range of temperature
regimes. Deposits were noted as being remarkably consistent in form, built of soft,
micro-spherical particles, approximately 0.1µm in diameter. The micrographs
suggested that particles accumulate in randomly formed structures, agglomerate
and undergo plastic flow and fusion on heated surfaces. Particles collected on
surface imperfections (ie. machining grooves), and Schirmer proposed that surfaces
should be highly finished to reduce deposition. Furthermore, the analysis indicated
that the fluid flow might affect the deposit morphology - as areas where fluid was
accelerated towards the surface appeared eroded. Ervin and Williams [78] reported
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Figure 3.9: Values of deposit thermal conductivity (taken from [6])
microstructures similar to Schirmer for heated tubes, although deposits formed in
a cooled section (post heated tube) were film like - conforming to the micro geom-
etry of the tube wall. Chemical differences in the deposit were also noted between
tests with air saturated fuel and fuel with reduced dissolved oxygen concentrations.
Summary: The Overall Deposition Mechanism
At this point, a broad description of the chemical and physical process associ-
ated with deposition of thermally stressed aviation fuel has been given. This
can be summarised in the overall deposition mechanism as proposed by Taylor [48]:
Chemical processes
Physical processes
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The effect of roughness on deposition
Literature discussing the effect of surface roughness on fuel deposition is very
limited. A knowledge gap analysis can be found in table 3.1, which summarises the
nature of experimental investigations of fuel thermal stability for the years of peak
experimental activity. Smith investigated the effect of promoted turbulence on
deposit formation [71]. Smooth bore tubes were compared to tubes with inwardly
protruding hemispherical indentations at Reynolds numbers in excess of 4000. For
tubes with turbulence promoters, the heat transfer coefficient (h) was observed to
decrease almost linearly with formation of deposit, whereas for the smooth bore
tube the rate of change was a function of time. At the highest bulk fuel outlet
temperatures, decreases in h (averaged over 25 hours) were significantly lower
for the rough tubes. At lower temperatures, roughened tubes always exhibited
an immediate decrease in h, whereas for the smooth tube sometimes a rise in h
was observed, followed by a sharp decline. The immediate improvement in heat
transfer for the clean, smooth tube case was suggested to be attributed to the
initial formation of deposit influencing the viscous sublayer and enhancing heat
transfer. For the roughened tube, it was supposed that no initial improvement
in heat transfer was observed since the extent of the viscous region was already
reduced - thus the effect of deposition formation was an immediate decrease in heat
transfer effectiveness from the thermal resistance of the low thermal conductivity
deposit. For the smooth tubes, micrographs (after 50 hours at 150oC) showed the
deposit roughness height was generally slightly less than the calculated height
of the viscous sublayer. It was suggested that only after the deposit roughness
height exceeds the height of the viscous sublayer (or disrupts it such that it is all
but replaced by turbulence) that a decrease in heat transfer coefficient ensues for
initially smooth tubes.
Perhaps the only published explicit observation of the effect of surface roughness
on deposition rate was made by Bradley et al [7]. In testing of a simulated fuel
system manifold (an electrically heated tube, 7mm ID x 3m) in the full scale
Advanced Aircraft Fuel System Simulator, significant offset in the induction period
was observed between tests. For tests with the shortest induction period, manifold
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tubes were shown to have noticeably greater surface roughness, as shown in figure
3.10. However, no further effort was made to quantify the roughness geometry.
Figure 3.10: Deposition rates and micrographs of rough and smooth tubes observed
in [7]
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3.1.3 Gap analysis
Table 3.1: Review of experimental thermal stability literature, 1967-1997
Appendix C: Gap analysis – Published Thermal Stability 
Experiments 1967- 1997 
 
Year	 Author	 Investigation	of	 Range	of	variables	 Rig	Used	 Conclusions	
Roughness	
considered?	
1967	 Smith	 Metal	effects	 21	metals/alloys	 Coker	
Copper	
deleterious	
	
1969	 Smith	 Heat	transfer	(T,	FR,	Re)	
150-243oC,	Re	3000-
5200	 STHTR	
Deposition	
increases	with	
FR,	LSL	
important	
 
✔	
1969	 Taylor	 Fuel	composition	 C	number	 ESSO	AKU	
Deposition	
occurs	at	lower	
T	for	lower	CN	
	
1969	 Taylor	 Metal	Effects	 6	metals/alloys	 ESSO	AKU	
Metal	surfaces	
or	dissolved	
metals	catalyse	
free	radical	
initiation	
	
1970	 Schirmer	 Deposit	morphology	 Deposit	nature	vs.	T	 Many	
1000A	
Diameter,	
consistent	
shape	
	
1972	
Bradley	et	
al	
fuel	system	component	
performance	
simulated	engine	
cycles	(T,	P,	FR)	 AAFS	
 
 
1972	
Goodman	
et	al	
fuel	system	component	
performance	
HTC,	Deposit	
thickness	 AAFS	
Roughness	
noted	to	
increase	
deposition	
 
✔	
1974	 Taylor		 02	conc,	T,	P	 <649oC,	69atm	 ESSO	AKU	
Removal	of	02	
reduced	
deposition	for	
most	fuels	
	
1976	 Taylor	 S	compound	conc	
540oC,	3000ppm	S,	
02	<1ppm	 ESSO	AKU	
Effect	of	
dexoxygenation	
dependent	on	
sulphur	conc	
	
1977	
Hazlett	et	
al	 Metal	effects	
190-538oC,	SS304,	
SS316,	Al	 JFTOT	
Reaction	
products	at	
temperatures	
	
1980	
Vranos,	
Marteney	 T,	P,	FR	(Re)	
2.5-25gal/hr,	300-
750F,	100-300psi,	Re	
(outlet)	6k-34k	
UTRC	
simulator	
Arrhenius	for	T	
vs	d.rate,	FR	
affects	
deposition,	
deoxygenation	
reduces	dep	
	
1982	
Wong,	
Bittker	 HC	type,	T,	metal	effects	
alkane,	alkene,	
cycloalkane,	
aromatic,	150-450oC,	
Al	&	SS316	 mod	JFTOT	
JFTOT	results	
for	different	
HCs,	SS	
deposits	>	Al	
	
1983	
TeVelde,	
Glickstein	
Heat	transfer	(T,	FR,	P,	
Metallurgy)	
400,	800	psi,	<900oF,	
60-120lb/h	Re	(inlet)	
3k-6k	,	1-20hrs	
UTRC	
resistance	
heated	HT	
rig	
HT	
characteristics	
of	fuels,	
thermal	
conductivity	
	
1986	
Szetela	et	
al	 Deposit	characteristics	
500K	(50-700hr),	
600K	(4-20hr),	Re	60,	
34	atm	
Isothermal	
tubes	
deposit	
thickness	
approx	~	
time^3	
	
1986	
Mills	&	
Kendall	
Deposition	rate	for	11	
fuels	
Tfuel	out	172-243oC,	
Re	5230-8100	
STHTR,	flask	
oxidation	
Arrhenius	for	T	
vs	d.rate,	
sulphur	and	
metals	
deleterious	
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1986	
Marteney	
&	
Spadaccini	 Time,	T,	P,	Re	
8-32hr,	Re	400	-	
21000,	T	fuel	out	475-
615K,	17-54atm	 same	as	[13]	
Local	surface	
temperature,	
Re	and	T	affect	
deposition	rate	
	
1988	
Clarke	&	
Thomas	 FR,	metallurgy	
3-7ml/min,	Al/SS,	
350oC	 JFTOT	
Mass	transfer	
effects	
important	for	
laminar	flows,	
SS	>	Al	
	
1990	
Naegeli	et	
al	 Metal	effects	
SS316,304,	Al,	Mg,	
Au,	Cu,	300-380oC	
HLPS	
(JFTOT)	
deposit	
thickness	
measurement	
questionable	
	
1990	
Clark	&	
Stevenson	
Deposition	in	simulated	
feed	arms	
Tfuel	in	165oC,	TIW	
300oC,	250psi,	Re	
8000	 MIFAR	
3	phases	of	
deposition,	pre	
heating	alters	
deposition	
	
1993	
Chin	&	
Lefebvre	 T,	P,	FR,	Re	
50-375psi,	Twall	413-
673K,	Re	1k-8k	
Single	pass	
rig	w/	
preheating	
deposition	
increases	with	
Re	
	
1993	
Heneghan	
et	al	 Deposition,	O2	depletion	
Tblock	550-600K,	6-
12hrs	
Pheonix	
(known	
roughness)	
Block	T	and	
time	increased	
deposition	non	
linearly	
	
1995	
Heneghan	
et	al	 O2	depletion	&	additives	 Tbulk	450-520K	
Pheonix	
(known	
roughness)	
flowrate	greatly	
affected	dep.	
downstream	of	
hot	section	for	
lower	block	Ts	
	
1995	
Daggett	et	
al	 AFTSTU	rig	
LP:	300K,	483kPa,	HP:	
433-455K,	4831kPa,	
Nozzle:	475-600K	
Tinit	 AFTSTU	
 
 
1996	
Ervin	&	
Williams	
T,	FR,	Re,	deposit,	O2	
cons	
62,	100	ml/min,	Re	
1500,	2500	-	
2500,3500,	24,	15hrs,	
1-70ppm	O2	 Pheonix	
deposition	may	
increase	for	
intermediate	
ppms	and	
partial	O2	
consumption	
	
1997	 Naegeli	 Deposit	precursors	
 
static	
reactor	
rate	expression	
for	precursor	
formation	
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3.2 Roughness Effects on Momentum, Heat and
Mass Transfer
As seen in the proceeding section, the fuel deposition mechanism is strongly
dependent on temperature and Reynolds number. Without bulk heating of the
fuel, formation of insoluble material is limited to the viscous sublayer, where the
temperature gradient follows the velocity gradient, which is dependent upon Re
and roughness. The viscous layer is the ’breeding ground’ for insoluble material
since the residence time is long and the temperatures are highest in the flow field.
The concentration of precursor is distributed across the viscous layer according to
the temperature gradient - therefore insoluble material formed off the wall must
be transferred to the wall either by diffusion or by some disturbance to the viscous
layer from the outer flow. Turbulent fluctuations will supply precursor material to
the inner region of the boundary layer. In the case of preheating, precursor and /
or insolubles will be formed in the core flow and transferred to the viscous region
by wall normal turbulent velocity fluctuations. Thus the deposition for flow with
and without preheating is quite different.
Understanding the effect of roughness on the turbulent boundary layer velocity
and temperature profiles will allow inferences to be made on how roughness may
effect deposition of thermally stressed fuel. In the following review, studies are
presented with the aim of providing a broad perspective on the effect of roughness
on momentum, heat and mass transfer mechanisms in turbulent flows. Most
attention is paid to momentum transfer, since it is the driving mechanism for
heat and mass transfer and has been thoroughly investigated. The sections start
by outlining some early seminal works before presenting the effect of roughness
on mean flow quantities for primarily 3D and 2D artificial roughnesses. More
advanced studies are then discussed which relate to the measurement of higher
order turbulent statistics. In contrast to the literature on fuel thermal stability,
the volume of research on turbulent boundary layers is extremely large, and a
complete review would be somewhat excessive. The purpose of this review is to
summarise the important concepts in rough walled turbulent flows, in order to
formulate hypotheses on the effect of roughness and provide context for subsequent
experimental work.
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3.2.1 Momentum transfer
3.2.1.1 3D roughness
The logical starting points for this review are the seminal works on roughness
which are still widely cited today and were conducted by Nikuradse and Schlichting
(students of Prandtl at Göttingen university in the 1930s). Nikuradse [8] used a
gravity fed tank to study the flow of water through drawn brass tubes of various
diameters, roughened with well characterised grains of sand from Re = 600 to 106.
Care was taken in the application of the sand to the tube wall to ensure that no
grains were scoured from the wall by the flow. The upstream ’calming length’ to
ensure fully developed flow was 50D. The grains were sieved to grade the sand to
within 0.1 - 0.8mm (±0.04mm) and the grain size was verified using a micrometer
and microscopy. The friction factor, λ was calculated from the pressure drop along
the tube, which was measured with a pitot-static tube. Six relative roughnesses
were tested, from r
k
= 15 to 507. The calculated friction factors were plotted
against Re for the six roughnesses considered.
Three distinct regions were observed for λ = f(Re). In the first, termed ’hydrauli-
cally smooth’, which spanned laminar and turbulent flow regimes, the friction
factor was found to be independent of roughness. In the laminar regime, the
friction factor obeyed the laminar relation λ = 64
Re
and for turbulent flow, the
friction factor was found to match the resistance law for smooth pipes obtained by
Prandtl (equation 2.4.34). In the second ’transitionally rough’ region, roughness
effects started to be observed through an increase in friction factor with Re and
relative roughness. The degree of the increase in λ with Re was more pronounced
for the highest relative roughnesses. Furthermore, the departure from the smooth
behaviour occurred at a lower Re for the roughest surfaces. In the final ’fully
rough’ regime, the friction factor became constant, independent of Re and only
dependent on the relative roughness.
Nikuradse explained the behaviour by considering the interaction of the roughness
elements with the near wall viscous region of the turbulent boundary layer. In
the hydraulically smooth regime, the viscous sublayer is very much larger than
the height of the roughness elements. As such, energy losses are equal to those
of a smooth pipe. As the Reynolds number increases, the extent of the viscous
near wall region is reduced. At the point where the roughness elements start
to protrude through and disturb the viscous region, vortices are generated by
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Figure 3.11: Original friction factor data of Nikuradse (taken from [8])
the roughness which contribute to additional loss of energy and an increase in
friction factor. Eventually, the viscous layer becomes completely disturbed by the
roughness, at which point the loss in energy created by the roughness becomes
constant, and the friction factor becomes independent of Reynolds number.
For the fully rough regime, the dependence of friction factor with relative roughness
was:
λ = 1(1.74 + 2 log r
k
)2 (3.2.1)
Nikuradse derived a general expression for the dependence of friction factor with
roughness Reynolds number (k+s = ks u∗ν ) where ks was the sand grain diameter.
Rearranging the above equation and plotting 1√
λ
− 2 log r
k
against log k+ showed
similarity in behaviour for all relative roughnesses considered, with a fully rough
asymptote (1.74) and a linear relationship with k+ for the hydraulically smooth
regime; 1√
λ
− 2 log r
k
= 0.8 + 2 log k+. The transitional regime was described
approximately by three lines with equations of the form 1√
λ
−2 log r
k
= a+b log k+,
where the constants a and b were dependent upon the roughness Reynolds number.
Nikuradse also recorded the mean radial velocity distributions for 3 pipes for Re
= 104 to 106. He showed the relationship of u+ against y+ for r
k
= 15 to 507
with Re. For a particular relative roughness, the mean velocity profile was shifted
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Figure 3.12: Hydraulically smooth, transitional and fully rough regimes (taken
from [8])
downwards with increasing Re with respect to the smooth pipe velocity profile but
remained parallel to the smooth wall profile. With the non dimensional velocity
distribution of the form
u+ = 1
κ
log y+ + Cr (3.2.2)
(where Cr, sometimes referred to as the Nikuradse roughness function, represents
the rough wall additive constant of integration, rather than the smooth wall value),
Nikuradse produced the following expressions for the smooth and fully rough
regimes:
Smooth (k+s ≤ 3.5) : Cr =
1
κ
log k+s + 5.5 (3.2.3)
Fully rough (k+s ≥ 68) : Cr = 8.48 (3.2.4)
and a 3 part linear profile for the transitional regime. The significance of this work
should not be underestimated. A large complication of roughness research is the
measurement of the surface features, which often are highly irregular. By using
one, well defined roughness length scale (ks) and non-dimensionalising, one needs
only to measure the pressure drop in a conduit to the fully rough asymptotic
condition to be able to calculate an ’equivalent sand grain roughness’ which can
be used effectively in further calculations.
Despite its usefulness, the above study considers only one length scale, and
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only one arrangement of roughness - spheres packed at near maximum density.
Schlichting [9] focused on the effect of roughness density (solidity) on frictional
resistance, for arrays of simple element geometries including spheres, hemispheres,
cones, short and long angles and sand. The elements were soldered onto test
plates (21 were tested in total), which formed one side of a rectangular water
channel - the other three sides were considered to be smooth. The shapes and
arrangements of the roughness elements are shown in figure 3.13. Schlichting
defined roughness solidity as Fr
F
and F1
F
where Fr was the projection of roughness
elements on a plane normal to the direction of the flow, F was the plate area and
F1 was the area of the smooth parts in between the roughness elements. The
static pressure was recorded at 8 positions along the channel, and the velocity
distribution measured with a pitot tube at the outlet of the rough wall test section.
Figure 3.13: Roughnesses of Schlichting (taken from [9])
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Schlichting first proposed the use of an equivalent sand grain roughness, defining
a parameter α = ks
k
(where k was the absolute roughness height) and showed by
example that the data of Hopf [79] and Fromm [80] (who tested wire netting, ’waf-
fle’ sheet metal and saw profile roughness) could be converted into an equivalent
sand grain roughness through application of the fully rough formula of Nikuradse
and the relative roughnesses used in the experiments.
To use the equivalent sand grain approach, it was assumed that the relative
roughness of his plates was sufficient that the tests were conducted in the fully
rough regime, and for each roughness, Schlichting calculated the constant Br of
the measured velocity profile and the equivalent sand grain roughness for each
type of roughness and density. Plotting results for all roughnesses in terms of
ks, it was found that all velocity distributions matched well with the fully rough
equation of Nikuradse. For tests with sand, the results differed from those of
Nikuradse by around 1-2%.
For spherical roughness, the resistance initially increased with density, but the
maximum resistance occurred with Fr
F
= 0.4 - or when around 40% of the plate
surface was covered with spheres. Hemispheres and cones appeared to show
similar behaviour, although a clear maxima was not reached for those elements.
Schlichting suggested that the elements of non-dense arrays were more effective in
producing resistance to the flow than the most dense arrays, for which mutual
sheltering results in an effective absolute roughness of only the radius or less. For
the most dense arrangement of spheres and hemispheres, a lower resistance was
found compared to sand grain roughness with equal diameter and height ks
k
< 1.
For long angled segments, a very steep increase in resistance was observed up to a
maximum resistance at Fr
F
= 0.1
Many years later, Coleman et al [81] highlighted some discrepancies in Schlichting’s
approach, primarily the evaluation of the rough wall friction velocity. Schlichting
calculated the friction velocity by two methods. The first involved applying a
momentum balance to the channel;
U∗r
2 = h
ρ
dP
dx
− U∗s 2 (3.2.5)
(where h is the channel height), calculating the smooth wall shear stress graph-
ically from the smooth wall velocity distribution and measuring the pressure
CHAPTER 3. LITERATURE REVIEW 60
drop. He neglected the shear force from the two other ’smooth’ side walls. The
second approach involved a graphical determination of the gradient of the velocity
distribution above the sand grain roughened wall (using an offset wall distance)
and comparing with the rough wall velocity distribution of Nikuradse (equation
3.2.2). The second method was found to generally exceed the first by around 5%,
and so an average of the two was used.
Coleman et al recalculated the friction velocity with the contributions from the side
walls included as well as a correction factor for the centre plane shear stress based
on experimental data. Comparison of the original and corrected skin friction coef-
ficients showed the original values to be larger by up to 73% - with the discrepancy
dependent on Re and roughness configuration. Furthermore, they re-evaluated
Schlichting’s second calculation for rough wall friction velocity which relied upon
an effective wall distance and found that the calculation was very sensitive to the
value of wall offset. Unfortunately Schlichting’s choice of effective wall location
was slightly unphysical, and resulted in a much higher degree of uncertainty in the
values of friction velocity compared to the pressure drop method. Also as a result of
the choice of effective wall location, the equivalent sand grain roughness calculated
by Schlichting was higher than corrected values by 26 - 500%. Coleman et al recal-
culated the roughness Reynolds numbers using the corrected friction velocity and
the more accurate wall shift δz - defined as the origin location that produces the
correct slope in the logarithmic region of the velocity profile (see [54]). In doing so
they found that three of the plates were actually in the transitionally rough regime.
The issue of transitional roughness was explored by Colebrook and White [10].
They noted a distinct difference in the transition between smooth and fully rough
flows for Nikuradse’s uniform sand roughness and the transition for ’irregular’
industrial roughnesses of galvanised and wrought iron pipes, which were much
more gradual than the fairly abrupt transitional behaviour of sand grain roughness.
They supposed that the contribution of a roughness element to the resistance only
became significant when the local velocity was sufficiently high to initiate the
shedding of eddies, before which the drag was only due to comparatively small
form drag. By dropping sand grains of various sizes in water, they noted that the
grains only slowed according to the square law of drag when the grains were above
a certain size, (k+ > 14) - which was shown to be around the point of inflection
for sandgrain roughness (figure 3.14).
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Figure 3.14: Transitional roughness behaviour (taken from [10])
To explore the role of different roughness element sizes, they conducted tests
with air from Re = 3000 to 127000 using a 6m x 5.3cm ID pipe, to which they
applied 5 different roughnesses, created with combinations of two sizes of sand
grain - 0.035cm and 0.35cm. The surfaces were split into two ’series’, with the
first series having the area covered by large grains progressively increased and for
the second series, the area of large grains was constant but the area of small grains
was increased. 2% addition (by area) of large grains to a surface of uniform fine
sand increased the resistance by around 12% at the highest Re and around 20%
at Re = 10000. The form of the transition function was more gradual, perhaps
extending up to Re = 100000 where the uniform fine sand surface had reached fully
rough conditions. The surface with 5% area of large grains showed very similar but
more exaggerated behaviour to surface two. Essentially the transitional behaviour
became smoother with increasing area of large grains. In the case of surfaces
with constant large grains and variable area of small grains, the transition curves
were markedly different. For Re < 20000, the surfaces were indistinguishable from
one another - suggesting a blocking effect from the larger grains. The Reynolds
number at which the effect of fine grains was noticeable was three times greater
with large grains present, and for the surface without closely space fine grains,
no increase in friction factor was observed at higher Reynolds numbers. Overall,
their experiments provided good evidence that non-uniform roughness results in
more gradual transition from hydraulically smooth to rough behaviour.
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Colebrook, with input from White [82], produced a theoretical formula for the
transition region for non-uniform roughness by adding together the lower limits
of integration of the wall distance term in the equations derived for the smooth
( 1√
λ
= 2 log Re
√
λ
2.51 ) and fully rough regimes (
1√
λ
= 2 log 3.7 d
k
), resulting in;
1√
λ
= 2 log
(
k
3.7d +
2.51
Re
√
λ
)
(3.2.6)
Colebrook validated the function against data from an assortment of industrial
pipes, including galvanised, cast, wrought iron and tar coated cast iron pipes. The
transition formula adequately represented the available data. Moody [83], made
no new contributions to the study of roughness but packaged the Colebrook-White
formula into a convenient chart for engineers - the now widely known ’Moody’ chart.
The downwards displacement of the mean velocity profile caused by roughness,
expressed by Nikuradse as modifications to Cr, the log-law intercept, was preferred
in the form ∆U
u∗ (or simply ∆U
+) by Hama [84] and Clauser [11]. It is more
commonly used by investigators to describe the effect of roughness on the boundary
layer velocity profile, which is expressed as
u+ = 1
κ
ln y+ + C −∆U+ (3.2.7)
where
∆U+ = 1
κ
ln k+ + C − Cr (3.2.8)
or, in terms of the friction factor
∆U+ =
(√
λ
f
)
smooth
−
(√
8
λ
)
rough
(3.2.9)
C is the smooth wall log-law intercept (≈ 5). As shown by Hama, Clauser and
Monin and Yaglom ([54]), for sufficiently large values of k+, the function ∆U+
varies linearly with ln k+, which corresponds to the constant value of Cr, or fully
rough conditions. The function plotted against k+ also more clearly shows the
variation in transitionally rough behaviour for different roughness types. When
plotted against the roughness Reynolds number, ∆U+ highlights the similarity in
behaviour for geometrically similar roughness (data for transverse bars from two
different investigators using different experimental apparatus showed excellent
agreement).
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Figure 3.15: Hama roughness function with k+ (taken from [11])
Experimentally, Hama tested 3D wire screen roughness in a wind tunnel where
the roughness was altered through the mesh wire diameter and mesh density. The
effect of roughness on the mean velocity was shown in terms of the roughness
function against roughness Reynolds number. The outer layer velocity defect
profile was found to be universal for smooth and rough surfaces.
Scaggs et al [85] used a water tunnel to measure friction factors of Schlichting
type roughnesses from Re = 10000 to 600000. Silicone sheets were moulded
with 9 different roughness patterns - large hemispheres (20 ≤ k+ ≤ 1000), small
hemispheres, (10 ≤ k+ ≤ 300) and cones (20 ≤ k+ ≤ 1000) to test element
size, shape and spacing. The uncertainty in friction factor was ≈ 5%. For each
roughness type, the largest spacing (L
d
= 8) gave the lowest resistance, with
the smallest spacing (L
d
= 2) producing the highest friction factors. For the
intermediate spacing, despite the large hemispheres having 35% more projected
area than cones, the friction factors produced from each surface were practically
identical. For large and small hemispherical elements with the same density,
doubling the element size was found to increase the friction factor by 2.5 times.
The experimental data was used for comparison against a theoretical model for
Schlichting-type roughness, named the ’Discrete Element Model’. The model
considers roughness blockage and drag forces exerted on the fluid by the roughness
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elements, which must be uniform and have circular cross sections - as such it is
limited to spherical and conical elements. The model (a full description can be
found in [86]) is formulated from the 2D turbulent boundary layer momentum
equation for fully developed axisymmetric pipe flow:
0 = µ
R− y
d
dy
(
(R− y)βy(1 + µt
µ
)du
dy
)
− βxdP
dx
− 12ρCd
u2d(y)
(R− y)L2/R (3.2.10)
The constants βx,y = 1−pid
2(y)
4(R−y)L2/R , are formulated from the roughness geometry
only with no empirical input, although a turbulence model is required to solve
for turbulence viscosity (the Prandtl mixing length model was employed). The
drag term was correlated from the corrected Schlichting data. Agreement be-
tween the model and the experimental data in all cases was good, within around
10%. Taylor et al [86] introduced a new definition for the three phases of rough
flow, considering the Reynolds roughness number based on equivalent sandgrain
roughness to be limited in usefulness by the single length scale. They preferred a
definition based on Rτ , the ratio of apparent wall shear stress due to roughness to
the total wall shear stress. From their data, Scaggs et al suggested the limits to be:
Smooth: Rτ < 0.05− 0.1
Transitionally rough: 0.1 < Rτ < 0.6
Fully rough: Rτ > 0.6
A source of good quality modern data on high Reynolds number pipe flows has
been the ’superpipe’ at Princeton University. The salient feature of the exper-
iments was the very low relative roughness of the pipe, which provided much
needed data on roughness effects for low k
δ
flows. Most previous experiments had
been conducted on flows where the roughness height was a significant proportion
of the boundary layer thickness. Jimenez [14] proposed that the contradiction
between various results ([87], [88] (mesh and rod roughness, k
δ
≈ 150), [89] (sand
grain, woven mesh, ks
δ
≥ 140 , [25] (bi-directional sanded plate, ksδ ≤ 1x10−3 ) with
regard to outer layer similarity (if roughness effects extend into the outer layer)
could reduce to a critical value of k
δ
, suggesting around k
δ
= 150 to be the onset of
the breakdown of the outer layer similarity hypothesis of Townsend [90].
Shockling et al [12] presented data for smooth to fully rough flow for a honed
aluminium tube (129mm ID) with krms
D
≈ 2× 10−7 from Re = 57000 to 2× 107.
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The range of ks+ was 0.17 to 44. The roughness of the pipe was measured using
optical profilometry and was found to have a gaussian distribution, with Ra
= 0.116µm and Rq = 0.15µm. Careful measurements were made of the mean
velocity and pressure drop with traversing pitot tubes and 21 static pressure
taps. The transitionally rough friction factor was shown against the prediction
of the Colebrook transitional formula and the smallest relative roughness tested
by Nikuradse (shown for context rather than direct comparison). The transition
curve from the smooth to fully rough laws was more similar to that of Nikuradse’s
sand grain roughness than the more gradual Colebrook transition function. This
was clearly shown through the Hama roughness function (∆U+) and Nikuradse
log law intercept (Cr) against ks+. Departure from the smooth law for the honed
pipe was deemed to occur at ks+ ≈ 3.5, in agreement with Nikuradse’s results,
but the fully rough condition occurred marginally earlier with increasing ks+.
When corrected by ∆U+, all log-law profiles were found to collapse to the curve
U+ = 10.421 ln y
+ + 5.6. When scaled in outer variables, the velocity profiles again
showed excellent agreement and similarity - supporting the ideas of Townsend
and Jimenez.
Figure 3.16: Smooth to fully rough behaviour expressed as the Nikuradse roughness
function (taken from [12])
Bhaganagar et al [27] performed a Direct Numerical Simulation of 3D ’egg carton’
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Figure 17. Outer scaling for 349× 103!ReD ! 21.2× 106. Solid line: −(1/0.421) ln η+1.20.
slightly lower roughness Reynolds number, k+s , which may be an eﬀect of the random
variation in surface elevation; honed roughness has a nearly Gaussian roughness
distribution, whereas the roughness elements used by Ligrani & Moﬀat (1986) and
Nikuradse (1933) had an extremely narrow bandwidth and would not necessarily
possess a Gaussian distribution.
7.3. Velocity profiles: outer scaling
Figure 17 shows a collection of velocity profiles for Re" 349× 103 scaled on outer
flow coordinates, y/R. It appears that the velocity profiles collapse well, as expected
according to Townsend’s outer flow similarity hypothesis for rough-wall flows. The
collapse in outer layer coordinates is comparable to that demonstrated by Zagarola
& Smits (1998) for the smooth Superpipe data and by Flack et al. (2005) in their
rough-wall boundary layer studies.
Figure 3.17: Collapse of the outer layer velocity defect profile (taken from [12])
roughness and studied the effect of height (ks+ = 10, 20, 48), streamwise spacing
(Lx = 0.04 - 1.2 an spanwise spacing (Ly = 0.01 - 0.5) on the boundary layer
turbulence. The mean velocity profiles showed the usual trends with roughness.
Agreement was found with the relationship for U+ with k+ presented by Raupach
et al [91], and the ratio ks
k
was similar to Schlichting’s values for closely packed
sphe es. The outer layer mean velocity profile was independent of roughness
height. The spanwise spacing was shown to have a negligible effect on ∆U+, and
variation of the streamwise spacing increased ∆U+ only slightly. Their main focus
was on the fundamental change to turbulence structure, which is discussed later.
3.2.1.2 2D roughness
Until now, only 3D roughnesses have been mentioned, but many studies have
been performed on 2D, transverse roughness, for which the primary interest is the
effect of spacing or density / solidity of the roughness elements.
Figure 3.18: Dimensions for ’d’ type roughness
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Streeter [92] made early observations on the effect of roughness shape, depth and
density by measuring fully rough friction factors of pipes roughened by cutting
spiral grooves into the walls. For constant depth and spacing, a surface with peaks
was found to have a slightly higher friction factor to an ’inverse’ surface where the
peaks became troughs. In addition, ’abruptly’ shaped roughness elements gave a
much higher friction factor than more rounded elements. When the depth and
spacing was increased, the difference between abrupt and rounded elements was
more pronounced. For the same depth of groove and similar shape, the groove
spacing was found to have a strong effect on the equivalent sand grain roughness,
with the less dense surface having an equivalent sand grain diameter 4 times that
of the more densely spaced roughness.
Johnson [93] investigated 2D rectangular transverse roughness using a long flume
with element gap to height ratios c
k
from 4 - 28. Also shown were other unpublished
results from the same research group with different spacings. Johnson found that
λ increased fairly rapidly upto c
k
≈ 8, at which point the decrease slowed with
a peak at c
k
= 12. Beyond c
k
= 12, the friction factor gradually decreased with
spacing. Equivalent sand grain roughness results for b
k
= 4 as well as b
k
= 1
and b
k
= 1.25 consistently showed a maximum at approximately c
k
= 12. The
equivalent sand grain roughness with b
k
= 4 gave ks+ roughly twice that of the
investigations around b
k
= 1.
Bettermann [94] also tested 2D tranverse rods, with solidity (λsol = total frontal
area / roughness area) from 1-8. The results were given in terms of ∆U+. Similar
results to those of Johnson were obtained, whereby the roughness function was
a maximum at some intermediate roughness solidity, around 8. Bettermann
produced an expression for ∆U+ in terms of the solidity, valid for λsol = 1 - 5;
∆U+ = 5.6 logk+ + 17.35(1.625 log10λsol − 1) (3.2.11)
Dvorak [13] showed data for C, (the ∆U+ intercept) from Bettermann [94] ,
Hama [84], Nikuradse [8], Schlichting [9] and Liu et al [21] for densities (λsol = SLa )
ranging from 5 - 100. He extended the roughness function correlation for roughness
densities greater than 5 based on the (limited) high density results of Bettermann
and Schlichting;
∆U+ = 5.6 logk+ − 5.95(1.103 log10λsol − 1) (3.2.12)
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Figure 3.19: Hama roughness function intercept variation with roughness solidity
(taken from [13])
One interesting result over 2D transverse roughness is that of Perry et al [16]. It
was suggested that for flow over closely spaced grooves, (where stable vortices
could persist within the cavity and vortex shedding from the roughness crests
is negligible) it was less appropriate to scale the effect of roughness with the
roughness height ’k’. They proposed that the behaviour of these type of rough
walls may correlate better with outer flow length scales or ’d’ (the boundary
layer thickness, δ) and introduced a classification for roughness as k or d type
accordingly. They tested rough surfaces with k
c
= 1.1 and SL
k
= 3.6 in a wind
tunnel (d and k type respectively). ∆U+ for the d-type wall was shown to correlate
reasonably well with the roughness Reynolds number scaled by the boundary
layer thickness, whilst no correlation was apparent with the roughness Reynolds
number based on k. Conversely, the k-type wall (SL
k
= 3.6) correlated against
k+ and showed qualitative agreement with other previous k-type studies. How-
ever, as noted by Jiménez [14], the data of Perry et al is for a single case with
high k
δ
. Jiménez compared Perry et al’s data to d-type data from Wood and
Antonia [15] and Bandyopadhyay [17], which showed that ks was independent of
a roughness dimension (the condition of d-type behaviour) only for some cases.
Bandyopadhyay’s data showed dependence of ks on k and the ratio kδ was lower
(1/35). Jimenez considered the onset of k-type behaviour to be when the gap
spacing ’c’ was around 3-4k.
Townes and Sabersky [19] performed flow visualisations on 2D rectangular rough-
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Figure 1 (a) Equivalent sand roughness for various k-surfaces versus the solidity  ,
corrected with empirical drag coefficients. Open symbols, rounded elements (spheres,
cones, cD = 0.3; spherical segments, cD = 0.13) from Schlichting (1936). For all oth-
ers, cD = 1.25.N, spanwise fences (Schlichting 1936);H, spanwise fences (Webb et al.
1971);+, spanwise cylinders (Tani 1987); ⇥ , spanwise square bars (Bandyopadhyay
1987). The dashed lines have logarithmic slopes +1 and  2. For the error bars, see
text. (b) Equivalent sand roughness for d-type walls, versus k/ .M, Wood & Antonia
(1975); e, Perry et al. (1969); O, Bandyopadhyay (1987); ⇤, Tani (1987). The solid
symbols are corrected for the effect of k/ , following Simpson (1973).
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Figure 3.20: Limited evidence for ′d′ type behaviour. (taken from [14]). N,M [15];
•, ◦ [16], H,O [17]. Filled symbols corrected for k/δ according to [18]
ness using a water channel and dye injection. They noted differences in flow
behaviour when the cavity depth, k+ was varied from 1 to 259. For the deepest
slots, or fully rough conditions, a quasi-steady vortex was observed, with some
momentum exchange occurring around the top of the slot. For k+ < 150, they
observed periodic phases of vortex dispersion and reformation within the cavity,
which they described as ’strong/weak exchanges’. In the strong exchange, a very
noticeable outflow occurred from the cavity and any established vortex pattern
was destroyed. In a weak phase, fluid was ejected from the downstream end of the
cavity at a relatively small inclination to the flow and the recirculation within the
cavity remained mainly intact. They found that the non-dimensional frequency
(Strouhal number, S = k f
u∗ ) of the exchanges correlated reasonable well with k
+.
They proposed that the random exchanges they observed were due to the passage
of streaky structures (quasi streamwise vortices - as observed by Liu et al [21]
and Kline et al [20]) over the cavity. They supposed that for the deep slots, the
structures were unable to penetrate into the cavity, leaving the vortex reasonably
intact. However, for lower k+, the structures were able to transfer fluid from
the cavity, which would then be replaced with a corresponding influx into the
cavity. One key observation was that the exchanges occurred in adjacent slots
simultaneously, suggesting the presence of a coherent structures of turbulence
extending many slot lengths downstream.
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Figure 3.21: Relationship between frequency of slot phase change and slot depth
(taken from [19])
A detailed early study of transverse rib roughness was conducted by Liu Kline and
Johnston [21]. They observed the flow structure of the turbulent boundary layer
over roughness with dye and hydrogen bubble visualisation and measured the mean
and fluctuating components of velocity across the boundary layer using hot-wire
anemometry. The element spacing ranged from SL
k
= 2 - 96. Determination of
the origin for rough walls flows can be complicated, as previously mentioned in
the case of Schlichting’s experiments. In order to achieve the correct logarithmic
velocity profile, an effective wall distance was used with the offset distance and
the friction velocity calculated graphically following the approach by Perry and
Joubert [95].
For the smallest spacing (SL
k
=2), flow visualisation revealed a pattern of longi-
tudinal streaks of alternating high and low speed fluid on the roughness crests -
similar to that previously reported on smooth walls [20]. Further discussion of the
significance of these streaky structures in the turbulent boundary layer will be
provided later. Within the grooves, an almost stable vortex was formed although
occasionally the vortex was interrupted and fluid was ejected from the groove into
the boundary layer. At SL
k
= 4, flow separation occurred over the crests and the
streaky structures were no longer present. The cavity vortex became stretched
and less stable. At SL
k
= 12, the flow was a more complicated mix of separation
and reattachment in between the crests and troughs. The three observed flow
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patterns were described as ’skimming flow’, ’wake-interference flow’ and ’isolated
roughness flow’.
Figure 3.22: Top down view of streamwise vortices over a plate plate, y+ = 4.3
(observed by Kline et al [20])
∆U+ was highest for the SL
k
= 4 and 12. ∆U+ varied linearly with k+ for a
given spacing. Comparisons were made against the data of Perry and Joubert
[95], Bettermann [94], Colebrook and White [10], Nikuradse [8] and Hama [84].
Generally good agreement was found between the datasets for transverse bar
roughness at different spacings. With the roughness function expressed in terms
of sand grain roughness, Liu et al’s data for SL
k
= 4 and 12 matched the wire
screen data of Hama, and the results for SL
k
= 2 (low k+s ) were found to coincide
with Nikuradse’s results, providing support for the usefulness of both the spacing
parameter, SL
k
and the equivalent sand grain roughness, ks for studies of 2D
roughness. In the outer layer, they found the universality of the velocity defect
law to hold.
Calculations of the ratio of eddy to kinematic viscosity showed that roughness
increased the ratio of turbulence production to dissipation (with a maximum in
between spacings of 4 - 12). The increase in eddy viscosity due to roughness
effectively thickened the boundary layer in the same fashion as an increase in
molecular viscosity. Measurements of streamwise fluctuating velocity (u′/uavg) at
CHAPTER 3. LITERATURE REVIEW 72
Figure 3.23: Comparison of ∆U+ for various investigators (taken from [21])
one streamwise position across the boundary layer provided early evidence for the
modification of near wall turbulence intensity by roughness.
3.2.1.3 More advanced studies of higher order turbulence statistics
over 2D and 3D roughness
2D roughness
Wood and Antonia [15] measured mean and fluctuating velocities over a d-type
wall (SL
k
= 2) in a manner similar to Liu et al (hot wire anemometry) and com-
pared the results to a smooth wall and k-type roughness. The ratio of boundary
layer thickness to roughness height was quite low ( δ
k
= 16). The mean velocity
distribution (in velocity defect form) showed excellent agreement with Perry et al
[16] and Liu et al’s [21] curve fell slightly below. The velocity profile displayed
self similarity and was almost independent of streamwise location. The roughness
function was well correlated with the roughness Reynolds number expressed in
terms of the origin offset ( U∗
ν
- as first discussed in [16]), but also showed some
dependence k+, which invalidates the criteria for d-type walls.
Analysis of the three components of fluctuating velocity, u′2, v′2, w′2 (or turbulence
intensity when normalised by friction velocity,
√
u′2/U∗) and the mean shear
stress, −u′v′/U∗2 suggested that differences between rough and smooth walls were
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confined to the region very near to the wall, where a peak in mean shear stress was
observed for the rough case. The skewness of the streamwise velocity component (
u′3/(u′2)3/2), became positive close to the wall for d-type roughness, but remained
negative in the case of smooth walls and k-type roughness. The positive value
of Su close to the wall was thought to be due to the influx of high velocity fluid
to the wall following a burst event of low velocity fluid away from the wall - as
observed in flow visualisations [21], [19].
Figure 3.24: Increase in Reynolds shear stress over a d-type wall (taken from [15])
Djenidi et al [22] improved the fidelity of d-type rough wall studies by using
laser doppler anemometry (LDA) to measure fluctuating components of velocity
and dye injection / laser induced fluorescence (LIF) to visualise the flow field.
They noted that hot wire probes (as used in [21] and [15] lack reliability close
to the wall, particularly for wall-normal velocity fluctuations. They compared
their LDA measurements on a smooth wall against the DNS of Spalart [96] and
found excellent agreement to the edge of the viscous sublayer. They made similar
observations on the ejection of fluid from the cavities to those of Townes and
Sabersky [19] and Liu et al [21] (ie. ’strong’ and ’weak’ exchanges from otherwise
quasi-steady rotational cavity flow) and measured the mean ejection period and
duration to be approximately 5.5δ
U∞ and
δ
U∞ respectively. They also captured the
existence of quasi-streamwise vortices, which produced ejection events from 2 -
3 consecutive cavities. Further flow visualisations using two laser light sheets
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revealed alternating outflow and inflow events along the span of cavities consistent
with the passage of quasi-streamwise vortices across the surface. They estimated
the outflow to have a spanwise distance of 100 viscous lengths (100 U∗
ν
) - compara-
ble to the cavity dimensions. This observation was supportive to the observations
of Townes and Sabersky [19], who noted the frequency of ejections to be related
to the roughness height.
In contrast to [15], components of turbulence intensity were consistently higher
for the rough wall than the smooth wall over most of the boundary layer (up
to y+ ≈ 400), and values above cavities were slightly higher than above crests.
The Reynolds shear stress (−u′v′+) was considerably higher than the smooth
wall in the near wall region (suggesting an increase in average turbulent energy
production from more intense sweeps and ejections), but collapsed to the smooth
wall profile for y
δ
> 0.4.
Figure 3.25: Variation in friction velocity over crests and cavities of a d-type wall
(taken from [22])
In a later study, Djenidi et al [23] examined the self-sustaining nature of d-type
roughness in greater detail. A periodicity was observed in the averaged velocity
components above and between cavities, which decreased with distance from the
wall. A periodic variation was also measured in the friction velocity over crests and
cavities. The two measurements show that the wall boundary condition effectively
modifies the fluid streamlines above the wall with a wavelength comparable to
the roughness wavelength.
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Figure 3.26: Self sustaining turbulent boundary layer over a d-type wall (taken
from [23]). Symbols represent different streamwise locations
The distributions of turbulence intensity also displayed a streamwise periodic-
ity. The Reynolds stresses were increased at the downstream end of the cavity,
which correlated well with the visualisations of previous investigators who found
influx and outflux to occur mainly at that location. As found in their previous
investigation, all the Reynolds stresses were larger over the rough wall, with the
greatest enhancement in v′ and −u′v′/U∗2. Furthermore, each profile of Reynolds
stress was shown to collapse reasonably well at different downstream locations -
further evidence for self preservation. One quite interesting near wall observation
was that the location of maximum Reynolds shear stress (−u′v′) was roughly
equal to the location of constant rate of change of dU
dy
(or d2U/dy2 = 0). The
maxima in −u′v′ was attributed to the change in wall boundary condition in
conjunction with fluxes in and out of the cavity and represented the relative
increase in turbulence production with respect to a smooth wall. The magnitude
of the peak implied strong correlation between u and v components - associated
with coherent structures of turbulence.
The observations in [22] and [23] show that the self sustaining quality of d-type
walls is related to the upward displacement of low momentum fluid from the cavi-
ties and resulting vorticity (−→ω = ∇−→v ) generation. Furthermore, although mean
velocity profiles suggest that the effect of roughness is limited to the roughness sub-
layer, measurements of Reynolds stress indicate that roughness effects extend into
the outer regions of the boundary layer. They proposed that the surface boundary
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condition (nature of roughness) modifies the near wall structures of turbulence
(whether in size, shape or strength), which then exert some effect on the outer layer.
Figure 3.27: Variation of fluctuating velocities and Reynolds shear stress across
a d-type wall cavity (taken from [23]). Symbols indicate height of measurement
above the cavity
3D roughness
Ligrani and Moffatt [24] tested spherical roughness in the most dense arrangement
in a wind tunnel from the transitional to fully rough regime. The roughness
geometry was kept constant and k+ was varied from 20 - 63 by increasing the
free stream velocity. Hot wire anemometry was used to measure the mean and
fluctuating components of velocity in three dimensions and subsequent calculation
of the six Reynolds stresses. The maximum uncertainty in Reynolds stress was
10%. The transitional behaviour of the roughness was even more abrupt than
Nikuradse’s sand grain roughness, consistent with the earlier findings of Colebrook
and White [10] on a similar surface of very uniform densely packed spheres.
The effect of increasing k+ on turbulence was most easily observed by the profiles
of streamwise turbulence intensity. For k+ > 55 (fully rough flow), the profiles
were invariant over the outer 98% of the boundary layer and for k+ < 22, the
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Figure 3.28: Effect of k+ on streamwise turbulence intensity (u′2
U∗ ) for spherical
roughness (taken from [24])
profile approached the smooth wall profile - characterised by a well defined near
wall peak in turbulence intensity around y+ = 15. With increasing k+, the
near wall peak tended to be reduced and eventually destroyed altogether, while
the profile generally flattened. At intermediate roughness Reynolds numbers, a
plateau in turbulence intensity occurred for 100 ≤ y+ ≤ 500, which with increasing
roughness Reynolds number formed a broad hump, with a maximum at around
y+ = 250−400 for fully rough conditions. In essence, the production of streamwise
turbulent energy was transferred from a small region close to the wall to a wider
region further from the wall. It was suggested that the hump in the profile was due
to modification in the turbulence sweep ejection cycle, with increased quantities
of low momentum fluid in the roughness cavities being ejected from the wall and
colliding with high speed fluid.
Rough wall profiles of normal and transverse Reynolds stresses were generally
higher than the smooth wall values. The profiles of turbulent kinetic energy
(q2/U2∞) for different k+ showed similarity over the outer 60-70% of the boundary
layer. Evaluating the turbulent kinetic energy balance and plotting the turbulence
kinetic energy production term (−u′v′∂U/∂y) across the boundary layer showed
that maximum turbulence production in the inner layer occurred at k+ = 21,
with a peak at y+ = 20. The inner layer production peak decreased with in-
creasing k+ and disappeared for k+ > 55, when fully rough conditions had been
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FIQURE 14. Normalized turbulence-kinetic-energy production versus y+ : 0 ,  U ,  = 26.8 m/s, 
6, = 1.04 cm, Re, = 61.4; A, U ,  = 15.8 m/s, 6, = 1.00 cm, Re, = 34.4; m, U ,  = 10.1 m/s, 
6, = 0.92 cm, Re, = 21.0; a, dissipation from spectra inertial subrange, U ,  = 26.8 m/s, 
6, = 1.04 cm, Re, = 61.4; ----, equation (19). 
Roman numerals refer to: I, convection by mean flow ; 11, production; 111, turbulence 
diffusion ; IV, pressure diffusion ; V, viscous diffusion ; VI, pressure-strain correlation 
terms; and, VII, dissipation. Even though viscous diffusion is negligible over most 
of the boundary-layer thickness, terms containing this quantity are included in (17) 
and (18)  owing to  its importance in the viscous sublayer for smaller Re,. 
The production term is -u'v'aU/ay. In the determination of this quantity, both 
-m and aU/ay were determined from mean-velocity profiles. For the former, the 
total shear stress throughout the layers was calculated using integrated forms of the 
two-dimensional boundary-layer equations (Ligrani & Moffat 1985). The laminar 
component was then subtracted off in order to  obtain --. The resulting --= 
calculated profiles then showed excellent agreement with turbulent shear-stress 
measurements such as the ones given in figure 10. Thus the present production 
distributions are the same as obtained from direct measurement, except that they 
are presented for smaller distances from the surface. 
and P, but 
not in equations for P and Z. This term is shown in figure 14, normalized using 
y / q  and plotted as a function of y+. S follows the result 
The 9' = -u'vl(aU/ay) production term appears in equations for 
for 40 < y+ < 400-1000, as do the smooth-wall results of Bradshaw ( 1 9 6 7 ~ ) .  Thus, 
with the normalization used in figure 14, non-dimensional production curves for the 
Figure 3.29: Effect of k+ on turbulence kinetic energy production normalised by
friction velocity (taken from [24]). , k+ = 61; 4, k+ = 34;  , k+ = 21
achieved. I di nsional terms though the turbulence production at k+ = 60 was
an order of magnitude of more than for k+ = 20. The authors mused that with
transition fr m smooth to fully rough flow, the relative importance of the terms
in the turbulent kinetic energy budget equation would be altered - for instance
the production term increases by large a ounts with increasing k+, however the
effective turbulence dissipation of the viscous sublayer decreases with increasing k+.
Schultz and Flack [25] added to the dataset on low k/δ flows by measuring fluc-
tuating velocity components and Reynolds stress distributions over a surface
geometrically similar to the previously discussed surface of Shockling et al [12],
created by bi-directional sanding of an acrylic plate. The rms roughness height
was measure by optic l profilometry to be krms = 26µm. They studied the
surface using a water tunnel from smooth to fully rough conditions, ensuring that
the roughness height was always at least three orders of magnitude smaller than
the boundary layer thickness. Boundary layer velocity profiles were measured
using Laser Doppler Anemometry with a maximum uncertainty in the Reynolds
stress of 9%. Mean velocity profiles plotted in inner variables showed the typical
downward shift with increasing k+s , and in outer variables showed collapse to a
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single curve across the boundary layer for all k+s . The transitional roughness
data overlaid that of Shockling et al, with upper and lower limits of roughness
transition of k+s = 2.5 and 25 respectively.
Figure 3.30: Variation of turbulence intensity with k+s (taken from [25]). Top left;
streamwise, inner variables. Top right; streamwise, outer variables. Bottom left;
wall-normal, outer variables. Bottom right; Reynolds shear stress, outer variables
Profiles of streamwise Reynolds normal stress (u′2) in inner variables showed the
same reduction in near wall peak with increasing k+ as previously observed in
[24]. With increasing k+s , the profile plateaued between y+ = 100− 1000. In outer
variables, u′2 collapsed and similarity was observed for smooth and rough walls.
The wall normal Reynolds stress profile for smooth and rough walls matched to
within the experimental uncertainty in the outer layer, although a plateau was
observed close to the wall (y/δ < 0.2). No significant difference was observed
for the Reynolds shear stress profile in the outer layer, which is contrary to the
results of Krogstad et al [87] and Antonia and Krogstad [26], but in agreement
with the data reviewed by Raupach et al [91].
Quadrant decomposition analysis of the percentage contribution of low energy
ejections and sweeps (Q2, Q4 - see figure 2.9) to the total Reynolds shear stress
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Figure 3.31: Effect of k+ on turbulence sweep-ejection cycle (taken from [25])
showed no significant changes to the turbulence structure in the outer layer as a
result of surface roughness. Similar results were obtained by Flack et al [89] over
sandpaper and mesh roughness for much higher k/δ (1/62 and 1/45 respectively),
although with k/δ = 1/15, Krogstad et al [87] noted an increased contribution
from Q2 and Q4 events over woven mesh roughness. With the sensitivity of
the quadrant decomposition increased to isolate strong turbulent events, good
agreement was again observed in the outer layer between smooth and rough walls.
However, near the rough wall, ejections were found to be suppressed, while the
contribution to the Reynolds shear stress from sweeps was increased. The opposite
was noted for the smooth wall. The ratio, Q2/Q4 clearly showed that near the
rough wall, sweeps contributed more to the total Reynolds shear stress than
ejections.
The third order turbulence statistic (u′3) also showed similarity in the outer layer
and significant differences in the inner layer. The rough wall profile became
positive while the smooth wall remained negative. The destruction of the u′2 peak
and change in sign of u′3 were suggested to be indicative of the modification of
near wall quasi streamwise vortices and associated sweep-ejection cycle. Overall,
the study of Schultz and Flack provided support for the outer layer similarity
hypothesis of Townsend [90], and the theory of scale separation of Jimenez [14].
They note that the most noticeable effect of roughness on the outer layer turbu-
lence seems to be from 2D transverse rod roughness.
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Fig. 5. ⟨v+2⟩ vs. y=!. Symbols as in Fig. 2.
Fig. 6. −⟨u+v+⟩ vs. y=!. Symbols as in Fig. 2.
⟨u+2⟩ tending to be larger over the rod roughness. The di!erences are believed to be genuine,
since they fall outside the range of experimental uncertainty.
2. The most pronounced di!erences seem to occur on ⟨v+2⟩ (Fig. 5) and −⟨u+v+⟩ (Fig. 6), implying
that the wall-normal motion is the most a!ected by the type of surface. Note that ⟨v+2⟩ and
−⟨u+v+⟩ are also largest for the rod roughness, implying a much stronger momentum transport
for this particular surface. Relative to the smooth surface, there is clearly much more activity
associated with the wall-normal velocity "uctuation over the rough surface.
3. Although #U+ is the same for the two roughnesses, the Reynolds stress distributions are di!erent.
This alone considerably limits the generality of #U+ as a descriptor of the e!ect that di!erent
surface conditions have on the momentum transport.
Outer layer di!erences for the turbulent kinetic energy k+ ≡ 12 (⟨u+2⟩ + ⟨v+2⟩ + ⟨w+2⟩) (Fig. 7)
between the rough surfaces are less pronounced than those for ⟨v+2⟩ or −⟨u+v+⟩, re"ecting the
dominant contribution from ⟨u+2⟩ to ⟨k+⟩. Both rough wall distributions lie signi$cantly above the
smooth wall distribution of Erm (1988).
Figure 3.32: Normalised Reynolds stresses and turbulent kinetic energy profiles
for different roughnesses with the same k+ (taken from [26]). ©, smooth wall; ,
mesh roughness; 5, rod roughness; −, DNS (Spalart 1988)
Antonia and Krogstad [87], [88], [26] tackled the issue of 2D and 3D roughness di-
rectly by studying the flow over spanwise circular rods and mesh screen roughness
in a wind tunnel. Both surfaces had similar effects on the mean flow (∆U+ ≈ 11,
k+s ≈ 340). k/δ in the experiments was 1/54. The smooth wall DNS of Spalart
[96] was used for reference. The streamwise Reynolds stress exhibited the smallest
difference between the surfaces. When plotted in outer variables, the rod roughness
was consistently higher than the mesh roughness, and differences between all three
surfaces (greater than the experimental uncertainty) seemed apparent well into
the outer layer. The wall normal and Reynolds shear stress displayed differences
between the surfaces more clearly. While the mesh roughness retained a near wall
peak with a plateau and gradual reduction in Reynolds stress towards the outer
layer as shown previously, the rod roughness showed no near wall peak but a
rapid increase away from the wall to a broad maxima around y
δ
= 0.3. The profile
for rod roughness was then consistently higher than the mesh roughness for the
outer portion of the boundary layer. This observation suggested that wall-normal
turbulence is most greatly affected by the type of surface, and ultimately by rod
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type roughness. In addition, surfaces with the same ∆U+ can apparently modify
turbulence in the boundary layer quite differently.
Figure 3.33: Third order moments of velocity fluctuations and skewness across
the boundary layer for roughness with the same k+ (taken from [26])
Major differences were seen for the third order moments of the streamwise and
wall normal components of fluctuating velocity (u′+2v′+), (v′+3) between the sur-
faces for y/δ < 0.5. The rod roughness had negative values at the wall for both
moments, whereas the mesh roughness was only negative near the wall for u′2v.
The difference in triple products between the rod and mesh roughness highlighted
the enhanced transport of momentum towards the walls for the rod roughness,
in contrast to the transport of momentum away from the wall from 3D rough-
nesses. They also noted that since the y derivatives of the two triple products
are associated with turbulent energy diffusion from the wall normal fluctuating
velocity, there is a gain of turbulent energy over rod roughness. Skewness of the u
velocity component, Su changed sign near the wall for both types of roughness, but
skewness of the v component, Sv only changed sign over rods. They suggested that
the change in wall-normal skewness was indicative of the transport of momentum
by wall-normal fluctuations into the cavities between the elements. Analysis of
the anisotropy of the Reynolds stresses showed that roughness generally reduced
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anistropy. The 3D mesh roughness was found to have the greatest effect on
isotropy. The findings are contrary to the outer layer similarity hypothesis of
Townsend, but the value of k/δ is close to the limit proposed in [89] for the onset
of breakdown of the hypothesis.
Figure 3.34: Profiles of turbulence intensity (top) and vorticity (bottom) (taken
from [27]). Left: normalised by local U∗, Right: normalised by smooth wall U∗
Bhaganagar et al [27] performed a DNS of 3D ’egg carton’ roughness in a plane
channel and also produced findings contrary to the outer layer similarity hypothe-
sis. They focussed mainly on the fundamental differences in inner and outer layer
turbulence structure over a smooth and rough wall. Their findings on the mean
flow have been discussed earlier. The rms velocity fluctuations (normalised by
smooth wall U∗) across the channel width (normalised by channel half height)
showed the typical increase in turbulence intensity over roughness, with the
strength of the fluctuations becoming more extreme with increasing k+. With an
alternative normalisation for y which considered the difference in boundary layer
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thickness between the smooth and rough walls, differences in the rms fluctuations
from roughness were shown to extend into the outer layer. Further differences in
fluctuating velocity components across the boundary layer between smooth and
rough walls were demonstrated when plotted in both inner and outer variables
and normalised by the respective (smooth or rough) friction velocity. The results
showed similarity to the findings of Antonia and Krogstad [26] for mesh roughness,
who observed a near wall reduction in streamwise fluctuation and an increase in
wall-normal fluctuation. Examination of the rms vorticity fluctuations showed
an increase in absolute vorticity in the vicinity of roughness, but when scaled
by the local U∗, no changes to the outer layer vorticity by roughness were noted.
The authors suggested that the vorticity in the outer layer was unaffected by
roughness since the structure of small scale turbulence in the outer layer was
naturally more isotropic and of similar magnitude for smooth and rough walled
flows. The effect of roughness on the isotropy of larger scales (as measured by
rms velocity fluctuations) was in agreement with the work of Antonia and Krogstad.
Differences between smooth and rough walls were also noted in the skewness of
the fluctuating velocity components. For a smooth wall, streamwise skewness
changed from positive to negative around y+ = 10, but for the rough case this
occurred at y+ = 20. The wall normal skewness displayed the most differences
between smooth and rough - being predominantly negative beyond y+ = 30 for
the rough case, but positive for the smooth wall between y+ = 30− 130. These
results suggested that turbulence transport in the wall-normal direction is most
influenced by a change in wall roughness.
Bhaganagar et al also showed the effect of roughness on the terms of the turbulent
kinetic energy transport equation (equation 2.4.13) across the boundary layer.
When normalised by the smooth wall friction velocity, the maximum rate of
production and dissipation of turbulent kinetic energy as well as the maximum
rate of turbulent transport was higher over the rough wall. Differences to the
viscous diffusion terms were also noted in the inner layer. Furthermore, analysis
of the Reynolds stress transport terms (u′2v′, u′v′2 for u′2 and u′v′ respectively)
showed major differences for u′2v′ between smooth and rough surfaces across the
inner layer. u′v′2 was not modified to the same degree. The energy budget and
Reynolds stress transport terms confirmed modifications to the outer layer wall-
normal transport behaviour by roughness. Contours of instantaneous streamwise
velocity showed structures to be more elongated in the wall-normal direction
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Figure 3.35: Contours of instantaneous streamwise velocity at y+ = 5. Top;
smooth wall. Bottom; rough wall (taken from [27])
above roughness and contours of vorticity showed increased activity and a change
to the angle of inclination of the vortical structures. Contour plots of the three
vorticity components showed irregular backflow occurring around the peaks and
crests. Organised vorticity was evident over the roughness peaks and it seemed
clear that roughness effects extended into the outer layer. The authors also noted
that the near wall streamwise vortices were much stronger over the rough wall.
The extent of the roughness sublayer was estimated as 1.5k for the large scale flow
features and around 1.1k for the small scale turbulence structures.The spanwise
element spacing was found to affect whether or not the outer region was affected
by roughness. No significant differences were observed between roughnesses with
variable streamwise spacing.
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Summary
• Three roughness regimes: smooth, transitional, fully rough.
• Classified by sand grain roughness heights according to Nikuradse (other
classifications available based on wall shear stress ratio).
• λ independent of Re in the fully rough regime.
• Transitional roughness profile may be inflectional (Nikuradse-type) or grad-
ual (Colebrook-type).
• Roughness causes mean flow momentum loss and a downward shift in log
law velocity profile, determined by ∆U+.
• ∆U+ = f(k+s ) = f(roughness height, shape and density).
• Outer layer mean velocity distribution is universal.
• Reynolds normal and shear stresses are increased over roughness.
• Greatest effect normally for wall-normal turbulence fluctuations
• Magnitude and extent of the modification dependent on roughness type and
ratio of k/δ.
• Near wall Reynolds stress profiles dependent on roughness type.
• Enhancement of momentum transport generally most extreme for 2D trans-
verse roughness.
• Momentum flux from roughness cavities sustains the cycle of turbulence
production and dissipation.
• Near wall turbulence anisotropy reduced over rough walls.
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3.2.2 Heat transfer
Studies of the heat transfer over rough surfaces have generally lagged behind those
of momentum transfer, due to the additional complexity of the measurements
required. The mechanisms of momentum and heat transfer are similar and fields of
velocity and temperature have been shown to be analogous (as discussed previously
in the theoretical introduction). However, one important difference is that the heat
transfer has an additional dependency on the thermal conductivity of the fluid,
and therefore heat transfer processes are functions of roughness, Reynolds number
and Prandtl number. It should be noted that while many forced convection
correlations exist, most do not include a dependence on friction factor, and those
that do [97] are still only intended for use with ’smooth’ tubes [98]. A good review
of early heat transfer studies on rough walled flows was conducted by [99] and for
the enthused reader, the report of [100] is particularly thorough. Generally, the
standard approach has been to produce empirical expressions for the dependence
of heat transfer coefficients (Nu or St) with Re and Pr based on experimental
datasets and theories about the near rough wall convection mechanism. One
numerical model is discussed which seems most promising for predictions of heat
transfer coefficients over rough walls.
Nunner [101] performed heat transfer experiments using pipes roughened with
circumferential rings using air from Re = 500 to 8 × 104. He found a fit to his
data with the form;
Nu =
f
8 RePr
1 + 1.5Re− 18 Pr−
1
6 (Pr
λ
λ0
− 1) (3.2.13)
where λ0 is the smooth wall friction factor. The expression is noted to have two
shortcomings [99] [28]) - notably that the reduction in St with λ in the fully rough
regime is not reproduced, and that the expression is not accurate beyond Pr > 1.
One of the earliest correlations produced was that of Martinelli [102];
St Prf
2/3 =
√
λ
8 Pr
2/3 ∆tmax/∆tmean
5[Pr + ln (1 + 5Pr) + 0.5DR ln Re60
√
λ
8 ]
(3.2.14)
where DR is the diffusivity ratio H
H+k/ρCp .
This correlation was noted to be somewhat better than that of Nunner, since
the drop off in St with increasing Re in the fully rough regime is included. In
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addition, Smith and Epstein [103] found Martinelli’s expression to adequately
represent heat transfer data from seven commercial pipes.
Owen and Thomson [104] tested 2D transverse ribs and Nikuradse type irregular
3D pyramids in the fully rough regime (k+ > 100) in a wind tunnel. In order
to derive an expression for Stanton number, they used a mass transfer analogy
and measured the rate of sublimation of a solution of Camphor (Pr ≈ 3) in
methylated spirit from the surface. The boundary layer velocity profile was
measured by pitot tubes. The derived Stanton numbers (logSt−1) were plotted
against logRe alongside the data of Nunner [101], and Dipprey [28] who made
similar measurements for different roughness types and Prandtl numbers. From
the available data, they found a relation for the dependence of Stanton number
with k+;
St = 1
α
(k+)−0.45 Pr−0.8 (3.2.15)
where 0.45 < α < 0.7. The experimental data matched well with their proposed
theoretical expression for St. Owen and Thomson proposed that (for fully rough
flow) the main convective heat transfer mechanism at the wall was the sweep and
ejection cycle created by quasi-streamwise vortices. They imagined a shallow sub-
layer, with thickness comparable to that of the roughness height, where vortices in
and around the roughness peaks and troughs would scour the surface and convect
the heat (initially transferred by conduction from the wall to the wall adjacent
fluid) towards the core flow.
At the same time, Dipprey and Sabersky [28] measured the friction factor and
Stanton number of tubes with close packed sand grain type roughness as well as
a smooth tube for comparison. They used distilled water as the working fluid
and varied the bulk temperature to adjust the Prandtl number between ≈ 1− 6.
The tubes were heated resistively and the roughness was created by electroplating
nickel over mandrels coated with closely graded sand grains before chemically
dissolving the mandrels to leave a nickel shell. The tube external wall temperature
was measured with 3 sets of 3 thermocouples, spaced axially and circumferentially.
The friction factors were generally in excellent agreement with Nikuradse’s data
for the equivalent sand grain roughness from 104 ≥ Re ≥ 106. The suitability
of the apparatus for heat transfer studies was validated through comparison of
stanton number data for the smooth tube with previous investigations. Profiles of
St vs Re at four Prandtl numbers were plotted for three sand grain roughnesses.
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For each roughness, the heat transfer coefficient generally reached a maximum
towards the upper limit of the transitionally rough regime, before decreasing
monotonically as fully rough conditions were met. The most pronounced maxima
occurred for the highest Prandtl number case. Heat transfer coefficients were
increased with decreasing Pr, and increased with relative roughness.
Dipprey and Sabersky then developed a ’heat transfer similarity law’, based on
the law of the wall of the turbulent boundary layer and the Reynolds analogy
between momentum and heat transfer:
(λ)/8)St− 1√
(λ/8)
+Br = g[k+, P r] (3.2.16)
where Cr is the Nikuradse log law intercept in the fully rough region for the type
of roughness in question. The validity of the expression was shown by plotting the
function ’g’ against k+ and comparing with the experimental results - for which
there was excellent agreement. Furthermore, by considering the rough wall as a
series of small cavities with rotational flow as observed in [21] [19], they formed
an expression for g in the fully rough condition based on a ’cavity heat transfer
coefficient’, Stc, calculated using the mean velocity, temperature and heat flux at
the tips of the roughness elements;
gfr =
1
AStc[k+, P r]
(3.2.17)
becoming ultimately
gfr = kf (k+)pPrm (3.2.18)
when
Stc =
1
Akf
(k+)−pPr−m (3.2.19)
where kf is a constant dependent on roughness (5.19 in their experiments), p = 0.2
and m = 0.44. The above formula was well represented by their experimental
data, showing that (Pr)−0.44 against k+ collapsed to a single line with gradient
n = 0.2 in the fully rough regime for all roughnesses and Prandtl numbers. In
addition, the data of Nunner [101] for 2D ring roughness with various heights and
spacings was shown to take the same form of g and also collapse to a single line
in the fully rough regime (parallel and offset to the sand grain roughness results),
providing support for the heat transfer similarity law. Plotting 2St/λ against
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Pr for the roughest tube tested showed further good agreement between the
similarity law and experimental data. The correlation of Martinelli [102] recreated
the shape accurately but significantly under predicted the data, while the expres-
sion of Nunner deviated significantly from the data particularly with increasing Pr.
Figure 3.36: Comparison of heat transfer correlations over rough walls (taken
from [28])
Sheriff and Gumley [29] used air and an annular test section with a central electri-
cally heated tube to study the friction factor, heat transfer behaviour and mean
velocity and temperature profiles of rough surfaces between 104 < Re < 2× 105.
The roughness was created by wrapping wire around the tube, with a constant
pitch-height ratio of 10. 6 wire diameters were used and 21 thermocouples were
positioned along the tube. Heat transfer enhancement with roughness was shown
in terms of Nu vs Re. dNu
dRe
was highest for the transitionally rough regime and
then decreased when fully rough conditions were achieved. The lower roughness
cases showed a much more gradual transition, made evident by the less abrupt
change in dNu
dRe
with Re. The same behaviour was equally evident when expressed as
Stanton number - with the maxima occurring at greater Re for lower roughnesses.
From measurement of the mean velocity profile, they found Cr = 4.65 and from
comparison of the mean velocity and temperature profiles, found H
M
(the ratio of
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Figure 3.37: Nu vs Re for 2D wire roughness (taken from [29])
eddy diffusivity of heat to momentum) = 1.5.
For k+ > 50, a correlation for the overall Stanton number was found of the form:
1
St
=
√√√√(8
λ
)(√√√√(8
λ
)
+ 1
Stw
+ δm− 4.65
)
(3.2.20)
where the wall stanton number, 1
Stw
= 5.37(k+)0.199 was a minimum value when
k+ ≈ 35 (representing optimum heat transfer). δm was dependent upon the value
of H
M
. The expression for 1
Stw
, extrapolated in k+ beyond their experimental
dataset showed qualitative agreement with the results of Nunner [101] for tubes
roughened with semi circular rings with pitch to dimeter ratios of 10 and 20.
Gowen and Smith [30] noted that the similarity law of Dipprey and Sabersky [28]
neglected the difference between velocity and temperature profiles in rough pipes.
They measured radial temperature profiles as well as heat transfer coefficients of
rough tubes. In the study of radial temperature profiles, they used a mesh screen
soldered to the inside of a brass pipe, with ks+ = 0.051. The range of Pr was
0.7 < Pr < 14.3 (air, water and glycol) and Remax was 50000. Temperatures were
recorded axially with 12 thermocouples and radially with a traversing thermocou-
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Figure 3.38: Variation in St−1 with k+ (taken from [29])
ple. Heat was applied to the tube with a ribbon resistance heater. St vs Re for all
three fluids showed a typical increase in St for rough tubes compared to smooth
tubes. In addition there was further support that rough surfaces can achieve
greater heat transfer efficiency than smooth surfaces in the transitionally rough
regime for high Pr fluids. The efficiency ratio St
λ
against Re showed that the
increase in frictional resistance is greater than the enhancement to heat transfer
as Re increases.
Analysis of the non dimensional radial temperature profiles (t+ = A ln y+ +B)
revealed that the gradient A varied with roughness and Pr, unlike the slope of
velocity profiles ( 1
κ
≈ 2.5), which have been shown to remain constant regardless of
wall surface condition. This indicates that the mechanism of heat transfer changes
towards the turbulent core. The authors suggested that the slight increase in slope
of the dimensionless temperature profile with Pr highlighted the significance of
molecular diffusion of heat from eddies to turbulent heat transfer over both smooth
and rough walls. The dimensionless temperature profiles showed a dependence on
Re and Pr - being generally shifted upwards with increasing Re and Pr for rough
tubes. The increase with Pr (also observed for smooth surfaces) was attributed
to the shift in relative heat transfer resistance from the turbulent core to the wall
region, and the increase with Re was suggestive of the reduced contribution of
stagnant areas around roughness elements to the resistance to heat transfer. An
empirical correlation for the non dimensional temperature profile was suggested
of the form;
t+ = Ar ln
y
r
+ ψ (3.2.21)
with
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ψ =
(
0.155 U
∗D
ν
0.54
+
√√√√(8
λ
))
Pr0.5 (3.2.22)
The calculation of ψ was compared against the measured values for each case of
Re and Pr and reasonable agreement was found.
Gowen and Smith then studied the heat transfer coefficients over seven rough
surfaces up to Re = 105, using the same fluids as in the experiments detailed
above. The roughnesses were imprinted onto thin brass sheets which were formed
into tubes. The method resulted in well characterised roughnesses, which included
square and triangular arrays of spherical elements (k
+
s
D
= 0.028 and 0.04 respec-
tively), a screen roughness (k
+
s
D
=0.095), inversions of the aforementioned patterns
and a random roughness made from carborundum particles (k
+
s
D
=0.026). Whereas
all the roughnesses became fully developed by Re = 10000, the St data showed the
steady decrease with Re as noted by other investigators. The data was compared
against predications from the expression;
St =
√
2λ
ψ − 3.75Ar/2.5 (3.2.23)
or, with Ar averaged over the range of Pr and taken as 3;
St =
√
2λ
ψ + 4.5 (3.2.24)
created through subtraction of the general expressions for non dimensional temper-
ature and velocity gradients, as well as correlations of Nunner [101] and Dipprey
and Sabersky [28]. Perhaps unsurprisingly, closest agreement to the data was
achieved with their own correlation for all Pr considered, although the correlation
was only able to match their data with a standard deviation of ±25%. There was
reasonable agreement with the correlations of Nunner and Dipprey and Sabersky
for the low Pr cases, but the discrepancy increased with Pr. The correlation
of Nunner - created with experiments in air, consistently under predicted the
experimental data of Gowen and Smith, whereas the St values from the correlation
of Dipprey and Sabersky were consistently too high. The authors noted that
close agreement between the various correlations and datasets was unlikely, since
each correlation contained empirical constants specific to the experiments they
were generated with. Gowen and Smith noted that the lack of reliability of their
equation in accurately predicting heat transfer coefficients was most likely due to
the assumption that the friction factor completely describes the modification of
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the boundary layer temperature profile by roughness.
Figure 3.39: Predictions of St with Re of various investigators (taken from [30])
Hosni et al [105] studied heat transfer in the transitional and fully rough regimes
using a wind tunnel on a surface roughened with 1.27mm diameter hemispherical
elements, spaced 4D apart in a staggered array. The bottom wall of the wind
tunnel consisted of 21 electrically heated plates. The range in Re was 105 to 107,
which was increased through the free stream velocity. The uncertainty in St was
between 2-4%. St reduced with Re, and for all but the lowest two free stream
velocities, St vs Re collapsed to a single curve - indicating fully rough conditions
had been reached. Similar fully rough collapse was shown for a geometrically
similar surface (although densely packed) tested by Pimenta [100]. The experi-
mental data was compared to the St predictions of the Discrete Element Method
[86] (briefly described in the momentum transfer section). Agreement with both
datasets was excellent - which is noteworthy since the roughnesses were different
and spanned the transitional to fully rough regimes.
The same investigators [31] later extended the study to truncated cones and
hemispheres with two densities ( L
D
= 2 and 4). Increasing the roughness density
was found to increase St. Compared to a smooth wall, the increase in St for L
D
= 4 was 30%, while the L
D
= 2 array increased St by 55% (for hemispheres, the
respective values were 75% and 40%). Fully rough conditions were reached when
the St vs Re curves collapsed asymptotically. Interestingly, for the highest density
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truncated cone surface, the thermal fully rough condition seemed to be delayed
with respect to the fully rough condition for momentum transfer. While skin fric-
tion coefficients for hemispheres and cones with equivalent diameters and densities
showed negligible effect of shape (see also [85]), the heat transfer was shown to
be a function of element shape and density, with more pronounced differences at
higher densities. Typically the St data was 10% higher for hemispheres than cones
at L
D
= 2 and 2-4% higher at L
D
= 4. Predictions from the Discrete Element Model
again showed excellent agreement, particularly for the lowest density, although
the data for truncated cones at the highest density was over predicted by the model.
Figure 3.40: Stanton number for Schlichting type roughness (taken from [31]. Left:
hemisphere roughness. Right: truncated cone roughness. Top: L
D
=2. Bottom:
L
D
=4
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Summary
1. Heat transfer coefficients expressed in dimensionless form as Nu or St.
2. Experimentally derived correlations for rough walled heat transfer generally
limited in applicability.
3. Change in gradient of Nu vs Re for fully rough conditions (occurs at lower
Re for rough walls).
4. St is a maximum prior to fully rough conditions, beyond which St decreases
with Re and eventually converges asymptotically.
5. Enhancement of heat transfer with roughness associated with disruption of
stagnant areas around roughness elements by turbulence structures.
6. Nu, St = f(Re, Pr, element shape, element density)
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3.2.3 Mass transfer
Numerous difficulties are associated with performing accurate deposition ex-
periments. These include the generation, charge neutralisation, sampling and
measurement of particles, particle bounce and re-entrainment, enhanced depo-
sition at pipe joints and surface roughness [35]. For this reason, much of the
early work on particle deposition in turbulent flow focused on the generation of
theories to predict the deposition process over smooth walls with reference to
limited experimental data. Some investigators attempted to extend the theories
to rough walls. The most informative results on particle deposition in turbulent
flows have come more recently, as a result of the advances in modern computing.
Highly detailed simulations of turbulent flow fields can now be performed, through
which the passage of discrete particles can be studied in great detail.
Mass transfer results are usually expressed in terms of the deposition velocity, Vd;
Vd =
N
C0
(3.2.25)
where N is the particle mass flux to the surface (no. of particles/m2 s) and C0 is
the concentration of particles in the bulk flow (no. of particles/m3). As the name
suggests, the deposition velocity has units (m/s), but is not related to the actual
velocity of the particles as they reach the wall.
The deposition velocity may be made non dimensional by dividing by the friction
velocity (U∗);
V +d =
Vd
U∗
(3.2.26)
Assuming spherical particles which are subject to drag by Stokes law, the particle
relaxation time, τp describes the time required for particles to adjust to external
changes in the flow field;
τp =
ρpDp
2
18µ (3.2.27)
where ρp is the particle density, Dp is the particle diameter. A particle with large
relaxation time (high ρ or Dp) is less sensitive to turbulent fluctuating velocities
and will continue on a path as a result of its inertia, while a particle with a small
relaxation time will follow the fluid streamlines more closely. It can also be made
dimensionless;
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τ+p =
τp U
∗
ν
(3.2.28)
Figure 3.41: Turbulent flow particle deposition regimes. Taken from [32]
The dependence of deposition velocity with relaxation time has been shown to
occur in three regimes. For 0.1 < τ+p < 10, V +d varies linearly with τ+p . The regime
is termed the eddy diffusion-impaction regime. Particles acquire wall-normal ve-
locity through interaction with turbulence structures in the core and buffer layer,
before traversing the quiescent viscous layer as a result of their inertia. For larger
particles (τ+p > 10), the deposition velocity suddenly reduces, as the particles
are less responsive to wall normal turbulent velocity fluctuations. For small par-
ticles (τ+p < 1), deposition is by a combination of Brownian and eddy diffusion [32].
Theories
Paparvergos and Hedley [106] provide a thorough review of the main theories of
turbulent particle deposition. In ’free flight - stopping distance’ models, particles
are considered like a second fluid phase and classical concepts of turbulence are
employed. The particles are transported by turbulent diffusion to within one ’stop-
ping distance’ from the wall - defined as the distance that a particle with a certain
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momentum would travel by ’free flight’ into the viscous sublayer. Kallio and
Reeks [36] note that the initial free flight velocity had to be arbitrarily specified -
opening the door for empiricism. In the original free flight model of Friedlander
and Johnstone [107], the free flight particle velocity was taken as the radial rms
velocity of the core flow, and as such was unrealistically high. If the local fluid
rms velocity as the stopping distance was employed [108], deposition was generally
under predicted by 1-2 orders of magnitude. Numerous modifications were made to
the original theory in an effort to improve the agreement with experimental data.
These involved adjusting the free flight distance and velocity, allowing the particle
diffusivity and eddy diffusivity to not be equal or changing the concentration
boundary condition at the free flight distance.
Other investigators took a probabilistic approach to the transport of particles,
considering the interaction of particles with turbulent structures. Hutchinson
et al [109] modelled the turbulent flow field as a series of eddies with constant
length, lifetime and speed but with random direction. Particles executed a 2D
random walk through the domain. The particle momentum gained from the
interactions with the eddies was the determining factor for deposition. Particles
with insufficient momentum to penetrate the viscous sub layer were considered to
pass through the duct. As a result, the model under predicted deposition for small
particles, but for larger particles the model gave good predictions. Cleaver and
Yates [33] produced a sublayer model based on the turbulent sweep/ejection cycle
associated with quasi-streamwise vortices in the turbulent boundary layer noted
in [20], [110]. They took the flow field as a series of spatially intermittent sweeps -
modelled by 2D stagnation point flows (as described by Schlichting (bookREF))
to replicate the viscous sublayer. Whether a particle was deposited on the wall
depended on the position at which it entered the downsweep and whether the
inertia of the particle allowed it to follow the fluid motion. The agreement with
the experimental data for the probabilistic theories was generally better than
the stopping distances models, which is attributed to the reduced number of
assumptions employed.
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Figure 3.42: Stagnation point flow model for particle deposition across the viscous
sublayer employed in [33]
Experimental observations and numerical simulations
Wells and Chamberlain [34] used radioactively tagged particles of various sizes
to study the deposition by diffusion and impaction on a vertical surface. The
particles varied in size from 0.17µm (Aitken nuclei) to 5µm (polystrene spheres)
with intermediate sized droplets of tri-cresyl phosphate. The deposition surface
was a 5m long brass rod within a copper tube, which was roughened with filter
paper. When covered in filter paper, the surface was considered to be at most
transitionally rough, with k+ around 20. The increase in friction velocity with
the filter paper compared to the smooth brass rod was 10%. The deposition to
the surfaces was assessed by placing sections of rod / rod and paper in a beta
scintillation counter and measuring the radioactivity. Vd was shown against Re
for the three sizes of tri-cresyl-phosphate particles. For both smooth and rough
surfaces, the largest particles deposited the most and deposition increased with
Re. On the filter paper surface, deposition velocity initially increased rapidly
with Re, but the gradient reduced gradually with increasing Re. Profiles for the
smooth surface were markedly different - taking an inflectional form with the point
of inflection apparently occurring at the same Re for all three sizes of particles.
For the same Re, deposition on the rough surface was several orders of magnitude
larger than the smooth surface. It was suggested that the fibres of the filter paper,
extending into the viscous sub layer, were very effective in trapping particles. The
authors noted that other experiments using bluff rather than fibrous roughness
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gave results in between the fibrous and smooth surfaces.
Figure 3.43: Deposition over smooth and rough surfaces (taken from [34])
Profiles of deposition coefficient, Kdep ( VdUm ), (the mass transfer Stanton number)
were shown against particle diameter for three Reynolds numbers. The experimen-
tal data was compared against the theories of Davies [108] and Friedlander and
Johnstone [107]. Results for the larger particles lay in between the two theoretical
curves - but the results for the smallest particles (diffusion deposition mechanism)
were well represented by both theories. A minimum in Kdep occurred for particles
sizes around 0.5-2µm.
Liu and Agarwal [35] presented data which improved upon the accuracy and
range of previous investigations. They measured deposition of uniform spherical
droplets of olive oil through a glass pipe for 10000 < Re < 50000 with particle
sizes between 1.4 - 21µm. The droplets were tagged with a small quantity of
fluorescent tracer (uranine-water solution), and the deposition was assessed by
quantifying the amount of uranine deposited in each section of the test tube, as
well as a quantity deposited on a filter at the outlet of the glass tube. Use of
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a vibrating aerosol generator resulted in very uniform particles and allowed the
particle size to be determined to a high degree of accuracy.
Between 1 < τ+ < 10, Vd+ varied with the second power of τ+, according to the
relationship
Vd
+ = (6× 10−4) τ+2 (3.2.29)
Vd
+ peaked around τ+=30, beyond which Vd+ decreased gradually with increasing
τ+. The experimental data was compared to the theories of Friedlander and John-
stone [107], [108] and Beal [111], which were all based on the ’free flight model’
but with different formulations for the free flight velocity (0.9U∗, rms v′, and
0.5U∞ respectively). The theory of Liu and Ilori [112] was also compared, which
differed from the others in that the particle diffusivity, (p) was not assumed equal
to eddy momentum diffusivity (m). For τ+ < 20, the theories of Friedlander and
Johnstone and Beal predicted the data well. The theory of Liu and Ilori slightly
overestimated V +d for τ+ < 2. The theory of Davies [108], although qualitatively
similar, significantly under predicted the experimental data.
Relatively few high fidelity experiments appear to have been performed to study
particle deposition in turbulent flow. Fortunately, computational efficiency has
increased sufficiently to permit numerical simulations of deposition, which can
provide vast amounts of useful data that could not be measured practically. For ex-
ample, particle-wall impact speed, angle, and adhesion and rebound characteristics.
Kallio and Reeks [36] cast doubt on the suitability of the ’diffusion - free flight’
concept. They preferred to use a lagrangian approach, solving the particle equa-
tions of motion numerically and tracking them through a simulated 2D eulerian
fluid phase. Their simulation was intended to provide data on the dependence of
V +d on τ+ and
ρp
ρf
(the particle-fluid mass density ratio), particle concentrations
and particle rms velocity profiles for 0.3 < τ+ < 1000.
The particle equation of motion was shown to be;
mp
dV
dt
= 6piµrp(U − V ) + Fbody (3.2.30)
where the first term on the right hand side of the equation is the stokes drag force.
In the equation of motion in the y direction, the Saffman lift force due to mean
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Figure 3.44: Results of Liu and Agarwal compared to free flight theories (taken
from [35])
shear was included;
FL = 6.46µ rp2
√
κ
ν
Vrel (3.2.31)
where Vrel is the particle velocity relative to the fluid along the centre streamline.
The turbulent flow field was constructed from the law of the wall relations for
mean velocity and wall-normal rms fluctuating velocity data from a variety of
experimental sources. A particle was modelled to pass through the boundary
layer through a series of interactions with turbulent eddies, with each eddy hav-
ing a random wall-normal rms velocity and time scale. Particles were released
in the simulation from 20 evenly spaced locations between 0 < y+ < 200. A
’sticky’ wall condition was imposed which did not allow for particle re-entrainment.
The results of the simulation were compared to the experimental data of Liu
and Agarwal [35]. Profiles of deposition velocity against particle relaxation time
showed excellent agreement, particularly between 5 < τ+ < 500. The model
accurately reproduced the reduction in deposition velocity observed in [35] for
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τ+ > 10, attributed to the reduced rms velocity (and hence reduced deposition
rate) of the largest particles. Inclusion of the Saffman lift force (which effectively
increases the particle wall-normal rms velocity in the region of strong shear close
to the wall, with the direction of the force depending on the relative particle-fluid
velocity) was shown to increase deposition velocity between 1 < τ+ < 10. The
ratio ρp
ρf
had a strong effect on the deposition velocity, particularly for τ+ < 5.
A higher particle-fluid density ratio incurred less deposition, which the authors
attributed to a reduction in the effect of lift (and therefore rms wall-normal
fluctuating velocity). Particle concentration profiles across the boundary layer
showed that for lower τ+, particles clustered in a region around y+ = 1, whereas
more massive particles were more evenly distributed across the boundary layer.
The peak in concentration near the wall was greater than the core concentration
by an order of magnitude. It seemed that particles with insufficient inertia to be
projected through the near wall viscous layer became effectively trapped under
the very active buffer layer (5 < y+ < 30). The simulation showed that particle
and fluid rms velocities were significantly different, even for the lowest relaxation
time. The results showed excellent agreement with LDA measurements of particle
wall normal velocity [113]. For y+ > 15, particle velocities were lower than the
fluid velocity, with the difference becoming greater with increasing τ+. Close
to the wall (y+ ≤ 10), more massive particles were shown to be able to achieve
wall-normal rms velocities greater than that of the fluid - as a result of inertia
provided by strong turbulent fluctuations in the core and damping of turbulence
near the wall.
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Figure 3.45: Concentration build up of particles close to the wall (taken from [36])
McLaughlin [114] performed a 3D Direct Numerical Simulation of vertical channel
flow with rigid spherical particles (2 < τ+ < 6). The particles were assigned
random initial locations with initial velocity equal to the local fluid velocity. The
Saffman lift force was included in the particle equations of motion. The flow
field was validated against the early low Re DNS of Kim et al [2]. Profiles of
deposition velocity with relaxation time were compared against the data of Liu
and Agarwal [35]. There was reasonably good agreement, although the simulation
suggested a larger power law index than in Liu and Agarwal’s relation. As in
[36], McLaughlin also found a tendency for particles to accumulate in the vis-
cous sublayer, at the edge of which, depositing particles tended to have normal
components of velocity comparable to the fluctuating wall-normal component
in the channel core. For τ+ < 5, particles were found to be carried to within
a few wall units of the wall by strong, well organised turbulent structures (the
magnitude of wall-normal component of fluid velocity was several times larger
than the wall-normal turbulence intensity). Without the lift force (or for large
particle-fluid density ratios), the particles could only reach the wall as a result
of the wall-normal momentum provided by the fluid motion. The lift force was
found to play a key role in the deposition mechanism only within the viscous
sub layer. Despite the magnitude of the force being relatively small, the force
provided additional momentum to the particles, helping them to pass through
the quiescent viscous region and become deposited at the wall. It was noted that
the lift force also provided momentum to particles moving away from the wall,
but since they generally had much lower velocities, the effect was to increase the
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accumulation of particles within the viscous sublayer.
Following from the work of Cleaver and Yates [33], Fan and Ahmadi [37] adopted
a slightly different numerical approach. They simulated particle transport in
a vertical duct with smooth and rough walls, modelling the effect of near wall
sweeps using a viscous plane stagnation point flow and including the Saffman lift
force and gravity in the particle equations of motion. The effect of roughness was
considered by applying an offset to the origin of the mean velocity profile, and
assuming the capture distance for the particles to be equal to;
y = k + σk − + D2 (3.2.32)
where k is the average roughness height, σk is the standard deviation of the rough-
ness height,  is the displacement of the velocity profile origin due to roughness
and D is the particle diameter. The maximum value of k+ was 2.13.
The particles were injected at y+ = 12 with initial velocity being equal to the local
fluid velocity. Their limiting trajectory approach assumed that particles brought
towards the wall in a sweep would be captured if they came within the capture
distance and if not, would be transported back to the outer region. Particle
rebound was omitted and it was assumed that the particle concentration was
uniform at y+ = 12. Diffusion was included in the simulation (important for
small particles < 0.1µm), with the diffusion deposition velocity (Vd+d) calculated
according to;
Vd
+
d = 0.084Sc−2/3 (3.2.33)
where Sc is the Schmidt number.
The overall deposition velocity was therefore the sum of the inertia-interception
velocity and the diffusion deposition velocity Vd+ = Vd+i + Vd+d
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Figure 3.46: 2D stagnation point flow field adopted by Fan and Ahmadi (taken
from [37])
Results for the smooth wall case were compared against the collection of ex-
perimental data shown by Papavergos and Hedley [106] and the simulation of
McLaughlin [114]. Profiles of deposition velocity with relaxation time in the iner-
tial deposition regime ( 1 < τ+ < 10) showed good agreement with the previous
investigations (although the dataset is quite spread). For 0.1 < τ+ < 5, increasing
the particle-fluid density ratio decreased the deposition velocity, while for sub
micron particles τ+ < 0.1, deposition velocity was enhanced with increasing
density ratio. This was explained by the fact that for fixed particle relaxation
time, the particle size decreases as the density ratio increases - therefore the
interception process (capture by the wall) is less effective. Conversely, in the dif-
fusion deposition range, Brownian motion is more significant for smaller particles
- hence the deposition rate for small particles is slightly increased with increasing
particle-fluid density ratio. As in [114], inclusion of the Saffman lift force increased
the deposition rate for 1 < τ+ < 10. Density ratio and lift force were found to be
insignificant for τ+ > 10, since for large particles, the inertia force is dominant.
Inertia - interception deposition was shown to be independent of Re but diffusion
deposition for small particles was enhanced with Re. Gravity reduced deposition
when in the opposite direction to the flow and enhanced deposition when aligned
with the flow. The authors suggested that the spread in experimental data may
be due to the various tube orientations and particle-fluid densities ratios employed.
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The model showed a moderate increase in roughness to have a very strong effect
on deposition rate, particularly for τ+ < 5. The deposition velocity for τ+ ≈ 0.1
was around three orders of magnitude greater for the roughest wall (k+ = 2)
than the smooth case. The minimum in deposition velocity observed for smooth
walls around τ+ = 0.5 (related to the crossover between diffusion and inertial-
interception deposition mechanisms) was not present for k+ ≥ 0.2. In addition,
with increasing roughness, the deposition velocity became almost independent of
relaxation time for 0.01 < τ+ < 0.5. For the largest particles with the highest
inertia, the roughness was less significant. The model showed qualitative agree-
ment when compared against the (rather limited) rough wall deposition data of
Montgomery and Corn [115]. The effect of particle-fluid density ratio was reduced
with roughness, and for small particles in the diffusion deposition regime, the effect
of increased deposition rate with increasing density ratio observed for smooth
walls was eliminated altogether. This observation was suggested to imply that
the deposition by diffusion becomes much less significant over rough walls. The
effect of flow orientation with respect to gravity was shown to be less significant
over rough walls, in fact with increasing roughness the deposition became almost
independent of the gravity direction.
Figure 3.47: Dependence of deposition velocity on roughness (taken from [37])
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Further insight has been provided on the mechanism of particle transport across
the turbulent boundary layer courtesy of isothermal direct numerical simulations
by Marchioli and Soldati [38] (channel flow) and Marchioli et al [39] (pipe flow).
They simulated flows laden with randomly distributed fly-ashes of three sizes in
air ( ρp
ρf
= 769, τ+ = 3.8, 29.1, 116). They aimed to resolve unanswered questions
surrounding the phenomenon of particle accumulation in the viscous sublayer
- specifically why the mechanisms of particle transfer to the wall seemed more
effective than the mechanism for re-entrainment of particles into the outer flow.
The particles were assumed rigid, spherical and to obey the equation of motion;
dV
dt
= Cd
τp
(u− v) + (1− ρ
ρp
)g− ξ()6.4612pi
dp
τp
∣∣∣∣∣δuxδz
∣∣∣∣∣
1
2
(vx − ux)ez (3.2.34)
where v is the particle velocity vector, u is the fluid velocity vector at the particle
location, Cd is the stokes drag coefficient, g is the gravitational acceleration and
ez the unit vector in the wall normal direction. ξ() is a correction factor for
larger differences in velocity between the continuous and discrete phase.
For each particle size, there was the anticipated near wall accumulation. Qualita-
tively, particle clusters were observed to approach the wall through ’preferential
avenues’, striking the wall at approximately 45 degrees. Particles that remained
in the centre of the channel formed elongated clusters, which were surrounded by
circular voids of low particle concentration. The near wall accumulation was shown
clearly for the channel and pipe flows by plots of the particle concentration against
wall distance. The peak in particle concentration for both geometries occurred
around 0.5 < y+ < 1 - which was in good agreement with the simulation of Kallio
and Reeks [36]. In the pipe flow simulation, the intermediate size particles were
organised more quickly by the turbulence. In both geometries, particles were
found to accumulate in low speed streaks - characteristic regions of the turbulent
boundary layer with lower than mean velocity. This observation was confirmed
quantitatively by plotting the particle number density distribution as a function
of the fluctuating streamwise velocity for y+ ≤ 10.
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Figure 3.48: Accumulation of particles in the viscous sublayer with time (taken
from [38]). Sequence is (a) to (d)
Figure 3.49: Accumulation of particles in regions of lower than average fluid
velocity (low speed streaks), top down view, y+ = 4. Instantaneous contours of
streamwise velocity (blue indicates negative u′) and particle locations (taken from
[38])
Quadrant decomposition was employed to identify the relationship between sweeps
and ejections and particle fluxes to and from the wall. In the uv plane, ejections
(Q2 events, u′ < 0, v′ > 0) are outward motions of low speed fluid which produce
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a local reduction in wall shear stress. Conversely, inward sweeps (Q4 events,
u′ > 0, v′ < 0) locally increase the wall shear stress. Both Q2 and Q4 motions
contribute to negative Reynolds stress, or an increase in turbulence production.
For all particle sizes, there was a strong correlation between fluxes to the wall
and high shear stress regions, and particle fluxes away from the wall and low
shear stress regions. The particle fluxes were evaluated between 5 < y+ < 15.
Furthermore, fluxes towards the wall were found to always have a greater intensity
than fluxes away from the wall - with the trend being more evident for the smallest
particle size. Similar observations were made for the pipe flow.
Figure 3.50: Correlation between sweeps and ejections and particles fluxes to and
from the wall (taken from [39])
A firm correlation was shown between the instantaneous locations of strongly
coherent turbulent structures and the locations of particles with outward or inward
velocity. In fact, 98% of the smallest particles crossing a monitor plane either
towards or away from the wall were in the vicinity of a strong sweep or ejection.
For the largest particles, the figure was 91%. This shows clear evidence that the
dominant mechanism for particle transfer is by quasi streamwise vortices. It was
shown that smaller particles were more likely to ’follow’ or be directed by the
sweeps and ejections. The correlation of positive/negative wall-normal velocity
with sweep/ejection location for the largest particles was weaker.
From instantaneous snapshots of particle distributions, iso-surfaces of vorticity and
particle trajectories, Marchioli and Soldati suggested a mechanism for the particle
trapping phenomenon. They noted that in many cases, a secondary counter-
rotating vortex would be ’born’ from a single mature vortex. Horseshoe type
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vortices (with a pair of equal strength ’legs’) were detected much less frequently.
The secondary vortices appeared to obstruct particles and prevent them from
being transferred to the region where they could be successfully entrained in the
ejection zone of the parent vortex. As a result, only particles with specific trajecto-
ries may find a way into the ’ejection channel’ to be re-entrained into the outer flow.
Figure 3.51: Conceptual model of low-Re quasi-streamwise vortices (taken from
[40])
For non-isothermal flow (ie. particle transport over heated walls) the temperature
gradient imparts an additional force to the particles (thermophoresis). Particles
with small relaxation times that deposit by Brownian and turbulent diffusion may
be pushed away from the wall due to the increased molecular bombardment from
the hot side and as a result the deposition rate may be reduced for heated walls,
or enhanced for walls cooler than the bulk flow [116]. Owen et al [117] studied
deposition of sub-micron particles (Uranine-water solution) to a smooth heated
surface and a heated surface with widely spaced roughness elements. The surface
was heated to 95oC and the bulk temperature was 25oC. At the highest tempera-
ture, the deposition was around 15-20% lower with respect to the isothermal case
(the effect for the smooth surface was fractionally less than the ribbed surface),
but for lower temperatures, the deposition reduction by thermophoresis over the
ribbed surface was lower than the smooth case. The effect was also reduced for
higher Reynolds numbers. The effect of thermophoresis was therefore reduced
by enhancement of turbulent diffusion. Thermophoresis was found to be less
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Figure 3.52: Proposed particle trapping mechanism. Iso-surfaces of vorticity
and fluid streamlines. Green iso-surface: parent vortex (CCW). Red iso-surface:
offspring vortex (CW). (taken from [38])
effective in reducing deposition rate for the smaller particles (0.05µm) than the
larger particles (0.25µm) - attributed to the higher temperature gradient across
larger particles. For the ribbed surface, the effect of particle size was less apparent.
Overall, thermophoresis was observed to reduce deposition rate (although the
effect was less than predicted by theoretical models eg. [108]) and the rate of
deposition over the ribbed surface was around an order of magnitude greater than
the smooth surface.
For aviation fuel deposition, Ervin et al [118] developed a 1D numerical model
that included fluid dynamics and chemistry. Reactant species were calculated
using a seven step global chemical kinetics scheme for Jet-A - employing 5 steps
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for bulk fuel reactions and 2 surface reaction steps. Activation energies and pre
exponential multipliers were based on experimental data. The authors highlighted
the uncertainty surrounding the actual mechanism for insoluble formation (whether
deposit forms directly on or off the wall and how the particles nucleate and grow
in the bulk fuel). The wall surface condition was included in the equation for
deposit formation rate through use of a ’sticking probability’ based on the wall
shear stress (also used by Beal [111]);
dDwall
dt
= c
τwn
[
ρ fpwall
Mp
]
Ae−Ea/RT (3.2.35)
where c is a constant, n is a constant (taken as 0.1 but 0.7 was used in [78]),
fpwall is the precursor mass fraction at the fuel - deposit interface and Mp is the
molecular weight of the precursor.
The inverse relationship with wall shear stress is counter intuitive from a fluid
mechanics perspective, given that turbulent diffusion is enhanced with increasing
τw and deposition by interception is more effective for rough walls with higher wall
shear stress. In addition, thermophoretic effects which tend to reduce deposition
have been shown to be suppressed for high τw surfaces. The inverse relationship
with shear tress can be traced back to the formulation of sticking probability given
by Epstein [116];
S ∝ adhesive bond between the particle and surfaceshear stress on particle at surface =
e−E/RTwall
τwall
(3.2.36)
which considers the role of wall shear stress only in the chemical attachment of a
particle to the wall, rather than the transport of the particle to the wall by shear
induced turbulence.
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Summary
• Mass transfer results expressed by V +d against τ+p .
• Three deposition mechanisms dependent upon τ+p (particle size and density)
- related to the interaction of particles with turbulence.
• Two classes of theories for particle deposition - free flight / stopping dis-
tance concept or probabilistic approach related to particle interaction with
turbulence sweep and ejection cycle.
• Deposition rate shown to be enhanced for modest increases in roughness.
• Deposition by diffusion is more significant for smooth walls where the extent
of the viscous layer is greater.
• Saffman lift and thermophoretic forces can enhance or reduce deposition
based on tube orientation and thermal conditions at the wall.
• Small particles with insufficient inertia to deposit accumulate in low speed
streaks close the wall.
• Particles provided with inertia to deposit by strong turbulent motions.
• Particle flux to the wall (by sweeps) is greater than flux away from the wall
(by ejections).
• Inequality in particle fluxes thought to be due to obstruction to the ejection
pathway by offspring vortices.
Chapter 4
Experimental Methods
4.1 Design Considerations
As noted in chapter 3 and table 3.1, at the time of writing the amount of published
data on the effects of surface roughness on deposition is extremely limited. Previ-
ous work [7] suggested that a rough wall accelerates the initial stage of deposition
formation, prior to a period with constant deposition rate. However, no roughness
metrology was performed on the surface in question. The experimental work
detailed in this chapter aims to fill the void in the present published material and
provide new quantitative data to inform the study of roughness effects on fuel
deposition.
To focus the design of experiments, the intended scope of the work is first con-
sidered and aims and objectives are presented. Then, considerations are given
to the suitability of established thermal stability test apparatus to the study
of roughness on fuel deposition based on a set of clear criteria. As a result,
the experimental apparatus is ranked in terms of suitability. The experimental
methodology adopted for each case is then outlined in detail.
4.1.1 Aims and Objectives
The experimental data generated should ideally have maximum relevance - for
studies of fluid mechanics and heat transfer on a fundamental level and also for
design of future engine components. On the other hand, from a pragmatic point
of view, it must be anticipated that an all-encompassing study simply may not be
possible, perhaps as a result of limitations in experimental apparatus or time. It
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is important that any sources of error are minimised and the data must have an
acceptable degree of experimental uncertainty. With these considerations in mind,
some general aims and objectives are presented:
Aims:
• Establish whether a correlation exists between surface roughness and the
deposition rate of thermally stressed aviation fuel.
• Provide more detailed information than is available in the current literature
about the roughness geometry associated with any observed trend.
• Build a dataset for roughness geometry and deposition.
Objectives:
• Identify most viable test method/s.
• Establish data points for roughness.
• Characterise roughnesses as thoroughly as possible.
• Experimentally determine the effect of roughness on isothermal flow and
heat transfer.
• Experimentally determine whether a trend exists between surface roughness
and deposit formation rate.
4.1.2 Experimental Equipment
Three well established thermal stability test devices exist at the Low Carbon
Combustion Centre, University of Sheffield which have the potential to be used
in the investigation; the Aviation Fuel Thermal Stability Test Unit (AFTSTU),
the High Reynolds number Thermal Stability Tester (HiReTS) and the Jet Fuel
Thermal Oxidation Tester (JFTOT). Standard operating conditions of each device
are compared in table 4.1 and detailed reviews of each rig can be found in appendix
A. The devices were assessed for suitability in the proposed investigation by way
of a suitability matrix, with criteria detailed below based upon the aforementioned
experimental considerations. Each device was rated between 1-5 and investigative
priority was assigned to the device with the highest score.
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Table 4.1: Typical test conditions for thermal stability rigs at LCCC
JFTOT HiReTS AFTSTU
Fuel outlet temp (oC) 260 290 200
Fuel flow rate (l/hr) 0.18 2.1 23
Test duration (hrs) 2.5 2 150
Fuel vol (l) 0.45 5 3500
Res. time (s) 2.3 0.015 0.14
Test section annular 270µm ID capillary 2mm ID tube
Reapprox 30 2000 to 10000 10000
System pressure (bar) 34 20 34
Preheating no no yes (Tbulk ≈ 170oc)
Instrumentation
Quality of instrumentation is largely determined by the test section in each de-
vice. The HiReTS and the AFTSTU device have tubular test sections, which
allows external or internal and external wall temperatures (HiReTS / AFTSTU
respectively) to be recorded. Monitoring the rise in tube wall temperature as a
result of the insulating effect of the deposit layer is arguably the only method for
non destructive on-line deposition measurement (excluding gravimetric methods).
In the JFTOT, no on-line temperature measurement is possible. The device
does provide live filter pressure drop information - although this is not a direct
indication of the level of deposition on the tube wall. The JFTOT relies upon
post test visual analysis of the tube deposit which results in a low score in this
category. Deposit thickness calculation by interferometry is now possible, but not
for rough walls.
Flow relevance
A key factor with respect to the usefulness of the data is whether the flow in the
device is laminar or turbulent. Both the HiReTS and the AFTSTU are turbulent
flow devices, while the JFTOT is laminar. Flow in aircraft fuel systems is pri-
marily turbulent, and theory would suggest that momentum and heat transfer is
independent of roughness in the laminar regime. As a result, the JFTOT scores
poorly in this category. The HiReTS scores slightly lower than the AFTSTU,
since the thermal gradient and thus change in Reynolds number through the test
section is very large in the HiReTS, while the flow in the AFTSTU is already pre
heated and thus the change in Re is lower through the test section.
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Roughness potential
Roughness potential indicates the likely range of roughness that could be inves-
tigated using the device. Since the JFTOT has an annular test section with
the heater tube forming the centre of the annulus, there is more possibility to
affect and study the surface of the material. Machining and/or additive manu-
facturing with post processing could be used to create roughnesses (2D or 3D)
that would not be possible in the case of the internal walls of tubes with similar
dimensions. For the AFTSTU, despite being internal tube flow, the dimensions
of the test section offers potential. With the largest diameter of all of the con-
sidered devices, the standard drawn tubing used for the simulated burner feed
arm section typically has a low relative roughness, providing a readily available
smooth datapoint. Potential data points for 3D roughness could be created by
using additive manufacturing or acid etching. 2D roughness could be created by
fabricating tubes with a wire insert. Standard test sections for the HiReTS are
270µm drawn tubes which have been shown to have high relative roughness. The
number of potential roughness data points is expected to be limited, since the
tubes are in the micro scale. Tubes with higher or different roughness may exist,
or it would be necessary to have a batch of tubes manufactured using different
die shapes to influence the tube internal wall. It may be possible to smooth the
surface of the standard, high roughness test section by electro discharge machining
(EDM) or acid etching. Additive manufacturing would not be possible at this scale.
Flow pre conditioning
Thermal stressing of the fuel prior to the roughness test section is deemed dis-
advantageous to the study from a fundamental sense - due to the additional
complexity of the fuel path. Initial tests to establish a trend should ideally not be
influenced by upstream fuel passages, although subsequent testing with thermal
stressing upstream of the test section would be more indicative of in-service condi-
tions. For these reasons, the AFTSTU scores low as the fuel undergoes significant
recirculation through spill loops, metering components and temperature regimes
prior to the test section location at the exit of the rig. Both the JFTOT and the
HiReTS have a single path in which thermal loading is applied at the test section
only.
Sample size
A small sample size is preferred to keep the cost of testing to a minimum. The
JFTOT scores highly in this category with the smallest sample size (600ml), due
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to the laminar nature of the device. The HiReTS requires 5l, while the AFTSTU
requires typically hundreds of litres per run.
Industrial acceptance factor
The JFTOT has been the industry standard thermal stability specification test
method for over 50 years and has been proven to be an effective tool in the
quantification of fuel thermal stability. Results from the device are numerous in
publications and have been thoroughly examined. Since JFTOT devices are so
numerous, it would be relatively straightforward for another lab to reproduce the
test conditions. The AFTSTU rig, originally conceived by Rolls-Royce is a fairly
uncompromising fuel system simulator that is featured in several publications.
The direct association to an engine manufacturer awards the device credibility
in the thermal stability community. However, access to the device is very lim-
ited. Although the HiReTS features in several publications, lack of commercial
backing and the widespread acceptance of the JFTOT as the go to specifica-
tion test device has restricted the amount of published data generated from the
device. Since the HiReTS is no longer in production, access to the device is limited.
Roughness measurement
Accurate quantification of roughness is vitally important to the study. Any ex-
ternal roughness can be measured in detail by interferometry. In this regard the
JFTOT has an advantage over the other two devices. For internal flows, the
quantification of roughness is less straightforward. The classical approach is to
assess the roughness indirectly by measuring the pressure drop through the tube
and calculating the associated friction factor. Tubes may be sectioned and optical
microscopy / scanning electron microscopy used to investigate the 2D roughness
geometry. the AFTSTU has a small advantage over the HiReTS, since the tube
geometry is slightly larger, and is therefore easier to section.
Deposition measurement
In the literature, deposits are commonly quantified in several ways: change in wall
temperature or heat transfer rate, post test carbon burn off, scanning electron
microscopy or visual rating. While the HiReTS and AFTSTU devices record
deposition via change in tube wall temperatures throughout the test, only post
test quantification is available for the JFTOT. For all test methods, tubes can be
sectioned and the deposit layer measured through microscopy. This provides the
only potential method of deposit quantification for the JFTOT, since ellipsometry
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of tubes with rough surfaces is not yet possible. In the case of the HiReTS
and AFTSTU devices, temperature measurements provide a time history of the
development of deposit, and the final value can be validated against measured
deposit thicknesses. As a result, these devices score highly in this category. No
carbon burn off analysers are available to the investigation.
Table 4.2: Rig suitability assessment
JFTOT HiReTS AFTSTU
Instrumentation 1 5 4
Flow relevance 1 4 5
Roughness potential 5 3 4
Flow pre conditioning 5 5 2
Sample size 5 4 1
Industrial acceptance 5 3 4
Roughness measurement 4 4 4
Deposition measurement 1 4 4
27 32 28
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4.2 Tests with the HiReTS device
4.2.1 Repeatability validation
Repeatability and reproducibility of the HiReTS is discussed in the review of
thermal stability test devices in Appendix A. While the device repeatability
seems adequate according to the ASTM requirements, significant and consistent
variations in initial tube outer wall temperature have been reported in [38] and
observed in testing conducted by the author. Figure 4.1 shows 9 tube external
wall temperatures recorded by thermography at the conclusion of a 5 minute warm
up period prior to the start of tests conducted on the same fuel using the standard
HiReTS method (ASTM D6811). At this point in the time, the rig has reached
quasi-steady state conditions; the fuel outlet temperature is well controlled by the
PID and it can be safely assumed that no measurable amount of deposit will have
formed during the warm up period. If the variability in initial wall temperature
cannot be assigned to differing pre-test methods or even different fuels, logic
dictates that the variability in initial wall temperature must be a result of some
aspect of the test device.
Figure 4.1: Observations in the spread of initial wall temperature with test on
one fuel (ASTM D6811)
The test capillaries used in the HiReTS (supplied originally by Stanhope-Seta)
are available in various batches. In the figure above, data from tubes from 3
batches are shown. It was necessary to assess whether the variability in wall
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temperatures could be attributed to only the change in capillary and not a combi-
nation of tube and device variability. Figure 4.2 shows the initial external wall
temperature profiles for three capillary tubes (batches 4604, 4204 and 0803C)
after a five-minute warm up period. For each tube, two tests were performed to
assess the ability of the device to reproduce wall temperatures for the same tube.
The second test was performed on the following day to ensure the device had
cooled completely. In order to ensure that no deposit was formed which could
alter the temperature profiles, the fuel was deoxygenated via nitrogen purging for
10 minutes. Complete removal of oxygen was verified using an oxygen sensor. It
is clear that the temperature profiles are identical between the two tests for all
three tubes considered and the repeatability of the device in terms of initial wall
temperature is confirmed. Also evident is the change in wall temperature profile
between tube batches. What can be said with confidence is that either the tube
diameter and / or roughness are variables which influence the standard test method.
Figure 4.2: Repeatability of initial wall temperature for the same tubes (ASTM
D6811)
4.2.2 Establishing roughness data points
Sectioning and microscopy of test capillaries used in previous fuel specification
testing with the HiReTS device at the Low Carbon Combustion Centre has shown
the tubes to exhibit very high surface roughness. Roughness peaks exceeding
20µm have been measured - resulting in relative roughnesses, k
D
= 0.07. For testing
using the standard method on the HiReTS (ASTM D6811), the tube diameter is
required to be between 260-300µm. The original tubes are typically approximately
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270µm in diameter. The tube stock used in the HiReTS is in fact technical grade
316SS capillary tubing for high performance liquid chromatography (HPLC). This
particular tube geometry was originally selected for use in the HiReTS because of
the requirement for a turbulent flow test with a small sample size.
4.2.2.1 Capillary tube smoothing
Wire electrical discharge machining (EDM) was identified as a potential method
to smooth the internal wall of standard HiReTS tube stock. A tensioned 150µm
copper wire electrode is fed continuously through the tube, which is immersed in
dielectric fluid. A high frequency current is discharged through the fluid across a
small spark gap between the wire and the workpiece and the heat of the spark
(8000 - 12000oC) erodes a small amount of material from the workpiece, which is
flushed away by the fluid. Surface roughnesses as low as 0.04 µm (Ra) may be
achieved.
Figure 4.3 shows sections from an initial test batch of tubes, smoothed by EDM,
compared to a stock capillary tube. The method was successful in smoothing the
large peaks and troughs exhibited in the stock tubes. A quantitative comparison
is difficult, since the point of measurement of roughness peaks is rather arbitrary.
Qualitatively, it can be seen that the roughness has been greatly reduced with
respect to the stock tube, although the smoothed tubes do still exhibit deviations
from an ideal circle.
4.2.2.2 Effect of tube diameter on test conditions
It is evident from the micrographs that in the EDM process, material is removed
from the wall such that the diameter of the tube is significantly increased. The
effect of tube diameter on the Reynolds number for an ideal smooth case is outlined
below. In the calculations, the fuel flow rate and exit temperature for the standard
HiReTS method was used (35ml/min, Tout = 290oC).
Uavg =
Q
A
= Q
piD2
4
(4.2.1)
Re = UavgD
ν
= 4Q
piD ν
(4.2.2)
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Figure 4.3: SEM image of sectioned tubes. Top: standard capillary. Bottom:
smoothed by EDM
Taking into account temperature dependent material properties and assuming
linear axial temperature increase (iso-flux thermal boundary condition), the profile
of Reynolds number from inlet to outlet for tube diameters from 260 - 400µm is
shown in figure 4.4. The implications with regard to the study of roughness are
quite significant. Fig 4.5 shows the change in viscous sub layer thickness across
the tube length with Re for a theoretically smooth tube. The friction velocity was
estimated from the Colebrook-White formula. It is clear that for constant flow
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rate, a decrease in the tube diameter results in increase in Re and a decrease in
viscous layer thickness across the tube. Since Re increases from inlet to outlet as
a result of the reduction in bulk viscosity and density, significant changes in tube
diameter will result in different transitional roughness behaviour along the tube -
since the roughness elements will begin to disturb the viscous layer at different
axial locations, depending on the diameter.
Furthermore, since the inlet flow under standard conditions is below the critical
Reynolds number for pipe flow, transition to turbulence occurs. Changes to the
point of transition through diameter will also have implications for the wall shear
stress and heat transfer.
Figure 4.4: Change in Re due to bulk fuel temperature increase from inlet to
outlet
With a-priori knowledge of the tube diameter, one approach could be to adjust
the fuel flow rate to match the desired Re. However, this would result in a change
to the energy required to heat the fuel to the outlet temperature, thereby invali-
dating the comparison. It is clear that for a fair study of deposition (regardless of
roughness), changes in the Reynolds number and energy input to the fuel must be
kept to a minimum. Therefore the diameters of smooth and rough tubes should
ideally be as close as possible to minimise Reynolds number effects.
CHAPTER 4. EXPERIMENTAL METHODS 127
Figure 4.5: Change in viscous sublayer height with Re
4.2.2.3 Tube selection
Since the EDM process increases the ’donor’ tube diameter significantly, an al-
ternative supply of larger diameter drawn tubes was required for the rough wall
comparison. Fortunately, 1.6mm OD HPLC capillary tubing is available in a
variety of internal diameters, with the next available (≈ 500µm). To create the
smoothed tubes, the smallest diameter donor tubes (≈ 270µm) were spark eroded
by EDM to a target diameter of 500µm. In all, 3 sets of smooth tubes were
machined. The length of the tubes did not change with respect to the standard
HiReTS method (152mm). 200mm long tubes were machined which were cut to
size during the sectioning process, outlined below.
4.2.3 Roughness characterisation
Characterisation of the roughness in as much detail as possible is one of the
key objectives of the study. The nature of the flow - internal as opposed to
annular, makes the metrology of roughness somewhat difficult, as high fidelity
optical profilometry is not possible. Some limited information may be gained
through sectioning of the tubes and measuring surface features using microscopy
as previously shown. Whilst this approach has the advantage of being able to
directly measure some surface features, it is limited by the fact that each section
is representative only of a very small region of the tube, and in addition, only the
roughness features in the radial and circumferential directions are considered. In
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the absence of micrographs of axial lengths (which are very hard to realise in prac-
tice due to the small diameters considered and precision of sectioning required),
it is assumed that cold drawing of the tubes around a die results in ’extrusion’
of the circumferential roughness profile (imparted to the tube wall by the die)
along the tube length. As a result, the circumferential profile is expected to be
reasonably consistent along the length of the tube. The extrusion of the peaks and
valleys might result in a riblet-type roughness - aligned in the streamwise direction.
The classical approach, which does not rely on specific metrology of the surface
features, has been to observe the effect of roughness on the fluid flow via measure-
ment of the wall shear stress τw, which has been discussed at length in previous
chapters. Pressure drop measurements along the tube (resulting in friction factor),
essentially provides a quantification of the frictional resistance provided by the
roughness elements averaged along the entire length of the tube. Clearly this is
more representative of the roughness than a radial slice, and the friction factor
carries more merit as a way of describing roughness than discrete measurements
taken from a micrograph. The caveat in this approach is that in order to relate
the friction factor to the classical work of Nikuradse to calculate an equivalent
sand grain roughness, the pressure drop must be measured in the fully rough
condition. If this is not possible then the analysis is hampered somewhat, and
transitional formulas (such as the Colebrook-White equation) must be used for
comparison.
4.2.3.1 Microscopy
To study the tubes optically, samples were prepared using established techniques
for Scanning Electron Microscopy. The process is outlined below;
• Tubes were first sectioned to the required length (152mm). A 5mm slice
was taken from the excess length using a precision abrasive ferrous cutting
blade.
• The small length was hot mounted in bakelite.
• The sample was wet ground with successively finer abrasive paper (400
-1200grit) to remove the scratches from the abrasive blade.
• The sample was polished with 2µm diamond suspension to remove the
scratches from the abrasive paper.
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• The sample was polished to a mirror finish with 0.06µm colloidal silica.
Micrographs of the EDM and drawn tubes are shown in figures 4.6 - 4.10. In
addition, the diameters extracted from the micrographs are listed in table 4.3. It
should be noted that the measurement of diameter (for the rough tubes in partic-
ular) directly from the microscope relies upon a somewhat arbitrary selection of a
reference position for the radial measurement. In practice, the position was chosen
by eye to achieve the best apparent fit to the inner bore, or to lie on a ’mean’
locus ie. equidistant from the highest peaks and lowest troughs. In an attempt to
quantify the ’worst case’ error associated with the measurement of diameter for
the rough tubes, minimum and maximum diameters were compared, where the
minimum diameter used the tips of the roughness peaks as the reference position
and the maximum diameter used the bottom of the troughs. The difference δD
was around 50µm, corresponding to a maximum uncertainty in the diameter of
11%. Since the bores of the EDM tubes were more regular, the level of ambiguity
was reduced. The measurement of diameter was subsequently improved with
image processing techniques.
The commercially available drawn tubes show a high degree of similarity. The
roughness could be described as being composed of a complex mix of superimposed
length scales; relatively broad protrusions or indents along which the surface is
’wrinkled’ by the smaller scale roughness. The largest peaks and troughs seem
to generally extend to approximately 20µm in the radial direction. One feature
common to the tubes seems to be relatively deep and sharp ’crevasses’. The
reduction in surface roughness from the EDM process is plain to see. On the
whole, the bores are much more regular, although some tubes do possess ’soft
indents’ - deviations from an otherwise near perfect circular bore. The roughness
protrusions are more difficult to measure since they are so small, but are probably
around 1-2µm.
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Figure 4.6: Longitudinal sections. Top: drawn. Bottom: EDM
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Figure 4.7: Set 1: EDM tubes 1 to 6
Figure 4.8: Set 2: EDM tubes 7 to 11
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Figure 4.9: Set 3: EDM tubes 12 to 14
Figure 4.10: Drawn tubes 1 to 11
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4.2.3.2 MATLAB image processing
In order to try and describe the roughness in more detail, image processing was
used to trace the roughness profile. Crucially, good quality, highly polished samples
were required, such that a clear distinction could be made between the tube wall
and the bore. The micrographs were converted to binary images of only white or
black pixels and a boundary tracing algorithm was used to trace the path formed by
the intersection of white and black pixels, which were stored as a list of coordinates.
The centroid of the bore was calculated from the coordinates as;
(x, y)centroid = (
1
n
n∑
1
x), ( 1
n
n∑
1
y) (4.2.3)
where n is the number of coordinate points. The distance from the centroid to
each point (or the radius) was calculated by pythagorus’ theorem;
r(n) =
√
(xcent − x)2 + (ycent − y)2 (4.2.4)
and the average radius, measured from all points of the perimeter to the centroid
was given by;
ravg =
1
n
n∑
1
r (4.2.5)
The roughness height was defined as the difference between the local radius and
the average radius;
yk = r(n) − ravg (4.2.6)
The result is equivalent to a 2D contact profilometer trace. Examples of the
circumferential roughness profiles are shown in figure 2.7. From the roughness
profile, the following 2D roughness metrics were calculated;
Ra, the arithmetic average roughness height;
Ra =
1
n
n∑
1
|yk|) (4.2.7)
Rq, the root-mean-squared (RMS) roughness height;
Rq =
√√√√ 1
n
n∑
1
yk2 (4.2.8)
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Rv, the maximum valley depth;
Rv = min(yk) (4.2.9)
Rp, the maximum peak height;
Rp = max(yk) (4.2.10)
Histograms with overlaid normal distributions are also shown to visualise the
distribution of roughness height.
Figure 4.11: Demonstration of boundary tracing algorithm
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Figure 4.12: Circumferential roughness profiles (note y axis scale). Top: R7.
Bottom: EDM 4
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Figure 4.13: Roughness height distribution. Top: R7. Bottom: EDM4
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Table 4.3: Image processing roughness metrology
Tube D (µm) A (µm2) P (µm) P/πD Ra (µm) Rq (µm) Rp (µm) Rv (µm) krms/D (%)
R3 537 2.33E+05 2134 1.265 4.18 5.36 12.56 -17.68 1.00
R4 527 2.23E+05 2088 1.262 6.28 7.48 16.55 -21.04 1.42
R5 519 2.17E+05 1983 1.217 5.12 6.49 17.92 -16.97 1.25
R6 517 2.15E+05 2121 1.306 4.38 5.49 14.48 -13.40 1.06
R7 530 2.27E+05 2140 1.285 5.68 7.04 21.44 -19.54 1.33
R8 527 2.24E+05 2095 1.266 7.31 8.88 23.40 -16.66 1.69
R9 528 2.24E+05 2304 1.390 6.95 8.76 24.68 -18.31 1.66
R10 531 2.28E+05 2156 1.291 8.44 9.72 19.38 -24.14 1.83
R11 539 2.34E+05 2338 1.381 7.45 9.07 22.21 -20.98 1.68
avg 528 2.25E+05 2151 1.296 6.20 7.59 19.18 -18.75 1.44
EDM 1 482 1.89E+05 1769 1.168 9.15 10.53 24.16 -17.42 2.19
EDM 2 453 1.65E+05 1521 1.070 2.32 2.89 8.92 -5.89 0.64
EDM 3 472 1.80E+05 1744 1.176 2.41 3.10 10.95 -6.35 0.66
EDM 4 439 1.56E+05 1514 1.098 1.92 2.32 5.26 -6.12 0.53
EDM 5 500 2.02E+05 1780 1.134 3.36 4.36 14.12 -7.64 0.87
EDM 6 437 1.54E+05 1487 1.083 1.26 1.69 6.27 -3.84 0.39
avg 437 1.74E+05 1636 1.12 3.40 4.15 11.61 -7.88 0.88
EDM 7 575 2.67E+05 2199 1.217 5.27 6.27 15.96 -12.20 1.09
EDM 8 575 2.68E+05 2025 1.120 3.88 4.78 10.65 -11.06 0.83
EDM 9 574 2.66E+05 2111 1.172 5.18 6.37 18.62 -11.23 1.11
EDM 10 581 2.73E+05 2186 1.197 7.66 9.33 16.49 -20.89 1.60
EDM 11 576 2.68E+05 2142 1.184 4.64 5.24 14.11 -9.66 0.91
avg 576 2.68E+05 2133 1.178 5.33 6.40 15.17 -13.01 1.11
EDM 12 567 2.60E+05 1991 1.118 7.75 9.33 19.00 -12.53 1.65
EDM 13 495 1.98E+05 1923 1.237 4.34 5.23 14.99 -9.53 1.06
EDM 14 611 3.01E+05 2246 1.171 9.56 12.69 33.26 -25.08 2.08
avg 557 2.53E+05 2053 1.175 7.21 9.09 22.42 -15.71 1.59
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4.2.4 Isothermal pressure drop experiments
As shown previously, the friction factor can be related to the pressure drop across
a length L of pipe with diameter D according to;
P1 − P2 = λ L
D
ρU2avg
2
The bulk velocity, Uavg can be measured from the flow rate and area;
Uavg =
Q
A
The theoretical friction factor for laminar flow is;
λ = 64µ
ρV D
= 64
Re
and the fully rough friction factor for turbulent flow according to Prandtl is;
1√
λ
= 0.87 ln (Re
√
λ)− 0.8
Figure 4.14: Pressure drop measurement apparatus
4.2.4.1 Apparatus
A schematic of the fluid path can be seen in figure 4.14. A Gilson 307 HPLC
piston pump passed fluid through an entrance length of 1.6mm OD, 530µm ID
SS316 capillary tubing. After the test section, the fluid was returned to the
reservoir via an overpressure valve. Although a syringe pump may have provided
greater flow rate accuracy, it was necessary to recirculate the fluid - which is
not possible with ’single shot’ type pumps. Positive and negative pressure ports
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were created with 1.6mm OD cross unions at either end of the test section. The
pressure drop across the tube was measured by a differential pressure transducer,
with a maximum dP limit of 24bar. Fluid temperature was recorded by a k type
thermocouple in the fluid reservoir. Data was recorded in LabView with a National
Instruments CompactRio interface at 4Hz. Heptane was used as the working fluid.
4.2.4.2 Sources of uncertainty
The positive pressure tapping must be placed sufficiently far downstream from
the inlet such that the flow is fully developed. Upstream of the point of complete
development, the wall shear stress is not constant.
The turbulent hydrodynamic entry length can be approximated as;
Le
D
= 4.4Re 16 (4.2.11)
Thus at Re = 10,000, the required entrance length is 20D = 10.6mm. An upstream
length of 100D was used.
A Budenberg dead weight tester was used to calibrate the pressure transducer from
0-23bar. The output from the pressure transducer was linear and the calibration
data can be found in appendix D.
The flow rate was verified against a graduated measuring cylinder, and was con-
sistently accurate to ±2ml/min
The maximum minor pressure loss from entrance and exit effects was calculated
to be 0.2bar, assuming sudden expansion and contraction at the inlet and outlet.
Table 4.4: Sources of uncertainty - pressure drop experiments
Measurement Instrument Uncertainty
Differential pressure ABB pressure transducer ±0.1%
Diameter Microscope ±5µm(edm) or ±14µm(d)
Flow rate Graduated cylinder ±2ml/min
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4.2.4.3 Method
The pressure drop across the tube was recorded from 60 - 100ml/min for sets 1
and 2, and 10 - 100ml/min for set 3. The maximum flow rate was limited by the
pump head capacity. Heptane was selected as the working fluid since the dynamic
viscosity is lower than kerosene - permitting testing at higher Reynolds numbers
(see appendix C for material properties). Fluid was pumped for 2 minutes at each
flow rate and the final dP value was taken as the average of the data from the
second minute.
4.2.4.4 Results
Table 4.5: Pressure drop data - EDM tubes 1 to 11
Tube ID D (µm) A (m2) Q (ml/min) Uavg (m/s) dP (bar) τw (kg/ms2) u* (m/s) Re λ δ Re δ λ
EDM 1 482 1.82E-07 60 5.41 1.32 107.02 0.396 4375 0.0427 177 0.0034
80 7.22 2.27 183.63 0.518 5834 0.0412 198 0.0027
100 9.02 3.15 254.25 0.610 7292 0.0365 223 0.0021
EDM 2 453 1.61E-07 60 6.43 1.85 136.95 0.447 4769 0.0387 199 0.0031
80 8.57 3.13 231.87 0.582 6358 0.0369 225 0.0025
100 10.72 4.37 324.37 0.689 7948 0.0330 255 0.0020
EDM 3 472 1.75E-07 60 5.86 3.02 234.36 0.585 4554 0.0797 187 0.0064
80 7.82 5.49 426.37 0.790 6072 0.0816 210 0.0054
100 9.77 7.82 606.98 0.942 7590 0.0743 237 0.0044
EDM 4 439 1.51E-07 60 6.64 1.98 144.30 0.459 4845 0.0383 203 0.0031
80 8.85 3.49 254.67 0.610 6460 0.0380 231 0.0026
100 11.06 4.88 355.97 0.721 8075 0.0340 262 0.0021
EDM 5 500 1.96E-07 60 5.24 1.17 96.52 0.376 4304 0.0411 174 0.0032
80 6.98 2.12 174.19 0.505 5739 0.0418 194 0.0027
100 8.73 2.94 241.76 0.595 7174 0.0371 217 0.0021
EDM 6 437 1.50E-07 60 6.73 1.73 125.35 0.428 4878 0.0324 205 0.0026
80 8.97 3.04 220.41 0.568 6504 0.0320 233 0.0022
100 11.21 4.24 307.44 0.670 8131 0.0286 265 0.0018
EDM 7 575 2.60E-07 60 3.86 0.63 59.44 0.295 3697 0.0466 143 0.0035
80 5.15 1.13 106.82 0.395 4929 0.0471 156 0.0029
100 6.44 1.85 174.42 0.505 6162 0.0492 172 0.0026
EDM 8 575 2.60E-07 60 4.00 0.61 56.41 0.287 3763 0.0412 146 0.0031
80 5.34 1.1 102.26 0.387 5017 0.0420 160 0.0026
100 6.67 1.79 166.19 0.493 6271 0.0437 177 0.0024
EDM 9 574 2.59E-07 60 3.86 0.62 58.26 0.292 3697 0.0456 143 0.0035
80 5.15 1.12 105.68 0.393 4929 0.0466 156 0.0029
100 6.44 1.82 171.37 0.501 6162 0.0483 172 0.0026
EDM 10 581 2.65E-07 60 3.76 0.59 56.46 0.287 3646 0.0467 140 0.0035
80 5.01 1.07 102.68 0.387 4862 0.0478 153 0.0029
100 6.26 1.74 166.82 0.494 6077 0.0497 169 0.0027
EDM 11 576 2.61E-07 60 3.89 0.63 59.12 0.294 3710 0.0457 143 0.0035
80 5.19 1.16 109.43 0.400 4947 0.0475 157 0.0029
100 6.49 1.91 179.85 0.513 6183 0.0500 173 0.0027
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Table 4.6: Pressure drop data - EDM tubes 12 to 14
Tube ID D (µm) A (m2) Q (ml/min) Qdot (m^3/s) Uavg (m/s) dP (bar) τw (kg/ms2) u* (m/s) Re λ δ Re δ λ
EDM 12 567 2.52E-07 10 1.67E-07 0.69 0.05 4.31 0.080 655 0.1064 132 0.0427
555 2.42E-07 20 3.33E-07 1.38 0.11 10.23 0.123 1310 0.0631 134 0.0128
555 2.42E-07 30 5.00E-07 2.07 0.21 18.81 0.166 1964 0.0515 137 0.0071
555 2.42E-07 40 6.67E-07 2.76 0.37 33.47 0.222 2619 0.0516 141 0.0055
555 2.42E-07 50 8.33E-07 3.45 0.65 59.59 0.296 3274 0.0588 147 0.0052
555 2.42E-07 60 1.00E-06 4.14 0.96 87.35 0.358 3929 0.0598 153 0.0046
555 2.42E-07 70 1.17E-06 4.83 1.35 123.17 0.425 4583 0.0620 160 0.0042
555 2.42E-07 80 1.33E-06 5.52 1.68 153.37 0.474 5238 0.0591 168 0.0037
555 2.42E-07 90 1.50E-06 6.21 2.01 183.31 0.519 5893 0.0558 177 0.0032
555 2.42E-07 100 1.67E-06 6.90 2.34 213.08 0.559 6548 0.0526 186 0.0029
EDM 13 509 2.03E-07 10 1.67E-07 0.82 0.08 6.29 0.096 714 0.1097 144 0.0441
509 2.03E-07 20 3.33E-07 1.64 0.18 14.74 0.147 1428 0.0643 146 0.0131
509 2.03E-07 30 5.00E-07 2.46 0.33 27.20 0.200 2142 0.0527 150 0.0073
509 2.03E-07 40 6.67E-07 3.28 0.55 45.94 0.260 2856 0.0501 156 0.0054
509 2.03E-07 50 8.33E-07 4.10 0.89 74.87 0.331 3570 0.0522 163 0.0047
509 2.03E-07 60 1.00E-06 4.92 1.48 123.75 0.426 4284 0.0600 171 0.0047
509 2.03E-07 70 1.17E-06 5.74 2.14 178.79 0.512 4998 0.0637 180 0.0045
509 2.03E-07 80 1.33E-06 6.56 2.70 225.46 0.575 5712 0.0615 190 0.0040
509 2.03E-07 90 1.50E-06 7.38 3.22 269.04 0.628 6426 0.0579 201 0.0035
509 2.03E-07 100 1.67E-06 8.20 3.72 310.95 0.676 7140 0.0543 212 0.0031
EDM 14 624 3.06E-07 10 1.67E-07 0.54 0.03 3.26 0.069 582 0.1290 117 0.0518
624 3.06E-07 20 3.33E-07 1.06 0.08 7.86 0.107 1135 0.0817 115 0.0166
624 3.06E-07 30 5.00E-07 1.58 0.14 14.41 0.145 1688 0.0677 116 0.0093
624 3.06E-07 40 6.67E-07 2.13 0.26 26.16 0.196 2269 0.0680 121 0.0072
624 3.06E-07 50 8.33E-07 2.67 0.41 41.96 0.248 2851 0.0691 125 0.0060
624 3.06E-07 60 1.00E-06 3.19 0.59 60.36 0.298 3404 0.0697 129 0.0052
624 3.06E-07 70 1.17E-06 3.71 0.82 83.36 0.350 3957 0.0713 133 0.0047
624 3.06E-07 80 1.33E-06 4.25 1.01 102.88 0.389 4539 0.0669 140 0.0040
624 3.06E-07 90 1.50E-06 4.80 1.20 121.76 0.423 5121 0.0622 146 0.0034
624 3.06E-07 100 1.67E-06 5.34 1.39 140.70 0.454 5703 0.0579 153 0.0030
Table 4.7: Pressure drop data - drawn tubes 1 to 7
Tube ID D (µm) A (m2) Q (ml/min) Qdot (m^3/s) Uavg (m/s) dP (bar) τw (kg/ms2) u* (m/s) Re λ δ Re δ λ
R 1 530 2.21E-07 60 1.00E-06 4.53 1.26 113.99 0.408 3900 0.0649 265 0.0083
530 2.21E-07 80 1.33E-06 6.04 2.32 206.56 0.550 5200 0.0661 334 0.0079
530 2.21E-07 100 1.67E-06 7.55 3.74 329.83 0.694 6500 0.0676 405 0.0078
R 2 530 2.21E-07 60 1.00E-06 4.53 1.32 115.13 0.410 3900 0.0655 265 0.0084
530 2.21E-07 80 1.33E-06 6.04 2.41 209.85 0.554 5200 0.0672 334 0.0081
530 2.21E-07 100 1.67E-06 7.55 3.9 338.73 0.704 6500 0.0694 405 0.0081
R 3 537 2.26E-07 60 1.00E-06 4.47 1.18 103.58 0.389 3871 0.0608 261 0.0077
534 2.24E-07 80 1.33E-06 5.95 2.15 188.61 0.525 5161 0.0622 329 0.0074
534 2.24E-07 100 1.67E-06 7.44 3.52 308.07 0.671 6451 0.0651 400 0.0075
R 4 527 2.18E-07 60 1.00E-06 4.64 1.24 106.94 0.395 3945 0.0582 271 0.0075
522 2.14E-07 80 1.33E-06 6.18 2.3 197.78 0.538 5259 0.0605 342 0.0073
522 2.14E-07 100 1.67E-06 7.73 3.8 326.61 0.691 6574 0.0640 416 0.0075
R 5 519 2.12E-07 60 1.00E-06 4.64 1.26 108.55 0.398 3945 0.0590 270 0.0076
524 2.16E-07 80 1.33E-06 6.18 2.35 201.97 0.543 5259 0.0618 341 0.0075
524 2.16E-07 100 1.67E-06 7.73 3.86 331.59 0.696 6574 0.0649 414 0.0076
R 6 517 2.10E-07 60 1.00E-06 4.75 1.33 113.11 0.407 3990 0.0588 275 0.0076
518 2.11E-07 80 1.33E-06 6.33 2.38 202.60 0.544 5320 0.0592 348 0.0072
518 2.11E-07 100 1.67E-06 7.91 3.74 317.84 0.682 6650 0.0594 423 0.0070
R 7 530 2.21E-07 60 1.00E-06 4.40 1.25 110.72 0.402 3842 0.0669 258 0.0085
538 2.27E-07 80 1.33E-06 5.87 2.24 197.98 0.538 5123 0.0673 324 0.0080
538 2.27E-07 100 1.67E-06 7.33 3.51 309.53 0.673 6403 0.0674 394 0.0077
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Table 4.8: Pressure drop data - drawn tubes 8 to 11
Tube ID D (µm) A (m2) Q (ml/min) Qdot (m^3/s) Uavg (m/s) dP (bar) τw (kg/ms2) u* (m/s) Re λ δ Re δ λ
R 8 527 2.18E-07 10 1.67E-07 0.76 0.06 5.34 0.088 681 0.1081 142 0.0448
528 2.19E-07 19.5 3.25E-07 1.48 0.15 13.22 0.139 1328 0.0704 157 0.0164
528 2.19E-07 29 4.83E-07 2.21 0.29 25.12 0.192 1974 0.0604 180 0.0106
528 2.19E-07 40 6.67E-07 3.04 0.56 48.68 0.267 2723 0.0616 211 0.0091
528 2.19E-07 50 8.33E-07 3.81 0.95 82.57 0.348 3404 0.0668 243 0.0091
528 2.19E-07 59 9.83E-07 4.49 1.38 119.90 0.419 4017 0.0697 274 0.0090
528 2.19E-07 70 1.17E-06 5.33 1.93 167.46 0.495 4766 0.0692 314 0.0085
528 2.19E-07 80 1.33E-06 6.09 2.38 207.36 0.551 5502 0.0656 354 0.0079
528 2.19E-07 90 1.50E-06 6.85 2.83 246.35 0.601 6190 0.0616 392 0.0073
528 2.19E-07 100 1.67E-06 7.61 3.26 283.45 0.645 6877 0.0574 430 0.0067
R 9 528 2.19E-07 10 1.67E-07 0.77 0.06 5.20 0.087 683 0.1037 143 0.0430
526 2.17E-07 20 3.33E-07 1.53 0.14 12.38 0.135 1367 0.0617 159 0.0141
526 2.17E-07 30 5.00E-07 2.30 0.27 23.58 0.186 2050 0.0522 183 0.0090
526 2.17E-07 40 6.67E-07 3.07 0.48 41.54 0.247 2734 0.0518 212 0.0077
526 2.17E-07 50 8.33E-07 3.83 0.89 76.91 0.336 3417 0.0613 245 0.0083
526 2.17E-07 60 1.00E-06 4.60 1.37 119.04 0.418 4142 0.0659 283 0.0085
526 2.17E-07 70 1.17E-06 5.37 1.93 166.81 0.494 4832 0.0679 319 0.0084
526 2.17E-07 80 1.33E-06 6.14 2.39 207.17 0.551 5523 0.0645 357 0.0078
526 2.17E-07 90 1.50E-06 6.90 2.85 247.11 0.602 6213 0.0608 395 0.0072
526 2.17E-07 100 1.67E-06 7.67 3.26 282.73 0.644 6903 0.0564 433 0.0066
R 10 531 2.21E-07 10 1.67E-07 0.77 0.05 4.71 0.083 697 0.0938 145 0.0389
526 2.17E-07 20 3.33E-07 1.53 0.13 11.34 0.129 1395 0.0565 162 0.0129
526 2.17E-07 30 5.00E-07 2.30 0.25 21.79 0.179 2092 0.0483 187 0.0083
526 2.17E-07 40 6.67E-07 3.07 0.45 38.96 0.239 2789 0.0485 217 0.0072
526 2.17E-07 50 8.33E-07 3.83 0.85 73.20 0.328 3486 0.0584 250 0.0079
526 2.17E-07 60 1.00E-06 4.60 1.28 109.98 0.402 4184 0.0609 285 0.0078
526 2.17E-07 70 1.17E-06 5.37 1.79 154.01 0.475 4881 0.0627 322 0.0078
526 2.17E-07 80 1.33E-06 6.14 2.22 190.56 0.529 5578 0.0594 360 0.0072
526 2.17E-07 90 1.50E-06 6.90 2.63 225.75 0.575 6275 0.0556 399 0.0066
526 2.17E-07 100 1.67E-06 7.67 3.02 259.41 0.617 7042 0.0517 442 0.0060
R 11 539 2.28E-07 10 1.67E-07 0.72 0.06 4.95 0.085 654 0.1130 136 0.0468
544 2.32E-07 20 3.33333E-07 1.43 0.14 12.27 0.134 1308 0.0700 151 0.0158
544 2.32E-07 30 0.0000005 2.15 0.27 24.27 0.189 1982 0.0615 175 0.0105
544 2.32E-07 40 6.66667E-07 2.87 0.58 51.52 0.275 2643 0.0734 202 0.0107
544 2.32E-07 50 8.33333E-07 3.59 0.91 81.50 0.346 3304 0.0744 232 0.0099
544 2.32E-07 60 0.000001 4.30 1.33 118.62 0.417 3965 0.0751 264 0.0094
544 2.32E-07 70 1.16667E-06 5.02 1.85 165.34 0.492 4626 0.0770 297 0.0093
544 2.32E-07 80 1.33333E-06 5.74 2.29 204.73 0.548 5287 0.0730 332 0.0086
544 2.32E-07 90 0.0000015 6.45 2.71 242.95 0.597 6007 0.0684 371 0.0079
544 2.32E-07 100 1.66667E-06 7.17 3.12 279.20 0.640 6675 0.0637 407 0.0072
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Figure 4.15: Friction factor data for EDM tubes 1 to 6 compared to the data of
Nikuradse [8]
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Figure 4.16: Friction factor data for EDM tubes 7 to 11 compared to the data of
Nikuradse [8]
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Figure 4.17: Friction factor data for drawn tubes 1 to 7 compared to the data of
Nikuradse [8]
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Figure 4.18: Friction factor data for EDM tubes 12 to 14 compared to the data of
Nikuradse [8] and Ghajar [41]
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Figure 4.19: Friction factor data for drawn tubes 8 to 11 compared to the data of
Nikuradse [8] and Ghajar [41]
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Figure 4.20: Comparison of drawn and EDM friction factors for set 3 tubes with
similar diameters
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4.2.4.5 Discussion
For the first sets of tubes, only three flow rates were considered, corresponding to
the onset of fully turbulent flow (Re > 4000) to the maximum flow rate achievable
with the available hardware. In later tests, the testing was extended to lower flow
rates and the resolution of Re increased, in order to characterise the transitional
behaviour of the tubes. It is an unfortunate consequence of the scale of the tubes
that the fully rough condition could not be met. 100ml/min was the maximum
flow rate that the particular model of HPLC pump used could provide. Some
testing was attempted using kerosene and a pump with the capability of delivering
several hundred litres per hour. However the actual range of Re was not extended -
since due to the increased density and viscosity of kerosene, the pressure transducer
reached the maximum upper limit at around the same maximum Reynolds number.
Drawn capillaries (R1-7)
This set of drawn capillary tubes all exhibit friction factors between 0.06 - 0.07.
The data is tightly grouped, which is perhaps no surprise considering the large
scale method of manufacture - resulting in consistent internal diameters and
surface roughness. In contrast to hydraulically smooth conditions - where the
dependence on Re is clear, these tubes appear to be not too far from the fully
rough condition, since the variation in friction factor with Re is small. The shape
of the profiles is consistent with the data for Nikuradse’s largest sand grains,
although the values are higher. The data suggests that the equivalent sand grain
roughness (ks) for these tubes would be in excess of 19µm, somewhat higher than
the average values measured by microscopy (7.6µm (Rq)), although similar to
the maximum peak height. This is unsurprising since the surface features bear
no resemblance to the tightly packed uniform sand grains used in Nikuradse’s
experiment. The relatively large error bars are associated with the increased
uncertainty from the measurement of rough tube diameter from microscopy.
EDM Set 1 (Tubes 1-6)
Figure 4.15 shows that the EDM process was generally effective in producing a
surface with less frictional resistance than the commercially available drawn tubing.
EDM tubes 1,2,4 and 5 show a high degree of similarity in their shape and magni-
tude and lie close to the smooth curve of Blasius (λ = 0.3164
Re0.25 ). λ ≈ 0.035− 0.004
at the highest Re. Although it is not possible to quote an exact equivalent sand
grain roughness since the fully rough condition was not met, these tubes would
seem to have friction factors somewhat lower than Nikuradse’s data for r
k
= 30
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(corresponding to ks < 8µm). The results for EDM 3 and 6 present something of a
mystery since the micrographs appear to show the tube wall to be consistent with
the other tubes. In the case of EDM 3 the high friction factor could be a result
of residue from the EDM process or swarf from the post EDM machining being
lodged in the inside of the tube, producing an artificially high pressure drop. The
result for EDM 6 lies below the Blasius smooth curve, suggesting some inaccuracy
in the measurement.
EDM Set 2 (Tubes 7-11)
Tubes in set 2 exhibit slightly higher friction factors than those in set 1 (λ ≈
0.0045− 0.005 at the highest Re), although they still lie below the values for the
drawn capillaries. The increase in friction factor is reflected in the change in slope
of the profiles, which instead of progressing downwards parallel to the smooth limit,
trend slightly upwards. The consistency between the tubes is excellent, and shows
a clear improvement over set 1. The set lies at the very lower end of the r
k
= 15
data of Nikuradse, and could almost be a continuation of it, suggesting these
tubes have ks ≈ 19µm. The difference between EDM set 1 and 2 is surprising,
since a comparison of the micrographs yields no obvious differences. However, the
micrographs only represent a single sample taken from one end and cannot be
considered completely representative of the entire tube.
Set 3 (EDM 12-14, R8-11)
Figures 4.18 - 4.20 show the friction factors across the transitional Reynolds
number range for EDM tubes 12 to 14 and drawn tubes 8 to 11. Firstly, the
difference in the friction factors between the two sets of tubes is quite small. It
is unclear why the EDM process was apparently less effective than in the first
instances. Conversely for the drawn tubes, the friction factors in the third set are
lower than in previous cases. It is interesting to note that the two sets of tubes,
although machined through different methods, ended up with similar roughnesses.
At first this would seem wholly unfortunate, but the deposition results for tubes
with similar friction factors obtained through different means should be a robust
test of the theory of a dependence on λ.
EDM and drawn capillaries of similar diameters are compared in figure 4.20,
along with the data of Ghajar et al [41], who conducted a detailed study of the
transitional friction factor behaviour for stainless steel tubes ranging from 337
to 2083µm. The roughness of similar, but larger tubes used in their study was
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0.4µm. They found that the transition from laminar to turbulent flow shifted
towards lower Reynolds numbers with decreasing tube diameter, and the range of
transition reduced. The friction factor profiles of the tubes in this study compare
quite favourably to those of Ghajar. The departure from the smooth line ( 64
Re
)
occurs somewhere in between Ghajar’s 559µm and 667µm tubes, but the range
of transition appears much wider in this case. The completion of transition to
turbulence for the tubes tested in this study is approximately 4000, considerably
higher than 2500 in the case of Ghajar. The shape of the profiles is quite different
from the data of Nikuradse, which prohibits an estimation of the equivalent sand-
grain roughness. It would appear that both sets of tubes would have r
k
> 15.
Summary
EDM tubes generally have a lower friction factor than the drawn capillary tubes.
The difference was most evident for the first set of EDM tubes (1 to 6).
The first set of EDM tubes had approximate equivalent sandgrain roughness
heights of less than 8µm, the second set around 19 µm. Rough tubes 1 to 6 had
friction factors that exceeded the maximum relative roughness tested by Nikuradse.
Transitional friction factors profiles for later tests compared well with the pressure
drop data from similarly sized mini tubes of Ghajar et al [41]. The transition to
turbulence occurred later than in their experiments, and the transitional range
was wider overall. The departure from the laminar friction law λ = 64
Re
occurred
somewhere in between the 667µm and 559µm tubes of Ghajar.
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4.2.5 Heat transfer experiments
To characterise each tube with respect to heat transfer, simple measurements were
taken of the tube external wall temperature prior to the deposition tests.
Figure 4.21: Heat transfer measurement apparatus
4.2.5.1 Apparatus
The HiReTS device was modified slightly from the original configuration. The test
capillaries were clamped between two bus bars and heat was applied to the tube
via direct resistance heating. The tube external wall temperature was measured
with a FLIR A615 infra-red camera, rather than the original scanning pyrometer.
The output from the thermal camera was verified against a black body source
(emissivity = 0.95) between 300 - 600oC. The camera was accurate to within
2% at the highest temperatures (calibration data can be found in appendix D).
Data from the camera was recorded in LabView. The thermal camera had the
significant advantage of being able to record temperatures simultaneously along
the tube length, rather than having to scan a pyrometer to discrete locations. To
facilitate the thermography, the tubes were painted by aerosol with two coats of
high temperature matte black paint (Rust-oleum 7778). The fuel exit temperature
was recorded with a k-type thermocouple located within the exit reducer. The
current supplied to the bus bars was recorded with a current transducer, and
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controlled via a PID controller in LabView. The fuel flow rate was verified using
a graduated measuring cylinder (accurate to ±0.1ml).
4.2.5.2 Sources of uncertainty
Table 4.9: Sources of uncertainty - heat transfer experiments
Measurement Instrument Uncertainty
External wall temperature FLIR A615 thermal cam ± 2 ◦C or 2%
Fuel exit temperature K type thermocouple ±2.2◦C or ±0.75%
Bus bar current current transducer ±1.5%
4.2.5.3 Method
In an effort to minimise the risk of deposit formation which could affect subsequent
deposition testing, the tests were kept brief, and high grade heptane was used
(purity >90%). Temperature profiles were recorded and averaged over 10 seconds
at the end of a 5 minute warm up period to ensure the rig had reached close to
steady state conditions. Current was applied from 40 to 60A and the fuel flow
rate was fixed at 65ml/min. The test conditions are shown in figure 4.21. Results
are shown in tabulated form in Appendix E.
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4.2.5.4 Results
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Figure 4.22: Wall temperatures, drawn tubes 1-7
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Figure 4.23: Wall temperatures, drawn tubes 8, 9, 11
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Figure 4.24: Wall temperatures EDM tubes 1-8
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Figure 4.25: Wall temperatures, EDM tubes 9-14
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Figure 4.26: Nu vs Re, EDM tubes 1-6
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Figure 4.27: Nu vs Re, EDM tubes 7-11
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Figure 4.28: Nu vs Re, EDM tubes 12-14
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Figure 4.29: Nu vs Re, drawn tubes 1-7
CHAPTER 4. EXPERIMENTAL METHODS 157
104
Re
101
102
N
u
Nu=0.0057Re-18
Nu=0.0039Re-8.7
Nu=0.003Re-7Nu=0.0064Re+9.1
Nu=0.01Re-1.2
R8 528um
R9 526um
R11 544um
Sheriff and Gumley (1966) k/d= 2%
Sheriff and Gumley (1966) k/d= 0.95%
Sheriff and Gumley (1966) k/d= 0.5%
Gnielisnki (1976) [for R11]
Figure 4.30: Nu vs Re, drawn tubes 8,9,11
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Figure 4.31: St vs Re, EDM tubes 1-7
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Figure 4.32: St vs Re, EDM tubes 7-11
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Figure 4.33: St vs Re, EDM tubes 12-14
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Figure 4.34: St vs Re, drawn tubes 1-7
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Figure 4.35: St vs Re, drawn tubes 8,9,11
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4.2.5.5 Discussion
The heat transfer characteristics of each tube was assessed by measuring the
external wall temperature and fuel exit temperature for constant heat rates rang-
ing from around 80 to 220W (corresponding to bus bar currents of 40 to 60A).
The heat rate derived from the current and electrical resistance of the tube is
somewhat higher than the amount required to heat the fuel to the average inlet
and outlet temperature according to Q = m˙Cp ∆T . This reflects the combined
contributions to heat loss from natural convection and radiation on the outer tube
surface and the heat lost by conduction in the bus bars. The contributions to
the heat loss from natural convection and radiation were negligible (< 1% for the
highest wall temperatures considered), suggesting that most of the additional heat
was lost to the bus bars. The heat loss due to natural convection and radiation
was calculated using a value of external wall temperature at the top of the range
typically encountered.
The heat flux is expressed by;
qs =
m˙Cp ∆T
piDi L
(4.2.12)
and the local convection coefficient (ho) at the tube exit was calculated according
to;
hexit =
qs
Ts exit − Tbulk exit (4.2.13)
The temperature at the inner surface of the tube was calculated by applying
Fourier’s law in the radial direction;
qlocal = −2 pi Lkss (Text − Tint)
ln( rext
rint
) (4.2.14)
giving;
tint = text −
q ln( rext
rint
)
2 pi kss L
(4.2.15)
The difference in internal and external wall temperatures was around 2◦C.
CHAPTER 4. EXPERIMENTAL METHODS 161
In the HiReTS device, heat is generated by direct resistance heating and is there-
fore iso-flux (qs = constant). Considering the energy balance across a control
volume in the tube;
Figure 4.36: Energy balance across a differential control volume for tube flow
For the iso-flux condition, qs does not vary with axial position, thus;
dTm
dx
= qs piD
m˙Cp
= piD
m˙Cp
h (Tint − Tavg) 6= f(x) (4.2.16)
Integrating from x = 0;
Tm(x) = Tm,i +
q′s piD
m˙Cp
x (4.2.17)
Drawn tubes
Figures 4.22 - 4.23 show the wall temperature data for drawn capillaries. The
profiles have been fitted with linear trendlines and the gradients are shown for
reference. The profiles are consistent, and show the increase in qs by the increase
in dT
dx
with increasing current. The ratio of Twavg
Tf
is between 1.2 to 1.35 for all tubes.
EDM tubes
The EDM tubes display slightly different behaviour. dT
dx
was typically lower,
except for EDM 11-13, where the wall temperature profile were more similar to
the drawn tubes. Tubes 1,2,5,7 and 10 show a notable decrease in dT
dx
for the
highest heating power, which seems to coincide with external wall temperatures
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close to or exceeding 240◦C. This signals a departure from the iso flux condition
to a constant surface temperature condition - indicating that the fluid may have
reached the saturation temperature, Tsat with phase change occurring locally at
nucleation sites at the wall.
The vapour pressure of heptane can be estimated using the Antoine equation;
log10P = A− (B/(Tf + C)) (4.2.18)
with constants for heptane, A = 4.028, B = 1268.6, C = −56.199 (valid for
299 < K < 372). The resulting saturation temperature at 20bar, is calculated
to be 250◦C, which is very close to the maximum external wall temperatures
observed for the EDM tubes with dT
dx
trending towards zero. This effect, although
not observed on all tubes is reflected in the higher ratios of Twavg
Tf
. The increased
wall temperature shows quite clearly the reduced heat transfer capability of the
smoother wall.
Nusselt number
The heat transfer coefficient is expressed in non dimensional form as the Nusselt
number (Nu = hD
kf
), with kf , the thermal conductivity of the fluid evaluated
at the film temperature (Tfilm = Tint+Tavg2 ). Nu is plotted against Re in figures
4.26 - 4.30 with trend lines of the form Nu = mRe + C. The enhancement of
roughness on heat transfer is demonstrated by the increase in the gradient of the
lines. Drawn capillaries 1 - 7 have m = 0.0077 and for R8,9 and 11 the gradient is
slightly lower, m = 0.0064. EDM tubes 1 - 6 have m = 0.0042, which increases
to m = 0.0057 for EDM 7 to 11. The gradient increases again for EDM 12 to 14
to m = 0.0064, which indicates similar heat transfer capability to R8 - 11. The
results are compared to the data of Sheriff and Gumley [29], who tested annular
heater sections with 2D wire roughness. Their results for relative roughnesses of
0.5, 0.95 and 2% are shown. The trend of increasing gradient is consistent with
the wire roughness results. The fits for EDM tubes 1 to 11 compare well to the
2’% roughness in [29] - in fact the value of m for EDM 7 - 11 is in exact agreement
with the 2% data. EDM 1 - 6 lie somewhere in between the 0.95% and 2% lines.
This would suggest that the EDM tubes have a roughness of approximately 10µm,
which seems large in comparison to the micrographs, but is similar to the values
of sand grain roughness indicated by the pressure drop tests. The largest wire
diameter (k
d
= 2%) tested by Sheriff and Gumley had a fully developed friction
factor λ ≈ 0.02, slightly lower than the smoothest tubes considered in this study.
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The previously noted anomalous nature of EDM 3 is also displayed in the wall
temperature data and values of Nusselt number.
The widely used correlation of Gnielinski [97] is also shown for comparison. The
measured friction factors for representative tubes in each set were used in the
calculation and the fit was extrapolated to cover a wider range of Re. The corre-
lation consistently over predicts Nu for each set of tubes and the data of Sheriff
and Gumley, although the prediction is qualitatively similar.
The data for each set was fitted to the form Nu = C Rem Prn. Nu and Pr was
evaluated at Tfilm. The values of C and the exponents m and n are tabulated
in table 4.11, along with R2 values indicating the quality of fit, which is acceptable.
Table 4.10: Correlation for Nu vs Re. Valid for 6000 < Re < 10000
Set C m n R2 λmax(avg)
EDM 1-6 8.8E-07 1.7 1.2 0.8 0.034
EDM 7-11 1.72E-05 1.5 0.10 0.86 0.048
SA 1-7 4.04E-04 1.3 0.25 0.77 0.065
Stanton number
Profiles of Stanton number (St = Nu
RePr
) are plotted against Reynolds number in
figures 4.31 - 4.34. The data of Gowen and Smith [30] for a smooth and rough
tube with water (Pr = 5.7) is shown for comparison. Their roughness was created
by soldering a mesh screen to the internal wall. For the rough tube, the absolute
relative roughness was k
D
= 0.027 and the equivalent sand grain roughness of
the surface was higher, ks
D
= 0.05. Unfortunately most data spans much higher
Reynolds numbers than the range possible in this study. The EDM tubes compare
reasonably well to the smooth tube profile of Gowen and Smith, although the rate
of increase in St with Re seems more extreme. The observed increase in λ for
EDM 7 - 11 and EDM 12 - 14 is displayed as a shift in the profile towards the
rough tube data. The characteristic of St vs Re plots is a mild inflexion in St just
before the flow becomes fully rough - which is apparent in the rough tube example
data. The profiles for different relative roughnesses then reduce with Re and
converge to a single line. The drawn capillaries display reasonable similarity with
the profile for k
D
= 2.7%, suggesting that the tubes have an absolute roughness
height of approximately 14µm. When measured by microscopy, the roughness
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features of the drawn capillaries were found to be between 10-20µm.
Summary
The effect of increasing roughness on heat transfer was shown by the axial tempera-
ture rise, dT
dx
, Nu and St. The dimensionless heat transfer coefficients displayed the
anticipated increase with higher relative roughness. Some EDM tubes appeared
to show boiling at the tube wall for the highest heat fluxes - made evident by a
decrease in dT
dx
. This observation highlights the improved heat transfer capability
of rough walls.
The data compared favourably with data from the literature of 2D and 3D rough-
ness on heat transfer. Values of St for the drawn capillary tubes matched the
values for a tube of similar relative roughness. Gradients of Nu vs Re showed the
same trend as in the literature and were quantitatively similar.
The data was fitted to the form Nu = C Rem Prn and a reasonable fit was
achieved. The effect of roughness was shown by an increase in C and a decrease
in m.
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4.2.6 Deposition experiments
While the pressure drop and heat transfer measurements provide some funda-
mental measures of roughness, ultimately the severity of fuel deposition over the
different surfaces is of primary interest. The test conditions were designed to be
as close as possible to the original HiReTS method, however there were some
significant differences which are outlined below.
Figure 4.37: HiReTS deposition test conditions
4.2.6.1 Apparatus
The study of deposition used a modified HiReTS, as described in the preceding
section. A schematic of the rig is shown with the deposition test conditions in
figure 4.36. The test capillary, heated by passage of direct current is cooled by
forced convection at the inner surface by the passage of fuel. The pressure of
the system was 20bar for sets 1 and 2, but was increased to 25bar for set 3. The
internal diameter of the test capillaries was typically around 500µm, and the flow
rate was increased from 35ml/min (for the standard method) to 65ml/min to
produce a similar inlet Re to the standard method with 270µm tubes (≈ 1600).
The power required to heat the fuel to the outlet temperature was subsequently
increased according to;
Q = m˙Cp∆T
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In practice, it was found that the maximum fuel outlet temperature was limited
to 230◦C. The outlet Re was therefore reduced to ≈ 8500 for 530µm tubes.
The external wall temperature was measured by infra-red thermography, the fuel
exit temperature was measured by a K-type thermocouple positioned in the exit
reducer fitting and the fuel exit temperature was controlled to the test set point
by a PID controller within LabView. Since the fuel outlet temperature is fixed,
in practice the observed increase in tube external wall temperature is in fact a
result of the rig demanding more power to achieve the set point, as a result of the
additional thermal resistance from the deposit layer.
Figure 4.38: 1D thermal resistance network for deposit formation
Heat is transferred by conduction through the tube wall and subsequently to the
fuel by convection at the wetted surface. This may be approximated by a 1D
thermal resistance network as shown in figure 4.37. As deposit (kd ≈ 0.15W/mK)
starts to form on the internal surface, an additional conduction resistance is created
to the heat flux from the tube wall to the fluid. Since the bulk temperature rise
is constant, the increase in thermal resistance can be described in terms of the
external wall temperature rise according to;
∆R(t) =
Text (t=t) − Tb avg
m˙ cp(Tb out − Tb in) −
Text (t=0) − Tb avg
m˙ cp(Tb out − Tb in) =
ln ( rdep
rint
)
2pi kd x
(4.2.19)
where Text t=0 is the wall temperature at an axial location at time zero, Text t=t is
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the wall temperature at time t. The deposit thickness at time t, δt = rdep − rint.
4.2.6.2 Sources of uncertainty
Measurement Instrument Uncertainty
External wall temperature FLIR A615 thermal cam ± 2 ◦C or 2%
Fuel exit temperature K type thermocouple ±2.2◦C or ±0.75%
Fuel flow rate graduated cylinder ±1.5%
Table 4.11: Sources of uncertainty - deposition experiments
4.2.6.3 Fuel selection
Fuel A
The fuel used in sets 1 and 2 of the study, hereby referred to as ’Fuel A’ was
a conventionally sourced Jet-A1, taken from a several thousand litre batch of
fuel used for a large scale test at the Low Carbon Combustion Centre. The fuel
was analysed in detail and the hydrocarbon speciation can be seen in figure 4.38.
Being conventionally derived, the fuel shows a typical balance of normal and
iso-alkanes, cyclo-alkanes, alkenes and aromatics.
Figure 4.39: Hydrocarbon species breakdown for fuel ’A’
The fuel thermal stability was extensively tested using the standard JFTOT
method (ASTM D3241) as well as the standard HiReTS method (IP482). The
thermal stability specification tests showed the fuel to be generally of average to
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poor thermal stability. Although the JFTOT specification test was consistently
passed at 265oC, HiReTS tests - spaced several months apart - indicated a rapid
deterioration of thermal stability in storage (fig 4.39).
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Figure 4.40: Fuel A, degradation in storage with time - standard HiReTS method.
Top left; HN125 = 188. Top right; + 3 months, HN125 = 546. Bottom; + 6
months, HN125 = 1193
The fuel was considered fit for the purpose of investigating roughness effects. The
poor thermal stability was quite beneficial, since the test was in effect made less
extreme than the standard method due to the limitation on fuel outlet tempera-
ture. It was anticipated that the use of a relatively unstable fuel would result in
sufficient progression of deposition over the course of a two hour test. Furthermore,
the fuel volume required per test could be kept to a minimum.
Fuel B
Set 3 was conducted with a Jet-A1 sourced from a local regional airport. The fuel
was particularly thermally stable, and was therefore blended with 10% of Fuel A
in order to reduce the thermal stability and required test time. The results of the
standard HiReTS method for the blend are shown in figure 4.40.
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Figure 4.41: Standard HiReTS test for Fuel B. HN125 = 800
4.2.6.4 Method
Tests were performed in blocks, corresponding to the manufacture of different sets
of EDM tubes, which was an iterative process. Tests within the same set were
typically conducted in the same week and therefore can be directly compared.
However, comparison between earlier and later experiments should be made with
caution.
The standard HiReTS method was followed where possible. Immediately prior to
the test, the fuel was saturated with oxygen by blowing dry air through a sparging
tube for 12 minutes. Meanwhile, the fuel path was flushed with heptane. The
rig was flushed with the test fuel for 1.5 minutes, during which the flow rate was
verified. With the flow rate confirmed, power was applied to the tube and the rig
allowed to warm up for 5 minutes, at the conclusion of which the first external
wall temperature profile was recorded and the test commenced. Temperature
data was recorded at 5 minute intervals and averaged over 10 seconds. At the
conclusion of the test, the tube was carefully removed and the rig was flushed
with heptane.
4.2.6.5 Results
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Figure 4.43: Set 1, Fuel A, 200oC. HiReTS number development with time
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Figure 4.44: Set 1, Fuel A, 200oC. Initial and final wall temperatures
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Figure 4.45: Set 1, Fuel A, 230oC. HiReTS number development with time
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Figure 4.46: Set 1, Fuel A, 230oC. Initial and final wall temperatures
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Figure 4.47: Set 2, Fuel A, 225oC. HiReTS number development with time
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Figure 4.48: Set 2, Fuel A, 225oC. Initial and final wall temperatures
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Figure 4.49: Set 1, Fuel A. Wall temperature rise with time and axial position
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Figure 4.50: Set 2, Fuel A. Wall temperature rise with time and axial position
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Figure 4.51: Set 3, Fuel B. 200oC. HiReTS number development with time
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Figure 4.52: Set 3, Fuel B. 200oC. HiReTS number development with time
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Figure 4.53: Set 3, Fuel B. 225, 230oC. HiReTS number development with time
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Figure 4.54: Set 3, Fuel B. 225, 230oC. Initial and final external wall temperatures
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Figure 4.55: Set 3, Fuel B. Wall temperature rise with time and axial position
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Figure 4.56: Set 1, Fuel A, 200oC. Left: R1, 530µm. Right: EDM 1, 482µm.
Top: wall temperature rise with time. Middle: bulk Re, viscous and buffer layer
heights. Bottom: deposit thickness
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Figure 4.57: Set 1, Fuel A, 230oC. Left: R3, 537µm. Right: EDM 6, 437µm.
Top: wall temperature rise with time. Middle: bulk Re, viscous and buffer layer
heights. Bottom: deposit thickness
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Figure 4.58: Set 2, Fuel A, 225oC. Left: R7, 530µm. Right: EDM 11, 576µm
Top: wall temperature rise with time. Middle: bulk Re, viscous and buffer layer
heights. Bottom: deposit thickness
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Figure 4.59: Set 3, Fuel B, 200oC. Left: R9, 528µm. Right; EDM 14, 611µm
Top: wall temperature rise with time. Middle: bulk Re, viscous and buffer layer
heights. Bottom: deposit thickness
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Figure 4.60: Set 3, Fuel B. Left: R8, 527µm, 230oC. Right: EDM 12, 567µm,
225oC
Top: wall temperature rise with time. Middle: bulk Re, viscous and buffer layer
heights. Bottom: deposit thickness
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Figure 4.61: Micrographs showing deposit. Top: EDM 1. Bottom: R2
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4.2.6.6 Discussion
Deposition test results are shown primarily by the development of HiReTS number
(HN) with time, initial and final external wall temperatures and wall temperatures
at discrete positions along the tube length throughout the test. The analysis is
extended by calculating the growth of deposit with time through application of a
1D heat transfer analysis. Centreline O2 measurement was not implemented at
the exit since autoxidation is confined to the near wall region in testing without
bulk pre-heating.
The HiReTS number (HN) is defined as;
HNt =
n∑
1
∆Tn (4.2.20)
where ∆Tn = Tfin − Tinit at position n. In total 450 measurements were used in
the calculation. The numbers quoted here must not be compared to the HiReTS
number used in the HiReTS fuel specification method, which is the summation
of temperatures measured at 12 locations across the top 30mm. While HN(t)
represents the total ∆T across the tube at time t, HNpeak is the maximum wall
temperature rise at any position.
Set 1, Fuel A
Figures 4.42 and 4.44 show HiReTS number development with time for EDM
set 1 (1,4,5 and 6) and drawn capillaries 1 to 4 for 125min tests at 200oC and
230oC. For both fuel outlet temperatures, the tubes exhibit substantially different
behaviour and the results for the two roughnesses show notable repeatability. For
the 200oC tests, values of (HN125) for the drawn tubes are within 6% and for the
smooth tubes the difference is 9%. For the 230oC tests the agreement is improved
further - 1% and 7% for the drawn and EDM tubes respectively. While the EDM
tubes have an almost constant increase in wall temperature, the drawn tubes
exhibit what appears to be a ’three piece’ profile. In the initial phase, the wall
temperature rise follows a power law, before reducing to a second phase of almost
constant deposition rate between 40 < t < 80mins. Beyond 80 minutes, the
deposition rate then appears to reduce for R1 and R2, but for R3 and R4 at 230oC
the reduction is less. The HN profiles of the drawn tubes are best represented by
a third order polynomial and the R2 values show an excellent quality of fit. An
equally good fit was found with a second order polynomial for the EDM tubes.
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HN curves are annotated with averaged values of λ. There is a dramatic increase
in ∆T for the drawn tubes with respect to the EDM tubes. In the 200oC test, the
drawn tubes had an average λmax = 0.07 and an average total HiReTS number of
32500. The EDM tubes had λmax = 0.04 and HN125 = 15000. For a fuel outlet
temperature of 230oC, HN for the drawn tubes (λmax = 0.065) was almost 3 times
higher than the EDM tubes (λmax = 0.035). HNpeak increased with fuel outlet
temperature and friction factor.
Figures 4.43 and 4.45 show the initial and final wall temperatures across the
measured length, and figure 4.48 displays the wall temperature rise as a func-
tion of time at discrete points along the tubes. Since the tests show excellent
repeatability, only data from one drawn and EDM is used for comparison of
dT
dt
. Further differences between the tubes are apparent. Principally, the initial
wall temperatures are around 60oC higher for the smooth tubes at the start of
the test, which would be expected considering the difference in Nu between the
tubes. Figure 4.48 shows the wall temperature rise for the smooth tubes to be
very even across the measured length, in start contrast to the rough 200oC case,
for which the final wall temperature is a complicated function of axial position.
For the rough tubes at 200oC, in the second half of the test, a decrease in wall
temperature can be seen between 40mm and 70mm from the outlet, with the
greatest reduction between 50-60mm from the outlet. Either side of this region,
the wall temperature increases at reasonably consistent rate, corresponding to the
conditions between 60-80mins. This local reduction in wall temperature explains
the reduction in dHN
dt
at the end of the test for R1 and R2. In contrast, the wall
temperature rise is much more constant for tubes R3 and R4 at 230oC, and no
reduction in wall temperature is observed, only a mild reduction in deposition rate.
Consideration must be given to the difference in Reynolds number from inlet to
outlet between the tubes, which is dependent upon the tube diameter and the
axial temperature difference. The fuel enters the tube at what would be considered
a laminar Reynolds number and at some axial position, transitions to turbulent
flow. In the first set, the tubes in the 200oC test have (∆Reout = 716) - since
the difference in D was only 37µm. For the 230oC tests the difference was more
considerable, ≈ 100µm resulting in ∆Reout = 1900.
Set 2, Fuel A
Figures 4.46, 4.47 and 4.49 show the results for tests conducted on EDM tubes 8
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to 11 and drawn tubes 6 and 7 with a fuel outlet temperature of 225oC. The tests
were performed at a later date to set 1 and the thermal stability of the fuel had
experienced significant deterioration during the time period. The fuel was also
from a different batch. Tests on EDM 10 and 11 were extended to 4 hours, but
the rough tube tests could not be extended in time since the maximum allowable
external wall temperature was reached shortly after 2 hours. Tubes R6 and R7
had a maximum measured λ of around 0.065 and a final HN ≈ 34000. The EDM
tubes in this set had slightly higher friction factors than in set 1, around 0.045
and 0.05 for EDM 8,9 and EDM 10,11 respectively. HN125 for EDM 8 and 9 was
≈ 13000 - although it should be noted that towards the end of the test (beyond
100 mins), the demand from the PID reached the maximum limit in the code,
and as such the power was capped, causing the reduction in wall temperature
rise beyond 100mins. The limit was subsequently increased for tests with EDM
10 and 11, and no capping in wall temperature rise was seen. The final HiReTS
numbers for EDM tubes 10 and 11 at 250mins are comparable to the numbers for
the drawn tubes after 125mins. In a similar fashion to the previous results, the
tubes with the highest friction factor experience the greatest wall temperature rise.
From figures 4.46 and 4.49, some rather dramatic and complex behaviour is
apparent between 0-50mins for R6 and R7. Initially, there is a short period
of very rapid wall temperature increase (≈ 3.5oC/min), followed by a sudden
drop in HN between 20-40mins. Figure 4.49 shows that the decrease in HN can
be attributed to a sudden local decrease in wall temperature between 40-80mm
from the outlet. The wall temperatures in this region continue to decrease until
around 60mins, after which the temperature at 40mm begins an upward trend
and no increase is seen for the rest of the test between 50-80mm. Towards the
outlet (10-30mm), the wall temperatures increase but the rate of temperature
rise is not constant. The rate of change seems to oscillate - being similar be-
tween 40-60mins and 100-120mins, but between 70-90mins the rate appears
to reduce. The complexity of the behaviour prohibited any curve fitting to the
data for the rough tubes, but for the EDM tubes, dHN
dt
was comparable to the
EDM tubes tested in set 1 - the deposition rate was almost constant but reduced
slightly over the course of the test. The initial wall temperatures for all the tubes
are similar to the profiles seen for set 1. The average initial wall temperatures
were 327oC, 369oC and 380oC for R6 / 7, EDM 8 / 9 and EDM 10 / 11 respectively.
In contrast to set 1, the EDM tubes in set 2 were slightly wider than the rough
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tubes, resulting in lower exit Reynolds numbers. The maximum difference in Re
across the set was 930. Since the trends between the tests are similar for both
Ddrawn > Dedm and Dedm > Ddrawn, it would seem that any effect on deposition
from the change in tube diameter is small compared to the effect of deposition
from increased roughness.
Set 3, Fuel B
For the final tests, the system pressure was increased to 25bar and the camera was
positioned further from the capillary so that the measured length was increased.
The drawn capillaries in set 3 show the typical deposition behaviour observed in
previous tests on similar tubes. HN profiles for R8 - R11 have the characteristic
three-piece shape, which is most obvious in the lower temperature tests of set
1 (R1 and R2). It is interesting to compare the time at which the rate of wall
temperature rise across the tube begins to decrease. For R9 at 200oC, the decrease
appears to start at 80 minutes, however for R8 at 230oC, decrease occurs at
around 60 minutes into the test. The reason for the reduction in the rate of HN
increase is evident in the plots of external wall temperature with time along the
tube (fig 4.54). Both R8 and R9 have a reduction or hold off in wall temperature
from around 40-50mm from the outlet, with the reduction occurring earlier for
the test at higher temperature. Similar behaviour was observed for R1,R2 and
to a much greater extent for R6 and R7. The rough tubes in these tests do not
show the quasi-constant wall temperature observed for sets 1 and 2, despite the
temperatures being of similar magnitude. The location of deposit formation also
shows strong similarity with previous tests - most notably for R1 / R2 with R8 /
R11 and R9 with R6 / 7 - where the deposit forms abruptly at 40mm from the
outlet.
The initial wall temperatures for EDM 12 and 14 are quasi-constant and consistent
with earlier tests. HN development for EDM 14 appears to shows a multi-stage
deposition process, which is quite the opposite of the drawn tube. This is also
evident from the profiles of wall temperature increase with time across the tube,
which are quite different from any other tests. After an initial rise in wall tem-
perature at most locations (except near the outlet where a brief reduction in
wall temperature occurred), the rate of temperature rise decreased between 20 -
60mins, before increasing again at all locations beyond 60mins. At 10mm from
the outlet, where the wall temperature was lowest across the tube for the initial
period, the rate of temperature increase was accelerated with respect to the rest
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of the tube.
For EDM 12 (tested at 225oC), the HiReTS number profile and final HiReTS
number were almost identical to R11. This is a unique result and is the one case
in the study where a tube with slightly lower friction factor (although similar Nu)
produced a higher wall temperature rise than the drawn capillaries. The result is
interesting because it is contradictory. The tube was measured to have a compara-
ble Nu to the drawn tubes, a higher friction factor than EDM tubes in set 1 or 2
(although still lower than the drawn tubes), the severity of deposition was similar
to the tubes with comparable Nu and λ, yet the initial wall temperature profile
still seemed to indicate substantial differences to the heat transfer coefficient. The
initial wall temperature for EDM 13 was also unique. There was similarity with
the drawn tubes, but the point of minimum wall temperature was located closer
to the outlet. Either side of this position, the temperature increased rapidly. At
the location of minimum wall temperature, the deposition was minimal, despite
the temperature being similar in magnitude to the drawn tubes, for which the
deposition at the same location was more significant.
Phase change phenomena
The near constant initial wall temperatures observed for both drawn and EDM
tubes warrants further discussion. Since the flow is definitely not laminar over
the measured length, the observation may only be explained by localised boiling
at the wall - as noted for some tubes with heptane in the previous heat transfer
study at much lower wall temperatures. Further possible evidence of localised
boiling was an unusual noise during the EDM tube tests, originating from either
the pump, pipework or tube and synchronised with the refill stroke of the piston
pump, presumably when the system pressure was a minimum. The noise might
be associated with the expansion of the vapour phase and was more subtle for set 3.
The vapour pressure for kerosene was estimated by curve fitting typical vapour
pressure data for Jet-A1 (between 0 to 250oC) and extrapolating. The curve
is shown in figure 4.62. At the system pressure of 20bar for sets 1 and 2, the
saturation temperature (Tsat ≈ 355oC, and for 25bar, Tsat ≈ 375oC - which would
appear to coincide with the initial wall temperatures of the EDM tubes, but is
somewhat higher than the average initial wall temperature of tubes R1 and R2.
It is unclear why the drawn tubes should have near constant wall temperatures,
since the wall temperatures are lower than the calculated saturation temperature.
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Figure 4.63: Extrapolated vapour pressure data for Jet-A1
It is also unclear as to why the temperature for tubes R3 and R4 in the 230oC
tests was not constant with position, despite being higher overall.
Localised phase change at the wall further complicates the flow field, which al-
ready experiences large gradients in temperature and Reynolds number. When
the formation of insoluble material is included, the flow essentially becomes three
phase. Since the bulk fluid temperature is significantly below the saturation
temperature, the boiling is subcooled. The excess temperature (Texcess = T −Tsat)
is an indication of the severity of boiling - a process by which bubbles of vapour
develop from nucleation sites at the wall and travel some distance towards the
core flow by buoyancy forces. Boiling progresses from isolated bubble formation
at low wall superheats to jets and columns of bubbles with increasing Texcess.
With further Texcess, bubbles eventually coalesce in the centre of channels and
confine the liquid phase to a film at the channel wall. Heat transfer is enhanced
due to evaporation of the liquid film underneath a bubble during its growth, and
increased convection due to bubble motion. Ultimately, the wall can completely
dry at which point the wall temperature rapidly increases.
The subject of boiling in mini and micro channels was discussed recently by
Karayiannis et al [119]. Surface roughness was shown to effect the uniformity of
boiling. The cavities of rough walls create many more sites for bubble formation
with respect to a smooth wall, for which the nucleation sites may be more non
uniformly distributed - resulting in potentially large local fluctuations in heat
transfer coefficient. The superheat at the onset of boiling has been found to reduce
with moderate increases in roughness. In one case the wall superheat at the onset
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Tube Tf out Twall avg Pressure (bar) ∆Twall − Tsat
EDM 1 200 386 20 31
R1 200 316 20 -39
EDM 4 230 374 20 19
R3 230 337 20 -18
EDM 8 225 369 20 14
R 6 225 327 20 -28
EDM 11 225 380 20 25
EDM 12 225 384 25 9
EDM 14 200 364 25 -11
Table 4.12: Average external wall temperature compared to the extrapolated
saturation temperature for Jet-A1
of boiling reduced by 50% with an increase in roughness (Ra) from 0.6 to 1µm.
This may explain why the drawn tubes seem to have flat temperature profiles
despite having much lower average wall temperatures than the EDM tubes. The
average initial external wall temperatures are compared to the estimated value of
saturation temperature in table 4.13. The temperature drop through the tube
wall is around 2oC.
The distance that the bubble travels in the radial direction before being condensed
will be governed by the temperature distribution from the wall. Since the rough
tubes have higher Nu than the smooth tubes, the radial temperature gradient
will be higher and therefore it is expected that bubbles will condense more rapidly.
For the smoother tubes, the vapour may persist further, and condense at greater
distances from the wall.
It cannot be discounted that local boiling at the wall may have been a contributing
factor to the reduced deposition over the smooth surfaces. However, the results
of the 200oC tests in set 1 may provide evidence that the boiling effect may be
relatively minor in these experiments. Both drawn and EDM tubes had a constant
wall temperature, yet the deposition for the drawn capillaries was still far higher.
Furthermore, deposition for EDM 10 / 11 did not reduce with respect to EDM 8
/ 9 despite the higher wall superheat. For set 3, where the system pressure was
increased but boiling apparently still occurred for the EDM tubes, the HiReTS
numbers were similar. It is not known how the presence of a vapour phase in
the near wall region would effect the transport of insoluble material, but it seems
unlikely that bubble formation would enhance deposition.
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For tests which exhibited particularly high wall temperatures, it may also have
been possible that the fuel was close to or beyond the critical point, where there is
less distinction between the liquid and vapour phases and there may be significant
changes to fluid density, viscosity and specific heat capacity. Edwards and Zabar-
nick [120] noted that a reduction in deposition rate typically occurred around the
critical point, with the critical temperature of kerosene being approximately 370oC
and the critical pressure around 20bar, although the critical point was dependent
on the range of hydrocarbon species present in the fuel. It was suggested that
the decrease in deposition rate close to supercritical conditions may be a result of
thermal decomposition of hydroperoxides (crucial intermediate reactants in the
autoxidation chain) or that the solubility of the fuel may have been enhanced
beyond the critical point. The authors conducted tests in a single tube heat
transfer rig and found that the deposition rate was more dependent on residence
time and heating rate than the critical temperature - concluding that a decrease
in deposition rate at supercritical conditions was more an effect of fuel chemistry
than some effect due to supercritical fluid properties.
Further analysis
Figures 4.55 - 4.59 show comparisons of wall temperature rise with time, change
in initial Reynolds number across the measured length, the extent of the viscous
and buffer layer across the measured length at t=0, and growth of deposit with
time and position.
The bulk fuel temperature rise was calculated from the inlet by assuming a constant
wall temperature (taken as the average initial wall temperature) according to;
Tb(x) = Ts − e(−
piDL
m˙cp
h)(Ts − Tb,in) (4.2.21)
where Tb is the bulk fluid temperature, Ts is the surface temperature and h is the
average value of heat transfer coefficient from inlet to outlet.
Re along the tube length was subsequently calculated using temperature depen-
dent relations for kerosene density and viscosity from [56].
The physical extents of the viscous and buffer layers can be calculated with
knowledge of the friction velocity, U∗;
Viscous : y+ = 5 = y U∗
ν
(4.2.22)
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Buffer : y+ = 30 = y U∗
ν
(4.2.23)
for which the measured values from the isothermal pressure drop experiments
were used - matched as closely as possible to the Reynolds number at which they
were taken. Three values for the viscous and buffer layer thickness were calculated
for sets 1 and 2, and seven values for set 3 since the range of Re was increased for
the pressure drop experiments on those tubes. The values were then fitted to a
power law and extrapolated over the remaining length of the tube. The R2 value
of the fit was > 0.99 in all cases.
The deposit thickness was calculated in a piecewise fashion by splitting the tube
length into control volumes and analysing the heat transfer in the radial direction.
The analysis assumes that the temperature of the fuel wetted surface and the
local convection heat transfer coefficient remain constant such that;
Tw, t=0 = Tdep, t=t (4.2.24)
hx, t=0 = hx, t=t (4.2.25)
At t=0, the radial thermal resistance is;
R(t=0) =
Text (t=0) − Tb avg
m˙ cp(Tb out − Tb in) =
1
piDLh
+
ln ( rint
rext
)
2 pi kss x
(4.2.26)
where kss is the thermal conductivity of 316 stainless steel and h, the local heat
transfer coefficient can be calculated from;
hx = −lnText − Tb out
Text − Tb in
m˙ cp
piD x
(4.2.27)
At t = t, with formation of deposit the total thermal resistance becomes;
R(t=t) =
Text (t=t) − Tb avg
m˙ cp(Tb out − Tb in) =
1
piDLh
+
ln ( rint
rext
)
2 pi kss x
+
ln ( rdep
rint
)
2 pi kd x
(4.2.28)
where kd is the thermal conductivity of the deposit (≈ 0.15W/mK) (ref).
Therefore, the change in thermal resistance at time t;
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∆R(t) =
Text (t=t) − Tb avg
m˙ cp(Tb out − Tb in) −
Text (t=0) − Tb avg
m˙ cp(Tb out − Tb in) =
ln ( rdep
rint
)
2pi kd x
(4.2.29)
and the ratio of deposit radius to internal radius, rdep
rint
may be calculated by;
rdep
rint
= e(∆R(t)2pi kd x) (4.2.30)
Deposit thickness
The 1D heat transfer model was verified against deposit thickness measurements
taken from micrographs of axial samples of tubes from set 1. Typical micrographs
of drawn and EDM tubes with deposit are shown in figure 4.60. In order to
minimise the likelihood of releasing the deposit from the wall during the post test
sectioning process, low viscosity epoxy resin was poured down the inside of the
tube and the tube itself was set in resin. The tubes were then prepared according
to the sample preparation method for SEM described previously. The technique
was not entirely successful, and only some of the micrographs showed deposit
in sufficient clarity to take measurements. For some of the drawn tubes cases,
no deposit was visible whatsoever in the micrographs, which suggests that the
deposit may have been removed in the sample preparation process. In other cases,
mainly for the EDM tubes, the deposit layer seemed ’lifted’ off the wall - which
may have occurred perhaps due to some difference in thermal contraction between
the deposit layer and the metal wall (the tube is rapidly cooled on completion of
the test. Or, simply during unavoidable disturbance to the tube on removal from
the rig or the sectioning and sample preparation procedure.
Figures 4.55 and 4.56 show that the calculated deposit thicknesses are in qual-
itative and quantitative agreement with the micrograph measurements - which
were taken as the average of measurements at 4 positions around the tube. It is
interesting to note the growth of deposit with respect to the height of the roughness
elements. The drawn tubes have roughness peaks and roughs of approximately
15µm and according to the deposit thickness calculation, the deposit thickness
exceeded 15µm at around 80-100 minutes for set 1 at 200oC and 230oC, depending
on the axial location. Thus, the deposit fills in the roughness significantly, and (as
is evident in the micrograph shown in figure 4.60), after 2 hours, the roughness
of the drawn tubing is completely engulfed in deposit. The deposit follows the
underlying roughness shape, but it is clear that the direct effect of wall roughness
diminishes with time as deposition increases. For tubes R3 and R4, the deposition
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rate appears to reduce slightly beyond 60-80 minutes, as shown in figures 4.44
and 4.48. This would appear to occur around the time that the deposit thickness
becomes approximately equal to the roughness height, with the effect being most
noticeable at the top of the tube where the deposit thickness is at a maximum.
It would seem entirely logical that the deposition rate would reduce when the
roughness elements become completely embedded within deposit and cease to
effect the fluid flow field - although further testing would be required to properly
explore this theory.
The deposit growth not only fills in the roughness, but with small diameter tubes
and high deposition rates, the deposit significantly reduces the diameter of the
tube. In the case of tubes R1 and R2, the diameter was effectively reduced from
530µm to 478µm by the completion of the test. These tubes exhibited a peculiar
yet repeatable reduction in deposition rate around the mid point of the tube
from 80mins onwards, coinciding with a deposit thickness of approximately 10µm.
The profile minimum is located at 55mm from the outlet at t=100mins, and
can be seen to further reduce and shift to around 60-65mm from the outlet at
the completion of the test. If the reduction in wall temperature is indicative of
transitional flow effects, then the shift towards the inlet would be consistent with
an increase in Re as a result of constriction of the tube. The fact that both R1
and R2 reproduced the behaviour almost exactly would strongly suggest that the
effect is firstly genuine, and secondly related to the relationship between tube
diameter, change in Re from inlet to outlet and deposit growth rate.
Interaction with the turbulent boundary layer
The central plots of figures 4.55 - 4.59 show the change in thickness of the viscous
and buffer regions of the turbulent boundary layer at t=0 along the measured
length based on the increase in Re from inlet to outlet and the values of friction
velocity calculated from the measured friction factors. Also included in the plot is
a line corresponding to the typical roughness heights observed in the micrographs
for the two types of tubes (15µm and 2µm for drawn and EDM tubes respectively).
The effect of increased Re as a result of bulk fluid temperature rise can be seen
through the reduction in the extent of the viscous and buffer layers. For the rough
tubes, it is clear that a viscous layer would not exist across the measured length,
while for the EDM tubes, a viscous layer could remain intact over much of the
tube, although it would be disturbed close to the outlet.
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Figure 4.64: Universal mean velocity profile for the turbulent boundary layer
It is interesting to note the position of the intersection of the approximated rough-
ness with the buffer and viscous layers with respect to the observed deposition
behaviour. For example, in the case of tube R1, the roughness appears to protrude
into the buffer layer at around 30-50mm from the tube outlet, beyond which
the deposition is most severe. Similarly for R3, the increase in Re results in the
buffer layer being pushed closer to the wall, and interacting with the roughness
further from the outlet. In the R3 test, the deposit formed more broadly over
the measured length, but the kick up in deposit thickness again appears around
the point at which the non dimensional roughness height, k+ would exceed 30.
The most extreme behaviour was observed for R7 at 225oC, which was conducted
with a much less stable fuel than the aforementioned tests. In this test, all of
the deposit formed in the measured length occurred from 50mm from the outlet,
which also coincides with k+ = 30. Drawn tubes in set 3 also showed an abrupt
rise in deposit growth for k+ > 30.
There are no such abrupt changes in deposition for the EDM tubes in sets 1 and
2. However, for smoother tubes, the interaction of the roughness with the viscous
layer may be observable in the data. In the case of EDM 1 at 200oC, the rough-
ness should be contained within the viscous layer for almost all of the measured
length. At around 40mm from the outlet, k+ ≈ 3 based on the measured friction
velocity. From 40mm to the outlet, the initial wall temperature is seen to decrease,
suggesting that the viscous layer may be disturbed, thus increasing heat transfer.
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The thickest deposit occurred very close to the outlet, where the extent of the
viscous layer was a minimum. In the case of EDM 6, the higher Reynolds number
reduced the extent of the viscous layer such that k+ = 3 at around 60mm from the
outlet. In a similar fashion to EDM 1, from 60mm and closer to the outlet, the
wall temperature decreased - suggesting improved heat transfer from interaction
with more active turbulence, and the deposit thickness increased. A significant
observation for EDM 6 is that although the wall temperature towards the top
of the tube was lower than the mid point, the deposition was much more severe.
Finally, for EDM 11, k+ = 3 at 45mm from the outlet. Where the roughness
encroached into the viscous layer closer to the inlet, the deposit thickness was
higher, despite the wall temperature being near constant. For the third set, it is
harder to gauge the interaction of roughness with the respective layers, because
the micrographs and the friction factor results were contradictory. However there
does seem agreement with the previous observations of increased deposition for
upper regions of the tube where k+ is high but the wall temperature is at or below
the average wall temperature.
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4.3 Tests with the JFTOT
4.3.1 Introduction
The JFTOT thermally stresses fuel in the laminar regime. As such it is not
anticipated that the results from the device will demonstrate any effect on deposi-
tion due to the enhancement of momentum and heat transfer due to roughness
(recalling the relation λ = 64
Re
for laminar flow). However, since the deposit forming
mechanism is thought to be metal-catalysed, an increase in the wall surface area
may create more active sites for catalytic activity.
4.3.2 Establishing roughness data points
Testing was performed in collaboration with an industrial partner. For this reason
certain details have been omitted. Tubes were manufactured via ALM with build
angles from 0 to 90 degrees, representing the worst and best case scenarios (respec-
tively) for surface finish. The heater tube design was modified from the standard
JFTOT heater tube. The tubes were made as square sections with filleted corners,
such that for each non vertical build there was an overhanging face (theoretical
highest surface roughness), a top face (lowest surface roughness), and two ’control’
sides which would have similar roughness. In effect, three roughnesses could be
studied per test. In order to accommodate the square section, the tube had to be
enlarged slightly.
Figure 4.65: Modified JFTOT heater tube - cross section
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Figure 4.66: Illustration of build orientation in the ALM process
4.3.3 Roughness characterisation
As discussed previously, a particular convenience of the JFTOT is the annular test
section, which allows the roughness to be measured easily by optical profilometry.
The heater tube surfaces were measured by Vertical Scanning Interferometry
(VSI). The areal roughness metrics quoted in this study are defined by ISO 25178
and are listed below. The data is tabulated and shown graphically in table 4.66
and figure 4.67.
Sa, the arithmetic average height;
Sa =
∫ ∫
a
|Z(x, y)|dx dy (4.3.1)
Sq, the root mean squared height;
Sq =
√∫ ∫
a
(Z(x, y))2dx dy (4.3.2)
Sp and Sv, the maximum peak and valley height;
Sp = maxAz(x, y) (4.3.3)
Sv = minAz(x, y) (4.3.4)
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Ssk, the skewness of the height distribution;
Ssk =
1
S3q
∫ ∫
a
(Z(x, y))3dx dy (4.3.5)
Sku, the kurtosis of the height distribution;
Sku =
1
S4q
∫ ∫
a
(Z(x, y))4dx dy (4.3.6)
Sdq, the root mean square surface slope;
Sdq =
√
1
A
∫ ∫
a
[(∂z(x, y)
∂x
+ (∂z(x, y)
∂y
)]dx dy (4.3.7)
Sa and Sq are straightforward measurements of the average surface height but
cannot differentiate between different surface textures and spacings. A surface
with the same Sa or Sq could have substantially different surface features. Ssk
and Sku describe the distribution of roughness. A normally distributed surface
roughness has Ssk = 0 and Sku = 3. Negative skew indicates a surface with more
valleys than peaks and vice versa. Sku > 3 indicates a surface with abrupt features,
while a surface with gradual changes in surface roughness will have Sku < 3. Sdq
evaluates the slope of the surface in all directions and is affected by roughness
amplitude and spacing. For the same Sa, a surface with closed spaced features
may have a higher value of Sdq than a surface with widely spaced roughness.
4.3.3.1 Profilometry results
Figure 4.67 shows the variation of the 3D surface metrics with build angle. The
increase in surface roughness for the overhanging face (face 4) is clear to see in
the values of Sa, Sq, Sp and Sv, particularly as the build angle increases beyond
45 degrees. At extreme angles, the average surface roughness is over twice that of
the non-overhanging faces. For the face facing away from the powder bed, the
roughness height decreases with build angle and the features appear to become
more gradual - as shown by the decrease in Sdq. The roughness height of the side
faces is unaffected by build angle. The surfaces exhibit little skew, indicating an
even balance of peaks and troughs. The kurtosis for most faces changes little with
build angle, although the distribution of roughness appears to focus around a
tighter peak for face 2.
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Figure 4.68: Roughness metrics for ALM surfaces by optical profilometry
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4.3.4 Deposit quantification
One substantial stumbling block in the assessment of the deposit with the JFTOT
is the method of deposition quantification, which has historically been by visual
rating. recently, ellipsometry and interferometry have been added to the stan-
dard method as much improved techniques of deposit thickness quantification,
although these methods rely on highly polished substrate surfaces and thus are
not applicable to rough tubes. Similarly, the reference colour chart for grading
via the standard visual rating scheme (figure 4.68) is not particularly applicable
either, since the surface of rough ALM parts are not reflective. In an attempt to
increase the yield of information from the testing, a method was developed to
quantify the severity of deposition through image processing.
 
 
inherently rough and not polished as per the standard JFTOT test tube, the colour 
chart was deemed invalid since the nature (degree of roughness) and colour of the 
metal wall affects the appearance of the overlying deposit. Furthermore, the filter 
drop metric was made obsolete by the fact that each tube possessed several different 
surface roughnesses and therefore could not distinguish between deposits generated 
on one surface t  another. One new method of deposit quantification is a direct 
measurement of thickness via ellipsometry or interferometry, however these methods 
of deposit thickness quantification have not been established for highly rough 
surfac s, since the nature of light reflected off the r ugh su strate devi tes 
substantially from a standard polished tube.  
 
The other common post test method for assessing deposit mass is carbon burn off. 
However, like the filter method, it was deemed to be unsuitable as it was not possible 
to assess the mass of deposition on each individual fa , rathe  a summation of all 
four surfaces. 
 
The final approach would be to section the tube and assess the deposit thickness 
radially under a microscope. 
 
 
 
Fig 1.5 ASTM D3241 standard colour ratings 
 
For these reasons, it was necessary to pursue an alternative method for quantification 
of deposition on rough surfaces. Since the JFTOT has no extra instrumentation for 
measurement of the formation of deposit through thermal resistance analysis (increase 
in tube wall temperature), or possibility for the use of non-contact thermal imaging 
due to the nature of the annular test section – it was suggested that digital 
photography could provide pictures of sufficient quality for qualitative assessment of 
the severity of deposition. In addition, image processing was considered as a potential 
means of quantitative comparison of the faces.  
 
In order to capture highly detailed images of the tubes, it was important to use a lens 
with high sharpness and low noise. An Asahi-Pentax 55mm, f1.8 lens was found to 
have suitable optical characteristics. The lens was attached to a Pentax K-30 digital 
single lens reflex camera, producing images with a final resolution of 4928 x 3264 
Figure 4.69: ASTM D3241 visual deposit colour reference chart
4.3.4.1 Image capture
In order to c pture hig ly detailed images of the tubes, it was important to use
a lens with high sharpness and low noise. An Asahi-Pentax 55mm, f1.8 lens
was found to have suitable optical characteristics. The lens was attached to
a Pentax K-30 digital single lens reflex camera, producing images with a final
resoluti n of 4928 x 3264 pixels. C mera shutter speed, ISO and perture were
kept constant. All images were captured in uncompressed RAW format (with no
further processing by the camera) and converted to uncompressed ’.tiff’ format.
RAW conversion settings were fixed, with no further exposure compensation.
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The lighting under which the photographs were taken was required to be as
consistent and repeatable as possible in order to make the most valid comparison
between the tested tubes. A light box (30 x 30 x 30cm) was constructed of 3mm
white translucent acrylic, which served to diffuse light from the source. This
diffusion box was placed inside another box, around the circumference of which
were placed several equally spaced strips of high power white LEDs, with a stated
colour temperature of between 4000 - 4500kelvin. There were approximately 40
LEDs per side. Best results were achieved with a spacing between the light source
and diffusion screen of around 4cm. It was hoped that by using many, small,
opposing point sources of light, shadows would be minimised.
Figure 4.70: Lightbox
4.3.4.2 Image post processing
Post processing of the images was performed in Matlab. The method exploits the
RGB additive colour model, which allows a unique colour to be described by a
combination of three integers (with limits 0 to 255). The integers represent the
intensity of red green and blue. For example, the RGB triplet for pure white is
[255,255,255] and black is [0,0,0].
To begin, the colour image was converted to greyscale to reduce the three compo-
nent RGB colour profile to a single profile of grayscale intensity. No difference
was found in practice between the three channels, and in effect the data was
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substantially reduced with no loss of information. Values of grayscale intensity
were then extracted from the image along three lines along the centre of each tube
face, spaced approximately 1mm apart. Data from the three lines was averaged
to create a single profile of grayscale intensity. To reduce the noise, the data
was passed through a locally weighted linear regression filter in Matlab. Finally,
the profile values were subtracted from a ’baseline’ value of grayscale intensity -
taken as the average of the bottom half of the tube. The change in colour from
the deposit could then be described numerically, relative to the unstained lower
portion of the tube according to;
∆IG =
[
1
n
n=1000∑
n=1
IG
]
− IG (4.3.8)
where IG is the filtered value of grayscale intensity and n is the number of pixels
with n=1 at the inlet. Since the colour of the tubes was not constant, this approach
effectively represented the change in tube colour with respect to the base metal
colour of the tube. An example of the result from image processing is shown in
figure 4.70. The image processing allowed three values to be extracted from the
image; ∆IGmax - the maximum change in grayscale intensity with respect to the
base metal, x∆IGmax - the location of maximum colour change and x∆I=0 - the
location where the grayscale intensity becomes equal to the averaged value from
the lower portion of the tube. These values could, in theory quantify the strength
and location of the maximum deposit as well as the location of the onset of deposit.
 
 
 
Having found a suitable filter to smooth the data, attempts were made to make the 
data more presentable. It was envisaged that the lower half of the profile (bare metal 
with no visible deposit) could be used to provide a ‘baseline’ value of grayscale 
intensity. Subtraction of the filtered values from the baseline intensity could then be 
used to orient the profile with a minimum around y=0 and a peak in the positive y 
direction corresponding to the maximum change in grayscale intensity (darkening 
effect of deposit). In effect the raw data is mirrored about the x axis and rescaled; 
 ∆!! =  1!  !!!!!!!!""" −  !! 
 
where n is the total number of pixels along the profile and Ig is the filtered value of 
grayscale intensity. An example of the result of the subtraction is shown in fig 1.15, 
with the image included for comparison. In this form, the data may be compared mor  
readily with the digital image. Two distinct peaks are evident which seem to match 
well with location and ‘intensity’ of the darkening. The spread in the values used for 
calculating the baseline average can be seen in the deviation of the data about zero in 
the right hand side of the chart (around +/- 8).  
 
 
      
Fig 1.15 Post processed data and original image 
 
 
 
 	
XΔI = 0 
ΔImax 
XΔI = max 
Distance from outlet (px)
ΔI
Figure 4.71: Image processing example
CHAPTER 4. EXPERIMENTAL METHODS 206
4.3.5 Deposition tests
4.3.5.1 Apparatus
A JFTOT mk2 was used with a modified tube holder to accommodate the custom
heater tubes. A schematic of the flow path is shown in figure 4.71. It was found
that further modifications were necessary in order to increase the power supplied
to the tubes in order to achieve the desired test temperature. The fuel used in
the testing was the same as for the HiReTS tests (Fuel A) described previously.
Figure 4.72: JFTOT flow path
4.3.5.2 Sources of uncertainty
The JFTOT does not have any direct measurement of deposition. Any visual
comparison of the tubes must be considered to have a high degree of subjectivity.
The reproducibility of the conditions for the image capture was of paramount im-
portance. All camera settings were recorded and kept constant to ensure consistent
exposure. The images were taken in uncompressed RAW format and subsequently
converted to uncompressed ’tiff’ format using consistent RAW conversion settings.
To achieve the correct white point, the white balance was adjusted to the midpoint
of the quoted kelvin range of the LEDs. Voltage to the light box was provided
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with a power supply to ensure consistent power was supplied to the LEDs. The
base tube colour did vary appreciably, even for the same material which is likely
to introduce some error.
To verify the reproducibility of the image capture, duplicate images were taken of
the same tube with deposit on separate days. The results showed good agreement
and confirmed the consistency of the lighting conditions.
4.3.5.3 Method
Tests were performed under standard conditions at 280oC (tube internal wall
temperature). Aerated fuel was pumped at 3ml/min at 34.5bar for 150mins
through an annular test section with a central resistively heated test tube. The
test temperature was controlled to the maximum tube internal wall temperature,
measured by a single thermocouple positioned inside the tube. The position of
maximum tube wall temperature (thermocouple position) for the modified heater
tubes was established prior to testing. The increased mass of some of the tubes
meant that several preheating stages were required before the device was able to
heat to the required tube wall temperature. Following completion of the test, the
tubes were left to dry. Once dry, the tubes were photographed.
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4.3.5.4 Results
ΔIg
Distance from outlet (mm)
13.5um
3.2um
19.4um
41.2um
0deg Material A
Figure 4.73: 0 degree build
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 ΔIg
Distance from outlet (mm)
15deg  Material A
Figure 4.74: 15 degree build
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Distance from outlet (mm)
 ΔIg
30deg Material A
Figure 4.75: 30 degree build
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 ΔIg
Distance from outlet (mm)
45deg Material A
Figure 4.76: 45 degree build
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Distance from outlet (mm)
 ΔIg
90deg Material A
Figure 4.77: 90 degree build
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Figure 4.78: Machined tube
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90deg (Standard JFTOT geometry) Material A
Figure 4.79: ALM tube - standard JFTOT geometry
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Figure 4.80: Internal wall temperature with axial position
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Table 4.13: ALM tube image processing results
Build angle Face Sa (µm) ΔIG max IG min * x (ΔImax) from top (mm) x (ΔI0) from top (mm)
0 1 13.5 18 83 5.7 31.7
2 3.2 27 78 2.0 21.6
3 19.4 12 81 5.8 27.0
4 41.2 22 106 17.3 7.3
15 1 17.9 69 92 5.8 39.0
2 11.5 70 89 4.9 41.9
3 18.6 47 83 4.7 39.8
4 41.4 44 100 2.9 39.8
30 1 18.6 30 90 7.9 25.1
2 15.0 31 92 8.4 37.3
3 16.3 36 95 8.9 24.4
4 31.2 30 95 8.3 28.2
45 1 20.3 46 92 7.1 21.1
2 15.5 46 79 3.6 35.8
3 15.9 58 90 6.3 24.7
4 23.0 65 90 4.8 24.4
90 1 14.2 46 89 6.7 32.9
2 12.8 46 89 5.9 37.3
3 18.4 60 100 6.9 36.2
4 17.0 66 95 3.4 39.3
90 (Ref) 1 15.2 43 81 6.7 35.4
2 15.2 33 85 5.5 35.7
* (lower = darker)
0 5 10 15 20 25
Surface roughness, Sa (µm)
10
20
30
40
50
60
70
80
∆
I G
 m
ax
0 5 10 15 20 25
Surface roughness, Sa (µm)
75
80
85
90
95
100
105
110
I G
 m
in
Figure 4.81: Left: maximum change in grayscale intensity. Right: absolute value
of grayscale intensity (lower is darker)
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4.3.5.5 Discussion
As a first step, the photographs alone will be considered for a qualitative compari-
son between tubes. The image analysis data will then be assessed with respect to
the images themselves, and finally, the values extracted from the post processing
shall be discussed. A relative increase in deposition would be likely confirmed by a
more intense change in colour with respect to the base metal (increased darkening)
and / or a shift in deposit starting location towards the inlet (deposition occurring
lower down the tube at lower temperatures).
Qualitative comparison
Firstly, it is interesting to note the variation in the base metal colour between the
tubes. The 0 degree and 15 degree tubes for instance are distinctly different, as
are the 30 degree and 90 degree tubes. Since every effort was made to keep the
photographic conditions constant, it seems that the variation in tube colour is
either a result of some conditions during the ALM process (possibly related to
the powder or the thermal environment around the part) or from heating during
the JFTOT test. This presents something of a challenge for assessing the relative
darkening between surfaces of different substrate colours.
The perpendicular build exhibits the smallest difference in surface roughness
between the faces and similar deposition patterns are seen for each face. The
deposit starts to become noticeable at around 20mm from the outlet. The deposit
profiles on the 45 degree tube are also highly similar although the deposition
appears more abrupt. The onset of deposit is quite clear at approximately 17mm
from the outlet. At 30 degrees from horizontal, the deposit on the overhanging face
with Sa= 31.2µm would appear to extend slightly further from the outlet. The
other three faces display almost identical deposition patterns. The 15 degree tube
again displays comparable deposition patterns across all four faces. The deposit is
distinct, and the peak of the colour change would appear to occur at the same point
for all faces. There does not seem to be particularly enhanced deposit for the over-
hanging face, despite being considerably rougher than face 4 of the 30 degree build.
Face 4 of the horizontally build tube exhibits the highest roughness used in this
study, which is plain to see in the images, when compared to faces 1 - 3. The
base metal colour on faces 1 - 3 is for some reason darker than face 4, which
complicates a comparison of the change in colour. It is difficult to detect any
deposit by eye on faces 1 and 3. Face 4 would appear to have deposition further
CHAPTER 4. EXPERIMENTAL METHODS 217
from the outlet than has been seen in any other case.
A machined tube of the same material and geometry was also tested for compari-
son. The deposit formed in the same location as the EDM tubes. It is difficult to
comment on the severity of deposition on the machined tube with respect to the
EDM tubes since the substrate is highly reflective, as opposed to the matt finishes
of the EDM tubes. Nevertheless, the deposit formation is clearly significant, and
would probably rate at least 4 on the standard JFTOT colour rating scale.
Quantitative comparison
Two quantities were generated which could represent the ’intensity’ or depth of
deposit - ∆Imax and IGmin. Values for each face are provided in table 4.14. These
two values represent two approaches that may be adopted when considering the
colour change from deposition. While ∆IGmax provides a single value for the
maximum amount of darkening relative to the base metal colour (or baseline value
of grayscale intensity), IGmin is simply the minimum value of grayscale intensity
(lower numbers are darker) recorded on the tube face and does not take into
account the initial substrate colour.
In many cases, the profile of ∆IG seems to provide a good representation of what
can be seen by eye. Peaks on the charts generally match well with the deposit
location and intensity. For some tubes, features of the deposit are clearly shown
in the chart. For example, the 90 degree tube - where the chart picks out the
just visible second band of deposit as a peak, between 10-15mm from the outlet
on faces 3 and 4. The analysis seems to be most effective for the cases of lowest
roughness (90 degree builds and faces 1-3 for all builds), where the base metal
colour is most uniform. The analysis does not perform well in the cases of high
roughness. It is clear that the enhanced contrast and optical noise of these surfaces
makes analysis by colour change very difficult.
Data for the single standard geometry reference tube (figure 4.78) adds to the
supporting evidence for the suitability of the post processing method for tubes
of consistent base metal colour. In this case, the tube faces represent the two
hemispheres of the circular section. The chart of ∆IG bears good resemblance to
the pattern of deposition that can be discerned by eye. The darkening on face 1
appears marginally more advanced than face 2, and this is shown by a difference
in ∆IGmax. For this tube, the profiles of ∆IG for both sides show a very high
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degree of similitude.
With regard to ∆IGmax, it would seem that this value is strongly dependent upon
the baseline metal colour. Values for Faces 3 and 4 of the 90 degree tube are
significantly higher with respect to faces 1 and 2, but the base metal colour is
visibly lighter, thus the colour change is greater for presumably the same thickness
of deposit. Where the base metal colour is very similar between faces, the value
of ∆IGmax would seem to be much more appropriate. The 30 degree tube is a
good example of the analysis being more repeatable when the tube faces are more
consistent in colour.
Deposit peak and onset location
The deposit peak location, x∆I max derived from the image processing would ap-
pear to exhibit a good degree of accuracy. This value is not reliant upon relative
colour change and can be compared to the measured wall temperature profile to
provide temperature context to the final deposit profile.The location of deposit
onset, x∆I=0 is of greater interest; since this would provide insight into the lowest
temperature that appreciable deposit is formed at. This value effectively provides
an indication of the point at which the colour becomes equal to the averaged base
metal colour. Due to the high degree of noise in the raw data, even after filtering
there is substantial waviness which strongly effects this value. Some exceptions
exist, notably the 15 and 90 degree tubes, which could provide approximate
locations of the start of deposit. However, the unsuitability of this method to
produce a single value for deposit onset location for surfaces with high levels of
noise is clearly evident for the majority of cases.
Summary
Figure 4.80 shows the values of ∆IGmax and IGmin (lower is darker) against surface
roughness measured over the area (Sa) of each face. No correlation is apparent
for either value. This would be consistent with the conclusion that may be drawn
from a visual assessment of the deposit. The majority of faces show no difference.
One notable exception is the overhanging face on the 0 degree tube, for which the
deposit seems to have shifted slightly towards the outlet. However, the stain is
faint, and the substantially different colours on the tube and the complexity of the
roughness (in texture and colour) prevent conclusions being drawn from the test
with any real confidence. The machined tube, with very low roughness seemed to
deposit no less than the ALM tubes. For the material and roughnesses considered
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here, an increase in surface area did not significantly enhance deposition.
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4.4 Tests with the AFTSTU
4.4.1 Introduction
The AFTSTU is the largest scale thermal stability rig at the Low Carbon Com-
bustion Centre and most representative of an aircraft fuel system, with the highest
’technology readiness Level’ (TRL). A description of the early incarnations of
the rig can be found in appendix A. The present version follows the same design
philosophy, featuring low and high pressure sections, low and high temperature
regions with the option of fuel preheating, spill loops for recirculation, metering
valves, orifices, screens and filters of various gradings and ultimately, simulated
injector feed arms. The typical fuel flow rate is 23l/hr, resulting in turbulent flow
throughout and tests may consume thousands of litres of fuel - thus studies with
the AFTSTU are rather more costly than the aforementioned specification devices.
Figure 4.82: Top: Combustor schematic. Bottom: AFTSTU simulated injector
feed arm
The section of the rig with highest relevance to this work is the injector feed
arm section, which is intended to simulate the high thermal loading provided by
compressor discharge air to the stem of an injector. The simulated feed arm is
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simply a length of 6mm OD, 2mm ID SS316 tube, placed within an induction
coil. The total heated length is 110mm. Future injectors will undoubtedly be
made by additive manufacturing, which presents a new and unique challenge for
injector design. As will be shown in the work that follows, additively manufactured
parts have inherent roughness and fuel injectors have small hydraulic diameter
internal channels (of the order of 1mm), which may not be able to be smoothed
with abrasive flow techniques. Maximum fuel flow rates through the injector
are typically around 1000l/hr and wetted wall temperatures may be as high as
300oC. Therefore, high relative surface roughness may be introduced to a engine
component critical to combustion efficiency and turbine life, which typically has
high Reynolds number flow and experiences the highest thermal loading in thermal
stability problems. Furthermore, insoluble material or precursors may already be
present in the bulk fuel due to upstream thermal stressing. In some ways, this
represents the ’perfect storm’ of thermal stability.
The objective of the work in this section was to study the effect of roughness
on deposition using highly representative surfaces and flow conditions. First,
the additive manufacture of the injector feed arms is discussed, followed by a
description of the characterisation of the roughness by optical metrology and fluid
dynamics experiments. Ultimately, the deposition test is outlined.
4.4.2 Establishing roughness data points
4.4.2.1 ALM SLM build considerations
There are two main contributing factors that can affect the roughness of compo-
nents produced by Selective Laser Melting (SLM). One is build angle of the part
(as discussed in the JFTOT section). The other is related to certain parameters
of the build that may be adjusted. For instance; the laser scanning speed, power,
focus offset and spot size which control the amount of energy applied to the
powder, layer thickness which controls ’stepping’ of curved parts, and the hatch
spacing (or spacing between adjacent laser passes). The parts used in this study
were built in collaboration with the Centre for Advanced Additive Manufacturing
(AdAM) at the University of Sheffield.
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4.4.2.2 SLM build parameter study
Since the simulated injector feed arms are straight lengths of tube, it seemed
inappropriate to modify the roughness by altering the build angle, since this
would likely have resulted in an uneven distribution of roughness around the inner
surface. An initial study was performed to assess the effect of altering various build
parameters that were anticipated to have a direct effect on the surface finish of the
part; namely the laser power, point distance and exposure time of the border zone,
and the laser power in the offset zone. Small sample cubes with flat sides were
built using a Renishaw SLM125 in 316 stainless steel and the surface roughness
was measured using an optical profilometer in Vertical Scanning Interferometry
(VSI) mode. A summary of the parameters and the resulting surface roughnesses
are shown below. Statistical roughness data was taken from both sides of each
sample, and the average was taken.
Figure 4.83: SLM part edge parameters
Figure 4.83 shows a 3D profilometry map of a typical ALM surface. The texture is
comprised primarily of small circular raised areas (D ≈ 0.03µm) which are evenly
distributed across the surface and are almost certainly the remains of partially
melted powder particles. occasionally the particles appear to be fused together to
create larger raised areas. A second notable quality of the surface is the repeated
pattern of parallel streaks - probably a result of the stepwise nature of the build
process. In some samples the streaks were evenly spaced and were measured to
have a width of approximately 0.1µm. The streak spacing could be related to the
step height of the build, the hatch spacing or the laser spot diameter. The tallest
peaks in the surface seem to be coincident with groups of fused powder particles
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Figure 4.84: 3D optical profilometry contour plot of an ALM surface (0.94 x
1.26mm area)
being present on top of a raised streak.
Analysis of the samples confirms that the build parameters can have a reasonably
strong effect on the final surface roughness. The range in Sa across the samples
was 15µm. As seen for the ALM JFTOT tubes, the skew and kurtosis of the
height distribution indicated that the roughness was normally distributed. The
lowest roughness was achieved with ’standard’ parameters (sample A, 8µm). The
roughnesses of the other cubes with ’non standard’ parameters are mostly of similar
magnitude. For the cases with the highest laser power applied to the border and
offset zones, increasing the point distance doubled the average roughness height
and halving the exposure time to the border had a similar effect. The variation
in the build parameters does not appear to have a particularly consistent effect -
for example, tube G - for which the laser power was zero in both the border and
offset regions, did not exhibit the highest roughness as may have been expected.
The effect of border and offset laser parameters in ALM is clearly complicated,
but is not the main focus of this study. Crucially, the samples showed that ALM
parts may be produced with a wide range of roughnesses.
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Table 4.14: SLM part edge parameters
Offset
Sample Sa (µm) Sq (µm) Sp (µm) Sv (µm) Sku Ssk Power (W) Point distance (µm) Point exposure time (µs) Power (W)
A 8.16 10.18 52.10 -35.85 3.30 0.68 200 30 100 200
B 16.83 21.30 89.85 -74.31 3.81 0.91 200 30 50 200
C 17.55 22.19 104.94 -66.50 3.86 0.75 200 100 100 200
D 23.29 27.69 89.31 -90.14 2.43 0.43 100 30 100 200
E 19.16 23.12 88.62 -75.78 2.75 0.60 100 30 100 100
F 22.19 26.48 77.39 -96.56 2.36 0.03 0 30 100 100
G 18.94 23.60 74.11 -92.47 2.92 -0.25 0 30 100 0
H 13.47 16.92 73.92 -71.44 3.21 0.26 0 30 50 200
Border
Figure 4.85: Left; Full laser power on border and offset parameters, Sa ≈ 8µm.
Right; no border and offset, Sa ≈ 17µm
4.4.2.3 Tube builds
Informed by the parameter study, 10 tubes were built vertically with build parame-
ters outlined in table 4.16 using a Renishaw SLM125. The tube length was limited
by the capacity of the powder hopper in the machine to 110mm and since the
tubes had to be wire cut from the build plate, the final tube length was 100mm.
Lengths of drawn tube were subsequently welded to each end of the ALM piece,
to form a total length of 250mm.
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Figure 4.86: ALM tubes as removed from the machine (dots are ID)
4.4.3 Roughness characterisation
4.4.3.1 Optical profilometry
Since the same laser parameters are applied to external and internal boundaries,
it was assumed that the external surface would be representative of the internal
surface roughness. VSI was used to quantify the external surface roughness. Best
results were achieved with narrow band green wavelength light, using a backward
and forward scanning length of 95µm (190µm total vertical scan). The threshold
for noise was 2% and the light intensity was 80%. At 10x magnification, the spot
area was 0.24mm2. Single measurements were taken at 3 locations along the tube
in addition to a 4 × 1mm axial stitch at an arbitrarily chosen location along the
tube length. The values quoted in table 4.16 are averaged over the 3 discrete
measurements and the stitch.
For some reason, the tubes exhibit a smaller range of roughness height than the
cube samples. With the exception of tubes 1 and 2 (built with standard param-
eters, Sa ≈ 7µm), the other tubes are near enough identical, with roughnesses
around 11 − 12µm. The reason for the difference between the cube and tube
samples is not clear, but may be related to the curvature of the part. Somehow it
would seem that the roughness created on a vertical surface with curvature is less
sensitive to a change in the laser parameters than a flat vertical surface.
CHAPTER 4. EXPERIMENTAL METHODS 226
Table 4.15: ALM tubes - average and RMS roughness height data
Volume offset
Tube ID Sa (µm) Sq (µm) Power out (W) Point distance (µm) Point exposure time (µs) Power out (W)
1 6.13 10.45 200 30 100 200
2 7.63 13.17 200 30 100 200
3 12.83 17.48 200 100 100 200
4 10.94 15.40 200 100 100 200
5 11.22 15.27 0 100 100 100
6 11.63 16.12 0 100 100 100
7 10.59 14.50 100 30 100 100
8 9.99 13.20 100 30 100 100
9 12.30 17.35 0 30 100 0
10 14.60 20.10 0 30 100 0
Volume border
4.4.3.2 Isothermal pressure drop experiments
Following the previously described method with the HiReTS capillary tubes, the
pressure drop was measured to calculate the fully rough friction factor.
4.4.3.3 Apparatus
Figure 4.87: Pressure drop measurement apparatus
The measurement apparatus was largely unchanged. A larger three phase fuel
pump capable of delivering 600l/hr was used and the pipe network was replaced
with tubing (6.35mm OD, 2mm ID) to match the test section dimensions as
closely as possible. An upstream calming length of 125D was used. Positive
and negative pressure tappings were created with 6.35mm T unions. Fuel flow
control was achieved with a bypass line with coarse and fine control. An Omega
FPD3000 positive displacement flowmeter was used to measure the flow rate, the
output of which was recorded in LabView. Fluid temperature was recorded by
k-type thermocouples at two locations. To manage the heat input to the fluid
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from the pump, a tube in shell heat exchanger was used. The pressure measuring
equipment was unchanged, but the range of the output signal was increased and
the instrument re-calibrated.
4.4.3.4 Sources of uncertainty
Table 4.16: Sources of uncertainty - pressure drop experiments
Measurement Instrument Uncertainty
Flow rate Omega FPD3000 ± 1%
dP ABB pressure transducer ±0.1%
Fuel temperature K type thermocouple ±2.2oC
4.4.3.5 Method
Differential pressure across the tubes was measured from 30l/hr to until the
pressure transducer reached its maximum limit (around 300-400l/hr) depending
on the roughness. The typical range of Re was 2000 to 40000. The flow rate was
set with the flow control valve and allowed to stabilise for 1 minute, after which
the pressure, flow rate and temperature data was recorded for a further minute at
4Hz. The working fluid was kerosene, and since the heat input from the pump
to the fuel was significant, temperature dependent material properties were used
([56]) in the calculations of λ and Re.
4.4.3.6 Results
CHAPTER 4. EXPERIMENTAL METHODS 228
10
2
10
3
10
4
R
e
0.
02
0.
03
0.
04
0.
05
0.
06
0.
07
0.
08
0.
090.
1
λ
AL
M
2
AL
M
3
AL
M
4
AL
M
6
AL
M
7
AL
M
9
AL
M
10
Sm
oo
th
 A
Sm
oo
th
 B
0.
31
6/
Re
0.
25
64
/R
e
N
ik
ur
ad
se
 k
/D
=3
0-
1
N
ik
ur
ad
se
 k
/D
=6
0-
1
N
ik
ur
ad
se
 k
/D
=1
20
-
1
N
ik
ur
ad
se
 k
/D
=2
52
-
1
Co
le
br
oo
k 
k/
D=
26
-
1
Co
le
br
oo
k 
k/
D=
31
-
1
Co
le
br
oo
k 
k/
D=
35
-
1
Co
le
br
oo
k 
k/
D=
54
-
1
Co
le
br
oo
k 
k/
D=
65
-
1
Co
le
br
oo
k 
k/
D=
90
-
1
Co
le
br
oo
k 
k/
D=
36
7-
1
Fi
gu
re
4.
88
:
Fr
ic
tio
n
fa
ct
or
da
ta
fo
r
A
LM
tu
be
s
CHAPTER 4. EXPERIMENTAL METHODS 229
Ta
bl
e
4.
17
:
Fr
ic
tio
n
fa
ct
or
da
ta
fo
r
tu
be
s
us
ed
in
de
po
sit
io
n
te
st
s
Tu
be
 ID
D
 (m
m
)
A 
(m
2 )
k s
 (µ
m
)
Q
do
t (
l/h
r)
Q
do
t (
m
3 /s
)
U
av
g 
(m
/s
)
dP
 (b
ar
)
T a
vg
 (o
C
)
τ w
 ( k
g/
m
s2
)
u*
 (m
/s
)
R
e
λ
δ 
R
e
δ 
λ
A
LM
2
2
3.
14
E
-0
6
76
.0
32
.6
7.
13
E
-0
5
2.
88
0.
31
17
.0
5
62
0.
27
8
33
28
0.
07
42
37
0.
00
15
2
3.
14
E
-0
6
41
.7
7.
58
E
-0
5
3.
68
0.
49
16
.8
4
97
0.
34
8
41
67
0.
07
14
47
0.
00
15
2
3.
14
E
-0
6
48
.6
8.
04
E
-0
5
4.
30
0.
64
16
.7
7
12
8
0.
39
9
48
66
0.
06
90
54
0.
00
14
2
3.
14
E
-0
6
63
.3
8.
50
E
-0
5
5.
60
1.
01
17
.5
1
20
3
0.
50
4
64
61
0.
06
47
72
0.
00
13
2
3.
14
E
-0
6
71
.9
8.
95
E
-0
5
6.
36
1.
28
17
.9
7
25
7
0.
56
7
73
35
0.
06
35
82
0.
00
13
2
3.
14
E
-0
6
82
.2
9.
41
E
-0
5
7.
26
1.
67
18
.3
1
33
4
0.
64
7
85
50
0.
06
34
96
0.
00
13
2
3.
14
E
-0
6
94
.4
9.
86
E
-0
5
8.
34
2.
11
18
.5
5
42
3
0.
72
7
98
19
0.
06
08
11
0
0.
00
13
2
3.
14
E
-0
6
10
0.
6
1.
03
E
-0
4
8.
89
2.
50
18
.6
1
49
9
0.
79
0
10
46
6
0.
06
31
11
7
0.
00
13
2
3.
14
E
-0
6
12
2.
8
1.
08
E
-0
4
10
.8
6
3.
81
18
.9
7
76
2
0.
97
6
12
78
0
0.
06
46
14
3
0.
00
13
2
3.
14
E
-0
6
15
0.
6
1.
12
E
-0
4
13
.3
1
5.
66
19
.3
0
11
31
1.
19
0
15
98
2
0.
06
39
17
9
0.
00
13
2
3.
14
E
-0
6
17
6.
8
1.
17
E
-0
4
15
.6
3
7.
70
19
.7
6
15
40
1.
38
9
18
76
5
0.
06
31
21
0
0.
00
13
2
3.
14
E
-0
6
20
1.
7
1.
21
E
-0
4
17
.8
3
10
.0
7
20
.0
9
20
14
1.
58
9
21
82
7
0.
06
35
24
4
0.
00
13
2
3.
14
E
-0
6
22
5.
9
1.
26
E
-0
4
19
.9
7
12
.7
2
20
.6
1
25
44
1.
78
6
24
44
8
0.
06
40
27
3
0.
00
13
2
3.
14
E
-0
6
25
0.
5
1.
31
E
-0
4
22
.1
5
15
.6
0
21
.2
0
31
20
1.
97
8
27
64
8
0.
06
38
30
9
0.
00
13
2
3.
14
E
-0
6
27
7.
4
1.
35
E
-0
4
24
.5
2
19
.1
8
21
.9
7
38
36
2.
19
4
30
61
0
0.
06
40
34
2
0.
00
13
2
3.
14
E
-0
6
29
8.
8
1.
40
E
-0
4
26
.4
2
22
.2
8
22
.6
3
44
56
2.
36
6
33
62
2
0.
06
41
37
6
0.
00
13
Sm
oo
th
 A
2
3.
14
E
-0
6
5.
5
25
.5
7.
08
E
-0
6
2.
25
0.
07
17
.9
5
14
0.
13
1
22
88
0.
02
72
26
0.
00
06
2
3.
14
E
-0
6
29
.2
8.
12
E
-0
6
2.
58
0.
11
18
.9
6
21
0.
16
2
26
25
0.
03
16
29
0.
00
07
2
3.
14
E
-0
6
40
.2
1.
12
E
-0
5
3.
55
0.
20
19
.2
2
41
0.
22
5
36
08
0.
03
20
40
0.
00
07
2
3.
14
E
-0
6
48
.3
1.
34
E
-0
5
4.
27
0.
30
17
.9
8
60
0.
27
3
43
34
0.
03
26
48
0.
00
07
2
3.
14
E
-0
6
60
.1
1.
67
E
-0
5
5.
32
0.
44
21
.2
2
88
0.
33
1
65
47
0.
03
11
73
0.
00
06
2
3.
14
E
-0
6
70
.6
1.
96
E
-0
5
6.
24
0.
59
20
.8
3
11
8
0.
38
5
76
86
0.
03
05
86
0.
00
06
2
3.
14
E
-0
6
74
.4
2.
07
E
-0
5
6.
58
0.
66
18
.8
5
13
3
0.
40
5
66
78
0.
03
04
75
0.
00
06
2
3.
14
E
-0
6
91
.2
2.
53
E
-0
5
8.
06
0.
96
20
.8
1
19
1
0.
49
0
99
27
0.
02
95
11
1
0.
00
06
2
3.
14
E
-0
6
10
0.
6
2.
79
E
-0
5
8.
90
1.
16
18
.7
1
23
3
0.
53
7
90
36
0.
02
92
10
1
0.
00
06
2
3.
14
E
-0
6
12
5.
2
3.
48
E
-0
5
11
.0
7
1.
75
20
.2
4
35
0
0.
66
3
13
62
8
0.
02
87
15
2
0.
00
06
2
3.
14
E
-0
6
15
2.
7
4.
24
E
-0
5
13
.5
0
2.
57
20
.5
4
51
4
0.
80
2
16
62
4
0.
02
83
18
6
0.
00
06
2
3.
14
E
-0
6
17
9.
1
4.
98
E
-0
5
15
.8
4
3.
41
20
.9
5
68
1
0.
92
4
19
50
1
0.
02
72
21
8
0.
00
06
2
3.
14
E
-0
6
20
3.
3
5.
65
E
-0
5
17
.9
8
4.
48
21
.9
5
89
6
1.
06
0
22
13
5
0.
02
78
24
7
0.
00
06
2
3.
14
E
-0
6
22
7.
4
6.
32
E
-0
5
20
.1
0
5.
67
22
.4
0
11
34
1.
19
2
24
75
4
0.
02
81
27
7
0.
00
06
2
3.
14
E
-0
6
25
2.
9
7.
02
E
-0
5
22
.3
6
6.
91
23
.0
4
13
82
1.
31
6
27
52
9
0.
02
77
30
8
0.
00
06
2
3.
14
E
-0
6
30
3.
8
8.
44
E
-0
5
26
.8
6
10
.0
1
24
.5
5
20
02
1.
58
4
33
07
4
0.
02
78
37
0
0.
00
06
2
3.
14
E
-0
6
35
3.
8
9.
83
E
-0
5
31
.2
9
13
.7
0
25
.6
3
27
40
1.
85
3
38
52
0
0.
02
81
43
1
0.
00
06
2
3.
14
E
-0
6
40
0.
3
1.
11
E
-0
4
35
.4
0
17
.6
2
27
.0
5
35
23
2.
10
1
43
58
0
0.
02
82
48
7
0.
00
06
CHAPTER 4. EXPERIMENTAL METHODS 230
4.4.3.7 Discussion
The profiles of friction factor show a clear distinction between drawn and ALM
tubes. They also indicate that the fully rough condition was achieved for all
but the smoothest tubes, permitting the equivalent sand grain roughness to be
evaluated with relative certainty. The two drawn tubes showed good similarity
(λ = 0.028, ks = 5.5µm). The ALM profiles are spread over a considerable range,
which is surprising considering the profilometry data from the external wall -
which showed little difference between the tubes. Of the ALM tubes, tube 6
had the lowest friction factor (λ = 0.042, ks = 22µm) and tube 2 the highest
(λ = 0.064, ks = 76µm), contrary to the Sa and Sq roughness metrics from the
external wall. The assumption that the external surface is representative of the
internal surface may not be valid, or the number of measurements along the tube
may not have been sufficient. The spread may also be due to slight misalignments
in the tube at the weld locations.
The ALM surfaces are reasonably well represented by the Colebrook-White formula
(shown as lines in figure 4.87), which suggests that the surfaces themselves are
not particularly uniform. This is quite evident from inspection of the profilometry
maps.
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4.4.4 Deposition experiments
4.4.4.1 Method / Apparatus
Figure 4.89: AFTSTU flow diagram
Figure 4.90: Injector feed arm deposition test conditions
’ALM2’ and ’Drawn B’ (having the highest and lowest measured friction factors
respectively) were selected for inclusion into a programme of ongoing testing on
the AFTSTU with an industrial partner. To record the internal and external
wall temperature along the heated length, the tubes were instrumented with 6
k-type thermocouples, silver soldered to the positions shown in figure 4.89. The rig
configuration in its current form is shown in figure 4.88. Fuel, preheated to 140oC
was pumped at 10l/hr at 34bar through a series of filters, screens, orifices and
valves which were periodically cycled. Fuel was recirculated and the residence time
in the high temperature section was dependent upon the spill ratio and fuel flow
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rate. Towards the end of the fuel path, heat flux from the compressor discharge
air was simulated by induction heating of the instrumented feed arm tubes, which
were placed inside a radio frequency induction coil. The total heated length was
110mm and the tubes were positioned such that the central thermocouples were
located in the middle of the induction coil. Fuel inlet and outlet temperatures for
the injector feed arm section were recorded with k-type thermocouples and flow
rates around the rig were recorded with coriolis flow meters.
The flow conditions for the injector feed arm section are shown in figure 4.89. In
practice it was found that for the same heater power, the wall temperature of the
drawn tubes was substantially higher than the ALM tubes - demonstrating the
general increase in Nu for rougher surfaces. Although a constant power for both
tubes would have been more representative of real engine conditions, to produce
a more direct comparison of the surfaces, the heater power was reduced for the
drawn tube in order to achieve the same initial wetted wall temperature (255oC)
for both surfaces. The total test duration was in excess of 100 hours, but was
discontinuous due to the blockage of filters. Injector feed arms were installed
after a shutdown for filter replacement. The feed arm test and valve cycles were
initiated after a 4 hour warm up period to establish steady state conditions. 10
hours of continuous data was recorded for both feed arm tests.
4.4.4.2 Results
Table 4.18: AFTSTU deposition test results
T in (oC) T out (oC) Q (l/hr) Qheat (W) T Binit (oC) T Bfin (oC) dT (oC) Re avg ks (µm) ks+
Drawn B 141 155 10 67.4 252 257 5 4058 5.5 0.40
ALM 2 145 174 10 140.4 255 298 43 4283 76 5.85
5.5.0
64
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Figure 4.91: Wall temperature rise (thermocouple B) over 10 hours for drawn and
ALM tubes
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Figure 4.92: Rate of wall temperature rise for drawn and ALM tubes
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4.4.4.3 Discussion
Figure 4.90 shows data from the central internal wall thermocouple for both tubes.
The data from the adjacent thermocouples has been omitted for clarity. The
regular sharp spikes in wall temperature are related to fluctuations in the flow
caused by the cycling of valves upstream of the injector feed arm section. Since the
feed arms shown here were inserted into the rig reasonably late in the overall test,
the metering and flow control valves were already significantly fouled. Sticking of
valves due to deposit formation is most likely the cause of the fluctuations beyond
8 hours for the ALM tube data. After ten hours, the difference in severity of
deposition for the two surfaces is plain to see. The wall temperature of the ALM
tube increased by 43oC, while the drawn tube showed a very slight increase of
5oC. The noise in the data is somewhat prohibitive of a more detailed analysis,
but nevertheless the difference in severity of deposition between the two surfaces
is distinct. Rate of wall temperature rise for the first five hours (pre valve cycle
noise) is also plotted in figure 4.91.
Table 4.19 shows the values of k+s for the two surfaces based on the pressure drop
data, calculated based on the average Reynolds number across the tube. Since the
flow is preheated, the axial gradients of temperature and Re are much less extreme
than for the HiReTS device - therefore the values of k+s change little across the
heated length. The relatively low Re through the section (it was unfortunate that
the flow rate was predetermined and could not be increased) resulted in a thick
viscous sublayer which is reflected in the low values of k+s . Based on Nikuradse’s
classification - for the drawn tube, the flow was transitionally rough (k+s = 5.5)
indicating some moderate disruption to the viscous sublayer. The ALM tube was
close to the fully rough condition, (k+s = 64), indicating severe disturbance to the
viscous layer.
The results presented here are limited and repeat testing must be performed
to confirm the observed behaviour. However, the data suggests that at typi-
cal in-service wetted wall temperatures, the deposition over rough ALM surfaces
may be significantly enhanced, even for relatively low roughness Reynolds numbers.
Chapter 5
General Discussion
This chapter will provide a more general discussion of the experiments described
in the preceding chapter, with reference to the objectives of the study;
• Identify most viable test method/s.
• Establish data points for roughness.
• Characterise roughnesses as thoroughly as possible.
• Experimentally determine the effect of roughness on isothermal flow and
heat transfer.
• Experimentally determine whether a trend exists between surface roughness
and deposit formation rate.
5.1 Laminar flow
Deposition over rough and smooth surfaces in the laminar regime was assessed
through testing conducted with the JFTOT. Conventionally machined tubes with
average roughness height ≈ 1.5µm were compared against tubes made by additive
layer manufacturing. The roughness of the tubes was characterised with optical
profilometry. The highest roughness of the additive manufactured tubes was
40µm, which occurred for tube faces which were overhanging the powder bed
during the build process. Tests were conducted with a maximum heater tube
temperature of 280oC for 150 minutes using a straight run kerosene (’Fuel A’)
of poor thermal stability (but which passed ASTM D3241). In the absence of
better methods of deposit quantification, the tube deposit was assessed visually
using digital photography under consistent lighting conditions. Image processing
235
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was used in an effort to compare the change in tube colour as a result of deposit
formation numerically using the RGB colour scale.
Differences in deposition patterns across the range of roughness were slight for
the majority of cases, although there were two possible exceptions. For the 31um
face on the 30 degree build, and the 41um face on the horizontally built tube,
deposit seemed to become noticeable on the surface at marginally lower tube
wall temperatures. It should be noted however that the texture and colour of
the surfaces greatly complicated the judgement of very subtle colour changes and
the comparison with the machined tube. It is difficult to say with any certainty
from a purely visual comparison whether the thickness of deposit on the rough
surfaces is greater than the smooth surface. Numerical values were derived by
image processing. Although profiles of ∆Ig (change in grayscale intensity with
respect to the base metal colour) across the tube appeared to be representative of
the deposit pattern discernible by eye, the magnitude of the value was strongly
influenced by the base metal colour, which was not constant. Furthermore, the
inherent noise of the data prevented a meaningful assessment of the deposit onset
location to be performed.
If deposit does indeed form at lower temperatures over a very rough tube and
laminar flow, it is unlikely to be as a result of any enhancement to momentum or
heat transfer - recalling that λ = 64/Re and Nu = constant in this flow regime.
Since the auto oxidation mechanism of deposit formation is metal catalysed - as
has been shown with the JFTOT for various tube materials, it could be that a
large increase in roughness presents more active sites for catalysis than a machined
surface. As a result, the rate of reaction may be increased at lower temperatures,
although the experiments presented here suggest any effect to be minor.
5.2 Turbulent flow experiments
5.2.1 HiReTS
For turbulent flow, which is most relevant to aircraft fuel systems, the effect of
wall roughness on deposition was studied with the HiReTS device using ≈ 500µm
capillary tubes. Cold drawn technical grade HPLC tubing was appropriated for
the rough data points, while Electro Discharge Machining was used to create tubes
with lower surface roughness. The roughness was quantified by microscopy and
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image analysis in combination with experiments to characterise the roughness by
observing the differences in momentum and heat transfer. A summary of results
for the pressure drop, heat transfer and deposition tests is shown in table 4.61.
To begin, the various factors that complicate the ultimate assessment of the effect
of roughness on deposition will be outlined. The range of roughness that was
achieved will be considered, before a further discussion of the observations for the
deposition experiments.
5.2.1.1 Critical review of experiments
Roughness quantification
Various means were used to try and quantify the roughness geometry. Through
sectioning, microscopy and image analysis, circumferential roughness profiles were
extracted from micrographs and statistical 2D roughness metrics were calculated.
While the analysis improved on the usefulness of a simple micrograph, the samples
themselves were only truly representative of a single cross section, and to say
that the roughness metrics were representative of the whole tube would be a
large assumption. Furthermore, since the roughness height was calculated from
the deviation of the wall-centroid distance from the average radius, the values
calculated by this method were sensitive to non uniformities in the tube cross
section. For example, in the case of EDM 12 and 14, which would appear from
the micrographs alone to be substantially smoother than the drawn tubes yet
have values of Ra and Rq determined by image processing which are higher than
the drawn tubes. EDM 13, which is more uniform, appears to have slightly more
obvious roughness features than EDM 12 and 14, yet the rms roughness height
is similar to the 2nd set of EDM tubes, which were generally more regular in
shape. The ratio P/piD seems to be a better representation of what can be seen
by eye from the micrographs. The drawn tubes, which are clearly much rougher,
have an average value of 1.3, while EDM set 1 has an average value of 1.12 and
the other EDM tubes are slightly higher at 1.18. EDM 13 has a higher value of
P/piD than EDM 12 and 14, yet has lower values of Ra and Rq. While the image
processing was useful in many respects for highlighting general differences between
the different sets of tubes, the most useful physical values of average roughness
height (Ra and Rq) could not really be relied upon for the reasons described above.
To extend the assessment of roughness to the entire tube, experiments were con-
ducted to measure the frictional resistance of the wall to fluid flow - following the
classical work of Nikuradse. The typical approach is to measure the pressure drop
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across the tube with increasing Reynolds number until λ becomes independent
of Re and only dependent on the relative roughness. Unfortunately, even with a
relatively low viscosity fluid such as heptane, it was not possible to produce the
fluid velocity required to achieve the fully rough condition. At most, the tubes
were measured to the transitionally rough regime. Further tests were conducted
with a higher capacity pump with kerosene, but the maximum range of the pres-
sure transducer was exceeded before the dataset could be extended to higher Re.
Some profiles showed resemblance to the start of Nikuradse’s data, and for these
cases it is possible that the data could be extrapolated with reasonable accuracy.
For the other tubes, only estimations can be made.
By formulating heat transfer results in terms of dimensionless variables Nu and
St, it was possible to compare the values to results available in the literature
at similar Reynolds numbers for which the roughnesses were characterised. The
calculated values of Nu and St were in good agreement with correlations and
values in the literature, providing valuable context with other, well characterised
roughnesses.
Reynolds number effects - transition
For the tube diameters and flow rates considered, the fluid entered the tube at a
high laminar Reynolds number and transitioned to fully turbulent flow at some
point along the tube, as a result of the reduction in fluid viscosity and density via
bulk heating. The location of transition (which by its nature is a region of higher
uncertainty than fully laminar or turbulent flow) is governed by tube diameter
and roughness, both of which varied quite significantly over the range of tests.
For narrower, rougher tubes, the transition would be expected to occur much
closer to the inlet and effect a shorter axial length than a wider, smoother tube.
The transitional Reynolds number for mini and micro channels was discussed in
Kandlikar [121]. For smooth tubes, some investigators reported earlier transition
at around 2000, but other studies showed that transition occurred at typical
Reynolds numbers for larger scale tubes and channels (2300). For tubes of high
relative roughness, transition has been noted to occur much earlier than 2300.
For k/D ≤ 0.08, Kandlikar provided the following empirical expression for the
transitional Reynolds number based on experimental data;
Ret,cf = 2300− 18750 k
Dcf
(5.2.1)
where Dcf is the ’constricted hydraulic diameter’, Dcf = D − 2k. If k is taken
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to be the typical rms roughness height Rq measured by microscopy, then for
the drawn capillaries with Rq ≈ 8µm, the transitional Re based on the above
expression for tubes with diameter 530µm would be ≈ 2008, while for the EDM
tubes with Rq ≈ 4, Ret may be slightly higher at 2150. This expression would
suggest that transitional effects would be confined to a region close to the inlet
and outside of the measured length for the deposition tests. Furthermore, since
the local fluid viscosity would be a minimum close the wall, flow instabilities
caused by the roughness elements would probably be less effectively damped by
viscosity in this region, and transition may be expected to occur sooner than for
isothermal flow.
The higher resolution pressure drop experiments on R8 - R11 and EDM 12 - 14 do
show an early departure from the laminar relation f = 64/Re (around Re = 1000)
although the data is scarce in this region. Unlike the tubes of Ghajar [41], which
had a very abrupt inflection in the transition region, the data from the tubes in
this study shows the transition to occur over a much broader range of Re. At
Re = 3100, based on the change in friction factor profile, the flow appears to still
be in the process of transition, and the profiles become parallel to the turbulent
smooth asymptote at a Reynolds number of around 4000. The differences between
the results may be due to some aspect of the experimental setup. The use of a
piston pump for instance, which created periodic fluctuations in the flow, the use
of a rough tube for the upstream length or the use of pipe fittings as pressure
ports rather than more carefully designed ports.
The worst case scenario for transition introducing complications to the deposition
experiments would be for a smooth tube of large diameter with low bulk fuel
temperature increase. The tests on EDM tubes 10 and 11 may be suitable test
cases since they had the largest diameters of the smoothed tubes. Based on a
logarithmic bulk temperature increase (assuming a constant wall temperature), the
Reynolds number would exceed 4000 upstream of the measured length. R1 and R2,
which experienced a bizarre reduction in wall temperature around the mid point of
the tube (which was initially thought to be indicative of some transitional effect)
would have Reynolds numbers in this region in excess of 5000, so it seems un-
likely that the reversal in wall temperature for those cases was a result of transition.
Roughness Reynolds number effects - k+
The change in Reynolds number from inlet to outlet also further complicates the
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study. As Re increases, the extent of the viscous and buffer layers of the boundary
layer are reduced and since the roughness height remains constant, the rough-
ness Reynolds number k+ = kU∗
ν
increases. Nikuradse expressed the roughness
Reynolds number in terms of the sand grain roughness height, k+s = ksU
∗
ν
and
found that the limit of hydraulically smooth flow was k+s < 3, and the limit of the
fully rough regime was k+s > 60.
20 30 40 50 60 70
Distance from outlet (mm)
0
10
20
30
40
50
60
k s+
R1
R7
EDM1
EDM6
Figure 5.1: Change in k+ with axial distance - HiReTS geometry
By comparing the friction factor results to those of Nikuradse, values of k+s can
be estimated and the roughness regime for the tests can be placed into context.
For example, drawn tubes R1-7 were in excess of Nikuradse’s maximum relative
roughness, but taking the relative roughness to be ks/D = 1/30, the equivalent
sand grain roughness for a 530µm tube would be ≈ 18µm.
Taking the measured values of U∗ for R1 from the pressure drop experiments
and matching to the equivalent Re based on the bulk fuel temperature in the
deposition test, k+s ≈ 20 at 80mm from the outlet (Re = 5200), and increases to
k+s ≈ 31 at 45mm from the outlet (Re = 6500). For R3, which was tested with a
fuel outlet temperature of 230oC and therefore has a higher gradient in Re across
the tube, k+s ≈ 19 at 95mm from the outlet (Re = 5100) and k+s ≈ 31 at 65mm
from the outlet (Re = 6500). For the first set of EDM tubes, which appeared
to have friction factors lower than Nikuradse’s data for ks/D = 1/60, k+s ≈ 8 at
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75mm from the outlet (Re = 5900) and k+s ≈ 12 at 40mm from the outlet (Re =
7200).
These values (although approximate), demonstrate how the roughness regime
changes with axial position. The test is therefore far removed from an isothermal
mass transfer experiment for instance, where k+ would remain constant. In effect,
each HiReTS test was a study of the dependence of fuel deposition rate on k+, Re
and temperature - although in the cases of near constant wall temperature, this
reduces to k+ and Re. If the friction factor data could have been extended to the
fully rough regime and the sand grain roughness calculated with more confidence,
then the wall temperature rise (or deposition rate of carbon) could have been
plotted as a function of k+s , and thereby be directly related to the roughness regime.
Figure 5.2 demonstrates the kind of relationship between deposition rate of carbon
and roughness that would be possible to derive if ks was calculated with certainty.
To generate the plot, the measured values of U∗ were extrapolated to the outlet.
The calculated deposit thickness was converted into a volume by subtracting the
initial tube volume from the final tube volume according to;
Vdep =
n∑
1
(pir2i x−
1
3pix(r
2
1 + r1r2 + r22)) (5.2.2)
where n is the number of temperature measurement positions, x is the axial
distance between temperature measurements, ri is the initial tube radius, r1 is the
deposit radius at position n and r2 is the deposit radius at position n+ 1. The
mass of deposit was calculated using a density of 1000kg/m3 [6]. As mentioned
above, the analysis is only valid for near-constant wall temperatures where the
dependence of deposition on temperature is minimised but k+s still varies due to the
change in Re due to the bulk fuel temperature rise. The effect of wall temperature
may be negated by only comparing k+s against deposition rate for locations with
the same initial wetted wall temperature. Furthermore, non-dimensionalising
the deposition rate with the total fuel mass flow rate (mdep
t
× 1
m˙f
), may aid a
comparison between other test devices of different scales, although the usual
complexities associated with cross comparison of results from different stressing
regimes and differences in fuel chemistry would remain.
Comments on roughness measurements and the range of roughness
The limitations of the methods of roughness measurement have been discussed,
but by combing the various sources of information, it is not impossible to compare
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Figure 5.2: Estimated dependence of carbon deposition rate with k+s - HiReTS
geometry
the general trends between the tubes.
The first set of EDM tubes (1-6) were measured by microscopy to have the lowest
values of krms (2−4µm, k/D ≈ 0.9%), the lowest average friction factor (λ ≈ 0.04)
and the lowest average Nusselt number (Nu ≈ 42) in the study. A comparison
against the work of Nikuradse [8] for the set suggested a relative roughness (ks/D)
below 1.7%, or an approximate equivalent sand grain roughness height of less than
8µm. Profiles of Nu vs Re showed good similarity with the 2D wire roughness
data of Sheriff and Gumley [29] for relative roughnesses of 0.95% and 2%, which
would also suggest a roughness height of around 8µm. Stanton number profiles for
these EDM tubes compared well to the ’smooth’ tube data of Gowen and Smith
[30] (for which a roughness height was not provided), but fall below their data
for a tube with k/D = 2.7%. From the comparison of measured values to results
in the literature, the relative roughness of EDM tubes 1-6 may be taken as ≈ 1.5%.
The second set of EDM tubes (7-11) were apparently rougher than the first.
The average rms roughness height measured by microscopy was around 6.6µm
(k/D ≈ 1.1%), the average friction factor showed a corresponding increase to
≈ 0.05, and Nu increased on average to ≈ 54. The relative roughness of the second
set of EDM tubes was more similar to Nikuradse’s data for ks/D = 1/30 (3%),
suggesting an equivalent sand grain roughness height, ks ≈ 19µm. Comparison of
Nu vs Re against the data of Sheriff and Gumley suggested a relative roughness
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greater than 2%, and the St vs Re profiles fell slightly below the data of Gowen
and Smith for ks/D = 5.1%. From the comparison of measured values to results
in the literature, the relative roughness for EDM tubes 7-11 may be taken as ≈ 3%.
The EDM process for the final set of tubes (12-14) seemed to be far less effective,
which is reflected in the average values of λ and Nu (0.058 and 62 respectively).
Although there is some spread in the microscopy analysis for these tubes, the
average value of krms/D is similar to the drawn capillary tubing. The shape of the
friction factor profile prohibited an estimation of equivalent sand grain roughness
by comparison with Nikuradse’s data.
For the drawn capillaries, microscopy measured the typical relative roughness to
be krms/D = 1.4%. The friction factors were higher than the roughest case studied
by Nikuradse (ks > 19µm, ks/D > 3.6%) and the Stanton number profiles were
similar to Gowen and Smith’s [30] data for ks/D = 5.1%. The average maximum
Nu for the tubes was typically around 70, and the profiles of Nu suggested a
relative roughness greater than 2% based on data of Sheriff and Gumley [29]. The
relative roughness of the drawn capillaries may be estimated as k/D ≈ 5%.
Comments on the observed deposition
For all (bar one) of the tests conducted, tubes with higher friction factors and
Nusselt numbers experienced the lowest average wall temperatures and the highest
rates of deposition. Smoother tubes with lower heat transfer coefficients experi-
enced consistently higher initial wall temperatures, yet the deposition rate was far
less. Overall correlation between λ and Nu and λ and HN (made dimensionless
by dividing by ∆Tbulk) is reasonable and shown in figure 5.3. It is clear that
the rougher walls significantly enhance heat transfer, and by association mass
transfer but it is not completely clear through what mechanism the deposition
rate is reduced for the smoother tubes. Furthermore, for most rough tubes, the
deposition was highly non uniform across the length of the tube. Minima in deposit
was often seen around the mid point, and in several cases the wall temperature
actually reduced after deposit had been formed - suggesting a change to the
heat transfer resistance either by removal of deposit or a sudden increase in heat
transfer coefficient. Very abrupt changes in deposition rate were observed towards
the tops of rougher tubes, corresponding to higher Re and k+. For smoother
tubes, the deposition rate was usually more even across the length of the tube.
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Figure 5.3: Top: correlation of λmax and Numax. Bottom: correlation of λmax and
HN/∆Tbulk
Chemical aspects
While the fluid flow field determines the temperature, residence time and species
transport to the wall region, the formation of insoluble material is governed by
liquid phase autoxidation. In the experiments conducted in this study with the
HiReTS, it is believed that phase change occurred locally at the wall, and that
the vaporisation was exacerbated by the reduced heat transfer coefficients of
smoother tubes. Studies on the effect of boiling on hydrocarbon deposition are
rather limited in number. Crittenden and Khater [122] studied fouling rates
from vaporising kerosene in laminar flow using a horizontal tube in a tubular
furnace. It was found that with partial vaporisation of the fuel, the highest
fouling rates occurred at the bottom of the tube, where the fuel remained in the
liquid phase. When the surface temperature was raised further so that complete
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vaporisation occurred, there was a substantial reduction in fouling rate, which
was suggested to be due to rapid degassing of the oxygen from the liquid phase
and / or a vapour blanket being formed at the wall which hindered deposition by
the liquid phase mechanism. Vranos [123] studied the effect of film boiling on the
thermal decomposition of vaporising n-Hexadecane (C16H34). A reduction in fuel
decomposition was observed around the transition from nucleate to film boiling,
but in the film boiling regime, a rapid increase in fuel decomposition was observed
with increasing temperature - attributed to film boiling induced decomposition
of hydroperoxides. Since kerosene is comprised of many hydrocarbon species
with a range of molecular weights, the lightest and most volatile hydrocarbon
components will be the first to vaporise. The lightest hydrocarbons also generate
radicals more quickly in liquid phase autoxidation (see figure 3.5), and so the
reaction rate may also be reduced through exclusion of these hydrocarbons from
the liquid phase autoxidation mechanism.
Improvements to the method
In the HiReTS, the question remains whether the reduction in deposition rate for
the smoother tubes was due to fluid dynamic effects, changes to the mechanism
of deposition through local vaporisation of the fuel - or a combination. The
following recommendations are proposed to improve the HiReTS method in or-
der to gain a clearer understanding of the phenomena and isolate roughness effects.
1. Tube diameter tolerance
In some cases the difference in diameter between the smooth and rough cases
created undesirable differences to the change in Reynolds number across
the tube. To minimise Reynolds number effects, the tube diameters should
ideally be as similar as possible.
2. Roughness quantification via dP measurement
The effectiveness of the study was reduced due to limitations on the quan-
tification of roughness. This could be resolved by using alternative pumping
equipment to extend the dP measurement to the fully rough regime - per-
mitting evaluation of the equivalent sand grain roughnesses.
3. Roughness quantification via microscopy
The accuracy of the image processing analysis may be improved by consid-
ering more axial sections.
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4. Testing with unstable fuels
The comparison between sets of tests was limited due to the continual
degradation of the fuel in storage. Ideally future tests should be conducted
within a shorter time period where the fuel chemistry does not change
appreciably.
5. Boiling effects
The effect of localised boiling on the deposition mechanism is something of
an unknown and should be avoided. Boiling may be minimised by increasing
the system pressure of the HiReTS. The device would require modification
from the current configuration.
6. Reynolds number
The flow velocity should be increased such that the fluid enters the tube in
the turbulent regime. Ideally the fuel outlet temperature should be reduced
such that the axial gradient in temperature and Reynolds number is less
extreme. The pumping equipment would have to be upgraded and the rig
would have to be modified to supply more power.
5.2.2 AFTSTU
Opportunity for testing was limited with the AFTSTU but nevertheless, two in-
jector feed arm tests were conducted with tubes having very different roughnesses.
The external surfaces of the ALM tubes were measured by optical profilometry and
found to have typical roughness heights of 10µm (Sa). Pressure drop experiments
showed a spread in friction factor for the ALM tubes (0.04 < λ < 0.06), while
drawn tubing used as the smooth reference had λ = 0.028. Comparison with Niku-
radse’s data showed the drawn and ALM tube to have an equivalent sand grain
roughness of 5.5µm and ks = 76µm respectively. 10 hour tests in the AFTSTU
showed the deposition to be more severe over the ALM surface - the final wall
temperature rise was almost an order of magnitude higher than the drawn tube.
The tests were conducted at a relatively low Reynolds number but the range of
roughness Reynolds number (based on the sand grain roughness height) spanned
the transitional regime (k+s ≈ 5 for the drawn tubing and k+s ≈ 65 for the ALM
surface). Considering Nikuradse’s classification of roughness regimes, where the
departure from hydraulically smooth conditions occurs for k+s > 3, the AFTSTU
testing indicates that modest disruption to the viscous layer can severely increase
the rate of deposition.
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Figure 5.4: Deposition rate with k+s - AFTSTU
The larger scale results are consistent with the observations made for the smaller
scale turbulent flow tests. The AFTSTU data (recorded at higher pressure and
lower temperature than the HiReTS) provides evidence that the reduced deposi-
tion for the smoother capillaries was more a result of fluid mechanics effects than
a departure from liquid phase autoxidation.
Further testing is required to confirm the initial observations, and construct a
more complete dataset for the dependence of deposition rate with k+s in order to
populate figure 5.4
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5.3 Proposed mechanism for deposition of insol-
uble fuel degradation products
Based on the works discussed in the literature review and the observations from
the testing described in previous chapters, some conclusions may be formulated
for the mechanism of deposition enhanvement for rough walled flow.
Several investigators have noted momentum exchange in and out of roughness cav-
ities - associated with the ’scouring’ of the wall by turbulence structures ([19], [21],
[22]) and increases in turbulence intensity and Reynolds normal and shear stresses
in the near wall region and the outer layer with increasing k+ ([24], [15], [22],
[25], [26], [27]). Furthermore, with increasing k+, the turbulence sweep-ejection
cycle may be altered, with enhancement of sweeps to the wall and suppression
of ejections away from the wall ([89], [87], [25]). Roughness has been shown to
increase the rate of turbulence production and dissipation and to modify the
transport of turbulent kinetic energy ([24]), to increase the absolute vorticity
in the vicinity of roughness and reduce the anisotropy of near wall turbulence
by breaking up the characteristic quasi-streamwise vortices fundamental to the
turbulent boundary layer ([27]). The enhancement of convection near the wall
by roughness has also been demonstrated by increases in the values of Nusselt
number and Stanton number ([101], [28], [29], [30], [105]). In addition, large in-
creases in particle deposition rate have been observed for fairly moderate increases
in k+ in mass transfer experiments and numerical particle tracking simulations
([37], [34], [38], [39]), and the coherent turbulence structures have been shown
to play a crucial role in the transport of particles from the viscous layer to the wall.
Based on a particle density of 1000kg/m3 ([6]) and diameter of 0.1µm ([77]), the
relaxation time of an insoluble fuel particle can be estimated by;
τp =
ρpd
2
p
18µ (5.3.1)
τ+p =
τpU
∗2
ν
(5.3.2)
resulting in τp= 0.003, although agglomeration of insoluble particles would in-
crease this value. Brownian and eddy diffusion would be the relevant mass transfer
mechanisms, although it ha been shown that diffusion may become less significant
over rough walls compared to the inertia-interception mechanism ([37]).
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A theory on the role of roughness is outlined as follows;
Hydraulically smooth walls:
• Insoluble oxidation products are generated within the thermal boundary
layer according to an arrhenius relationship.
• Particles may form directly on the wall and off the wall at a rate governed
by the temperature profile and fuel chemistry.
• Initial deposit formation serves to roughen the wall and small enhancements
to heat transfer may occur.
• The temperature gradient across the boundary layer is a minimum.
• Wall shear stress is a minimum.
• Within the viscous layer, particles are deposited by brownian diffusion, or
by the passage of particularly intense turbulent motions which are able
to penetrate through the buffer layer and impart momentum to fluid and
particles in the otherwise quiescent viscous layer.
• Viscous dissipiation of turbulent kinetic energy is a maximum.
• Residence time in the near wall region is high.
Transitionally rough walls:
• The roughness elements begin to protrude through the viscous layer and
vortex shedding occurs from the elements, introducing turbulence to the
near wall region.
• Deposit forms initially in roughness cavities where the temperature is high
and the residence time is long.
• Heat transfer is enhanced as previously stagnant areas around roughness
elements are disturbed.
• The wall-normal temperature gradient is increased due to enhanced convec-
tion.
• Wall shear stress is increased.
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• The volume of fluid at the highest temperatures is reduced.
• The wall is exposed to more intense turbulence as k+ increases.
• Viscous dissipation of turbulent kinetic energy is reduced.
• Strong sweeps from quasi-streamwise vortices replenish the wall region with
oxygenated fuel and deposit precursor.
• Supply of oxidation products is increased according to the frequency and
intensity of near wall vortices.
• Insoluble particles formed off the wall but with insufficient momentum to
reach the wall are provided with inertia with which to deposit.
Fully rough walls:
• Roughness elements are exposed to intense turbulence.
• Near wall vortices are made less anisotropic by roughness and the turbulence
intensity is increased.
• Radial temperature and velocity gradients are most extreme.
• Wall shear stress is a maximum.
• Viscous dissipation becomes negligible.
• The extent of the deposit forming region is a minimum.
• Resupply of oxidation products to the wall region is rapid.
• Residence time close to the wall is a minimum, except for in roughness
cavities.
• The roughness is reduced with time as deposit fills the roughness cavities.
Chapter 6
Summary and Conclusions
6.1 Summary
To summarise the work described in preceding chapters, it is useful to refer to the
aims and objectives outlined previously.
Objectives:
• Identify most viable test method/s:
Three thermal stability rigs were critically examined for suitability and
ranked against a set of criteria.
• Establish data points for roughness:
EDM was used to smooth commercially available drawn capillary tubes for
use in the HiReTS. Drawn capillaries provided a consistent rough data point.
The EDM process varied in its effectiveness, producing some variation in
the roughness for the ’smooth’ data points. It was difficult to achieve a
designed range of roughness.
ALM components were used in the JFTOT and AFTSTU rigs. The process
produced the most controlled variation in surface roughness, depending on
the build angle and laser parameters.
• Characterise roughnesses as thoroughly as possible:
Optical profilometry was used to measure the roughness of ALM components
in detail. Microscopy in conjunction with image processing was employed to
characterise features of the capillary tubing. Profilometry produced more
useful data than the 2D sections.
251
CHAPTER 6. SUMMARY AND CONCLUSIONS 252
Non dimensional pressure drop and heat transfer data was compared against
data available in the literature.
• Experimentally determine the effect of roughness on isothermal flow and
heat transfer:
Experiments were designed to measure the drop in pressure over the test
sections to calculate the friction factor. The method was not completely
successful for the capillary tubes but the ALM AFTSTU tubes were measured
across all roughness regimes. Increasing surface roughness resulted in higher
wall shear stress and increased loss of mean flow momentum.
The HiReTS was used to measure heat transfer coefficients of the capillary
tubes. The data showed good similarity with data from the literature.
Roughness considerably enhanced heat transfer.
• Experimentally determine whether a trend exists between surface roughness
and deposit formation rate:
Deposition tests were conducted in the laminar and turbulent regimes. No
significant correlation was observed between surface roughness and severity
of deposition for laminar flow.
For both turbulent flow devices, there was a clear relationship between
severity of deposition and surface roughness (expressed as the friction fac-
tor or roughness Reynolds number). With one exception, deposition was
universally more severe for the rougher case.
Aims:
• Establish whether a correlation exists between surface roughness and the
deposition rate of thermally stressed aviation fuel:
The data produced from this study indicates that fuel deposition is more
severe over rough surfaces than smooth surfaces in the turbulent flow regime.
However, insufficient roughness data points were achieved to construct an
empirical correlation for the dependence of deposition rate with roughness.
• Provide more detailed information than is available in the current literature
about the roughness geometry associated with any observed trend:
Roughnesses were quantified optically by profilometry and microscopy and
experimentally through momentum and heat transfer experiments. No such
measurements were performed in the available literature for fuel thermal
stability.
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• Build a dataset for roughness geometry and deposition:
The investigation only considered two types of roughness - ALM surfaces
and drawn tubing. As a result, the dataset produced in this study is
not particularly dense. A greater range of roughness heights and types of
roughness would be desirable.
6.2 Recommendations and future work
Surface quality recommendations for aircraft fuel system components:
• For fuel pathways where wetted wall temperatures are low and heat transfer
is not of critical importance, the surface roughness should be minimised.
• For fuel pathways where heat transfer is critical, a rough surface would
provide maximum initial heat transfer performance. Transitionally rough
surfaces operating at the peak of the Stanton number curve offer the optimum
ratio of heat transfer performance to pressure drop. Deposition rates in
these sections would likely be high and the heat transfer performance would
deteriorate according to the deposition rate.
• Roughness should be minimised in sections of the fuel system which have
high Re and / or are very sensitive to fuel deposition products. Significant
acceleration of deposition may occur for moderate increases in roughness
Reynolds number.
• For ALM (SLM) components which are subject to high heat flux, the number
of surfaces overhanging the powder bed should be minimised.
Future work:
• Perform static tests with smooth and rough coupons on the Petroxy device
to study in further detail non-flowing catalytic effect of roughness
• Improve the HiReTS dP measurement method to measure the tubes to the
fully rough condition.
• Improve the HiReTS deposition method to eliminate Reynolds number and
boiling effects.
• Conduct further HiReTS testing with constant surface heat flux as opposed
to fixed fuel outlet temperature condition.
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• Conduct further injector feed arm tests with the AFTSTU. The tests should
be performed when the valves are clean to achieve the highest quality data.
Re should be increased.
• Continue to build the dataset on k+ against deposition rate for different
types of roughness (eg. flexible fuel lines).
• Establish a general experimental correlation based on dimensionless variables.
• Improve numerical models of the HiReTS. CFD models were developed
but did not include phase change and could not recreate the external wall
temperature. The nucleate boiling model should be implemented.
• Establish methods for accurate inclusion of irregular roughness effects (mean
and fluctuating quantities) into numerical simulations.
• Develop numerical modelling techniques to simulate insoluble particle for-
mation, transport and growth on the wall. Lagrangian particle tracking
could be combined with RANS / LES simulations of the fluid flow field and
chemical kinetics mechanisms.
• Develop experimental apparatus to quantify higher order turbulence statistics
(profiles of Reynolds stresses) over ALM surfaces. The results could be used
to produce a roughness sublayer model for numerical simulations.
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Appendix A
Literature Review of Fuel Testing
Devices
Quantifying the thermal stability of a fuel and predicting fuel performance in a
real aircraft fuel system is not straightforward. Testing on full-scale fuel system
simulators undoubtedly provides the most accurate demonstration of how a fuel
will behave under aircraft operating conditions. However it is also prohibitively
impractical, since full scale systems consume thousands of litres of fuel per hour,
and instability effects typically occur over hundreds of hours. Conversely, small
scale specification devices must provide a result within a few hours to be practical
and ideally must use as small a quantity of fuel as possible. These dynamic tests
typically pass fuel through single heated tubes (akin to those found in fuel/oil
heat exchangers) and must stress the fuel at non-representative temperatures to
initiate a faster rate of deposit formation for a reduced test duration. Although
the rate of deposition has been found to be strongly dependent on initial wall
temperature according to the Arrhenius relationship, the results of specification
tests cannot be directly applied to aircraft, and the relationship remains largely
empirical. Development of a correlation between laboratory scale devices and
engines was highlighted in [50] as a key area for future research and the subject
of test rig suitability for thermal stability assessment is discussed at length in the
literature. In the middle ground, sit test rigs that are neither complete simulators
nor specification devices. Such rigs are usually designed to recreate as best as
possible the flow path (condition the fuel) up to a critical component of interest
(eg. a fuel injector feed arm) or include several components of interest over a range
of temperature regimes. Temperatures are representative, not exaggerated as with
laboratory devices - although usually compare to the most extreme conditions
seen in flight (ie. at the start of descent, where engine temperatures are high
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and fuel flow rates are low). The level of instrumentation provides a wealth of
temperature and deposition data - key to the understanding of the heat transfer
and chemistry in the deposition process. The downside of running large scale rigs
at representative temperatures is that the testing requires a great deal of time
and fuel, although successful efforts have been made to generate meaningful data
from scaled systems with a much reduced appetite. Data from such devices is the
primary source of validation for the smaller scale devices.
A.1 Laboratory scale test devices
A.1.1 CRC Coker (ASTM D1660)
Table A.1: CRC Coker operating conditions
Preheater outlet temperature (oC) 150
Filter temperature (oC) 204
Fuel flow rate (ml/min) 60
Test time (h) 5
System pressure (bar) 10
It was in the fuel manifold of the J57 engine where fuel instability problems were
first observed, and the Coker test was designed to simulate such an environment
[61]. The operating conditions are summarised in table A1. Over the course of
the test, around 19l of fuel is passed through the pre-heater assembly (repre-
senting hot fuel lines in an engine) - an annulus with an inner aluminium tube,
heated internally with an electric cartridge heater [49] and an outer tube with
external diameter 12.7mm. The length of the fuel-contacted surface is 330mm.
The temperature of the fuel is controlled through a thermocouple measuring the
bulk fuel outlet temperature, controlling the heating power applied to the inner
surface. Flow through the preheater assembly is laminar. The stainless steel,
25µm test filter (intended to represent injector nozzles or small flow passages
prone to blockage) is heated separately from the preheater assembly through
heating of the filter housing and instrumented to measure pressure drop over the
filter.
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Table A.2: Coker tube colour rating scale [49]
0 No visible deposit
1 Haze or dulling, no colour
2 Barely visible discolouration
3 Light tan
4 Heavier than 3
In ASTM D1660, thermal stability of the fuel is assessed through a visual rating of
the preheater tube deposit against an arbitrary colour rating scale (table A2) and
the filter pressure drop at the end of the test. Specification limits were selected
to correlate with flight test results and were applied on a pass/fail basis. A fuel
failed the specification test with a visual rating of 3 or more, and a filter pressure
drop of 10kPa.
Figure A.1: CRC coker flow path (taken from [42])
It became apparent through use that the Coker and associated test method exhib-
ited a number of flaws. Principally, the large sample requirement and test duration,
wear and pressure limitations of the pump, nature of temperature control (bulk
fuel outlet not fuel wetted surface temperature), precision of temperature control,
method of tube heating and method of deposit assessment [57], [42].
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A.1.2 JFTOT (ASTM D3241)
An extensive review of two proposed JFTOT devices was conducted in 1972.
Specifications for the proposed JFTOT were drawn from prior Coker experience
([43]). The JFTOT designs were compared against each other and the Coker
in a program of testing on 5 fuels, which was complemented with additional
data on the same fuels from a full scale engine simulator and a selection of other
dynamic and static testing devices. The review investigated the repeatability and
reproducibility of the devices (including between operators and laboratories), the
ability of each device to distinguish fuels, the effect of varying control tempera-
tures, drift of results with time and measurement precision compared to the Coker.
It was found from analysis of the standard deviations of visual deposit ratings
that no significant improvement was observed with either device when compared
to a repeatability study of the Coker - highlighting the variance created through
operator interpretation of the deposit. Both JFTOT designs were found to be
generally more precise (in pressure drop measurement and temperature required
to produce a given deposit rating) and both designs ranked fuels in agreement
with data from other devices - although the Alcor unit provided results in closer
agreement to simulator data [7]. The Alcor JFTOT was ultimately selected as the
Coker replacement - since it was more compact and used a much smaller sample
size.
The JFTOT operating conditions are listed in table A3. In the JFTOT test
(ASTM D3241), a 600ml fuel sample is filtered through a 0.5µm membrane filter
and passed through the heater section - an annulus with an inner aluminium tube,
heated via resistive heating. The fuel-contacted surface is reduced from the Coker
test to 60mm. The test temperature is controlled by a thermocouple measuring
the internal wall temperature at the hottest point along the heated tube, adjusting
the heating power applied to the tube to ensure a maximum wall temperature
of 260oC. System pressure is controlled independently of the pump and is raised
from the Coker test to 34bar - to permit testing at higher temperatures while
maintaining single-phase flow. Flow through the preheater assembly remains
laminar (Re ≈ 101). The 17µm test filter is located at the exit of the preheater
assembly and is heated only through the passage of hot fuel.
In ASTM D3421, the rating criteria remain as preheater deposit colour rating and
filter pressure drop. A fuel meets the specification if it gives a preheater colour
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Figure A.2: JFTOT flow path (taken from [43])
rating of less than 3 and a filter pressure drop of no more than 3.3kPa. Since the
pass/fail nature of the specification test provides little insight into the potential of
fuels that pass the test, the JFTOT can also be used in a ’breakpoint’ evaluation
to provide a more quantitative assessment - where the preheater temperature is
increased with each test until the fuel no longer meets the specification criteria.
Despite the improvements over the Coker test, the JFTOT is still widely consid-
ered to have shortcomings, most notably the visual rating method of deposit and
the laminar flow nature of the device - which is not representative of fuel / oil
heat exchangers in real aircraft.
Table A.3: JFTOT operating conditions
Heater outlet temperature (oC) 260
Fuel flow rate (ml/min) 3
Test time (hrs) 2.5
System pressure (bar) 34.5
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A.1.3 HiReTS (EI482 / ASTM D6811)
is controlled independently of the pump and is raised from the coker test to 3.45MPa - 
to permit testing at higher temperatures while maintaining single-phase flow. Flow 
through the preheater assembly remains laminar (with a Reynolds number of the order 
101). The 17μm test filter is located at the exit of the preheater assembly and is heated 
only through the passage of hot fuel.  
 
In ASTM D3421, the rating criteria remain as preheater deposit colour rating and 
filter pressure drop. A fuel meets the specification if it gives a preheater colour rating 
of less than 3 and a filter pressure drop of no more than 3.3kPa. Since the pass/fail 
nature of the specification test provides little insight into the potential of fuels that 
pass the test, the JFTOT can also be used in a ‘breakpoint’ evaluation to provide a 
more quantitative assessment – where the preheater temperature is increased with 
each test until the fuel no longer meets the specification criteria.  
 
Table A3. JFTOT operating conditions 
Preheater-out temperature 260oC 
Fuel flow rate 3ml/min 
Test time 2.5 h 
System Pressure 3.45 MPa 
 
Despite the improvements over the coker test, the JFTOT is still widely considered to 
have shortcomings, most notably the visual rating method of deposit and the very 
laminar flow in the device – which is not representative of fuel/oil heat exchangers in 
real aircraft.  
 
 
 
HiReTS (EI482 / ASTM D6 11) 
 
 
Fig. A3. Shell HiReTS flow diagram 
 
The High Reynolds Number Thermal Stability rig was developed by Shell in the 
1990s, to satisfy the requirement for a small scale thermal stability tester that operated 
under flow conditions more representative of those found in aircraft fuel systems. 
Other rigs that operated in the turbulent regime at the time of HiReTS development 
were large scale rigs testing full scale or scaled down components (eg. injector feed 
Figure A.3: HiReTS flow path
The High Reynolds Number Thermal Stability rig was developed by Shell in the
1990s, to satisfy the requirement for a small scale thermal stability tester that
operated under flow conditions more representative of those found in aircraft fuel
systems. Other rigs that operated in the turbulent regime at the time of HiReTS
development were large scale rigs testing full scale or scaled down components (eg.
injector feed arms, fuel/oil heat exchanger tubes) with large appetites for fuel -
unsuitable for fuel specification tests.
Table A.4: HiReTS operating conditions
Fuel outlet temperature (oC) 290
Fuel flow rate (ml/min) 35
Test time (mins) 125
System pressure (bar) 20
The HiReTS operating conditions are shown in table A4. 5l of fuel is aerated,
filtered with a 20µm stainless steel sample filter and pumped with an HPLC pump
through the test section at 20bar. Turbulent flow and a small sample size are
achieved through use of a 150mm long capillary tube (stainless steel) with 300µm
internal diameter and fuel flow rate of 35ml/min. The Reynolds number at the
exit of the tube is at least 5000, based on a bulk fuel exit temperature of 280oC.
The capillary is heated electrically via resistive heating, with heating power con-
trolled via a PID controller and a thermocouple measuring bulk fuel temperature
at the exit of the capillary. The device provides a quantitative measure of thermal
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stability through measurement of the capillary outer wall temperature rise over
time (total HiReTS number), which occurs as insulating deposits form on the inner
surface of the tube and the heating power is increased to maintain the constant
fuel outlet temperature. The capillary outer wall temperature is measured at
12 locations, spaced at 2.5mm intervals by an infrared scanning pyrometer. For
accuracy of temperature measurement, the outer surface of the tube is blackened
with high emissivity reference paint. The calculation of the total HiReTS number
- the sum of the differences between the minimum and final temperatures at each
measurement location and measure of fuel stability is shown below:
HN total =
n∑
1
∆T (x) (A.1.1)
where ∆T (x) = Tfin, x − Tmin, x.
Correlation between thermal stability measurements
Figure A.4: HiReTS correlation (taken from [44])
Correlation between the HiReTS result and other devices was investigated in [44].
Initially, HiReTS Carbon Burn Off (CBO) values were compared against JFTOT
CBO / breakpoint, Single Tube Heat Transfer Rig (STHTR) loss in heat transfer
coefficient (∆HTC), Mini-Injector Feed Arm Rig (MIFAR) deposition rate and
radical initiation rate from the Thornton Flask Oxidation Test for 14 fuels. Good
correlation was observed between HiReTS CBO and MIFAR / Flask Oxidation
Tests - the latter supporting a HiReTS result driven by fuel chemistry rather than
mass transport effects. Correlation was observed between the HiReTS CBO and
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STHTR results, although it was no better than the JFTOT. It was suggested
that the lack of fuel preheating in the HiReTS may have affected the correlation
with the STHTR although no improvement was observed when pre-heating was
included. The moderate correlation between STHTR and JFTOT was attributed
to the very slow flow having some similar effect to pre-heating in the test section.
The HiReTS number was compared to post test carbon burn off (CBO) data (fig.
A4). Sufficient agreement was found to allow the HiReTS number alone to be
used for comparison against other test devices - thus negating the lengthy and
relatively technical carbon burn off procedure. However, it was noted that the
repeatability of the test seemed to decrease with fuel quality and the data for
comparison was sparse for poor fuels.
In a further phase of assessment, the HiReTS test was compared to other devices
using the HiReTS number alone. A non linear trend was observed between HiReTS
number and JFTOT breakpoint. A good correlation between the two devices was
not anticipated due to the difference in flow regime and heater tube metallurgy,
however the comparison was deemed necessary due to the success of the JFTOT
in preventing thermal stability problems since the specification was created. The
JFTOT 260oC breakpoint was found to equate to a HiReTS number of 1000.
The HiReTS was shown to correlate well with large scale rigs. Close agreement was
observed between HiReTS number and deposition rate in the MIFAR. Correlation
was also good between the HiReTS number and STHTR ∆HTC and was improved
on the earlier comparison with HiReTS CBO. Preheating in the STHTR was sug-
gested as a probable cause for the weaker trend with the STHTR than the MIFAR.
The US Navy conducted a very thorough review of the HiReTS in [65]. Testing
was performed on an extensive range of fuels, split into refinery fuels (straight
from the refinery without handling) and field samples (exposed to transport and
storage environments) at standard and non-standard operating conditions.
While a direct comparison of HN and breakpoint temperature (BPT) showed no
correlation, a pass/fail approach (a pass being HN > 1000, BPT > 260) awarded
86% agreement between the devices with refinery samples and 70% with field
samples. The lack of correlation was attributed to the dramatically different
methods of fuel stressing between the devices.
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The correlation between HN and post test CBO was also studied. For the refinery
samples, there was excellent agreement, although there was a greater spread in
the results for good fuels (HN < 50). Field samples were much more scattered
however. It was suggested in [65] and [44] that the spread of results was due to
the variation in deposit structure between fuels with differing chemistry and the
resulting levels of carbon in the deposit - thus creating different insulating effects
for a given mass of carbon.
HiReTS number was compared to carbon burn off with 6 fuels in [124]. An outlier
result was present in the data, which when removed increased the correlation to
0.98.
Repeatability and reproducibility
The repeatability of the device was examined in [65]. Both CBO and HN were
considered on 7 field sample fuels. For the fuel with most tests (16), HN was found
to be more repeatable (within 10%). While 5 of the seven fuels gave consistently
repeatable pass/fail results, two fuels did not, with results for one fuel varying
from 410 to 1190.
Repeatability and reproducibility of the HiReTS was also reported in [45]. Multi-
ple tests were performed on two compositions of JP-8, one aged and one stable
and blends of the stable fuel with 20 and 40% of the aged fuel. A standard RP-1
rocket fuel, low sulphur RP-1, and 5ppm sulphur RP were also tested. Tests were
repeated at a different location using an alternate HiReTS.
The average result from each fuel tested was compared against the precision
function for the total HN for a 125 minute test - defined in ASTM D6811 as:
r = 1.322x0.9 (A.1.2)
where r is the acceptable difference in test results obtained by the same operator
and machine. Results for jet fuel are shown in fig. A5. The stable fuel (JP-8-00
in the figure) lies outside of the accepted repeatability range - however being a
very stable fuel was considered within the noise range of the machine and thus not
particularly notable. On the contrary this does perhaps highlight an inadequacy
in the device to accurately differentiate between very stable fuels. The 100% aged
fuel test did not complete due to the wall temperature rise exceeding the safety
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cutoff. Repeatability for the blended fuel tests (six 20% tests and seven 40% tests)
was well within the defined limit, although a small difference can be observed
between 20% blend tests conducted at different locations. The rocket fuel tests
also showed good repeatability for high HNs and poor repeatability for low HNs
(HN < 150).
Figure A.5: HiReTS repeatability (taken from [45])
A similar analysis was conducted for machines between locations. Both devices
were found to be operating within the ASTM reproducibility function for the jet
fuel tests, although one machine (UOH in fig. A6) was found to give consistently
higher results. For the rocket fuels, the reproducibility barely met the ASTM
requirement and in fact the low sulphur blends fell outside of the defined limit.
A direct comparison of tube temperature profiles from JP-8 tests with the low-
est variance revealed one HiReTS had significantly higher initial and final wall
temperatures for almost the same HN (fig. A6). In addition, temperature in-
crease did not appear to occur at the same rate along the length of the tube
for the two devices. Following the rocket fuel tests, a 90oC difference was found
between the average top bus bar temperatures at the start of tests. However
it is unclear whether this demonstrates a noteworthy difference in heating in-
put between the devices or simply an effect caused by heat transfer via the bus
bars (ie. the first test of the day having lower temperatures than subsequent tests).
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Figure A.6: HiReTS wall temperature reproducibility (taken from [45])
Differences in initial outer wall temperature have been observed between two
HiReTS devices during testing by the author (fig. A7). Temperatures were
measured using a thermal imaging camera. One device shows a temperature
profile roughly 30oC higher than the other for the same fuel. Both tests were the
first test performed of the day on each device. No major difference was observed
between total HNs since the fuel was particularly stable. However, it is hard to
imagine the variation in initial wall temperatures between devices not being a
source of reduced reproducibility.
Repeatability of one HiReTS device at the University of Sheffield was determined
from data available from two fuel testing campaigns. The ’A.Baseline’ fuel aver-
aged HN = 775 from 9 tests and the ?drum 320? fuel HN = 104 from 8 tests.
Both fell within the ASTM limit for repeatability. These results are not dissimilar
to those in [45] and add to the evidence for worsening repeatability when fuel
quality increases.
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Figure A.7: HiReTS repeatability assessed by the author
Figure A.8: HiReTS wall temperature variation observed by the author
A.2 Large scale rigs / simulators
Laboratory scale devices like the aforementioned have demonstrated their suitabil-
ity for characterisation of fuel thermal stability and investigation of the physico-
chemical aspects of thermal instability in fuels at low cost. However, extrapolating
their results to predict the response of real fuel system components to fouling is
rather presumptuous. Complete simulators naturally offer the best insight into
thermal instability effects in real aircraft fuel systems, since assumptions made
about the physics and component geometry are kept to a minimum. Rigs are
usually designed to recreate as best as possible the flow path up to a critical
component of interest (eg. a fuel injector feed arm) or include several components
of interest over a range of temperature regimes. Temperatures are representative,
not exaggerated as with laboratory devices - although usually compare to the most
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extreme conditions seen in flight (ie. at the start of descent, where engine tempera-
tures are high and fuel flow rates are low). The level of instrumentation provides a
wealth of temperature and deposition data - key to the understanding of the heat
transfer and chemistry in the deposition process. The downside of running large
scale rigs at representative temperatures is that the testing requires a great deal of
time and fuel, although successful efforts have been made to generate meaningful
data from scaled systems with a much reduced appetite. Data from such de-
vices is the primary source for validation of the smaller devices discussed previously.
A.2.1 (Mini) Injector Feed Arm Rig ((M)IFAR)
Feed arms, which pass fuel into the combustor, provide the most hostile environ-
ment for fuel. Not only are compressor discharge temperatures around the feed
arm typically around 500oC (≈ 300oC inner wall temperature), but also the fuel
passing through the feed arm has already been preheated. Deposits can form
quickly in these passages - deposition rates that would result in complete blockage
of the feed arm within 1000 hours have been recorded in some tests [48]. Deposit
that flakes off may foul atomisers, disrupting the spray pattern and causing engine
malfunction.
Figure A.9: MIFAR flow path (taken from [46])
Developed by Shell, the IFAR was a full scale simulator which included 4 feed
arms in a fluidized bed heated to 540oC (resulting in an inner wall temperature of
300oC). The fuel temperature at the inlet to the feed arms was 165oC. The test
lasted 80 hours and consumed 50,000l of fuel. Practically, this resulted in a limited
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usefulness for in depth investigation of heat transfer and chemistry during the
test. As a result, a half scale rig was developed- the Mini Injector Feed Arm Rig
- which operates at identical temperatures but consumes only 2000l of fuel per test.
A schematic of the rig is shown in figure A9. The glass fuel reservoir simulates a
subsonic wing fuel tank without aerodynamic heating or fuel recirculation, while
the cartridge heater simulates heat addition to the fuel from cooling systems
for avionic and engine components. The injector feed arm is modelled as a half
scale burner stem - a steel tube (6mm OD, 2mm ID). The heated length is 10cm.
Thermocouples measure the temperature of the inner wall along the heated length.
On-line deposition monitoring is achieved through the observed rise in inner wall
temperature as insulating deposits reduce the amount of heat transferred from the
tube to the fuel. Post test carbon burn off provides additional deposition data.
Detailed results from MIFAR testing are presented in [46]. Ten fuels of varying
sulphur content / thermal stability / processing method were tested. The results
were compared to the JFTOT (breakpoint and carbon deposition data), STHTR,
radical initiation rate (Ri), fuel sulphur content and total acid content (TAC).
The best correlation was observed with the analytically derived fuel chemistry
tests - TAC, Ri and sulphur (in order of decreasing correlation). There was a
lack of significant correlation between the MIFAR and the STHTR, thought likely
to be due to the extended preheating time prior to the test section complicating
the chemistry of the process in the STHTR and moving it away from the simpler
oxidation reaction in the MIFAR predicted with TAC, Ri and sulphur. Neither
JFTOT result correlated well with the MIFAR, deemed likely to be due to the
dramatic difference in flow regimes between the devices.
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Figure A.10: MIFAR correlation (taken from [46])
A.2.2 Aviation Fuel Thermal Stability Test Unit (AFT-
STU)
The AFTSTU rig was designed in the mid 1990s by Rolls-Royce in collaboration
with the US Navy. The design philosophy behind the rig was to include multiple
fuel system components sensitive to fuel thermal instability and to condition the
fuel as accurately as possible from low to high temperature environments. The
temperature regimes and components within each regime can be seen in fig. A11.
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Figure A.11: AFTSTU flow path (taken from [47])
Low temperature regime (fuel tank to high pressure pump)
A low pressure pump feeds fuel from the tank, through a 10µm inlet filter which
represents an airframe or ground vehicle filter. This filter also serves to remove
any debris generated by the pump, ensuring the fuel is properly conditioned before
reaching the heated sections. Fuel is heated to 80oC and passed through a scaled
10µm, resin impregnated low pressure aircraft filter.
Intermediate temperature regime (high pressure pump to fuel nozzle)
In the next stage, the pressure of the system is increased and the fuel is heated
(according to the operating conditions shown in table A5). Fuel then passes
through a hydraulic differential pressure sensing spool valve, used to assess the
propensity for deposit to alter the mechanical operation of devices with small
tolerances (ie. metering valves). Deposition problems are observed as hysteresis
in the pressure as the valve cycles from open to closed. The final component is a
70µm stainless steel woven mesh screen simulating the high pressure fuel filter
prior to the injectors. Differential pressure across the filter provides an online
measure of filter plugging as well as pre/post test weighing.
High temperature regime (fuel nozzle)
The high temperature section simulates the extreme environment of fuel injection
nozzles. The test section is a modelled thick walled injector feed arm, 387mm in
length and 6.35mm in diameter, with a bore of 0.76mm. Tube dimensions were
chosen to ensure the fluid flow and heat transfer characteristics closely match
conditions in service. The central 100mm of the tube is manufactured by Electro
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Discharge Machining (EDM) from 316 stainless steel in order to recreate the
surface roughness and metallurgy of a feed arm. Constant heat flux is applied
to the central section via a radio frequency induction coil. The heated section is
instrumented with 6 thermocouples, spaced 50mm apart measuring the external
and internal wall temperature. Similarly to the MIFAR, test output is primarily
wall temperature measurement, with additional pressure data and destructive
analysis such as post test carbon burn off and microscopy.
Table A.5: AFTSTU operating conditions
Flow rate (l/hr) 10-23
Flow path single / recirculation
LP pressure (bar) 13
LP temperature (oC) 150
HP pressure (bar) 34
HP temperature (oC) 220
Preliminary testing of the AFTSTU was reported in [47]. Deposition rate data
from 500-800K showed good agreement with the data from [6]. Results from the
AFTSTU were compared to two other test devices (a laminar rig and the HiReTS)
in [125]. Poor correlation was found between the total mass of tube deposits
and rise in wall temperature at the central location. However, it was noted that
tube deposits may be non uniformly distributed within the tube and that the
relationship between deposit mass and wall temperature is likely nonlinear. Corre-
lation improved significantly when the total mass of hot deposits (including filters)
was compared with initial wall temperature. Deposit thicknesses calculated from
wall temperature data and measured deposit thicknesses measured via SEM were
compared in [126]. Reasonable agreement was found between the two methods.
The calculated deposit thickness closely matched the measured thickness at the
third thermocouple location (location of highest deposition).
Appendix B
Hydrocarbon species
Figure B.1: Typical hydrocarbons in kerosene
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Appendix C
Fluid Properties
Temperature (°C) Dyn Viscosity (kg/ms) Density (kg/m3) Cp (J/kg K) Thermal cond. (W/m K) Kinematic viscosity (m2/s)
20 4.22E-04 685.61 2218.70 0.1333 6.16E-07
30 3.77E-04 677.28 2255.90 0.1308 5.57E-07
40 3.39E-04 668.89 2294.80 0.1283 5.07E-07
50 3.07E-04 660.40 2335.20 0.1258 4.65E-07
60 2.79E-04 651.81 2377.00 0.1233 4.28E-07
70 2.55E-04 643.10 2420.00 0.1209 3.97E-07
80 2.33E-04 634.25 2464.20 0.1185 3.67E-07
90 2.15E-04 625.23 2509.50 0.1161 3.44E-07
100 1.98E-04 616.03 2555.90 0.1138 3.21E-07
110 1.83E-04 606.60 2603.40 0.1115 3.02E-07
120 1.69E-04 596.93 2652.00 0.1092 2.83E-07
130 1.57E-04 586.96 2701.90 0.1069 2.67E-07
140 1.46E-04 576.66 2753.40 0.1047 2.53E-07
150 1.36E-04 565.97 2806.70 0.1024 2.40E-07
160 1.26E-04 554.80 2862.40 0.1002 2.27E-07
170 1.17E-04 543.08 2921.30 0.0979 2.15E-07
180 1.09E-04 530.67 2984.40 0.0956 2.05E-07
190 1.01E-04 517.40 3053.60 0.0932 1.95E-07
200 9.30E-05 503.02 3132.00 0.0908 1.85E-07
210 8.60E-05 487.17 3225.10 0.0881 1.77E-07
220 7.80E-05 469.22 3343.90 0.0853 1.66E-07
230 7.10E-05 447.97 3515.90 0.0820 1.58E-07
240 6.20E-05 420.55 3835.30 0.0779 1.47E-07
245 5.70E-05 401.59 4190.00 0.0751 1.42E-07
245 1.41E-05 87.09 4166.40 0.0396 1.62E-07
250 1.39E-05 80.36 3721.20 0.0397 1.73E-07
260 1.36E-05 71.75 3367.70 0.0402 1.90E-07
270 1.36E-05 66.06 3222.60 0.0410 2.06E-07
280 1.36E-05 61.82 3149.80 0.0418 2.20E-07
290 1.36E-05 58.44 3111.40 0.0428 2.33E-07
300 1.36E-05 55.64 3092.40 0.0437 2.44E-07
Heptane
Figure C.1: Thermophysical properties of n-Heptane
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Appendix D
Calibration data
Figure D.1: Thermal camera black body source calibration data
Figure D.2: Differential pressure transducer calibration data
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