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Abstract
In this paper the problem of information dissemination in Mobile
Ad-hoc Networks (MANET) is studied. The problem is to disseminate
a piece of information, initially held by a distinguished source node,
to all nodes in a set defined by some predicate. We use a model of
MANETs that is well suited for dynamic networks and opportunistic
communication. In this model nodes are placed in a plane, in which
they can move with bounded speed, and communication between nodes
occurs over a collision-prone single channel. In this setup informed
and uninformed nodes can be disconnected for some time (bounded by
a parameter α), but eventually some uninformed node must become
neighbor of an informed node and remain so for some time (bounded
by a parameter β). In addition, nodes can start at different times,
and they can crash and recover. Under the above framework, we show
negative and positive results for different types of randomized proto-
cols, and we put those results in perspective with respect to previous
deterministic results.
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1 Introduction: Background and Preliminaries
AMANET is a network model defined by a set of processing nodes that move
in an environment that lacks any form of communication infrastructure.
Although each node is equipped with a radio to allow ad-hoc communica-
tion, node mobility and unreliability yield a dynamically changing network
topology, which in turn makes the dissemination of information through the
network a challenging task. Should those changes be arbitrary, the most
basic problems would not be solvable. But, on the opposite end, strong
stability assumptions - such as full connectivity - are frequently unrealistic.
To cope with such challenge, models such as delay-tolerant networks [13]
and opportunistic networking [16,28] have been recently proposed and stud-
ied. A common theme underlying these models is a relaxed connectivity
assumption, where every pair of nodes may communicate, but the path to
achieve communication may be fragmented along a period of time. Under
such models, it is said that the network allows opportunistic communication.
In this paper we revisit a class of MANETs that is well suited for oppor-
tunistic communication. Specifically, the model includes parameters that
mainly characterize the connectivity and the stability properties of the net-
work, provided that nodes move, may fail and may be activated at any
time. These parameters characterize any model of dynamic networks, and
affect the progress that a protocol may achieve in solving basic tasks. In
particular, we consider the problem of information dissemination.
The Problem. We study the problem of disseminating a piece of infor-
mation, initially held by a distinguished source node, to all nodes of a given
set in the network. Formally,
Definition 1. Given a MANET formed by a set V of n nodes, let P be
a predicate on V and s ∈ V a node that holds a piece of information I
at time t1 (s is the source of dissemination). The Dissemination problem
consists of distributing I to the set of nodes VP = {x ∈ V :: P(x)}. A
node that has received I is termed covered, and otherwise it is uncovered.
The Dissemination problem is solved at time slot t2 ≥ t1 if, for every node
v ∈ VP , v is covered by time slot t2.
The Dissemination problem abstracts several common problems in dis-
tributed systems. E.g. Broadcast, Multicast, Geocast, Routing etc., are all
instances of this problem for a particular predicate P. In order to prove
lower bounds, we will use one of these instances: the Geocast problem. The
predicate P for Geocast is P(x) = true if and only if, at time t1, x is up
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and running, and it is located within a parametric distance d > 0 (called
eccentricity) from the position of the source node at that time.
We explore how to solve this problem in a MANET where nodes are
placed in a plane, in which they can move with bounded speed, and commu-
nication between nodes occurs over a collision-prone single channel. In this
setup informed and uninformed nodes can be disconnected for some time
(bounded by a parameter α), but eventually some uninformed node must
become neighbor of an informed node and remain so for some time (bounded
by a parameter β). In addition, nodes can start at different times, and they
can crash and recover. To solve the dissemination problem we consider
three classes of randomized algorithms. In locally adaptive randomized al-
gorithms, the probability of transmission of a node in a step of an execution
may depend on the communication history during such execution. On the
contrary, in oblivious randomized protocols, the probability of transmission
of a node in a step of an execution depends only on predefined parameters.
Additionally we consider the class of fair randomized protocols, in which at
each step all nodes transmit with the same probability.
Previous Work. The literature on Information Dissemination and re-
lated problems is vast and its complete review is beyond the scope of this
article. Therefore, we focus in this section in the most relevant previous
work with theoretical guarantees. The closest work to this paper is [16]
where we studied Dissemination under the same model but for determinis-
tic protocols. One of the aims of this paper is to put those results together
with the present work in perspective to study the impact that randomization
and adaptiveness have on the time complexity of Dissemination.
The Dissemination problem abstracts several common problems in Ra-
dio Networks where some set of nodes hold some information that must
be distributed to another set of nodes. Depending on the size of those
sets, the problem receives different names, such as Broadcast [2,23] (one-to-
all), k-Selection [6, 20] (many-to-all), Gossiping [5, 14] (all-to-all), or Mul-
ticast [6, 17] (many-to-many). A geographic characterization of the set of
receivers yields also specific problems, such as the Geocast problem [19].
Upper bounds for these problems may be used for Dissemination depend-
ing on the receivers-set containment and mobility resilience, whereas a lower
bound for any of them holds for the whole class as an existence lower bound.
Protocols that do not rely on knowledge of topology may allow node mo-
bility. Topology-independent randomized protocols with theoretical guar-
antees have been studied, for Gossiping in [7] showing O(n log4 n) expected
time, and for Broadcast in [24] showing O(n log n) expected rounds. Both
protocols require strong connectivity during all the execution and the latter
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additionally requires collision detection. The first randomized Broadcast
protocol for Radio Networks was presented in [2]. The protocol works in
O((D + log n/ε) log n) time with probability at least 1 − ε, where D is the
diameter of the network. More recently, the expectation to solve Broadcast
was upper bounded by O(D log(n/D) + log2 n) in [11, 21] for adaptive al-
gorithms, and by O(nmin{D, log n}) in [22] for oblivious protocols. None
of these protocols is resilient to mobility. On the negative results side, a
lower bound of Ω(D log(n/D)) was derived in [23] for the expected time for
any randomized Broadcast protocol and a lower bound of Ω(log2 n) in [1],
matching together the upper bound in [11,21]. Later on, it was shown in [22]
that, for every oblivious randomized Broadcast protocol, there exists a static
network such that the protocol takes time in Ω(n) with probability at least
1/2 to complete Broadcast. Given that a static network is a particular case
of a MANET, these lower bounds apply to our setting. Nevertheless, we
improve these bounds here by exploiting mobility.
Communication primitives have been studied for dynamic networks, a
suitable model for time-dependent topologies defined by a set of nodes and
a sequence of edge-sets modeling the dynamic connectivity. If the topol-
ogy defined by each edge set can be embedded in R2, a dynamic network
is a suitable model of a MANET. Stochastic Dissemination in dynamic net-
works has been studied. The results in [3,8,10] are probabilistic because the
network is modeled as a stochastic time-dependent graph (edge-Markovian
process), but the protocol is deterministic (flooding).
In [9] the authors study randomized Broadcasting under two adversaries,
one that for each step draws an Erdos-Renyi random graph from Gn,p, and
a so called worst-case adversary that can make arbitrary changes to the
topology for each step, as long as the adversary is meaningful, i.e., at any
time slot, it keeps at least one link on from an informed node to a non
informed one. This latter adversary is equivalent to the adversary considered
here for α = 0 and β = 1, except for the speed limitations. For the worst case
adversary and for fair protocols, they show matching upper and lower bounds
of Θ(n2/ log n), with high probability and in expectation respectively. Here,
we show the same lower bound for a weaker adversary and the same upper
bound with high probability, both taking into account the time that the
partition informed/covered is disconnected.
Deterministic upper and lower bounds for the problems above have been
studied for MANETs [4, 12, 18, 26, 27, 29]. Without relying on strong syn-
chronization or stability assumptions, deterministic solutions for Geocast
were recently proposed. In [15], the authors concentrate in the structure of
the Geocast problem itself, whereas in [16], tight lower bounds for different
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classes of protocols were shown taking into consideration the contention for
the communication channel.
Our Results. The aim of the present work is three-fold: (i) to de-
termine minimum values for parameters α and β under which randomized
protocols to disseminate information with big enough probability exist, (ii)
to study the time complexity in relation with the maximum speed of move-
ment and the probability of failure, and (iii) to put the results obtained
here in perspective of our results in [16] in order to study the impact in time
complexity of fundamental characteristics of dissemination protocols, such
as determinism vs. randomization, and obliviousness vs. adaptiveness.
The results we obtain have been classified depending on the type of
randomized protocol considered. First, for all fair protocols, an existential
lower bound of Ω((n log(1/ε))/ log n) on the time to increment the number
of covered nodes in one unit with probability 1− ε has been derived. Then,
for oblivious protocols and for locally adaptive protocols an existential lower
bound of Ω(n/ log n) on the time to increment the number of informed nodes,
with high probability and in expectation respectively is given.
A second collection of results lower bound the time required to complete
Dissemination. In particular, it is shown that for the three types of proto-
cols considered, fair, oblivious, and locally adaptive, a similar lower bound
of Ω(αn + n2/ log n) time steps exists, in order to solve the problem with
probability p ≥ 2−n/2 for fair and oblivious protocols, and in expectation for
the locally adaptive class. The proofs of these three results incur in increas-
ing level of complexity, and all of them are presented because they include
different constant factors and parameter values.
Finally, it is shown that a very simple fair oblivious protocol proposed
in [9] can also be used to solve Dissemination, guaranteeing termination in
O(αn+ (1 + αβ )
n2
logn) time, with probability p ≥ 1− e
−(n−1)/4. Surprisingly,
this bound holds for any value of α, β ≥ 1, arbitrarily large speed of move-
ment, and arbitrary activation schedules. In this protocol, covered nodes al-
ways transmit with the same probability. Observe that, when α/β = O(1),
the time bound is asymptotically optimal for any of the protocol classes
studied, which is rather surprising, given the simplicity of the protocol.
A summary of the bounds to solve Dissemination presented in this paper
is shown in Table 1, together with the bounds for deterministic protocols
obtained in [16]. The first important observation is that there is no gap
between oblivious and locally adaptive protocols. In fact, it seems that
the oblivious class of protocols can be strengthen including adaptiveness,
as long as local decisions are not positively correlated on previous events,
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randomized deterministic [16]
lower bounds oblivious Ω
(
αn+ n2/ logn
)
Ω
(
αn+ n3/ logn
)
adaptive Ω
(
αn+ n2/ logn
)
Ω(αn+ n2)
fair Ω
(
αn+ n2/ logn
)
–
upper bounds oblivious O
(
αn+ (1 + α/β)n2/ logn
)
O(αn + n3 logn)
adaptive – O(αn+ n2)
fair O
(
αn+ (1 + α/β)n2/ logn
)
–
Table 1: Time complexity of Opportunistic Dissemination Information in
Mobile Ad-hoc Networks. All randomized lower bounds are to achieve suc-
cess probability p ≥ 2−n/2, except the case of locally adaptive which is the
expected time to solve the problem. The randomized upper bound is with
success probability p ≥ 1− e−(n−1)/4.
as the techniques used to prove our lower bound only requires that. The
lower bounds derived match the upper bound shown using a fair oblivious
protocol, for any α/β ∈ O(1). The second observation is that randomization
reduces the time complexity of the problem in a linear factor in the oblivious
case and in a logarithmic factor in the adaptive case (for reasonably small
values of α). It is important to note that all lower bounds in this paper have
been proved without exploiting node failures or a non-simultaneous node
activation, whereas non-simultaneous activation was crucial in showing a
separation between oblivious and adaptive for deterministic protocols [16].
On the other hand, it is fair to notice that the adaptive class of protocols
considered in [16] is more general, and the constraints on speed assumed to
prove the lower bounds are more restrictive.
Roadmap. The rest of this paper is structured as follows. In Section 2
the model and definitions used are given. In Sections 3 and 4 we present our
lower bounds, and the upper bound is proved in Section 5. The conclusions
are presented in Section 6. First, we state the following facts that will be
used throughout the analysis.
0 ≤ x < 1 =⇒ e−x/(1−x) ≤ 1− x ≤ e−x (1)
0 ≤ x ≤ 1/2 =⇒ 4−x ≤ 1− x (2)
Let X1, . . . ,Xℓ be independent Poisson trials and X =
∑ℓ
i=1Xi. Then,
the following Chernoff-Hoeffding bounds hold [25].
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For 0 < ϕ < 1,
Pr(X ≤ (1− ϕ)E[X]) ≤
(
e−ϕ
(1− ϕ)1−ϕ
)E[X]
. (3)
Pr(X ≤ (1− ϕ)E[X]) ≤ e−ϕ
2E[X]/2. (4)
For ϕ > 0,
Pr(X ≥ (1 + ϕ)E[X]) ≤
(
eϕ
(1 + ϕ)1+ϕ
)E[X]
. (5)
For R ≥ 6E[X],
Pr(X ≥ R) ≤ 2−R. (6)
2 Model and Definitions
The Model. We consider a MANET formed by a set V of n mobile nodes
deployed in R2, where no pair of nodes can occupy the same point in the
plane simultaneously. It is assumed that each node has data-processing and
radio-communication capabilities, and a unique identificator number (ID) in
[n] , {1, . . . , n}. 1
Time: Each node is equipped with a clock that ticks at the same uniform
rate ρ; however, given the asynchronous activation, the clocks of different
nodes may start at different times. A time interval of duration 1/ρ is long
enough to transmit (resp. receive) the information to be disseminated. Com-
putations in each node are assumed to take no time. Starting from a time
instance used as reference, the global time is slotted as a sequence of time
intervals or time slots 1, 2, . . . , where slot i > 0 corresponds to the time
interval [(i − 1)/ρ, i/ρ). Without loss of generality [30] all node’s ticks are
assumed to be in phase with this global tick.
Node Activation: We say that a node is active if it is powered up, and
inactive otherwise. It is assumed that, due to lack of power supply or other
unwanted events that we call failures, active nodes may become inactive.
Likewise, due also to arbitrary events such as replenishing their batteries,
nodes may be re-activated. We call the temporal sequence of activation and
failures of a node the activation schedule.
1The availability of an ID is not used in this paper and this assumption could be
removed, but we include it for clarity.
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We assume that a node is activated in the boundary between two consec-
utive time slots. If a node is activated between slots t− 1 and t we say that
it is activated at slot t, and it is active in that slot. Upon activation, a node
immediately starts running from scratch an algorithm previously stored in
its hardware (or firmware), but no other information or status is preserved
while a node is inactive. Consequently, it is possible that a covered node
does not hold the information I, because it has been inactive after receiving
it. To distinguish a covered node that does not hold the information from
one that holds it, we introduce the following additional terminology: we say
that a node p is informed at a given time t if it holds the information I at
time t, otherwise p is said to be uninformed.
Radio Communication: Nodes communicate via a collision prone single
radio channel. A node v can receive a transmission of another node u in time
slot t only if their distance is at most the range of transmission r during
the whole slot t. The range of transmission is assumed to be the same
for all nodes and all time slots. If two nodes u and v are separated by a
distance at most r, we say that they are neighbors. In this paper, no collision
detection mechanism is assumed, and a node cannot receive and transmit at
the same time slot. Therefore, an active node u receives a transmission from
a neighboring node v at time slot j if and only if v is the only node in u’s
neighborhood (including u itself) transmitting at time slot j. We say in this
case that the transmission was successful. Also, a node cannot distinguish
between a collision and no transmission. In general, we say that a node
v ∈ V ′ transmits uniquely among the nodes of set V ′ ⊆ V in a slot t if it is
the only node in V ′ that transmits in t.
Link stability: We assume that nodes may move on the plane. Thus, the
topology of the network is time dependent. For simplicity, we assume that
the topology only changes in the boundaries between time slots. Then, at
time slot t nodes u and v are connected by a link in the network topology
if and only if they are neighbors during the whole slot t. An online route
between two nodes u and v is a sequence of nodes u = w0, w1, . . . , wk = v
and a sequence of time slots t(1) < t(2) < · · · < t(k) such that the network
has a link between wi−1 and wi at time slot t
(i). We say that the network
is potentially epidemic if, after the initial time t1, there is an online route
from the source s to every node in VP . Observe that in order to be able
to solve an instance of Dissemination, it is necessary that the network is
potentially epidemic. However, worst-case adversarial choice of topologies
for a dynamic network may preclude a randomized protocol from completing
Broadcast with a desired probability as we show, even if connectivity is
guaranteed. Note that Broadcast is an instance of Dissemination, and that
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if there is connectivity then there are online routes between all nodes. Thus,
the property that the network is potentially epidemic as described is not
sufficient to solve Dissemination, and further limitations to the adversarial
movement and activation schedule are in order.
While respecting a bound on the maximum speed vmax, which is a pa-
rameter, the adversarial movement and activation schedule is limited by the
following connectivity property:
Definition 2. Given a Mobile Ad-hoc Network, an instance of the Dissem-
ination problem that starts at time t1, and two integers α ≥ 0 and β ≥ 1,
the network is (α, β)-connected if, for every time slot t ≥ t1 at which the
problem has not yet been solved, there is a time slot t′ such that the following
conditions hold:
• the intersection of time intervals [t, t+α] and [t′, t′+β) is not empty,
and
• there is a pair of nodes p, p′, such that (a) at time t′, p is informed and
p′ is uncovered, and (b) p and p′ are active and neighbors from time
step t′ until p′ becomes covered, or until time step t′+β−1 (inclusive),
whichever occurs first.2
It is of the utmost importance to notice that (α, β)-connectivity is a
characterization that applies to any model of dynamic network, given that
for any mobility and activation schedule, and any pair of nodes, there is a
minimum time they are connected (even if that time is 1) and a maximum
time they are disconnected (even if that time is very large). Thus, any
dynamic network model used to study the Dissemination problem has its
own α and β values.
Due to the same argument, (α, β)-connectivity does not guarantee by
itself that the network is epidemic (i.e. that the information is eventu-
ally disseminated); instead, an (α, β)-connected network is only potentially
epidemic. Consider for instance the source node. Thanks to the (α, β)-con-
nectivity, at most every α slots, the source s is connected to other nodes
of the network for at least β time slots. But, we have progress only if the
protocol to solve Dissemination is able to use the β slots of connectivity
to cover some uncovered node. As a consequence of the above discussion,
impossibility results only restrict β, whereas α only constrains the running
time, as it is shown in this paper.
2Observe that this model is slightly weaker than the one used in [16].
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Adversary: We assume the presence of an adversary that controls each
node activation schedule (including failures) and movement, restricted to
the speed and connectivity constraints defined above. This adversary is
adaptive, in the sense that it makes decisions at the end of each step with
access to all nodes’ internal state, but without access to future random bits.
In order to obtain stronger results, we further restrict the adversary while
proving lower bounds. More precisely, all our lower-bounds hold, even if all
nodes are activated simultaneously and never fail. Such an assumption is
not a minor restriction for the adversary, since it implicitly provides extra
resources that protocols may exploit, such as a global time. In fact, assuming
that nodes could be activated at different times was instrumental in the
study of deterministic protocols [16]. However, as we show, in this case it
does not help.
Protocols for Dissemination. Recall that in our model the time is
slotted. In the following, we use the term time slot to refer to a global time
of reference, and the term time step to refer to the time reference local to a
node.
As customary in the Radio Networks literature [5, 22], we classify ran-
domized protocols as oblivious or adaptive. In oblivious protocols, the prob-
ability of transmission of a node in a step of an execution depends only on
predefined parameters. E.g. the node ID 3 or the number of steps the node
has been active. In other words, the protocol is oblivious of communication
history. Formally,
Definition 3. A randomized protocol for Conditional Dissemination in a
MANET formed by a set of nodes V is called oblivious if it can be modeled by
a set Π = {pii|i ∈ V } of transmission-probability sequences pii = 〈pii1, pii2, . . . 〉
such that, for any execution, a covered4 node i transmits independently with
probability piit in the t-th step after activation.
In adaptive algorithms, the probability of transmission of a node in a step
of an execution may additionally depend on the communication history dur-
ing such execution. E.g., information contained in the transmissions received
or the number of transmission trials. In the present work, adaptiveness is
restricted to any local information. I.e., nodes may adapt arbitrarily as long
as environment (e.g. other nodes, channel, etc.) information is not used. It
is worth to note that the techniques used in our lower bound proofs can be
3Even if nodes do not have ID’s a different program may be stored in each node before
deployment.
4Recall that a node is covered if it has received the information I .
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also used for a more general class of adaptive protocols where the probability
functions in Definition 4 are correlated, as long as such correlation is not
positive. Although smaller, we focus in the class defined below for clarity.
The study of more general adaptive protocols is left for future work. The
definition follows.
Definition 4. Let P be a randomized protocol for Conditional Dissemina-
tion in a MANET formed by a set of nodes V . Let s(i, t) be a sequence
of t symbols from the alphabet {T,R} describing the transmission/reception
schedule of node i during the first t steps executing P. Then, P is called
locally adaptive if it can be modeled by a set Π = {pii|i ∈ V } of transmission-
probability functions pii(t, s(i, t − 1)) such that, a covered node i transmits
with probability pii(t, s(i, t− 1)) in the t-th step after activation.
We further characterize oblivious and adaptive algorithms considering
the class of fair protocols. A protocol is fair if within the same time slot,
with respect to the global time, all active nodes transmit with the same
probability. Formally,
Definition 5. Let P be a randomized protocol for Conditional Dissemina-
tion in a MANET formed by a set of nodes V . For any execution χ of proto-
col P on V , let ρit(χ) be the probability of transmission of node i ∈ V at time
slot t during the execution χ of P. Then, P is called fair if ρit(χ) = ρjt(χ)
for all χ, t, and covered nodes i, j ∈ V .
Notice that fairness is an orthogonal property to obliviousness since both,
oblivious and adaptive protocols, may be fair. For the former to be fair it
implies that all nodes use the same probability of transmission in all time
steps when node activation is adversarial.
3 Link Stability Bounds
Link stability assumptions are crucial in solving any Dissemination problem.
In our model, such characteristic is parameterized with β. In this section, we
relate link stability to the worst-case running time and the error probability 5
of Geocast protocols. Notably, exploiting fairness, it is possible to quantify
such relation no matter how strong are the stability guarantees (i.e. for any
β > 0), which we do in the first theorem.
5We use “error” from the perspective of Monte Carlo algorithms.
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A B B′
Figure 1: Illustration of Theorems 6, 7, and 8.
Theorem 6. For any Vmax > 0, d > r, 0 < ε < 1, α ≥ 0, β > 0, any
k, c ∈ Z+, such that 45 ≤ k < n and c > 0, and for any fair randomized
protocol P for Geocast, there exists an (α, β)-connected MANET formed by
a set V of n nodes running P such that, if T ≤ k log4(1/ε)/(4 log k), within
cT steps after k nodes are covered, no new node is covered with probability
at least εc, even if all nodes are activated simultaneously and do not fail.
Proof. Consider three sets of nodes A, B, and B′ deployed in the plane, each
set deployed in an area of size ξ arbitrarily small, such that 0 < ξ < r and
d ≥ r + ξ. (See Figure 1.)The invariant in this configuration is that nodes
in each set form a clique, every node in A is placed within distance r from
every node in B, every node in B is placed at most at distance ξ from every
node in B′, and every node in A is placed at some distance r < δ ≤ r + ξ
from every node in B′. Also, ξ is set appropriately so that a node can move
ξ distance in one time slot without exceeding Vmax.
Initially, the adversary places k nodes in the set B′ including the source,
the remaining n − k nodes in set A, and the set B is left initially empty.
At the beginning of the first time slot all nodes are activated. Let t be
the first time slot when all the nodes in B′ have been informed, i.e., the
information has been delivered for the first time to some node in B′ within
time slot t. (If this event never happens the claim of the theorem holds
trivially.) According to Definition 2, (α, β)-connectivity has been preserved
until time slot t. The adversary does not move any nodes until then. Given
that d ≥ r+ ξ, the nodes in A must become informed to solve the problem.
After time slot t, the adversary moves the nodes according to protocol
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P as follows. The adversary places any node y ∈ B′ ∪B in B forever. This
node preserves (α, β)-connectivity as long as the nodes in set A are not
informed. For each time slot t′ > t where nodes transmit with probability
at least 4 log k/k, the adversary moves all nodes in B′ to B. At the end of
time slot t′ the adversary moves all nodes in B but y back to B′, and the
procedure is repeated.
We show now that within the first T ≤ ln(1/ε)k/(2 ln k) steps the nodes
in A are not informed with probability at least ε. Given that the pro-
tocol is fair, in a given time slot all nodes use the same probability of
transmission. Let pit′ be the probability of transmission used in step t
′.
The probability of not achieving a successful transmission in a step t′ is
Prfail = 1−
∑
i∈B pit′
∏
j∈B,j 6=i(1− pit′) = 1− |B|pit′(1 − pit′)
|B|−1. We con-
sider two cases depending on whether pit′ is bigger or smaller than 4 log k/k.
For both cases it can be shown that Prfail ≥ 4
−4 log k/k. The details are
omitted in this extended abstract for brevity. Then, the probability of
failing to inform the nodes in set A within the interval [t + 1, t + T ] is
Prfail(T steps) ≥ 4
−4T log k/k ≥ ε, if T ≤ k log4(1/ε)/(4 log k). Conditioned
on this event, the same analysis can be applied to the subsequent interval
of T steps, and inductively to each subsequent interval of T steps.
For oblivious protocols, possibly not fair, it is shown in the following
theorem that, if the link stability guarantees are not strong enough, there
exists some configuration where new nodes are not covered with positive
probability. The proof uses the adversarial configuration of Theorem 6.
However, given that nodes running oblivious protocols may use different
probabilities of transmission in a given time slot, in order to preserve the
(α, β)-property the node y has to be chosen more carefully.
Theorem 7. For any Vmax > 0, d > r, α ≥ 0, β > 0, any k, c ∈ Z
+, such
that e3 ≤ k < n and c > 0, and any oblivious randomized protocol P for
Geocast, as defined in Section 2, there exists an (α, β)-connected MANET
formed by a set V of n nodes running P such that if β < k/(2(1 + ln k)),
within cβ steps after k nodes are covered, no new node is covered with prob-
ability at least (2ee)−c, even if all nodes are activated simultaneously and do
not fail.
Proof. Consider the same configuration, initial deployment, and worst-case
assumptions used in Theorem 6 up to step t. (Recall that the set B′ has k
nodes and that at time slot t all of them have been informed.) After time slot
t, the adversary moves the nodes according to protocol Π as follows. The
adversary moves a node y from B′ to B to satisfy (α, β)-connectivity. (The
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way that node y is chosen will be described in the analysis.) The adversary
places y in B for all time slots in the interval [t+ 1, t+ β], hence satisfying
(α, β)-connectivity. Additionally, for each time slot t′ ∈ [t+ 1, t+ β] where∑
j∈B∪B′ pijt′ ≥ 1 + ln k, the adversary moves all nodes from B
′ to B. At
the end of each time slot t′ the adversary moves all nodes in B but y back
to B′. At the end of time slot t+ β, the adversary moves y back to B′, and
the procedure is repeated.
We show now that if β < k/(2(1 + ln k)), within the first β steps the
nodes in A are not informed with probability at least 1/(2ee). Consider any
step t′ ∈ [t+ 1, t+ β] such that
Case 1:
∑
j∈B∪B′ pijt′ ≥ 1 + ln k.
Letting X(j) be a random variable indicating whether node j transmits
or not at time step t′, and X =
∑
j∈B∪B′ X(j) a random variable indicating
the number of transmissions at time step t′, by linearity of expectation, the
expected number of transmissions at step t′ is E[X] =
∑
j∈B∪B′ E[X(j)] =∑
j∈B∪B′ pijt′ ≥ 1+ln k. Given that the random variables X(j) are indepen-
dent, setting ϕ = 1− 1/E[X] < 1 in Inequality (3), because E[X] ≥ 1+ ln k
and k > 1, we have
Pr(X ≤ 1) ≤
(
e−1+1/E[X]
(1/E[X])1/E[X]
)E[X]
=
eE[X]
eE[X]
, letting E[X] = x+ ln k for some x ≥ 1,
=
e(x+ ln k)
kex
, given that x ≥ 1,
≤
e ln k
k
.
Then, if T1 is the set of steps t
′ ∈ [t+1, t+ β] such that
∑
j∈B∪B′ pijt′ ≥
1 + ln k.
Prfail(in T1) ≥
(
1−
e ln k
k
)β
, given that k > e,
≥ exp
(
−
eβ ln k
k − e ln k
)
, from Eq 1,
>
1
ee
.
The latter inequality holds for β < k/(2(1 + ln k)) and k ≥ e3.
Case 2:
∑
j∈B∪B′ pijt′ < 1 + ln k.
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Let T2 be the set of steps t
′ ∈ [t + 1, t + β] such that
∑
j∈B∪B′ pijt′ <
1+ ln k. Given that |T2| ≤ β, the sum of probabilities over all nodes and all
those steps is ∑
j∈B∪B′,t′′∈T2
pijt′′ < β(1 + ln k).
Given that there are k (informed) nodes in B∪B′, there exists a node y such
that, the sum of all probabilities of transmission of y over all those steps is
∃y ∈ B ∪B′ :
∑
t′′∈T2
piyt′′ < β(1 + ln k)/k.
The adversary chooses such node as the node y to place in B during all steps
in [t+1, t+ β]. Given that β < k/(2(1 + ln k)) we know that
∑
t′′∈T2
piyt′′ <
1/2 and consequently ∀t′′ ∈ T2 : piyt′′ < 1/2. Then,
Prfail(in T2) =
∏
t′′∈T2
(1− piyt′′)
≥ 4−
∑
t′′∈T2
πyt′′ , from Eq (2),
>
1
2
, for β <
k
2(1 + ln k)
.
For each of the above cases, the lower bound shown also holds if the
number of steps of that case is smaller. Hence, the probability of failing to
inform nodes in A within the interval [t+ 1, t+ β] is at least 1/(2ee).
Conditioned on the event analyzed above, the same argument can be
applied to the subsequent interval of β steps, and inductively to each sub-
sequent interval of β steps. Thus, the claim follows.
We move now to locally adaptive protocols possibly not fair as defined
in Section 2. Recall that the adversary is adaptive, making decisions at the
end of each step with access to all the nodes’ internal state, but without
access to their future random bits. For this class, it is shown that if β is
not large enough, there exists some configuration where it is not expected
to inform a new node within the first β steps. The proof uses the same
adversarial configuration of Theorems 6 and 7. However, given that nodes
running locally adaptive protocols may change the probabilities of trans-
mission according to local history, the node y that preserves (α, β)-property
is chosen conveniently to show that the choice is correct with big enough
probability.
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Theorem 8. For any locally adaptive randomized protocol P for Geocast, as
defined in Section 2, such that uninformed nodes never transmit, any Vmax >
0, d > r, α ≥ 0, β > 0, and any k ∈ Z+, such that (2/(1−1/e))ξ/e < k < n,
ξ , 2/(1 − 1/e)2, there exists an (α, β)-connected MANET formed by a set
V of n nodes such that if β < k/(2eΓ), for Γ , ξ ln δ, δ , β2ke/ξ, within
β steps after k nodes were covered, in expectation no new node is covered,
even if all nodes were activated simultaneously and do not fail.
Proof. Consider the same configuration, initial deployment, and worst-case
assumptions used in Theorems 6 and 7 up to step t. (Recall that the set
B′ has k nodes and that at time slot t all of them have been informed.)
After time slot t, the adversary moves the nodes as in Theorem 7, but now
the procedure to choose node y is more elaborate. The adaptive nature of
P does not preclude the adversary from knowing when to move all nodes
to B, since that may be done on a step-by-step basis as in Theorem 7.
However, given that the choice of node y has to be done in advance for a
whole interval of β steps, adaptiveness is a major obstacle for the adversary.
Before showing how to decide which is the node y, we define some necessary
random variables and we compute some necessary bounds as follows.
Let T be the set of steps in the interval [t + 1, t + β]. For any t′ ∈ T ,
let Xjt′ be a random variable indicating whether node j transmits or not
at time step t′, and Xt′ =
∑
j∈B∪B′ Xjt′ a random variable indicating the
number of transmissions at time step t′, by linearity of expectation, the
expected number of transmissions at step t′ is E[Xt′ ] =
∑
j∈B∪B′ E[Xjt′ ] =∑
j∈B∪B′ pij(t
′, s(j, t′ − 1)). Given that the Xjt′ are independent Poisson
trials, we can use Chernoff-Hoefding concentration bounds as follows. If
E[Xt′ ] ≥ Γ at t
′, using Inequality (4),
Pr (Xt′ ≤ Γ/e) ≤ Pr (Xt′ ≤ E[Xt′ ]/e) ≤ exp(−E[Xt′ ]/ξ) ≤ 1/δ.
Otherwise, if E[Xt′ ] < Γ at t
′, using Inequality (5),
Pr (Xt′ > eΓ) ≤ (E[Xt′ ]/Γ)
eΓe−E[Xt′ ] ≤ 1/δ.
The later inequality holds because (E[Xt′ ]/Γ)
eΓeΓ/ξ ≤ eE[Xt′ ], which can be
verified considering both subcases of E[Xt′ ] ≶ Γ/ξ.
In order to choose node y, the adversary carries out the following compu-
tation. For t+1, the adversary knows all transmission probabilities that will
be used. So, for each j ∈ B∪B′, it computes E[Xjt+1] without conditioning
on previous events, i.e. E[Xjt+1] = pij(t+ 1, s(j, t)). However, for t+ 2, the
adversary has to condition the computation on the outcome of the previous
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step. For each j ∈ B ∪ B′, if E[Xt+1] ≥ Γ (resp. E[Xt+1] < Γ) the adver-
sary computes E[Xjt+2|Xt+1 > Γ/e] (resp. E[Xjt+2|Xt+1 ≤ eΓ]). Notice
that such computation is feasible since the adversary has access to all nodes’
internal state (including the protocol itself) and consequently it can easily
compute all possible outcomes under the assumption that Xt+1 > Γ/e (resp.
Xt+1 ≤ eΓ). Inductively, the same argument can be applied for each of the
successive steps up to t+ β. Let these expectations computed conditioning
on previous events be denoted as E′[·].
For each step, the event on which the computation is conditioned upon
occurs with probability at least 1 − 1/δ as shown above. Thus, for each
j ∈ B ∪ B′ and for all t′ ∈ T , the values E′[Xjt′ ] computed occur with
probability at least 1−β/δ (using the union bound over the β steps). Based
on this computation, consider the set of steps T2 = {t
′ ∈ T |E′[Xt′ ] < Γ}. As
shown above, we have that
∑
t′∈T2
E′[Xt′ ] < βeΓ with the same probability.
Thus, there is a node j ∈ B ∪ B′ for which
∑
t′∈T2
E′[Xjt′ ] < βeΓ/k with
probability at least 1− β/δ, and the adversary choose precisely this node j
as the node y to preserve (α, β)-connectivity. Then, given that β < k/(2eΓ)
we have that, with the same probability,
∑
t′∈T2
E′[Xjt′ ] < 1/2.
Consider now the slots in T − T2. As shown above, with probability at
least 1− β/δ, for each t′ ∈ T − T2 it holds that E
′[Xt′ ] ≥ Γ/e. Thus, if the
adversary choose the slots where E[Xt′ ] ≥ Γ/e as the slots of high contention
to move all nodes to B (which can be done on a step-by-step basis), with
the same probability the choice of node y is correct (i.e., node y transmits
with sufficiently low probability when it is left alone in B). Given that
the random variables Xjt′ are independent, and that 0 < 1 − 1/E[Xt′ ] < 1
because k > e, setting ϕ = 1 − 1/E[Xt′ ] in Inequality (3), the probability
that there is a successful transmission in slot t′ is at most
Pr(Xt′ ≤ 1) ≤
(
e−1+1/E[Xt′ ]
(1/E[Xt′ ])1/E[Xt′ ]
)E[Xt′ ]
=
eE[Xt′ ]
eE[Xt′ ]
≤
Γ
eΓ/e
, because Γ/e ≥ 1.
Thus, with probability at least 1−β/δ, the expected number of successful
transmissions within slots in T − T2 is at most βΓ/e
Γ/e. Replacing 1 ≤
β < k/(2eΓ) and Γ = ξ ln δ, it is at most k/(2eδξ/e) = 1/(2eβ2ξ) ≤ 1/2e.
Finally, it remains to consider the expected number of transmissions that
occur with probability at most β/δ, which is at most β since there are β slots
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in T . Therefore, overall, if β < k/(2eΓ) the expected number of successful
transmissions in T is less than(
1−
β
δ
)(
1
2
+
1
2e
)
+
β
δ
β =
(
1−
1
βke/ξ
)(
1
2
+
1
2e
)
+
1
ke/ξ
<
1
2
+
1
2e
+
1
ke/ξ
< 1, for k > (2/(1 − 1/e))ξ/e.
4 Dissemination Lower Bounds
In this section, we show that there exist an instance of Dissemination,
namely Geocast, for which adversarial configurations of nodes that require
a minimum number of steps exist.
PSfrag replacements
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s
Figure 2: Illustration of Theorems 9, 10, and 11. Distances invariant. A
small empty circle depicts a point in the plane. A small black circle depicts
a node. A big empty area depicts an empty set. A big shaded area depicts
a non-empty set.
Theorem 9. For any n > 24, d > r, α ≥ 0, β > 0, Vmax > pir/(6α), and
any fair randomized Geocast protocol P, as defined in Section 2, there exists
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an (α, β)-connected MANET of n nodes for which, in order to solve the prob-
lem with probability at least 2−n/2, Π takes at least αn/2 + n2/(96 ln(n/2))
time slots.
Proof. We prove the claim for fair protocols where the probability of trans-
mission of a node is independent among time slots. For non-independent
fair protocols, the same techniques can be used to prove the same bound,
with some more detail in the analysis.
The following adversarial configuration and movement of nodes show the
claimed lower bound. Consider four sets of nodes A, B, B′, and C, each
deployed in an area of size ε arbitrarily small, such that 0 < ε < r and
d ≥ r+ ε, and a point x all placed in the configuration depicted in Figure 2.
The invariant in these sets is the following: all nodes in each set form a
clique; each node in A is placed at some distance > r and ≤ r + ε from the
point x and each node in B; each node in B is placed within distance r of
the point x; each node in B′ is placed within distance ε of each node in B
and > r from the point x and each node in A; each node in C is placed at
some distance > r and ≤ r+ ε from the point x and distance > r from each
node in A.
At the beginning of the first time slot, the adversary places n/2 nodes,
including the source node s, in set B′, the remaining n/2 nodes in the set A,
and starts up all nodes. (For clarity, assume that n is even.) The other two
sets are initially empty. Given that d ≥ r + ε, all nodes must be covered to
solve the problem. Also, ε is set appropriately so that a node can be moved
ε distance in one time slot without exceeding Vmax, and so that a node can
be moved from set A to point x through the curved part of the dotted line,
of length less than pi(r + ε)/6, in α time slots without exceeding Vmax. (To
see why the length bound is that, it is useful to notice that the distance
between each pair of singular points along the circular dotted line is upper
bounded by (r + ε)/2.)
Let t be the first time slot when the source is scheduled to transmit.
Adversarially, let t be the first time slot when the source is informed. Nodes
stay in the positions described until t and, consequently, all the other n/2−1
nodes in set B′ receive it. Hence, until time slot t, (α, β)-connectivity has
been preserved. Starting at time slot t+ 1, the adversary moves the nodes
so that only one new node at a time becomes informed.
First, we describe broadly the movements and later we give the details.
Some of the nodes in B′ are moved back and forth to B to produce con-
tention. Nodes in A are moved one by one following the dotted lines in two
phases, first up to point x, and afterwards to the set C. While a node moves
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from point x to C a new node moves from A to x. The procedure is repeated
until all nodes in A are covered.
The movement of each node u moved from A to C is carried out in two
phases of α time slots each separated by an interlude as follows.
• Phase 1. During the first α− 1 time slots, u is moved from A towards
the point x maintaining a distance > r and ≤ r + ε with respect to
every node in B. Nodes in B′ stay static during this interval. Given
that only nodes in B′ are informed and the distance between them and
u is bigger than r, u does not become covered during this interval. In
the α-th time slot of this phase, u is moved to the point x and any
node y ∈ B′ is moved to B, preserving (α, β)-connectivity until u is
informed. Upon reaching point x, u and all the nodes in A and C
remain static until Phase 2.
• Interlude. During this interval, nodes in B′ are moved back and forth
toB according to protocol Π to produce contention as follows. For each
time slot where nodes transmit with probability at least 8 ln(n/2)/n,
the adversary moves all nodes in B′ to B. At the end of the time
slot the adversary moves all nodes in B − {y} back to B′, and the
procedure is repeated until u is covered when the interlude ends. At
the end of such time slot all nodes in B are moved to B′.
• Phase 2. During the following α slots, u is moved towards the set C
while a new node v is moved from the set A towards the point x. I.e.,
Phase 2 of node u is executed concurrently with Phase 1 of node v
(hence, nodes in B′ stay static during this interval). The nodes u and
v are moved in such a way that they maintain a distance > r between
them. At the end of this phase u is placed in set C and stays static
forever. At this point node v has reached point x, but u can not cover
v because all nodes in C are at distance greater than r from x.
The movement detailed above is produced for each node initially in A,
overlapping the phases as described, until all nodes have became covered. In
each phase of at least α time slots every node is moved a distance at most
pi(r + ε)/6 + ε. Thus, setting ε appropriately, the adversarial movement
described does not violate Vmax.
We prove now the time bound. For any time slot t in the interludes,
the probability of covering the node in x is P =
∑
i∈B pit
∏
j∈B,j 6=i(1 −
pit) = |B|pit(1 − pit)
|B|−1. For any t when pit < 8 ln(n/2)/n, we have P <
8 ln(n/2)/n because in this case the adversary puts just a single node in B,
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which is y. On the other hand, for any t when pit ≥ 8 ln(n/2)/n, we also
have P ≤ (n/2) (1− 8 ln(n/2)/n)n/2−1 since 8 ln(n/2)/n < 1 for n > 24.
Using Eq 1, we have P ≤ n/(2e8(n/2−1) ln(n/2)/n) ≤ 8 ln(n/2)/n.
Let X be a random variable denoting the number of successful trans-
missions along T = n2/(96 ln(n/2)) interlude steps. The expected number
of successful transmissions is E[X] = TP ≤ n/12. Given that X is the sum
of independent Poisson trials, using Chernoff bounds, For n/2 ≥ 6E[X],
Pr(X ≥ n/2) ≤ 2−n/2. We conclude that T interlude steps are necessary
to cover all nodes in A with probability at least 2−n/2. On the other hand,
Phase 1 of all nodes in A adds αn/2 steps to the overall time. Thus, the
claim follows.
We move now to prove an existential lower bound for Dissemination
oblivious protocols, possibly not fair. The proof uses the same adversarial
configuration of Theorem 9, but given that nodes running oblivious protocols
may use different probabilities of transmission in a given time slot, the node
that preserves the (α, β)-property for each newly informed node has to be
chosen more carefully as in Theorem 7.
Theorem 10. For any n > 3, d > r, α ≥ 0, β > 0, Vmax > pir/(6α),
and any oblivious randomized Geocast protocol Π, as defined in Section 2,
there exists an (α, β)-connected MANET of n nodes for which, Π takes at
least αn/2 + n2/(48e ln(n/2)) time slots in order to solve the problem with
probability at least 2−n/2.
Proof. The following adversarial configuration and movement of nodes shows
the claimed lower bound. Consider the same configuration, initial deploy-
ment, and movement of nodes of Theorem 9, except for the following. (Refer
to Figure 2.)
• Phase 1. The node y ∈ B′ to be moved to B in the α-th time slot of
this phase is carefully chosen as described in the analysis.
• Interlude. During this interval, nodes in B′ are moved back and forth
toB according to protocol Π to produce contention as follows. For each
interlude time slot t where
∑
j∈B∪B′ pijt ≥ 1 + ln(n/2), the adversary
moves the nodes in B′ ∪ B − {y} to B. At the end of each time slot
t the adversary moves all nodes in B ∪ B′ − {y} back to B′. The
procedure is repeated until u is informed or n/(24e ln(n/2)) time slots
have elapsed, whatever happens first. At the end of such time slot all
nodes in B are moved to B′ and the interlude ends.
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• Phase 2. The movement of u from point x to the set C is produced
maintaining a distance at most r with respect to B ∪ B′ so that, if u
left point x before being covered, (α, β)-connectivity is still preserved.
We prove now the time bound. We consider first only interlude steps.
Let I denote the set of steps of interlude I. For any step t ∈ I, we consider
two cases.
Case 1:
∑
j∈B∪B′ pijt ≥ 1 + ln(n/2).
Letting X(j) be a random variable indicating whether node j transmits
or not at time step t′, and X =
∑
j∈B∪B′ X(j) a random variable indicating
the number of transmissions at time step t, by linearity of expectation, the
expected number of transmissions at step t is E[X] =
∑
j∈B∪B′ E[X(j)] =∑
j∈B∪B′ pijt ≥ 1 + ln(n/2). Given that the random variables X(j) are
independent, setting ϕ = 1− 1/E[X] < 1 in Inequality (3), because E[X] ≥
1 + ln(n/2) and n > 2 the probability of covering the node in x is
P ≤ Pr(X ≤ 1) ≤
(
e−1+1/E[X]
(1/E[X])1/E[X]
)E[X]
=
eE[X]
eE[X]
, letting E[X] = x+ ln(n/2) for some x ≥ 1,
=
2e(x+ ln(n/2))
nex
, given that x ≥ 1,
≤
2e ln(n/2)
n
.
Let now X1 be a random variable denoting the number of successful
transmissions along n2/(48e ln(n/2)) interlude steps of case 1. The expected
number of transmissions is E[X1] = Pn
2/(48e ln(n/2)) ≤ n/24.
Case 2:
∑
j∈B∪B′ pijt < 1 + ln(n/2).
Let T2 ⊆ I be the set of steps t ∈ I such that
∑
j∈B∪B′ pijt < 1+ln(n/2).
I.e., the set of steps in case 2. Given that |T2| ≤ |I| ≤ n/(24e ln(n/2)) ≤
n/(24(1 + ln(n/2))) (the latter for n ≥ 2e1/(e−1)), the sum of probabilities
over all nodes and all those steps is∑
j∈B∪B′,t′∈T2
pijt′ < n/24.
Given that there are n/2 (informed) nodes in B ∪ B′, there exists a node
y such that, the sum of all probabilities of transmission of y over all those
steps is
∃y ∈ B ∪B′ :
∑
t′∈T2
piyt′ < 1/12.
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The adversary chooses such node as the node y to place in B during all steps
in the interlude I. The adversary may choose a different node y for each
interlude, but we know that the upper bound holds for all of them. Thus,
given that there are exactly n/2 interludes in total, we know that the sum
of the probability of covering the node in x in a step of case 2 is at most
n/24. Notice that such summation is the expectation of a random variable
X2 denoting the number of successful transmissions along all interlude steps
of case 2. I.e. E[X2] ≤ n/24.
We consider now a new random variable Y = X1 + X2 that denotes
the number of successful transmissions along all steps of all interludes. We
know that E[Y ] = E[X1]+E[X2] ≤ n/12. Then, given that Y is the sum of
independent Poisson trials, the probability of solving the problem is, using
Inequality (6), for n/2 ≥ 6E[Y ],
Pr(Y ≥ n/2) ≤ 2−n/2.
We conclude that, in order to cover all nodes in A with probability at
least 2−n/2, the above overall time of n2/(48e ln(n/2)) for interlude steps is
needed. On the other hand, Phase 1 of all nodes in A adds αn/2 steps to
the overall time. Thus, the claim follows.
The following theorem for locally adaptive protocols, can be proved as a
straightforward repeated application of Theorem 8 to the configuration and
movement of nodes described in Theorem 10, changing the minimum con-
tention under which informed nodes are moved appropriately. The complete
proof is omitted for brevity.
Theorem 11. For any n > 17, d > r, α ≥ 0, β > 0, Vmax > pir/(6α), and
any locally adaptive randomized Geocast protocol Π, as defined in Section 2,
there exists an (α, β)-connected MANET of n nodes for which, Π takes on
expectation at least αn/2 + e2(e + 1)2n2/(2(e − 1)2 ln(n/2)) time slots in
order to solve the problem.
5 Upper Bound
The Dissemination protocol analyzed in this section is fair and oblivious.
The protocol was studied in [9] for Broadcast in dynamic networks. We show
here that the same protocol can be used for Dissemination in MANETs. In
this protocol every informed node transmits the information I at each time
step with probability p = lnn/n.
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Theorem 12. For any (α, β)-connected MANET where β ≥ 1, n > 2,
and any Vmax > 0, the fair-oblivious randomized protocol described solves
Dissemination in time O(αn + (1 + αβ )
n2
logn) steps with probability at least
1− e−(n−1)/4.
Proof. As a worst case, we assume that all nodes in the network must be
covered, and Vmax is arbitrarily big. The time slot when the information
is assigned to the source node is t1. Let any time step t > t1 in which
an active uncovered node is connected to at least one active informed node
be called a good step. From the proof of Theorem 3.1 in [9], it is known
that the probability that an uncovered node is informed in a good step
is at least p/2. Let Xi be a random variable indicating that in the ith
good step an uncovered node is informed (assuming an infinite supply of
uncovered nodes for simplicity). Applying a Chernoff-Hoeffding bound, the
probability that after S = 4n(n−1)/ lnn good steps some node (of the n−1
that have to be covered after t1) still has to be covered can be bounded as
follows. Let X =
∑S
i=1Xi, µ = E[X] ≥ Sp/2 = 2(n − 1), and δ = 1/2,
using Inequality (4), Pr(X ≤ n − 1) = Pr(X ≤ (1 − δ)µ) ≤ e−(n−1)/4.
From Definition 2, after any sequence of at most α bad steps there must
be a sequence of good steps that lasts β steps unless the uncovered node is
informed before that. Hence, the total number of steps to have S good steps
is at most O(α(n+ S/β) + S) = O(αn+ (1 + αβ )
n2
logn).
6 Conclusions and Open Problems
Lower bounds on link stability and the time complexity of disseminating
information in Mobile Ad-hoc Networks were studied in this work for fair,
oblivious, and locally adaptive protocols. The results obtained show that,
with respect to obliviousness, adaptiveness does not help if based on lo-
calized information. Furthermore, the techniques used in our lower bound
can be also used for a more general class of adaptive protocols as long as
the probability functions in Definition 4 are not positively correlated among
nodes. The particular version of the problem studied was Conditional Dis-
semination. We conjecture that for the spontaneous version, where nodes
transmit before receiving the Information to disseminate, the lower bounds
can be improved, although only up to constants. A comparison of the bounds
obtained with previous deterministic results [16] show that randomization
reduces the complexity in a linear factor for oblivious protocols and at least
(it might be even bigger for arbitrary adaptiveness) in a logarithmic factor
for adaptive ones. Given that adversarial node-activation and node-failures
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were not used to prove lower bounds (as opposed to [16] where it was crucial),
further exploration of arbitrarily-adaptive randomized protocols exploiting
them is promising, and it is left for future work.
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