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Objective: We present  in this paper the results of a  family of  four experiments carried out to empirically 
validate the evaluation and improvement strategy of QuaDAI. 
Method:  The  family of  experiments was  carried out by 92 participants: Computer  Science Master’s  and 
undergraduate  students  from  Spain  and  Italy.  The  goal  was  to  compare  the  effectiveness,  efficiency, 
perceived  ease  of  use,  perceived  usefulness  and  intention  to  use with  regard  to  participants  using  the 
evaluation and improvement strategy of QuaDAI as opposed to the Architecture Tradeoff Analysis Method 
(ATAM). 

























Various  studies  concerned  with  the  derivation  (e.g.,  [14],  [61])  and/or  evaluation  of  software 
architectures from several points of view (e.g., [65], [37], [70], [66]) have been proposed in literature. After 
reviewing these studies, we have observed that: 
(a) There  is  a  lack  of  systematic methods  that model  the  impact  between  architectural  design 




develop new  techniques, methods or  tools with which  to  improve on  current practices, and 
perform  systematic,  rigorous  assessments  of  existing  and  new  techniques  by  following  the 
empirical paradigm [31]. 
We  have  addressed  the  first  issue  by  proposing  the  Quality‐Driven  Architecture  Derivation  and 
Improvement (QuaDAI) method in previous studies [40], [41]. QuaDAI is a model‐driven approach to ensure 
the desired quality  attribute  levels  for  a product by  applying  architectural  transformations  to  a product 
architecture derived from a product line architecture. 
With regard to the second issue, in previous works, we have presented a first controlled experiment [41] 
and  a  replication  study  [42]  as  an  initial  step  in  the  empirical  validation of  the QuaDAI  strategy  for  the 












students  from  the  Universitat  Politècnica  de  València  (UPV)  in  Spain  and  with  Information  Science 
undergraduate students from the Università degli Studi della Basilicata in Italy. All the experiments conducted 
form a family1 of controlled experiments. The objective of this paper is, therefore, to report the results of a 




This  paper  is  organized  as  follows.  Firstly,  related  works  on  the  empirical  validation  of  software 
architecture evaluation methods are discussed in Section 2. The architecture evaluation methods that were 


















a  given  evaluation  method.  In  this  section,  we  discuss  related  works  that  report  on  comparisons  of 
architecture  evaluation methods  and  empirical  studies  that  assess  various  aspects  of  the  architectural 
evaluation process. 
2.1. Classification Frameworks for Comparing Software Architecture Evaluation Methods 
Several  studies  comparing or establishing  frameworks with which  to  compare  software architecture 
evaluation methods have recently been reported in literature. The first literature review by Ali Babar et al. 
[2] compared four scenario‐based software architecture evaluation methods: Scenario‐Based Architecture 




this  later study, the authors applied their framework  in order to compare eight evaluation methods  (e.g., 
SAAM, ATAM or ARID).  In both studies,  the authors  followed a  fifteen criteria schema  (e.g.,  the maturity 





Roy and Graham  [67] presented a  survey  in which  they  reviewed  thirty‐seven  software architecture 
evaluation methods. They also established a  taxonomy  for  their classification based on  the development 
phase  in which  they are applied  (i.e., early vs.  late),  the main analysis  technique applied or  the artifacts 
analyzed (i.e., scenario‐based, mathematical models or metric‐based), and their ability to deal with styles and 
patterns. The main conclusions were:  i)  it  is difficult to be proficient  in the use of architectural evaluation 




environments.  This  framework  classifies  software  architecture  evaluation  approaches  based  on  the 




authors covered  the quality evaluation of software architectures  focusing on  the evolution aspects. They 





The  comparisons mentioned above provide an analysis of  the  characteristics of  the methods under 






















































with  the component based performance evaluation method  (PCM). The  results  showed  that,  in  terms of 
accuracy, PCM, SPE and CP produced similar results, and that umlPSI produced over estimations, whereas 
the application of PCM required more effort. 
Although  the  intention  of  the  aforementioned  studies was  to  gather  empirical  knowledge  through 
experiments or quasi experiments,  it will be observed  that  the majority of  them are  focused on  specific 
aspects of the architecture evaluation process or on assessing how a given treatment improves performance. 
There  is,  however,  a  lack  of  empirical  validations  of  the methods  and  tools  being  proposed,  through  a 
comparison with the existing body of knowledge.  
Finally,  there  are  several  works  reporting  experiences  on  the  application  of  ATAM  with  different 
purposes (i.e., [10], [64], [74]). Reijonen et al. [64] presented an experience report describing the application 
of ATAM  in eleven architecture evaluations  in real  industrial projects.  In this work, the authors provide a 
detailed  description  of  the  application  steps,  the  schedule  followed  in  the  evaluations,  the  problems 
confronted  during  the  evaluation  and  the main  benefits  perceived  by  the  stakeholders.  Svahnberg  and 
Martensson [74] reported their experiences in academic architectural evaluations in student projects. They 
applied  a  lightweight  software  architecture  evaluation  method  adapted  from  SAAM  and  ATAM.  The 
architecture evaluations were applied both  to assess  the architectures of  the projects developed by  the 
students and to teach software architecture evaluation. Barbaci et al. [10] presented a case study in which a 
product  line  architecture  in  the  avionics  domain  was  evaluated.  These  works  contribute  towards 
  
demonstrating  the  feasibility  of  ATAM;  all  of  them  highlight  the  importance  of  conducting  software 
architecture evaluations, emphasize the importance of the utility tree (although Reijonen et al. point out the 














report, as  in  the works of Niemela and  Immonen  [59] or Martesson  [54]; or    the  term  case  study when 
documenting proof of concepts without methodical or data extraction descriptions [63]). 
The  second  limitation  concerns  the  lack  of  quantitative  or  qualitative  comparisons  with  existing 
methods.  The proposed methods  and  tools  that  are defined have not been  compared with  the  existing 
alternatives in the software architecture evaluation body of knowledge. There are various frameworks (see 
Section 2.1) with which  to classify software architecture evaluation methods; however,  there  is a  lack of 
empirical studies in which the authors analyze how the methods perform as compared with similar ones. 
The third limitation is in line with studies that have been performed in the Software Engineering field, 
such as  that by Sjøberg et al.  [72]. This work  claims  that only 20 out of 113  controlled experiments are 
replications. A replication is the repetition of an experiment to confirm findings or to ensure accuracy. There 
are  two  types  of  replications:  close  replications,  also  known  as  strict  replications  (i.e.,  replications  that 
attempt to keep almost all the known experimental conditions much the same or at least very similar), and 
differentiated replications (i.e., replications that introduce variations in essential aspects of the experimental 
conditions,  such  as  executions  of  replications  with  different  kinds  of  participants)  [52].  Both  types  of 
replications are necessary to achieve a greater validity of the results obtained from empirical studies. The 











after deployment)  [23],  [56],  [68]  taking  into  account multiple quality  attributes,  as  is  shown  in  various 















The purpose of ATAM  is  to assess  the consequences of architectural design decisions  in  the  light of 



















Finally,  the  outputs  of  ATAM  are:  i)  a  prioritized  statement  of  quality  attribute  requirements;  ii)  a 
mapping of approaches onto quality attributes; iii) a catalog of the architectural approaches identified and 





QuaDAI  is a generic,  integrated method for the derivation and  improvement of product architectures 
regardless the Architectural Description Language in which they are expressed or the domain. It is based on 
an artifact  (the multimodel  [41])  that  represents  the SPL viewpoints and a process  consisting of a  set of 
activities conducted by model transformations. QuaDAI has been designed by taking into account the weak 
points of existing architecture evaluation methods in order to improve their usability and effectiveness (e.g., 









permits  the definition of  relationships among model elements  in  those viewpoints, capturing  the missing 
information that the separation of concerns could lead to. 
The multimodel plays two different roles in SPL development: i) in the domain engineering phase, during 
which  the  core  asset  base  is  created,  the multimodel  explicitly  represents  the  relationships  among  the 
different  views;  ii)  in  the  application  engineering  phase,  during  which  a  final  product  is  derived,  the 






- The  architectural  viewpoint, which  contains  the  architectural  variability of  the  Product  Line 
architecture that realizes the external variability of the SPL expressed in the variability viewpoint. 
This variability can be defined on the different architectural viewpoints. It is expressed by means 
of  the  Common  Variability  Language  (CVL)  [60], which  is  a  generic  language  for  expressing 
variability on a modeling language. Its main element is the architectural variation point. 
- The quality viewpoint, which includes a quality model for SPL defined in [43]. This quality model 
extends  the  ISO/IEC 25000  standard  (SQuaRE)  [47],  thus providing  the quality assurance and 















functionality,  impacting  directly  on  the  quality  attributes.  Architectural  patterns  can  be 
represented as architectural transformations as a means to ensure the quality of the product 
architectures. 
The QuaDAI process  includes different activities  in which  the multimodel  is used  to drive  the model 
transformation processes  for  the derivation, evaluation and  improvement of product architectures  in SPL 
development. The activity diagram of the process supporting the approach is shown in Fig. 5(a). It consists of 
the following activities: 
- Product Architecture Derivation.  The  product  architecture  is  derived  from  the  product  line 




architectural  variation  points  should  be  resolved  in  the  product  architecture  is  made  by 
considering: i) the composition relationships between features and architectural variation points; 
ii) the impact relationships between architectural variation points and NFRs; and iii) the impact 
relationships  between  features  and NFRs.  The  transformation  generates  the  CVL  resolution 
model  that  is used  to generate  the  first version of  the candidate architecture,  through a CVL 
transformation  [40]. This activity comprises  the configuration of  the product,  the consistency 
  
checking of the configuration, taking into account the variability and quality constraints but also 








from  the  automotive  domain  that  comprises  the  safety  critical  embedded  software  systems 
responsible for controlling a car. Fig. 3 shows the product architecture derived from the product 
line  architecture  (shown  in  Fig.  2)  generated  by  the  Product Architecture Derivation  for  the 






- Product  Architecture  Evaluation.  In  the  second model  transformation  process,  the  Product 













architecture meets  the  latency  NFR  but  that  the  fault  tolerance  NFR  is  not  achieved,  and 
architectural transformations may thus be required. 
  
- Product  Architecture  Transformation.  Finally,  in  those  cases  in  which  the  non‐functional 
requirements cannot be achieved by exercising the architectural variability mechanisms in the 
third  activity,  the  Product  Architecture  Transformation  automatically  applies  pattern‐based 
architectural transformations to the product architecture. These architectural transformations 
can be applied to different architectural viewpoints, depending on the nature of the patterns 




introduces  the  relative  importance  of  each NFR  that  the  product must  fulfill  as  normalized 
weights  ranging  from 0  to 1 as external parameters when executing  the  transformation. The 
transformation process uses the relative importance of each NFR and the impact relationships 
among transformations and quality attributes to select the architectural transformation to be 
applied  in  order  to  improve  the  architecture  quality  attribute  levels.  These  architectural 
transformations may help achieving the NFRs. In the automotive example, if the architect selects 
both the latency and the fault tolerance as being of equal importance (i.e., with a weight of 0.5 
for each one)  the  transformation process will  select  the Triple Modular Redundancy pattern 










in  some cases  the  first candidate architecture may  imply  the positive  resolution of a  set of architectural 































The  architecture  of  the  ABS  System,  represented  through  its  Component  and  Connector  view  [21] 
expressed  in AADL  [34], was selected as experimental object O12, and  the Savi architecture,  represented 
through  the Deployment  view, was  selected  as  experimental  object O2. We  also  selected  a  set  of  four 
architectural patterns that can be applied to improve the quality attribute levels of interest for each of the 
software  architectures  from  two  pattern  catalogues  ([28]  for  the  automotive  domain  and  [57]  for  the 
emergency management domain). The corresponding selected patterns are intended to improve the specific 
NFRs  specified  in each experimental object. Some of  these architectural patterns may  impact on  several 
quality attributes of  interest,  so as  to  force  the  subjects  in performing  tradeoffs. The experimental  tasks 
include the evaluation of these quality attributes by means of two software metrics  in each experimental 
object before  and  after  applying  the  architecture  evaluation methods.  Table  1  shows  the details of  the 
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knowledge.  The  following  groups  of  participants  were  therefore  identified  in  order  to  facilitate  the 
generalization of results: 
- Undergraduate  students,  all  Computer  Science  students  at  the  Universitat  Politècnica  de 
València. These students attended the “Advanced Software Engineering” course from September 
2012  to  January  2013,  during  which  time  they  had  eight  hours  of  lectures  on  software 
architectures and architecture evaluation. 
- Master’s  students,  enrolled  on  the  Software  Engineering  Master’s  degree  program  at  the 
Universitat Politècnica de València. These students attended the “Quality of Web  Information 
Systems” course from February 2013 to July 2013. One of the main topics on this course is the 
quality  assurance  and  control  and  includes  more  than  eight  hours  of  theoretical  content 
concerning software architectures and architecture evaluation. 
- Undergraduate  students,  all  Computer  Science  students  at  the  Universitat  Politècnica  de 












since  neither  the  undergraduates  nor  the Master’s  students  had  a  previous  background  in  conducting 
architectural evaluations. 
4.3. Step 3: Experimental Tasks and Material 














 The  first  experimental  task  consisted  of  a  first measurement  of  the  architecture  to  check  the 
fulfillment of the NFRs described in the utility tree. This helps the participants to understand whether 





















 The  first experimental  task  consisted of a  first application of  the QuaDAI’s Product Architecture 
Evaluation activity, in which the participants performed a first measurement of the architecture to 





from 0  to 1. These values were  introduced by  the participant  in  the excel  file  that contains  the 
multimodel and that returns which pattern was selected based on that information.  


















architecture of each  system  and  the NFRs  to be  fulfilled;  and  iii)  gather  the data  from each 
experimental task. An excerpt of the architectural description contained on the booklet can be 
found in Appendix A.1.1. 
- Two  appendixes  (O1  and  O2)  containing  the  description  of  the  architectural  pattern  to  be 
applied. The description of each pattern contains its name, the context in which the pattern can 















calculations of each metric were partially automated. The participants had  to  fill  in  the data 
required by each metric (which was provided  in the booklet) and they then obtained the final 
result, which they had to evaluate. 
- Two  appendixes  containing  a  detailed  explanation  of  each  evaluation method  (QuaDAI  and 
ATAM). The QuaDAI appendix included guideline to help the participants in the definition of the 
importance of the quality attributes. 

















The  fourth  experiment  (UNIBAS)  was  an  external  replication  of  the  third  experiment  (i.e.,  UPV3) 
performed at the Università degli Studi della Basilicata in Italy so as to verify the findings obtained in the three 
previous experiments and to avoid any author bias that may have been present in the previous studies. 
























The  results  of  each  individual  experiment were  collected  using  the booklets  and  the  questionnaire 
containing  the  closed‐questions,  and  they were  then  analyzed.  For  testing  the  hypotheses we  applied 
parametric  one‐tailed  t‐tests  for  testing  these  variables  that  were  normally  distributed  and  the  non‐
  
parametric Mann Whitney test when the data was not normally distributed. For testing whether or not the 
data was normally distributed we  applied  the  Shapiro‐Wilk  test  since  in  each  individual  experiment  the 
sample size was less than 50 [24]. 
























Effectiveness  is  calculated by  applying  formula  (1)  to normalized  Euclidean distances, were ݌ is  the 
vector of NFRs’ values as obtained by the participant. The normalization is calculated by applying formula (2) 
to the Euclidean distances, which is calculated by applying formula (3) and returns a value ranging from 0 to 
1.  Formula  (3),  calculates  the  distance  between  two  n‐dimensional  vectors  of  NFRs  values,  ݌  and  ݍ 
Normalization is required to avoid the effects of the scales of the metrics that measure each NFR. The optimal 





ܧ݂݂݁ܿݐ݅ݒ݁݊݁ݏݏሺ݌ሻ ൌ 1 െ ܰ݋ݎ݉൫ܦሺ݌, ݋݌ݐ݈݅݉ܽሺܱܾ݆݁ܿݐሻ൯  (1) 
ܰ݋ݎ݉൫ܦሺ݌, ܱ݌ݐ݈݅݉ܽሺܱܾ݆݁ܿݐሻ൯ ൌ ܦሺ݌, ܱ݌ݐ݈݅݉ܽሺܱܾ݆݁ܿݐሻሻܯܽݔሺܱܾ݆݁ܿݐሻ   (2) 





For  example,  if  the  optimal  values  for  a  given  experiment  object  ௜ܱ  are ݍ ൌ 	 ሺ0.5, 50ሻ  and  a  given 
participant  obtains  an  architecture  whose  NFRs  are  ݌ ൌ 	 ሺ0.7, 51ሻ  the  Euclidean  distance  ܦ ൌ
ඥሺ0.7 െ 0.5ሻଶ ൅ ሺ51 െ 50ሻଶ ൌ 1.02.  If  the maximum distance  for  this specific experimental object  is 1.5; 
ܰ݋ݎ݉൫ܦሺ݌, ܱ݌ݐ݈݅݉ܽሺ ௜ܱሻ൯ ൌ 1.02 1.5ൗ ൌ 0.68  and  the  participants  effectiveness  is  calculated  as: ܧ݂݂݁ܿݐ݅ݒ݁݊݁ݏݏሺ݌ሻ ൌ 1 െ 0.68 ൌ 0.32.  
There are also three subjective dependent variables, which are based on the Technology Acceptance 
































Experimental  design:  The  experiment was  planned  as  a  balanced within‐participant  design with  a 
confounding  effect,  signifying  that  the  same  participants  applied  both methods with  both  experimental 
objects in a different order. We established four groups (each of which applied one method to one object) 
and the participants were randomly assigned to each group. 













G1 (n participants)  G2 (n participants) G3 (n participants) G4 (n participants)
1st Session  ATAM applied in O1  ATAM applied in O2 QuaDAI applied in O1 QuaDAI applied in O2








sessions  (Table 3 shows  the details  for each day). On  the  first day,  the participants were given complete 






between  participants was  allowed.  The  questions  that  arose  during  the  session were  clarified  by  those 
conducting the experiment. 
With regard to the data validation, we verified that one of the participants had not completed the 2nd 
session  and  that  it was  therefore  necessary  to  eliminate  this  data  point.  Since we  had  30  participants 
distributed in four groups, it was necessary to discard two participants (who did not represent outliers, they 


























4  The  control  questions  are  included  in  the  booklet  (which  is  available  at 

























- Participants  Selection:  The participants were  12  third‐year Computer  Science undergraduate 
students. They attended a “Software Engineering” course. 
- Experimental Tasks: we also  included a third NFR and a new software metric to be applied  in 
order to make the tradeoff more complex and less obvious. This also included a new NFR in the 
calculation of the effectiveness, following the expressions described in Section 5.1.1. 
- Experimental Material: The material was  translated  from Spanish  into English, which was  the 
language  in which  the  replication was  conducted. English was not  the mother  tongue of  the 
participants.  This  may  have  led  to  construct  and  external  validity  threats  because  of  the 
participants’ familiarity with the English language. However, all of the participants had to pass an 
English  language exam  to be enrolled  in  the  second year of  their Bachelor program, and  the 
participants’  knowledge  of  English  was  therefore  almost  homogenous,  thus  mitigating  the 
possible threats mentioned above. For the first time, the participants used the electronic version 
of the material rather than printed versions of the documents. 
The  preparation  and  execution  of  the  experiment  were  slightly  different  to  those  of  the  other 
experiments. A few days before the experiment sessions, the participants attended three training sessions 
(180 minutes  in  total).  In  the  first  session  (60 minutes),  software  architecture evaluation  concepts were 
presented, while ATAM and QuaDAI were introduced in the latter two training sessions, respectively. In order 
to better explain  the  software architecture evaluation approaches  that are  the object of our  study,  two 































collected  from  each  individual  experiment.  In  particular,  since  the  sample  size was  less  than  50,  it was 
necessary to apply the Shapiro‐Wilk test to check whether the data was normally distributed. The Shapiro‐
Wilk test allowed us to select the tests to be applied in order to check the hypotheses. When the data was 
















    UPV1 (N=56) UPV2 (N=32) UPV3 (N=72)  UNIBAS (N=24)
Mean SD Mean SD Mean SD  Mean SD
Effectiveness  QuaDAI  0.684 0.361 0.797 0.209 0.708 0.351  0.631 0.277
ATAM  0.626 0.388 0.461 0.448 0.462 0.404  0.297 0.285
Efficiency  QuaDAI  0.029 0.013 0.023 0.007 0.025 0.015  0.011 0.006
ATAM  0.019 0.018 0.014 0.015 0.015 0.014  0.006 0.007
Duration  QuaDAI  25.36 7.258 34.63 7.974 30.11 8.671  69.83 23.486
ATAM  31.11 9.154 39.19 11.356 33.03 9.032  73.17 29.735
Perceived Ease of Use  QuaDAI  3.98 0.876 4.312 0.714 3.59 0.659  2.667 1.054
ATAM  3.50 0.816 4.020 0.714 3.59 0.658  2.444 0.729
Perceived Usefulness  QuaDAI  3.804 0.832 4.167 0.860 4.07 0.498  3.569 0.329
ATAM  3.723 0.730 3.927 0.672 3.85 0.528  3.458 0.342
Intention to Use  QuaDAI  3.654 0.698 4.063 0.710 3.935 0.631  3.458 0.673






The  following  subsections  detail  the  analysis  of  each  dependent  variable  (Effectiveness,  Efficiency, 
Perceived Ease of Use, Perceived Usefulness and Intention to Use) and the hypotheses testing. 
6.1. Effectiveness 










t‐test was  then used  for  the verification of H1  in UNIBAS  since  it was normally distributed. The p‐values 
obtained for these tests were 0.906 for UPV1, 0.036 for UPV2, 0.003 for UPV3 and 0.008 for UNIBAS. These 
results therefore support the rejection of the null hypothesis H10 in experiments UPV2, UPV3 and UNIBAS (p‐





Fig.  8  shows  the  boxplots  for  the  efficiency  variable  per  participant  and  per  method  for  each 
experiment5. These boxplots show that QuaDAI was relatively more efficient than ATAM when evaluating the 





























a  test  value  equal  to  3  for  each method  separately  so  as  to  verify H3  for UPV1/QuaDAI, UPV1/ATAM, 
UPV2/QuaDAI  and  UPV3/ATAM,  since  the  Shapiro‐Wilk  test  evidenced  that  they  were  not  normally 






















UNIBAS/QuaDAI,  since  the  Shapiro‐Wilk  test  evidenced  that  they  were  not  normally  distributed  (p‐
value=0.001  for  UPV1/QuaDAI,  p‐value=0.008  for  UPV3/QuaDAI  and  finally  p‐value=0.005  for 
UNIBAS/QuaDAI). The two‐tailed t‐test with a test value equal to 3 (the Likert scale’s neutral value) was then 
used to verify H4 for UPV1/ATAM, UPV2/QuaDAI, UPV2/ATAM, UPV3/ATAM, and UNIBAS/ATAM, since they 
were normally distributed. The p‐values obtained  for  these  tests were 0.000  for UPV1/QuaDAI, 0.000  for 



















a  test  value equal  to 3  for each method  separately  so as  to  verify H5  for UPV1/QuaDAI, UPV2/QuaDAI, 
UPV3/QuaDAI  and  UPV3/ATAM,  since  the  Shapiro‐Wilk  test  evidenced  that  they  were  not  normally 




UPV1/QuaDAI,  0.000  for  UPV/ATAM,  0.001  for  UPV2/QuaDAI,  0.001  for  UPV2/ATAM,  0.000  for 
UPV3/QuaDAI, 0.000  for UPV3/ATAM, 0.003  for UNIBAS/QuaDAI, 0.059  for UNIBAS/ATAM. These  results 
  


















These  results may be  of  interest  to  the  software  architecture  community  in  general  and  to  novice 
architects  in  particular  (since  we  have  tested  its  utility  for  guiding  novice  architects  on  performing 
architectural evaluations) but also for researchers  in the area who want to replicate the experiments (the 






Experiment  Type of participants  Num. of participants  Hypotheses rejected 
UPV1  Undergraduate students  28 H20, H30, H40, H50 
UPV2  Master Students  16 H10, H20, H30, H40, H50 
UPV3  Undergraduate students  36 H10, H20, H30, H40, H50 










the  results were not  found  to be  statistically  significant. This may be owing  to  the  fact  that  in  the  first 
experiment the experimental object O2 was much easier than in experiment O1, and this may have affected 
this result (there were differences only in the experimental object O1, and these were not sufficient to lead 
to  the  statistical  significance). What  is more,  the differences  in  the UNIBAS experiment were even more 







With  regard  to  the Perceived  Ease of Use  variable  (see Table 4  and  Fig. 9), we  found  that QuaDAI 
achieved mean values higher than ATAM. In general, in all the experiment the mean values for PEOU were 
above the Likert neutral value established at 3 points (except in the UNIBAS experiment, where was found to 
be non‐statistically  significant).  In  the UNIBAS  experiment, Perceived Ease of Use was  found  to be non‐
statistically  significant  perhaps  due  to  the  fact  that  in  this  experiment  the  materials  were  not  in  the 
participants’ mother  tongue  –Italian‐, which may  have  influenced  the  subjective  variables  owing  to  the 
complexity of the questionnaire questions. We also observed that there was a slight difference between the 




















after  the  product  architecture  derivation  in  model‐driven  SPL  development  context.  According  to  the 
previously discussed results, we can conclude that QuaDAI can be considered as a promising approach with 
which  to perform product architecture evaluations  in model‐driven SPL development processes after  the 
architecture derivation. Feedback on how to improve the approach was also obtained (e.g., the difficulties 
that some participants had when assigning the relative importance to the set of NFRs or the possible reuse 













may originate  from different  settings and may be non‐homogeneous, a  standardized measure  should be 










to estimate  the effect size  for  the  family of experiments  is  to calculate  the correlation ̅ݎ weighted by  the 














̅ݎ ൌ ∑ ݎ௜ ∗ ௜ܰ∑ ௜ܰ   (5) 
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Variable  N  Significance Test of Homogeneity 
  
Global Effect Size 
(Weighted Mean r ̅)  Chi‐square  Degrees of freedom  Result (p‐value) 
Effectiveness  184 Medium (0.27197) Yes (p<0.001) 6,7648 3  Homogeneous (p=0,080)
Efficiency  184 Medium (0.32346) Yes (p<0.001) 0,4693 3  Homogeneous (p=0,926)
PEOU   QuaDAI  92 Large (0.70681) Yes (p<0.001) 47,0646 3  Heterogeneous (p<0.001)
ATAM  92 Large (0.55076) Yes (p<0.001) 51,4611 3  Heterogeneous (p<0.001)
PU   QuaDAI  92 Large (1.00000) Yes (p<0.001) 3,5851 3  Homogeneous (p=0,310)
ATAM  92 Large (0.98694) Yes (p<0.001) 27,6145 3  Heterogeneous (p<0.001)
ITU   QuaDAI  92 Large (0.93938) Yes (p<0.001) 36,8937 3  Heterogeneous (p<0.001)
ATAM  92 Large (0.87296) Yes (p<0.001) 17,4899 3  Heterogeneous (p<0.001)
The results of the cluster analysis, in which the effect size of each individual experiment is also analyzed, 












QuaDAI  ATAM  QuaDAI  ATAM  QuaDAI  ATAM 
UPV1  S (0.0146)  M (0.2684)  L (0.9622)  M (0.4374)  L (1.0000)  L (0.8079)  L (0.8880)  L (0.7684) 
UPV2  M (0.3678)  M (0.3585)  L (1.0000)  L (1.0000)  L (1.0000)  L (0.8011)  L (1.0000)  L (0.8273) 
UPV3  M (0.3502)  M (0.3230)  L (0.6584)  L (0.8495)  L (1.0000)  L (1.0000)  L (1.0000)  L (1.0000) 













There were no differences  in  the participants’ experience since none of them had any experience  in 
architecture evaluations. We confirmed this by asking the participants about their previous experience with 






on  the  other  hand  by monitoring  the  participants while  they  performed  the  tasks. However,  since  the 
experiment was designed  to  take place on more  than one day,  the participants might have been able  to 
exchange  information  during  the  time  between  the  sessions.  In  order  to  alleviate  this  situation  the 
participants were asked to return the material at the end of each session. 
The author’s bias may have  influenced  the results  in  the Spanish experiments  (i.e., UPV1, UPV2 and 
UPV3) since the training sessions were conducted by one author of the method. In these experiments, the 
author’s influence was alleviated by not disclosing the authorship of the QuaDAI method to the participants. 
































reliability  and  performance)  and  their  associated metrics,  that  had  also  the  same  complexity  (for  each 
experimental object one of the metrics was linear and the second was logarithmic/exponential). With regard 
to  the architectural patterns,  the domain experts  selected  four different patterns  for each experimental 
object with the intention of improving the NFRs of interest. 
With regard  to  the participant’s experience,  the experiments were conducted with students with no 
previous experience  in architectural evaluations, and who received only  limited training  in the evaluation 
methods.  However,  since  they  were  final  year  students  they  can  be  considered  as  novice  users  of 
architectural evaluation methods, and the next generation of practitioners [51]. The results could thus be 













were  applied during  the  quantitative  analysis  and  the  reliability  of  the  questionnaire. We  attempted  to 
alleviate this threat by using measures that are commonly applied in architecture evaluation and optimization 
techniques. In particular, the Effectiveness was measured using the Euclidean distance, which has commonly 
been used  to measure  the  goodness of  a  solution with  regard  to  a  set of opposed NFRs with different 
purposes (e.g., [26], [75]). The subjective variables are based on the Technology Acceptance Method (TAM), 
a well‐known and empirically validated model for the evaluation of information technologies [27]. 








Dependent Variable  UPV1  UPV2 UPV3 UNIBAS 
Perceived Ease of Use  Acceptable (0.824) Acceptable (0.890) Acceptable (0.738) Acceptable (0.748) 
Perceived Usefulness  Acceptable (0.870) Acceptable (0.898) Acceptable (0.758) Non‐Acceptable (0.011)




each  individual  experiment  when  extracting  the  data,  and  ensured  that  each  dependent  variable  was 




The  lack  of  integrated methods  to  support  the  derivation,  evaluation,  and  quality  improvement  of 
software  architectures  motivated  us,  in  a  previous  work,  to  propose  the  Quality‐Driven  Architecture 










participants perceived QuaDAI  to be  easier  to use, more useful  and more  likely  to be used  than ATAM 
(although again in the fourth experiment the differences in the perceived ease of use and intention to use 
were not  found  to be statistically significant, and  this was perhaps  influenced by  the  fact  that  in  the  last 
replication  the materials were  not  in  the  participants’ mother  tongue, which may  have  influenced  the 
subjective variables owing to the complexity of the questionnaire questions). The results were supported by 








of  our  knowledge,  this  is  the  first  empirical  study  to  provide  evidence  of  the  usefulness  of  a  software 






From a practical perspective, we are aware  that  this  study provides only preliminary  results on  the 
usefulness of QuaDAI as a software architecture evaluation method to be applied to architectures obtained 
(or not) as a result of the derivation of product architectures in model‐driven SPL development processes. 
Although  the  experimental  results  provided  good  results  as  regards  the  performance  of  our  software 
architecture evaluation method for model‐driven SPL development, these results need to be interpreted with 
caution  since  they  are only  valid within  the  context  established  in  this  family of  experiments.  It  is now 
necessary  to analyze whether  the  same  results will be obtained with more experienced participants and 





compare  QuaDAI,  to  set  up  two  well‐defined  experimental  objects  from  two  different,  representative 
domains,  together with an example  to  illustrate  the  training process. The experimental process had also 
taught us that, even though we ran pilot studies, experimental materials and experimental tasks need to be 
































































































ܮܽݐ݁݊ܿݕ	ܶ݅݉݁ ൌ ෍ ܮܽݐ݁݊ܿݕ ܶ݅݉݁ ሺܥ݋݉݌݋݊݁݊ݐሻ
஼௢௠௣௢௡௘௡௧௦ ௜௡ ௙௟௢௪
 




















effort  required  for  the  evaluation  of  software 
architecture. 
I believe that this method would  increase the time and 
effort  required  for  the  evaluation  of  software 
architecture. 
PU‐2  In general, the software architecture method is useful. In general, the software architecture method is useless.
PU‐3  I  believe that  this  software  architecture  evaluation 
method is useful as regards obtaining architectures that 
fulfill the quality requirements. 




required  to  detect  the  improvements  to  be made  to 
software architectures. 
I believe that this method lacks the mechanisms required 
to  detect  the  improvements  to  be made  to  software 
architectures. 










If  I need  to use a  software architecture method  in  the 
future, I do not believe that I will consider this method. 
ITU‐2  I believe that it would be easy to become skilled in using 
this method. 
I believe that It would be difficult  to become  skilled  in 
using this method. 
ITU‐3  I intend to use this method in the future. I have NO intention of using this method in the future.
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