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Abstract. In the present manuscript we consider the Boltzmann equation
that models a polyatomic gas by introducing one additional continuous vari-
able, referred to as microscopic internal energy. We establish existence and
uniqueness theory in the space homogeneous setting for the full non-linear
case, under an extended Grad assumption on transition probability rate, that
comprises hard potentials for both the relative speed and internal energy with
the rate in the interval (0, 2], which is multiplied by an integrable angular part
and integrable partition functions. The Cauchy problem is resolved by means
of an abstract ODE theory in Banach spaces, for an initial data with finite
and strictly positive gas mass and energy, finite momentum, and additionally
finite k∗ polynomial moment, with k∗ depending on the rate of the transition
probability and the structure of a polyatomic molecule or its internal degrees
of freedom. Moreover, we prove that polynomially and exponentially weighted
Banach space norms associated to the solution are both generated and propa-
gated uniformly in time.
1. Introduction
In this manuscript we consider a single polyatomic gas. The more complex struc-
ture of a molecule that may have more than one atom causes new phenomena at
the level of molecular collisions. In particular, besides the translational motion in
the physical space as in the classical case of monatomic elastic collisions, there ap-
pear possibilities of molecular rotations and/or vibrations, referred to as internal
degrees of freedom. Collisional kinetic theory captures this feature by introducing
the so-called microscopic internal energy of a molecule. Then, an elastic collision of
polyatomic gases means conservation of the total – kinetic plus internal – energy of
the two colliding molecules if binary interactions are taken into account.
Within the kinetic theory there is no unique way how to approach the micro-
scopic internal energy, which can be understood as a measure of deviation from
the classical case of a single monatomic gas. For example, in the semi-classical ap-
proach [19, 28, 42, 20], internal energy is assumed to take discrete values. The idea
is to prescribe one distribution function to each energy level, resulting in a system
of equations describing a gas. This model uses experimental data and is adequate
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for computational tasks. On the other hand, there exist continuous kinetic models
that take the another path – the idea is to introduce one additional variable, a
continuous microscopic internal energy, and to parametrize both molecular velocity
and internal energy, using the so-called Borgnakke-Larsen procedure, which leads
to one single Boltzmann equation [18, 23, 22]. Among continuous models, there
are subtle differences causing by the choice of a functional space as an environment
where physical intuition is provided, which are reflected on the structure of the
cross-section, as pointed out in [24].
Both semi-classical and continuous models abound with many formal results. For
instance, the Champan-Enskog method was developed in [1] for the semi-classical
models and recently in [10] for the continuous model from [23]. Many macroscopic
models of extended thermodynamics are derived starting from the continuous ki-
netic model [23]. In fact, the additional variable of internal energy fitted naturally
into the two hierarchies of moment equations for a polyatomic gas, as first observed
in [35, 36]. The maximum entropy principle was the main tool to close system of
equations corresponding to six and fourteen moments [38, 14, 34, 40], and to numer-
ically test those models [29]. An interesting reader can consult [39] and references
therein. In addition, the formal results spread to the mixture of polyatomic gases
[33, 11, 12], that may be reactive as well [13, 8].
Despite the great interest of research community, so far there is no any mathe-
matically rigorous result addressing polyatomic gas kinetic model. Our manuscript
contributes in this direction: we establish the existence and uniqueness theory for
the solution of the space homogeneous Boltzmann equation introduced in [18]. The
underlying assumption on the transition probability rate is of extended Grad type,
meaning that besides the positive power of relative speed, we need the very same
contribution of the internal energy. Moreover, the relative speed and internal en-
ergy are combined additively, and not multiplicatively as it was thought and used
in literature. Surprisingly enough, such a model of transition function perfectly
embeds into physical interpretation, providing the total agreement with the models
of extended thermodynamics and experimental data, as shown in [24].
The existence and uniqueness result is obtained by an application of the theory of
ODEs in Banach spaces [31], that has been successfully used in many frameworks,
such as mixture setting [25], polymers kinetic problems [3], quantum Boltzmann
equation for bosons in very low temperature [7] and the weak wave turbulence
models for stratified flows [27].
The present manuscript is also devoted to the study of norms in the Banach space
L1(R3×R+) associated to the solution of the time evolution problem for Boltzmann
equation in the space probability density functions defined over the classical metric
space R3 × R+, with both polynomial and exponential weighted, by following the
usual path established for the classical Boltzmann equation for the single elastic
monatomic gas model. This research starts with [21, 43] in the case of polynomial
moments and with [15] where the concept of exponential moments is presented, as
much the techniques for moments summability leading to the understanding of the
behavior of high energy tail with a Gaussian weigh associated to the solution of the
Boltzmann equation for hard spheres (i.e. power exponent γ = 1) and a constant
3angular part. These results were profounded in [17] for inelastic interactions and
non-Gaussian weighted moments, then in [26] to collision kernels for hard potentials
(i.e. γ ∈ (0, 1]) for any angular section with L1+-integrability. Further, generation
of exponential moments of order γ/2 with bounded angular section were shown in
[32]. New approach is taken in [4] based on partial sums summability techniques,
that extended the results to collision kernels for hard potentials with γ ∈ (0, 2] for
any angular section with just L1-integrability. In particular, exponential moments
of order γ are shown to generate in a finite time, while Gaussian moments propa-
gate if initially are finite, which holds independently of γ. Moreover, all these result
were generalized when the angular part is not integrable (in the angular non-cutoff
regime) [41, 30, 16, 37, 2].
A keypoint in this analysis consists in showing that dissipation is built in the
collision operator. This is manifested showing the decay of kth-polynomial moment
of the collision operator for a sufficiently large k, depending on the data that has
finite initial mass, energy and a moment of order k1+δ, with δ > 0, since, in our
notation k = 1 is the kinetic energy. This property is warranted by the control,
from above and below, of the transition rates associated to the velocity and internal
energy interactions laws. This approach requires detailed averaging over parameters
in a compact manifold that distributes scattering mechanism as functions of the
scattering angle over the sphere of influence of the interaction, as much as distributes
total energy to molecular variables.
In the classical case of a single monatomic gas, this result is known as sharp
Povzner Lemma by angular averaging over the sphere, introduced for the first time
in [15] for hard spheres in three dimensions and extended in [26] to variable hard
potentials in velocity dimension bigger or equal than three, and used in many results
for kinetic collisional binary transport in inelastic interactions theories, such as
granular flow [17], and gas mixtures [25]. This averaging on compact manifolds of
the transition rate functions only involves the moments of the positive contribution
to the Boltzmann flow dynamics, that means the moments associated to the gain
operator produce a dissipative mechanism for a large enough moment k, depending
on the collision law as much as on the transition probability functions. For a
classical single monatomic gas, dissipation has an immediate effect: the decay is
shown in the k-moment of the gain operator, for any k > 1, with k = 1 defining
the macroscopic gas energy, which is conserved since the local energies associated
the gain and loss operator balance to zero. Another example of this behavior was
recently shown by the authors in the gas mixture setting [25] corresponding to a
system of Boltzmann equations with disparate masses, with their corresponding
energy identity showing that the positive contribution of k-moments coming from
each gain operator associated to the system yields an analog dissipative effect, albeit
for k > k∗, with k∗ depending on the mass species ratios when taken by pairwise
interactions, and shown k∗ to grow with the disparateness of molecular masses.
In the present manuscript the order of moment k∗ at which the positive con-
tribution becomes submissive is identified by the smallest positive constant Ak∗ to
be characterized in Section 5, which depends on the averaging manifold Lemma
associated to the potential rate of the transition probabilities, on internal modes
of molecules, related to the complexity of molecular structure as much as on the
initial data.
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This strictly positive constant Ak∗ can be identified as the coercive factor associ-
ated to be Boltzmann flow for a probability distribution density f(·, t) in the Banach
space L1(R3 × R+), as a priori kth-moment estimates are sufficient to generate in-
finitely many Ordinary Differential Inequalities (ODIs) with a negative superlinear
term proportional to Ak∗ . Such a flow in Banach spaces in solvable globally in time.
In this sense, one can view Ak∗ as the analog to the role of coercive form associated
to elliptic and parabolic flows in continum mechanics models where coerciveness is
crucial for the existence and uniqueness theories in Sobolev spaces.
We stress out that condition on initial states exclude singular measures and does
not need entropy bounds. Yet the resulting construction of a unique solution in the
space on polynomial moments, secures entropy boundedness at any time, if initially
so.
The manuscript is organized as follows. First we introduce a kinetic model de-
scribing a polyatomic gas in Section 2, together with the notation and main def-
initions. Then in Section 3 we make precise sufficient properties for establishing
existence and uniqueness theory, which comprises assumption on the form of tran-
sition function as the additive form of relative speed and microscopic internal energy
with a potential γ ∈ (0, 2] multiplied by some factors, together with its upper and
lower bounds. Then in Section 4 we state and prove the two fundamental lemmas,
namely the Energy Identity Decomposition and the Polyatomic Compact Manifold
Averaging Lemma. These estimates identify the k∗ moment that will yield the
coercive constant Ak∗ . Section 5 deals with the statements and proofs to a priori
estimates for kth-moments of any order k ≥ kk∗ and defines the explicit form of
Ak∗ . These results enable us to identify an invariant region in which the collision
operator will satisfy all the properties needed for existence and uniqueness result
proved theory in Section 6 by means of solving an time evolution ODE in a suit-
able invariant region Ω in the Banach space L1(R3 × R+). Then, the solution of
the Boltzmann equation for polyatomic gases has a property of summability of mo-
ments that is expressed in the generation and propagation of exponential moments
in Section 7. Finally, the Appendix contains some technical results needed for the
theory.
2. Kinetic model for a polyatomic gas
In this Section we will describe the Boltzmann equation for a polyatomic gas. We
adapt the continuous approach, which introduces a single continuous variable I that
we call microscopic internal energy, supposed to capture all the phenomena related
to a more complex structure of a polyatomic molecule. The main feature is the
presence of internal degrees of freedom that a molecule undertakes on an interaction,
or collision. Besides the usual translational motion, a polyatomic molecule may
experience rotations and/or vibrations, referred to as internal modes.
At the microscopic level of collisions, such motions cause appearance of the mi-
croscopic internal energy, apart from the usual kinetic energy in the conservation
of energy law, under the assumption of elastic collisions. On the other side, at the
macroscopic level, internal modes reflect on the energy law as well. As in this man-
uscript, we restrict to polytropic gases (meaning that macroscopic internal energy
is linear with respect to the temperature), the caloric equation of state reads
e = D
k T
2m
, (2.1)
5where e is the internal energy, k the Boltzmann constant,mmass and T temperature
of the gas. The constant D is related to the degrees of freedom. In the classical
case for elastic interactions, only translation is taken into account, corresponding
to D taking the value of the space dimension and the kinetic collisional model
of the classical Boltzmann equation. In general D is determined by the sum of
the total degrees of freedom, translational as much as rotational and vibrational
motion associated to the collision. That means, in space dimension three, this
constant takes at least the value D = 3, which is the classical case for monatomic
gases modeled by the scalar Boltzmann equation, but for the polyatomic model the
constant D must be larger than the dimension of the space of motion, D > 3.
2.1. Collision modelling. The starting point is to model a collision process be-
tween two interacting molecules. We suppose that a colliding pair of molecules have
velocities and microscopic internal energies (v′, I ′), (v′∗, I
′
∗) ∈ R3× [0,∞) before the
interaction, that became (v, I) and (v∗, I∗), respectively, after such interaction. Un-
der the assumption of elastic interactions, these quantities are linked through the
conservation laws of local momentum and total (kinetic + microscopic internal)
molecular energy, namely,
v + v∗ = v
′ + v′∗,
m
2
|v|2 + I + m
2
|v∗|2 + I∗ = m
2
|v′|2 + I ′ + m
2
|v′∗|2 + I ′∗.
(2.2)
It is often more convenient to work in the center of mass reference frame by the
introduction of center of mass V and relative velocity u as follows
V :=
v + v∗
2
, u := v − v∗. (2.3)
Then, the total molecular energy law from (2.2) can be simply written by
m
4
|u|2 + I + I∗ = m
4
|u′|2 + I ′ + I ′∗ =: E. (2.4)
since clearly conservation of local momentum implies conservation of center of mass
velocity
V = V ′. (2.5)
Collisional laws express pre-collisional quantities v′, I ′, v′∗, I
′
∗ in terms of the post-
collisional ones. This is achieved via a parametrization of local conservation equa-
tions (2.2), according to the Borgnakke-Larsen procedure. To this end, we focus on
energy (2.4) and first introduce a parameter R ∈ [0, 1] that distributes local energy
proportion of the total energy E into a pure kinetic part RE and a pure internal
part of energy, proportional to (1−R)E, according to
m
4
|u′|2 = RE, I ′ + I ′∗ = (1−R)E.
In addition, we set a parameter r ∈ [0, 1] to distribute the proportion of total
internal energy (1 − R)E to each interacting states corresponding to the incoming
molecular internal energy pair I ′, I ′∗ as follows
I ′ = r(1 −R)E, I ′∗ = (1− r)(1 −R)E. (2.6)
Finally, we introduce the classical scattering direction associated to classical colli-
sional elastic theory, σ ∈ S2, in order to parametrize pre-collisional relative molec-
ular velocity u′,
u′ = |u′|σ = 2
√
RE
m
σ. (2.7)
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We note that this relation holds for a classical monatomic single species model in
the absence of internal energy modes for which |u′| = |u|.
This representation introduces the fundamental set of coordinates in center of
mass and the pure kinetic energy. The last equation together with moment conser-
vation law from (2.2) yields expressions for velocities,
v′ = V +
√
RE
m
σ, v′∗ = V −
√
RE
m
σ. (2.8)
2.2. The collision transformation. The first step in modelling the collision oper-
ator is to study transformation from post- to pre-collisional quantities. In particular,
we need to compute Jacobian of this transformation, in order to ensure invariance
of the measure appearing in the weak form of collision operator.
Lemma 2.1. The Jacobian of transformation
T : (v, v∗, I, I∗, r, R, σ) 7→ (v′, v′∗, I ′, I ′∗, r′, R′, σ′), (2.9)
where velocities v′ and v′∗ are defined in (2.8), energies I
′ and I ′∗ in (2.6), and
r′ =
I
I + I∗
=
I
E − m4 |u|2
, R′ =
m |u|2
4E
, σ′ =
u
|u| , (2.10)
is given by
JT =
(1−R)R1/2
(1 −R′)R′1/2 =
(1−R) |u′|
(1−R′) |u| . (2.11)
The proof of this Lemma can be found in Appendix A.
For later purposes we also prove the following Lemma, which finds a function
invariant with respect to the collision process that contains the factor IαIα∗ , crucial
for polyatomic modelling. As we will see, α will be related to the degrees of freedom
D from macroscopic caloric equation of state (2.1).
We first introduce the following functions, referred by partition functions for the
kinetic-internal energy split, and internal molecular energy split, respectively, given
by
ϕα(r) := (r(1 − r))α, ψα(R) := (1−R)2α, (2.12)
which ensure the expected invariance property for the conservative polyatomic gas
model.
Lemma 2.2. Let functions ϕα(r) and ψα(R) be from (2.12). The following invari-
ance holds
IαIα∗ ϕα(r)ψα(R) = I
′αI ′α∗ ϕα(r
′), ψα(R
′),
for any power α ∈ R, where the involved quantities are linked via the mapping (2.9).
Proof. We first write
r(1 −R) = I
′
E
, I = r′(1−R′)E, (1− r)(1 −R) = I
′
∗
E
, I∗ = (1− r′)(1−R′)E,
so that
r(1 −R) I (1 − r)(1 −R) I∗ = I ′ r′(1 −R′) I ′∗ (1− r′)(1−R′).
To conclude the proof, it remains to raise this equation to the power α. 
72.3. The Boltzmann collision operator for binary polyatomic gases. In
this manuscript, we follow the definition of collision operator from [18]. Then the
natural working functional framework for the evolutions of probability densities is
the Banach space L1(R3)× L1(R+) in the variables v and I.
This Boltzmann type collision operator, written in strong form, is modeled by
the bilinear non-local form
Q(f, g)(v, I) =
∫
∆×K
(
f ′ g′∗
(
I I∗
I ′ I ′∗
)α
− fg∗
)
× B (1−R)R1/2 ϕα(r)ψα(R)dR dr dσdI∗ dv∗, (2.13)
α > −1, with functions ϕα(r), ψα(R) from (2.12). The region of integration is
∆×K, where ∆ denotes the unbounded regions of definition of molecular velocity v
and internal energy I, andK a compact manifold embedded in the four dimensional
space, that is,
∆ := R3 × [0,∞), and K := [0, 1]2 × S2 . (2.14)
We have used standard abbreviations f ′ := f(v′, I ′), g′∗ := g(v
′
∗, I
′
∗), f := f(v, I),
g∗ := g(v∗, I∗).
The transition probability rates are, in part, quantified by probability measures
denoted by
B := B(v, v∗, I, I∗, R, r, σ) ≥ 0, (2.15)
that are assumed to be invariant with respect to the following two changes of vari-
ables
(v, v∗, I, I∗, R, r, σ)↔ (v′, v′∗, I ′, I ′∗, R′, r′, σ′), (2.16)
(v, v∗, I, I∗, R, r, σ)↔ (v∗, v, I∗, I, R, 1− r,−σ), (2.17)
which secures microreversibility. That means the transition function B is invariant
for such exchange of state satisfying
B(v, v∗, I, I∗, R, r, σ) = B(v′, v′∗, I ′, I ′∗, R′, r′, σ′) = B(v∗, v, I∗, I, R, 1− r,−σ).
(2.18)
Besides these usual assumptions on the transition function B, we will have some
additional ones, as stated in the Section 3.1 below.
It is worthwhile to rewrite strong form (2.13) in a different manner,
Q(f, g)(v, I) =
∫
∆×K
(
f ′ g′∗
(I ′ I ′∗)
α −
fg∗
(I I∗)
α
)
× B (1 −R)R1/2 ϕα(r)ψα(R)IαIα∗ dR dr dσdI∗ dv∗, (2.19)
obtained by just pulling out the factor (I I∗)
α
from the gain term.
We explain a role of each term involved in the definition of collision operator
(2.13) or equivalently (2.19). First, renormalization of a distribution function f
by the factor Iα will allow to obtain a correct macroscopic energy law from (2.1),
and we shall see below that there is a link between α and degrees of freedom D
introduced in (2.1). Because of the additional factor (I I∗)
α we need to incorporate
functions ϕα(r) and ψα(R) in order to have invariance property by virtue of the
Lemma 2.2. Finally, term (1 − R)R1/2 is coming from the Jacobian of collision
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transformation computed in the Lemma 2.1, which ensures good definition of the
weak form.
Remark 1. It should be noted that the transition probability rate form (2.15) is a
more general form than a differential cross section, which is the usual expression for
classical elastic collisional theory given by just |u| b(uˆ · σ) in three dimensions. In
this work, the form of B may not only include such differential cross section factor,
but also needs to include other factors in order to obtain an invariant measure that
describes the transition states (2.16) and (2.17) involving internal energies that
characterized the modeling of polyatomic gasses. Because of this fact, we refer to
Bϕα(r)(1 −R)R1/2ψα(R)Iα∗ Iα as the transition probability rate form.
In addition, the roll of this factor in the Boltzmann collisional theory is crucial
for the theory of existence and uniqueness, as much as decay rates to equilibrium.
2.4. Weak form of collision operator. We first describe an invariant measure
which ensures well defined weak form of the collision operator, by means of the
following Lemma.
Lemma 2.3. For any α > −1, the following measure is invariant with respect to
the changes (2.16)-(2.17)
dA = B(v, v∗, I, I∗, R, r, σ)ϕα(r) (1 −R)R1/2ψα(R) IαIα∗ dσdrdRdI∗dIdv∗dv.
(2.20)
Proof. The proof for (2.16) easily follows using invariant properties of the transition
probability rate associated to B, Lemma 2.2 and Jacobian of the collision transfor-
mation from Lemma 2.1. On the other hand, invariance (2.17) clearly holds. 
Lemma 2.4. For any test function χ(v, I) that makes the following left hand side
finite, the collision operator (2.13) takes the following weak form∫
∆
Q(f, g)(v, I)χ(v, I) dI dv
=
1
2
∫
∆2×K
fg∗ (χ(v
′, I ′) + χ(v′∗, I
′
∗)− χ(v, I)− χ(v∗, I∗)) dA,
× B dσ ϕα(r)dr (1−R)R1/2 ψα(R)dR dI∗ dv∗dI dv
=
1
2
∫
∆2×K
fg∗
(II∗)α
(χ(v′, I ′) + χ(v′∗, I
′
∗)− χ(v, I)− χ(v∗, I∗)) dA, (2.21)
with the measure dA from (2.20).
Proof. We integrate the collision operator (2.13) against a suitable test function
χ(v, I) with respect to v and I variables and then perform changes of variables
(2.16) and (2.17). Using invariance properties of the measure dA (2.20) stated in
Lemma 2.3, we obtain∫
∆
Q(f, g)(v, I)χ(v, I)dI dv
=
∫
∆2×K
fg∗
Iα Iα∗
(χ(v′, I ′)− χ(v, I)) dA
=
∫
∆2×K
fg∗
Iα Iα∗
(χ(v′∗, I
′
∗)− χ(v∗, I∗)) dA,
which yields desired estimate (2.21). 
92.5. The Boltzmann equation. In order to describe a polyatomic gas, list of
arguments of a distribution function is extended by microscopic internal energy I,
i.e. we take
f := f(t, v, I).
The evolution of f is governed by the Boltzmann equation
∂tf = Q(f, f)(v, I), (2.22)
where collision operator is written in (2.13) or equivalently (2.19).
2.6. H-theorem. A natural dissipative quantity that is minimized at the statistical
equilibrium is usually given by the concept of entropy in the associated evolution of
the probability density function, solutions to the associated Boltzmann equation for
binary polyatomic gases. In this case, as in the classical case of elastic monatomic
gases, such quantity is is given by the entropy functional, written in the space space
homogeneous setting,
H(f)(t) :=
∫
∆
f(t, v, I) log(f(t, v, I)I−α) dIdv . (2.23)
Then, by means of the weak formulation associated to the equation (2.22) defined
above, the evolution of the entropy (2.23) is obtained when multiplying both sides of
equation (2.22) by log(f(t, v, I)I−α) and integrating with respect to the pair v and
I. This results in the associated entropy production functional D(f)(t) associated
to the Boltzmann collision operator for binary polyatomic gasses, that is
D(f)(t) :=
∫
∆
Q(f, f)(t, v, I) log(f(t, v, I, )I−α) dIdv . (2.24)
The following theorem focuses on the properties of this entropy dissipation func-
tional.
Theorem 2.5 (The H-theorem). Let the transition function B be positive function
almost everywhere, and let f ≥ 0 such that the collision operator Q(f, f) and entropy
production D(f) are well defined. Then the following properties hold
i. Entropy production is non-positive, that is
D(f) ≤ 0.
ii. The three following properties are equivalent
(1) D(f) = 0 for all v ∈ R3, I ∈ R+,
(2) Q(f, f) = 0 for all v ∈ R3, I ∈ R+,
(3) There exists n ≥ 0, U ∈ R3, and T > 0, such that the unit mass
renormalized Maxwellian equilibrium for polyatomic gases is
Meq(v, I) =
n
Z(T )
(
m
2πkBT
)3/2
Iα e−
1
kT (
m
2 |v−U(t)|
2+I), (2.25)
where Z(T ) is a partition (normalization) function
Z(T )(t) =
∫
[0,∞)
Iαe−
I
kT (t) dI = (kT (t))α+1Γ(α+ 1),
with Γ as gamma function.
The proof can be found in [18].
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2.7. Functional space. We first introduce the Lebesgue weight associated to the
velocity v ∈ R3 and microscopic internal energy I ∈ R+
〈v, I〉 =
√
1 +
1
2
|v|2 + I
m
, (2.26)
which is independent of mass units. We will look for a solution of the Boltzmann
equation (2.22) in the Banach space weighted polynomially in terms of this Lebesgue
weight, without assuming the initial entropy (2.23) to be bounded. More precisely,
we define
L1k =
{
f measurable :
∫
∆
|f(v, I)| 〈v, I〉2k dIdv <∞, k ≥ 0
}
, (2.27)
with the range of integration ∆ = R3 × [0,∞) from (2.14). Its associated norm is
‖f‖L1k =
∫
∆
|f(v, I)| 〈v〉2k dIdv. (2.28)
We recall the monotonicity property for norms weighted with (2.26),
‖f‖L1k1 ≤ ‖f‖L1k2 whenever 0 ≤ k1 ≤ k2. (2.29)
When we refer to the distribution function, the norm (2.28) is called the poly-
nomial moment, as the following Definition 2.6 precises.
Definition 2.6. Polynomial moment of order k ≥ 0 associated to the distribution
function f ≥ 0 is defined with
mk[f ](t) =
∫
∆
f(t, v, I) 〈v, I〉2k dI dv,
with the Lebesgue weight from (2.26).
In this manuscript, we will study exponentially weighted L1-norms, as well.
Definition 2.7. Exponential moment for distribution function f or its exponential
weighted L1−norm of a rate β > 0 and an order s, 0 < s ≤ 1, is defined by
Es[f ](β, t) =
∫
∆
f(t, v, I) eβ〈v,I〉
2s
dI dv. (2.30)
In the following Section, we provide a physical interpretation to some polynomial
moments.
2.8. Macroscopic observables. We first note that for certain test functions weak
form (2.21) annihilates. This is encoded in the collision conservation laws (2.2).
Namely, the following Lemma holds.
Lemma 2.8. The collision invariants for the collision operator (2.13), i.e. func-
tions χ(v, I) for which the weak form (2.21) annihilates∫
∆
Q(f, g)(v, I)χ(v, I) dI dv = 0,
are linear combination of the following functions
χ1(v, I) = m, χk(v, I) = mvk, k = 1, 2, 3, χ5(v, I) =
m
2
|v|2 + I.
11
Macroscopic observables are defined as moments of the distribution function f
against the collision invariants, more precisely, we define mass density ρ, momentum
density ρU and total energy density ρ2 |U |2 + ρ e of a polyatomic gas as
ρ =
∫
∆
mf dI dv, ρU =
∫
∆
mvf dI dv,
ρ
2
|U |2 + ρ e =
∫
∆
(m
2
|v|2 + I
)
f dI dv.
Let us highlight relation between collision invariants and the Lebesgue weight (2.26),
〈v, I〉2 = 1
m
(χ1 + χ5) .
Therefore, polynomial moment multiplied by mass, mmk(t), for k = 0 is interpreted
as gas mass density, while for k = 1 we get mass density plus total energy density
of the gas,
mm0 = ρ, mm2 = ρ+
ρ
2
|U |2 + ρ e.
Moreover, if f solves the Boltzmann equation (2.22), then integration against
collision invariants yields macroscopic conservation laws,
∂tρ = 0, ∂tρU = 0, ∂t
(ρ
2
|U |2 + ρ e
)
= 0.
We can finally find connection with the caloric equation of state for a polytropic
gas (2.1). By introducing the peculiar velocity c = v−U , we can define the internal
energy density,
ρ e =
∫
∆
(m
2
|c|2 + I
)
f dI dv.
In equilibrium, when distribution function has a shape of local Maxwellian (2.25)
internal energy takes the form
ρ e =
(
α+
5
2
)
n k T. (2.31)
Now relation to caloric equation of state for a polytropic gas (2.1) becomes evident.
Then we can connect D from (2.1) and α from (2.31), that also appears in the
definition of collision operator (2.13),
α =
D − 5
2
.
Since for polyatomic gases D > 3, we obtain the overall condition α > −1. We
recall that α = −1 corresponds to a monatomic gas (D = 3), when we obtain the
classical relation ρ e = (3/2)nkT .
3. Sufficient properties for existence and uniqueness theory
In this Section we describe sufficient tools needed to build the Existence and
Uniqueness theory be presented in Section 6. Namely, at the first place we choose an
appropriate transition function B that corresponds to an extended Grad assumption.
Then we prove essential estimates, upper and lower bounds for such a transition
function. Moreover, we find relevant physical examples, namely the three models
for B, that satisfy the imposed conditions. With these estimates on the transition
function, we are going to have a priori estimates for any solution of the Boltzmann
equation for polyatomic gases in L1k∗ for k∗ determined by the conditions of Lemma
3.3 and the bounds for transition functions B. Finally, we define an invariant
region Ω ⊂ L11 for the Boltzmann equation, in which the collision operator Q :
Ω→ L11 satisfies (i) Ho¨lder continuity, (ii) Sub-tangent and (iii) one-sided Lipschitz
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conditions. These are sufficient conditions to obtain existence and uniqueness of a
global in time solution with a regularity to be described in Section 6.
3.1. Transition function B. In this manuscript, we want to keep the transition
function B as general as possible in order to allow our kinetic model to cover a
broad class of physical interpretations.
One of the essential ingredients for building existence and uniqueness theory is an
assumption on transition function B, that quantify the collision frequency through
scattering mechanisms and partition functions as a function of the total molecular
energy (2.4). To that end, apart from its positivity and micro-reversibility require-
ments stated in (2.18), we assume the following minimal mathematical requirements
to ensure existence and uniqueness properties associated to the initial value problem
for the Boltzmann equation for binary interaction of polyatomic gases as defined in
(2.22).
Assumption 3.1 (The form of the transition function B). Let B˜ = B˜(v, v∗, I, I∗)
be defined as
B˜(v, v∗, I, I∗) := |u|γ +
(
I + I∗
m
)γ/2
, u := v − v∗, γ ∈ (0, 2]. (3.1)
We assume that the transition function B := B(v, v∗, I, I∗, r, R, σ) satisfies the fol-
lowing extended Grad assumption for collision kernels,
dlbγ (r) e
lb
γ (R) b(uˆ · σ) B˜ ≤ B ≤ dubγ (r) eubγ (R) b(uˆ · σ) B˜, (3.2)
for every v, v∗ ∈ R3, I, I∗, r, R ∈ [0, 1], σ ∈ S2, uˆ = u/ |u|, where functions b,
dubγ (r), d
lb
γ (r), e
ub
γ (R), and e
lb
γ (R) satisfy the following integrability conditions,
(1) the angular function b is integrable
b(uˆ · σ) ∈ L1(S2; dσ), (3.3)
(2) functions dubγ (r) and d
lb
γ (r) are integrable with respect to the measure ϕα(r)dr,
with ϕα(r) from (2.12), more precisely
dubγ (r)ϕα(r), d
lb
γ (r)ϕα(r) ∈ L1([0, 1]; dr), (3.4)
and additionally
dubγ (r) = d
ub
γ (1− r), dlbγ (r) = dlbγ (1− r),
which ensures the second microreversibility property (2.18),
(3) functions eubγ (R) and e
lb
γ (R) are integrable with respect to the measure ψα(R)(1−
R)R1/2dR, where ψα is introduced in (2.12), namely
eubγ (R)ψα(R)(1 −R)R1/2, elbγ (R)ψα(R)(1 −R)R1/2 ∈ L1([0, 1]; dR). (3.5)
Note that assumption 3.1 stresses the transition probability associated to the
differential cross section is an extended Grad assumption for hard potentials with
a dependance to the internal energy exchange which characterizes polyatomic colli-
sional gas models. As such, the assumption of transition function B will be shown
to be achievable for at least three choices of models of B(v, v∗, I, I∗, r, R, σ) satisfy-
ing conditions (3.1-3.5), that are sufficient to rigorously prove the existence of finite
upper and strictly positive lower bounds sufficient for solving the Cauchy problem
associated to a natural Banach space defined by (2.27) with a natural norm char-
acterized by the Lebesgue weight function (2.26) and norm by (2.28). Such upper
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and lower estimates must allow the control infinity system of ordinary Differential
Inequalities (ODI) associated to solutions to the initial value problem (2.22) uni-
formly in time. This strategy is rather elaborated and shall be presented in several
steps.
We first start by stating the following two lemmas, whose proofs can be found in
the Appendix C–D.
Lemma 3.2 (Upper bound). For any γ ∈ (0, 2] the following inequality holds
|v − v∗|γ +
(
I + I∗
m
)γ/2
≤ 2 3γ2 −1 (〈v, I〉γ + 〈v∗, I∗〉γ) , (3.6)
for v, v∗ ∈ R4 and I, I∗ ∈ [0,∞).
Lemma 3.3 (Lower bound). Let γ ∈ [0, 2]. For some function 0 ≤ {f(t)}t≥0 ⊂ L11
we assume that it satisfies
c ≤
∫
∆
f(t, v, I)dI dv ≤ C, c ≤
∫
∆
f(t, v, I)
(
1
2
|v|2 + I
m
)
dI dv ≤ C,∫
∆
f(t, v, I) v dI dv = 0, (3.7)
for some positive constants c and C. Assume also boundedness of the moment∫
∆
f(t, v, I)
(
1√
2
|v|+
√
I
m
)2+λ
dI dv ≤ B, λ > 0. (3.8)
Then there exists a constant clb > 0 which depends on constants c, C, B, λ and γ
from the assumptions (3.7)-(3.8) above such that∫
∆
f(t, w, J)
(
|v − w|γ +
(
I + J
m
)γ/2)
dJ dw ≥ clb 〈v, I〉γ . (3.9)
In the proof of this Lemma 3.3 given in the Appendix D, the constant clb is
constructed, and its explicit formula can be found in (D.10).
Remark 2. We observe that conditions (3.4) and (3.5) involve the weighted av-
erages of the factors dlbγ (r) and d
ub
γ (r) product to the partition function for the
molecular energy ϕα(r); as well as e
lb
γ (R) and e
ub
γ (R) product to the partition func-
tion for the split of kinetic and internal energy ψα(R); respectively. We introduce
the short hand notation to these averages by defining the following constants,
clbγ,α :=
∫ 1
0
dlbγ (r)ϕα(r)dr, C
lb
γ,α :=
∫ 1
0
elbγ (R)ψα(R)(1−R)R1/2dR,
cubγ,α :=
∫ 1
0
dubγ (r)ϕα(r)dr, C
ub
γ,α:=
∫ 1
0
eubγ (R)ψα(R)(1−R)R1/2dR.
(3.10)
3.2. Models for transition function B. Next we propose three different choices
of the transition function B and prove that each choice satisfies all conditions on
Assumption 3.1. We also focus our attention to the multiplicative factors depending
on r and R, to the term b(uˆ · σ) B˜, in the upper and lower bounds of B from (3.2).
For each choice of the extended Grad decomposition that follows we specify func-
tions dubγ (r), d
lb
γ (r), e
ub
γ (R) and e
lb
γ (R) that, not only fulfill the integrability con-
ditions, but also provide explicit expressions for controlling constants, from above
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and below (3.10). These integrals are used in the Section 3. Here we calculate the
constants (3.10) only in the first example.
3.2.1. Model 1 (The total energy). We first consider the total energy in the relative
velocity-center of mass velocity framework, that is
B(v, v∗, I, I∗, r, R, σ) = b(uˆ · σ)
(m
4
|v − v∗|2 + I + I∗
)γ/2
, γ ∈ (0, 2]. (3.11)
Then B is of the form (3.2) with
dlbγ (r) = d
ub
γ (r) = 1, e
lb
γ (R) = m
γ/22−(γ/2+1), eubγ (R) = m
γ/2,
as proven is in the Appendix B.1.1, B.2.1. Therefore, using (2.12), performing the
integration to calculate the constants (3.10) by means of the Gamma function, for
this Model 1 it follows
clbγ,α = c
ub
γ,α =
Γ(α+ 1)2
Γ(2α+ 2)
, Clbγ,α = m
γ/2 2−(γ/2+1)
√
πΓ(2α+ 2)
2Γ
(
2α+ 72
) ,
Cubγ,α = m
γ/2
√
πΓ(2α+ 2)
2Γ
(
2α+ 72
) , (3.12)
for α > −1, where Γ represents the Gamma function.
3.2.2. Model 2 (kinetic and microscopic internal energy detached). In this model,
we split kinetic and microscopic internal energy for the colliding pair of particles,
by using parameter R ∈ [0, 1],
B(v, v∗, I, I∗, r, R, σ) = b(uˆ·σ)
(
Rγ/2|v − v∗|γ + (1−R)γ/2
(
I + I∗
m
)γ/2)
, (3.13)
for γ ∈ (0, 2]. As proven in the appendix sections B.1.2 and B.2.2, this model
satisfies the form (3.2), with
dlbγ (r) = d
ub
γ (r) = 1, e
lb
γ (R) = min{R, (1−R)}γ/2, eubγ (R) = max{R, (1−R)}γ/2.
(3.14)
Another possible choice is
dlbγ (r) = d
ub
γ (r) = 1, e
lb
γ (R) = R
γ/2(1−R)γ/2, eubγ (R) = 1.
3.2.3. Model 3 (kinetic and particle’s microscopic internal energies detached). In
this model we separate kinetic and microscopic internal energy with the parameter
R ∈ [0, 1]. Furthermore, internal energy is divided among colliding particles with
the help of parameter r ∈ [0, 1]. More precisely, we consider,
B(v, v∗, I, I∗, r, R) = b(uˆ · σ)
(
Rγ/2|v − v∗|γ
+
(
r(1 −R) I
m
)γ/2
+
(
(1− r)(1 −R)I∗
m
)γ/2)
, (3.15)
for γ ∈ (0, 2]. Then the form (3.2) is satisfied with
dlbγ (r) = min{r, (1− r)}γ/2, dubγ (r) = 1,
eubγ (R) = 2
1−γ/2max {R, (1−R)}γ/2 , elbγ (R) = min{R, (1−R)}γ/2, (3.16)
or with
dlbγ (r) = r
γ/2(1− r)γ/2, dubγ (r) = 1, eubγ (R) = 21−γ/2, elbγ (R) = Rγ/2(1−R)γ ,
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as shown in B.1.3 and B.2.3.
This Model 3 for the transition function B is of particular importance for es-
tablishing macroscopic moments models starting from the Boltzmann equation.
Namely, in [24] it is shown that the six moments model with this transition function
provides a source term which satisfies the macroscopic residual inequality on the
whole range of six moments model validity, that provides the total agreement with
the extended thermodynamics theory of six moments, as one of the rare systems
admitting a non-linear or far from equilibrium closure of the governing equations
using the entropy principle. Moreover, for this model 3 of the transition function
B, the macroscopic fourteen moments model achieves the matching with experi-
mental data as well. More precisely, [24] shows that the model 3 yields transport
coefficients (shear and bulk viscosities and heat conductivity) that provide both ex-
perimentally measured dependence of the shear viscosity upon temperature and the
Prantdtl number which coincides with its theoretical value at a satisfactory level.
This remarkable success lies in the new additive form of the transition function that
we propose in (3.1), instead of the multiplicative one used so far in the literature.
4. Fundamental lemmas
In this Section we prove two fundamental lemmas, that should be used sequen-
tially, as they are presented.
All of them are motivated by the search of a proof showing that k-th polynomial
moment of the solution will satisfy an ODI with a negative superlinear term, that
is
d
dt
mk[f ](t) =
∫
∆
Q(f, f)(v, I) 〈v, I〉2kdIdv ≤ −Akm1+
γ/2
k
k +Bkmk,
for large enough k to be precise later, where the constant Ak is strictly positive, that
depends on the transition probability and partition functions, is the analogue to a
coercive constant in the classical theory for diffusion type equations in continuum
mechanics, where the control of the energies or suitable Banach norms is done in
Sobolev spaces, while in the framework of statistical mechanics the suitable norms
are non-reflexive Banach spaces, as in this case L1k.
We first define the total energy of the two colliding molecules using the Lebesgue
weight (2.26).
Definition 4.1 (The total energy in the Lebesgue weight form). Let v′, v′∗, I
′ and
I ′∗ be functions of v, v∗, I, I∗, r, R and σ as given in (2.8) and (2.6). Then we
define the total energy in the Lebesgue weight (2.26) form as follows
E〈〉 := 〈v, I〉2 + 〈v∗, I∗〉2 = 〈v′, I ′〉2 + 〈v′∗, I ′∗〉2 = 2 + |V |2 +
E
m
,
with E from (2.4).
In order to encode behavior of a polyatomic gas, we first need to understand
energy recombination during a collision process, using transformations (2.8) and
(2.6). This knowledge is crucial for expressing pre-collisional quantities 〈v′, I ′〉2 and
〈v′∗, I ′∗〉2 in terms of particular partitions of the total energy, as shows the following
Lemma.
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Lemma 4.2 (Energy Identity Decomposition). Let v′, v′∗, I
′ and I ′∗ be defined
in collision transformations (2.8) and (2.6). There exists convex conjugate factors
p = p(v, v∗, I, I∗, r, R) and q = q(v, v∗, I, I∗, r, R), i.e. p + q = 1, and a function
s = s(v, v∗, I, I∗, r, R) such that the following representation holds
〈v′, I ′〉2 = E〈〉
(
p+ sVˆ · σ
)
, 〈v′∗, I ′∗〉2 = E〈〉
(
q − sVˆ · σ
)
.
Moreover, this representation preserves the total molecular energy,
〈v′, I ′〉2 + 〈v′∗, I ′∗〉2 = E〈〉
(
(p+ sVˆ · σ) + (q − sVˆ · σ)
)
≡ E〈〉. (4.1)
This energy identity allows to find a dissipation effect of the collision operator.
Namely, we will prove that k-th moment of the gain term decreases with respect
to k, allowing the moment of the same order k of the loss term to prevail in the
dynamics, when sufficiently large order of moments k is taken into account. The
decay of the gain term is attained by averaging kth-power of the postcollisional total
molecular energies, that is 〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k. Due to an additional variable I in
the polyatomic gas model, the averaging needs to be performed with respect to the
compact manifold that contains a domain of the two parameters: (i) one angular
parameter (scattering direction) σ that splits the kinetic energy on molecular veloc-
ities and (ii) one additional parameter r that distributes the total internal energy
among colliding molecules. This result can be viewed as an extension of the angular
averaging Povzner lemma used for classical elastic and inelastic collisional theory
for single of multiple mixture of monatomic gases.
Lemma 4.3 (The Polyatomic Compact Manifold Averaging Lemma). Let v′, v′∗,
I ′ and I ′∗ be given as in (2.8) and (2.6). Suppose that functions b(σ · uˆ) and dubγ (r)
satisfy the integrability conditions (3.3) and (3.4). Then the following estimate
holds∫
S2
∫ 1
0
(〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k) b(uˆ · σ) dubγ (r)ϕα(r)dr dσ
≤ 2 Ck
(〈v, I〉2 + 〈v∗, I∗〉2)k , (4.2)
with the constant Ck is a contracting, that is Ck ց 0, as k →∞. and
2 Ck < ‖b‖L1(dσ)
∥∥dubγ ϕα∥∥L1(dr) , k > k¯. (4.3)
Moreover, when b(σ · uˆ) ∈ L∞(S2; dσ) and dubγ (r)ϕα(r) ∈ L∞([0, 1]; dr), the follow-
ing holds
Ck < 4π ‖b‖L∞(dσ)
∥∥dubγ ϕα∥∥L∞(dr) , k > k¯, (4.4)
and the decay rate is also known
Ck ∼ 1
k
, as n→∞.
Therefore, the total energy identity (4.1) enables to obtain a partial crucial result
that controls the averaging on the compact manifold K of the kth-power of the
postcollisional total molecular energies, that is 〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k by the kth-
power of the molecular energy, i.e. E〈〉k time a factor Ck is ’contracting”, that
means it decays as k grows to infinity.
This result is an imperative for proving decay of the k-th moment of collision
operator gain term when averaged over the compact manifold S2× [0, 1] in variables
σ and r. This fact allows for the corresponding k-th moment of the loss term
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to prevail in the dynamics, when sufficiently large order of moment is taken into
account. The order of moment needed to guarantee this property is studied in the
upcoming Remark 3.
Remark 3 (Study of the sufficient moment order to ensure prevail of the loss
term). For the single monatomic species, when the averaging is performed only in
the scattering direction σ, it was sufficient to take the order of moment k > 1 to
prove the dominance of the moment associated to the loss term with respect to the
same moment of the gain term. In the monatomic gas mixture setting, the value
of k = k∗ depends on the ratio of mass species, and it is shown that k∗ grows as
this ratio deviates from 1/2, where 1/2 corresponds to the single specie case. In the
current setting, corresponding to polyatomic gases, the averaging is performed over
the angular scattering direction σ, as well as on the parameter r that redistributes
the internal energy. Then the Averaging Lemma ensures property (4.3) for some
k > k¯. However, this is not enough to ensure the prevail of the loss term. The
reason is the additive form of transition function (3.2), which implies that bounds
of B with respect to r and R variable, dlbγ (r), elbγ (R) and dubγ (r), elbγ (R), may differ.
In this case, in addition to (4.3) we will require
2 Ck
∥∥∥eubγ (R) (1−R)R1/2ψα(R)∥∥∥
L1(dR)
< ‖b‖L1(dσ)
∥∥dlbγ ϕα∥∥L1(dr)
∥∥∥elbγ (R) (1−R)R1/2ψα(R)∥∥∥
L1(dR)
, k > k¯∗, (4.5)
or using the notation (3.10),
2 CkCubγ,α < ‖b‖L1(dσ) clbγ,α Clbγ,α, k > k¯∗.
In other words, one fixes a k¯∗, such that
0 < Ck < Ck¯∗ < ‖b‖L1(dσ) clbγ,α Clbγ,α, (2Cubγ,α)−1 for any k > k¯∗. (4.6)
It is clear now that the order k¯∗ at which the loss term become dominant in the
dynamics, depends on γ, α and the transition function model at hand.
It is worthwhile to mention that the Averaging Lemma ensures the existence of
such k¯∗, since only the contracting constant Ck depends on k. Note also that (4.6)
reduces to (4.3) if dlbγ (r) = d
ub
γ (r) for all r ∈ [0, 1] and elbγ (R) = eubγ (R) for all
R ∈ [0, 1], in which case k¯∗ = k¯.
The value of k¯∗ can be explicitly computed, under the additional assumption of
b(uˆ · σ) ∈ L∞(dσ), and dubγ (r)ϕα(r) ∈ L∞(dr), (4.7)
when we can explicitly compute the constant Ck from Lemma 4.3, as shown in (4.16).
We focus on the three models for transition function B introduced in Section 3.2.
Note that for all the three models the condition of boundedness of the function
dubγ ϕα is fulfilled when α ≥ 0, in which case∥∥dubγ ϕα∥∥L∞(dr) = 1.
Therefore, the condition (4.6) reduces to
C∞k <
1
2
clbγ,α C
lb
γ,α
Cubγ,α
:= C∗γ,α, (4.8)
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where C∞k is explicitly calculated in (4.17). To complete the study, it remains to
calculate the constants clbγ,α, C
lb
γ,α and C
ub
γ,α for the three models. To that end, we
need to determine multiplying functions dlbγ (r), e
lb
γ (R) and e
ub
γ (R). For the Model
1 we use constants already calculated in (3.12), taking m = 1. The Model 2 takes
the bounds from (3.14), while for the Model 3 we assume (3.16). The results are
presented in the Figure 1.
0 5 10 15 20
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1
k
Model 1 for m = 1
C∞k
C∗0.1,0 C
∗
0.1,0.5
C∗0.5,0 C
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C∗1.5,0 C
∗
1.5,0.5
C∗2,0 C
∗
2,0.5
0 20 40 60
0
0.2
0.4
0.6
k
Model 2
0 50 100 150
0
0.1
0.2
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k
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Figure 1. Study of the constant C∗γ,α defined in (4.8), for the
physical values of α = 0 ( ) and α = 0.5 ( ), while varying
γ ∈ (0, 2].
4.1. Proof of the Lemma 4.2 (Energy Identity Decomposition). We con-
sider partitions of the energy E〈〉 obtained by introducing convex combinations
associated to functions Θ and Σ that may depend on v, v∗, I, I∗ and R, as follows
(i) for Θ ∈ [0, 1] we have
θE〈〉 = 1 + |V |2 ⇒ (1−Θ)E〈〉 = 1 + E
m
,
(i) for Σ ∈ [0, 1] we get
Σ (1−Θ)E〈〉 = 1 +RE
m
⇒ (1− Σ) (1−Θ)E〈〉 = (1−R)E
m
.
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Now, using collisional rules (2.8) and (2.6) yield the associated Lebesgue weights
for the calculation of total molecular energy of the postcollisional (primed) states
〈v′, I ′〉2 = 1 + 1
2
|V |2 + 1
2
R
E
m
+
√
RE
m
|V | Vˆ · σ + r(1 −R)E
m
,
〈v′∗, I ′∗〉2 = 1 +
1
2
|V |2 + 1
2
R
E
m
−
√
RE
m
|V | Vˆ · σ + (1 − r)(1 −R)E
m
,
which can be rewritten in terms of functions Θ and Σ and the parameter r ∈ [0, 1]
from (2.6) as follows
〈v′, I ′〉2 = E〈〉
(
1
2
Θ +
1
2
Σ(1−Θ) + r(1 − Σ)(1 −Θ)
)
+
√
(ΘE〈〉 − 1)(Σ(1 −Θ)E〈〉 − 1) Vˆ · σ,
〈v′∗, I ′∗〉2 = E〈〉
(
1
2
Θ +
1
2
Σ(1−Θ) + (1 − r)(1 − Σ)(1 −Θ)
)
−
√
(ΘE〈〉 − 1)(Σ(1 −Θ)E〈〉 − 1) Vˆ · σ .
(4.9)
Now set the convex factors from (4.9), to be
p :=
1
2
Θ +
1
2
Σ(1−Θ) + r(1 − Σ)(1−Θ)
q :=
1
2
Θ +
1
2
Σ(1−Θ) + (1− r)(1 − Σ)(1 −Θ),
which clearly add up to unity.
In addition set
s :=
√
(ΘE〈〉 − 1)(Σ(1 −Θ)E〈〉 − 1). (4.10)
Recall that the total molecular energy for a polyatomic state interacting (or
colliding) pairs (v, I) and (v∗, I∗) is given by E
〈〉 := 〈v, I〉2 + 〈v∗, I∗〉2.
Hence, adding the two left hand sides of identities from (4.9), the conservation
of the total, i.e. kinetic plus internal molecular energy is given by
〈v′, I ′〉2 + 〈v′∗, I ′∗〉2 = E〈〉(p+ sVˆ · σ + q − sVˆ · σ) = E〈〉(p+ q) = E〈〉 ,
so the energy identity (4.1) holds. 
4.2. Proof of the Lemma 4.3 (The Polyatomic Compact Manifold Aver-
aging Lemma). In order to prove this Lemma, we first use energy identity and
representation (4.9), that generated the s factor in (4.10),
s :=
√
(ΘE〈〉 − 1)(Σ(1 −Θ)E〈〉 − 1).
Using the Young inequality we get an estimate
s ≤ 1
2
(
ΘE〈〉 +Σ(1 −Θ)E〈〉 − 2
)
≤ E〈〉 (Θ + Σ(1−Θ))
2
.
Therefore, denoting
µ = Vˆ · σ,
we have the following estimate
±sµ ≤ E〈〉 (Θ + Σ(1−Θ))
2
|µ| .
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Therefore, the convex form (4.9) can be estimated pointwise
〈v′, I ′〉2 ≤ E〈〉
(
(Θ + Σ(1 −Θ))
(
1 + |µ|
2
)
+ (1 − Σ)(1−Θ)r
)
,
〈v′∗, I ′∗〉2 ≤ E〈〉
(
(Θ + Σ(1 −Θ))
(
1 + |µ|
2
)
+ (1 − Σ)(1−Θ)(1− r)
)
.
(4.11)
Moreover, we can write
(Θ + Σ(1−Θ))
(
1 + |µ|
2
)
+ (1− Σ)(1 −Θ)r
≤ max
{(
1 + |µ|
2
)
,Σ
(
1 + |µ|
2
)
+ (1− Σ) r
}
≤ max
{
1 + |µ|
2
, r
}
,
and
(Θ + Σ(1−Θ))
(
1 + |µ|
2
)
+ (1− Σ)(1 −Θ)(1− r) ≤ max
{
1 + |µ|
2
, 1− r
}
.
This allows to estimate (4.11) as follows
〈v′, I ′〉2 ≤ E〈〉max
{
1 + |µ|
2
, r
}
, 〈v′∗, I ′∗〉2 ≤ E〈〉max
{
1 + |µ|
2
, 1− r
}
.
Now the left-hand side of (4.2) becomes∫
S2
∫ 1
0
(〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k) b(uˆ · σ) dubγ (r)ϕα(r)dr dσ
≤ 2
(
E〈〉
)k ∫
S2
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
b(uˆ · σ) dubγ (r)ϕα(r)dr dσ, (4.12)
after using symmetry properties with respect to r and the fact ϕα(r) = ϕα(1 − r),
as much as dubγ (r) = d
ub
γ (1− r).
Let us now study double integral
Ck =
∫
S2
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
b(uˆ · σ) dubγ (r)ϕα(r)dr dσ, µ = Vˆ · σ. (4.13)
We dissociate the following two cases:
(i) b is assumed integrable on the sphere S2, that is b(uˆ · σ) ∈ L1(S2; dσ) and
dubγ (r)ϕα(r) ∈ L1([0, 1]; dr), when the constant Ck has an integral form, or
(ii) b is supposed bounded on the sphere S2, that is b(uˆ · σ) ∈ L∞(S2; dσ) and
dubγ (r)ϕα(r) ∈ L∞([0, 1]; dr), when we can compute explicitly the constant
Ck.
The case b(σ · uˆ) ∈ L1(S2; dσ) and dubγ (r)ϕα(r) ∈ L1([0, 1]; dr). Following ideas
from [25], we use polar coordinates for σ and Vˆ with zenith uˆ. Denoting with θ the
angle between σ and uˆ, we decompose σ as
σ = cos θ uˆ+ sin θ ω, with uˆ · ω = 0 and ω = (cosφ, sin φ), θ ∈ [0, π), φ ∈ [0, 2π).
(4.14)
In the same fashion we decompose Vˆ , by denoting with δ ∈ [0, π) the angle between
Vˆ and uˆ,
Vˆ = cos δ uˆ+ sin δΦ, where Φ ∈ S1 with uˆ · Φ = 0.
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Then the scalar product µ = σ · Vˆ becomes
µ = cos θ cos δ +Φ · ω sin θ sin δ.
Defining τ := cos θ and expressing sin θ =
√
1− τ2, since sin θ ≥ 0 on the range of
θ, this scalar product reads
µ = τ cos δ +Φ · ω
√
1− τ2 sin δ. (4.15)
In the integral (4.13), we first express σ in its polar coordinates (4.14) and then
change variables θ 7→ τ = cos θ, which yields
Ck =
∫ 2π
0
∫ π
0
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
b(cos θ) dubγ (r)ϕα(r)dr sin θdθdφ
=
∫ 2π
0
∫ 1
−1
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
b(τ) dubγ (r)ϕα(r)dr dτdφ.
Note that
1 + |µ|
2
≤ 1, r ≤ 1,
since |µ| ≤ 1, and the equality holds only when |µ| = 1 (in other words σ =
{
±Vˆ
}
)
or r = 1. Therefore, the sequence of functions
Dk(x, y) :=
(
max
{
1 + x
2
, y
})k
decreases monotonically in k > 1 and tends to 0 as k →∞ for every x, y ∈ (0, 1) up
to a set of measure zero. Finally, we conclude by monotone convergence Theorem
that the constant Ck is contracting
Ck ց 0, as k →∞.
The case b(σ · uˆ) ∈ L∞(S2; dσ) and dubγ (r)ϕα(r) ∈ L∞([0, 1]; dr). Under the
additional assumption on boundedness of b and dubγ (r)ϕα(r), we can obtain the
explicit decay rate of the constant Ck. Indeed, the integral (4.13) does not depend
on σ · uˆ anymore, so we may instead of uˆ take Vˆ as a zenith of polar coordinates in
(4.14), which amounts to take δ = 0 in (4.15) that implies µ = τ . Denoting
C∞k :=
∫ 1
0
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
dr dµ,
in this case we can write
Ck =
∫ 2π
0
∫ 1
−1
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
b(µ) dubγ (r)ϕα(r)dr dµdφ
≤ 4π ‖b‖L∞(dσ)
∥∥dubγ ϕα∥∥L∞(dr)
∫ 1
0
∫ 1
0
(
max
{
1 + |µ|
2
, r
})k
dr dµ
= 4π ‖b‖L∞(dσ)
∥∥dubγ ϕα∥∥L∞(dr) C∞k , (4.16)
the inequality is by exploiting boundedness of b and aγ(r)ϕα. It is easy to compute
the double integral in C∞k and we obtain
C∞k =
1
k + 1
+
2k
(k + 1)(k + 2)
(
1−
(
1
2
)k+2)
, k > 1. (4.17)
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Therefore, we see that in this case
C∞k < 1, for any k > 1, and C∞k ∼
1
k
, k →∞,
and so we get the desired property (4.4). 
5. L1k moments a priori estimates
The previous polyatomic compact manifold averaging Lemma 4.3 together with
the requirement (4.5) is a sufficient to show that the evolution of the k-th polynomial
moment of the collision operator will become negative for k > k∗.
Lemma 5.1 (Moments bound for the collision operator). Let f ∈ L11 satisfying
assumptions from Lower bound Lemma 3.3 and condition (3.9). Moreover, suppose
that the transition function B satisfies Assumption 3.1. Then for any γ ∈ (0, 2], the
following inequality holds∫
∆
Q(f, f)(v, I) 〈v, I〉2kdIdv ≤ −Akm1+
γ/2
k
k +Bkmk, (5.1)
for large enough k such that
k > k∗, k∗ = max
{
k¯∗, 1 + γ, 1 + λ/2
}
finite (5.2)
where k¯∗ is such that (4.6) holds.
For such k∗, the constant Ak ≥ Ak∗ and Bk defined below are bounded and strictly
positive, with
Ak∗ = clb C
− γ/2k
(
‖b‖L1(dσ)
∥∥dlbγ ϕα∥∥L1(dr)
∥∥∥elbγ (R) (1−R)R1/2ψα(R)∥∥∥
L1(dR)
−2 Ck∗
∥∥∥eubγ (R) (1 −R)R1/2ψα(R)∥∥∥
L1(dR)
)
, (5.3)
Bk = Ck
∥∥∥eubγ (R) (1 −R)R1/2ψα(R)∥∥∥
L1(dR)
2
3γ
2 +1 C

⌊
k+1
2 ⌋∑
ℓ=1
(
k
ℓ
) ,
and clb is the lower bound for the collision frequency in terms of the γ-power of
Lebesgue weight that enables the super linear behavior for moments of order k > k∗,
Ck is from Lemma 4.3, C is from Lemma 3.3.
Proof. For the test function
χ(v, I) = 〈v, I〉2k,
weak form (2.21) yields
W :=
∫
∆
Q(f, f)(v, I) 〈v, I〉2kdIdv
=
1
2
∫
∆2×K
ff∗
IαIα∗
(〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k − 〈v, I〉2k − 〈v∗, I∗〉2k) dA.
We now use the form of transition probability rate (3.2). Because of the integrability
properties of all multiplying functions involved, we can separate the integralW into
the gain W+
W+ = 1
2
∫
∆2×K
ff∗
(〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k)B(v, v∗, I, I∗, r, R, σ)
× ϕα(r) (1 −R)R1/2ψα(R) dσ dr dR dI∗dv∗dIdv, (5.4)
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and loss part W−,
W− = 1
2
∫
∆2×K
ff∗
(〈v, I〉2k + 〈v∗, I∗〉2k)B(v, v∗, I, I∗, r, R, σ)
× ϕα(r) (1 −R)R1/2ψα(R) dσ dr dR dI∗dv∗dIdv, (5.5)
so that
W =W+ −W−. (5.6)
We treat each term separately. For the gain part, we use the bound from above
stated in (3.2),
W+ ≤ 1
2
∫
∆2×K
ff∗
(〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k) b(uˆ · σ) dubγ (r) eubγ (R) B˜(v, v∗, I, I∗)
× ϕα(r) (1 −R)R1/2ψα(R) dσ dr dR dI∗dv∗dIdv,
=
1
2
Cubγ,α
∫
∆2
(∫
S2×[0,1]2
(〈v′, I ′〉2k + 〈v′∗, I ′∗〉2k) b(uˆ · σ) dubγ (r)ϕα(r) dσ dr
)
× ff∗B˜(v, v∗, I, I∗)dI∗dv∗dIdv,
where the constant is defined in (3.10). The Averaging Lemma 4.3 estimates the
primed quantities averaged over the compact set S2 × [0, 1], and for the gain term
it yields
W+ ≤ Ck Cubγ,α
∫
∆2
ff∗
(
|v − v∗|γ +
(
I + I∗
m
)γ/2)
×
((〈v, I〉2 + 〈v∗, I∗〉2)k)dI∗dv∗dIdv, (5.7)
Now the polynomial inequalities from Lemmas E.1 and E.2 yield
(
〈v, I〉2 + 〈v∗, I∗〉2
)k
≤ 〈v, I〉2k + 〈v∗, I∗〉2k +
ℓk∑
ℓ=1
(
k
ℓ
)(
〈v, I〉2ℓ 〈v∗, I∗〉2(k−ℓ) + 〈v, I〉2(k−ℓ) 〈v∗, I∗〉2ℓ
)
,
≤ 〈v, I〉2k + 〈v∗, I∗〉2k + c˜k
(
〈v, I〉2 〈v∗, I∗〉2(k−1) + 〈v, I〉2(k−1) 〈v∗, I∗〉2
)
, (5.8)
with
c˜k =
ℓk∑
ℓ=1
(
k
ℓ
)
, ℓk = ⌊k + 1
2
⌋. (5.9)
Thus, the bound for W+ becomes
W+ ≤ Ck Cubγ,α
∫
∆2
ff∗
(
|v − v∗|γ +
(
I + I∗
m
)γ/2)(
〈v, I〉2k + 〈v∗, I∗〉2k
+c˜k
(
〈v, I〉2 〈v∗, I∗〉2(k−1) + 〈v, I〉2(k−1) 〈v∗, I∗〉2
))
dI∗dv∗dIdv. (5.10)
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Now we turn to the loss term W− defined in (5.5). We first use the bound from
below of the transition function B, and obtain
W− ≥ 1
2
‖b‖L1(dσ) clbγ,αClbγ,α
∫
∆2
ff∗
(
|v − v∗|γ +
(
I + I∗
m
)γ/2)
× (〈v, I〉2k + 〈v∗, I∗〉2k) dI∗dv∗dIdv. (5.11)
Gathering the estimates for the gain term (5.10) and for the loss term (5.11), the
weak form W from (5.6) becomes
W ≤ 1
2
∫
∆2×K
ff∗
(
|v − v∗|γ +
(
I + I∗
m
)γ/2) {
−A˜k∗
(〈v, I〉2k + 〈v∗, I∗〉2k)
+B˜k
(
〈v, I〉2 〈v∗, I∗〉2(k−1) + 〈v, I〉2(k−1) 〈v∗, I∗〉2
)}
dI∗dv∗dIdv. (5.12)
with the uniform in k constant A˜k∗ , for k∗ chosen in (5.2), defined by
A˜k∗ = ‖b‖L1(dσ) clbγ,αClbγ,α − 2 Ck Cubγ,α, (5.13)
strictly positive for large enough k > k∗, by virtue of (4.6); and the constant B˜k
bounded for each fixed k
B˜k = 2 c˜k Ck Cubγ,α ≥ 0. (5.14)
Now for (5.12) we make of use the upper bound (3.6) and the lower bound (3.9) for
the term
|v − v∗|γ +
(
I + I∗
m
)γ/2
.
Indeed, (5.12) becomes,
W ≤ −clb A˜k∗ mk+γ/2 + 2
3γ
2 −1B˜k
(
m1+γ/2mk−1 +mk−1+γ/2m1
)
, k ≥ k∗, (5.15)
where we have used moment notation from the Definition 2.6. For the first term we
apply Jensen’s inequality,
∫
∆
f(v, I) 〈v, I〉2k+γ dIdv ≥
(∫
∆
f(v, I)dIdv
)− γ/2k (∫
∆
f(v, I) 〈v, I〉2k dIdv
)1+ γ/2k
,
or in terms of moments,
mk+γ/2 ≥ m−
γ/2
k
0 m
1+ γ/2k
k .
For the second term we use monotonicity of moments (2.29). Thus, (5.15) becomes
W ≤ −clb A˜k∗ m−
γ/2
k
0 m
1+γ/2k
k + 2
3γ
2 B˜k m1mk
≤ −clb A˜k∗ C−
γ/2
k m
1+γ/2k
k + 2
3γ
2 B˜k C mk,
where the constant C is from Lemma 3.3. Denoting
Ak∗ = clb A˜k∗ C
− γ/2k , Bk = 2
3γ
2 B˜k C.
the last inequality concludes the proof.

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When regularizing properties of the collision operator stated in Lemma 5.1 are
combined with the Boltzmann equation (2.22), then we obtain ordinary differential
inequality for L1 polynomially weighted norms or polynomial moments mk in the
sense of Definition 2.6.
Lemma 5.2 (Ordinary Differential Inequality for Polynomial Moment). If f a
solution of the Boltzmann equation for polyatomic gases (2.22) and mk its associated
polynomial moment of order k in the sense of Definition 2.6. Then, for any k > k∗,
with k∗ finite from (5.2), and γ ∈ (0, 2] the following estimate holds
dmk
dt
≤ −Ak∗m1+
γ/2
k
k +Bkmk, (5.16)
where where both Ak∗ and Bk are positive constants form Lemma 5.1, equations
(5.13) and (5.14), respectively.
Remark 4. By recalling the definition of Ak∗ from (5.13), this constant can be
identify as the coercive factor Ak∗ = clb
(
‖b‖L1(dσ) clbγ,αClbγ,α − 2 CkCubγ,α
)
C−
γ/2
k > 0
for any k > k∗, with k∗ from (5.2). This strictly positive factor, which controls the
lower bound to the absorption term on the moments inequality (5.16), provides a
sufficient condition to proceed next with Theorem 5.3 yielding the global in time
propagation and generation of kth-moments of any order k > k∗, with k∗, provided
that the initial data f0(v, I) has positive mass, positive energy, as much as satisfies
conditions of the Lower Bound Lemma 3.3. These estimates are obtained without
the need of entropy estimates. Yet if the initial entropy is bounded, the constructed
solutions will have well defined entropy that remains bounded for all times by the
initial one.
Proof. In order to get differential equation for polynomial moment mk from Def-
inition 2.6 we integrate the Boltzmann equation (2.22) over the space (v, I) ∈
R
3 × [0,∞) against test function
χ(v, I) = 〈v, I〉2k.
Using the weak form (2.21), we get
dmk
dt
=
∫
∆
Q(f, f)(v, I) 〈v, I〉2kdIdv.
Applying Lemma 5.1 on the right-hand side we get the desired estimate. 
This differential inequality by means of a comparison principle for ODEs implies
the following Theorem.
Theorem 5.3 (Generation and propagation of polynomial moments). If f a solu-
tion of the Boltzmann equation (2.22) with the transition function from Assumption
3.1. The following properties hold.
1. (Generation) There is a constant Cm such that for any k > k∗, with k∗ from
(5.2), and any γ ∈ (0, 2],
mk[f ](t) ≤
(
Bk
Ak∗
) k
γ/2 (
1− e− γBk2k t
)− 2kγ
, ∀t > 0, (5.17)
uniformly in k > k∗, with Ak∗ > 0 and 0 ≤ Bk bounded, for all k > k∗, as
defined in (5.16).
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2. (Propagation) Moreover, if mk[f ](0) <∞, then
mk[f ](t) ≤ max
{(
Bk
Ak∗
) 2k
γ
,mk[f ](0)
}
, (5.18)
for all t ≥ 0.
Proof. The aim of the proof is to associate an ODE of Bernoulli type to the derived
ODI (5.16) from Lemma 5.2,
y′(t) = −a y(t)1+c + b y(t), (5.19)
whose solution is
y(t) =
(a
b
(
1− e−c b t)+ y(0)−ce−c b t)− 1c . (5.20)
Dropping initial data we get an estimate
y(t) ≤
(a
b
(
1− e−c b t))− 1c , ∀t > 0. (5.21)
On the other hand, when y(0) is assumed to be finite, after noticing that y(t) is
a monotone function of t, which approaches to y(0) as t → 0 on one hand, and
converges to (a/b)−1/c when t → ∞ on the other hand, we have the following
estimate
y(t) ≤ max{y(0), (a/b)−1/c}, ∀t ≥ 0. (5.22)
Setting
y(t) := mk[f ](t), a := Ak∗ , b := Bk, c :=
γ/2
k
, k > k∗, (5.23)
(5.21) yields generation of polynomial moments (5.17), with with k∗ from (5.2),
while (5.22) implies propagation result (5.18). 
Remark 5. For the solution to the Bernoulli equation (5.20) we can write the
following estimate
y(t) ≤
(a
b
)− 1c {(c b)− 1c e b2 t− 1c , t < 1(
1− e−c b)− 1c , t ≥ 1.
Replacing as in (5.23), we get
mk[f ](t) ≤ Bm max{1, t−
k
γ/2 }, ∀t > 0, (5.24)
where the constant is
B
m =
(
Bk
Ak∗
) k
γ/2
max
{(
γBk
2k
)− 2kγ
e
Bk
2 ,
(
1− e− γBk2k
)− 2kγ }
, for any k > k∗,
and k∗ is such that (5.2) holds.
6. Existence and Uniqueness Theory
It this Section, we establish an existence and uniqueness theorem that solves the
Cauchy problem {
∂tf(t, v, I) = Q(f, f)(v, I)
f(0, v, I) = f0(v, I),
(6.1)
under the Assumption 3.1 on the transition function B.
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6.1. The invariant region Ω needed to solve the Cauchy problem for Boltz-
mann equation. The goal of this Section is to set conditions on initial data that
ensures existence and uniqueness of the solution to the Cauchy problem (6.1) asso-
ciated to the Boltzmann equation for polyatomic gases under conditions described
in Section 3.
These conditions will include moments with physical interpretation of mass and
energy of the gas, and the imposed restrictions will be physically relevant. For
instance, we will necessitate bounded mass and energy both from below and above,
thus excluding zero and infinitely large mass and energy. Moreover, we will require
bounded moment of order
k∗ := max
{
k¯∗, 1 + γ, 1 + λ/2
}
, (6.2)
for γ ∈ (0, 2] related to the potential of the transition function (3.1), λ > 0 is from
the lower bound (3.8) and k¯∗ from (4.5) is sufficiently large to ensure the prevail of
the polynomial moments of loss term with respect to those same moments of the
gain term. Such k¯∗ depends on γ, α and the model of transition function at hand.
Now we define the bounded, convex and closed subset Ω ⊆ L11,
Ω =
{
f(v, I) ∈ L11 : f ≥ 0 in (v, I),
∫
∆
v f dI dv = 0,
∃ c0, C0, c1, C1, Ck∗ > 0, and C0 < c1, such that ∀t ≥ 0,
c0 ≤ m0[f ](t) ≤ C0, c1 ≤ m1[f ](t) ≤ C1,
mk∗ [f ](t) ≤ Ck∗ , with k∗ from (6.2)
}
. (6.3)
The value of k∗ which determines how many moments need to be bounded initially in
order to guarantee existence and uniqueness to the Cauchy problem (6.1) is strongly
related to the collision operator Q(f, f). More precisely, the study of polynomial
moments associated to the collision operator will allow to define the following map
Lγ,k∗ : [0,∞)→ R,
Lγ,k∗ := −Ax1+
γ/2
k∗ +Bx, (6.4)
where A and B are positive constants for any γ > 0 and k∗ from (6.2). This map has
only one root x∗γ,k∗ at which Lγ,k∗ changes from positive to negative. Therefore, at
the interval [0, x∗γ,k∗ ] it reaches its maximum value denoted with L∗γ,k∗ . This implies
that the constant
Ck∗ := x
∗
γ,k∗ + L∗γ,k∗ . (6.5)
is well-defined and strictly positive, which ensures that the dynamics of collision
operator allows to construct the constant Ck∗ from the definition of the region Ω.
We emphasize that monotonicity of moments (2.29) implies that the condition
of boundedness of the moment of order k∗ stated in (6.3), implies boundedness of
all moments of lower order n for 1 ≤ n ≤ k∗.
The following result holds.
Theorem 6.1 (Existence and Uniqueness). Assume that f(0, v, I) = f0(v, I) ∈
Ω. Then the Boltzmann equation (6.1) for the transition function B under the
Assumption 3.1 has the unique solution in C ([0,∞) ,Ω) ∩ C1 ((0,∞) , L11).
Proof. The goal is apply general ODE theory from Appendix F, that is to study
collision operator Q as mapping Q : Ω→ L11
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(1) Ho¨lder continuity condition
‖Q(f, f)−Q(g, g)‖L11 ≤ CH ‖f − g‖
1/2
L11
, (6.6)
(2) Sub-tangent condition
lim
h→0+
dist (f + hQ(f, f),Ω)
h
= 0,
where
dist (H,Ω) = inf
ω∈Ω
‖h− ω‖L11 ,
(3) One-sided Lipschitz condition
[Q(f, f)−Q(g, g), f − g] ≤ CL ‖f − g‖L11 , (6.7)
where brackets [·, ·] by Remark 6 become
[Q(f, f)−Q(g, g), f − g]
= lim
h→0−
(
‖(f − g) + h (Q(f, f)−Q(g, g))‖L11 − ‖(f − g)‖L11
)
h
≤
∫
∆
(Q(f, f)(v, I)−Q(g, g)(v, I)) sign (f(v, I)− g(v, I)) 〈v, I〉2 dI dv.
First, we checkQ : Ω→ L11 is well defined. Indeed, for any f ∈ Ω, using |·| = · sign(·)
‖Q(f, f)‖L11 =
∫
∆
Q(f, f)(v, I) sign (Q(f, f)(v, I)) 〈v, I〉2 dI dv
≤ 1
2
∫
∆2×K
ff∗
(II∗)α
(〈v′, I ′〉2 + 〈v′∗, I ′∗〉2 + 〈v, I〉2 + 〈v∗, I∗〉2) dA
by virtue of the weak form (2.21) for the test function
χ(v, I) = sign (Q(f, f)(v, I)) 〈v, I〉2.
Using microscopic energy law (2.2) and the form of transition function (3.2) with
the multiplying functions from above together with the upper bound (3.6), as much
as monotonicity of moments (2.29) we get
‖Q(f, f)‖L11 ≤ CK
∫
∆2
ff∗
(〈v, I〉2 + 〈v∗, I∗〉2) (〈v, I〉γ + 〈v∗, I∗〉γ) dI∗ dv∗dI dv
= 2CK
(
‖f‖L1
1+γ/2
‖f‖L10 + ‖f‖L11 ‖f‖L1γ/2
)
≤ 4CK ‖f‖L1
1+γ/2
‖f‖L11 ,
where
CK = 2
3γ
2 −1
∫
K
dubγ (r)ϕα(r) b(uˆ · σ) eubγ (R)ψα(R) (1−R)R1/2 dσ dr dR. (6.8)
Since f ∈ Ω, the right hand side is bounded, and thus Q(f, f) ∈ L11.
Then, the proof consists in three parts.
Part I: Ho¨lder continuity condition. We first rewrite difference of the two collision
operators acting on distribution functions f and g as collision operator on sums and
differences of these two distribution functions,
Q(f, f)−Q(g, g) = 1
2
(Q(f + g, f − g) +Q(f − g, f + g)) , (6.9)
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by virtue of the bilinear structure of the strong form of collision operator (2.13).
Using this relation, we write the L12 norm
IH := ‖Q(f, f)−Q(g, g)‖L12 =
∫
∆
|Q(f, f)−Q(g, g)| 〈v, I〉2 dI dv
≤ 1
2
∫
∆
(|Q(f + g, f − g)|+ |Q(f − g, f + g)|) 〈v, I〉2 dI dv.
The absolute value of collision operators will be rewritten in terms of the sign
function using |·| = · sign(·), that will be understood as a test function. This
implies
IH ≤ 1
2
∫
∆2×K
((f(v, I) + g(v, I)) |f(v∗, I∗)− g(v∗, I∗)|
+ |f(v, I)− g(v, I)| (f(v∗, I∗) + g(v∗, I∗)))
× (〈v′, I ′〉2 + 〈v′∗, I ′∗〉2 + 〈v, I〉2 + 〈v∗, I∗〉2)
× B dσ ϕα(r)dr (1−R)R1/2 ψα(R)dR dI∗ dv∗dI dv
=
∫
∆2×K
((f(v, I) + g(v, I)) |f(v∗, I∗)− g(v∗, I∗)|
+ |f(v, I)− g(v, I)| (f(v∗, I∗) + g(v∗, I∗)))
(〈v, I〉2 + 〈v∗, I∗〉2)
× B dσ ϕα(r)dr (1−R)R1/2 ψα(R)dR dI∗ dv∗dI dv,
and the last equality is by energy conservation law during collision (2.2). Now we
make use of the transition function (3.2), and its bound from above (3.6),
IH ≤ CK
∫
∆2
((f(v, I) + g(v, I)) |f(v∗, I∗)− g(v∗, I∗)|
+ |f(v, I)− g(v, I)| (f(v∗, I∗) + g(v∗, I∗)))
× (〈v, I〉2 + 〈v∗, I∗〉2) (〈v, I〉γ + 〈v∗, I∗〉γ) dI∗ dv∗dI dv, (6.10)
with CK from (6.8). We rewrite (6.10) in moment notation,
IH ≤ 2CK
(
‖f + g‖L1
1+γ/2
‖f − g‖L10 + ‖f + g‖L11 ‖f − g‖L1γ/2
+ ‖f + g‖L1
γ/2
‖f − g‖L11 + ‖f + g‖L10 ‖f − g‖L11+γ/2
)
.
Furthermore, monotonicity of norms (2.29) yields
IH ≤ 4CK ‖f − g‖L1
1+γ/2
(
‖f + g‖L1
1+γ/2
+ ‖f + g‖L11
)
.
Next, we use interpolation inequality (E.1) on ‖f − g‖L1
1+γ/2
and get
‖f − g‖L1
1+γ/2
≤ ‖f − g‖1/2
L11
‖f − g‖1/2
L11+γ
.
Moreover, characterization of the set Ω gives the following bounds
‖f − g‖1/2
L11+γ
≤ ‖f‖1/2
L11+γ
+ ‖g‖1/2
L11+γ
≤ 2C1/21+γ ,
and
‖f + g‖L1
1+γ/2
≤ 2C1+γ/2, ‖f + g‖L11 ≤ 2C1.
Finally, denoting
CH := 16CK C
1/2
1+γ
(
C1+γ/2C1
)
,
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we get desired estimate (6.6).
Part II: Sub-tangent condition. We first study the collision frequency
ν(f)(v, I) :=
∫
∆×K
f(v∗, I∗)B ϕα(r)ψα(R)(1 −R)R1/2dσ dr dR dI∗ dv∗.
Using the form (3.2) of the transition function B together with its bound from above
(3.6), we obtain
ν(f)(v, I) ≤ CK
∫
∆
f(v∗, I∗) (〈v, I〉γ + 〈v∗, I∗〉γ) dI∗ dv∗,
≤ CK
(
C0〈v, I〉γ + Cγ/2
) ≤ 2CK (C0 + Cγ/2)
(
1 +
(
1
2
|v|2 + I
m
)γ/2)
, (6.11)
with CK from (6.8) and using characterization of the invariant region Ω as in (6.3).
The idea of the proof of sub-tangent condition is to prove that for f ∈ Ω and
for any ǫ > 0 there exists h1 > 0 such that the ball centered at f + hQ(f, f) with
radius hǫ has non-empty intersection with Ω for any 0 < h < h1, as formulated in
the Proposition 1 below. Then for such h1 we have
h−1dist (f + hQ(f, f),Ω) ≤ ǫ,
for all 0 < h < h1, which concludes the sub-tangent condition. Therefore, it remains
to prove the following Proposition 1.
Proposition 1. Fix f ∈ Ω. Then for any ǫ > 0 there exists h1 > 0 such that
B(f + hQ(f, f), hǫ) ∩Ω 6= ∅, (6.12)
for any 0 < h < h1.
Proof. We first define characteristic function χρ1(v) of the ball of radius ρ1 ≥ 0 in
the velocity space v ∈ R3,
Bvel(0, ρ1) :=
{
v ∈ R3 : |v| ≤ ρ1
}
.
as much as characteristic function χρ2(I) of the interval [0, ρ2], ρ2 ≥ 0, in the
internal energy space I ∈ [0,∞),
Ben(0, ρ2) :=
{
I ∈ [0,∞) :
√
I
m
≤ ρ2
}
.
Then we notice that for (v, I) ∈ Bvel(0, ρ1)×Ben(0, ρ2) we have√
1
2
|v|2 + I
m
≤ ρ1√
2
+ ρ2.
Denoting
ρ :=
ρ1√
2
+ ρ2,
we notice
Bvel(0, ρ1)×Ben(0, ρ2) ⊆ B(0, ρ),
with
B(0, ρ) :=
{
(v, I) ∈ R3 × [0,∞) :
√
1
2
|v|2 + I
m
≤ ρ
}
.
31
Then we denote characteristic function χρ(v, I) of the ball B(0, ρ) in the velocity-
internal energy space, and define truncated distribution function
fρ(t, v, I) := f(t, v, I)χρ(v, I).
Now consider the following function
gρ = f + hQ(fρ, fρ), (6.13)
for h > 0. The aim is to find ρ and h so that gρ ∈ B(f + hQ(f, f), hǫ) ∩ Ω.
Let us find ρ and h so that fρ ∈ Ω. We first note that for any f ∈ Ω, its
truncation fρ ∈ Ω as well. Then using definition (2.19) we can estimate
Q(fρ, fρ)(v, I) ≥ −fρ
∫
∆×K
fρ∗ B ϕα(r)ψα(R)(1 −R)R1/2dσ dr dR dI∗ dv∗,
since the first term is positive. Using bound on the collision frequency (6.11) we
get
Q(fρ, fρ)(v, I) ≥ −2CK
(
C0 + Cγ/2
)(
1 +
(
1
2
|v|2 + I
m
)γ/2)
fρ
≥ −2CK
(
C0 + Cγ/2
)
(1 + ργ) f.
Therefore, for gρ we can bound
gρ ≥ f
(
1− 2CK
(
C0 + Cγ/2
)
(1 + ργ)h
) ≥ 0,
for any h ∈ (0, 1
2CK(C0+Cγ/2)(1+ργ)
).
Next, weak form (2.21) implies∫
∆
Q(fρ, fρ)(v, I) dI dv = 0,
∫
∆
Q(fρ, fρ)(v, I)〈v, I〉2 dI dv = 0,
which yields
m0[gρ](t) = m0[f ](t), m1[gρ](t) = m1[f ](t),
independently of ρ and h. Then upper and lower bounds for these polynomial
moments of f imply the same kind of estimates for gρ.
Finally, let us prove that L1k∗ norm of gρ is bounded. To that end we study the
the map Lγ,k∗ : [0,∞)→ R from (6.4)
Lγ,k∗ := −Ax1+
γ/2
k∗ +Bx,
where A and B are positive constants for any γ > 0. Denoting with x∗γ,k∗ the only
root at which Lγ,k∗ changes from positive to negative, we can write for any x ≥ 0,
Lγ,k∗(x) ≤ max
0≤x≤x∗γ,k∗
Lγ,k∗(x) =: L∗γ,k∗ .
Such defined map Lγ,k∗ allows to write (5.1) for k = k∗ in terms of it,∫
∆
Q(f, f)(v, I) 〈v, I〉k∗dIdv ≤ Lγ,k∗ (mk∗ [f ]) ≤ L∗γ,k∗ .
Define Ck∗ as in (6.5), that is
Ck∗ = x
∗
γ,k∗ + L∗γ,k∗ .
For any f ∈ Ω, we have two possibilities: either (i) mk∗ [f ] ≤ x∗γ,k∗ or (ii)
mk∗ [f ] > x
∗
γ,k∗
.
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In the first case, for the k∗-moment of gρ we get
mk∗ [gρ] ≤ x∗γ,k∗ + h
∫
∆
Q(fρ, fρ)(v, I) 〈v, I〉2k∗dIdv ≤ x∗γ,k∗ + hL∗γ,k∗ ≤ Ck∗ ,
where we have used h ≤ 1, without loss of generality.
In the second case, we take ρ = ρ(f) > 0 large enough to ensure mk∗ [fρ] > x
∗
γ,k∗
as well. In that case, Lγ,k∗ is negative, i.e.
Lγ,k∗ (mk∗ [fρ]) ≤ 0.
Therefore,
mk∗ [gρ] ≤ x∗γ,k∗ ≤ Ck∗ .
Therefore, in either case gρ is bounded, and moreover we have constructed the
constant of boundedness Ck∗ .
We conclude that gρ ∈ Ω provided that 0 < h < h∗,
h∗ = min
{
1,
1
2CK
(
C0 + Cγ/2
)
(1 + ρ(f)γ)
}
On the other hand, let us show that gρ ∈ B(f + hQ(f, f), hǫ). From the Ho¨lder
estimate (6.6) we get
h−1 ‖f + hQ(f, f)− gρ‖L11 = ‖Q(f, f)−Q(fρ, fρ)‖L11 ≤ CH ‖f − fρ‖
1/2
L11
≤ ǫ,
for ρ = ρ(ǫ) large enough. Thus, for this choice of ρ, we have gρ ∈ B(f +
hQ(f, f), hǫ).
Finally, we conclude the proof of the Proposition by choosing
ρ = max {ρ(f), ρ(ǫ)} , and h1 = min
{
1,
1
2CK
(
C0 + Cγ/2
)
(1 + ργ)
}
.

Part III: One-sided Lipschitz condition. The left hand side of (6.7) after use of
representation (6.9) becomes
IL := [Q(f, f)−Q(g, g), f − g]
≤
∫
∆
(Q(f, f)(v, I)−Q(g, g)(v, I)) sign (f(v, I)− g(v, I)) 〈v, I〉2 dI dv
≤ 1
2
∫
∆
(Q(f + g, f − g)(v, I) +Q(f − g, f + g)(v, I))
× sign (f(v, I)− g(v, I)) 〈v, I〉2 dI dv.
Using the weak form (2.21), we get
IL ≤ 1
4
∫
∆2×K
(
(f + g)(f∗ − g∗)
(II∗)α
+
(f − g)(f∗ + g∗)
(II∗)α
)
×
(
sign (f ′ − g′) 〈v′, I ′〉2 + sign (f ′∗ − g′∗) 〈v′∗, I ′∗〉2
−sign (f − g) 〈v, I〉2 − sign (f∗ − g∗) 〈v∗, I∗〉2
)
dA
33
We bound sign function by 1 for the first two terms, and from the last two terms
we use |·| = · sign(·) where applicable,
IL ≤ 1
4
∫
∆2×K
{
((f + g) |f∗ − g∗|+ |f − g| (f∗ + g∗))×
(
〈v′, I ′〉2 + 〈v′∗, I ′∗〉2
)
+((f + g) |f∗ − g∗| − |f − g| (f∗ + g∗)) 〈v, I〉2
+(−(f + g) |f∗ − g∗|+ |f − g| (f∗ + g∗)) 〈v∗, I∗〉2
} dA
(II∗)α
.
Using the energy collision law (2.2), after cancellations of some terms we get
IL ≤ 1
2
∫
∆2×K
(
(f + g) |f∗ − g∗| 〈v, I〉2 + |f − g| (f∗ + g∗) 〈v∗, I∗〉2
) dA
(II∗)α
=
∫
∆2×K
|f − g| (f∗ + g∗) 〈v∗, I∗〉2 dA
(II∗)α
,
the last equality is due to the change of variables (2.17) in the first integral. We
make use of the transition function B assumption (3.2) and the upper bound (3.6),
IL ≤ CK
∫
∆2
|f − g| (f∗ + g∗) 〈v∗, I∗〉2 (〈v, I〉γ + 〈v∗, I∗〉γ) dI∗ dv∗ dI dv
= CK
(
‖f − g‖L1
γ/2
‖f + g‖L11 + ‖f − g‖L10 ‖f + g‖L11+γ/2
)
≤ 2CK
(
C1 + C1+γ/2
) ‖f − g‖L11
where CK is from (6.8), and we have used monotonicity of norms (2.29) and defini-
tion of the set Ω from (6.3), which concludes the proof.

7. Generation and propagation of exponential moments
In the case of single monatomic gas [5] and monatomic gas mixtures [25], gen-
eration and propagation of polynomial moments implied the same properties of
exponential moments. The same result holds for polyatomic gases.
Theorem 7.1 (Generation and propagation of exponential moments). Let f be the
solution of the Cauchy problem (6.1). The following properties hold.
(a) (Generation) There exist constants β > 0 and BE > 0 such that
Eγ/2[f ](βmin {t, 1} , t) ≤ BE , ∀t ≥ 0.
(b) (Propagation) Let 0 < s ≤ 1. Suppose that there exists a constant β0 > 0,
such that
Es[f ](β0, 0) ≤M0 <∞. (7.1)
Then there exist constants 0 < β ≤ β0 and CE > 0 such that
Es[f ](β, t) ≤ CE , ∀t ≥ 0. (7.2)
Proof. Let f be the solution of the Cauchy problem (6.1). The proof strongly relies
on generation and propagation of polynomial moments stated in Theorem 5.3, but it
uses polynomial moment ODI written in a slightly different manner. More precisely,
we consider polynomial moment
mδq[f ](t) =: mδq, 0 < δ ≤ 1, q ≥ 0, with δq > k∗,
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with k∗ as defined in (5.2). Then, setting k = δq in (5.16) and (5.7) yields
mδq ≤ 1
2
∫
∆2
∫
[0,1]
ff∗
(
2 CδqCubγ,α
(〈v, I〉2 + 〈v∗, I∗〉2)δq ,
−‖b‖L1(dσ) clbγ,αClbγ,α
(〈v, I〉2δq + 〈v∗, I∗〉2δq)) B˜ dI∗dv∗dIdv.
The only difference with respect to the proof of Lemma 5.2 comes with estimate on
positive contribution. Here, since δ ≤ 1, we can write(
〈v, I〉2 + 〈v∗, I∗〉2
)δq
≤
(
〈v, I〉2δ + 〈v∗, I∗〉2δ
)q
Now we apply Lemma E.1, as we did for (5.8) in proof of Lemma 5.2, but because
of the previous estimate we get slightly different result,(
〈v, I〉2δ + 〈v∗, I∗〉2δ
)q
≤ 〈v, I〉2δq + 〈v∗, I∗〉2δq
+
ℓq∑
ℓ=1
(
q
ℓ
)(
〈v, I〉2δℓ 〈v∗, I∗〉2(δq−δℓ) + 〈v, I〉2(δq−δℓ) 〈v∗, I∗〉2δℓ
)
,
with ℓq = ⌊ q+12 ⌋. Now we use bounds from above (3.6) and below (3.9) for the
transition function B˜. Following the same ideas and with the same notation (5.13)
as in Lemma 5.1, we obtain polynomial moment ODI
m
′
δq(t) ≤ −K1mδq+γ/2 + CδqK2
ℓq∑
ℓ=1
(
q
ℓ
)(
mδℓ+γ/2mδq−δℓ +mδq−δℓ+γ/2mδℓ
)
, (7.3)
where K1 and K2 are positive constants,
K1 = A˜δq , K2 = 2C
ub
γ,α,
for δq > k∗, with k∗ from (5.2).
Part I: propagation of exponential moments. Using Taylor series of an exponential
function, one can represent exponential moment as
Es[f ](β, t) =
∞∑
k=0
βk
k!
msk[f ](t). (7.4)
We consider its partial sum an a shifted by γ/2 one, namely,
Ens =
n∑
k=0
βk
k!
msk, Ens;γ =
n∑
k=0
βk
k!
msk+γ/2, (7.5)
where we have omitted to highlight dependence on t and β, and relation to f , i.e.
we have assumed
Ens [f ](β, t) =: Ens , Ens;γ [f ](β, t) := Ens;γ , msk+γ/2[f ](t) =: msk+γ/2.
When it will be important to highlight dependence on t and β, we will also, for
example, write Ens (β, t) instead of Ens .
The idea of proof is to show that the partial sum Ens is bounded uniformly in
time t and n.
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Taking derivative with respect to time t of (7.4), we get
d
dt
Ens =
n∑
k=0
βk
k!
m
′
sk =
k0−1∑
k=0
βk
k!
m
′
sk +
n∑
k=k0
βk
k!
m
′
sk, (7.6)
where k0 is an index that will be determined later on. Since Ens is written in terms
of msk we derive ordinary differential inequality (ODI) for polynomial moment msk.
Indeed, in polynomial ODI (7.3) we set δ := s, q := k, that yields
d
dt
msk ≤ −K1msk+γ/2 +K2 Csk
ℓk∑
ℓ=1
(
k
ℓ
)(
msℓ+γ/2 msk−sℓ +msk−sℓ+γ/2 msℓ
)
.
(7.7)
Now we make use the last inequality (7.7) for the second term from (7.6) that yields
d
dt
Ens ≤
k0−1∑
k=0
βk
k!
m
′
sk −K1
n∑
k=k0
βk
k!
msk+γ/2
+K2
n∑
k=k0
Csk β
k
k!
ℓk∑
ℓ=1
(
k
ℓ
)(
msℓ+γ/2msk−sℓ +msk−sℓ+γ/2msℓ
)
=: S0 −K1S1 +K2S2. (7.8)
We estimate each sum S0, S1 and S2 separately.
Term S0. Propagation of polynomial moments (5.18) ensures bound on msk uni-
formly in time, which implies from (5.16) bound on its derivative as well. Thus,
there exists a constant ck0 such that
msk,m
′
sk ≤ ck0 for all k ∈ {0, 1, . . . , k0}. (7.9)
For S0 this yields
S0 ≤ ck0
k0−1∑
k=0
βk
k!
≤ ck0eβ ≤ 2 ck0 , (7.10)
for β small enough to satisfy
eβ ≤ 2. (7.11)
Term S1. We complete first the term S1 to make appear shifted partial sum Ens;γ/2
by means of
S1 =
n∑
k=k0
βk
k!
msk+γ/2 = Ens;γ −
k0−1∑
k=0
βk
k!
msk+γ/2.
From the bound (7.9) we can estimate msk+γ/2 as well,
msk+γ/2 ≤ ck0 , k = 0, . . . , k0 − 1,
which together with considerations for the term S0 yields
S1 ≥ Ens;γ − 2ck0 . (7.12)
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Term S2. Term S2 can be separated into two terms that will be treated in the same
way, namely
S2 =
n∑
k=k0
Csk β
k
k!
ℓk∑
ℓ=1
(
k
ℓ
)(
msℓ+γ/2msk−sℓ +msk−sℓ+γ/2msℓ
)
=: S21 + S22 .
Rearranging S21 we can write
S21 =
n∑
k=k0
Csk
ℓk∑
ℓ=1
βℓmsℓ+γ/2
ℓ!
βk−ℓ msk−sℓ
(k − ℓ)! ≤ Csk0E
n
s;γ Ens ,
where the last inequality is due to the monotone decreasing property of Ck. Pro-
ceeding in the same fashion for S22 , we can estimate
S2 ≤ 2 Csk0 Ens;γ Ens . (7.13)
Finally, plugging all the estimates (7.10), (7.12) and (7.13) into (7.8), we get an
ODI for Ens ,
d
dt
Ens ≤ −K1Ens;γ + 2ck0(1 +K1) + 2K2 Csk0 Ens;γ Ens . (7.14)
Next goal is to find a bound on Ens using this ODI. To that end, for each n ∈ N we
define
Tn := sup{t ≥ 0 : Ens (β, τ) ≤ 4M0, ∀τ ∈ [0, t]}, (7.15)
where M0 is a bound on initial exponential moment from (7.1). We will show that
Ens (t) is uniformly bounded in t and n by proving that Tn =∞ for all n ∈ N.
Firstly, we show that the sequence Tn is well-defined and positive. Indeed, since
β ≤ β0, at time t = 0 we have
Ens (β, 0) =
n∑
k=0
βk
k!
msk(0) ≤
n∑
k=0
βk0
k!
msk(0) ≤ Es(β0, 0) < 4M0,
uniformly in n, by assumption (7.1). Since each term msk(t) is continuous function
of t, so is Ens (β, t). Therefore, Ens (β, t) < 4M0 on some time interval [0, tn), tn > 0,
which implies that Tn is well-defined and positive for every n ∈ N.
From definition (7.15) of Tn it follows that Ens (β, t) ≤ 4M0 for t ∈ [0, Tn]. Then
ODI (7.14) becomes
d
dt
Ens ≤ −Ens;γ (K1 − 8K2 Csk0 M0) + 2ck0 (1 +K1) . (7.16)
Since Csk0 , converges to zero as k0 goes to infinity, we can choose k0 > k∗s large
enough so that the following inequality holds
K1 − 8K2 Csk0M0 >
K1
2
. (7.17)
Therefore, ODI (7.16) becomes
d
dt
Ens ≤ −
K1
2
Ens;γ + 2ck0 (1 +K1) , (7.18)
37
for k0 >
k∗
s large enough. It remains to find a lower bound for Ens;γ in terms of Ens .
Indeed, we can estimate
Ens;γ =
n∑
k=0
βk
k!
msk+γ/2 ≥
n∑
k=0
βk
k!
∫
{〈v,I〉≥β−1/2}
f(t, v, I) 〈v, I〉2(sk+γ/2) dI dv
≥ β−γ/2
(
Ens −
n∑
k=0
βk
k!
∫
{〈v,I〉<β−1/2}
f(t, v, I) 〈v, I〉2sk dI dv
)
≥ β−γ/2
(
Ens −
n∑
k=0
βk(1−s)
k!
m0(0)
)
≥ β−γ/2
(
Ens −m0(0)eβ
1−s
)
.
Plugging this result into (7.18) yields
d
dt
Ens ≤ −
K1
2
β−γ/2Ens +
K1
2
β−γ/2m0(0)e
β1−s + 2ck0 (1 +K1) .
By the maximum principle for ODEs, it follows
Ens (β, t) ≤ max
{
Ens (β, 0),m0(0) eβ
1−s
+
4ck0 (1 +K1)
K1 β−γ/2
}
≤M0 +m0(0) eβ1−s + βγ/2 4ck0 (1 +K1)
K1
, (7.19)
for any t ∈ [0, Tn]. On the other hand, since s ≤ 1, the following limit property
holds
m0(0) e
β1−s + βγ/2
4ck0 (1 +K1)
K1
→ m0(0), as β → 0,
and m0(0) < Ens (β0, 0) for any β0, and therefore, by (7.1), m0(0) < M0. Thus, we
can choose sufficiently small β = β1 such that
m0(0) e
β1−s + βγ/2
4ck0 (1 +K1)
K1
< 3M0, (7.20)
for any s ≤ 1 andK1 from (7.17) that depends on k∗ as well. In that case, inequality
(7.19) implies the following strict inequality
Ens (β, t) < 4M0, (7.21)
for any t ∈ [0, Tn] and 0 < β ≤ β1, with β depending on k∗ defined in (5.2).
For chosen k0 depending on k∗ from (5.2) and such that (7.18) holds, we also
take β so that 0 < β ≤ β0 and (7.11), (7.20) are satisfied, which amounts to take
β = min {β0, ln 2, β1}. In this case, we have strict inequality (7.21), Ens (β, t) < 4M0,
that holds on the closed interval [0, Tn] uniformly in n. Because of the continuity
of Ens (β, t) with respect to time t, this strict inequality actually holds on a slightly
larger time interval [0, Tn+ ε), ε > 0. This contradicts the maximality of Tn unless
Tn = +∞. Therefore, Ens (β, t) ≤ 4M0 for all t ≥ 0 and n ∈ N. Thus, letting n→∞
we conclude
Es[f ](β, t) = lim
n→∞
Ens [f ](β, t) ≤ 4M0, ∀t ≥ 0,
i.e. the solution f to Boltzmann equation with finite initial exponential moment of
order s and rate β0 will propagate exponential moments of the same order s and a
rate β that satisfies β = min {β0, ln 2, β1}.
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Part II: generation of exponential moments In this Section, we associate an expo-
nential moment of order γ and rate βt, with β depending on k∗ from (5.2), to the
solution f of the Boltzmann equation,
Eγ/2[f ](βt, t) =
I∑
i=1
∫
R3
fi(t, v) e
βt〈v〉γi dv =
∞∑
k=0
(βt)k
k!
mγk/2[f ](t). (7.22)
We define ts partial sum, and a shifted one
Enγ/2[f ](βt, t) =
n∑
k=0
(βt)k
k!
mγk/2[f ](t), Enγ/2;γ [f ](βt, t) =
n∑
k=0
(βt)k
k!
mγk/2+γ/2[f ](t).
As in the previous Section, we will relieve notation by omitting explicit dependence
on time t and relation to f , namely
Enγ/2[f ](βt, t) =: Enγ/2, Enγ/2;γ [f ](βt, t) := Enγ/2;γ .
Taking time derivative of Enγ/2 yields
d
dt
Enγ/2 = β
n∑
k=1
(βt)k−1
(k − 1)!mγk/2 +
k0−1∑
k=0
(βt)k
k!
m
′
γk/2 +
n∑
k=k0
(βt)k
k!
m
′
γk/2. (7.23)
Now we need to make use of the equation for m′γk/2. To that end, in polynomial
ODI (7.3) we set δ := γ/2, q := k and get
d
dt
mγk/2 ≤ −K1mγk/2+γ/2
+K2 Cγk
ℓk∑
ℓ=1
(
k
ℓ
)(
mγℓ/2+γ/2 mγk/2−γℓ/2 +mγk/2−γℓ/2+γ/2 mγℓ/2
)
. (7.24)
Coming back to (7.23), for the first term we simply re-index the sum and use
definition of shifted partial sum, and for the last one we use the above polynomial
moment ODI (7.24), which together implies
d
dt
Enγ/2 ≤ β Enγ/2;γ +
k0−1∑
k=0
(βt)k
k!
m
′
γk/2 −K1
n∑
k=k0
(βt)k
k!
mγk/2+γ/2
+K2
n∑
k=k0
(βt)k
k!
C γk
2
ℓk∑
ℓ=1
(
k
ℓ
)(
mγℓ/2+γ/2mγk/2−γℓ/2 +mγk/2−γℓ/2+γ/2mγℓ/2
)
=: β Enγ/2;γ + S0 −K1S1 +K2 (S21 + S22) . (7.25)
We treat each term separately.
Term S0. From polynomial moment generation estimate (5.24) we can bound poly-
nomial moment of any order, as well as its derivative by means of (5.16). In par-
ticular,
mγk/2 ≤ Bm max
t>0
{1, t−k}, m′γk/2 ≤ Bγk/2Bm maxt>0 {1, t
−k}.
Denote
c¯k0 := max
k∈{0,...k0−1}
{
B
m, Bγk/2B
m
}
.
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For S0 taking t ≤ 1, we have m′γk/2 ≤ c¯k0t−k and therefore
S0 :=
k0−1∑
k=0
(βt)k
k!
m
′
γk/2 ≤ c¯k0
k0−1∑
k=0
βk
k!
≤ c¯k0eβ ≤ 2c¯k0 ,
for β such that
eβ ≤ 2. (7.26)
Term S1. Using boundedness of mγk/2+γ/2, we can write
S1 :=
n∑
k=k0
(βt)k
k!
mγk/2+γ/2 = Enγ/2;γ −
k0−1∑
k=0
(βt)k
k!
mγk/2+γ/2 ≥ Enγ/2;γ − 2c¯k0
1
t
,
for β chosen as in (7.26).
Term S2. Terms S21 and S22 are treated in the same fashion. We will detail calcu-
lation for S21 . We first reorganize the terms in sum and get
S21 :=
n∑
k=k0
(βt)k
k!
C γk
2
ℓk∑
ℓ=1
(
k
ℓ
)
mγℓ/2+γ/2mγk/2−γℓ/2
=
n∑
k=k0
C γk
2
ℓk∑
ℓ=1
(βt)ℓmγℓ/2+γ/2
ℓ!
(βt)k−ℓmγk/2−γℓ/2
(k − ℓ)! ≤ C γk02 E
n
γ/2;γ Enγ/2.
since constant C γk
2
monotonically decays with respect to k and therefore C γk
2
≤ C γk0
2
.
Gathering all estimates together, (7.25) becomes
d
dt
Enγ/2 ≤ β Enγ/2;γ + 2c¯k0 −K1
(
Enγ/2;γ − 2c¯k0
1
t
)
+K2 C γk0
2
Enγ/2;γ Enγ/2, (7.27)
for β satisfying (7.26). For such β we γ fixed, we define
T¯n := sup
{
t ∈ [0, 1] : Enγ/2[f ](βt, t) ≤ 4M¯0
}
.
Let us first show that T¯n is well defined. Indeed, taking
M¯0 :=
∫
∆
f(t, v, I) 〈v, I〉2 dI dv =
∫
∆
f(0, v, I) 〈v, I〉2 dI dv,
for t = 0, we get Enγ/2(0, 0) ≤ Eγ/2(0, 0) = m0(0) < 4M¯0. Continuity of partial sum
Enγ/2 with respect to t implies Enγ/2(βt, t) ≤ 4M¯0 on a slightly larger time interval
t ∈ [0, tn), tn > 0, and thus T¯n > 0.
We now find a bound on Enγ/2. Consider t ∈ [0, T¯n]. On this interval, Enγ/2(βt, t) ≤
4M¯0, as well as since T¯n ≤ 1 yields t−1 ≥ 1, which implies for (7.27) the following
estimate
d
dt
Enγ/2 ≤ −Enγ/2;γ
(
−β +K1 −K2 C γk0
2
4M¯0
)
+
2c¯k0
(1 +K1) t
.
Since C γk0
2
converges to zero as k0 grows, we can choose large enough k0 and small
enough β, all depending on k∗ from (5.2), so that
−β +K1 −K2 C γk0
2
4M¯0 >
K1
2
,
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that yields
d
dt
Enγ/2 ≤ −
K1
2
Enγ/2;γ +
K3
t
,
for K3 := 2c¯k0 (1 +K1). Finally, shifted moment can be bounded as follows
Enγ/2;γ(βt, t) =
n+1∑
k=1
(βt)kmγk/2(t)
k!
k
βt
≥ 1
βt
n∑
k=2
(βt)kmγk/2(t)
k!
≥
Enγ/2(βt, t)− M¯0
βt
,
that yields
d
dt
Enγ/2 ≤ −
K1
2βt
(
Enγ/2 − M¯0 −
2β
K1
K3
)
.
Now we choose β small enough so that
M¯0 +
2β
K1
K3 < 2M¯0, or, equivalently β <
K1M¯0
2K3
,
which implies
d
dt
Enγ/2(βt, t) ≤ −
K1
2βt
(
Enγ/2(βt, t)− 2M¯0
)
.
Integrating this differential inequality with an integrating factor t
K1
2β , yields
Enγ/2(βt, t) ≤ max
{
Enγ/2(0, 0), 2M¯0
}
≤ 2M¯0, ∀t ∈ [0, T¯n], (7.28)
since Eγ/2(0, 0) = m0(0) < 2M¯0.
Therefore, from (7.28) the following bound on Enγ/2(βt, t) holds
Enγ/2(βt, t) ≤ 2M¯0 < 4M¯0, ∀t ∈ [0, T¯n].
Exploring the continuity of the partial sum Enγ/2(βt, t) this inequality holds on a
slightly larger interval, which contradicts maximality of T¯n, unless T¯n = 1. There-
fore, we can conclude T¯n = 1 for all n ∈ N, or in other words
Enγ/2(βt, t) ≤ 4M¯0, ∀t ∈ [0, 1], ∀n ∈ N.
Letting n→∞, we conclude
Enγ/2(βt, t) ≤ 4M¯0, ∀t ∈ [0, 1]. (7.29)
In particular, for time t = 1, (7.29) can be seen as an initial condition for propaga-
tion (7.1), and thus the exponential moment of the order γ and a rate 0 < β¯ ≤ β
that depends on k∗ from (5.2), stays uniformly bounded for all t > 1.

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Appendix A. Proof of the Lemma 2.1 (Jacobian of the collision
transformation)
Proof. Using ideas from [23], we decompose the mapping T from (2.9) into a se-
quence of mappings and calculate Jacobian of each of them. Then the Jacobian of
T will be a product of those Jacobians. More precisely, T can be understood as a
composition of the following transformations
T = T9 ◦ T8 ◦ T7 ◦ T6 ◦ T5 ◦ T4 ◦ T3 ◦ T2 ◦ T1,
where composition is understood as (f ◦ g)(x) = f(g(x)) and each Ti is described
below.
(1) We first pass to the center-of-mass reference frame
T1 : (v, v∗, I, I∗, r, R, σ) 7→ (u, V, I, I∗, r, R, σ),
where u and V are relative velocity and velocity of center of mass from
(2.3). It is clear that Jacobian of this transformation is 1,
JT1 = 1.
(2) For the relative velocity u we pass to its spherical coordinates
(
|u| , u|u|
)
,
where u/ |u| ∈ S2 is the angular variable, with the transformation T2,
(u, V, I, I∗, r, R, σ) 7→
(
|u| , u|u| , V, I, I∗, r, R, σ
)
,
whose Jacobian is
JT2 = |u|−2 .
(3) In order to facilitate further calculation, we consider square of relative speed
instead of relative speed itself,
T3 :
(
|u| , u|u| , V, I, I∗, r, R, σ
)
7→
(
|u|2 , u|u| , V, I, I∗, r, R, σ
)
with the Jacobian
JT3 = 2 |u| .
(4) Instead of I∗ we will use total energy E, linked with the equation (2.4),
T4 :
(
|u|2 , u|u| , V, I, I∗, r, R, σ
)
7→
(
|u|2 , u|u| , V, I, E, r, R, σ
)
whose Jacobian is 1,
JT4 = 1.
(5) Moreover, instead of R we want to have ER,
T5 :
(
|u|2 , u|u| , V, I, E, r, R, σ
)
7→
(
|u|2 , u|u| , V, I, E, r, ER, σ
)
,
with Jacobian
JT5 = E.
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(6) Finally, we pass to pre-collisional quantities with the following mapping
T6 :
(
|u|2 , u|u| , V, I, E, r, ER, σ
)
7→
(
|u′|2 , u
′
|u′| , V
′, I ′, I ′∗, r
′, R′, σ′
)
.
Let us compute Jacobian of this central transformation. First, for V we are
using conservation law (2.5). Change of the unit vectors u|u| and σ can be
considered as a rotation. Thus we eliminate these variables and for the rest
of variables, we use the following relations
|u′|2 = 4RE
m
, I ′ = r(1 −R)E, I ′∗ = (1− r)(1 −R)E,
r′ =
I
E − m4 |u|2
, R′ =
m |u|2
4E
,
and compute the corresponding Jacobian
J(|u|2,I,E,r,ER)7→(|u′|2,I′,I′∗,r′,R′)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 4Rm 0
4
m
0 0 r(1 −R) (1−R)E −r
0 0 (1− r)(1 −R) −(1−R)E 1− r
mI
4(E−m4 |u|
2)2
1
E−m4 |u|
2 − I(E−m4 |u|2)2 0 0
m
4E 0 −m|u|
2
4E2 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(−1)4+2
E − m4 |u|2
(−1)4+1m
4E
∣∣∣∣∣∣∣∣
4R
m 0
4
m
r(1 −R) (1−R)E −r
(1− r)(1 −R) −(1−R)E 1− r
∣∣∣∣∣∣∣∣
=
−m(1−R)E
(E − m4 |u|2)4E
∣∣∣∣∣∣∣∣
4R
m 0
4
m
r(1 −R) 1 −r
(1− r)(1 −R) −1 1− r
∣∣∣∣∣∣∣∣
=
−m(1−R)
4(E − m4 |u|2)
∣∣∣∣∣∣∣∣
4R
m 0
4
m
1−R 0 −1
(1− r)(1 −R) −1 1− r
∣∣∣∣∣∣∣∣
=
−m(1−R)
4
(
E − m4 |u|
) (−4R
m
+
4(R− 1)
m
)
Finally,
JT6 =
1−R
(E − m4 |u|2)
=
1− R
I + I∗
=
1−R
(1−R′)E .
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(7) Now we go back, first from squares to squares of relative speed to relative
speed itself,
T7 :
(
|u′|2 , u
′
|u′| , V
′, I ′, I ′∗, r
′, R′, σ′
)
7→
(
|u′| , u
′
|u′| , V
′, I ′, I ′∗, r
′, R′, σ′
)
.
with Jacobian
JT7 =
1
2 |u′| .
(8) For u′ we pass from spherical coordinates to Cartesian ones,
T8 :
(
|u′| , u
′
|u′| , V
′, I ′, I ′∗, r
′, R′, σ′
)
7→ (u′, V ′, I ′, I ′∗, r′, R′, σ′) .
with Jacobian
JT8 = |u′|2 .
(9) We go back from center-of-mass reference frame,
T9 : (u
′, V ′, I ′, I ′∗, r
′, R′, σ′) 7→ (v′, v′∗, I ′, I ′∗, r′, R′, σ′)
with unit Jacobian
JT9 = 1.
Finally, we get the Jacobian of transformation T ,
JT =
9∏
i=1
JTi =
(1 −R) |u′|
(1 −R′) |u| =
(1−R)R1/2
(1−R′)R′1/2 ,
where for the last inequality we have used |u′| =
√
4RE
m and |u| =
√
4R′E
m . 
Appendix B. Explicit calculation of multiplicative factors to the
transition function models
This appendix provides upper and lower estimates for the multiplicative fac-
tors dlbγ (r), d
ub
γ (r), e
lb
γ (R), e
ub
γ (R) for the three models of transition function B =
B(v, v∗, I, I∗, r, R, σ) introduced in section 3.1, (3.11), (3.13) and (3.15), namely
(Model 1) B = b(uˆ · σ)
(m
4
|u|2 + I + I∗
)γ/2
,
(Model 2) B = b(uˆ · σ)
(
Rγ/2|u|γ + (1−R)γ/2
(
I + I∗
m
)γ/2)
,
(Model 3) B = b(uˆ · σ)
(
Rγ/2|u|γ +
(
r(1 −R) I
m
)γ/2
+
(
(1− r)(1 −R)I∗
m
)γ/2)
,
where u := v − v∗ and uˆ = u/ |u|.
B.1. Calculation of the upper bounds. For the three models (3.11), (3.13) and
(3.15), we determine functions dubγ (r) and e
ub
γ (R) that appear in bound from above
for the transition function B, as defined in (3.2).
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B.1.1. Model 1. We write for the model 1, from (3.11),
(m
4
|v − v∗|2 + I + I∗
)γ/2
= mγ/2
(
1
4
|v − v∗|2 + I
m
+
I∗
m
)γ/2
≤ mγ/2
(
|v − v∗|2 + I
m
+
I∗
m
)γ/2
≤ mγ/2
(
|v − v∗|γ +
(
I + I∗
m
)γ/2)
,
for any γ ∈ (0, 2]. Therefore, we can take dubγ (r) = 1. and eubγ (R) = mγ/2.
B.1.2. Model 2. We first estimate model 2 in (3.13) by
Rγ/2|u|γ + (1−R)γ/2
(
I + I∗
m
)γ/2
≤ max {R, (1−R)}γ/2
(
|u|γ +
(
I + I∗
m
)γ/2)
,
and thus one possible choice is
dubγ (r) = 1, e
ub
γ (R) = max {R, (1−R)}γ/2 . (B.1)
Another more course estimate can be obtained by using R ≤ 1, which leads to the
choice
dubγ (r) = e
ub
γ (R) = 1.
B.1.3. Model 3. Finally, model 3 from (3.15) is estimated as follows
Rγ/2|v − v∗|γ +
(
r(1 −R) I
m
)γ/2
+
(
(1− r)(1 −R)I∗
m
)γ/2
≤ max {R, (1−R)}γ/2
(
|u|γ +
(
I
m
)γ/2
+
(
I∗
m
)γ/2)
≤ 21−γ/2max {R, (1−R)}γ/2
(
|u|γ +
(
I + I∗
m
)γ/2)
.
since max
{
1, rγ/2, (1− r)γ/2} = 1. Thus, one possible choice is
dubγ (r) = 1, e
ub
γ (R) = 2
1−γ/2max {R, (1−R)}γ/2 . (B.2)
Another possibility comes with the use of R ≤ 1, which leads to
dubγ (r) = 1, e
ub
γ (R) = 2
1−γ/2.
B.2. Calculation of the lower bounds. In this Section we provide various choices
for functions dlbγ (r) and e
lb
γ (R) that appear in the bound from below of the transi-
tion function B, from (3.2), for the three models of transition functions introduced
in (3.11), (3.13) and (3.15).
B.2.1. Model 1. For the model 1 from (3.11) we can estimate
(m
4
|u|2 + I + I∗
)γ/2
≥ mγ/22−(γ/2−1)
(
|u|γ +
(
I + I∗
m
)γ/2)
,
which implies dlbγ (r) = 1, and e
lb
γ (R) = m
γ/22−(γ/2−1).
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B.2.2. Model 2. For the model 2 introduced in (3.13), we write
Rγ/2|u|γ + (1−R)γ/2
(
I + I∗
m
)γ/2
≥ min{Rγ/2, (1−R)γ/2}
(
|u|γ +
(
I + I∗
m
)γ/2)
≥ Rγ/2(1−R)γ/2
(
|v − v∗|γ +
(
I + I∗
m
)γ/2)
,
and therefore dlbγ (r) = 1 and for e
lb
γ (R) we have two possible choices,
elbγ (R) = min{Rγ/2, (1−R)γ/2}, (B.3)
or
elbγ (R) = R
γ/2(1 −R)γ/2. (B.4)
B.2.3. Model 3. For the model 3 from (3.15) we estimate
Rγ/2|u|γ +
(
r(1 −R) I
m
)γ/2
+
(
(1− r)(1 −R)I∗
m
)γ/2
≥ min {R, (1−R)}γ/2
(
|u|γ +
(
r
I
m
)γ/2
+
(
(1 − r)I∗
m
)γ/2)
≥ min {R, (1−R)}γ/2min {r, (1− r)}γ/2
(
|u|γ +
(
I + I∗
m
)γ/2)
≥ rγ/2(1 − r)γ/2Rγ/2(1−R)γ/2
(
|u|γ +
(
I + I∗
m
)γ/2)
,
which allows two different choices
dlbγ (r) = min {r, (1− r)}γ/2 , elbγ (R) = min {R, (1−R)}γ/2 , (B.5)
or
dlbγ (r) = r
γ/2(1 − r)γ/2, elbγ (R) = Rγ/2(1−R)γ/2. (B.6)
Appendix C. Proof of the Lemma 3.2 (Upper bound)
Proof. We first write
|v − v∗|γ +
(
I + I∗
m
)γ/2
= 2γ
((
1
4
|v − v∗|2
)γ/2
+
(
I + I∗
m
)γ/2)
≤ 2 3γ2 −1
(
1
4
|v − v∗|2 + I + I∗
m
)γ/2
. (C.1)
Then, using
1
4
|v − v∗|2 + I
m
+
I∗
m
≤ 1
2
|v|2 + 1
2
|v∗|2 + I
m
+
I∗
m
≤ 〈v, I〉2 + 〈v∗, I∗〉2,
and since γ/2 ≤ 1, we can estimate(
1
4
|v − v∗|2 + I
m
+
I∗
m
)γ/2
≤ 〈v, I〉γ + 〈v∗, I∗〉γ . (C.2)
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Combining this result with (C.1), we conclude the proof. 
Appendix D. Proof of the Lemma 3.3 (Lower bound)
In this Section we consider B˜ from (3.1), namely
B˜(v, v∗, I, I∗) := |u|γ +
(
I + I∗
m
)γ/2
, u := v − v∗, γ ∈ [0, 2].
and prove that it satisfies the lower bound stated in Lemma 3.3.
To that end, we first define the two balls, as much as we did in the proof of
sub-tangent condition in Proposition 1. Namely, we introduce the ball Bvel(0, ρ1)
in the velocity space v ∈ R3 and the ball Ben(0, ρ2) in the internal energy space
I ∈ [0,∞),
Bvel(0, ρ1) :=
{
v ∈ R3 : |v| ≤ ρ1
}
, Ben(0, ρ2) :=
{
I ∈ [0,∞) :
√
I
m
≤ ρ2
}
.
as much as characteristic function χρ2(I) of the interval [0, ρ2], ρ2 ≥ 0, in the
internal energy space I ∈ [0,∞). Then for any (v, I) ∈ Bvel(0, ρ1) × Ben(0, ρ2) we
have √
1
2
|v|2 + I
m
≤ ρ1√
2
+ ρ2 =: ρ,
and therefore
Bvel(0, ρ1)×Ben(0, ρ2) ⊆ B(0, ρ),
with
B(0, ρ) :=
{
(v, I) ∈ ∆ := R3 × [0,∞) :
√
1
2
|v|2 + I
m
≤ ρ
}
. (D.1)
Our proof is based on ideas from [5] for a single Boltzmann equation, used in [25]
for the mixture setting, as well. It is worthwhile to mention that here f does not
need to be a solution to the Boltzmann equation, it is an arbitrary function that
satisfies assumption of the Lemma.
The idea of proof is to divide the whole space R3 × [0,∞) into the ball B(0, ρ)
and its complement, and to prove the lower bound (3.9) in these two spaces. Then,
considerations for the complement B(0, ρ)c will fix the value for radius ρ = ρ∗ that
ensures the lower bound (3.9) with an explicitly calculated constant clb.
Proof. Since the case γ = 0 is trivial, we suppose γ ∈ (0, 2].
We first consider the model 2 described in (3.13).
For some ρ > 0 we first take (v, I) ∈ B(0, ρ)c, by following the notation (D.1).
For the left-hand side of (3.9),
Λ :=
∫
∆
f(t, w, J)
(
|v − w|γ +
(
I
m
+
J
m
)γ/2)
dJ dw, (D.2)
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we provide a point-wise estimate for the integrand, by using Minkowski-type of
inequalities and 0 < γ ≤ 2,
|v − w|γ +
(
I
m
+
J
m
)γ/2
≥ min{1, 21−γ} |v|γ − |w|γ + 2 γ2−1
((
I
m
)γ/2
+
(
J
m
)γ/2)
≥ min
{
2γ/2, 21−γ/2, 2γ/2−1
}(( 1√
2
|v|
)γ
+
(
I
m
)γ/2)
− |w|γ − 2 γ2−1
(
J
m
)γ/2
≥ 2 3γ2 −2
(
1√
2
|v|+
√
I
m
)γ
− |w|γ − 2 γ2−1
(
J
m
)γ/2
Now (D.2) becomes
Λ ≥
(
2
3γ
2 −2c
(
1√
2
|v|+
√
I
m
)γ)
−
∫
∆
f(t, w, J)
(
|w|γ + 2 γ2−1
(
J
m
)γ/2)
dJ dw,
by using the first inequality from list of assumptions (3.7). Then we estimate the
last integral from above
∫
∆
f(t, w, J)
(
|w|γ + 2 γ2−1
(
J
m
)γ/2)
dJ dw
≤
∫
|w|<1
J
m<1
f(t, w, J)
(
|w|γ +
(
J
m
)γ/2)
dJ dw
+
∫
|w|≥1
J
m≥1
f(t, w, J)
(
|w|γ +
(
J
m
)γ/2)
dJ dw.
For the first integral we use |w|γ ≤ 1 and ( Jm)γ/2 ≤ 1 and the first inequality from
(3.7). For the second one, we estimate |w|γ ≤ |w|2, ( Jm)γ/2 ≤ Jm , and use the
second estimate in (3.7). Thus, we get∫
∆
f(t, w, J)
(
|w|γ + 2 γ2−1
(
J
m
)γ/2)
dJ dw ≤ 4C.
Therefore, for Λ we obtain
Λ ≥
(
2
3γ
2 −2c
(
1√
2
|v|+
√
I
m
)γ)
− 4C.
Now we are using the fact that (v, I) belongs to the complement of the ball B(0, ρ)
and we want to find big enough radius ρ = ρ∗ to ensure
Λ ≥ c
8
(
1√
2
|v|+
√
I
m
)γ
, for (v, I) ∈ B(0, ρ∗)c. (D.3)
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This amounts to take
ρ∗ =

 4C
c
(
2
3γ
2 −2 − 18
)


1/γ
. (D.4)
We pass to the second step of the proof. We take now (v, I) ∈ B(0, ρ∗). For any
S1, S2 > 0, to be determined later, we write
Λ ≥
∫
|v−w|≤S2√
I
m+
J
m≤S2
f(t, w, J)
(
|v − w|γ +
(
I
m
+
J
m
)γ/2)
dJ dw
≥
∫
|v−w|≤S2√
I
m+
J
m≤S2
f(t, w, J)
(
|v − v∗|2Sγ−21 +
(
I + J
m
)
Sγ−22
)
dJ dw
≥ min
{
Sγ−21 , S
γ−2
2
}(∫
∆
f(t, w, J)
(
|v − w|2 +
(
I
m
+
J
m
))
dJ dw
−
∫
|v−w|≥S2√
I
m+
J
m≥S2
f(t, w, J)
(
|v − w|2 +
(
I
m
+
J
m
))
dJ dw

 . (D.5)
For the first integral we develop the square and use the first and the third assumption
from (3.7), while for the second one we add and subtract λ, then use domain of
integration to manipulate, which together yield
Λ ≥ min
{
Sγ−21 , S
γ−2
2
}(
c
(
1 +
1
2
|v|2 + I
m
)
−
∫
|v−w|≥S2√
I
m+
J
m≥S2
f(t, w, J)

 1
Sλ1
|v − w|2+λ + 1
Sλ2
(√
I
m
+
J
m
)2+λ dJ dw


≥ min
{
Sγ−21 , S
γ−2
2
}c− ∫ |v−w|≥S2√
I
m+
J
m≥S2
f(t, w, J)
×

 1
Sλ1
|v − w|2+λ + 1
Sλ2
(√
I
m
+
J
m
)2+λ dJ dw

 . (D.6)
Again, using Minkowski type of inequality, we get
|v − w|2+λ +
(√
I
m
+
J
m
)2+λ
≤ 2 3λ2 +2


(
1√
2
|v|+
√
I
m
)2+λ
+
(
1√
2
|v|+
√
I
m
)2+λ ,
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that in conjunction with the first assumption from (3.7) and (3.8) for the integral
in (D.6) yields
∫
|v−w|≥S2√
I
m+
J
m≥S2
f(t, w, J)

 1
Sλ1
|v − w|2+λ + 1
Sλ2
(√
I
m
+
J
m
)2+λ dJ dw
≤ max
{
1
Sλ1
,
1
Sλ2
}
2
3λ
2 +2

C
(
1√
2
|v|+
√
I
m
)2+λ
+B


≤ (min {S1, S2})−λ 2 3λ2 +2max {C,B}

1 +
(
1√
2
|v|+
√
I
m
)2+λ
≤ (min {S1, S2})−λ 2 3λ2 +2max {C,B}
(
1 + ρ2∗
) 2+λ
2 ,
by using the fact that here (v, I) ∈ B(0, ρ∗). Now we choose S1, S2 in order to
ensure for the last expression
(min {S1, S2})−λ 2 3λ2 +2max {C,B}
(
1 + ρ2∗
) 2+λ
2 ≤ c
8
.
This amounts to choose S1, S2 so that
min {S1, S2} ≥
(
2
3λ
2 +5
max {C,B}
c
(
1 + ρ2∗
) 2+λ
2
) 1
λ
≥ 1. (D.7)
Thus, (D.6) becomes
Λ ≥ (min {S1, S2})γ−2 c
8
, for (v, I) ∈ B(0, ρ∗), (D.8)
with ρ∗ from (D.4).
We conclude the proof by gathering the estimates (D.3) and (D.8),
Λ ≥ c
8
(min {S1, S2})γ−2
(
1 +
1
2
|v|2 + I
m
)γ/2
. (D.9)
Therefore, there we can find a constant clb > 0 such that the desired lower bound
(3.9) holds.
As announced, this constant clb can be constructed by using the inequality (D.7).
Namely, we get
clb =
c
8

2 3λ2 −1 max{C,B}c

1 +

 4C
c
(
2
3γ
2 −2 − 18
)


2
γ


2+λ
2


1
λ
×

1 +

 4C
c
(
2
3γ
2 −2 − 18
)


2
γ


−γ/2
, (D.10)
which completes the proof. 
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Appendix E. Some technical results
Lemma E.1 (Polynomial inequality I). Assume p > 1, and let np = ⌊p+12 ⌋. Then
for all x, y > 0, the following inequality holds
(x+ y)
p − xp − yp ≤
np∑
n=1
(
p
n
)(
xnyp−n + xp−nyn
)
.
Lemma E.2 (Polynomial inequality II). Let b + 1 ≤ a ≤ p+12 . Then for any
x, y ≥ 0,
xayp−a + xp−aya ≤ xbyp−b + xp−byb.
Lemma E.3 (Interpolation inequality). Let k = αk1 + (1 − α)k2, α ∈ (0, 1),
0 < k1 ≤ k ≤ k2. Then for any g ∈ L1k
‖g‖L1k ≤ ‖g‖
α
L1k1
‖g‖1−αL1k2 . (E.1)
Appendix F. Existence and Uniqueness Theory for ODE in Banach
spaces
Theorem F.1. Let E := (E, ‖·‖) be a Banach space, S be a bounded, convex and
closed subset of E, and Q : S → E be an operator satisfying the following properties:
(a) Ho¨lder continuity condition
‖Q[u]−Q[v]‖ ≤ C ‖u− v‖β , β ∈ (0, 1), ∀u, v ∈ S;
(b) Sub-tangent condition
lim
h→0+
dist (u+ hQ[u],S)
h
= 0, ∀u ∈ S;
(c) One-sided Lipschitz condition
[Q[u]−Q[v], u− v] ≤ C ‖u− v‖ , ∀u, v ∈ S,
where [ϕ, φ] = limh→0− h
−1 (‖φ+ hϕ‖ − ‖φ‖).
Then the equation
∂tu = Q[u], for t ∈ (0,∞), with initial data u(0) = u0 in S,
has a unique solution in C([0,∞),S) ∩ C1((0,∞), E).
The proof of this Theorem on ODE flows on Banach spaces can be found in [5].
Remark 6. In Section 6, we will concentrate on E := L11. Therefore, for one-sided
Lipschitz condition, we will use the following inequality,
[ϕ, φ] ≤
∫
∆
ϕ(v, I) sign(φ(v, I)) 〈v, I〉2 dI dv,
as pointed out in [5].
51
References
[1] B. V. Alexeev, A. Chikhaoui, and I. T. Grushin Application of the generalized Chapman-
Enskog method to the transport-coefficient calculation in a reacting gas mixture, Phys. Rev.
E, 49(4): 2809-2825, 1994.
[2] R. Alonso, Emergence of exponentially weighted Lp-norms and Sobolev regularity for the
Boltzmann equation, Commun. Part. Diff. Eq., 44(5): 416–446, 2019.
[3] R. Alonso, V. Bagland, Y. Cheng, and B. Lods, One-dimensional dissipative Boltzmann
equation: measure solutions, cooling rate, and self-similar profile, SIAM J. Math. Anal.,
50(1): 1278–1321, 2018.
[4] R. Alonso, J. A. Can˜izo, I. M. Gamba, and C. Mouhot, A new approach to the creation and
propagation of exponential moments in the Boltzmann equation, Comm. Partial Differential
Equations, 38 (1): 155–169, 2013.
[5] R. J. Alonso and I. M. Gamba, Revisiting the Cauchy problem for the Boltzmann equation
for hard potentials with integrable cross section: from generation of moments to propagation
of L∞ bounds. preprint, 2018.
[6] R. J. Alonso, I. M. Gamba, and M. Pavic´-Cˇolic´, Propagation of weighted Banach space
regularity to solutions of the Boltzmann equations for polyatomic gases, work in progress,
2020.
[7] R. J. Alonso, I. M. Gamba and M. B.Tran, The Cauchy problem and BEC stability for
the quantum Boltzmann-Condensation system for bosons at very low temperature, preprint,
ArXiv 1609.07467.v3, 2018.
[8] B. Anwasia, M. Bisi, F. Salvarani, A. J. Soares, On the Maxwell-Stefan diffusion limit for a
reactive mixture of polyatomic gases in non-isothermal setting, Kinet. Relat. Models, 13(1),
63 – 95, 2020.
[9] T. Arima, T. Ruggeri, M. Sugiyama, and S. Taniguchi, Non-linear extended thermodynamics
of real gases with 6 fields Int. J. Non Linear Mech., 72: 6-15, 2015.
[10] C. Baranger, M. Bisi, S. Brull and L. Desvillettes, On the Chapman-Enskog asymptotics for a
mixture of monoatimic and polyatomic rarefied gases, Kinet. Relat. Models, 11(4), 821 –858,
2018.
[11] M. Bisi, G. Martalo`, G. Spiga, Multi-temperature hydrodynamic limit from ki- netic theory
in a mixture of rarefied gases, Acta Appl. Math. 122, 37-51, 2012.
[12] M. Bisi, G. Martalo`, G. Spiga, Multi-temperature Euler hydrodynamics for a reacting gas
from a kinetic approach to rarefied mixtures with resonant collisions, Europhys. Lett. 95,
55002, 2011.
[13] M. Bisi, R. Monaco and A. J. Soares, A BGK model for reactive mixtures of polyatomic gases
with continuous internal energy, J. Phys. A, 51(12), 125501, 2018.
[14] M. Bisi, T. Ruggeri and G. Spiga, Dynamical pressure in a polyatomic gas: Interplay between
kinetic theory and Extended Thermodynamics, Kinet. Relat. Models, 11, 71-95, 2018.
[15] A. V. Bobylev, Moment inequalities for the Boltzmann equation and applications to spatially
homogeneous problems, J. Statist. Phys., 88: 1183–1214, 1997.
[16] A. V. Bobylev and I. M. Gamba, Upper Maxwellian bounds for the Boltzmann equation with
pseudo-Maxwell molecules. Kinet. Relat. Models, 10, 573–585, 2017.
[17] A. V. Bobylev, I. M. Gamba, and V. A. Panferov, Moment inequalities and high-energy tails
for Boltzmann equations with inelastic interactions, J. Statist. Phys., 116, 1651–1682, 2004.
[18] J.-F. Bourgat, L. Desvillettes, P. Le Tallec, and B. Perthame. Microreversible collisions for
polyatomic gases and Boltzmann’s theorem, Eur. J. Mech., B/Fluids, 13(2): 237–254, 1994.
[19] S. Chapman and T.G. Cowling The Mathematical Theory of Non-Uniform Gases, 3rd edn.
Cambridge University Press, Cambridge, 1990.
[20] S. Dellacherie, On the Wang Chang-Uhlenbeck equations, Discrete Cont Dyn-B, 3(2): 229–
253, 2003.
[21] L. Desvillettes, Some applications of the method of moments for the homogeneous Boltzmann
and Kac equations, Arch. Rational Mech. Anal., 123, 387–404, 1993.
[22] L. Desvillettes, Sur un mode`le de type BorgnakkeLarsen conduisant a` des lois denergie non-
line´aires en tempe´rature pour les gaz parfaits polyatomiques, Ann. Fac. Sci. Toulouse Math.,
6(2), 257–262, 1997.
[23] L. Desvillettes, R. Monaco and F. Salvarani A kinetic model allowing to obtain the energy
law of polytropic gases in the presence of chemical reactions, Eur. J. Mech. B Fluids, 24,
219–236,2005.
52 IRENE M. GAMBA AND MILANA PAVIC´-CˇOLIC´
[24] V. Djordjic´, M. Pavic´-Cˇolic´, and N. Spasojevic´, Kinetic and macroscopic modelling of a
polytropic gas, ArXiv:2004.12225, 2020.
[25] I. M. Gamba, and M. Pavic´-Cˇolic´, On existence and uniqueness to homogeneous Boltzmann
flows of monatomic gas mixtures, Arch. Ration. Mech. Anal., 235, 723–781, 2020.
[26] I. M. Gamba, V. Panferov, and C. Villani, Upper Maxwellian bounds for the spatially homo-
geneous Boltzmann equation, Arch. Ration. Mech. Anal., 194 (2009), 253–282.
[27] I. M. Gamba, L. Smith and M.B. Tran On the wave turbulence theory for stratified flows in
the ocean, Mathematical Models and Methods in Applied Sciences, 30(1), 105–137, 2020.
[28] V. Giovangigli, Multicomponent Flow Modeling, MESST Series, Birkhauser Boston, 1999.
[29] S. Kosuge and K. Aoki Shock-wave structure for a polyatomic gas with large bulk viscosity
Phys. Rev. Fluids, 3 023401, 2018.
[30] X. Lu and C. Mouhot, On measure solutions of the Boltzmann equation, part I: moment
production and stability estimates, J. Differential Equations, 252, 3305–3363, 2012.
[31] R. H. Martin, Nonlinear operators and differential equations in Banach spaces. Pure and
Applied Mathematics. Wiley-Interscience, 1976.
[32] C. Mouhot, Rate of convergence to equilibrium for the spatially homogeneous Boltzmann
equation with hard potentials, Comm. Math. Phys., 261, 629–672, 2006.
[33] M. Pavic´-Cˇolic´ Multi-velocity and multi-temperature model of the mixture of polyatomic
gases issuing from kinetic theory Physics Letters A, 383(24), 2829–2835, 2019.
[34] M. Pavic´-Cˇolic´, D. Madjarevic and S. Simic´, Polyatomic gases with dynamic pressure: Kinetic
non-linear closure and the shock structure, International Journal of Non-Linear Mechanics
92 160175, 2017.
[35] M. Pavic´, T. Ruggeri and S. Simic´, Maximum entropy principle for rarefied polyatomic gases,
Physica A, 392, 1302–1317, 2013.
[36] M. Pavic´ and S. Simic´, Moment equations for polyatomic gases, Acta Appl. Math., 132(1),
469–482, 2014.
[37] M. Pavic´-Cˇolic´, and M. Taskovic´, Propagation of stretched exponential moments for the Kac
equation and Boltzmann equation with Maxwell molecules, Kinet. Relat. Models, 11(3), 597–
613, 2018.
[38] T. Ruggeri, Non-linear maximum entropy principle for a polyatomic gas subject to the dy-
namic pressure, Bull. Inst. Math., Acad. Sin. (New Ser.), 11(1), 1–22, 2016.
[39] T. Ruggeri and M. Sugiyama, Rational Extended Thermodynamics beyond the Monatomic
Gas, Springer, New York, 2015.
[40] S. Simic´, M. Pavic´-Cˇolic´ and D. Madjarevic, Non-equilibrium mixtures of gases: Modelling
and computation, Rivista di Matematica della Universita di Parma 6(1) 135214, 2015.
[41] M. Taskovic´, R. J. Alonso, I. M. Gamba, and N. Pavlovic´, On Mittag-Leffler moments for the
Boltzmann equation for hard potentials without cutoff, SIAM J. Math. Anal., 50(1): 834–869,
2018.
[42] C.S. Wang Chang, G.E. Uhlenbeck and J. de Boer, The heat conductivity and viscosity of
polyatomic gases, In: Studies in Statistical Mechanics, vol. II, North-Holland, Amsterdam,
243268, 1964.
[43] B. Wennberg, Entropy dissipation and moment production for the Boltzmann equation, Jour.
Statist. Phys., 86(5-6), 1053–1066, 1997.
