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QUANTUM ROTATABILITY
STEPHEN CURRAN
Abstract. In [11], Ko¨stler and Speicher showed that de Finetti’s theorem on
exchangeable sequences has a free analogue if one replaces exchangeability by
the stronger condition of invariance of the joint distribution under quantum
permutations. In this paper we study sequences of noncommutative random
variables whose joint distribution is invariant under quantum orthogonal trans-
formations. We prove a free analogue of Freedman’s characterization of con-
ditionally independent Gaussian families, namely, the joint distribution of an
infinite sequence of self-adjoint random variables is invariant under quantum
orthogonal transformations if and only if the variables form an operator-valued
free centered semicircular family with common variance. Similarly, we show
that the joint distribution of an infinite sequence of random variables is invari-
ant under quantum unitary transformations if and only if the variables form
an operator-valued free centered circular family with common variance.
We provide an example to show that, as in the classical case, these re-
sults fail for finite sequences. We then give an approximation for how far
the distribution of a finite quantum orthogonally invariant sequence is from
the distribution of an operator-valued free centered semicircular family with
common variance.
1. Introduction
The study of distributional symmetries has led to many deep structural results in
probability. The most well-known example is de Finetti’s theorem on exchangeable
sequences. A sequence (ξi)i∈N of random variables is called exchangeable if the joint
distribution of (ξi)i∈N is invariant under finite permutations. De Finetti’s theorem
states that an infinite exchangeable sequence of random variables is conditionally
independent and identically distributed. Another basic symmetry is rotatability,
defined as invariance of the joint distribution under orthogonal transformations. In
[9], Freedman showed that any infinite sequence of rotatable, real-valued random
variables must form a conditionally independent centered Gaussian family with
common variance. Although these results fail for finite sequences, approximate
results may still be obtained (see [5], [6], [7]). For a modern treatment of these and
many related results, the reader is referred to the recent text of Kallenberg [10].
Exchangeability and rotatability are defined by distributional invariance under
group actions. In the noncommutative setting, group actions are typically replaced
by coactions of quantum groups, and it is therefore natural to consider families of
noncommutative variables whose joint distribution is invariant under coactions of
quantum groups. In particular, Wang introduced a noncommutative version of the
permutation group Sn in [18], called the quantum permutation group As(n), which
Date: November 4, 2018.
2000 Mathematics Subject Classification. 46L54 (46L65, 60G09).
Key words and phrases. Free probability, quantum rotatability, quantum invariance, semicircle
law.
1
2 STEPHEN CURRAN
leads to the condition of quantum exchangeability for a sequence of noncommuta-
tive random variables. Ko¨stler and Speicher introduced this notion in [11], and
showed that de Finetti’s theorem has a natural free analogue: an infinite sequence
of noncommutative random variables is quantum exchangeable if and only if the
variables are freely independent and identically distributed with respect to a con-
ditional expectation. This was further studied in [4], where we extended this result
to more general sequences and gave an approximation result for finite sequences.
In this paper, we consider sequences of noncommutative random variables whose
joint distribution is invariant under quantum orthogonal transformations, in the
sense of the quantum orthogonal group Ao(n) of Wang [17]. Our main result is the
following free analogue of Freedman’s characterization of conditionally independent
Gaussian families:
Theorem 1.1. Let (xi)i∈N be a sequence of self-adjoint random variables in the
W∗-probability space (M,ϕ). Then the following are equivalent:
(i) The joint distribution of (xi)i∈N is invariant under quantum orthogonal
transformations.
(ii) There is a W∗-subalgebra 1 ∈ B ⊂ M , and a conditional expectation E :
W ∗({xi : i ∈ N}) → B which preserves ϕ such that {xi : i ∈ N} form
a B-valued freely independent centered semicircular family with common
variance, with respect to E.
It is well-known that the semicircular distribution plays the role of the Gaussian
distribution in free probability, in particular it is the limit distribution of the free
central limit theorem [16]. Note that the free independence is not part of our
assumptions, but is instead a result of the invariance condition. If one assumes a
priori that the variables are freely independent, then it is known that the variables
are centered semicircular with common variance if and only if their joint distribution
is invariant under usual orthogonal transformations ([12]).
As in the classical case, Theorem 1.1 fails for finite sequences (we provide an
example in 4.9). However, we can give the following approximation:
Theorem 1.2. Let (x1, . . . , xn) be a sequence of self-adjoint random variables in
the W∗-probability space (M,ϕ) whose joint distribution is invariant under quantum
orthogonal transformations. Then there is a W∗-subalgebra 1 ∈ B ⊂ M , and a ϕ-
preserving conditional expectation E :W ∗({xi : i ∈ N})→ B such that if s1, . . . , sn
is a B-valued free centered semicircular family with common variance η : B → B
defined by
η(b) = E[x1bx1],
then for any k ∈ N, 1 ≤ i1, . . . , i2k+1 ≤ n and b0, . . . , b2k+1 ∈ B such that ‖bl‖ ≤ 1
for 1 ≤ l ≤ 2k, we have∥∥E[b0xi1 · · ·xi2kb2k]− E[b0si1 · · · si2kb2k]∥∥ ≤ Dkn ‖x1‖2k
where Dk is a universal constant which depends only on k, and
E[b0xi1 · · ·xi2k+1b2k+1] = E[b0si1 · · · si2k+1b2k+1] = 0.
Wang also introduced a noncommutative version Au(n) of the unitary group
Un in [17]. For quantum unitarily invariant sequences of noncommutative ran-
dom variables, similar results hold if one replaces the semicircular distribution by
the circular distribution, which is the analogue in free probability of the complex
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Gaussian distribution. In particular, we will prove the following characterization of
operator-valued free circular families:
Theorem 1.3. Let (xi)i∈N be an infinite sequence of noncommutative random vari-
ables in the W∗-probability space (M,ϕ). Then the following are equivalent:
(i) The joint distribution of (xi)i∈N is invariant under quantum unitary trans-
formations.
(ii) There is a W∗-subalgebra 1 ∈ B ⊂ M and a conditional expectation E :
W ∗({xi : i ∈ N}) → B such that (xi)i∈N form a B-valued free centered
circular family with common variance, with respect to E.
Our approach is similar to that presented in [4] for quantum exchangeable se-
quences, and is based on the compact quantum group structure of Ao(n) and Au(n).
We find that for a sequence of random variables in a W∗-probability space whose
joint distribution is quantum orthogonally (resp. unitarily) invariant, there is a nat-
ural conditional expectation given by integrating a coaction of Ao(n) (resp. Au(n))
with respect to the Haar state. Using the formula for the Haar states on Ao(n)
and Au(n), computed by Banica and Collins in [2], we give an explicit form for this
conditional expectation. The structure which appears in these computations is the
operator-valued moment-cumulant formula of Speicher [14].
The paper is organized as follows: In Section 2 we recall the basic definitions and
results from free probability, and introduce the quantum orthogonal and unitary
groups. In Section 3, we define quantum rotatability for finite sequences and prove
Theorem 1.2. Section 4 contains the proof of Theorem 1.1, and an example which
shows that this result fails for finite sequences. In Section 5, we consider quantum
unitarily invariant sequences and prove Theorem 1.3.
2. Preliminaries and Notations
Notations. Given an index set I, we denote by QI the ∗-algebra of noncommuta-
tive polynomials QI = C〈ti, t
∗
i : i ∈ I〉. The universal property of QI is that given
any unital ∗-algebra A and a family (xi)i∈I of elements in A, there is a unique
unital ∗-homomorphism evx : QI → A such that evx(ti) = xi for each i ∈ I. We
will also denote this map by q 7→ q(x) for q ∈ QI .
We define PI to be the quotient of QI by the relations ti = t
∗
i for i ∈ I. The
universal property of PI is that whenever A is a unital ∗-algebra and (xi)i∈I is a
family of self-adjoint elements in A, there is a unique homomorphism from PI into
A, which we also denote evx, such that evx(ti) = xi. We will also denote this map
by p 7→ p(x) for p ∈ PI .
We will mostly be interested in the case that I = {1, . . . , n}, in which case we
denote QI and PI by Qn and Pn, and I = N in which case we denote QI = Q∞,
PI = P∞.
Free Probability. We begin by recalling some basic notions from free probability,
the reader is referred to [16], [13] for further information.
Definition 2.1.
(i) A noncommutative probability space is a pair (A,ϕ), where A is a unital
∗-algebra and ϕ is a state.
(ii) A noncommutative probability space (M,ϕ), where M is a von Neumann
algebra and ϕ is a faithful normal state, is called a W∗-probability space.
We do not require ϕ to be tracial.
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Definition 2.2. The joint ∗-distribution of a family (xi)i∈I of random variables
in a noncommutative probability space (A,ϕ) is the linear functional ϕx on QI
defined by ϕx(q) = ϕ(q(x)). ϕx is determined by the moments
ϕx(t
d1
i1
td2i2 · · · t
dk
ik
) = ϕ(xd1i1 x
d2
i2
· · ·xdkik ),
where i1, . . . , ik ∈ I and d1, . . . , dk ∈ {1, ∗}. When xi = x
∗
i for each i ∈ I, ϕx
factors through PI and we then use ϕx to denote the induced linear functional on
PI .
Remark 2.3. These definitions have natural “operator-valued” extensions given by
replacing C by a more general algebra of scalars. This is the right setting for
the notion of freeness with amalgamation, which is the analogue of conditional
independence in free probability.
Definition 2.4. A B-valued probability space (A,E) consists of a unital ∗-algebra
A, a ∗-subalgebra 1 ∈ B ⊂ A, and a conditional expectation E : A → B, i.e. E is
a linear map such that E[1] = 1 and
E[b1ab2] = b1E[a]b2
for all b1, b2 ∈ B and a ∈ A.
Definition 2.5. Let (A,E) be a B-valued probability space and (xi)i∈I a family
of random variables in A.
(i) We let B〈ti, t
∗
i : i ∈ I〉 denote the ∗-algebra of noncommutative polyno-
mials with coefficients in B. There is a unique ∗-homomorphism from
B〈ti, t
∗
i : i ∈ I〉 into A which is the identity on B and sends ti to xi, which
we denote by p 7→ p(x).
(ii) Likewise we let B〈ti : i ∈ I〉 denote the ∗-algebra of noncommutative
polynomials with coefficients in B and self-adjoint generators indexed by
I. If xi = x
∗
i for each i ∈ I, then the homomorphism from (i) factors
through B〈ti : i ∈ I〉, we will still denote this by p 7→ p(x).
(iii) The B-valued joint distribution of the family (xi)i∈I is the linear map
Ex : B〈ti, t
∗
i : i ∈ I〉 → B defined by Ex(p) = E[p(x)]. Ex is determined
by the B-valued moments
Ex[b0t
d1
i1
· · · tdkik bk] = E[b0x
d1
i1
· · ·xdkik bk]
for b0, . . . , bk ∈ B, i1, . . . , ik ∈ I and d1, . . . , dk ∈ {1, ∗}. If xi = x
∗
i for
every i ∈ I, then Ex factors through B〈ti : i ∈ I〉 and we will then use Ex
to denote the induced linear map from B〈ti : i ∈ I〉 to B.
(iv) The family (xi)i∈I is called free with respect to E or free with amalgamation
over B if
E[p1(xi1 , x
∗
i1
) · · · pk(xik , x
∗
ik
)] = 0
whenever p1, . . . , pk ∈ B〈t, t
∗〉, i1, . . . , ik ∈ I, i1 6= · · · 6= ik and
E[pl(xil , x
∗
il
)] = 0
for 1 ≤ l ≤ k.
Remark 2.6. Free independence with amalgamation has a rich combinatorial theory,
developed by Speicher in [14]. The basic objects are non-crossing set partitions
and free cumulants, which we will now recall. For further information on the
combinatorial aspects of free probability, the reader is referred to [13].
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Definition 2.7.
(i) A partition π of a set S is a collection of disjoint, non-empty sets V1, . . . , Vr
such that V1 ∪ · · · ∪ Vr = S. V1, . . . , Vr are called the blocks of π, and we
set |π| = r. If s, t ∈ S are in the same block of π, we write s ∼pi t.
The collection of partitions of S will be denoted P(S), or in the case that
S = {1, . . . , k} by P(k).
(ii) Given π, σ ∈ P(S), we say that π ≤ σ if each block of π is contained in a
block of σ. There is a least element of P(S) which is larger than both π
and σ, which we denote by π ∨ σ.
(iii) If S is ordered, we say that π ∈ P(S) is non-crossing if whenever V,W are
blocks of π and s1 < t1 < s2 < t2 are such that s1, s2 ∈ V and t1, t2 ∈W ,
then V = W . The set of non-crossing partitions of S is denoted by NC(S),
or by NC(k) in the case that S = {1, . . . , k}.
(iv) The non-crossing partitions can also be defined recursively, a partition
π ∈ P(S) is non-crossing if and only if it has a block V which is an
interval, such that π \ V is a non-crossing partition of S \ V .
(v) Given i1, . . . , ik in some index set I, we denote by ker i the element of P(k)
whose blocks are the equivalence classes of the relation
s ∼ t⇔ is = it.
Note that if π ∈ P(k), then π ≤ ker i is equivalent to the condition that
whenever s and t are in the same block of π, is must equal it.
(vi) If π ∈ NC(k) is such that every block of π has exactly 2 elements, we
call π a non-crossing pair partition. We let NC2(k) denote the set of
non-crossing pair partitions of {1, . . . , k}.
(vii) Let d1, . . . , dk ∈ {1, ∗}. We let
NCd2 (k) = {π ∈ NC2(k) : s ∼pi t⇒ ds 6= dt}.
Definition 2.8. Let (A,E) be a B-valued probability space.
(i) For each k ∈ N, let ρ(k) : A⊗Bk → B be a linear map (the tensor product
is with respect to the natural B−B bimodule structure on A). For n ∈ N
and π ∈ NC(n), we define a linear map ρ(pi) : A⊗Bn → B recursively as
follows. If π has only one block, we set
ρ(pi)[a1 ⊗ · · · ⊗ an] = ρ
(n)(a1 ⊗ · · · ⊗ an)
for any a1, . . . , an ∈ A. Otherwise, let V = {l+1, . . . , l+ s} be an interval
of π. We then define, for any a1, . . . , an ∈ A,
ρ(pi)[a1 ⊗ · · · ⊗ an] = ρ
(pi\V )[a1 ⊗ · · · ⊗ alρ
(s)(al+1 ⊗ · · · ⊗ al+s)⊗ · · · ⊗ an].
(ii) For k ∈ N, define the B-valued moment functions E(k) : A⊗Bk → B by
E(k)[a1 ⊗ · · · ⊗ ak] = E[a1 · · · ak].
(iii) The B-valued cumulant functions κ
(k)
E : A
⊗Bk → B are defined recursively
for π ∈ NC(k), k ≥ 1, by the moment-cumulant formula: for each n ∈ N
and a1, . . . , an ∈ A we have
E[a1 · · · an] =
∑
pi∈NC(n)
κ
(pi)
E [a1 ⊗ · · · ⊗ an].
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Note that the right hand side of this formula is equal to κ
(n)
E (a1⊗· · ·⊗an)
plus lower order terms, and hence can be recursively solved for κ
(n)
E . The
moment and cumulant functions are related by the following formula ([14]):
κ
(pi)
E [a1 ⊗ · · · ⊗ an] =
∑
σ∈NC(n)
σ≤pi
µn(σ, π)E
(σ)[a1 ⊗ · · · ⊗ an],
where µn is the Mo¨bius function on the partially ordered set NC(n).
Remark 2.9. The key relation between B-valued cumulant functions and free inde-
pendence with amalgamation is the following result of Speicher, which characterizes
freeness in terms of the “vanishing of mixed cumulants”.
Theorem 2.10. ([14]) Let (A,E) be a B-valued probability space and (xi)i∈I a
family of random variables in A. Then the family (xi)i∈I is free with amalgamation
over B if and only if
κ
(pi)
E [x
d1
i1
b1 ⊗ · · · ⊗ x
dk
ik
bk] = 0
whenever i1, . . . , ik ∈ I, b1, . . . , bk ∈ B, d1, . . . , dk ∈ {1, ∗} and π ∈ NC(k) is such
that π 6≤ ker i.
Operator-valued semicircular and circular families. We now recall the com-
binatorial descriptions of semicircular and circular random variables, which are
the free analogues of real and complex Gaussian random variables, respectively.
Operator-valued semicircular random variables were first considered by Voiculescu
in [15], where they were shown to be the limiting distribution of an operator-valued
free central limit theorem. The combinatorial description which we now present is
due to Speicher [14], where they are referred to as B-Gaussians. Operator-valued
circular random variables can be viewed as a special case of Speicher’s B-Gaussians,
the definition given here is from [8].
Definition 2.11. Let (A,E) be a B-valued probability space.
(i) A family (si)i∈I of self-adjoint random variables in A is said to form a
B-valued free centered semicircular family if for any i1, . . . , ik ∈ I and
b0, . . . , bk ∈ B, we have
κ
(pi)
E [b0si1b1 ⊗ · · · ⊗ sikbk] = 0
unless π ∈ NC2(k) and π ≤ ker i. In particular, the family (si)i∈I is
free with amalgamation over B by Theorem 2.10. The B-valued joint
distribution of the family (si)i∈I is then determined by the linear maps
ηi : B → B, called the variances, defined by
ηi(b) = κ
(2)
E [sib ⊗ si] = E[sibsi].
(ii) A family (ci)i∈I of (non self-adjoint) random variables in A is said to
form a B-valued free centered circular family if for any i1, . . . , ik ∈ I,
b0, . . . , bk ∈ B and d1, . . . , dk ∈ {1, ∗} we have
κ
(pi)
E [b0c
d1
i1
b1 ⊗ · · · ⊗ c
dk
ik
bk] = 0
unless π ∈ NCd2 (k) and π ≤ ker i. The B-valued joint distribution of
(ci)i∈I is then defined by the linear maps ηi, θi : B → B, also called the
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variances, defined by
ηi(b) = κ
(2)
E [c
∗
i b⊗ ci]
θi(b) = κ
(2)
E [cib⊗ c
∗
i ].
Remark 2.12. We will use the following result, which is immediate from the defini-
tions above and the moment-cumulant formula, in our proofs of Theorems 1.1 and
1.3.
Proposition 2.13. Let (A,E) be a B-valued probability space.
(i) Let (xi)i∈N be a sequence of self-adjoint elements in A. Then (xi)i∈N form
a B-valued free centered semicircular family with common variance if and
only if
E[b0xi1 · · ·xi2kb2k] =
∑
pi∈NC2(2k)
pi≤ker i
κ
(pi)
E [b0x1b1 ⊗ · · · ⊗ x1b2k]
E[b0xi1 · · ·xi2k+1b2k+1] = 0
for any i1, . . . , i2k+1 ∈ N and b0, . . . , b2k+1 ∈ B.
(ii) Let (xi)i∈N be a sequence in A. Then (xi)i∈N form a B-valued free centered
circular family with common variance if and only if
E[b0x
d1
i1
· · ·xd2ki2k b2k] =
∑
pi∈NCd2
pi≤ker i
κ
(pi)
E [b0x
d1
1 b1 ⊗ · · · ⊗ x
d2k
1 b2k]
E[b0x
d1
i1
· · ·x
d2k+1
i2k+1
b2k+1] = 0
for any i1, . . . , i2k+1 ∈ N, b0, . . . , b2k+1 ∈ B and d1, . . . , d2k+1 ∈ {1, ∗}.
Quantum Orthogonal and Unitary Groups. We recall the definitions of the
universal quantum groups Ao(n) and Au(n) from [17]. For further information
about these compact quantum groups, see [1], [2].
Definition 2.14.
(i) The quantum orthogonal group Ao(n) is the universal unital C
∗-algebra
with generators {uij : 1 ≤ i, j ≤ n} and relations such that u = (uij) ∈
Mn(Ao(n)) is orthogonal, i.e. uij = u
∗
ij and u
t = u−1. In particular, we
have
n∑
k=1
ukiukj = δij1Ao(n) =
n∑
k=1
uikujk.
Ao(n) is a compact quantum group, with comultiplication, counit and
antipode given by the formulas
∆(uij) =
n∑
k=1
uik ⊗ ukj
ǫ(uij) = δij
S(uij) = uji.
The existence of the maps above are given by the universal property of
Ao(n). Ao(n) has a canonical dense Hopf ∗-algebra Ao(n), which is the
∗-algebra generated by {uij : 1 ≤ i, j ≤ n}. A fundamental theorem of
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Woronowicz [19] gives the existence of unique state ψn : Ao(n)→ C, called
that Haar state, which is left and right invariant in the sense that
(id⊗ ψn)∆n(a) = ψn(a)1Ao(n) = (ψn ⊗ id)∆n(a)
for any a ∈ Ao(n). We will denote the GNS representation for the Haar
state by πψn , and we set Ao(n) = πψn(Ao(n))
′′, which has a natural Hopf
von Neumann algebra structure.
(ii) The quantum unitary group Au(n) is the universal C
∗-algebra with gen-
erators {vij : 1 ≤ i, j ≤ n} and relations such that the matrix (vij) ∈
Mn(Ao(n)) is unitary. More explicitly, the relations are
n∑
k=1
v∗kivkj = δij1Au(n) =
n∑
k=1
vikv
∗
jk.
Au(n) is a compact quantum group with comultiplication, counit and an-
tipode given by the formulas
∆(vij) =
n∑
k=1
vik ⊗ vkj
ǫ(vij) = δij
S(vij) = v
∗
ji.
As for Ao(n), the existence of these maps is given by the universal prop-
erty of Au(n). We let Au(n) denote the canonical dense Hopf ∗-algebra
generated by {vij : 1 ≤ i, j ≤ n}. We will also use ψn to denote the Haar
state on Au(n), and πψn the corresponding GNS representation. We define
Au(n) to be the Hopf von Neumann algebra Au(n) = πψn(Au(n))
′′.
Remark 2.15. If one adds commutativity to the above relations, then the resulting
universal C∗-algebras are simply the continuous functions on the orthogonal and
unitary groups, respectively. We will need the following formulas for the Haar states
on Ao(n) and Au(n), which were computed by Banica and Collins in [2].
Remark 2.16. The Haar States.
(i) For k ∈ N, let Gkn be the matrix with entries indexed by non-crossing pair
partitions in NC2(2k) defined by
Gkn(π, σ) = n
|pi∨σ|,
where the join is taken in the lattice P(2k). For n ≥ 2, Gkn is invertible
and the Weingarten matrix Wkn is then defined as its inverse. The Haar
state on Ao(n) is determined by the formula
ψn(ui1j1 · · ·ui2kj2k) =
∑
pi,σ∈NC2(2k)
pi≤ker i
σ≤ker j
Wkn(π, σ)
ψn(ui1j1 · · ·ui2k+1j2k+1) = 0.
In particular, note that
ψn(ui1jui2j) =
1
n
δi1i2
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for any 1 ≤ i1, i2, j ≤ n. The key fact about Wkn which we will need is
the following asymptotic estimate:
nkWkn(π, σ) = δpiσ +O(n
−1).
This follows from the power series expansion for Wkn computed in [2,
Proposition 7.2].
(ii) Let d1, . . . , d2k ∈ {1, ∗}. We then let Gdn to be the matrix with entries
indexed by NCd2 (2k), defined by
Gdn(π, σ) = n
|pi∨σ|,
where the join is taken in the lattice P(2k). We likewise define a Wein-
garten matrix Wdn to be the inverse of Gdn, which exists for n ≥ 2. The
Haar state on Au(n) is then determined by the formula
ψn(v
d1
i1j1
· · · vd2ki2kj2k ) =
∑
pi,σ∈NCd2 (2k)
pi≤ker i
σ≤ker j
Wdn(π, σ)
ψn(v
d1
i1j1
· · · v
d2k+1
i2k+1j2k+1
) = 0.
We will need the following asymptotic estimate on Wdn:
nkWdn(π, σ) = δpiσ +O(n
−1).
This may be proved similarly to [2, Proposition 7.2], or by using the ap-
proach found in [4, Lemma 4.12].
3. Finite quantum rotatable sequences
Remark 3.1. Let αn : Pn → Pn ⊗ Ao(n) be the unique unital homomorphism
determined by
αn(tj) =
n∑
i=1
ti ⊗ uij .
It is easy to see that αn is a right coaction of the Hopf ∗-algebra Ao(n) on Pn, i.e.
(id⊗∆) ◦ αn = (αn ⊗ id) ◦ αn
and
(id⊗ ǫ) ◦ αn = id.
Definition 3.2. Let (x1, . . . , xn) be a sequence of self-adjoint random variables
in the noncommutative probability space (A,ϕ). We say that the distribution
ϕx is invariant under quantum orthogonal transformations, or that the sequence
(x1, . . . , xn) is quantum orthogonally invariant or quantum rotatable, if ϕx is invari-
ant under the coaction αn, i.e.
(ϕx ⊗ id)αn(p) = ϕx(p)1Ao(n)
for all p ∈ Pn.
Remark 3.3. Remarks.
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(i) More explicitly, the sequence (x1, . . . , xn) is quantum rotatable if for any
1 ≤ j1, . . . , jk ≤ n we have∑
1≤i1,...,ik≤n
ϕ(xi1 · · ·xik)ui1j1 · · ·uikjk = ϕ(xj1 · · ·xjk)1
as an equality in Ao(n).
(ii) By the universal property of Ao(n), the sequence (x1, . . . , xn) is quantum
rotatable if and only if the equation in (i) holds for any family {uij :
1 ≤ i, j ≤ n} of self-adjoint elements in a unital C∗-algebra B such that
(uij) ∈Mn(B) is an orthogonal matrix.
(iii) For 1 ≤ i, j ≤ n, define fij ∈ C(On) by fij(T ) = Tij for T ∈ O(n). The
matrix (fij) ∈Mn(C(On)) is orthogonal and the equation in (i) becomes
ϕ(xj1 · · ·xjk )1C(On) =
∑
1≤i1,...,ik≤n
ϕ(xi1 · · ·xik)fi1j1 · · · fikjk .
It follows that for any T ∈ On,
ϕ(xj1 · · ·xjk ) =
∑
1≤i1,...,ik≤n
ϕ(xi1 · · ·xik )Ti1j1 · · ·Tikjk
= ϕ(T (x)j1 · · ·T (x)jk),
where T (x) is the sequence obtained by applying T to (x1, . . . , xn) in
the obvious way. So quantum orthogonal invariance implies orthogonal
invariance.
(iv) By taking {uij : 1 ≤ i, j ≤ n} to be the generators of the quantum
permutation group As(n), it follows from (ii) that quantum rotatability
implies quantum exchangeability as defined in [11].
Remark 3.4. First we will show that operator-valued free centered semicircular
families with common variance are quantum rotatable. This holds in a purely
algebraic context. The proof is along the same lines as [11, Proposition 3.1].
Proposition 3.5. Let (A,ϕ) be a noncommutative probability space, 1 ∈ B ⊂ A
a subalgebra and E : B → A a conditional expectation which preserves ϕ. Sup-
pose that s1, . . . , sn form a B-valued free centered semicircular family with common
variance. Then the sequence (s1, . . . , sn) is quantum rotatable.
Proof. Let 1 ≤ j1, . . . , j2k ≤ n, then∑
1≤i1,...,i2k≤n
ϕ(si1 · · · si2k)ui1j1 · · ·ui2kj2k
=
∑
1≤i1,...,i2k≤n
ϕ(E[si1 · · · si2k ])ui1j1 · · ·ui2kj2k
=
∑
1≤i1,...,i2k≤n
∑
pi∈NC2(2k)
pi≤ker i
ϕ(κ
(pi)
E [si1 ⊗ · · · ⊗ si2k ])ui1j1 · · ·ui2kj2k
Since the variables have common variance, given π ∈ NC2(2k) the value of κ
(pi)
E [si1⊗
· · · ⊗ si2k ] is the same for any 1 ≤ i1, . . . , i2k ≤ n such that π ≤ ker i, we denote
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this common value by κ
(pi)
E . We then have∑
1≤i1,...,i2k≤n
ϕ(si1 · · · si2k)ui1j1 · · ·ui2kj2k
=
∑
pi∈NC2(2k)
ϕ(κ
(pi)
E )
∑
1≤i1,...,i2k≤n
pi≤ker i
ui1j1 · · ·ui2kj2k .
We now claim that for any π ∈ NC2(2k) and 1 ≤ j1, . . . , j2k ≤ n, we have∑
1≤i1,...,i2k≤n
pi≤ker i
ui1j1 · · ·ui2kj2k =
{
1Ao(n), π ≤ ker j
0, otherwise
.
We prove this by induction, the case k = 1 is simply the orthogonality relation.
Suppose k > 1, let π ∈ NC2(2k) and let V = {l, l+ 1} be an interval of π. Then∑
1≤i1,...,i2k≤n
pi≤ker i
ui1j1 · · ·ui2kj2k
=
∑
1≤i1,...,il−1,il+2,...i2k≤n
(pi\V )≤ker i
ui1j1 · · ·uil−1jl−1
( n∑
i=1
uijluijl+1
)
uil+1jl+1ui2kj2k
= δjljl+1
∑
1≤i1,...,il−1,il+2,...i2k≤n
(pi\V )≤ker i
ui1j1 · · ·uil−1jl−1uil+1jl+1ui2kj2k
and the result follows from induction. Plugging this in above, we find∑
1≤i1,...,i2k≤n
ϕ(si1 · · · si2k)ui1j1 · · ·ui2kj2k =
∑
pi∈NC2(2k)
pi≤ker j
ϕ(κ
(pi)
E )1Ao(n)
= ϕ(sj1 · · · sj2k)1Ao(n).
Since also∑
1≤i1,...,i2k+1≤n
ϕ(si1 · · · si2k+1)ui1j1 · · ·ui2k+1j2k+1 = ϕ(sj1 · · · sj2k+1)1Ao(n)
= 0
for any 1 ≤ j1, . . . , j2k+1 ≤ n, it follows that (s1, . . . , sn) is quantum rotatable. 
Remark 3.6. Throughout the rest of this section, (M,ϕ) will be a W∗-probability
space and (x1, . . . , xn) a sequence in M . We set Mn = W
∗(x1, . . . , xn) and ϕn =
ϕ|Mn . We define
QRn = W
∗({p(x) : p ∈ Pαnn }),
where Pαnn denotes the fixed point algebra of the coaction αn, i.e.
P
αn
n = {p ∈ Pn : αn(p) = p⊗ 1}.
Proposition 3.7. Let (x1, . . . , xn) be a quantum rotatable sequence in (M,ϕ).
Then there is a right coaction α˜n : Mn → Mn ⊗ Ao(n) of the Hopf von Neumann
algebra Ao(n) on Mn determined by
α˜n(p(x)) = (evx ⊗ πψn)αn(p)
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for p ∈ Pn. Moreover, the fixed point algebra of α˜n is precisely QRn.
Proof. Let (π,H, ξ) be the GNS representation of Pn for the state ϕx, and let N =
W ∗(π(Pn)). By [4, Theorem 3.3], there is a right coaction α
′
n : N → N ⊗ Ao(n)
determined by
α′n(π(p)) = (π ⊗ πψn)αn(p)
for p ∈ Pn, and the fixed point algebra of α
′
n is the weak closure of π(P
αn
n ).
Since ϕ is a faithful state, there is a natural isomorphism θ : N → Mn such that
θ(π(p)) = p(x). We can then define the coaction α˜n :Mn →Mn ⊗ Ao(n) by
α˜n = (θ ⊗ id) ◦ α
′
n ◦ θ
−1,
and the result follows. 
Remark 3.8. Using the invariance of the Haar state ψn, it is easily seen that the
map
EQRn [m] = (id⊗ ψn)α˜n(m)
is a ϕ-preserving conditional expectation of Mn onto QRn. We will now prove
Theorem 1.2 by showing that the QRn-valued distribution of (x1, . . . , xn) is close
to that of a QRn-valued free centered semicircular family with common variance.
First we need the following lemma.
Lemma 3.9. Let x1, . . . , xn be a quantum rotatable sequence in (M,ϕ). Then for
any b0, . . . , b2k ∈ QRn and π ∈ NC2(2k), we have
κ
(pi)
EQRn
[b0x1b1 ⊗ · · · ⊗ x1b2k] = n
−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi1b2k.
Proof. The proof is by induction on k. For k = 1, we have
κ
(2)
EQRn
[b0x1b1 ⊗ x1b2] = EQRn [b0x1b1x1b2]− EQRn [b0x1b1]EQRn [x1b2].
Now
EQRn [b0x1b1] =
∑
1≤i≤n
b0xib1ψn(ui1) = 0,
so we have
κ
(pi)
EQRn
[b0x1b1 ⊗ x1b2] = EQRn [b0x1b1x1b2]
=
∑
1≤i1,i2≤n
b0xi1b1xi2b2ψn(ui11ui21)
=
1
n
∑
1≤i≤n
b0xib1xib2.
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If k > 1, let V = {l, l+ 1} be an interval of π. Then
n−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k
= n−(k−1)
∑
1≤i1,...,il−1,il+2,i2k≤n
(pi\V )≤ker i
b0xi1 · · · bl−1
(
1
n
n∑
i=1
xiblxi
)
bl+1 · · ·xi2kb2k
= n−(k−1)
∑
1≤i1,...,il−1,il+2,i2k≤n
(pi\V )≤ker i
b0xi1 · · · bl−1κ
(2)
EQRn
[x1bl ⊗ x1]bl+1 · · ·xi2kb2k,
which by induction is equal to
κ
(pi\V )
EQRn
[b0x1b1 ⊗ · · · ⊗ x1bl−1κ
(2)
EQRn
[x1bl ⊗ x1]bl+1 ⊗ · · · ⊗ x1b2k].
But by definition this is equal to
κ
(pi)
EQRn
[b0x1b1 ⊗ · · · ⊗ x1b2k],
and the result follows by induction.

Proof of Theorem 1.2. Let (x1, . . . , xn) be a quantum rotatable sequence in the W
∗-
probability space (M,ϕ). Let s1, . . . , sn be a QRn-valued free centered semicircular
family with common variance η : QRn → QRn defined by
η(b) = EQRn [x1bx1]
for b ∈ QRn.
Let 1 ≤ j1, . . . , j2k ≤ n, and b0, . . . , b2k ∈ QRn with ‖bi‖ ≤ 1 for 0 ≤ i ≤ 2k. It
is easily seen by induction that if π ∈ NC2(2k), π ≤ ker j then
κ
(pi)
EQRn
[b0sj1b1 ⊗ · · · ⊗ sj2kb2k] = κ
(pi)
EQRn
[b0x1b1 ⊗ · · · ⊗ x1b2k].
It follows from Lemma 3.9 that
EQRn [b0sj1 · · · sj2kb2k] =
∑
pi∈NC2(2k)
pi≤ker j
κ
(pi)
EQRn
[b0sj1b1 ⊗ · · · ⊗ sj2kb2k]
=
∑
pi∈NC2(2k)
pi≤ker j
κ
(pi)
EQRn
[b0x1b1 ⊗ · · · ⊗ x1b2k]
=
∑
pi∈NC2(2k)
pi≤ker j
n−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1b1 · · ·xi2kb2k.
14 STEPHEN CURRAN
On the other hand, we have
EQRn [b0xj1 · · ·xj2kb2k] =
∑
1≤i1,··· ,i2k≤n
b0xi1 · · ·xi2kb2kψn(ui1j1 · · ·ui2kj2k)
=
∑
1≤i1,··· ,i2k≤n
b0xi1 · · ·xi2kb2k
∑
pi,σ∈NC2(2k)
pi≤ker i
σ≤ker j
Wkn(π, σ)
=
∑
pi,σ∈NC2(2k)
σ≤ker j
Wkn(π, σ)
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k.
Since x1, . . . , xn are identically distributed with respect to the faithful state ϕ, it
follows that ‖x1‖ = · · · = ‖xn‖. So for any π ∈ NC2(2k),∥∥∥∥ ∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k
∥∥∥∥ ≤ nk‖x1‖2k.
Combining this with the equation above, we find that∥∥∥∥EQRn [b0xj1 · · ·xj2kb2k]− EQRn [b0sj1 · · · sj2kb2k]∥∥∥∥ =∥∥∥∥ ∑
pi,σ∈NC2(2k)
σ≤ker j
(Wkn(π, σ) − δpiσn
−k)
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k
∥∥∥∥
≤
∑
pi,σ∈NC2(2k)
|Wkn(π, σ)n
k − δpiσ|‖x1‖
2k
Setting
Dk = sup
n∈N
n ·
∑
pi,σ∈NC2(2k)
|Wkn(π, σ)n
k − δpiσ|,
which is finite by the asymptotic estimate in 2.16, proves the estimate for the even
moments. For the odd moments, let 1 ≤ i1, . . . , i2k+1 ≤ n and b0, . . . , b2k+1 ∈ QRn,
then
EQRn [b0xi1 · · ·xi2k+1b2k+1]
=
∑
1≤i1,...,i2k+1≤n
b0xi1 · · ·xi2k+1b2k+1ψn(ui1j1 · · ·ui2k+1j2k+1)
is equal to zero by 2.16.

4. Infinite quantum rotatable sequences
Definition 4.1. An infinite sequence (xi)i∈N of self-adjoint random variables in a
noncommutative probability space (A,ϕ) is called quantum rotatable or quantum
orthogonally invariant if (x1, . . . , xn) is quantum rotatable for each n ∈ N.
Remark 4.2. This definition is equivalent to the statement that for each n ∈ N the
joint distribution of (x1, . . . , xn) is invariant under the coaction αn of Ao(n) on Pn
as defined in the previous section. It will be convenient to extend these coactions
to P∞.
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Remark 4.3. Let βn : P∞ → P∞ ⊗ Ao(n) be the unique unital homomorphism
determined by
βn(tj) =
{∑n
i=1 ti ⊗ uij , 1 ≤ j ≤ n
tj ⊗ 1, j > n
.
Then βn is a right coaction of Ao(n) on P∞. Moreover, these coactions are com-
patible in the sense that
(id⊗ ωn) ◦ βn+1 = βn
and
(ιn ⊗ id) ◦ αn = βn ◦ ιn.
where ιn : Pn → P∞ is the obvious inclusion and ωn : Ao(n + 1)→ Ao(n) is the
unique unital ∗-homomorphism, given by the universal property of Ao(n+1), such
that
ωn(uij) =
{
uij , 1 ≤ i, j ≤ n
δij1Ao(n), max{i, j} = n+ 1
.
Proposition 4.4. An infinite sequence (xi)i∈N of self-adjoint elements in a non-
commutative probability space (A,ϕ) is quantum rotatable if and only if ϕx is in-
variant under the coactions βn for each n ∈ N.
Proof. Let ϕ
(n)
x : Pn → C denote the joint distribution of (x1, . . . , xn). We have
(ϕ(n)x ⊗ id) ◦ αn = (ϕx ◦ ιn ⊗ id) ◦ αn
= (ϕx ⊗ id) ◦ βn ◦ ιn,
from which it follows that if ϕx is invariant under βn then (x1, . . . , xn) is quantum
rotatable.
For the converse, we note that if ϕx is invariant under βn then it is invariant
under βm for m ≤ n. Indeed it suffices to show that it is invariant under βn−1. Let
p ∈ P∞, then
(ϕx ⊗ id)βn−1(p) = (ϕx ⊗ id)(id ⊗ ωn−1)βn(p)
= (id⊗ ωn−1)(ϕx(p)⊗ 1Ao(n))
= ϕx(p)1Ao(n−1).
Now suppose that ϕ
(n)
x is invariant under αn for each n ∈ N. Let m ∈ N and
p ∈ P∞, then p = ιn(p
′) for some p′ ∈ Pn, n ≥ m. We then have
(ϕx ⊗ id)βn(p) = (ϕ
(n)
x ⊗ id)αn(p
′)
= ϕx(p)1Ao(n).

Remark 4.5. Throughout the rest of the section, (M,ϕ) will be a W∗-probability
space, and (xi)i∈N a sequence of self-adjoint random variables in M . M∞ will
denote the von Neumann algebra generated by {xi : i ∈ N}. By a slight abuse of
notation, we denote
QRn = W
∗({p(x) : p ∈ Pβn∞ })
where Pβn∞ denotes the fixed point algebra of the coaction βn. Since
(id⊗ ωn) ◦ βn+1 = βn,
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it follows that QRn+1 ⊂ QRn for all n ≥ 1. We then define
QR =
⋂
n≥1
QRn.
Remark 4.6. If (xi)i∈N is quantum rotatable, then it follows as in Proposition 3.7
that for each n ∈ N the coaction βn lifts to a right coaction β˜n : M∞ →M∞⊗Ao(n)
of the Hopf von Neumann algebra Ao(n) on M∞ determined by
β˜n(p(x)) = (evx ⊗ πψn)βn(p)
for p ∈ P∞, and moreover the fixed point algebra of β˜n is QRn. For each n ∈ N,
there is a ϕ-preserving conditional expectation EQRn of M∞ onto QRn given by
integrating βn, i.e.
EQRn [m] = (id⊗ ψn)βn(m)
for m ∈ M∞. As the next proposition shows, we may obtain a ϕ-preserving con-
ditional expectation onto QR by taking the limit as n goes to infinity. Since we
will need a similar result in the quantum unitary case, we will give a more general
statement. The proof is the same as [4, Proposition 5.7], but is included for the
convenience of the reader.
Proposition 4.7. Let (M,ϕ) be a W∗-probability space, and for each n ∈ N let
1 ∈ Bn ⊂M be a W
∗-subalgebra. Suppose that Bn+1 ⊂ Bn for each n ∈ N and set
B =
⋂
n≥1
Bn.
Suppose further that for each n ∈ N, there is a ϕ-preserving conditional expectation
En :M → Bn. Then
(i) For any m ∈ M , the sequence En[m] converges in | |2 and the strong
topology to a limit E[m] in B. Moreover, E is a ϕ-preserving conditional
expectation of M onto B.
(ii) Fix π ∈ NC(k) and m1, . . . ,mk ∈M , then
E(pi)[m1 ⊗ · · · ⊗mk] = lim
n→∞
E(pi)n [m1 ⊗ · · · ⊗mk],
with convergence in the strong topology.
Proof. Let φn = ϕ|Bn and let L
2(Bn, φn) denote the GNS Hilbert space, which can
be viewed as a closed subspace of L2(M,ϕ). Let Pn ∈ B(L
2(M,ϕ)) be the orthog-
onal projection onto L2(Bn, φn). Since En : M → Bn is a conditional expectation
such that φn ◦ En = ϕ, it follows (see e.g. [3, Proposition II.6.10.7]) that
EQEn [m] = PnmPn
for m ∈M . Since Pn converges strongly as n→∞ to P , where
P =
∧
n≥1
Pn
is the orthogonal projection onto L2(B,ϕ|B), it follows that
En[m]→ PmP
in | |2 and the strong operator topology as n → ∞. Set E[m] = PmP , then since
En[m] converges strongly to E[m] it follows that E[m] ∈ B, and it is then easy to
see that E is a ϕ-preserving conditional expectation.
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To prove (ii), observe that if π ∈ NC(k) and m1, . . . ,mk ∈ M , then E
(pi)
n [m1 ⊗
· · · ⊗mk] is a word in m1, . . . ,mk and Pn. For example, if
π = {{1, 10}, {2, 5, 6}, {3, 4}, {7, 8, 9}} ∈ NC(10),
1 2 3 4 5 6 7 8 9 10
then the corresponding expression is
E(pi)n [m1 ⊗ · · · ⊗m10] = Pnm1Pm2Pm3m4Pnm5m6Pnm7m8m9Pnm10Pn.
Since multiplication is jointly continuous on bounded sets in the strong topology,
this converges as n goes to infinity to the expression obtained by replacing Pn by
P , which is exactly E(pi)[m1 ⊗ · · · ⊗mk].

Remark 4.8. With these preparations we pass to the proof of Theorem 1.1.
Proof of Theorem 1.1. The implication (ii) ⇒ (i) follows from Proposition 3.5. Let
(xi)i∈N be a quantum rotatable sequence in the W
∗-probability space (M,ϕ). Let
j1, . . . , j2k ∈ N and b0, . . . , b2k ∈ QR. As in the proof of Theorem 1.2, we have
EQR[b0xj1 · · ·xj2kb2k] = lim
n→∞
EQRn [b0xj1 · · ·xj2kb2k]
= lim
n→∞
∑
pi,σ∈NC2(2k)
σ≤ker j
Wkn(π, σ)
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k,
with convergence in the strong topology. Moreover, for any π, σ ∈ NC2(2k)
lim
n→∞
|Wkn(π, σ) − δpi,σn
−k|
∑
1≤i1,...,i2k≤n
pi≤ker i
‖b0xi1 · · ·xi2kb2k‖ = 0,
from which it follows that
EQR[b0xj1 · · ·xj2kb2k] = lim
n→∞
∑
pi∈NC2(2k)
pi≤ker j
n−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k.
By Lemma 3.9, for π ∈ NC2(2k), we have
n−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0xi1 · · ·xi2kb2k = κ
(pi)
EQRn
[b0x1b1 ⊗ · · · ⊗ x1b2k].
By Proposition 4.7,
lim
n→∞
κ
(pi)
EQRn
[b0x1b1 ⊗ · · · ⊗ x1b2k] = κ
(pi)
EQR
[b0x1b1 ⊗ · · · ⊗ x1b2k].
Plugging this in above, we have
EQR[b0xj1 · · ·xj2kb2k] =
∑
pi∈NC2(2k)
pi≤ker j
κ
(pi)
EQR
[b0x1b1 ⊗ · · · ⊗ x1b2k].
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It follows from Theorem 1.2 that the odd moments
EQR[b0xj1 · · ·xj2k+1b2k+1]
are zero for any j1, . . . , j2k+1 ∈ N and b0, . . . , b2k+1 ∈ QR, and the result now follows
from Proposition 2.13. 
Remark 4.9. We will now give an example which demonstrates that Theorem 1.1
fails for finite sequences. Consider the sequence xj = π(u1j) for 1 ≤ j ≤ n in the
W∗-probability space (Ao(n), ψn). That the sequence is quantum rotatable is simply
the invariance condition of the Haar state ψn. We will show that (x1, . . . , xn) is not
freely independent and identically distributed with respect to any ψn-preserving
conditional expectation E. Suppose that it were. The orthogonality relation in
Ao(n) gives
n∑
i=1
x2i = 1,
which implies that E[x2i ] = 1/n for 1 ≤ i ≤ n. Squaring this relation and applying
ψ gives ∑
1≤i,j≤n
E[x2i x
2
j ] = 1.
Since (x1, . . . , xn) are assumed to be free and identically distributed with respect
to E, this becomes
n(n− 1)E[x21]
2 + nE[x41] = 1,
from which it follows that
E[x41] =
1
n2
.
Applying ψn, we find
ψn(x
4
1) =
1
n2
= ψn(x
2
1)
2.
Since x21 is positive and ψn is faithful, this implies x
2
1 =
1
n
which is absurd. So
(x1, . . . , xn) are not freely independent and identically distributed with respect to
a ψn-preserving conditional expectation.
5. Quantum unitary invariance
In this section we define quantum unitary invariance for a sequence of noncommu-
tative random variables, and prove Theorem 1.3. The approach is similar to the
quantum orthogonal case, and some details are left to the reader.
Remark 5.1. Let βn : Q∞ → Q∞ ⊗Au(n) be the unique unital ∗-homomorphism
determined by
βn(tj) =
{∑n
i=1 ti ⊗ vij , 1 ≤ j ≤ n
tj ⊗ 1, j > n
.
It is easily seen that βn is a right coaction of the Hopf ∗-algebra Au(n) on Qn.
Definition 5.2. If (xi)i∈N is a sequence of (not necessarily self-adjoint) random
variables in a noncommutative probability space (A,ϕ), we say that ϕx is invariant
under quantum unitary transformations, or that the sequence is quantum unitarily
invariant, if ϕx is invariant under βn for every n ∈ N.
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Remark 5.3. First we will show that operator-valued free centered circular families
with common variance are quantum unitarily invariant.
Proposition 5.4. Let A be a unital algebra, 1 ∈ B ⊂ A a ∗-subalgebra and E :
A → B a conditional expectation which preserves ϕ. Suppose that (ci)i∈N is a B-
valued free centered circular family with common variance. Then (ci)i∈N is quantum
unitarily invariant.
Proof. Let 1 ≤ j1, . . . , j2k ≤ n and d1, . . . , d2k ∈ {1, ∗}, then as in the proof of
Proposition 3.5 we have∑
1≤i1,...,i2k≤n
ϕ(cd1i1 · · · c
dk
i2k
)vi1j1 · · · vi2kj2k =∑
pi∈NCd
2
(2k)
ϕ(κ
(pi)
E [c
d1
1 ⊗ · · · ⊗ c
d2k
1 ])
∑
1≤i1,...,i2k≤n
pi≤ker i
vd1i1j1 · · · v
d2k
i2kj2k
.
An inductive argument similar to that given in Proposition 3.5 shows that∑
1≤i1,...,i2k≤n
pi≤ker i
vd1i1j1 · · · v
d2k
i2kj2k
=
{
1Au(n), π ≤ ker j
0, otherwise
for any π ∈ NCd2 (2k). It follows that that∑
1≤i1,...,i2k≤n
ϕ(cd1i1 · · · c
d2k
i2k
)vi1j1 · · · vi2kj2k =
∑
pi∈NCd2 (2k)
pi≤ker j
ϕ(κ
(pi)
E [c
d1
1 ⊗ · · · ⊗ c
d2k
1 ])1Au(n)
= ϕ(cd1j1 · · · c
d2k
j2k
)1Au(n).
Since also∑
1≤i1,...,i2k+1≤n
ϕ(cd1i1 · · · c
d2k+1
i2k+1
)vi1j1 · · · vi2k+1j2k+1 = 0 = ϕ(c
d1
j1
· · · c
d2k+1
j2k+1
)1Au(n)
for any 1 ≤ j1, . . . , j2k+1 ≤ n and d1, . . . , d2k+1 ∈ {1, ∗}, it follows that (ci)i∈N is
quantum unitarily invariant as claimed. 
Remark 5.5. Throughout the rest of the section, (M,ϕ) will be a W∗-probability
space and (xi)i∈N a sequence in M . As in the previous section, M∞ will denote the
von Neumann algebra generated by {xi : i ∈ N}. We denote
QUn = W
∗({q(x) : q ∈ Qβn∞ }),
where Qβn∞ is the fixed point algebra of the coaction βn. We then set
QU =
⋂
n≥1
QUn.
As in the orthogonal case, if (xi)i∈N is quantum unitarily invariant sequence then
there is a right coaction β˜n :M∞ →M∞⊗Au(n) of the Hopf von Neumann algebra
Au(n) on Mn which is determined by
α˜n(q(x)) = (evx ⊗ πψn)αn(q)
for q ∈ Qn, and the fixed point algebra of this coaction is QUn. There is then a
ϕ-preserving conditional expectation EQUn of M∞ onto QUn given by
EQUn [m] = (id⊗ ψn)α˜n(m)
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for m ∈M∞.
Remark 5.6. To prove Theorem 1.3, we will first need the following result.
Lemma 5.7. Let (xi)i∈N be a quantum unitarily invariant sequence in (M,ϕ).
Then for any b0, . . . , b2k ∈ QUn, d1, . . . , d2k ∈ {1, ∗} and π ∈ NC
d
2 (2k), we have
κ
(pi)
EQU
[b0x
d1
1 b1 ⊗ · · · ⊗ x
d2k
1 b2k] = lim
n→∞
n−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0x
d1
i1
· · ·xd2ki2k b2k,
with convergence in the strong topology.
Proof. By Proposition 4.7, we have
κ
(pi)
EQU
[b0x
d1
1 b1 ⊗ · · · ⊗ x
d2k
1 b2k] = lim
n→∞
κ
(pi)
EQUn
[b0x
d1
1 b1 ⊗ · · · ⊗ x
d2k
1 b2k].
It therefore suffices to show that
κ
(pi)
EQUn
[b0x
d1
1 b1 ⊗ · · · ⊗ x
d2k
1 b2k] = n
−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0x
d1
i1
· · ·xd2ki2k b2k.
This is proved by an inductive argument similar to that given for Lemma 3.9. 
Proof of Theorem 1.3. The implication (ii) ⇒ (i) follows from Proposition 5.4. Let
(xi)i∈N be a quantum unitarily invariant sequence in the W
∗-probability space
(M,ϕ). Let j1, . . . , j2k ∈ N, b0, . . . , b2k ∈ QU, and d1, . . . , d2k ∈ {1, ∗}. As in the
proof of Theorem 1.1, we have
EQU[b0x
d1
j1
· · ·xd2kj2k b2k] = limn→∞
EQUn [b0x
d1
j1
· · ·xd2kj2k b2k]
= lim
n→∞
∑
pi,σ∈NCd2 (2k)
σ≤ker j
Wkn(π, σ)
∑
1≤i1,...,i2k≤n
pi≤ker i
b0x
d1
i1
· · ·xd2ki2k b2k
= lim
n→∞
∑
pi∈NCd2 (2k)
pi≤ker j
n−k
∑
1≤i1,...,i2k≤n
pi≤ker i
b0x
d1
i1
· · ·xd2ki2k b2k.
Applying Lemma 5.7, we have
EQU[b0x
d1
j1
· · ·xd2kj2k b2k] =
∑
pi∈NCd2 (2k)
pi≤ker j
κ
(pi)
EQU
[b0x
d1
1 b1 ⊗ · · · ⊗ x
d2k
1 b2k].
It is easy to see that the odd moments are zero, and the result then follows from
Proposition 2.13. 
Remark 5.8. Using the approach in Section 3, one may obtain an approximation
result for finite quantum unitarily invariant sequences similar to Theorem 1.2. The
details are left to the reader.
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