Most high-performing species distribution modelling techniques require both presences, and either absences or pseudo-absences or background points. In this paper, we explore the effect of sample size, towards developing improved strategies for modelling. We generated 1800 virtual species with three levels of prevalence using ten modelling techniques, while varying the number of training presences (NTP) and the number of random points (NRP representing pseudo-absences or background sites). For five of the ten modelling techniques we built two versions of models: one with an equal total weight (ETW) setting where the total weight for pseudo-absence is equivalent to the total weight for presence, and another with an unequal total weight (UTW) setting where the total weight for pseudo-absence is not required to be equal to the total weight for presence. We compared two strategies for NRP: a small multiplier strategy (i.e. setting NRP at a few times as large as NTP), and a large number strategy (i.e. using numerous random points). We produced ensemble models (by averaging the predictions from 30 models built with the same set of training presences and different sets of random points in equivalent numbers) for three NTP magnitudes and two NRP strategies. We found that model accuracy altered as NRP increased with four distinct patterns of performance: increasing, decreasing, arch-shaped and horizontal. In most cases ETW improved model performance. Ensemble models had higher accuracy than the corresponding single models, and this improvement was pronounced when NTP was low. We conclude that a large NRP is not always an appropriate strategy. The best choice for NRP will depend on the modelling techniques used, species prevalence and NTP. We recommend building ensemble models instead of single models, using the small multiplier strategy for NRP with ETW, especially when only a small number of species presence records are available.
Introduction
Species distribution models (SDMs) have been widely used to assess the impact of climatic change on species distributions and the impact of species invasion, to select sites for species reintroduction, and to establish conservation priorities. Various techniques have been developed to construct SDMs (Elith et al. 2006 , Warton and Shepherd 2010 , Chakraborty et al. 2011 , Aarts et al. 2012 . Some methods use only presence data, which are called profile methods (Robertson et al. 2001 ), e.g. BIOCLIM, DOMAIN and LIVES (Li and Hilbert 2008) , while others use both presence and absence data, which are called group discrimination methods (Robertson et al. 2001 ), e.g. generalised linear model (GLM) and generalised additive model (GAM). Other methods use presence data and background data, including ecological niche factor analysis (ENFA, Hirzel et al. 2002) and Maxent (Phillips and Dudík 2008) . Since these latter methods do not require absence data, they have also been considered as profile techniques (Wisz and Guisan 2009 ). In general, the group discrimination methods have higher performance than profile methods apart from Maxent (Elith et al. 2006) . Variability in the performance of modelling techniques, as well as the influence of the species presence data (Grenouillet et al. 2011) , have led a number of researchers to recommend an ensemble modelling approach (Thuiller 2004 , Araújo and New 2007 , Marmion et al. 2009 , Thuiller et al. 2009 , Grenouillet et al. 2011 , Comte and Grenouillet 2013 .
The occurrence data for many species are sourced from museums and other databases, which generally collate species' presence data, but not absence data. The use of group discrimination methods requires the generation of some form of pseudo-absence data as a surrogate for true absence data. Pseudo-absences may be generated using several approaches (Graham et al. 2004, Lobo and Tognelli 2011) , e.g. selecting random points from the study area Peters 1999, Ferrier et al. 2002) , using a profile model to filter the points within the study area (Engler et al. 2004 , Lobo and Tognelli 2011 , Liu et al. 2013a , selecting pseudo-absences that have been biased in a way as species records (Dudík et al. 2005) , target group approach (Phillips et al. 2009 ), and three-step technique (Senay et al. 2013) . Using random points within the geographic region of interest is the simplest and most widely used of all these approaches.
Some clarification is required around the terms: absences, pseudo-absences and background sites. Absences (or true absences for emphasis) are the sites where environmental conditions are not suitable for the species or are suitable sites to which the species could not be dispersed. Pseudo-absences are sites chosen to represent absences, although we don't know if they are true absences or not. Background sites are chosen without regard to the distribution of presence/absence locations, which can be all the sites within the study area or a random sample of the sites. Background sites should be used with Maxent and ENFA, and pseudo-absences, which include background sites as a special type, should be used with the group discrimination methods. Since random points are both background sites and a type of pseudo-absences, they can be used with all the methods.
Several factors have been found to affect the performance of SDMs, including sample size (Pearce and Ferrier 2000 , Stockwell and Peterson 2002 , Kadmon et al. 2003 , McPherson et al. 2004 , Pearson et al. 2007 , Jiménez-Valverde et al. 2009 , Santika and Hutchinson 2009 , Chefaoui et al. 2011 , Dupin et al. 2011 , Barbet-Massin et al. 2012 , Hanberry et al. 2012 , Loe et al. 2012 , species characteristics (including range size, spatial extent, clumping, dispersal ability, marginality, tolerance, and prevalence − the ratio of the area a species occupies to the size of the study area; McPherson et al. 2004 , Segurado and Araújo 2004 , Reese et al. 2005 , Hernandez et al. 2006 , Franklin et al. 2009 , Marmion et al. 2009 , Chefaoui et al. 2011 , and scale (Thuiller et al. 2003 , Guisan et al. 2007 , Seo et al. 2009 , Gottschalk et al. 2011 , Pittman and Brown 2011 . The potential effects of sample size have attracted considerable attention, particularly relating to circumstances where there are a limited number of occurrence records available for modelling certain species with significant conservation concerns (Wisz et al. 2008) . In these circumstances researchers require protocols to have confidence in selecting an appropriate sample size and strategy to develop models with an acceptable performance.
Some studies have focused on the effect of presence sample size (including the above-mentioned studies), and generally found that model accuracy increased as the sample size of presence data increased. This result is rational for profile models, since only presence information is included in the models. However, when two components (both presences and absences or pseudo-absences) are involved in the modelling for group discrimination models, only considering the sample size of presence data is an inadequate strategy. The sample size for both presence and absence or pseudo-absence elements needs to be considered together.
While the paucity of presence data for many species restrict the presence sample, we can generate as many pseudoabsences or background sites as we want for many species, particularly when allocating random points (i.e. up to the total number of cells within the study area, see Chefaoui et al. 2016 for an exception). This approach however does not clarify the question of deriving an optimal number of pseudoabsences or background sites required for the development of a high-quality model. In GARP (Stockwell and Peters 1999) and Maxent (Phillips et al. 2006) 1250 and 10 000 random points have respectively been used as default settings. These settings have subsequently been followed by many users of these software (Gibson et al. 2007) . Large numbers of pseudoabsences have also been used with other modelling techniques, e.g. 1000 pseudo-absences for GAM (Ferrier et al. 2002) , 1000 and 3000 random points for boosted regression tree (BRT) and GLM (Elith and Graham 2009) , 5000 points (with some restriction and not completely random) for GLM (Gibson et al. 2007) , and 10 000 random points for BRT, GLM, GAM, generalised dissimilarity model (GDM), multivariate adaptive regression splines (MARS) (Elith et al. 2006 , Wisz et al. 2008 ) and random forest (RF) (Hernandez et al. 2008) .
Not all researchers have used large numbers of pseudoabsences. Some have adopted specific ratios of the number of pseudo-absences or background sites to the number of presences. Equal numbers of pseudo-absences or background sites as presences have been used for GLM and GARP models by Stockwell and Peterson (2002) , for eight modelling techniques (including artificial neural network -ANN, BRT, classification tree analysis -CTA, GLM, GAM, MARS, mixture discriminant analysis -MDA and RF) by Capinha and Anastácio (2011) , and for BRT, GLM, MARS, GARP and Maxent by Mateo et al. (2012) . A ratio of 10 times more pseudo-absences than presences has been used for GLM by Chefaoui and Lobo (2008) and for BRT, GAM, GLM and RF by Qiao et al. (2015) , and a two times ratio of pseudoabsences to presences has been used for RF and GAM by Liu et al. (2013a, b) .
Few studies to date have investigated the effect of the number of pseudo-absences and background sites on model accuracy. Phillips et al. (2008) built Maxent models with the data for 226 species (with the number of presences ranging from 2 to 5822) from six regions of the world by using random points scaled in a geometric progression from 63 to 256 000. They demonstrated that model accuracy (measured by the area under the receiver's operating characteristic curve -AUC) increased substantially as number of random points increased, reaching a plateau after 8000 random points. Lobo and Tognelli (2011) used a virtual species with prevalence of 3.5%, and built GAMs with 10 presences and pseudoabsences at three frequencies (10, 100 and 1000). Results from this study also identified that model accuracy (AUC) increased as the number of pseudo-absences increased, and suggested that where limited presence data are available, 100:1 of pseudo-absences to presences be employed. BarbetMassin et al. (2012) studied the effect of the number of pseudo-absences and weighting schemes by using seven modelling techniques, two virtual species with similar prevalence, three levels of the number of presences (30, 100, 300) and three levels of the number of pseudo-absences (100, 1000, 10 000). They found both the number of pseudo-absences and weighting schemes had significant effects on model accuracy.
It is worth noting from the above studies that Lobo and Tognelli (2011) used one virtual species and one modelling technique (GAM) while Phillips et al. (2008) used 226 species and a single modelling technique (Maxent), without investigating the effect of species prevalence, and although Barbet-Massin et al. (2012) used seven modelling techniques and two weighting schemes, they only used two virtual species with similar prevalence. Ideally many or all the relevant factors and interactions (i.e. modelling techniques, weighting schemes, species prevalence, and sample size for both presences and pseudo-absences or background sites) could be considered in a structured manner to form a more complete view of their individual and collective effects upon model accuracy. In this paper, we have selected ten modelling techniques (and five with two weighting schemes) to build both single models and (within-method) ensemble models (with consensus method), and have used virtual species with varying levels of prevalence and disparate numbers of training presences to investigate the response of model accuracy to both the number of presences and the number of pseudoabsences or background sites.
Material and methods

Modelling techniques
Ten modelling techniques were investigated in this study, including ANN, BRT, ENFA, GAM, GLM, MARS, Maxent, MDA, RF and support vector machine (SVM). ENFA and Maxent were included as both of these profile techniques (Wisz and Guisan 2009 ) also use background data.
The ten techniques examined in this study have been widely used in species distribution modelling. GLM, GAM, ANN and ENFA have been used in this pursuit for more than a decade (Guisan and Zimmermann 2000) . Maxent has become a popular technique due to its excellent performance (Elith et al. 2006 ) and accessibility. Elith et al. (2006) also demonstrated that BRT was also among the top performing techniques, and that the performance of MARS was comparable to GLM and GAM. Similarly, RF, SVM and MDA have been adopted as they also perform well on typical SDM problems (Cutler et al. (2007) and Liu et al. (2013a, b) for RF, and Guo et al. (2005) and Drake et al. (2006) for SVM, Marmion et al. (2009) and Capinha and Anastácio (2011) for MDA). The specialized SDM software Maxent (Phillips et al. 2006 ) and the R packages BIOMOD (Thuiller et al. 2009 ), dismo (Hijmans and Elith 2013) and sdm (Naimi and Araujo 2016) have facilitated the implementation and use of these techniques.
All analyses in this study were conducted within the R environment. ENFA was carried out with our own code according to Hirzel et al.'s (2002) algorithm. The other techniques were implemented with R packages, including nnet for ANN, gbm for BRT, mgcv for GAM, stats for GLM, earth for MARS, dismo interface with Phillips' Java program for Maxent, mda for MDA, randomForest for RF, and kernlab for SVM. All the models were developed using the default setting of the software packages, which is a common practise for many researchers (Phillips et al. 2009 , Araújo et al. 2011 , Qiao et al. 2015 . Alternate versions of models were also built using five techniques (ANN, BRT, GAM, GLM and SVM), where the total weight between presences and pseudo-absences was equal. For this investigation we termed this an equal total weight (ETW) setting, and the default settings of the packages to be termed unequal total weight (UTW) setting.
Generation of virtual species
For this study we used virtual species distributed in a 250 × 250 km region across central western Victoria, Australia. This study area spans a range of distinct geomorphological and climatic contexts from near sea level to 1100 m in altitude. Eighteen environmental variables, including bioclimatic, topographic and radiometric variables, were used to extract six principal components (x j , j = 1, 2, …, 6) using principal component analysis (PCA), which accounted for more than 85% of the total variation. Environmental data had an original primary resolution of 75 × 75 m, but were rescaled to 1 × 1 km, creating a total of n T = 62500 cells. See Liu et al. (2013b) for more details of the variables.
Two approaches were used to create virtual species: probabilistic and threshold (Meynard and Kaplan 2013) . Both approaches have been employed previously in threshold selection studies (Liu et al. 2013a (Liu et al. , 2016 . From our experience, it is very difficult to create virtual species with a specified prevalence, when using the probabilistic approach. As this is an important factor affecting model performance, the threshold approach was adopted in this study for simplicity. Virtual species were simulated as follows. For each species, random values were selected: a j (j = 0, 1, …, 6) and b jk ( j, k = 1, 2, …, 6; j ≤ k), which are uniformly distributed on the interval (-1, 1). For site i (i = 1, 2, …, n T ) with environmental data X i = (x 1i , x 2i , …, x 6i ), the suitability for the species was calculated as To make the prevalence of the species a specific value p, the n T p cells with the highest suitabilities were labelled as presences, and all the other cells absences. Examples of the simulated species are shown in Supplementary material Appendix 1 Fig. A1 .
Dataset creation and model building and testing
To investigate the effect of the number of pseudo-absences or background points on model accuracy we simulated the distribution of 200 species for each of the three levels of species prevalence (p): 0.05 (rare), 0.25 (common) and 0.75 (very common), and set three levels for the number of training presences (NTP): 20, 160 and 640. For each level of NTP we set ten levels for the number of random points (NRP): 10, 20, 40, 80, 160, 320, 640, 1280, 2560 and 5120 . For each level of prevalence, after a species was simulated, a test dataset with 3000 data points was assembled, which was composed of randomly sampled 3000p presences and 3000(1-p) absences, where p was species prevalence. For each level of NTP, we randomly selected NTP presences from those after removing the test presences from all the presences. For each level of NRP, we randomly sampled NRP points from all the points (n T ) in the whole study area. With these presences and random points we built a model using one of the ten techniques, applied the model to the test dataset, and made predictions for the test data points. While some researchers remove random points where they coincided with training presence data points, in this study we retained the complete set of random points since pseudo-absence selection was not the primary aim of this study.
To investigate the effect of NTP on model accuracy we simulated the distribution of an additional 200 species for each of the above three levels of species prevalence. Nine levels for NTP were set: 10, 20, 40, 80, 160, 320, 640, 1280 and 2560. Two strategies were used for NRP: small multiplier and large number. For the former we used twice as many NRP as NTP, following Liu et al. (2013a, b) . For the latter we set NRP = 5120 (instead of 10 000 as is often used, to facilitate the calculation). This 'large number' strategy is commonly used, especially for Maxent models. The details of the simulation were the same as described earlier.
We also investigated the effect of sample size on the accuracy of ensemble models by simulating an additional 200 species for each of the three levels of prevalence. We set three levels for NTP (20, 160 and 640) and used the same two strategies for NRP as detailed above. After a species was created, a test dataset was compiled using the approach described earlier. For each level of NTP we compiled a set of presences as training presences, randomly selected a specified number of sites using either of the two strategies for NRP, built a model with each of the ten modelling methods, and then applied the model to the test dataset. This process was repeated 30 times (but each time the training presences were retained and only the random points were altered), and the 30 sets of predictions from the same modelling method were then averaged into an ensemble model. With this approach the term ensemble as used in this study is as a within-method ensemble. One (randomly chosen) of the 30 models was kept as the single model. This allowed for a comparison between 'single' (i.e. conventional) models and those developed as 'ensemble' models.
Five accuracy measures were calculated to assess model performance. These included AUC, point biserial correlation coefficient (Rpb), true skill statistic (TSS), sensitivity (Se) and specificity (Sp) (Liu et al. 2011) . To calculate the last three metrics, a threshold obtained by maximizing the sum of Se and Sp (Liu et al. 2005) , was applied to the model predictions to transform them from continuous to binary forms. As statistical tests are not encouraged for simulation modelling results (White et al. 2014 ), we used the 2.5th, 50th (i.e. median) and 97.5th percentiles of the predictions to compare different scenarios. If the 2.5th percentile of the predictions for scenario A is above the 97.5th percentile of the predictions for scenario B, scenario A is considered to have better performance than scenario B. This is a stringent test. But this occurred infrequently. Therefore, we also define a less stringent test. Where the 2.5th percentile of the predictions for scenario A is not above the 97.5th percentile of the predictions for scenario B, if at least one of the above three percentiles of the predictions for scenario A is above its counterpart for scenario B and the other percentiles for scenario A are not below their counterparts for scenario B, then scenario A is considered to have better performance than scenario B.
Despite the reservations of some, formal statistical analyses are still helpful in summarizing the results of simulations. To characterize the effect of NRP on the accuracy of models, we conducted quantile regression analysis by fitting three models:
+ c for each combination of the factors investigated. We used two functions rq and nlrq in the R package quantreg for these analyses with the parameter tau = 0.5, i.e. we focused on estimating the conditional median. We used AIC to select the best models. When we identified the pattern of the response of the accuracy to NRP, we also considered the absolute effect size. At least one percent difference was considered a real change in accuracy. For example, if an increasing or decreasing pattern was to be identified, the difference in accuracy between the two ends of the curve must be no less than one percent; if an arch-shaped pattern was to be identified, the difference in accuracy between the maximum value and both ends of the curve must be no less than one percent.
Data deposition
Data available from the Mendeley Data: < http://dx.doi. org/10.17632/kyy8f8w79j.1 > (Liu et al. 2018) .
Results
The effects of NRP on the accuracy of models were found to vary considerably when using different modelling techniques, levels of species prevalence, levels of NTP, and weighting schemes ( Fig. 1-2 , Supplementary material Appendix 2 Fig.  A1-A21 ). These results could be summarized into four types or patterns of effects on model accuracy as a function of NRP (see Fig. 3 and Supplementary material Appendix 2 Fig. A22 for some examples). These were termed increasing, decreasing, arch-shaped, and horizontal (i.e. no effect). It was common that more than one effect response was observed for a single modelling technique.
Model accuracy increased with NRP in many situations when measured with AUC (Supplementary material  Appendix 2 Tables A1-A2) , especially for ENFA, Maxent, GLM and BRT, MDA for common and very common species, MARS and ANN for larger NTP, and GAM with ETW.
In most of these situations accuracy reached an asymptote when NRP became a few times as large as NTP, except for GAM and GLM with smaller NTP where NRP was required up to 16 times as large as NTP. For RF and SVM the response curves were often arch-shaped. The response curves for ANN with a smaller NTP displayed either a decreasing or horizontal pattern. In these situations, the accuracy peaked when NRP became a few times as large as NTP.
The response patterns were generally consistently displayed when being assessed with TSS, Se and Sp in comparison to AUC. Accuracy increased as NRP increased for ENFA, Maxent, and ANN, BRT, GAM, GLM and SVM with ETW when using Rpb as the accuracy measure. For most other situations the response curves were arch-shaped.
The strategies for allocating NRP (i.e. the small multiplier strategy versus the large number strategy) were examined using nine levels of training presences (Fig. 4 , Supplementary material Appendix 3 Fig. A23-A40 ). The small multiplier strategy for NRP produced models with higher accuracy for RF, SVM (with UTW), ANN (except very common species), BRT (with UTW except very common species), and MARS (rare species). The large number strategy produced models with a higher accuracy only for ENFA, MDA and Maxent (for very common species), and GAM and GLM (except UTW with smaller NTP).
Model accuracy (AUC) increased as NTP increased for all the combinations of modelling technique, prevalence and weight setting. The accuracy of the models reached their respective asymptotes before NTP increased to the highest level for all the modelling techniques (except RF, ANN and SVM with large number strategy and very common species). However, the NTP required for the models to reach these asymptotes varied between modelling techniques, with alternate NRP strategies, and with levels of prevalence. ENFA models reached the asymptotes of accuracy much earlier than other methods. In general, the more elevated a species' prevalence, the larger the NTP that was required for the models to approach asymptotes of accuracy.
Ensemble models were better than their individual counterparts in most cases (Fig. 5-6 , Supplementary material Appendix 4 Fig. A41-A48 ). For ANN this was true for all situations. The difference was obvious for GAM, GLM, MARS and MDA for rare species and smaller NTP. For example, GLM for NTP = 20 and both weight settings yielded the only two cases that met the requirement for the stringent test, i.e. the 2.5th percentiles of the predictions for ensemble models were above the 97.5th percentiles of the predictions for the corresponding single models, while the other cases only met the requirement for less stringent test. Ensemble models were also better than single models for Maxent (with small multiplier strategy for NRP) and RF.
In many comparisons ensemble models with the two weight settings had similar accuracy. In some situations, those with ETW had a higher accuracy than counterparts with UTW. This was particularly pronounced for SVM.
In almost all situations ensemble models with small multiplier strategy for NRP had higher accuracy than counterparts with large number strategy for NRP. The exception to this was for ENFA, where almost no difference was observed between single and ensemble models using a small multiplier or large number strategy for NRP. 
Discussion
Considerations for total weight setting
The equal total weight (ETW) setting has been used with a variety of techniques within a range of studies, e.g. Elith and Graham (2009) compared the performance of models with ETW against unequal total weight (UTW) setting, and found that the effect of weighting varied for different techniques. We also have observed a similar effect in this study. Although ETW generally displayed higher performance than UTW this is not always the case. ANN is such an exception when NTP was small and prevalence was low to moderate. In these situations, the accuracy-NRP (number of random points) curve was still decreasing while it was increasing for other methods. Our study has also clearly demonstrated some benefits of adopting an ETW approach, as it provides smoother accuracy-NRP curves, particularly for the ANN, GLM and SVM models. This means that with ETW models became more stable. Second, with ETW the accuracy-NRP curves for GLM and SVM models changed from decreasing or arch-shaped to nearly increasing or horizontal. This makes it easier to select an optimal NRP, since it supports the large number strategy, so a wide range of NRP can be used. On the contrary, with UTW sometimes the curves are sharply peaked and the peaks are dependent on both prevalence and NTP, e.g. for SVM models with very common species. In this case, if the optimal NRP is incorrectly identified, the accuracy of the resulted models will decrease abruptly. For this reason, the use of ETW setting is generally encouraged. ) and for five modelling techniques (multivariate adaptive regression splines -MARS, mixture discriminant analysis -MDA, Maxent, random forest -RF and ecological niche factor analysis -ENFA) (with unequal total weight setting). The ten levels (1 to 10) of NRP correspond to 10, 20, 40, 80, 160, 320, 640, 1280, 2560 and 5120 respectively.
Considerations for the number of random points
By systematically altering the number of random points (NRP), we have identified detailed patterns in the responses of the accuracy models in response to the NRP. We have observed at least four types of patterns for the NRP effect, including increasing, decreasing, arch-shaped and horizontal responses. Apart from the increasing pattern, all other patterns do not encourage the use of a very large NRP. Even for the techniques displaying an increasing response, the use of a large NRP would not provide further advantages beyond the point where NRP becomes a few times greater than NTP. The exception to this is for GAM and GLM at small NTP, where NRP needs to be up to 16 times greater than NTP for the accuracy to approach an asymptote. Some of these results are consistent with Barbet-Massin et al. (2012) . For example, they have recommended a large NRP (i.e. our large number strategy) for GAM and GLM when ETW was adopted, and an equal number of pseudo-absences and available presences (similar to our small multiplier strategy) for RF. However, there are some inconsistencies between our results and theirs. For example, they have suggested the small multiplier strategy for MARS and MDA, but in this study we found that this is only appropriate for rare species. This inconsistency may be due to the prevalence of the virtual species, the level of presences, spatial extent and spatial resolution used in the two studies. The prevalence of their two virtual species is similar and is less than 25% as judged from their maps. If this is taken into account, there is no inconsistency between the two studies. Therefore, in order to reach a reliable conclusion, a wide range of the parameter values should be considered in the simulation. For the Maxent method we identified similar model accuracy (AUC) response patterns to NRP as with Phillips and Dudík (2008) study, i.e. accuracy roughly increases with NRP. However, we also found that the large number strategy is only better for very common species with NTP < 160, and outside these settings, the advantage of the large number strategy didn't exist (Fig. 4) . This couldn't be revealed in Phillips and Dudík (2008) due to the design that they didn't differentiate varying levels of NTP and prevalence.
Consideration of number of training presences
This study has reconfirmed that model accuracy increases with the number of training presences Peterson 2002, Wisz et al. 2008 ). This is a general pattern for all the modelling techniques studied, provided sufficient pseudoabsences are used in the modelling. Otherwise, other patterns may emerge, e.g. for ANN and MARS for very common species with NRP < 20 and NTP = 20 (e.g. prevalent but poorly surveyed, Fig. 1-2 ). This means that the above general pattern is not a universal one. It is a true pattern for profile models requiring only presence data. But for group discrimination models, when the training data are derived from two separate samples (in the presence-only situation: one for presences and the other for pseudo-absences), model accuracy is affected by several factors related to the training dataset itself (here we do not consider modelling techniques): 1) sample size (for presences and for pseudo-absences), 2) the ratio of the number of the presences to the number of the pseudoabsences, and 3) the true prevalence of a species, which is hidden in the random points. When pseudo-absences are used to train models, the accuracy of the models may decrease as the NTP increases even when the NRP remains fixed but at low level. For routine modelling settings the general pattern is maintained.
The above general pattern encourages the maximal use of observations for building models, which is consistent with the findings of other studies (Stockwell and Peterson 2002, Hernandez et al. 2006 , Wisz et al. 2008 , Hanberry et al. 2012 . We have also observed that the accuracy of many models reached their asymptotes above some specific NTP. But this does not prevent researchers from sourcing and supporting the collection of more species field observations. The reason is that to reach the asymptotes of accuracy hundreds of representative presences are needed. Even though many species have hundreds even thousands of records in the existing databases, these collective sets of observations are almost suffering from survey bias, and are therefore typically far from representative. Therefore, keeping collection of records and using them in modelling is still encouraged.
Single models versus ensemble models
Ensemble models, especially with consensus methods, typically refer to approaches that employ multiple modelling techniques (Araújo and New 2007 , Marmion et al. 2009 , Thuiller et al. 2009 , Grenouillet et al. 2011 . In this study, they have been used within modelling techniques. We have shown that even within modelling techniques, ensemble models still outperform their corresponding single models. This is consistent with previous studies using cross-technique ensemble modelling (Marmion et al. 2009 ). The exception to this is for ENFA models, where the ensemble models and single models have similar accuracies. However, the effectiveness of ensemble modelling differs among the modelling techniques and data characteristics. For example, ensembling is more effective for ANN than for other techniques, and it is also more effective when fewer training presences are available and the small multiplier NRP strategy is used than in other contexts. It is interesting that either small multiplier NRP strategy or large number NRP strategy is better for single models, small multiplier strategy is almost always better for ensemble models. This has an additional advantage in practise. That is, by adopting this ensemble modelling approach the computing burden will not increase too much and it may even decrease. The reason is that we do not need many models within an ensemble. From our experiments, we estimate that in most contexts, 30 models for an ensemble are adequate for the resultant model to approach an accuracy asymptote, and Barbet-Massin et al. (2012) even suggested using 10 models in an ensemble.
Conclusions
In this study, we found that model accuracy altered in four patterns as the NRP increased: increasing, decreasing, archshaped and horizontal, and using ETW made the response curve change from decreasing and arch-shaped to nearly increasing or horizontal for some techniques (e.g. SVM and GLM). But for ANN models with ETW and small NTP, the response curves remained decreasing. The increasing response pattern tends to favour the use of a large number of random points, but the other three patterns do not favour this, and the small multiplier strategy (i.e. taking NRP a few times as Table 1 . Preferable modelling strategy for the ten modelling techniques (artificial neural network -ANN, boosted regression tree -BRT, generalized additive model -GAM, generalized linear model -GLM, support vector machine -SVM, multivariate adaptive regression splines -MARS, mixture discriminant analysis -MDA, Maxent, random forest -RF and ecological niche factor analysis -ENFA) according to the number of random points (NRP) used as pseudo-absences or background sites and weight setting in terms of single model versus ensemble model, rare species versus common and very common species, and small number of training presences (NTP) versus large NTP. S_r: small multiplier strategy for NRP with a NRP/NTP ratio r; L: large number strategy for NRP. Since equal total weight is better than unequal total weight for all the scenarios except single ANN models with small NTP, only the preferred strategy for NRP is shown in this table. Since both small multiplier strategy versus large number strategy for NRP and single model versus ensemble model have no obvious effect on the modelling result for ENFA, it is not shown in this table. When using ENFA, we suggest just using the single model with the large number strategy for NRP. For all the other nine techniques, ensemble models are generally better than single models. The bold letters indicate our highly recommended choices, which include equal total weight setting for ensemble SVM models in addition to some situations with small multiplier strategy for NRP. This table can be interpreted in the following way. For example, if a single ANN model is to be built for rare species (rare here refers to species with a low prevalence), when a small number of training presences are available, the best strategy is to use twice as many random points as the training presences and the unequal total weight setting; however, if a large number of training presences are available, the best strategy is to use a large number of random points and the equal total weight setting. large as NTP) is recommended in such instances. Even for the increasing pattern, accuracy approaches an asymptote when NRP reaches a few times as large as NTP (with the exception of GAM and GLM for small NTP which need 16 times), and deploying a larger NRP does not enhance performance. Ensemble models almost always perform better than their corresponding single models for a given NRP strategy and weighting scheme, especially when fewer presences are available. Ensemble models with the small multiplier NRP strategy almost always produce better models than with the large number NRP strategy for both weighting schemes.
Weighting schemes do influence model performance, and ETW is better than UTW in most cases. Hence, ensemble modelling with ETW and small NRP strategy is generally encouraged, especially when fewer presences are available. These findings provide a set of heuristics for choosing appropriate numbers of random points and weight settings under different situations (rare versus common species and small versus large NTP) for both single models and ensemble models separately (Table 1) . We hope these findings will assist modellers in making more informed decisions in the development of their models.
