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DECOMPOSABLE PARTIAL ACTIONS
FERNANDO ABADIE, EUSEBIO GARDELLA, AND SHIRLY GEFFEN
Abstract. We define the decomposition property for partial actions of dis-
crete groups on C∗-algebras. Decomposable partial systems appear naturally
in practice, and many commonly occurring partial actions can be decomposed
into partial actions with the decomposition property. For instance, any partial
action of a finite group is an iterated extension of decomposable systems.
Partial actions with the decomposition property are always globalizable
and amenable, regardless of the acting group, and their globalization can be
explicitly described in terms of certain global sub-systems. A direct computa-
tion of their crossed products is also carried out. We show that partial actions
with the decomposition property behave in many ways like global actions of
finite groups (even when the acting group is infinite), which makes their study
particularly accessible. For example, there exists a canonical faithful condi-
tional expectation onto the fixed point algebra, which is moreover a corner in
the crossed product in a natural way. (Both of these facts are in general false
for partial actions of finite groups.) As an application, we show that freeness
of a topological partial action with the decomposition property is equivalent
to its fixed point algebra being Morita equivalent to its crossed product. We
also show by example that this fails for general partial actions of finite groups.
1. Introduction
The computation of the K-theory of C∗-algebras is a challenging task, whose
origins date back to Cuntz’s seminal work [5]. Obtaining useful descriptions of the
K-groups is enormly useful when trying to distinguish C∗-algebras, and in many
cases of interest, algebras with isomorphic K-theory are themselves isomorphic (see
[8] for a survey on this topic). There are a number of tools that help us compute
the K-groups of a given C∗-algebra, and the Pimsner-Voiculescu six-term exact
sequence for crossed products by Z-actions is arguably one of the most power-
ful ones. A classical result of Landstad provides an abstract characterization of
Z-crossed products as those algebras carrying a circle action with suitably large
spectral subspaces, thus granting access to the Pimsner-Voiculescu exact sequence
without knowing beforehand that the algebra in question is a Z-crossed product.
However, many naturally occurring circle actions tend to have rather “small” spec-
tral subspaces (this is typically the case for gauge actions), and Landstad’s result
therefore does not apply. This problem was tackled by Exel in [10], where he showed
that under very mild assumptions on the circle action, such algebras are isomor-
phic to the crossed product of what he called a partial automorphism, that is, an
isomorphism between two ideals. This, in combination with a version of Pimsner-
Voiculescu for partial automorphisms also obtained in [10], allows one to compute
the K-groups of a large class of C∗-algebras, including all Cuntz-Krieger algebras.
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The notion of a partial action of a general discrete group G on a C∗-algebra A
was introduced by McClanahan in 1994 [19]: it is a collection (Ag)g∈G of ideals of A
and isomorphisms αg : Ag−1 → Ag, for g ∈ G, such that α1 = idA and αgh extends
αg ◦αh wherever the decomposition is well-defined. By taking all domains to be A
we recover the usual definition of a group action (which we will call a global action,
to avoid confusion). Crossed products of partial actions were also introduced in [19],
where the generality of this construction is illustrated by describing large classes of
C∗-algebras as partial crossed products of commutative C∗-algebras, even in cases
where similar descriptions using global crossed products are known not to exist.
This is the case for AF-algebras [11], Bunce-Deddens algebras [9], and Exel-Laca
algebras [14], thus considerably enlargening the toolkit available to study them.
The study of partial actions unveiled a number of unexpected connections, par-
ticularly as partial actions were realized to be closely related to inverse semigroup
actions. Indeed, Exel showed in [12] that to every discrete group G one can canoni-
cally associate a semigroup E(G), sometimes referred to as the Exel semigroup of G,
in such a way that partial actions of G on a topological space X are in natural one-
to-one correspondence with inverse semigroup morphisms E(G) → Homeopar(X)
from E(G) to the inverse semigroup of partial homeomorphisms of X . Moreover,
the inverse semigroup C∗-algebra C∗(E(G)) can be canonically identified with the
partial group algebra C∗par(G) of G, that is, the universal C
∗-algebra with respect
to partial representations of G. For further connections to inverse semigroups and
related objects, we refer the reader to Exel-Steinberg’s Proceedings of the ICM [15].
Despite the numerous advances within the theory of partial dynamical systems,
a number of aspects remain unexplored, and many others exhibit behaviors that
differ dramatically from the case of global actions. This is in spite of the tight
connections with global systems discovered in [1] in the context of the globalization
problem. For example, in the case of finite groups, and even for actions that admit
a globalization, virtually all averaging arguments (as well as their consequences)
that are standard for global actions, completely break down in the partial setting.
Among others, the fixed point algebra may be very small; there is in general no
conditional expectation onto it; and it is in general not a corner in the crossed
product. The lack of approximate identities that are compatible with the partial
action is also a source of difficulties in this setting.
The present work originates in the attempts by the authors to obtain a better
and more systematic understanding of the internal structure of partial actions. To
illustrate this, let us consider first the smallest nontrivial finite group Z2, and let
α be a partial action of Z2 on a compact Hausdorff space X . This amounts to a
choice of an open subset U ⊆ X and an order two homeomorphism σ of it. The
restriction of this partial system to U is a global system, while the “remainder”
Y = X \ U is acted upon trivially. In other words, there is an equivariant topo-
logical extension U

 // X // // Y . The equivariant structure of U and Y is
completely understood, and the complexity of the partial action α is determined
by the way how U and Y are glued together. Regardless of how complicated this
gluing is, many aspects of C(X)⋊α Z2 can be deduced from the fact that it is an
extension of C(Y ) by C0(U)⋊σ Z2, the latter being a global crossed product.
For larger groups, one has to iterate the process of decomposing the action into
simpler sub-systems. For example, an action of Z3 on a compact Hausdorff space
X is given by the choice of two open subsets U1, U2 ⊆ X , and a homeomorphism
σ1 : U2 → U1. The restriction of this partial system to U = U1 ∩ U2 is thus global,
and again we get an extension
0 // C0(U) // C(X) // C(Y ) // 0,
3where Y = X \ U . In this case, however, the induced partial action on Y is
not trivial. Instead, we may decompose it further: with V1 = U1 \ U2 and V2 =
U2 \ U1, the homeomorphisms induced by σ1 and σ2 “exchange” V1 and V2 (and
act internally in a global manner), while the complement Z = Y \ (V1 ⊔ V2) carries
the trivial partial action. Thus, we get an equivariant extension
0 // C0(V1 ⊔ V2) // C(Y ) // C(Z) // 0,
where now the action on V1 ⊔ V2 is a combination of a translation and an order-
3 homeomorphism, and the action on Z is trivial. We have therefore reduced
the understanding of Z3 y X to the understanding of the systems Z3 y U and
Z3 y V1⊔V2, together with the understanding of the above equivariant extensions.
V2V1
σ2 = σ
−1
1 X
U
U1 U2
For general finite groups, the decomposition process is rather subtle: one obtains
a larger number of extensions, and the structure of the intermediate G-equivariant
ideals becomes very complicated. Problems of this nature already appeared in the
work of the third-named author [17]. In particular, for such a decomposition to be
useful in practice, one would like to be able to compute the crossed products of the
intermediate systems to a reasonable extent.
Our attempts to shed light over the problem described above led us to isolate
and study a property that the intermediate systems satisfy, which we call the de-
composition property. For a discrete group G and n ∈ N, we set
Tn(G) = {τ ⊆ G : 1 ∈ τ, |τ | = n},
endowed with the canonical partial action of G by left multiplication. For a partial
action α = ((Ag)g∈G, (αg)g∈G) of G on a C
∗-algebra A, we set Aτ =
⋂
g∈τ Ag for
τ ∈ Tn(G), which is an ideal in A.
Definition A. Let n ∈ N and α be a partial action of G on A. We say that α has
the n-decomposition property if
(a) A =
∑
τ∈Tn(G)
Aτ , and
(b) Aτ ∩ Ag = {0} for all τ ∈ Tn(G) and all g /∈ τ .
We say that α is decomposable α has the n-decomposition property for some n ∈ N.
Decomposable partial actions form a rich class if systems whose essential struc-
ture is roughly a combination of a global action of a finite group (even if the original
group is infinite), a translation, and a trivial action. In this sense, actions with the
decomposition property are much more accessible than general partial actions, the
upshot being that many naturally occurring partial actions can be approximated by
systems with the decomposition property. This is particularly the case for arbitrary
partial actions of finite groups. This fact is extensively exploited in [3].
Let α be a partial action with the n-decomposition property. Then α decomposes
as a direct sum of restrictions to sub-systems of the form AG·τ =
⊕
g∈τ Ag−1τ .
Thus, it suffices to understand these in order to understand α. For a given τ , we
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set Hτ = {h ∈ G : hτ = τ}, which is a finite subgroup of G that acts globally on
Aτ . Moreover, there are x0, x1, . . . , xmτ ∈ G such that τ =
⊔mτ
j=0Hτxj . This data
determines most of the relevant features of the action on AG·τ (and hence on A),
which we study in detail in this work.
The main result of Section 3 (Theorem 3.6) asserts that actions with the decom-
position property are always amenable and globalizable, and provides an explicit
description of the globalization in terms of induced systems (see Definition 3.3):
Theorem B. Let α be a partial action of G on a C∗-algebra A with the n-
decomposition property. Then each G y AG·τ is amenable and globalizable, and
its globalization is Gy IndGHτ (Aτ ). It follows that α is amenable and globalizable,
and globalization is a direct sum of actions of the form Gy IndGHτ (Aτ ).
Combining the above theorem with results of the first-named author from [1],
it follows that the partial crossed product A⋊α G can be computed, up to Morita
equivalence, using the crossed products of the global sub-systems Hτ y Aτ . How-
ever, for some applications it is necessary to have a computation of A⋊α G up to
isomorphism and not just up to Morita equivalence, and we do this in Theorem 5.1:
Theorem C. Let α be a partial action of G on a C∗-algebra A with the n-
decomposition property. Then AG·τ ⋊α G ∼= Mmτ+1(Aτ ⋊ Hτ ). In particular,
A⋊α G is a direct sum of algebras of the form Mmτ+1(Aτ ⋊Hτ ), for τ ∈ Tn(G).
Using the above result, we provide an explicit computation of the partial group
algebra C∗par(G) of a finite group G from [12]; see Theorem 5.2. Indeed, C
∗
par(G)
can be realized as the crossed product of the canonical partial action of G on⊔|G|
n=1 Tn(G). Moreover, G y Tn(G) has the n-decomposition property, so its
crossed product can be easily described using Theorem C; see Theorem 5.2. An
equivalent description of this algebra was obtained in [7].
Perhaps some of the most surprising features of actions with the decomposition
property refer to their G-invariant elements and fixed point subalgebras. For global
actions, the theory works best in the setting of finite groups: for instance, there
is a faithful conditional expectation E : A → AG onto the fixed point algebra AG,
and there is an injective homomorphism c : AG → A ⋊ G whose image is a corner
in A ⋊G. Both of these maps fail to exist for infinite groups. For partial actions,
even of finite groups, additional complications arise and these maps rarely exist;
see Example 4.2. The following (Theorem 4.3, Theorem 4.7) is thus unexpected:
Theorem D. Let α be a decomposable partial action of G on a C∗-algebra A.
Then there are a faithful conditional expectation E : A → AG and an injective
homomorphism c : AG → A⋊G whose image is a corner in A⋊G.
Finally, in Theorem 5.5 we give a characterization of freeness for topological
partial actions with the decomposition property, in terms of the corner map c:
Theorem E. Let σ be a decomposable partial action of G on a locally compact
Hausdorff space X . Then σ is free if and only if the image of c : C0(X)
G →
C0(X)⋊σ G is a full corner.
In Theorem E, we could have used C0(X/G) in place of C0(X)
G, since the two
agree for a decomposable action. For general partial actions, even of finite groups,
the above characterization fails (even if one considers C0(X/G)); see Example 5.3.
2. The decomposition property
In this section, we define the decomposition property of a partial action and
study some of its basic features. We fix a discrete group G and n ∈ N.
5Definition 2.1. Given n ∈ N, we define the space of n-tuples of G to be
Tn(G) = {τ ⊆ G : 1 ∈ τ and |τ | = n}.
(Note that Tn(G) = ∅ whenever G is finite and n > |G|.) For g ∈ G, we set
Tn(G)g = {τ ∈ Tn(G) : g ∈ τ}. There is a canonical partial action Lt of G on
Tn(G) with Ltg : Tn(G)g−1 → Tn(G)g given by Ltg(τ) = gτ for all τ ∈ Tn(G)g−1 .
The space Tn(G) is naturally a subset of the product space {0, 1}G, thus inher-
iting a canonical (relative) topology.
Lemma 2.2. Let G be a discrete group and let n ∈ N. Then Tn(G) is discrete.
Proof. We will show that the points of Tn(G) are (relatively) open. For any g ∈ G,
the set Tn(G)g is relatively open in Tn(G), because it is the intersection of Tn(G)
with the basic open subset of {0, 1}G of those functions f : G→ {0, 1} which satisfy
f(g) = 1. Now, for τ ∈ Tn(G), we have {τ} =
⋂
g∈τ Tn(G)g , and hence the singleton
{τ} is open in Tn(G). 
Notation 2.3. Let α = ((Ag)g∈G, (αg)g∈G) be a partial action of a discrete group
G on a C∗-algebra A, and let n ∈ N. For τ ∈ Tn(G), we write Aτ for the ideal
Aτ =
⋂
g∈τ Ag. Observe that for g ∈ G and τ ∈ Tn(G)g−1 , we have αg(Aτ ) = Agτ .
For τ ∈ Tn(G), we write G ·τ ⊆ Tn(G) for the orbit of τ (with respect to the partial
action Lt from Definition 2.1), and we set AG·τ =
∑
g∈τ−1 Agτ .
The following is the main technical definition of this work.
Definition 2.4. Let G be a discrete group, let A be a C∗-algebra, and let α =
((Ag)g∈G, (αg)g∈G) be a partial action of G on A. Given n ∈ N, we say that α has
the n-decomposition property if
(a) A =
∑
τ∈Tn(G)
Aτ , and
(b) Aτ ∩ Ag = {0} for all τ ∈ Tn(G) and all g ∈ G such that g /∈ τ .
We say that α has the decomposition property if it has the n-decomposition property
for some n ∈ N. A partial action on a locally compact space X is said to have the
(n-)decomposition property if its induced partial action on C0(X) has it.
The following easy observation will be needed later.
Remark 2.5. In the context of Definition 2.4, condition (b) implies that Aτ∩Aσ =
{0} whenever τ, σ ∈ Tn(G) are distinct. In particular, we think of A as a direct sum
of the orthogonal ideals appear in condition (a). In fact if n > 1, then α has the
n-decomposition property if and only if A is isomorphic to the C∗-algebraic direct
sum
⊕
τ∈Tn(G)
Aτ , in such a way that Ag corresponds to
⊕
τ∈Tn(G)g
Aτ . Indeed,
assume that the latter holds, and let τ ∈ Tn(G) and g ∈ G\τ . Pick any g′ ∈ τ \{1}
and set σ = (τ ∪ {g}) \ {g′}. Then 0 = AσAτ = AgAτ , so condition (b) holds.
We now turn to examples of actions with the decomposition property. The
extreme cases are easy to describe:
Example 2.6. Let G be a discrete group, let A be a C∗-algebra A, and let α be a
partial action of G on A.
(1) α has the 1-decomposition property if and only if Ag = {0} for all g ∈
G \ {1}. This is the trivial partial action of G on A.
(2) If G is finite, then α has the |G|-decomposition property if and only if it is
a global action.
Next, we show that the canonical partial action of G on Tn(G) has the n-
decomposition property. This is, in some sense, the prototypical partial action
with the n-decomposition property.
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Proposition 2.7. Let G be a discrete group and let n ∈ N. Then the partial action
Lt of G on Tn(G) described in Definition 2.1 has the n-decomposition property.
Proof. For τ ∈ Tn(G), it is easy to check that C0(Tn(G))τ = C({τ}), so condition
(b) in Definition 2.4 is satisfied. Since Tn(G) is discrete by Lemma 2.2, we have
C0(Tn(G)) ∼=
⊕
τ∈Tn(G)
C({τ}), so condition (a) is also satisfied. 
Decomposable artial actions form a rich class whose structure is, in a rough
sense, a combination of the trivial action, an action by translation, and a global
action of a finite group. In this sense, actions with the decomposition property are
much more accessible than general partial actions. The upshot of this approach
is the fact that many naturally occurring partial actions can be written either as
iterated extensions or limits of decomposable partial actions; this is in particular
true for partial actions of finite groups by Theorem 6.1.
The following lemma will be fundamental in most of our analysis.
Lemma 2.8. Let τ ∈ Tn(G) and set Hτ = {h ∈ G : hτ = τ}. Then
(1) Hτ is finite a subgroup of G, and |Hτ | divides n;
(2) With mτ =
n
|Hτ |
− 1, there exist xτ1 , . . . , x
τ
mτ
∈ G distinct such that
τ = Hτ ⊔Hτx
τ
1 ⊔ . . . ⊔Hτx
τ
mτ
.
(3) If yτ1 , . . . , y
τ
mτ
∈ G satisfy τ = Hτ ⊔Hτyτ1 ⊔ . . .⊔Hτy
τ
mτ
, then there exist a
permutation σ ∈ Smτ and h1, . . . , hmτ ∈ Hτ such that yj = xσ(j)hj for all
j = 1, . . . ,mτ .
Proof. It is clear that Hτ is a subgroup of G. We will prove items (1) and (2)
simultaneously. The condition hτ = τ for all h ∈ Hτ implies that τ is Hτ -invariant,
and that Hτ ⊆ τ , since 1 ∈ τ . Hence Hτ is finite. Since the restricted action of
Hτ on τ is global and the set τ is finite, we may choose a section for the canonical
map onto the Hτ -orbit space. With mτ denoting the cardinality of the orbit space,
the choice of a section corresponds to choosing xτ0 , x
τ
1 , . . . , x
τ
mτ
∈ τ satisfying τ =
Hτx
τ
0 ⊔ Hτx
τ
1 ⊔ . . . ⊔ Hτx
τ
mτ
. One of these disjoint orbits must be Hτ , so we
assume without loss of generality that xτ0 = 1. Finally, since the action of Hτ on
τ is free, all orbits have the same cardinality as Hτ , from which it follows that
n = |τ | = (mτ + 1)|Hτ |.
Finally, let yτ1 , . . . , y
τ
mτ
∈ G be as in (3) in the statement. Then these elements
determine a decomposition of τ as a disjoint union of Hτ -orbits, so up to a permu-
tation they must agree modulo Hτ with x
τ
1 , . . . , x
τ
mτ
, as desired. 
Notation 2.9. Let G be a discrete group and let n ∈ N. For τ ∈ Tn(G), we set
Hτ = {h ∈ G : hτ = τ}. Using Lemma 2.8, we set mτ =
n
|Hτ |
− 1 and fix elements
xτ0 = 1, x
τ
1 , . . . , x
τ
mτ
∈ G satisfying
τ = Hτ ⊔Hτx
τ
1 ⊔ . . . ⊔Hτx
τ
mτ
.
We write AG·τ for the ideal
∑
g∈τ−1 Agτ of A. Whenever τ is understood from the
context, we will omit it from the notation for Hτ , mτ and x
τ
j , for j = 1, . . . ,mτ .
For example, the above identity will be written τ = H ⊔Hx1 ⊔ . . . ⊔Hxm.
We denote by κ : Tn(G) → On(G) the canonical quotient map, and we fix, for
the rest of this work, a global section s : On(G) → Tn(G) for it. For z ∈ On(G),
we write τz for s(z); we write Hz for Hτz ; we write mz for mτz . (Note that mz is
really independent of the choice of the section, unlike Hz or τz .)
Proposition 2.10. Let n ∈ N, let G be a discrete group, and let τ ∈ Tn(G). Set
X = {1, x1, . . . , xm}. For g ∈ G, set Xg = {x ∈ X : g ∈ x−1τ}. Then
(1) For each g ∈ G and x ∈ Xg−1 there exists a unique σ
g(x) ∈ Xg such that
g ∈ σg(x)−1Hx.
7(2) ((Xg)g∈G, (σg)g∈G) is a partial action of G on X .
Proof. Since x−1j τ =
⊔m
k=0 x
−1
j Hxk, part (1) follows. As for (2), note first that
X1 = X and σ1 = idX . Suppose that x ∈ Xg−1
2
satisfies σg2 (x) ∈ Xg−1
1
, that is
g−12 ∈ x
−1Hσg2 (x) and g
−1
1 ∈ σg2 (x)
−1Hσg1(σg2 (x)).
Then (g1g2)
−1 ∈ x−1Hσg1(σg2(x)) ⊆ x
−1τ . This shows that x ∈ X(g1g2)−1 , and
σg1g2(x) = σg1(σg2 (x)) by uniqueness of the left member of the equality. 
Proposition 2.11. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N,
let α = ((Ag)g∈G, (αg)g∈G) be a partial action of G on A with the n-decomposition
property, and let τ ∈ Tn(G). Adopt the conventions from Notation 2.9. Then:
(1) The restriction of α|Hτ to Aτ is a global action;
(2) The ideal AG·τ is G-invariant, and for g ∈ G one has
(AG·τ )g =

{0} if g /∈ τ−1 · τ∑
0≤j≤m : g∈x−1
j
τ
Ax−1
j
τ if g ∈ τ
−1 · τ .
(3) For σ ∈ Tn(G), we have AG·σ ∩ AG·τ 6= {0} if and only if σ ∈ G · τ .
(4) There is a natural G-equivariant isomorphism
ϕ :
⊕
z∈On(G)
AG·τz → A
given by ϕ(a) =
∑
z∈On(G)
az for all a = (az)z∈On(G).
Proof. (1). Since Hτ = τ , it follows for every h ∈ H that Ah ∩ Aτ = Aτ and
moreover αh(Aτ ) = Aτ . Hence α|H induces a global action on Aτ .
(2). For g ∈ G, we have Ag−1 ∩ Aτ 6= {0} if and only if g
−1 ∈ τ , in which
case αg(Aτ ) = Ag·τ . Hence AG·τ is invariant and there is a well-defined restricted
partial action of G on it. For g ∈ G, we have
(AG·τ )g = AG·τ ∩ Ag =
m∑
j=0
Ax−1j τ
∩Ag =
∑
0≤j≤m : g∈x−1
j
τ
Ax−1j τ
,
where at the last equality we use the decomposition property. In particular, if
g /∈ τ−1 · τ , this domain is trivial.
(3). Since the “if” implication is clear, we prove the “only if” part of the claim.
We do this by proving its contrapositive, so suppose that AG·σ ∩ AG·τ 6= {0}. Fix
g ∈ τ−1 and h ∈ σ−1 such that Agτ ∩Ahσ 6= {0}. Since α has the n-decomposition
property, we must have gτ = hσ by Remark 2.5. In particular, h ∈ gτ and thus
(h−1g)τ = σ, as desired.
(4). Note that ϕ is a homomorphism by part (3) above. Moreover, it is clearly
injective and equivariant, and it is surjective by condition (a) of Definition 2.4. 
Remark 2.12. Using part (4) of the proposition above, a number of facts about
decomposable partial actions can be reduced to the G-invariant direct summands
AG·τz In practice, for many purposes it suffices to work with a single tuple τ ∈ Tn(G)
and the induced partial action on AG·τ .
The following lemma will be used repeatedly (see Notation 2.9).
Lemma 2.13. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and let
α be a partial action of G on A with the n-decomposition property. Fix τ ∈ Tn(G).
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(1) There are canonical quotient maps πj : AG·τ → Ax−1
j
τ , for j = 0, . . . ,m,
which can be explicitly described as follows: if (eλ)λ∈Λ is any approximate
identity for Ax−1
j
τ , then πj(a) = limλ aeλ for all a ∈ AG·τ .
(2) The maps π1, . . . , πm are independent of the choices of x1, . . . , xm.
Proof. (1). This is immediate from Remark 2.5. (2). Let y0 = 1, y1, . . . , ym ∈ G
be elements satisfying τ =
⊔m
j=0Hyj . By part (3) of Lemma 2.8, we may assume
without loss of generality that there exist h1, . . . , hm ∈ H satisfying yj = hjxj for
all j = 1, . . . ,m. The claim follows since Ay−1
j
τ = Ax−1
j
τ . 
In the context of the above lemma, and whenever the tuple τ is not clear from
the context, we will write πτj instead of πj .
Our next goal is to show that the domains of partial actions with the decom-
position property admit particularly well-behaved kind of approximate identities,
which we call an “equivariant system of approximate identities”.
Definition 2.14. Let G be a discrete group, let A be a C∗-algebra, and let
α = ((Ag)g∈G, (αg)g∈G) be a partial action of G on A. A system of equivariant
approximate identities for α is a choice, for every g ∈ G, of an approximate identity
(eλg )λ∈Λ of Ag, satisfying the following for all g, h ∈ G and all λ ∈ Λ:
αg(e
λ
he
λ
g−1) = e
λ
ghe
λ
g .
The above definition is inspired by the case of unital partial actions, where the
units of the respective domains form a system of equivariant approximate identities.
Explicitly, if 1g denotes the unit of Ag, then one has αg(1h1g−1) = 1gh1g for all
g, h ∈ G. On the other hand, global actions of finite groups always admit such
systems: it suffices to consider a G-invariant approximate identity of A.
Systems of equivariant approximate identities fail to exist in general, but we
show in the following proposition that decomposable systems always possess them.
Proposition 2.15. Let G be a discrete group, let A be a C∗-algebra, and let
α = ((Ag)g∈G, (αg)g∈G) be a decomposable partial action of G on A. Then there
exists a system of equivariant approximate identities for α.
Proof. Let n ∈ N be such that α has the n-decomposition property. By Remark 2.12,
it suffices to show that AG·τ possesses a system of equivariant approximate identi-
ties for every τ ∈ Tn(G). Fix τ ∈ Tn(G) and fix an approximate identity (eλ)λ∈Λ
for Aτ . We useNotation 2.9. For g ∈ G and λ ∈ Λ, define
eλg =
1
|H |
m∑
j=0
1{g∈x−1
j
τ}
∑
h∈H
αx−1
j
h(e
λ).
Notice that eλg ∈ (AG·τ )g is a positive contraction. We claim that (e
λ
g )λ∈Λ is an
approximate identity for (AG·τ )g. Since (AG·τ )g = {0} whenever g /∈ τ−1 ·τ , we may
assume that g ∈ τ−1 · τ . By part (2) of Proposition 2.11, it is enough to show that
(eλg ) is an approximate identity for Ax−1
j
τ for any j = 0, . . . ,m such that g ∈ x
−1
j τ .
Fix such j and let a ∈ Ax−1
j
τ . Using at the first step that
∑
h∈H αx−1
k
h(e
λ) belongs
to the ideal Ax−1
k
τ which is orthogonal to Ax−1
j
τ when k 6= j, and at the second
that (αx−1
j
h(e
λ))λ∈Λ is an approximate identity of Ax−1
j
τ , we conclude that
lim
λ∈Λ
eλga = lim
λ∈Λ
1
|H |
∑
h∈H
αx−1
j
h(e
λ)a = a.
9Let g1, g2 ∈ G and let λ ∈ Λ. We will show that αg1(e
λ
g2
eλ
g−1
1
) = eλg1g2e
λ
g1
. To
ease notation, we drop the superscript λ everywhere, as well as the denominator
|H |. For ℓ = 0, . . . ,m, let πℓ : AG·τ → Ax−1
ℓ
τ be the map from Lemma 2.13. Then
πℓ(eg1g2eg1) =
m∑
j,k=0
∑
h,t∈H
πℓ
((
1{g1g2∈x
−1
j
τ}αx−1
j
h(e)
)
·
(
1{g1∈x
−1
k
τ}αx−1
k
t(e)
))
=
m∑
j=0
∑
h,t∈H
πℓ
(
1{g1g2∈x
−1
j
τ}1{g1∈x
−1
j
τ}αx−1
j
h(e)αx−1
j
t(e)
)
=
∑
h,t∈H
1{g1g2∈x
−1
ℓ
τ}1{g1∈x
−1
ℓ
τ}αx−1
ℓ
h(e)αx−1
ℓ
t(e).
On the other hand,
πℓ(αg1 (eg2eg−1
1
)) =
m∑
k=0
∑
s,r∈H
πℓ
(
1{g2∈x
−1
k
τ}1{g−1
1
∈x−1
k
τ}αg1(αx−1
k
s(e)αx−1
k
r(e))
)
=
m∑
k=0
∑
s,r∈H
1{g2∈x
−1
k
τ}1{g1∈x
−1
ℓ
Hxk}
αg1(αx−1
k
s(e)αx−1
k
r(e))
=
m∑
k=0
∑
s,r∈H
1{g1g2∈x
−1
ℓ
τ}1{g1∈x
−1
ℓ
Hxk}
αg1(αx−1
k
s(e)αx−1
k
r(e))
=
m∑
k=0
∑
s,r∈H
1{g1g2∈x
−1
ℓ
τ}1{g1∈x
−1
ℓ
Hxk}
αx−1
ℓ
s(e)αx−1
ℓ
r(e)
=
∑
s,r∈H
1{g1g2∈x
−1
ℓ
τ}1{g1∈x
−1
ℓ
τ}αx−1
ℓ
s(e)αx−1
ℓ
r(e),
where at the second and last steps we use that if g ∈ x−1k τ , then there is a unique j ∈
{0, . . . ,m} such that g ∈ x−1k Hxj . The result follows since
∑m
j=0 πj = idAG·τ . 
3. Enveloping actions
In this section, we will show that decomposable partial actions are always glob-
alizable, and we will also give an explicit construction of their globalizations. We
point out that the results in this section also apply without major modifications to
algebraic partial actions in the sense of [6].
We begin by recalling the notion of an enveloping action (Definition 3.4 in [1]).
Definition 3.1. Let G be a discrete group, let A be a C∗-algebra, and let α =
((Ag)g∈G, (αg)g∈G) be a partial action of G on A. A triple (B, β, ι) consisting of a
C∗-algebra B, a (global) action β : G → Aut(B) and an embedding ι : A → B, is
said to be an enveloping action of α if the following conditions are satisfied:
(1) A (identified with ι(A)) is an ideal in B;
(2) Ag = A ∩ βg(A) for all g ∈ G;
(3) αg(a) = βg(a) for all a ∈ Ag−1 and all g ∈ G;
(4) B = span{βg(a) : a ∈ A, g ∈ G}.
We say that α is globalizable if there exists an enveloping action.
By Theorem 3.8 in [1], enveloping actions are unique up to an equivariant iso-
morphism extending the identity on A; for this reason, we will always refer to the
enveloping action of a given globalizable partial action.
Not every partial action is globalizable, and even when it is, identifying its
enveloping action may turn out to be challenging. Using Ferraro’s recent abstract
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characterization of globalizability [16], we show next that decomposable partial
actions are always globalizable. Obtaining an explicit description of its enveloping
action is rather involved, and this is done in Theorem 3.6.
Proposition 3.2. Let G be a discrete group, let A be a C∗-algebra, and let α be
a decomposable partial action of G on A. Then α is globalizable.
Proof. By the equivalence between (a) and (c) in Theorem 4.5 of [16], it suffices to
show that given (g, a, b) ∈ G × A × A, there exists ug,a,b ∈ Ag such that cug,a,b =
αg(αg−1(c)a)b for all c ∈ Ag. Let n ∈ N such that α has the n-decomposition
property. By condition (a) in Definition 2.4, we may take a ∈ Aτ for τ ∈ Tn(G).
For g /∈ τ−1, we set ug,a,b = 0. In this case, by condition (b) in Definition 2.4 we
have Aτ ∩Ag−1 = {0}, and hence the identity cug,a,b = αg(αg−1(c)a)b holds for all
c ∈ Ag, since αg−1(c)a = 0. For g ∈ τ
−1, set ug,a,b = αg(a)b, which is well-defined
because a ∈ Ag−1 . Then
cug,a,b = cαg(a)b = αg(αg−1 (c)a)b
for all c ∈ Ag, as desired. This finishes the proof. 
Our next goal is to obtain an explicit description of the globalization of a de-
composable partial action, which was shown to exist in the proposition above. We
need to recall the notion of induced (global) actions; see Chapter 3 in [22].
Definition 3.3. Given a discrete group G, a subgroup H , a C∗-algebra C and an
action γ : H → Aut(C), the induced dynamical system (IndGH(C), Ind
G
H(γ)) is
IndGH(C) =
{
ξ ∈ Cb(G,C) :
ξ(hg) = γh(ξ(g)) for all g ∈ G and h ∈ H ,
and the map Hg 7→ ‖ξ(g)‖ is in C0(G/H)
}
,
with IndGH(γ)g(ξ)(k) = ξ(kg) for all g, k ∈ G and all ξ ∈ Ind
G
H(C).
Remark 3.4. For discrete groups, Green’s Imprimitivity Theorem (see, for exam-
ple, Corollary 4.16 in [22]) can be deduced from the theory of enveloping actions
of partial actions from [1, 4]. Indeed, in the context of Definition 3.3, the action
γ defines a partial action γ˜ of G on C, where γ˜g = γg if g ∈ H , and γ˜g = 0 oth-
erwise. Then C ⋊γ H = C ⋊γ˜ G, and similarly for the reduced crossed products.
Moreover, one readily checks that (IndGH(C), Ind
G
H(γ)) is an enveloping action for
γ˜, with inclusion map ι : C → IndGH(C) is given by
ι(c)(g) =
{
γg(c) if g ∈ H
0 else.
for all c ∈ C. It follows from [1] and [4] that the crossed products C⋊γH = C⋊γ˜G
and IndGH(C) ⋊IndG
H
(γ) G are Morita equivalent, as well as the reduced crossed
products C ⋊γ,r H = C ⋊γ˜,r G and Ind
G
H(C)⋊IndG
H
(γ),r G.
Remark 3.5. We recall [4] that a partial action is said to be amenable if the
canonical surjection A ⋊α G → A ⋊α,r G is injective. Adopt the notation and
assumptions of Remark 3.4. By Corollary 1.3 of [4] (or Corollary 5.4 of [2]), the
actions γ, γ˜ and IndGH(γ) are simultaneously amenable or non-amenable. If H is
amenable, then they are all amenable.
We are now ready for the main result of this section.
Theorem 3.6. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and
let α = ((Ag)g∈G, (αg)g∈G) be a partial action of G on A with the n-decomposition
property. For every τ ∈ Tn(G), the restriction of α to AG·τ is globalizable and
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amenable, and its enveloping action is (IndGHτ (Aτ ), Ind
G
Hτ
(α), ιτ ), where the inclu-
sion ιτ : AG·τ → Ind
G
Hτ
(Aτ ) is given by
ιτ (a)(g) =
{
αg(π
τ
k (a)) if g ∈ Hτxk for some k = 0, . . . ,mτ
0 else.
for all a ∈ AG·τ and all g ∈ G. (In particular, ιτ (a) is supported on τ .) It follows
that α is globalizable and amenable, and its globalization is⊕
z∈On(G)
(IndGHz (Aτz), Ind
G
Hz
(α), ιτz ).
Proof. As explained in Remark 2.12, it suffices to prove the first part of the state-
ment. Let τ ∈ Tn(G). To lighten the notation, we abbreviate Hτ to H , mτ to m,
xτj to xj , and ιτ to ι. It is clear that ι is an embedding. We check the remaining
conditions in Definition 3.1 in a series of claims.
Claim: the range of ι is contained in IndGH(Aτ ). It is clear that ιτ (a)(g) belongs
to Aτ for all a ∈ AG·τ and all g ∈ G. Let g ∈ G, let h ∈ H , and let a ∈ AG·τ . Then
ι(a)(hg) = 0 = ι(a)(g) unless g ∈ Hxk for some k = 0, . . . ,m, in which case
ι(a)(hg) = αhg(π
τ
k (a)) = αh(ι(a)(g)),
as desired. Moreover, the induced map Hg 7→ ‖ι(a)(g)‖ belongs to C0(G/H)
because it is supported on the finite set {Hx0, . . . , Hxm}. This proves the claim.
Claim: the image of ι is an ideal in IndGH(Aτ ). Let ξ ∈ Ind
G
H(Aτ ), let k =
0, . . . ,m, and let a ∈ Ax−1
k
τ . It suffices to check that ι(a)ξ belongs to the image of
ι. For g ∈ G, we have (ι(a)ξ)(g) = 0 unless g ∈ Hxk, in which case we have
(ι(a)ξ)(g) = αg(aαg−1(ξ(g)))
= αg(aα
−1
xk
(ξ(xk)))
= ι(aα−1xk (ξ(xk)))(g),
where at the last step we use that aα−1xk (ξ(xk)) belongs to Ax−1k τ
. We conclude that,
ι(a)ξ = ι(aα−1xk (ξ(xk))), thus proving the claim. From now on, we set β = Ind
G
H(α).
Claim: for g ∈ G, we have
ι(AG·τ ∩ Ag) = βg(ι(AG·τ )) ∩ ι(AG·τ )
We begin with the inclusion ⊆. For this, it is enough to show that ι(a) belongs to
βg(ι(AG·τ )) for k = 0, . . . ,m and a ∈ Ax−1
k
τ ∩ Ag. This is trivial if g /∈ x
−1
k τ , since
the decomposition property implies that Ax−1
k
τ ∩Ag = {0}. Assume that g ∈ x
−1
k τ
and let j = 0, . . . ,m satisfy g ∈ x−1k Hxj . For t ∈ G we have
βg(ι(α
−1
g (a)))(t) = ι(α
−1
g (a))(tg)
= 1{tg∈Hxj}αtg(α
−1
g (a))
= 1{t∈Hxk}αt(a) = ι(a)(t).
It follows that ι(a) = βg(ι(α
−1
g (a))).
We prove the converse inclusion. For this, it suffices to show that
ι(AG·τ ∩ Ag) ⊇ βg(ι(Ax−1
j
τ )) ∩ ι(Ax−1
k
τ )
for all g ∈ G and all j, k = 0, . . . ,m. Let a ∈ Ax−1
j
τ and b ∈ Ax−1
k
τ satisfy
βg(ι(a)) = ι(b). We will be done once we show that b ∈ Ag. For t ∈ G we have
βg(ι(a))(t) = ι(a)(tg) =
{
αtg(a) if tg ∈ Hxj
0 else.
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On the other hand ι(b)(t) = αt(b) if t ∈ Hxk, and 0 otherwise. If βg(ι(a)) = ι(b) =
0, then by injectivity of ι we get b = 0 ∈ Ag, as required. Otherwise, there exists
some t ∈ Hxk such that tg ∈ Hxj . Then, g ∈ x
−1
k Hxj ⊆ x
−1
k τ , and by definition
Ax−1
k
τ ⊆ Ag, so b ∈ Ag, as required. The claim is proved.
Claim: ι(αg(a)) = βg(ι(a)) for all a ∈ (AG·τ )g−1 and all g ∈ G. As a =∑m
j=0 πj(a), we may assume that a ∈ Ax−1
j
τ ∩ Ag−1 for some j = 0, . . . ,m, and
that g−1 ∈ x−1j τ (otherwise, this intersection is trivial). Let k ∈ {0, . . . ,m} be the
unique element such that g−1 ∈ x−1j Hxk. Note that a = πj(a). For t ∈ G, we have
βg(ι(a))(t) = 0 = ι(αg(a))(t)
unless t belongs to Hxk, in which case we have
βg(ι(a))(t) = ι(a)(tg) = αtg(a) = αt(αg(a)) = ι(αg(a))(t).
This proves the claim.
Claim:
∑
g∈G βg(ι(AG·τ )) = Ind
G
H(Aτ ). Let (gλ)λ∈Λ be a subset of G satisfying⊔
λ∈ΛHgλ = G. An element ξ ∈ Ind
G
H(Aτ ) ⊆ Cb(G,Aτ ) is completely determined
by its values on gλ, for λ ∈ Λ. Moreover, the set of those ξ ∈ Ind
G
H(Aτ ) that take
nonzero values on a finite subset of {gλ ∈ Λ} is dense in Ind
G
H(Aτ ).
Let ξ ∈ IndGH(Aτ ) satisfy ξ(gλ) = 0 for all but finitely many λ ∈ Λ. By the
observations above, it suffices to show that∑
λ∈Λ
β−1gλ (ι(ξ(gλ))) = ξ.
To see this, for µ ∈ Λ and for h ∈ H , we have(∑
λ∈Λ
β
g
−1
λ
(ι(ξ(gλ)))
)
(hgµ) =
∑
λ∈Λ
ι(ξ(gλ))(hgµg
−1
λ ) = ξ(hgµ),
where at the second step we use the fact that hgµg
−1
λ ∈ H if and only if µ = λ. This
proves the claim, and finishes the identification of the enveloping action. Amenabil-
ity of the restriction of α to AG·τ (and hence for α) follows from Remark 3.5, since
the global action α : H → Aut(Aτ ) is amenable because H is finite. 
In the next result, we write ∼M for Morita equivalence.
Corollary 3.7. Fix τ ∈ Tn(G). With the assumptions of Theorem 3.6 we have
AG·τ ⋊α G = AG·τ ⋊α,r G ∼M Ind
G
Hτ
(Aτ )⋊IndG
Hτ
(α) G ∼M Aτ ⋊α|Hτ Hτ .
Moreover, A ⋊α G = A ⋊r,α G ∼M
⊕
z∈On(G)
Aτz ⋊α|Hz Hz. In particular, the
partial crossed products of α can be computed, up to Morita equivalence, using the
crossed products of the global systems Hτ y Aτ .
4. Fixed point algebras
In this section, we study algebras of G-invariant elements. For global actions,
the theory is well-known to work best for finite (or even compact) groups: there
are a faithful conditional expectation E : A→ AG, and an injective homomorphism
c : AG → A⋊G whose image is a corner in A⋊G. With ug ∈M(A⋊G), for g ∈ G,
denoting the canonical unitaries, these maps are given by
E(a) =
1
|G|
∑
g∈G
αg(a) and c(b) =
1
|G|
∑
g∈G
ugb
for all a ∈ A and all b ∈ AG. Both of these maps fail to exist for infinite groups: in
this case, AG is typically too small (and is often trivial). For partial actions, even
of finite groups, additional complications arise; see Example 4.2 and Example 4.6.
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In this section, we will show that decomposable partial actions, even for infinite
groups, behave similarly to global actions of finite groups from the point of view
of fixed point algebras. For example, there are analogs of the maps E : A → AG
and c : AG → A⋊G mentioned above; see Theorem 4.3 and Theorem 4.7. We also
give an explicit description of AG in terms of the fixed point algebras of the global
subsystems Hτ y Aτ ; see Theorem 4.5.
Definition 4.1. Let G be a discrete group, let A be a C∗-algebra, and let α =
((Ag)g∈G, (αg)g∈G) be a partial action of G on A. We say that an element a ∈ A is
G-invariant, if for every g ∈ G and every bg ∈ Ag we have αg−1 (abg) = aαg−1(bg).
Finally, the subalgebra AG of A consisting of all G-invariant elements is called the
fixed point algebra of α.
Perhaps surprisingly, conditional expectations as described above do not always
exist in the case of partial actions of finite groups:
Example 4.2. Set X = (0, 2] and U = (0, 1) ∪ (1, 2) ⊆ X , and let σ : U → U be
the order-2 homeomorphism given by σ(x) =
{
x+ 1 if x < 1
x− 1 if x > 1.
for x ∈ U . Then
there is no conditional expectation E : C0(X)→ C0(X)
Z2 .
Proof. We claim that
C0(X)
Z2 = {f ∈ C0((0, 2]) : f(x) = f(x+ 1) for all 0 < x < 1}.
Since the inclusion ⊇ is clear, we prove the reverse containment. Let f ∈ C0(X)Z2 ,
and let g ∈ C0(U) be strictly positive. For x ∈ (0, 1) ⊆ U we have
f(x+ 1)g(x+ 1) = α1(fg)(x) = (fα1(g)) (x) = f(x)g(x+ 1).
It follows that f(x) = f(x+ 1) for all x ∈ (0, 1), as desired.
In particular, any f ∈ C0(X)Z2 satisfies f(1) = 0. Suppose that there exists a
conditional expectation C0(X) → C0(X)Z2 . Denote by ι ∈ C0(X) the canonical
inclusion X →֒ C. We claim that E(ι)(1) 6= 0, which will be a contradiction.
For every n ∈ N, denote by fn ∈ C0(X)Z2 any positive function with fn ≤ ι
that satisfies fn(x) = x for x ∈ (0,
n−1
n
]. Since conditional expectations are order-
preserving, we must have fn = E(fn) ≤ E(ι) for all n ∈ N. In particular,
E(ι)(1) = lim
n→∞
E(ι)
(
n− 1
n
)
≥ lim
n→∞
fn
(
n− 1
n
)
= lim
n→∞
n− 1
n
= 1,
as desired. It follows that no such conditional expectation exists. 
In contrast with the previous example, we will show in Theorem 4.3 that de-
composable actions, even of infinite groups, always admit canonical conditional
expectations onto their fixed point algebras. We retain Notation 2.9.
Theorem 4.3. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and let
α be a partial action of G on A with the n-decomposition property. Fix τ ∈ Tn(G).
(1) For h ∈ H , j, k = 0, . . . ,m, and a ∈ AGG·τ , we have πk(a) = αx−1
k
hxj
(πj(a)).
(2) For a ∈ Aτ , the element
ϕτ (a) =
1
|H |
m∑
j=0
∑
h∈H
α−1hxj (a)
belongs to AGG·τ .
(3) The map Eτ : AG·τ → AGG·τ given by
Eτ (a) =
1
m+ 1
m∑
j=0
ϕτ
(
αxj (πj(a))
)
,
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for all a ∈ AG·τ , is a faithful conditional expectation.
(4) Eτ is independent of the elements x1, . . . , xm.
(5) For g ∈ τ−1, we have Egτ = Eτ .
It follows that the map E =
⊕
z∈On(G)
Eτz : A→ A
G is a canonical faithful condi-
tional expectation, that is, E is independent of the section z 7→ τz.
Proof. (1). Let (eλ)λ∈Λ be an approximate identity for Ax−1
k
τ . Then the net(
α−1
x
−1
k
hxj
(eλ)
)
λ∈Λ
is an approximate identity for Ax−1
j
τ , since α
−1
x
−1
k
hxj
(Ax−1
k
τ ) =
Ax−1
j
τ . Using this in combination with part (1) of Lemma 2.13 at the first and
third step, and using invariance of a at the second step, we get
α−1
x
−1
k
hxj
(πk(a)) = lim
λ
α−1
x
−1
k
hxj
(aeλ) = lim
λ
aα−1
x
−1
k
hxj
(eλ) = πj(a).
(2). Let τ ∈ Tn(G), let a ∈ Aτ , let g ∈ G, and let bg ∈ (AG·τ )g. We claim that
αg−1(ϕτ (a)bg) = ϕτ (a)αg−1(bg).
Note first that the identity is trivially satisfied if g /∈ τ−1τ , since in this case bg
must be zero. Since bg =
∑m
j=0 πj(b), we may assume that bg ∈ Ax−1
j
τ ∩ Ag for
some j = 0, . . . ,m and that g ∈ x−1j τ (otherwise, this intersection is zero). Let
k ∈ {0, . . . ,m} and h ∈ H be the unique elements satisfying g = x−1j hxk. Then
αg−1(ϕτ (a)bg) =
1
|H |
m∑
ℓ=0
∑
t∈H
αg−1(α
−1
txℓ
(a)bg).
The product α−1txℓ(a)bg belongs to Ax−1ℓ τ
∩Ax−1
j
τ , so it is zero unless ℓ = j. Similarly,
ϕτ (a)αg−1 (bg) =
1
|H |
m∑
ℓ=0
∑
t∈H
α−1txℓ(a)αg−1 (bg)
and the product α−1txℓ(a)αg−1 (bg) is zero unless ℓ = k. Thus, it suffices to show that∑
t∈H
αx−1
k
h−1xj
(α−1txj (a)bg) =
∑
t∈H
α−1txk(a)αx−1k h−1xj
(bg).
Fix t ∈ H . Then α−1txj (a) belongs to the domain of αx−1k h−1xj
, and thus
αx−1
k
h−1xj
(α−1txj (a)bg) = αx−1k h−1xj
(α−1txj (a))αx−1k h−1xj
(bg)
= α−1thxk(a)αx−1k h−1xj
(bg),
which implies the identity above. Hence ϕτ (a) belongs to A
G
G·τ .
(3). Note that Eτ is well-defined, since αxj (πj(a)) belongs to Aτ for all j =
0, . . . ,m and all a ∈ AG·τ . Moreover, for a ∈ AG·τ , we have
Eτ (a) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
αx−1
j
hxk
(πk(a)).
We claim that Eτ is faithful: for a ≥ 0 we have Eτ (a) = 0 if and only if πk(a) = 0
for all k = 0, . . . ,m. The claim follows since a =
∑m
k=0 πk(a).
Fix a ∈ AGG·τ . Then αx−1j hxk
(πk(a)) = πj(a) for all j, k = 0, . . . ,m and all h ∈ H ,
by part (1) of this theorem. Thus,
Eτ (a) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
αx−1
j
hxk
(πk(a)) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
πj(a) = a,
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as desired. It follows that Eτ is an idempotent map. Since it is easily seen to be
contractive, it follows that Eτ is a conditional expectation.
(4). We write Exτ for the conditional expectation constructed from the elements
x0 = 1, x1, . . . , xm as in part (2). Let y0 = 1, y1, . . . , ym ∈ G be elements satisfying
τ =
⊔m
j=0Hyj, and write E
y
τ for the corresponding conditional expectation. We
want to show that Exτ = E
y
τ . By part (3) of Lemma 2.8, we may assume without
loss of generality that there exist h1, . . . , hm ∈ H satisfying yj = hjxj for all
j = 1, . . . ,m. Let a ∈ AG·τ . Then
Eyτ (a) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
α−1hhjxj (αhkxk(πk(a)))
=
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
α−1xj (αh−1j hhk
(αxk(πk(a))))
= Exτ (a).
(5). Let g ∈ τ−1, and let ℓ = 0, . . . ,m be the unique element satisfying g ∈ x−1ℓ H .
Then gτ = x−1ℓ τ . In particular, it suffices to assume that g = x
−1
ℓ . Set σ =
x−1ℓ τ . By part (4) of this theorem, we may compute Eσ using any decomposition
σ = Hσ ⊔ Hσy1 ⊔ . . . ⊔ Hσym as in Lemma 2.8. In this context, we must have
Hσ = x
−1
ℓ Hτxℓ, and we take yj = x
−1
ℓ xj for j = 0, . . . ,m. Note that π
τ
j = π
σ
j for
all j = 0, . . . ,m. Given a ∈ AG·τ , we have
Eσ(a) =
1
|Hσ|(m+ 1)
m∑
j,k=0
∑
t∈Hσ
αy−1
j
tyk
(πσk (a))
=
1
|Hτ |(m+ 1)
m∑
j,k=0
∑
h∈Hτ
αx−1
j
xℓ(x
−1
ℓ
hxℓ)x
−1
ℓ
xk
(πτk (a))
= Eτ (a).
The last statement of the theorem follows from part (3) of Proposition 2.11. 
Of particular importance is the existence of approximate identities consisting of
G-invariant elements. In the setting of global actions, a straightforward averaging
argument shows that finite group actions admit invariant approximate identities.
On the other hand, invariant approximate identities fail to exist in general for
partial actions of finite groups; see Example 4.2. For decomposable actions, even
of infinite groups, we establish the existence of G-invariant approximate identities
in the following proposition.
Proposition 4.4. Let G be a discrete group, let A be a C∗-algebra, and let α =
((Ag)g∈G, (αg)g∈G) be a decomposable partial action of G on A. Then there exists
a G-invariant approximate identity for A.
Proof. Let E : A → AG be the canonical conditional expectation constructed in
Theorem 4.3. If (aλ)λ∈Λ is an approximate identity for A, then (E(aλ))λ∈Λ is an
approximate identity for AG. We claim that it is also an approximate identity for
A. Let n ∈ N be such that α has the n-decomposition property. Using part (3) of
Proposition 2.11, it suffices to show that (Eτ (aλ))λ∈Λ is an approximate identity for
AG·τ whenever (aλ)λ∈Λ is an approximate identity for AG·τ , for every τ ∈ Tn(G).
Fix τ ∈ Tn(G), fix b ∈ AG·τ and fix an approximate identity (aλ)λ∈Λ of AG·τ .
For j, k = 0, . . . ,m and h ∈ H , the net
(
αx−1
j
hxk
(πk(aλ))
)
λ∈Λ
is an approximate
identity for Ax−1
j
τ
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using the identity b =
∑m
j=0 πj(b) at the third step, we get
lim
λ∈Λ
Eτ (aλ)b =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
lim
λ∈Λ
αx−1
j
hxk
(πk(aλ))b
=
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
πj(b)
=
1
|H |(m+ 1)
m∑
k=0
∑
h∈H
b = b.
Analogously, one shows that limλ∈Λ bEτ (aλ) = b. It follows that (Eτ (aλ))λ∈Λ is an
approximate identity for AG·τ , and the proof is finished. 
Fixed point algebras of decomposable partial actions can be explicitly described
using certain global subsystems of finite subgroups of G, as we show below.
Theorem 4.5. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and
let α = ((Ag)g∈G, (αg)g∈G) be a partial action of G on A with the n-decomposition
property. For every τ ∈ Tn(G), the fixed point algebra of AG·τ can be canonically
identified with AHττ , via the restriction of π
τ
0 to A
G
G·τ . Under this identification,
the canonical inclusion ιτ : A
Hτ
τ →֒ AG·τ is given by ιτ (a) =
∑m
j=0 α
−1
xτ
j
(a) for all
a ∈ AHττ . In particular, A
G can be canonically identified with
⊕
z∈On(G)
AHzτz .
Proof. By Remark 2.12, it suffices to prove the first statement. Fix τ ∈ Tn(G); we
make the abbreviations m = mτ , Hτ = H , π
τ
j = πj and x
τ
j = xj for j = 0, . . . ,m.
Let π0 : AG·τ → Aτ be the canonical quotient map described in Lemma 2.13. By
part (1) of Theorem 4.3, π0 restricts to a homomorphism A
G
G·τ → A
H
τ . We claim
that this is an isomorphism. To show surjectivity, let a ∈ AHτ . By part (1) of
Theorem 4.3, the element ϕτ (a) =
1
|H|
m∑
j=0
∑
h∈H
α−1hxj (a) is G-invariant, and we have
π0(ϕτ (a)) =
1
|H |
∑
h∈H
αh−1(a) = a,
as required. To show injectivity, let a ∈ AGG·τ satisfy π0(a) = 0. By part (1)
of Theorem 4.3, it follows that πj(a) = 0 for all j = 1, . . . ,m, and therefore a =∑m
j=0 πj(a) = 0. The remaining claims in the statement are immediate. 
We turn to the existence of a corner embedding c : AG → A⋊αG, which is well-
known to exist for global actions of finite groups. In the setting of partial actions,
such a map does not exist in general, even for finite groups.
Example 4.6. Let α be the partial action of Z3 = {0, 1, 2} on X = [0, 1] given by
letting U = (0, 1] be the domain of both α1 and α2, with α1 = α2 = idU . Then
C(X)G = C(X) and C(X)⋊α Z3 contains no nontrivial projections. In particular,
there is no corner embedding c : C(X)Z3 → C(X)⋊α Z3.
Proof. For f ∈ C(X), the identity α1(fg) = fα1(g) is automatically satisfied for all
g ∈ C0(U) = C(X)2, since α1 = idU . Similarly, α2(fh) = fα2(h) for all h ∈ C(X)1,
and hence f ∈ C(X)G. It follows that C(X)G = C(X).
Observe that There is a short exact sequence
0 // C0(U)⋊α|U Z3
// C(X)⋊α Z3
π // C // 0,
where C0(U)⋊α|U Z3 is a global crossed product, and C is identified with the crossed
product of C({0}) by the trivial partial action of Z3. Since α1 = α2 = idU , there is
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an isomorphism C0(U) ⋊α|U Z3
∼= C0(U)⊗ C∗(Z3). In particular, this algebra has
no projections other than zero.
Let p be a projection in C(X) ⋊α Z3. Then π(p) is a projection in C, so it is
either 0 or 1. If π(p) = 0, then p belongs to the kernel of π, which is C0(U)⋊α|U Z3,
and hence is the zero projection. On the other hand, if π(p) = 1, then 1 − p is a
projection in the kernel of π, and hence it must be zero. Thus p = 1.
To prove the last statement, if a map c as in the statement exists then it must
be an isomorphism, and thus C(X) ∼= C(X)⋊α Z3. However, from the above short
exact sequence it is clear that the spectrum of the abelian algebra C(X) ⋊α Z3
contains a point whose complement has three connected components. In particular,
this space is not homeomorphic to X = [0, 1], and the claim follows. 
For decomposable partial systems, even for infinite groups, there does in fact
exist a canonical corner map c : AG → A⋊α G.
Theorem 4.7. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and let
α be a partial action of G on A with the n-decomposition property. Fix τ ∈ Tn(G).
(1) The map cτ : A
G
G·τ → AG·τ ⋊α G given by
cτ (a) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
πj(a)δx−1
j
hxk
,
for all a ∈ AGG·τ , is a corner-embedding.
(2) cτ is independent of the elements x1, . . . , xm.
(3) For g ∈ τ−1, we have cgτ = cτ .
Thus, the map c =
⊕
z∈On(G)
cτz : A
G → A⋊α G is a canonical corner embedding.
Proof. (1). Note that cτ is well-defined, since πj(a) ∈ (AG·τ )x−1
j
hxk
for all h ∈ H
and all k = 0, . . . ,m, so that the product πj(a)δx−1
j
hxk
is defined in the partial
crossed product AG·τ ⋊αG. Moreover, cτ is clearly injective, since cτ (a) = 0 if and
only if πj(a) = 0 for all j = 0, . . . ,m, which is equivalent to a = 0.
Claim: cτ is a homomorphism. Let a, b ∈ AGG·τ . We use orthogonality of
αx−1
k
h−1xj
(πj(a)) and πi(a) for k 6= i at the third step, and part (1) of Theorem 4.3
at the fifth step, to get
cτ (a)cτ (b) =
1
|H |2(m+ 1)2
m∑
j,k,i,ℓ=0
∑
h,t∈H
πj(a)δx−1
j
hxk
πi(a)δx−1
i
txℓ
=
1
|H |2(m+ 1)2
m∑
j,k,i,ℓ=0
∑
h,t∈H
αx−1
j
hxk
(αx−1
k
h−1xj
(πj(a))πi(b))δx−1
j
hxkx
−1
i
txℓ
=
1
|H |2(m+ 1)2
m∑
j,k,ℓ=0
∑
h,t∈H
αx−1
j
hxk
(αx−1
k
h−1xj
(πj(a))πk(b))δx−1
j
htxℓ
=
1
|H |2(m+ 1)2
m∑
j,k,ℓ=0
∑
h,t∈H
πj(a)αx−1
j
hxk
(πk(b))δx−1
j
htxℓ
=
1
|H |2(m+ 1)2
m∑
j,k,ℓ=0
∑
h,t∈H
πj(ab)δx−1
j
htxℓ
=
1
|H |(m+ 1)
m∑
j,ℓ=0
∑
h∈H
πj(ab)δx−1
j
hxℓ
= cτ (ab).
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The rest of the proof consists in proving that cτ (A
G
G·τ ) is a corner in AG·τ ⋊αG.
To this end, we define a multiplier cτ (1) of AG·τ ⋊α G by setting
cτ (1)(aδg) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
αx−1
j
hxk
(πk(a))δx−1
j
hxkg
for all a ∈ (AG·τ )g and all g ∈ G. For j = 0, . . . ,m, denote by 1j the unit of
the multiplier algebra of Ax−1
j
τ . Then the map cτ (1) can be identified, in a way
compatible with the operations in AG·τ ⋊α G, with the formal linear combination
cτ (1) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
1jδx−1
j
hxk
.
(When AG·τ , and hence Aτ , is unital, cτ (1) is really the image of 1 ∈ AGG·τ under
cτ , hence the notation.) It is easy to check that cτ (1) is a multiplier of AG·τ ⋊α G.
Claim: cτ (1) is a projection. Let a ∈ (AG·τ )g. Since a =
∑m
j=0 πj(a) and cτ
is linear, it is enough to assume that a ∈ Ax−1
k
τ ∩ Ag for some k = 0, . . . ,m and
show cτ (1)(cτ (1)(aδg)) = cτ (1)(aδg). Moreover, we may assume that g ∈ x
−1
k τ ,
otherwise the identity is satisfied. Let ℓ ∈ {0, . . . ,m} and t ∈ H be the unique
elements such that g = x−1k txℓ. We have
cτ (1) (cτ (1)(aδg)) =
1
|H |(m+ 1)
m∑
j=0
∑
h∈H
cτ (1)
(
αx−1
j
hxk
(a)δx−1
j
htxℓ
)
=
1
|H |2(m+ 1)2
m∑
i,j=0
∑
h,s∈H
αx−1
i
sxj
(αx−1
j
hxk
(a))δx−1
i
shtxℓ
=
1
|H |2(m+ 1)2
m∑
i,j=0
∑
h,s∈H
αx−1
i
shxk
(a)δx−1
i
shtxℓ
=
1
|H |(m+ 1)
m∑
i=0
∑
r∈H
αx−1
i
rxk
(a)δx−1
i
rtxℓ
= cτ (1)(aδg),
so cτ (1) = cτ (1)
2. To check that cτ (1) is self-adjoint, we use its presentation as a
formal linear combination to get
cτ (1)
∗ =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
(
1jδx−1
j
hxk
)∗
=
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
(
1jδx−1
j
hxk
)∗
=
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
1kδx−1
k
h−1xj
= cτ (1).
Claim: cτ (A
G
G·τ ) = cτ (1)(AG·τ ⋊α G)cτ (1). Since cτ (1)cτ (a) = cτ (a) for all
a ∈ AGG·τ , it follows that the left-hand side is contained in the right-hand side.
We prove the converse inclusion. For this, it is enough to show that an element
of the form cτ (1)(aδg)cτ (1), for a ∈ Ax−1
k
τ ∩ Ag, belongs to the image of cτ , for
each k = 0, . . . ,m. This is immediate if g /∈ x−1k τ , so assume that g has the
form g = x−1k txℓ for unique ℓ = 0, . . . ,m and t ∈ H . Note that 1ia = 0 unless
i = k, in which case 1ia = a. Similarly, αg−1(a)1p = 0 unless p = ℓ, in which case
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αg−1(a)1p = αg−1(a). We have
cτ (1)(aδg)cτ (1) =
1
|H |2(m+ 1)2
m∑
i,j,p,q=0
∑
h,s∈H
(1jδx−1
j
hxi
)(aδg)(1pδx−1p sxq )
=
1
|H |2(m+ 1)2
m∑
i,j,p,q=0
∑
h,s∈H
(
αx−1j hxi
(1ia)δx−1j hxig
)
(1pδx−1p sxq )
=
1
|H |2(m+ 1)2
m∑
j,p,q=0
∑
h,s∈H
(
αx−1
j
hxk
(a)δx−1
j
htxℓ
)
(1pδx−1p sxq )
=
1
|H |2(m+ 1)2
m∑
j,p,q=0
∑
h,s∈H
αx−1
j
htxℓ
(αx−1
ℓ
t−1h−1xj
(αx−1
j
hxk
(a))1p)δx−1
j
htxℓx
−1
p sxq
=
1
|H |2(m+ 1)2
m∑
j,p,q=0
∑
h,s∈H
αx−1
j
htxℓ
(αx−1
ℓ
t−1xk
(a)1p)δx−1
j
htxℓx
−1
p sxq
=
1
|H |2(m+ 1)2
m∑
j,q=0
∑
h,s∈H
αx−1
j
hxk
(a)δx−1
j
htsxq
Set b = 1|H|(m+1)
∑
h∈H
m∑
j=0
αx−1
j
hxk
(a). With Eτ denoting the canonical conditional
expectation constructed in Theorem 4.3, we have b = Eτ (a), and hence b belongs
to AGG·τ . Finally, it is clear that cτ (b) = cτ (1)(aδg)cτ (1), as desired.
(2). We write cxτ for the corner embedding constructed from the elements x0 =
1, x1, . . . , xm as in part (1). Let y0 = 1, y1, . . . , ym ∈ G be elements satisfying
τ =
⊔m
j=0Hyj , and write c
y
τ for the corresponding corner embedding. We want
to show that cxτ = c
y
τ . By part (3) of Lemma 2.8, we may assume without loss of
generality that there exist h1, . . . , hm ∈ H satisfying yj = hjxj for all j = 1, . . . ,m.
Let a ∈ AGG·τ . Then π
y
j (a) = π
x
j (α
−1
hj
(a)) = πxj (a) for all j = 0, . . . ,m. Using this
at the second step, we get
cyτ (a) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
πyj (a)δy−1
j
hyk
=
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
πxj (a)δx−1
j
h
−1
j
hhkxk
= cxτ (a).
(3). Let g ∈ τ−1, and let ℓ = 0, . . . ,m be the unique element satisfying g ∈
x−1ℓ H . Then gτ = x
−1
ℓ τ . In particular, it suffices to assume that g = x
−1
ℓ . Set
σ = x−1ℓ τ . By part (2) of this theorem, we may compute cσ using any decomposition
σ = Hσ ⊔ Hσy1 ⊔ . . . ⊔ Hσym as in Lemma 2.8. In this context, we must have
Hσ = x
−1
ℓ Hτxℓ, and we take yj = x
−1
ℓ xj for j = 0, . . . ,m. Note that π
τ
j = π
σ
j for
all j = 0, . . . ,m. Given a ∈ AGG·τ , we have
cσ(a) =
1
|Hσ|(m+ 1)
m∑
j,k=0
∑
t∈Hσ
πσj (a)δy−1
j
tyk
=
1
|Hτ |(m+ 1)
m∑
j,k=0
∑
h∈Hτ
πτj (a)δx−1j xℓ(x
−1
ℓ
hxℓ)x
−1
ℓ
xk
= cτ (a).
The last statement of the theorem follows from part (3) of Proposition 2.11. 
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5. Computation of the crossed product
The crossed product of a decomposable action was computed, up to Morita equiv-
alence, in Corollary 3.7. For some purposes, such as Theorem 5.5, it is necessary to
have a computation of A⋊αG up to isomorphism and not just up to Morita equiv-
alence. Obtaining such a description is the goal of this section; see Theorem 5.1.
Using this calculation, we provide an alternative proof of the computation of the
partial group algebra C∗par(G) of a finite group G from [7]; see Theorem 5.2. Finally,
in Theorem 5.5 we combine the results from Section 4 and Theorem 5.1 to give a
characterization of freeness for decomposable topological partial actions, in terms
of the corner map c defined in Theorem 4.7. This characterization fails in general,
even for free partial actions of finite groups; see Example 5.3.
Theorem 5.1. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and
let α = ((Ag)g∈G, (αg)g∈G) be a partial action of G on A with the n-decomposition
property. For every τ ∈ Tn(G), there is a natural isomorphism
ψτ : AG·τ ⋊α G→Mmτ+1(Aτ ⋊α|Hτ Hτ )
which satisfies ψτ (aδx−1
j
hxk
) = αxj (a)vh ⊗ ej,k for all a ∈ Ax−1
j
τ , for all j, k =
0, . . . ,m, and all h ∈ H , where v : H → M(Aτ ⋊α|H H) denotes the canonical
unitary representation. It follows that A ⋊α G can be naturally identified with⊕
z∈On(G)
Mmz+1(Az ⋊α|Hz Hz).
Proof. By Remark 2.12, it suffices to prove the first statement. Fix τ ∈ Tn(G); we
use the conventions from Notation 2.9 and Lemma 2.13. We define maps ϕ : AG·τ →
Mm+1(Aτ ⋊α|H H) and u : G→M(Mm+1(Aτ ⋊α|H H))
∼=M(Aτ ⋊α|H H)⊗Mm+1
by setting
ϕ(a) =
m∑
j=0
αxj (πj(a)) ⊗ ej,j and ug =
m∑
j,k=0
1{g∈x−1
j
Hxk}
vxjgx−1k
⊗ ej,k
for a ∈ AG·τ and g ∈ G. We will see that (ϕ, u) is a covariant pair for (AG·τ , α).
Claim: u is a partial representation of G. To check this, let g ∈ G. We have
u∗g =
( m∑
j,k=0
1{g∈x−1
j
Hxk}
vxjgx−1k
⊗ ej,k
)∗
=
m∑
j,k=0
1{g−1∈x−1
k
Hxj}
vxkg−1x−1j
⊗ ek,j
= ug−1 .
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Moreover, for g1, g2 ∈ G we have
ug1ug2ug−1
2
=
( m∑
j,k=0
1{g1∈x
−1
j
Hxk}
vxjg1x−1k
⊗ ej,k
)
·
( m∑
ℓ,r=0
1{g2∈x
−1
ℓ
Hxr}
vxℓg2x−1r ⊗ eℓ,r
)
·
( m∑
s,t=0
1{g−1
2
∈x−1s Hxt}
vxsg−12 x
−1
t
⊗ es,t
)
=
m∑
j,k,r,t=0
1{g1∈x
−1
j
Hxk}
1{g2∈x
−1
k
Hxr}
1{g−1
2
∈x−1r Hxt}
· vxjg1x−1k
vxkg2x−1r vxrg−12 x
−1
t
⊗ ej,t
=
m∑
j,k,r=0
1{g1∈x
−1
j
Hxk}
1{g2∈x
−1
k
Hxr}
vxjg1x−1k
⊗ ej,k,
where at the last step, we use that x−1k H ∩ x
−1
t H = ∅ for k 6= t, and therefore
1{g2∈x
−1
k
Hxr}
1{g−1
2
∈x−1r Hxt}
= 0 for k 6= t and r = 0, . . . ,m. On the other hand,
ug1g2ug−1
2
=
m∑
j,k,r=0
1{g1g2∈x
−1
j
Hxr}
1{g−1
2
∈x−1r Hxk}
vxjg1g2x−1r vxrg−12 x
−1
k
⊗ ej,k
=
m∑
j,k,r=0
1{g1g2∈x
−1
j
Hxr}
1{g2∈x
−1
k
Hxr}
vxjg1x−1k
⊗ ej,k.
Claim: the pair (ϕ, u) is a covariant representation for (AG·τ , α). To prove the
claim, fix g ∈ G. For a ∈ (AG·τ )g−1 , we must show that
ugϕ(a)ug−1 = ϕ(αg(a)).
By linearity and the decomposition property, we may assume that there exist k ∈
{0, . . . ,m} and g−1 ∈ x−1k τ such that a ∈ Ax−1
k
τ . There exist unique j ∈ {0, . . . ,m}
and h ∈ H such that g = x−1j hxk. Then, using αg(a) belongs to Ax−1
j
τ , so that
ϕ(a) = αxk(a)⊗ ek,k and ϕ(αg(a)) = αxj (αg(a))⊗ ej,j .
Then, using at the first step the uniqueness of j, we conclude that
ugϕ(a)ug−1 = (vh ⊗ ej,k)(αxk(a)⊗ ek,k)(v
∗
h ⊗ ek,j)
= αhxk(a)⊗ ej,j
= αxjg(a)⊗ ej,j
= ϕ(αg(a)).
By the universal property of the partial crossed product, there is a homomorphism
ψτ : AG·τ ⋊G→Mm+1(Aτ ⋊α|H H).
satisfying (ψτ )(aδg) = ϕ(a)ug whenever g ∈ G and a ∈ (AG·τ )g. It is clear that ψτ
satisfies the formula given in the statement.
Claim: the map ψτ is an isomorphism. We first show surjectivity. Let j, k =
0, . . . ,m, let h ∈ H and let a ∈ Aτ be given. Then
(a⊗ ej,j)ux−1
j
hxk
= (a⊗ ej,j)(vh ⊗ ej,k) = avh ⊗ ej,k.
Moreover, the left-hand side is equal to the image under ψτ of αx−1
j
(a)δx−1
j
hxk
. Since
elements as in the right-hand side linearly span all ofMm+1(Aτ⋊α|HH), surjectivity
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follows. Finally, we show injectivity. The (global) action α|H : H → Aut(Aτ )
extends uniquely to an action of H on the multiplier algebra M(Aτ ) of Aτ , which
we also denote by α|H . Denote by {Bh}h∈H the canonical grading ofM(Aτ )⋊α|HH ,
namely Bh = M(Aτ )δh for all h ∈ H . We extend this to a grading overG, by setting
Bg = 0, for all g /∈ H . Define a grading {Cg}g∈G on Mm+1(M(Aτ )⋊α|H H) by
Cg =
m∑
j,k=0
Bxjgx−1k
⊗ ej,k
for all g ∈ G. It is straightforward to check that {Cg}g∈G is indeed a grading with
respect to the natrual induced operations. Note that ϕ(AG·τ ) ⊆ C1 and ug ∈ Cg,
for all g ∈ G. Since ϕ is injective, it follows from Proposition 9.12 in [13] that ψτ
is also injective. This concludes the proof. 
As a first application of Theorem 5.1, give an alternative proof for the explicit
description of the partial group algebra of a finite group from [7].
Theorem 5.2. Let G be a finite group. Then there is a canonical identification
C∗par(G)
∼=
|G|⊕
n=1
⊕
z∈On(G)
Mmz+1(C
∗(Hz)).
Proof. Set T (G) =
⊔|G|
n=1 Tn(G), endowed with its canonical partial action ofG. Re-
call from Section 6 in [12] that C∗par(G) can be canonically identified with C(T (G))⋊
G. On the other hand, we have C(T (G)) ⋊ G ∼=
⊕|G|
n=1 C(Tn(G)) ⋊ G, and for
n = 1, . . . , |G|, the canonical action of G on C(Tn(G)) has the n-decomposition
property by Proposition 2.7. It follows from Theorem 5.1 that
C∗par(G)
∼=
|G|⊕
n=1
⊕
z∈On(G)
Mmz+1(C({z})⋊Hz) ∼=
|G|⊕
n=1
⊕
z∈On(G)
Mmz+1(C
∗(Hz)).
We close this section with a second application, this time to topological partial
actions; see Theorem 5.5. It is well-known that for a finite group action Gy X on
a locally compact Hausdorff space X , freeness is equivalent to the canonical corner
map c : C0(X)
G → C0(X)⋊G having full range
1. (In particular, C0(X)
G is Morita
equivalent to C0(X) ⋊ G.) This result fails in general for partial actions of finite
groups, even if one uses C0(X/G) instead of C0(X)
G.
Recall that a partial action σ of a group G on a topological space X is said to
be free if whenever g ∈ G and x ∈ X satisfy σg(x) = x, then g = 1.
Example 5.3. Set X = (0, 2] and U = (0, 1) ∪ (1, 2) ⊆ X , and let σ : U → U be
the order-2 homeomorphism given by σ(x) =
{
x+ 1 if x < 1
x− 1 if x > 1.
for x ∈ U . We
denote by α the partial action of G = Z2 on X determined by σ. (This is the same
partial action from Example 4.2.) Then α is free, and C0(X) ⋊α G is not Morita
equivalent to either C0(X)
G or C(X/G).
Proof. That α is free is clear, since α1(x) = x implies that x belongs to U and
σ(x) = x, which is not possible. Note that C0(X)
G ∼= C0((0, 1)) (see Example 4.2)
and X/G ∼= [0, 2]. We show that the K-groups of C0(X)⋊αG are not isomorphic to
those of either C0(X)
G or C(X/G), from which it will follow that it is not Morita
equivalent to either of them. Note that K1(C0(X)
G) ∼= K1(C(X/G)) ∼= Z.
1This means that c(C0(X)G) is a full corner in C0(X) ⋊G.
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There is a short exact sequence
0 // C0(U)⋊σ G // C0(X)⋊α G // C({0, 1})⋊trivial G // 0,
where the partial action of G on {0, 1} is the trivial one (with trivial domains).
Its crossed product is thus C⊕ C. Morever, since U is equivariantly isomorphic to
(0, 2)×G with σ corresponding to the product of the identity on (0, 2) and the left
translation action on G, it follows that C0(U)⋊σG ∼= C0((0, 2))⊗M2. The induced
six-term exact sequence in K-theory takes the following form:
0 // K0(C0(X)⋊α G) // Z⊕ Z

0
OO
K1(C0(X)⋊α G)oo Zoo
If K1(C0(X) ⋊α G) ∼= Z, then the bottom-right map is an isomorphism, thus
the vertical-right map is zero, and thus K0(C0(X) ⋊α G) ∼= Z ⊕ Z, which is not
isomorphic to theK0-group of either C0(X)
G or C(X/G). The proof is finished. 
Having identified the crossed product AG·τ ⋊α G with Mm+1(Aτ ⋊α H) in the
previous theorem, and having identified AGG·τ with A
H
τ in Theorem 4.5, in the
next lemma we give a description of the corner map cτ : A
G
G·τ → AG·τ ⋊α G from
Theorem 4.7 once the above identifications are made.
Lemma 5.4. Let G be a discrete group, let A be a C∗-algebra, let n ∈ N, and let
α = ((Ag)g∈G, (αg)g∈G) be a partial action of G on A with the n-decomposition
property. For τ ∈ Tn(G), let ψτ : AG·τ ⋊α G→ Mm+1(Aτ ⋊α H) and φτ : AGG·τ →
AHτ be the isomorphisms from Theorem 5.1 and Theorem 4.5, respectively. Let
cτ : A
G
G·τ → AG·τ ⋊α G and cH : A
H
τ → Aτ ⋊α H
be the canonical corner embeddings described in Theorem 4.7. (Note that H y Aτ
has the |H |-decomposition property, since it is a global action.) Denote by e ∈
Mm+1 the rank-one projection given by e =
1
m+1
∑m
j,k=0 ej,k. Then the composition
ψτ ◦ cτ ◦ φ
−1
τ : A
H
τ →Mm+1(Aτ ⋊α H)
is given by (ψτ ◦ cτ ◦ φ
−1
τ )(a) = cH(a)⊗ e for all a ∈ A
H
τ .
Proof. Let a ∈ AHτ . Then φ
−1
τ (a) =
∑m
j=0 α
−1
xj
(a). Then
cτ (φ
−1
τ (a)) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
α−1xj (a)δx−1j hxk
,
and applying ψτ to the above expression gives
(ψτ ◦ cτ ◦ φ
−1
τ )(a) =
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
(a⊗ ej,j)(vh ⊗ ej,k)
=
1
|H |(m+ 1)
m∑
j,k=0
∑
h∈H
avh ⊗ ej,k
=
(
1
|H |
∑
h∈H
avh
)
⊗
 1
m+ 1
m∑
j,k=0
ej,k
 = cH(a)⊗ e. 
In the next theorem we obtain the desired characterization of freeness in terms of
the map c. We also show that for partial actions with the decomposition property,
C0(X)
G is canonically isomorphic to C0(X/G), while we have seen that this fails
in general for partial actions even of finite groups; see Example 5.3.
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Theorem 5.5. Let G be a discrete group, let X be a locally compact Hausdorff
space, and let σ = ((Xg)g∈G, (σg)g∈G) be a partial action of G on X with the
decomposition property. Then:
(1) There is a natural isomorphism C0(X)
G ∼= C0(X/G).
(2) σ is free if and only if the corner embedding c : C0(X)
G → C0(X) ⋊σ G
from Theorem 4.7 has full range.
Proof. Let n ∈ N be such that α has the n-decomposition property. For τ ∈
Tn(G), we set Xτ =
⋂
g∈τ Xg and XG·τ =
⋃
g∈τ Xg−1τ . By the n-decomposition
property, the setsXτ are pairwise disjoint, and there is an equivariant disjoint-union
decomposition X =
⊔
z∈On(G)
XG·τz . We adopt the conventions from Notation 2.9.
(1). It suffices to prove the statement for the restriction of σ to XG·τ . We define
a function ϕ : Xτ/H → XG·τ/G given by ϕ(orbH(x)) = orbG(x) for all x ∈ Xτ .
Note that ϕ is well-defined. We claim that ϕ is a homeomorphism.
Let x, y ∈ Xτ satisfy orbG(x) = orbG(y). Let g ∈ G be such that g ·x = y. Then
g · τ = τ , and thus g ∈ H . We conclude that orbH(x) = orbH(y) as desired. To
check surjectivity, let x ∈ XG·τ . Choose j = 0, . . . ,m such that x ∈ Xx−1j τ
. Then
xj · x belongs to Xτ , and
orbG(x) = orbG(xjx) = ϕ(orbH(xjx)),
as desired. Finally, we show that ϕ is open. Consider the commutative diagram
Xτ

 //
πH

XG·τ
πG

Xτ/H ϕ
// XG·τ/G,
where πH and πG are the canonical quotient maps. Both of these maps are open
and finite-to-one: this is clear for πH , while for πG it follows from the fact that the
orbits of G y XG·τ are finite. Since the inclusion Xτ →֒ XG·τ is open, we deduce
that ϕ is open, as desired.
Using Theorem 4.5 at the first step; using that H y Xτ is a global action of
a finite group at the second step; and using the above claim at the third step, we
obtain the following natural isomorphisms:
C0(XG·τ )
G ∼= C0(Xτ )
H ∼= C0(Xτ/H) ∼= C0(XG·τ/G).
(2). We begin by proving that σ is free if and only if σ|Hτ : Hτ → Aut(Xτ )
is free for every τ ∈ Tn(G). By the preceding comments, it suffices to show, for
a fixed τ ∈ Tn(G), that the partial action of G on XG·τ is free if and only if
Hτ y Xτ is free. Note that the “only if” implication is immediate. Conversely,
assume that σ|Hτ : Hτ → Aut(Xτ ) is free, and let g ∈ G and x ∈ XG·τ ∩ Xg =⊔
0≤j≤m : g∈x−1
j
τ Xx−1
j
τ satisfy σg−1(x) = x. There exists a unique j ∈ {0, . . . ,m}
such that x ∈ Xx−1
j
τ and g ∈ x
−1
j τ . As x
−1
j τ =
⊔m
k=0 x
−1
j Hxk, we let k ∈ {0, . . . ,m}
and h ∈ H be the unique elements such that g = x−1j hxk. Then x = σg−1(x) ∈
σg−1(Xx−1
j
τ ) ⊆ Xx−1
k
τ . It follows that j = k. Set y = σxj (x) ∈ Xτ . Then
σh(y) = σhxj (x) = σxj
(
σx−1
j
hxj
(x)
)
= σxj (x) = y.
Since the action Hτ y Xτ is free, it follows that h = 1 and hence g = x
−1
j hxj = 1.
We turn to the statement of the theorem. We have just shown that σ is free
if and only if Hτ y Xτ is free for every τ ∈ Tn(G). Since these are global ac-
tions of finite groups on locally compact Hausdorff spaces, this is in turn equiv-
alent to the canonical corner map C0(Xτ )
Hτ → C0(Xτ ) ⋊ Hτ having full range
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for every τ ∈ Tn(G). By Lemma 5.4, this is itself equivalent to the canoni-
cal corner map cτ : C0(XG·τ )
G → C0(XG·τ ) ⋊α G from Theorem 4.7 having full
range, for all τ ∈ Tn(G). In turn, this is equivalent to the canonical corner map
c : C0(X)
G → C0(X)⋊α G having full range, as desired. 
6. Decompositions of partial actions of finite groups
In this final section, we show that any partial action of a finite group can be
written as an iterated extension of decomposable partial actions; see Theorem 6.1.
This allows us to reduce the computation of such partial crossed products to an
extension problem for global crossed products. As an application, we prove that
crossed products of partial actions of finite groups preserve the properties of being
type I and having finite stable/real rank; see Corollary 6.2 and Proposition 6.3.
Theorem 6.1. Let G be a finite group, let A be a C∗-algebra, and let α be a
partial action of G on A. Then there are canonical equivariant extensions
0 // (D(k), δ(k)) // (A(k), α(k)) // (A(k−1), α(k−1)) // 0,
for 2 ≤ k ≤ |G|, satisfying the following properties
(a) A(|G|) = A;
(b) δ(k) has the k-decomposition property;
(c) A
(k)
σ = {0} for all σ ∈ Tk+1(G);
(d) α(1) has the 1-decomposition property.
In other words, α can be written, in a canonical manner, as an iterated extension
of decomposable partial actions.
Proof. Set n = |G| and take (A(n), α(n)) = (A,α). Define D(n) =
⋂
g∈GA
(n)
g , which
is a G-invariant ideal in A(n). The restriction δ(n) of α(n) to D(n) is a global action.
By item (3) in Example 2.6, we deduce that δ(n) has the n-decomposition property.
With A(n−1) denoting the quotient of A(n) byD(n), there is an equivariant extension
0 // D(n) // A(n) // A(n−1) // 0.
Denote by π(n) : A(n) → A(n−1) the canonical equivariant quotient map. Then
⋂
g∈G
A(n−1)g = π
(n)
⋂
g∈G
A(n)g
 = π(n)(D(n)) = 0.
In other words, A
(n−1)
σ = {0} for all σ ∈ Tn(G) = {G}.
Assuming that (A(k), α(k)) has been constructed and satisfies condition (c) above,
we will construct (D(k), δ(k)) and (A(k−1), α(k−1)). We set D(k) =
∑
τ∈Tk(G)
A
(k)
τ ,
which is a G-invariant ideal in A(k). Denote by δ(k) the induced action of G on it;
we claim that δ(k) has the k-decomposition property.
For g ∈ G, we have D
(k)
g =
∑
τ∈Tk(G)g
A
(k)
τ , and hence D
(k)
τ = A
(k)
τ for all
τ ∈ Tk(G). It follows that D(k) satisfies condition (a) in Definition 2.4. In order to
verify condition (b), let τ ∈ Tk(G) and let g /∈ τ . Set σ = τ ∪ {g}, which is a tuple
in Tk+1(G). Using condition (c) of the inductive step at the first step, we get
{0} = A(k)σ = A
(k)
τ ∩ A
(k)
g = D
(k)
τ ∩ A
(k)
g .
Since D
(k)
g ⊆ A
(k)
g , it follows that D
(k)
τ ∩D
(k)
g = {0} as well, as desired. Thus δ(k)
has the k-decomposition property. With A(k−1) denoting the quotient of A(k) by
D(k), there is an equivariant extension
0 // D(k) // A(k) // A(k−1) // 0.
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Denote by π(k) : A(k) → A(k−1) the canonical equivariant quotient map. Then
⋂
τ∈Tk(G)
A(k−1)τ = π
(k)
 ⋂
τ∈Tk(G)
A(k)τ
 = π(k)(D(k)) = 0.
In other words, A
(k−1)
τ = {0} for all τ ∈ Tk(G).
We have established conditions (a), (b), and (c) in the statement. Note that
condition (d) follows from taking k = 1 in condition (c), since in this case we have
A
(1)
g = {0} for all g ∈ G\{1}, which is equivalent to α(1) having the 1-decomposition
property by item (1) in Example 2.6. This concludes the proof. 
It follows that crossed products (and fixed point algebras) of partial actions of
finite groups can be written as iterated extensions of crossed products of actions
with the decomposition property, which in turn can be explicitly computed using
Theorem 5.1. This fact has several applications to the structure of partial crossed
products. We summarize a few relatively direct consequences in the following corol-
lary, while other more involved applications will be presented in [3].
Corollary 6.2. Formation of crossed products and of fixed point algebras of partial
actions of finite groups preserve the following properties (without further assump-
tions on the partial action): being nuclear, being exact, having finite stable rank,
having finite real rank.
Proof. These properties are well-known to pass to ideals, extensions, direct sums,
are stable under tensoring with matrix algebras, and are preserved by formation of
crossed products and fixed point algebras of arbitrary global actions of finite groups
(see [18] for stable and real ranks). The result thus follows from Theorem 6.1. 
In the corollary above, preservation of nuclearity and exactness was already
known (and for arbitrary partial actions of amenable groups); see [1] and [20]. The
result is however new for stable and real rank.
In some cases, one can even infer information about A from information about
A⋊αG or even A
G. The following generalizes Theorem 4.1 in [21] to partial actions.
Proposition 6.3. Let G be a finite group, let A be a C∗-algebra, and let α be a
partial action of G on A. Then the following are equivalent:
(1) A is of type I;
(2) AG is of type I;
(3) A⋊α G is of type I.
Proof. That (1) implies (2) and (3) is proved as in Corollary 6.2. To show that
(2) implies (1), note first that if AG is of type I, then, using the notation from
Theorem 6.1, the fixed point algebras of D(k), for k = 2, . . . , |G|, and A(1), are also
of type I. Using Theorem 4.5 and the implication (1) implies (2) of Theorem 4.1
in [21], we deduce that the algebrasD(k), for k = 2, . . . , |G|, and A(1), are themselves
of type I. By Theorem 6.1, we conclude that A is of type I. That (3) implies (1) is
proved similarly, using Theorem 5.1 instead of Theorem 4.5. 
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