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POWER DISSIPATION IN FRACTAL FEYNMAN-SIERPINSKI AC
CIRCUITS
PATRICIA ALONSO RUIZ
Abstract. This paper studies the concept of power dissipation in infinite graphs
and fractals associated with passive linear networks consisting of non-dissipative
elements. In particular, we analyze the so-called Feynman-Sierpinski ladder, a fractal
AC circuit motivated by Feynman’s infinite ladder, that exhibits power dissipation
and wave propagation for some frequencies. Power dissipation in this circuit is
obtained as a limit of quadratic forms, and the corresponding power dissipation
measure associated with harmonic potentials is constructed. The latter measure
is proved to be continuous and singular with respect to an appropriate Hausdorff
measure defined on the fractal dust of nodes of the network.
1. Introduction
Passive linear networks have a wide range of applications, and especially electrical
circuits have since long been intensively studied in different research areas such as
electrical engineering [4, 10], physics [9, 8] and mathematics [20, 18]. In particular
for the latter, Dirichlet forms on finite sets and graphs can be interpreted in terms
of electric linear networks by considering the current flow between nodes (vertices)
connected by resistors (edges). This is the key idea behind the theory of Dirichlet
and resistance forms on fractals introduced by Kigami [16]. In this context, one may
associate these forms with “fractal networks”.
Resistors are just one type of passive components, or impedances, of an electrical net-
work. Impedances are characterized by the fact that they produce no energy by them-
selves. A resistor is a dissipative element because power is lost (energy is absorbed)
when an alternating current runs through it. On the contrary, no loss is caused when
the current flows through a non-dissipative element such as an inductor or a capacitor.
Finite linear networks consisting only of inductors and capacitors are uninteresting
since no power dissipation is expected.
However, what if the network is infinite (as for instance fractal networks are)?
In the 60s, Feynman posed this “amusing question”, see [11, Section 22.6]; to give an
answer, he constructed an infinite ladder network as depicted in Figure 1. He found its
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behavior surprising and noticed a very interesting connection with wave propagation:
depending on the driving frequency of the signal, power will either dissipate, allowing
waves to propagate along the network, or it will not dissipate at all, preventing waves
from getting through. As a consequence, voltage will either stay constant, merely
changing its phase, or it will die away rapidly. This particular infinite ladder network is
what is called a low-pass filter because low frequencies “pass” while higher frequencies
are “rejected”. Although such an infinite network cannot actually occur, it is often
possible to realize fairly good approximations that have many technical applications,
see e.g. [11, Section 22.7].
b
a
Figure 1. Feynman’s infinite ladder
Also fractal structures present unusual, a priori unexpected, physical properties [1,
2]. Feynman’s example motivated in [5] the construction of the so-called Feynman-
Sierpinski ladder (F-S ladder for short), see Figure 4, as a first prototype of a fractal
network consisting solely of inductors and capacitors that exhibits power dissipation,
and hence wave propagation, at some frequencies.
The present paper aims to set up the mathematical framework to study the concept of
power dissipation in infinite graphs and fractals, working out in detail the case of the
F-S ladder. One of the main novelties lies in the fact that passive linear networks are
studied in the frequency domain and this requires voltage, current and impedances to
be considered as complex quantities. Following the classical intrinsic approach from
analysis on fractals, the power dissipation in the F-S ladder will be defined as the limit
of a suitable sequence of quadratic forms over complex-valued functions on its finite
graph approximations.
A crucial role in this definition is played by the harmonic functions on the fractal
dust that represents the nodes of the network. These functions describe the equilib-
rium potentials in a circuit when a signal is applied to the boundary nodes and they
guarantee the existence of the aforementioned limit. Furthermore, proving them to be
continuous will allow us to fully define power dissipation for harmonic potentials, as
well as to construct the power dissipation measure associated with them. The latter
measure will turn out to be singular with respect to an appropriate Hausdorff measure
defined on the fractal dust related to the network.
The paper is organized as follows: In section 2, we review the classical notion of power
dissipation in electric passive linear networks and transfer it to graphs and infinite
networks. Here, we recall the construction of the F-S ladder and set the first step
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towards the definition of power dissipation in this network. Section 3 discusses some
geometric properties of the projection of the F-S ladder onto R2. In particular, we
prove this set to be a fractal quantum graph. In order to complete the definition
of power dissipation, we analyze in section 4 the harmonic potentials and prove in
Theorem 4.2 that they are continuous functions on the (fractal) set of nodes of the
F-S ladder. Finally, section 5 deals with the construction of a measure associated
with power dissipation for harmonic potentials, c.f. Theorem 5.1. Further, we prove in
Theorem 6.1 that this measure is singular with respect to a suitable Hausdorff measure
on the set of nodes of the F-S ladder.
2. Background and preliminaries
2.1. Complex AC currents and power dissipation. Electric linear networks are
characterized by the well-known Ohm’s relation V = R · I, where V denotes voltage,
I current and R electric resistance. In general, passive linear networks are studied
through Fourier transforms in the so-called frequency domain, requiring voltage and
current to be time dependent. They are typically considered as complex quantities
given by
V (t) = Vˆ ei(ωt−ϕV ), I(t) = Iˆei(ωt−ϕI ),
where ω denotes the frequency and ϕI −ϕV is the phase shift or phase difference. The
corresponding generalization of Ohm’s relation [9] now becomes
(2.1) V (t) = Z · I(t),
where Z = |Z|ei(ϕI−ϕV ) is called impedance and represents a “complex resistance”
whose absolute value depends on the frequency ω. For ease of the notation, we will
assume ϕV = 0 and write ϕ := ϕI for the phase shift, so that Z = |Z|eiϕ.
Due to Kirchhoff’s rules, see e.g. [11, Section 22.4], the electromotive force of a generator
connected to a linear circuit of several impedances satisfies that
emf(t) = Zeff · I(t) = |Zeff|eiϕI(t) = |Zeff|Iˆeiωt,
where Zeff is the so-called effective/characteristic impedance, which represents an impe-
dance equivalent to the initial set. The power dissipation, also called energy dissipation
or average rate of energy loss, is given by
P =
1
T
∫ T
0
ℜ(emf(t))ℜ(I(t)) dt
=
1
T
∫ T
0
|Zeff|Iˆ2 cos2(ωt) cosϕdt+ 1
T
∫ T
0
|Zeff|Iˆ2 cos(ωt) sin(ωt) sinϕdt
=
1
2
|Zeff|Iˆ2 cosϕ = 1
2
|I(t)|2ℜ(Zeff).
Notice that this quantity only depends on the real part of the effective impedance.
Consequently, a purely complex impedance is called a non-dissipative element because,
on average, there is no loss of electrical power (energy) when an alternating current
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runs through it. In order to have non-trivial power dissipation, it is thus necessary
that the effective impedance of the circuit has positive real part. Motivated by the
physical concept of power dissipation, we introduce next a quadratic form on graphs
resembling this phenomenon.
2.2. Power dissipation in finite graphs. Let us start by considering a simple graph
with two vertices x, y joined by an edge {x, y} and a network Z consisting in a single
impedance Zxy with nonzero real part. In this case, Zxy coincides with the effective
impedance of the circuit.
x y
Zxy
emf
Figure 2. Basic 1-edge network.
The voltage across the edge {x, y} is defined as the difference between the potential at
each node. Following Ohm’s law (2.1), for any potential function (v(x), v(y)) ∈ C2 the
current flowing from x to y is given by
(2.2) Ixy =
v(y)− v(x)
Zxy
.
Although these quantities actually depend on time, we will consider this parameter
fixed and omit it hereafter in the whole discussion.
Definition 2.1. The power dissipation associated with the network Z = {Zxy} is
defined as the quadratic form Pω,Z : C2 → R given by
(2.3) Pω,Z [v]xy = 1
2
ℜ(Zxy)
|Zxy|2 |v(x) − v(y)|
2,
equivalently
Pω,Z [v]xy = cosϕxy
2|Zxy| |v(x) − v(y)|
2,
where ϕxy is the phase shift associated with Zxy.
The subindex ω refers to the dependence of this expression on the frequency. For ease
of the reading we will drop it off in the sequel and refer to this dependence explicitly
only when confusion may occur.
Once power dissipation is defined for functions on a simple (2-node) network, this
concept naturally extends to networks in graphs with several vertices and edges. In
order for (2.2) to provide a one-to-one correspondence between potentials and currents
and thus identify functions on edges with functions on vertices, we will restrict our
discussion to graphs/networks without multiple edges.
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Let us now consider a finite graph G = (V,E) and a network Z = {Zxy | {x, y} ∈ E}
consisting of impedances Zxy attached to each edge {x, y}. Further, we denote by ℓ(V )
the space of complex-valued functions on V .
Definition 2.2. The quadratic form PZ : ℓ(V )→ R given by
(2.4) PZ [v] :=
∑
{x,y}∈E
PZ [v]xy
is called the power dissipation in G associated with the network Z.
Remark 2.1. In the case of time-independent circuits with purely real impedances (re-
sistors), power dissipation coincides with the classical definition of a resistance/energy
form. Indeed, if the quantities Zx,y, Ixy and the function v are real, (2.3) becomes
PZ [v] = 1
2
∑
{x,y}∈E
1
Zxy
(v(x) − v(y))2,
where Zxy is the resistance between x and y.
In the next section we extend the notion of power dissipation to infinite graphs and net-
works, focusing on the particular case of the Feynman-Sierpinski ladder (F-S ladder),
for which some useful computations and results have been obtained in [5].
2.3. Power dissipation in infinite networks. The F-S ladder. The F-S ladder
circuit that we denote by ZFS was introduced in [5] as a fractal network whose under-
lying graph structure is described in Figure 3. The infinite graph that arises in the
limit can be formally embedded in R2; existence and geometric properties of this set
are discussed in Section 3.
G0 G1 G2 G3
Figure 3. Approximation of G∞ by graphs.
Let Gn = (Vn, En), n ≥ 0, be the graphs displayed in Figure 3 and let G∞ denote
the limit (in the Gromov-Hausdorff metric) of the sequence {Gn}n≥0. Notice that this
limit exists in view of Proposition 3.1 and Remark 3.1. The F-S ladder ZFS is the
infinite network on G∞ whose edges have impedances that are capacitors ZC = 1iωC or
inductors ZL = iωL with C,L > 0 as shown in Figure 4. By convention, the symbol
⊣⊢ is employed for capacitors, and QPPPPPPR for inductors.
6 PATRICIA ALONSO RUIZ
Figure 4. Construction of the Feynman-Sierpinski ladder circuit.
As for any passive linear network, power dissipation in ZFS is only meaningful if its
effective impedance ZeffFS, that depends on the frequency ω, has positive real part. In
the case of the F-S ladder, this is satisfied under the filter condition
(2.5) 9(4−
√
15) < 2ω2LC < 9(4 +
√
15),
c.f. [5, Theorem 3.1].
Following the intrinsic approach from analysis on fractals, we introduce next a sequence
of networks on the approximating graphs Gn that will eventually lead to the definition
of the power dissipation in G∞ associated with ZFS.
Networks Zε,n = {Zε,n,xy | {x, y} ∈ En}. At each level n ≥ 1, the network Zε,n is
constructed by adding a small positive resistance ε in series with each of the impedances
of ZFS, see Figure 5. Thus, for each {x, y} ∈ En,
(2.6) Zε,n,xy = ZFS,xy + ε,
where ZFS,xy ∈ {ZC , ZL} according to the previous construction in Figure 4. Under the
filter condition (2.5), we know from [5, Theorem 3.2] that the effective impedance of
the F-S ladder, ZeffFS, is the regularized limit of the effective impedances of the networks
{Zε,n}n≥1, i.e.
(2.7) ZeffFS = lim
ε→0+
lim
n→∞
Zeffε,n.
Furthermore, we set Zε,0,xy = Z
eff
ε := lim
n→∞
Zeffε,n for all {x, y} ∈ E0, and from now on
assume that the F-S ladder satisfies the filter condition (2.5).
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Zeffε
Zeffε
Zeffε
Zε,0 Zε,1 Zε,2
Figure 5. Approximating networks Zε,n.
In view of (2.7), the sequence of networks {Zε,n}n≥0 provides the base towards the
desired definition of power dissipation.
Definition 2.3. Let V∗ =
⋃
n≥0 Vn. The power dissipation in G∞ associated with the
F-S ladder is the quadratic form PFS : domPFS → R given by
PFS[v] := lim
ε→0+
lim
n→∞
PZε,n [v|Vn ]
and domPFS = {v ∈ ℓ(V∗) | PFS[v] <∞}.
The embedding of the infinite graph G∞ in R2 presented in Section 3 will reveal that
the set of vertices of G∞ is actually larger than V∗, so that the latter form is actually
incomplete. Its definition for potentials defined on the whole network will appear in
Section 4, c.f. Definition 4.1.
Remark 2.2. At each approximating level, the network Zε,n is equivalent to a triangular
network with impedances Zeffε,n. Thus, for any n ≥ 0 and u ∈ ℓ(V0),
min{PZε,n [v] | v ∈ ℓ(Vn), v|V0 = u} =
ℜ(Zeffε,n)
2|Zeffε,n|2
∑
{x,y}∈E0
|u(x)− u(y)|2.
The latter remark is directly related to harmonic functions. These describe the equi-
librium states of the F-S ladder when a potential is connected to the boundary vertices
of the circuit, which in this case consists of the three vertices in V0. More precisely, a
function h ∈ ℓ(V∗) is said to be harmonic if for any ε > 0 and n ≥ 1
PZε,0 [h|V0 ] = PZε,n [h|Vn ].
In particular, PZFS [h] = lim
ε→0+
PZε,n [h|Vn ] for any n ≥ 0. Since V0 has three elements,
the space of harmonic functions on V∗, that we denote by HFS(V∗), is a 3-dimensional
subspace of domPFS.
In connection with harmonic functions we introduce the following auxiliary networks
on the approximating graphs Gn.
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Networks Zn = {Zn,xy | {x, y} ∈ En}. At each n ≥ 1, this network is constructed
by changing the impedance of edges building triangles in the “deepest approximation
level”, i.e. {x, y} ∈ En \ En−1 with x, y ∈ Vn \ Vn−1, to equal the effective impedance
of the whole network ZFS. The elements of Zn are thus given by
Zn,xy =


ZeffFS if {x, y} ∈ En \En−1, x, y ∈ Vn \ Vn−1,
ZFS,xy otherwise.
For completeness, we set Z0,xy = Z
eff
FS for all {x, y} ∈ E0. One of the most relevant
differences between Zn and Zε,n is that the impedance of the edges changes with the
approximation level. Moreover, the impedance of edges building triangles have non-
zero real part, whereas the impedance of the remaining edges is purely imaginary.
Zeff
FS
Zeff
FS
Zeff
FS
Zε,0 Z1 Z2
Figure 6. Approximating networks Zn.
In view of [5, Theorem 3.1], the networks Zn are all electrically equivalent. This
fact relates them directly to harmonic functions and power dissipation, as the next
proposition shows.
Proposition 2.1. For any h ∈ HFS(V∗) it holds that
PZFS[h] = PZn [h|Vn ] ∀ n ≥ 0.
Here, PFS[h] acts in place of what one would in general define as “trace” of the “limit”
power dissipation.
Proof. We prove the equivalent statement that for each n ≥ 0, measuring potential
across vertices in the F-S ladder network is equivalent to measuring them in the network
Zn.
By definition of Zn, the impedance between edges {x, y} ∈ En−1 with at least one
vertex in Vn−1 is the same in ZFS and Zn. Thus, it suffices to show that triangular
cells of level n (n-cells) are electrically equivalent in both networks.
On the one hand, notice that an n-cell of the network Zn is a triangular network with
impedances ZeffFS. On the other hand, an n-cell of ZFS is itself a F-S ladder, which is
electrically equivalent to a triangular network with impedances ZeffFS as well. 
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Remark 2.3. From the definition of Zn it follows that for any v ∈ ℓ(V∗) and n ≥ 1,
PZn [v|Vn ] =
1
2
∑
{x,y}∈En\En−1
x,y∈Vn\Vn−1
ℜ(ZeffFS)
|ZeffFS|2
|v(x) − v(y)|2,
which is a multiple of the energy of the n-th graph approximation of the Sierpinski
gasket.
3. Geometric projection of the infinite graph G∞
The power dissipation associated with the F-S ladder has so far been defined for poten-
tials on V∗. The present section investigates some geometric properties of the subset
of R2 that corresponds to the graphical representation of G∞. Among them, this set
turns out to be a fractal quantum graph whose set of vertices is a fractal dust larger
than V∗.
Let S = {1, 2, 3} and let {p1, p2, p3} ∈ R2 denote the set of vertices of an equilateral
triangle of side length 1 with baricentre p0.
Definition 3.1. For each i ∈ S, define the map Gi : R2 → R2 as
Gi(x) := Fi ◦G0(x),
where Fi, G0 : R
2 → R2 are given by
Fi(x) =
1
2
(x−G0(pi)) +G0(pi),
respectively
G0(x) = α(x− p0) + p0,
with α ∈ (0, 1). Moreover, set pij = Gi(pj) for each i, j ∈ S.
p2
p1
p3
p0
p1
p2 p3
p11
p12 p13
p22 p23 p33
Figure 7. Shadowed: initial equilateral triangle and its image under G1, G2
and G3.
Notice that pi is not the fixed point of Gi for any i ∈ S, and therefore pi 6= pii for any
i ∈ S. On the other hand, since pij = pji for all i 6= j, we will restrict ourselves to
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writing pij only for i ≤ j. Although the mappings Gi actually depend on α, we will
see in Proposition 3.2 that all lead to topologically equivalent sets, which eventually
makes the parameter α irrelevant.
Definition 3.2. Let W0 = {∅} and define for n ≥ 1
Wn = {w | w = w1 . . . wn, wi ∈ S, i = 1, . . . , n}.
Moreover, let W∗ = ∪n≥0Wn and for any w = w1 . . . wn ∈W∗ define Gw : R2 → R2 by
Gw = Gw1 ◦Gw2 ◦ · · · ◦Gwn ,
setting G∅ to be the identity on R
2. Finally, define V˜0 = {p1, p2, p3} and
(3.1) V˜n =
⋃
w∈Wn
Gw(V˜0)
for n ≥ 1, as well as V˜∗ = ∪n≥0V˜n.
For each i ∈ S we will denote by eii the line segment joining pi and pii, and by eij
the line segment joining pi and pj , with i < j, see Figure 8. Moreover, we define
B := {(i, j) | i ≤ j} and write ewij = Gw(eij) for any (w, (i, j)) ∈W∗ ×B.
p1
p2 p3
p11
p22 p33
e12
e23
e13
e11
e22 e33
Figure 8. Line segments eij with (i, j) ∈ B.
Proposition 3.1. For any α ∈ (0, 1) there exists a unique compact set Qα ⊆ R2 such
that
Qα =
⋃
i∈S
Gi(Qα) ∪
⋃
(i,j)∈B
eij .
Furthermore,
(3.2) Qα = Cα ∪
⋃
(w,(i,j))∈W∗×B
ewij ,
where Cα is the self-similar set associated with {G1, G2, G3}, i.e. Cα is the unique
nonempty compact set satisfying
(3.3) Cα =
⋃
i∈S
Gi(Cα).
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Proof. The mapping H(K) :=
⋃3
i=1Gi(K) is a
α
2 -contraction. By [14, Theorem 1],
the inhomogeneous equation x = H(x) ∪ ∪(i,j)∈Beij has a unique solution Qα in the
space of compact subsets of R2 that equals the closure of
⋃
(w,(i,j))∈W∗×B
ewij and in
particular (3.3) holds. 
Notice that Cα is a fractal (Cantor) dust for any α ∈ (0, 1). In view of the next
proposition, we will refer to any of Qα and Cα with α ∈ (0, 1) simply by Q∞ and C∞.
Although the notation might seem misleading at first sight, we write Q∞ to underline
its relation with G∞, not meaning α =∞.
Proposition 3.2. The sets Qα are pairwise homeomorphic for any α ∈ (0, 1).
Proof. Let Gαw and e
α,w
ij denote Gw and e
w
ij respectively. Moreover, let ι
α denote the
canonical coding mapping that identifies SN with Cα, which is given by ι
α(w1w2 . . .) =⋂
k≥1Gw1...wk(Cα). For any α1, α2 ∈ (0, 1), define ϕα1,α2 = ια2◦(ια1)−1 : Cα1 → Cα2 .
Extending this mapping onto each eα1,wij by ϕα1,α2 |eα1,wij = G
α2
w ◦(Gα1w )−1|eα1,wij for any
(w, (i, j)) ∈W∗ ×B yields the desired homeomorphism ϕα1,α2 : Qα1 → Qα2 . 
The fractals Q∞, C∞, and the infinite graph G∞ are related through a projection
mapping π : G∞ → R2 that in particular maps each approximating graph Gn to its
graphical representation in R2 displayed in Figure 3. Based on this construction, each
vertex x ∈ Vn \ Vn−1 will be associated with a word of length n ≥ 1, w(x) ∈ Wn, so
that π(x) = Gw(x)1...w(x)n−1(pw(x)n). In view of (3.1), any accumulation point, which
corresponds to a vertex not captured by V∗, will be associated with an infinite word
w(x) ∈ SN provided by the canonical coding mapping associated with C∞, so that
π(x) = ∩n≥1Gw(x)1...w(x)n(C∞).
Definition 3.3. Let V∞ and E∞ the set of vertices, respectively edges, of G∞. For
any fixed choice of the values of π |V0 so that π(V0) = V˜0, the projection mapping
π : G∞ → R2 is defined as
π(x) =
{
Gw(x)(pw(x)n) if x ∈ Vn \ Vn−1,⋂
k≥1Gw1(x)...wk(x)(C∞) if x ∈ V∞ \ V∗,
and
π({x, y}) = {π(x)(1 − t) + t π(y), t ∈ (0, 1)}, {x, y} ∈ E∞.
An each level n ≥ 1, π(Gn) is isomorphic to the so-called cable system associated with
the graph Gn, see [6].
Remark 3.1. The sequence {π(Gn)}n≥0 is monotonically increasing and
Q∞ =
⋃
n≥0
⋃
{x,y}∈En
π({x, y})
Eucl
.
This last observation leads to the fact that Q∞ is a fractal quantum graph, a concept
introduced in [3], whose definition we recall below.
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Definition 3.4. A fractal quantum graph with length system {(φk, ℓk)}k≥1 is a se-
parable compact connected and locally connected metric space (X, d) that satisfies the
following two conditions:
(i) For each k ≥ 1, ℓk > 0 and φk : [0, ℓk] → X is an isometry such that φk([0, ℓk]) ∼=
[0, ℓk] and
φk((0, ℓk)) ∩ φj((0, ℓj)) = ∅ ∀ k 6= j.
(ii) The set
K := X \
⋃
k≥1
φk((0, ℓk))
is totally disconnected.
In view of the definition of π, the totally disconnected set K∞ associated with Q∞
corresponds to the closure of the set of nodes V∗. Potentials in the F-S ladder are
thus defined on K∞ and we will see in the next section how to extend our previous
definition of power dissipation to a special class of them.
Proposition 3.3. Q∞ is a fractal quantum graph.
Proof. Equipped with the Euclidean metric, Q∞ is a compact, and thus locally com-
pact metric space. The length system is given by {(φwij , ℓwij)}(w,(i,j))∈W∗×B, where
ℓwij = diam e
w
ij and φ
w
ij : [0, ℓ
w
ij ] → ewij is the curve parametrization of ewij . In partic-
ular, φwij((0, ℓ
w
ij)) = π˚({x, y}) := π({x, y}) \ {π(x), π(y)}, where π(x) = Gw(pi) and
π(y) = Gw(pj). In view of (3.2) we have that
K∞ := Q∞ \
⋃
(w,(i,j))∈W∗×B
φwij((0, ℓ
w
ij)) = Q∞ \
⋃
n≥0
⋃
{x,y}∈En
π˚({x, y}) = C∞ ∪ V˜∗
is a totally disconnected set. 
Notice that Q∞ is also a finitely ramified fractal [19] and it can be expressed as a graph
directed fractal [13] as well. In our particular case we have focused on the fact that it
is a fractal quantum graph because of the importance of the totally disconnected set
K∞ in the next sections.
4. Continuity of potentials
The projection mapping π allows us to identify the nodes of the F-S ladder network
with a subset of R2. In general, this kind of identification naturally transfers the notion
of power dissipation in graphs to discrete subsets of R2. The harmonic functions asso-
ciated with power dissipation and in particular their continuity, proved in Theorem 4.2,
are essential to define power dissipation in Q∞ through the fractal dust K∞.
From now on, we identify the approximating sets V˜n in (3.1) with the set of vertices Vn
via V˜n = π(Vn) and hence use the notation Vn for any of both. The power dissipation
in Vn associated with a network Z (formally given by PZ [v◦π]) will be denoted by
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PZ [v]. In this manner, the power dissipation associated with the F-S ladder is given
by
PFS[v] := lim
ε→0+
lim
n→∞
PZε,n [v|Vn ],
where domPFS := {v ∈ ℓ(V∗) | PFS[v] <∞} and now V∗ is a subset of R2.
As already mentioned, Lemma 3.3 and the definition of π allow us to identify the set
of vertices V∞ with the totally disconnected set K∞ for which V∗ is a dense subset. By
Proposition 3.1, K∞ is compact with respect to the topology induced by the Euclidean
metric. The aim of this section is to prove the continuity of the harmonic functions on
V∗, so that they can be uniquely extended to continuous (harmonic) functions on K∞.
Recall that a function h ∈ ℓ(V∗) is said to be harmonic if for any ε > 0 and n ≥ 0
PZε,0 [h|V0 ] = PZε,n [h|Vn ].
Moreover, the space of harmonic functions on V∗, denoted byHFS(V∗), is 3-dimensional,
and for any h ∈ HFS(V∗) and n ≥ 1,
(4.1) lim
ε→0+
PZε,n [h|Vn ] = PFS[h] = PZn [h|Vn ]
c.f. Proposition 2.1.
Starting with a function h0 ∈ ℓ(V0), harmonic functions are constructed by applying
recursively the harmonic extension algorithm provided in [5, Theorem 3.3]. This re-
sult conveys an explicit expression of the 3 × 3-matrices A1, A2, A3, that describe the
algorithm. Therefore,
(4.2) h|Gj (V0)
= Ajh|V0 .
for any h ∈ HFS(V∗) and j = 1, 2, 3.
Remark 4.1. (i) The eigenvalues of Aj , j = 1, 2, 3, can be explicitly computed with
any mathematical software and equal
λ1 = 1, λ2 =
3ZeffFS
9ZC + 5ZeffFS
, λ3 =
1
3
λ2.
(ii) While the eigenvector associated with λ1 is h1 = (1, 1, 1) in all matrices, the eigen-
vectors associated with λ2 and λ3 vary with the choice of j. The space of constant
functions on V∗ is thus the 1-dimensional subspace of HFS(V∗) spanned by h1.
(iii) Under the filter condition (2.5), substituting ZC and Z
eff
FS by their actual values
from [5, Theorem 3.1], one obtains
|λ2|2 = 9σ
2 + (27 + 6CLω2)2
2106 + 25σ2 + 90σ + 100CLω2(9 + 2CLω2)
,
where σ =
√
144CLω2 − (2CLω2)2 − 81 ∈ R. Although not directly readable from
this expression, it holds that |λ2| < 1.
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Lemma 4.1. The eigenvalues of the matrices A1, A2, A3 from the harmonic extension
algorithm satisfy |λ3| < |λ2| < |λ1| = 1.
Proof. In view of 4.1(i) it only remains to prove that |λ2| < 1. Let us consider for
instance the matrix A1 and let h2 be the eigenvector associated with λ2. Further, let
h ∈ HFS(V∗) be the harmonic function with h|V0 = h2 and denote by D20 the matrix
representation of the power dissipation PZ0 , i.e.
(4.3) D20 =
ℜ(ZeffFS)
2|ZeffFS|2

 2 −1 −1−1 2 −1
−1 −1 2

 .
Since h is harmonic, we have that
PZ0 [A1h|V0 ] = 〈D
2
0A1h2, A1h2〉 = |λ2|〈D20h2, h2〉
= |λ2|PZ0 [h|V0 ] = |λ2|PFS[h].
On the other hand, it follows from (4.1) and the definition of PZn that
(4.4) PFS[h] = PZ1 [h|V1 ] =
3∑
j=1
PZ0 [Ajh|V0 ].
Thus, if |λ2| = 1, then PZ0 [A2h|V0 ] = PZ0 [A3h|V0 ] = 0 and hence A2h2 and A3h2 are
constant, a contradiction. 
Remark 4.2. In fact, it is possible to check directly that for instance A3h2 is non-
constant because [5, Theorem 3.3] provides the explicit expression of A3 and h2, which
leads to
A3h2 =
3ZeffFS
9Zc + 5ZeffFS
(
3,
27ZC + 10Z
eff
FS
3ZC + 2ZeffFS
,
18ZC + 8Z
eff
FS
3ZC + 2ZeffFS
)
.
If this were to be constant, then 27ZC + 10Z
eff
FS = 18ZC + 8Z
eff
FS, equivalently Z
eff
FS =
−92ZC . But ZC is purely imaginary, whereas ZeffFS has positive real part, a contradiction.
The next theorem is the main result of this section. It justifies the extension of power
dissipation in the F-S ladder to potentials defined on the whole K∞.
Theorem 4.2. Harmonic functions are continuous on V∗, i.e. HFS(V∗) ⊆ C(V∗).
Before proving this result we show the following key lemma.
Lemma 4.3. There exists r ∈ (0, 1) such that for any non-constant h0 ∈ ℓ(V0)
PZ0 [Ajh0] ≤ r2 PZ0 [h0], j = 1, 2, 3.
Proof. Let h0 ∈ ℓ(V0) be non-constant and let D20 be the matrix representation (4.3)
of PZ0 . Since D
2
0 is non-negative definite and symmetric, 〈D20Ajh0, h0〉 ≥ 0 for any
j = 1, 2, 3. Consider j arbitrary but fixed.
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Let h2 and h3 denote the eigenvectors of Aj associated with the eigenvalues λ2, resp. λ3
given in Remark 4.1 (i). Non-constant harmonic functions are thus the 2-dimensional
subspace of HFS(V∗) spanned by {h2, h3} and hence h0 =
∑3
k=2 akhk, ak ∈ C. Then,
PZ0 [Ajh0] = 〈D20Ajh0, Ajh0〉 =
∣∣∣∣
3∑
k,l=2
akal〈D20λkhk, λlhl〉
∣∣∣∣
≤
3∑
k,l=2
|λkλl|〈D20akhk, alhl〉 ≤ r2〈D20h0, h0〉
with r = |λ2| < 1 in view of Lemma 4.1. 
Proof of Theorem 4.2. Without loss of generality, let h ∈ HFS(V∗) be non-constant
and such that PFS[h] = 1. For each ε > 0 and m ≥ 0 large enough, points inside a
m-cell Gw(V∗), w ∈ Wm, satisfy |x − y| < δ for some δ > 0. Since h is harmonic, the
maximum principle guarantees that h takes its maximum and minimum value within
Gw(V∗) on the boundary Gw(V0). Thus, for any x, y ∈ Gw(V0), by definition of Zm we
have that
|h(x) − h(y)|2 ≤ 2|Z
eff
FS|2
ℜ(ZeffFS)
∑
x,y∈Gw(V0)
{x,y}∈Em
PZ0 [h]xy =
2|ZeffFS|2
ℜ(ZeffFS)
PZ0 [h|Gw(V0)
]
and since h is harmonic, h|Gw(V0)
= Aw1 · · ·Awmh|V0 , with w = w1 . . . wm. Applying
repeatedly Lemma 4.3 yields
PZ0 [h|Gw(V0)
] ≤ r2m PZ0 [h|V0 ]
and hence
|h(x) − h(y)| ≤ |ZeffFS|
√
2/ℜ(ZeffFS) rm < ε
for m large. 
As an immediate consequence of this result, the space of harmonic functions on K∞,
denoted by HFS(K∞), is well-defined. For any h ∈ HFS(K∞) we will identify PFS[h]
with the former PFS[h|V∗ ] to obtain the power dissipation associated with the F-S
ladder for harmonic potentials on the fractal dust K∞.
Definition 4.1. The power dissipation in K∞ associated with ZFS of a function h ∈
HFS(K∞) is given by
PFS[h] = lim
ε→0+
lim
n→∞
PZε,n [h|Vn ].
5. Continuity of the power dissipation measure
In analogy to energy measures, this section aims to construct a measure onK∞ that can
be understood as the “power dissipation measure” associated with harmonic potentials.
The main theorem states the existence of this continuous (atomless) measure.
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Theorem 5.1. For each non-constant harmonic function h ∈ HFS(K∞), the power
dissipation PFS induces a continuous measure νh on K∞ with supp νh = C∞.
Before proving this result, we provide some useful observations. In this and the next
section, n-cells will be denoted by Tw = Gw(K∞) for any w ∈Wn, n ≥ 0.
Remark 5.1. The following hold.
(i) For any h ∈ HFS(K∞) and {x, y} ∈ Em, m ≥ 0,
lim
ε→0+
lim
n→∞
PZε,n [h]xy = lim
ε→0+
PZε,m [h]xy = 0.
(ii) For any h ∈ HFS(K∞) and w ∈Wm, m ≥ 1,
lim
ε→0+
lim
n→∞
∑
x,y∈Tw∩Vn
{x,y}∈En
PZε,n [h]xy =
ℜ(ZeffFS)
2|ZeffFS|2
∑
x,y∈∂Tw
|h(x) − h(y)|2.
Proof of Theorem 5.1. Let h ∈ HFS(K∞) be non-constant. For each m-cell Tw define
νh(Tw) := lim
ε→0+
lim
n→∞
∑
x,y∈Tw∩Vn
{x,y}∈En
PZε,n [h]xy.
Notice that since h is harmonic,
0 ≤ νh(Tw) ≤ νh(K∞) = PFS[h] <∞.
Applying the same definition of νh to isolated points, we have that νh({x}) = 0 when-
ever x ∈ Vm for some m ≥ 0 because no edges are involved. If x ∈ K∞ is an accumula-
tion point, it satisfies x =
⋂
k≥1 Tw1...wk for some infinite word w1w2 . . . ∈ SN. In view
of Remark 5.1(ii) we have that
νh({x}) = lim
ε→0+
lim
n→∞
lim
m→∞
∑
x,y∈Tw1...wm∩Vn
{x,y}∈En
PZε,n [h]xy
= lim
ε→0+
lim
n→∞
lim
m→∞
ℜ(Zeffε )
2|Zeffε |2
∑
x,y∈∂Tw1...wm
{x,y}∈En
|h(x)− h(y)|2.
By Theorem 4.2, h is continuous and therefore for any δ > 0 we find m0 ≥ 0 large
enough such that νh({x}) < 3ℜ(Z
eff
FS)
2|ZeffFS|
2 δ
2 for all m ≥ m0. Thus, νh({x}) = 0.
Let us now prove finite-additivity of νh: Let Tw, Tv be two disjoint cells of levels n1,
n2. If these cells can be connected by edges without additional vertices, there is at
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most one such connecting edge {p1, p2} ∈ Em with m = max{n1, n2}. Let us suppose
this is the case. In view of Remark 5.1(i) we have
νh(Tw ∪ Tv) = lim
ε→0+
lim
n→∞
∑
x,y∈Tw∩Vn
{x,y}∈En
PZε,n [h]xy + lim
ε→0+
lim
n→∞
PZε,n [h]p1p2
+ lim
ε→0+
lim
n→∞
∑
x,y∈Tv∩Vn
{x,y}∈En
PZε,n [h]xy = νh(Tw1) + νh(Tw2).
If there is no possible connecting edge, the above equality follows directly. The same
argument applies for any finite union (both of cells or isolated points), since they can
be connected by at most finitely many single edges.
In order to prove σ-additivity, consider a sequence of pairwise disjoint cells {Tv(k)}k≥1,
where Tv(k) is a nk-cell. Without loss of generality, assume that nk ≤ nk+1. Notice
that, since the cells are pairwise disjoint, it is only possible to connect Tv(k) and Tv(k+1)
by an edge {x, y} ∈ Enk+1 if nk+1 = nk + 1. Hence, we can assume that there will be
at most and edge {xk+1, yk+1} ∈ Enk+1 joining Tv(k) and Tv(k+1). Then,
νh
( ⋃
k≥1
Tv(k)
)
= lim
ε→0+
lim
n→∞
lim
m→∞
m∑
k=1
∑
x,y∈Tv(k)∩Vn
{x,y}∈En
PZε,n [h]xy
+ lim
ε→0+
lim
n→∞
lim
m→∞
m+1∑
k=2
PZε,nk [h]xkyk =
∞∑
k=1
νh(Tw(k)) + 0,
where last equality follows by Remark 5.1(i) after interchanging the order of the limits,
which is possible because both summands are uniformly bounded by PFS[h]. The same
argument applies to countable unions of isolated points, which in particular implies
that supp νh = C∞.
Finally, by Carathéodory’s extension theorem, νh admits a unique extension to a (finite)
measure on K∞ and this measure is continuous because isolated points have no mass.

Corollary 5.2. For any m ≥ 0, w ∈Wm, and any m-cell Tw it holds that
νh(Tw) ≍ osc(h|Tw )2,
where osc(h|Tw ) = maxx∈Tw
h(x)− min
y∈Tw
h(y).
Proof. First of all, recall from Remark 5.1(ii) that
νh(Tw) =
ℜ(ZeffFS)
2|ZeffFS|2
∑
x,y∈∂Tw
|h(x) − h(y)|2.
By the maximum principle and since h is harmonic, h|Tw takes its maximum and
minimum on the boundary ∂Tw. Hence, osc(h|Tw ) = |h(x)− h(y)| for some x, y ∈ ∂Tw
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and the definition of νh yields
ℜ(ZeffFS)
2|ZeffFS|2
osc(h|Tw )
2 ≤ νh(Tw) ≤ 3ℜ(Z
eff
FS)
2|ZeffFS|2
osc(h|Tw )
2.

6. Singularity of the power dissipation measure
This section is devoted to proving that the power dissipation measure νh discussed in
the preceding section is singular with respect to the Bernouilli measure µ on K∞ that
satisfies
µ(Tw1...wn) = µw1 · · ·µwn
for any n-cell Tw1...wn , w1 . . . wn ∈ Wn, where
∑
i∈S µi = 1. In particular in this case,
we will consider µ1 = µ2 = µ3 =
1
3 . Together with the measure µ, K∞ can be seen as
a probability space. Notice that, as it happened with νh, suppµ = C∞, where C∞ is
the Cantor dust defined in (3.3).
Recall that any element in the support of µ is a non-isolated point of K∞ such that
x =
⋂
n≥1 Tw1...wn for some w1w2 . . . ∈ SN. For these points, we define the (random)
matrices Mn(x) = Awn , where Aj, j ∈ S, are the matrices of the harmonic extension
algorithm (4.2). The matrices Mn(x) are statistically independent with respect to µ.
The next result is based on a special case of [17] and we will mainly follow the proof
given in [7, Theorem 5.1], including details for completeness. Since we are only dealing
with non-constant harmonic functions, we will restrict to the 2-dimensional subspace of
HFS(K∞) spanned by the two harmonic functions h2, h3 associated to the eigenvalues
λ2, λ3 from Remark 4.1(i).
Theorem 6.1. Assume that for a non-constant h ∈ HFS(K∞) there exists m ≥ 1 such
that the mapping x 7→ ‖D0Mm(x) · · ·M1(x)h|V0‖ is non-constant. Then, νh is singular
with respect to µ.
The proof of this theorem essentially consists in proving the condition stated in the
following lemma, which is a consequence of the generalized Lebesgue differentiation
theorem for metric measure spaces.
Lemma 6.2. The measure νh is singular with respect to µ if for µ-a.e. x ∈ C∞
lim
n→∞
νh(Tw1...wn)
µ(Tw1...wn)
= 0,
where x =
⋂
n≥1 Tw1...wn.
Proof. For each n ≥ 1, Tw1...wn is a neighborhood of x and limn→∞ µ(Tw1,...wn) = 0.
Let us suppose that νh is absolutely continuous with respect to µ. Then, there exists
POWER DISSIPATION IN FRACTAL FEYNMAN-SIERPINSKI AC CIRCUITS 19
a measurable function f (the Radon-Nikodym derivative of νh with respect to µ) such
that
(6.1)
ν(Tw1...wn)
µ(Tw1...wn)
=
1
µ(Tw1...wn)
∫
Tw1...wn
f(x)µ(dx).
Due to the definition of µ and since C∞ is self-similar, it is Ahlfors regular (i.e.
µ(BdE (x, r) ∩ C∞) ≍ rγ , in this case with γ being the Hausdorff dimension of C∞).
Thus, (C∞, µ) equipped with the Euclidean metric is volume doubling and the gener-
alized Lebesgue differentiation theorem, see e.g. [15, Theorem 1.8] holds, so that (6.1)
equals f(x) for µ-a.e. x ∈ C∞. By assumption, this implies that f is zero µ-a.e., a
contradiction. 
Proof of Theorem 6.1. For any h ∈ HFS(K∞), w ∈Wm and n large it holds that∑
x,y∈Tw∩Vn
{x,y}∈En
PZε,n [h]xy =
∑
x,y∈Tw∩Vn−m
{x,y}∈En
PZε,n [h ◦Gw]xy
=
∑
x,y∈Tw∩Vn−m
{x,y}∈En−m
PZε,n−m[h ◦Gw]xy = PZε,n−m [h ◦Gw |Vn−m ]
=
ℜ(Zeffε )
2|Zeffε |2
∑
{x,y}∈E0
|h ◦Gw(x)− h ◦Gw(y)|2.
Letting ε→ 0+ and n→∞ in both sides of the equality yields
νh(Tw) =
ℜ(ZeffFS)
2|ZeffFS|2
∑
{x,y}∈E0
|h ◦Gw(x)− h ◦Gw(y)|2
= ‖D0Awm · · ·Aw1h|V0‖
2.(6.2)
On the other hand, it follows from (4.4) and the definition of µ that
‖D0h|V0‖
2 = 〈D20h|V0 , h|V0 〉 = PZ0 [h|V0 ] =
3∑
i=1
PZ0 [h ◦Gi|V0 ]
=
3∑
i=1
〈D20Aih|V0 , Aih|V0 〉 =
3∑
i=1
‖D0Aih|V0‖
2
= 3
3∑
i=1
µi‖D0Aih|V0‖
2 = 3
∫
K∞
‖D0M1(x)h|V0‖
2µ(dx).
and induction leads to
(6.3) ‖D0h|V0‖
2 = 3n
∫
K∞
‖DP0Mn(x) · · ·M1(x)h|V0‖
2µ(dx)
for any n ≥ 1. Notice that all computations are in fact basis independent.
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Furthermore, by assumption, there exists m ≥ 1 such that Jensen’s and the Cauchy-
Schwartz inequality yield∫
K∞
log ‖D0Mm(x) · · ·M1(x)h|V0‖µ(dx) < log
∫
K∞
‖D0Mm(x) · · ·M1(x)h|V0‖µ(dx)
≤ 1
2
log
∫
K∞
‖D0Mm(x) · · ·M1(x)h|V0‖
2µ(dx) =
1
2
log
1
3m
‖D0h|V0‖
2,
where last equality follows from (6.3). Hence,
(6.4) β := sup
h∈H1
∫
K∞
log ‖D0Mm(x) · · ·M1(x)h|V0‖µ(dx) < −
m
2
log 3,
where H1 := {h ∈ HFS(K∞) non-constant, ‖D0h|V0‖ = 1}.
Let now h ∈ H1 and n ≥ 1. Multiplying and dividing by ‖D0Mm(n−1)(x) · · ·M1(x)h|V0‖
and since the matrices Mi(x) are statistically independent, Jensen’s inequality yields∫
K∞
log ‖D0Mmn(x) · · ·Mmn−m(x) · · ·M1(x)h|V0‖µ(dx)
≤ β +
∫
K∞
log ‖D0Mm(n−1)(x) · · ·M1(x)h|V0‖µ(dx).
By induction we obtain∫
K∞
log ‖D0Mmn(x) · · ·M1(x)h|V0‖µ(dx) ≤ nβ
and thus
(6.5)
∫
K∞
log ‖D0Mmn(x) · · ·M1(x)h|V0‖µ(dx) ≤
mn
m
β
for the subsequence mn = mn. Consequently,
(6.6) lim sup
mn→∞
1
mn
log ‖D0Mmn(x) · · ·M1(x)h|V0‖ ≤
1
m
β < −1
2
log 3,
where the existence of the limit is guaranteed by Furstenberg’s Theorem [12] because
the matrices Mmn(x) are i.i.d. By definition of µ and (6.2) we thus have that
νh(Tw1...wn)
µ(Tw1...wn)
= 3n‖D0Mwn(x) · · ·Mw1(x)h|V0‖
2
for µ-a.e. x ∈ C∞, hence µ-a.e. in K∞, and (6.5) yields
1
n
(
log ‖D0Mwn(x) · · ·M(x)w1h|V0‖
2 + n log 3
)
< −n log 3− n log 3 = 0.
Finally, this implies that
(6.7) lim
n→∞
νh(Tw1...wn)
µ(Tw1...wn)
= 0
for µ-a.e. x ∈ K∞. By Proposition 6.2, νh is singular with respect to µ. 
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