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Abstract- This paper presents the application of the hybrid finite element- element free Galerkin (FE-EFG) method for the 11 
forward and inverse problems of electrical impedance tomography (EIT). The proposed method is based on the complete 12 
electrode model. Finite element (FE) and element free Galerkin (EFG) methods are accurate numerical techniques. However, 13 
FE technique has meshing task problems and EFG method is computationally expensive. In this paper, the hybrid FE-EFG 14 
method is applied to take both advantages of FE and EFG methods, the complete electrode model of the forward problem is 15 
solved, and an iterative regularized Gauss–Newton method is adopted to solve the inverse problem. The proposed method is 16 
applied to compute Jacobian in the inverse problem. Utilizing two dimensional circular homogenous models, the numerical 17 
results are validated with analytical and experimental results and the performance of the hybrid FE-EFG method compared 18 
with the FE method is illustrated. Results of image reconstruction are presented for a human chest experimental phantom. 19 
 20 
Keywords-  electrical impedance tomography, forward problem, inverse problem, complete electrode model, element free 21 
Galerkin method, finite element method, hybrid finite element- element free Galerkin method. 22 
1. Introduction 23 
Electrical impedance tomography (EIT) is an imaging technique with existing and potential applications in 24 
engineering and medical problems. In this method, electric currents are injected into a conductive object through 25 
electrodes placed on its surface, and the resulting electric potential on the electrodes is determined. Injecting 26 
currents in different patterns, a finite number of boundary measurements are taken (Cheney et al 1999, Saulnier 27 
et al 2001). 28 
Image reconstruction in EIT includes forward and inverse problems. In the inverse problem, using the measured 29 
and modeled data, the internal resistivity profile is estimated by minimizing a cost function in an iterative 30 
procedure.  31 
The EIT forward problem provides modeled data for comparing with experimental data in the inverse problem. 32 
The ability of the forward model to produce the corresponding data efficiently plays a key role in the EIT. The 33 
first step in the EIT forward problem is to make a physical model called forward model that calculates the 34 
voltages on the surface with given applied currents and conductivity distribution. The potential in the domain of 35 
EIT problem can be governed by Laplace equation. The four common boundary conditions, known as EIT 36 
electrode models, are the continuum, gap, shunt and complete electrode models (Vauhkonen et al 1999, Cheng et 37 
al 1989, Somersalo et al 1992, Vauhkonen 1997). The most accurate model that has been presented is the 38 
complete electrode model (CEM). In the CEM both the shunting effect of the electrodes and the contact 39 
impedances between the electrodes and body are contemplated (Vauhkonen et al 1999). 40 
To solve the EIT forward problem various traditional numerical methods including the boundary element (BE) 41 
method, the finite element (FE) method, and the mesh free methods have been applied (Ghaderi Daneshmand and 42 
Jafari 2013, Muria and Kagwa 1985, Yousefi et al 2013).  43 
Some of the literature have used the BE method to solve the EIT forward problem based on the CEM (Xu and 44 
Dong 2010). It is hard to solve problems including a large number of heterogeneous subregions with the BE 45 
method (Ghaderi Daneshmand and Jafari 2013, Vauhkonen 1997). The FE method is more appropriate for 46 
solving EIT forward problems with non-homogeneous conductivity distributions on irregular domains. The FE 47 
method requires discretization of the entire region into elements in a FE mesh. FE mesh generation and data pre-48 
processing sometimes are difficult and time-consuming, especially for three-dimensional irregular objects with 49 
complex internal structure like heterogeneous biological tissues in the human head models. For instance, a human 50 
head model was discretized into 155915 elements in the literature (Bayford et al 2001). Furthermore, the 51 
traditional FE method uses node connectivity or elements so the solution of the FE method can be affected by the 52 
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quality of a mesh, but mesh construction cannot always be completely automated (Šterk and Trobec 2008). Some 1 
of the literatures have employed the FE method to solve the EIT forward problems based on the CEM 2 
(Vauhkonen et al 1999). 3 
Being able to obtain the solution of forward problem in EIT using meshfree methods would have the advantage 4 
of eliminating the element connectivity requirement of the FE method. In the literature, a number of meshfree 5 
methods have recently been introduced (Belytschko et al 1994, Dolbow and Belytschko 1998, Hegen 1996, 6 
Hkrault and Markcha1 1999, Šterk and Trobec 2008, Yousefi et al 2014,). Among meshfree methods, element 7 
free Galerkin (EFG) method, which is based on moving least squares approximation (MLSA), is a well-known 8 
numerical method used for solving boundary value problems. In (Gang et al 2013), a meshless local Petrov-9 
Galerkin (MLPG) method is used in the EIT forward problem based on a simple electrode model. In (Hadinia and 10 
Jafari 2015) the EFG method is used for solving forward problem based on the CEM. Since a linear system has to 11 
be solved for each point of the problem domain, the MLSA is computationally expensive. Furthermore, a dense 12 
integration pattern is necessary to get accurate values for the resulting linear system (Hegen 1996). Additionally, 13 
in the EFG method, the imposition of the essential boundary conditions is difficult (Hkrault and Markcha1 1999). 14 
On the other hand, the FE method can be more efficient in many cases because of the direct way for assembling 15 
the stiffness matrix and its effective treatment of boundary conditions (Cutrupi et al 2007). Therefore, a 16 
combination of the EFG method and the FE method can take the advantages of the FE and EFG methods.  17 
In (Hadinia et al 2015) a combination of the EFG method and the FE method is used for solving the EIT forward 18 
problem based on the CEM. 19 
 Different techniques have been used to solve the EIT inverse problems. One of the most commonly used 20 
methods in the EIT inverse problem, is Gauss–Newton or modified Newton–Raphson method (Yorkey et al 21 
1987). In (Cutrupi et al 2007), an approach based on a combination of the EFG and FE methods is used in the 22 
EIT inverse problem based on a simple electrode model. (Cutrupi et al 2007) have assumed the shape and size of 23 
inhomogeneity are known and the position of the centre of the inhomogeneity has just been estimated by use of a 24 
time-consuming Genetic Algorithm.  25 
In this research work, the hybrid FE-EFG method is applied to solve the EIT forward problem based on the CEM 26 
and the Gauss–Newton method has been applied in order to solve the EIT inverse problem within reasonable 27 
times. The Gauss–Newton method requires the Jacobian, describing the mapping between voltage distribution on 28 
the body’s surface and the unknown physical parameter distribution in the interior of body. To compute the 29 
elements of Jacobian matrix, the governing equations are solved by the hybrid FE-EFG forward method.  30 
The comparison of electrode voltage solutions obtained from both FE and hybrid FE-EFG methods have been 31 
done and validated against the corresponding analytic solution and experimental results for 2D homogenous 32 
models. For the inverse problem simulations, the experimental chest phantom presented in (Isaacson et al 2004) 33 
is considered. The FE and the hybrid FE-EFG solution of CEM are used as forward model, the inverse problem is 34 
solved with the Gauss–Newton method, and the results of image reconstruction are demonstrated. 35 
This paper is organized as follows. In Section 2, the mathematical model for the EIT forward problem based on 36 
the complete electrode model together with the hybrid FE-EFG numerical method is presented. In Section 3, the 37 
EIT inverse problem and the computation of Jacobian in the EIT inverse problem is described. Simulation results 38 
are reported in Section 4. Conclusion of paper is presented in Section 5. 39 
2. EIT forward problem 40 
2.1. Governing equations 41 
Consider a two-dimensional (2D) region Ω  with conductivity σ  and its boundary Γ  with L  electrodes. The 42 
EIT forward problem based on the CEM consists of the following equations (Vauhkonen et al 1999, Cheng et al 43 
1989, Somersalo et al 1992, Vauhkonen 1997) 44 
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whereu is the electric potential distribution, n  is the outward unit vector which is normal to the boundary, the 1 
lz  is effective contact impedance between the l -th electrode and the 2D region, lU  is the measured voltage on 2 
the l -th electrode, lI is the injected current in to l -th electrode, and lEΓ  denotes the l -th electrode. The 3 
expression lE
L
lx Γ∪Ω∂∈ =1\  indicates the point x   is on the boundary and is not under the electrodes. 4 
Additionally, two other conditions are needed in the EIT forward problem based on the CEM. To ensure the 5 
existence of a real solution, the first condition that should be satisfied is: 6 
∑
=
=
L
l
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1
0             (5) 7 
In order to ensure the uniqueness of the solution, the following condition is also employed:  8 
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In (Somersalo et al 1992), it has been shown that the following )),(),,(( VvUuB  is the equivalent variational 10 
problem of the EIT forward problem above: 11 
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In the proposed hybrid FE-EFG method, the domain Ω  should be divided into two regions: an outer region FEΩ  13 
near the boundaries and an inner region EFGΩ . The outer and inner regions are formulated by the FE and the 14 
EFG methods, respectively. Figure 1 depicts the two FE and EFG regions. The regions FEΩ and EFGΩ  are 15 
adjacent )( EFGFE Ω∪Ω=Ω . FEΓ  and EFGΓ are the boundaries of FEΩ  and EFGΩ , respectively, and intΓ  is the 16 
interface boundary. Selecting the FE region as outer region is because of the simplicity. In general, depending on 17 
the actual case, both EFG and FE regions can be used as boundary region.  18 
The EFG discretization can be used for representing domains that has meshing tasks like moving parts or regions 19 
affected by large deformations. Other regions with fix shaped parts and regions that meshing is easy for them can 20 
be considered as FE regions. If extremely high-resolved meshes are required in certain parts of the domain, the 21 
hybrid FE-EFG approach is advantageous compared to the pure FE method (Cutrupi et al 2007). 22 
 In (Hadinia et al 2015) the effect of the size of FE and EFG regions on the accuracy of the hybrid FE-EFG 23 
method is investigated for an inhomogeneous circular model. Results are shown that the accuracy and the 24 
execution time of the hybrid FE-EFG method is increased as the size of EFG region increases.  25 
For discretizing of region in the hybrid method, domains with meshing task problem are considered as EFG 26 
region, according to anatomical pre information. Other regions can be considered as FE regions. The size of FE 27 
region depends on our preference between more accuracy or less computational time. The smaller FE region 28 
leads to increasing the accuracy and 29 moreover increasing the execution 
time. 30 
  31 
 32 
Figure 1. Domain handled by EFG and FE regions 33 
 34 
2.2. FE shape functions 35 
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In the FE region FEΩ , the domain is divided into M triangular elements and includes FEN  nodes. Electrical 1 
potential FEu at each point is given by a linear interpolation of nodal value FEiuˆ (Vauhkonen 1997): 2 
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where x  is a variable that represents the point ),( yx  in the plane of the region FEΩ  and )(xFEiΦ , ):1(
FENi =  4 
are linear nodal shape functions, these shape functions are piecewise polynomial over the elements and have the 5 
selectivity property i.e. 
⎩
⎨
⎧
≠
=
==Φ
ji
ji
ijij 0
1
)( δx
  
thus FEii
FE uu ˆ)( =x . 6 
2.3. EFG shape functions 7 
In the EFG region, the domain consists of EFGN nodes. The shape function in the EFG method is determined by 8 
means of the MLSA. Then, the following approximation equation for EFGu  is adopted (Belytschko et al 1994, 9 
Dolbow and Belytschko 1998) 10 
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where x  is a variable that represents the point ),( yx  in the plane of the region EFGΩ , EFGiuˆ is the approximation 12 
to the value )(xEFGu   at the node ix , and 
EFGΦ  is the shape function for EFG method obtained by means of the 13 
MLSA method. To obtain the shape functions through the MLSA, there is a standard technique in the element-14 
free Galerkin approach. The mathematical details can be found in (Belytschko et al 1994, Dolbow and 15 
Belytschko 1998). 16 
2.4. Hybrid FE-EFG method  17 
In this subsection, the EIT forward problem based on the CEM is 18 
formulated. To couple FE and EFG methods, the following continuity conditions have to be enforced on the 19 
interface boundary intΓ  between the two regions FEΩ  and EFGΩ : 20 
int)()( Γ∈= xxx EFGFE uu           (10) 21 
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EFGEFGFEFE nunu xx σσ         (11) 22 
where FEnˆ  and EFGnˆ  are outward unit vectors which are normal to the 
intΓ  in the FE and EFG regions, 23 
respectively. To impose (10) and (11) on the interface boundary, consider arbitrary functions )(xFEv , )(xEFGv , 24 
)x(γ , V . The weak form (7) can then be extended for the FE and EFG regions using a similar variational 25 
technique introduced in (Hegen 1996) as follows: 26 
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where the function λ  is a Lagrange multiplier. To discretize the above equations, the functions U  andλ  should 30 
be discretized. The voltage function U  on the electrodes is approximated as: 31 
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This selection of coefficients ensures that equation (6) is valid. From equations (14) and (15) the potentials lU  on 1 
the electrodes are calculated as: 2 
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The function λ  can be expressed as: 4 
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where sN  is the number of common nodes located on 
intΓ  and )(xδ  is the Dirac delta function. 8 
Substituting (8), (14), and (17) into (12) and (9) and (17) into (13), and letting FEi
FEv Φ= , EFGi
EFGv Φ= , 9 
)( Lhxx −= δγ  and mlnV ,=  yield the following linear system for 
FEuˆ , EFGuˆ , Uˆ  , and λˆ , the vectors which are 10 
made up of FEiuˆ , EFGiuˆ , mUˆ , and hλˆ , respectively: 11 
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The elements of matrices FEB , FEC , FED , EFGK  , 
FEG  and EFGG  are obtained as follows 16 
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where me  is the length of the m -th electrode in 2D. The expanded matrix forms of I
~ , FEG  and EFGG are 1 
written as follows: 2 
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where i  is the global node number in the FE region.  6 
Solving the equation (19) using Gaussian elimination method, [ ]TEFGFE λUuub ˆˆˆˆ= is obtained. 7 
3. EIT inverse problem  8 
The EIT inverse problem is to determine the distribution of electrical resistivity by minimizing a cost function. 9 
The following cost function which is a function of the difference between the measured potentials and the 10 
calculated potentials is employed in this paper (Yorkey et al 1987): 11 
))(())((
2
1)( VoρfVoρfρ −−= TE          (30) 12 
where ρ  is the resistivity distribution vector, Vo  is the measured potential vector, and f  is the potential vector 13 
obtained from the forward problem. The function E  should be minimized to find a point nρ  which is at least a 14 
local minimum. Differentiating the function Eʹ  with respect to ρ  and set the result equal to zero vector, 
kρΔ  15 
can be formulated as a system of linear equations as follows (Yorkey et al 1987): 16 
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where the matrix, f ʹ  is called the Jacobian matrix or sensitivity matrix. The product of the transpose of the 18 
Jacobian matrix with itself is called the Hessian matrix, ff ʹʹ T][ , whose its inverse needs to be calculated during 19 
every iterative step. Hessian matrix is ill conditioned. Hence small changes in the Hessian data produce a large 20 
change in solution of the inverse problem. It is therefore necessary to incorporate some regularization methods. 21 
Using the iterative regularized Gauss-Newton method at the iteration k yields (Razmjoo et al 2010): 22 
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where R  is a regularization matrix which could be an identity matrix and µ is a control parameter determining 24 
the amount of regularization used  25 
 Using (32), the resistivity vector kρ  is updated at k-th iteration as 26 
kkk ρρρ Δ+=+1            (33) 27 
If the function )(ρE  reaches a predetermined fixed value 0E or iteration index be equal to a predetermined value28 
0N , the iterative procedure is stopped. 29 
3.1. Computation of Jacobian matrix 30 
In this paper to calculate the Jacobian matrix, the standard method described in (Vauhkonen 1997) is used. 31 
Assume, that the domain Ω  is discretized with sN  pixels with unknown resistivities to be determined, and the 32 
resistivity distribution is piecewise constant. Differentiation of equation (19) with respect to the resistivity of m -33 
th pixel, mρ , results to: 34 
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The Gaussian elimination method can be used to solve the resulting linear system of equation (36) for mρ∂∂ /b . 6 
Since only the matrixes FEB  and EFGK in A  depend on ρ  the derivative mρ∂∂ /A  can be computed as:  7 
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here mΩ  is the pixel region with respect to which the derivative is calculated. Obtaining mρ∂∂ /b  from (36) and 13 
considering [ ]TEFGFE λUuub ˆˆˆˆ= , the derivative of coefficients mρ∂∂ /Uˆ  is computed. Since the coefficients 14 
Uˆ  and potentials lU  on the electrodes are related by equation (16), the expression mρ∂∂ /U  is then obtained. 15 
4. Evaluation and results 16 
4.1. Forward problem simulations 17 
In this section, the numerical results obtained from the FE, and hybrid FE-EFG methods are validated with an 18 
analytical solution for a homogeneous model. Moreover, a homogenous forward problem is solved and the 19 
proposed method is evaluated with experimental data. To quantify the accuracy of numerical results the following 20 
percent relative errors (RE) has been used: 21 
%100
))((
RE ×
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=
T
T
EE
EUEU
         (40) 22 
Where U  is the electrodes voltage vector predicted by the forward model and E  is the reference electrodes 23 
voltage vector.  24 
4.1.1. Example I. Analytical solution and validation. In this example, a homogeneous circular model of radius 25 
15cm and conductivity of cmS /1=σ driven by 32=L  symmetrical electrodes covering 50 percent of the 26 
surface.  27 
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(a) (b) (c) 
Figure 2. Example I. (a) Configuration of electrodes, (b) domain discretization with the FE method, and (c) domain discretization with the 1 
hybrid FE-EFG method 2 
 3 
Figure 3. Example I. FE, hybrid FE-EFG, and analytical solutions for potential at electrodes 4 
The electrodes have the same contact resistivity equal to 222.0 cmzl Ω= . This example is like the model that 5 
used in the (Paulson et al 1992). The first optimal current pattern was applied, i.e. 32,,2,1)/2cos( …== lLlIl π  6 
(Cheney et al 1990). An analytical solution for a two dimensional disk has been reported in (Paulson et al 1992). 7 
The solution of the electrode voltages that are obtained from the two methods of solving forward model 8 
simulation are compared to the results obtained from the analytic solution. Figure 2 depicts configuration of 9 
electrodes and domain discretizations in the FE and hybrid FE-EFG methods.  10 
The FE meshes in the pure FE method have 973 nodes and 1816 elements. In Figure 2(c), the radius of EFG 11 
region is 13.5 cm and the discretized FE domain includes 439 nodes and 652 elements. The discretized EFG 12 
domain has a uniform distribution and includes 658 nodes. There are 98 common nodes on the interface boundary 13 
intΓ . Figure 3 depicts the FE and hybrid FE-EFG solutions together with analytical solution. For the FE method 14 
the RE being 0.63% and for the hybrid FE-EFG method the RE being 0.57%. There is a good agreement between 15 
numerical results and analytical solution. 16 
4.1.2. Example II. An experimental homogenous phantom. In this example, a homogenous forward problem is 17 
solved and the proposed method is evaluated with experimental data. Figure 4 shows the experimental 18 
configuration that used in (Xu and Dong 2010). The problem has a circular cross section and has a diameter of 19 
12.5 cm. The configuration includes 16 similar electrodes, evenly spaced on the problem boundary. Each 20 
electrode has 1 cm width, 0.1 cm thickness, and 3 cm height. An adjacent mode is adopted. 5 mA 60 kHz AC 21 
current is applied to electrode 1 and electrode 16 is grounded. The conductivity of the background is 22 
cmS /  662 µ=σ  and the electrodes have the same contact resistivity equal to 
28.57 cmzl Ω= (Xu and Dong 23 
2010).  24 
The solution of the electrode voltages that are obtained from the two methods of solving forward model 25 
simulation are compared to the results obtained from the experimental results. Figure 5 depicts configuration of 26 
electrodes and domain discretizations in the FE and hybrid FE-EFG methods. The FE meshes in pure FE method 27 
have 653 nodes and 1208 elements. In hybrid method we consider two case for domain discretization.  Case #1 is 28 
shown in Figure 7(b). In this case the nodes used in the pure FE method and the hybrid FE-EFG are identical. 29 
The discretized FE domain in hybrid method includes 310 nodes and 449 elements. These elements are the same 30 
as elements used in the pure FE method.  The discretized EFG domain includes 418 nodes. These nodes are the 31 
same as nodes used in the pure FE method. There are 75 common nodes on the interface boundary intΓ .  32 
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Case #2 is shown in Figure 5(b). In this case the radius of EFG region is 5.5 cm and the discretized FE domain 1 
includes 320 nodes and 442 elements. The discretized EFG domain has a uniform distribution and includes 418 2 
nodes. There are 86 common nodes on the interface boundary intΓ . Figure 6 depicts the FE and hybrid FE-EFG 3 
solutions together with experimental data. The RE in the pure FE method is 6.77% and the REs in the hybrid FE-4 
EFG method are 5.02% and 4.65% for case #1 and case #2, respectively. There is a good agreement between 5 
numerical and experimental results. Case #2 manifests that the hybrid FE-EFG method can use a common 6 
boundary with an irregular shape such as a polygon. 7 
 8 
Figure 4. Example II. Experimental setup for EIT phantom (Xu and Dong 2010) 9 
 10 
  
(a) (b) 
  
(c) (d) 
Figure 5. Example II. (a) Configuration of electrodes, domain discretizations  with (b) the FE method, (c) the hybrid FE-EFG method and 11 
polygon common boundary, (d) the hybrid FE-EFG method and circular common boundary.  Nodes are identical in parts (b) and (c). 12 
 13 
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 1 
Figure 6. Example II. FE and Hybrid FE-EFG results of the potential at electrodes together with experimental data 2 
4.2. Inverse problem simulations 3 
4.2.1. Example III. A human chest phantom with experimental data. In order to demonstrate the efficiency of the 4 
hybrid FE-EFG method in the EIT inverse problem, the inverse problem in a biological phantom is investigated 5 
and comparisons between the hybrid FE-EFG and FE forward solvers in image reconstruction procedure are 6 
carried out. The boundary data set extracted from real measurements were acquired from the EIDORS website 7 
(http://eidors3d.sourceforge.net). The data sets were prepared for 2D imaging.  8 
The data set was collected using ACT3 system which an adaptive neighbouring current injection method was 9 
applied (Isaacson et al 2004). This system corresponds to an experiment performed on a chest phantom 10 
containing agar heart and lungs suspended in a saline tank of radius 15 cm with 32 boundary electrodes of size 11 
1.6 cm height and 2.5 cm width. The saline conductivity was 424 mS/m. The agar targets of the lungs had a 12 
conductivity of 240 mS/m, and the modeled heart was 750 mS/m. Trigonometric current patterns (Cheney et al 13 
1990) are applied with maximum amplitude of 0.2 mA. Figure 7(a) shows an illustration of the experimental 14 
configuration of the phantom. 15 
The images were reconstructed with 328 polygon pixels contributing to the Jacobian. These pixels that are similar 16 
to “Joshua tree” mesh introduced in (Cheney et al 1990) are shown in Figure 7(b). The initial distribution of 17 
resistivity is equal to resistivity of back ground and there is no information about internal subregion boundaries in 18 
the region of reconstruction.  19 
The CEM is used as forward model and the FE and the hybrid FE-EFG methods are used as forward solvers. 20 
To use the CEM, we need to know the contact impedance of the electrodes. Since actual values were not 21 
available to us, we assumed it to be constant and modelled the problem for different values of contact impedance. 22 
We observed that a range of contact impedance is acceptable. We chose a constant value equal to 260 cmzl Ω=23 
for the contact impedance of all the electrodes in this paper. In practice, when this knowledge is not available, we 24 
could try to estimate the best mean square error for the contact impedance at each iteration of the inverse 25 
solution. In other words, we would solve the inverse problem to find both the conductivity values and the contact 26 
impedances (Babaeizadeh 2006). Figure 8 depicts the domain discritization used in the forward problem. The FE 27 
meshes in pure the FE method have 458 nodes and 800 elements. In hybrid method the radius of EFG region is 28 
13.5 cm and the discretized FE domain includes 307 nodes and 453 elements. The discretized EFG domain has a 29 
uniform distribution and includes 209 nodes. There are 64 common nodes on the interface boundary intΓ . Figure 30 
9 shows the reconstructed images obtained with the regularization parameter 5.0=µ  and after 4 iterations of 31 
Gauss–Newton method. The reconstructed conductivity based on the FE forward solver has a maximum value of 32 
770 mS/m, found in the heart region. This constitutes a relative error of 2.66% for the heart region. The 33 
reconstructed images based on the hybrid FE-EFG forward solver have a maximum of 750 mS/m, found in the 34 
heart region, which corresponds to a relative error of 0.00%. The reconstructed conductivities based on the both 35 
FE and hybrid FE-EFG forward solvers have a minimum value of 200 mS/m, found in the lung region, which 36 
corresponds to a relative error of 16.66%. The overall size and position of the lungs and the agar heart appears 37 
accurate in both forward solvers. 38 
Furthermore the image reconstruction for the homogeneous tank with the background conductivity of 424 mS/m 39 
for the saline is done with FE and hybrid FE-EFG forward solvers. Since the conductivity of pixels is constant for 40 
all pixels of a homogeneous phantom, the error analysis for conductivity of pixels can be down. The relative error 41 
11 
 
for reconstructed conductivity of pixels for the FE forward solver being 10.45% and for the hybrid FE-EFG 1 
forward solver being 10.05%. It indicates the image reconstruction based on the hybrid FE-EFG forward model is 2 
close to that of based on the FE forward model. 3 
  
(a) (b) 
Figure 7. Example III: a) The experimental chest phantom. © [2004] IEEE. Reprinted, with permission, from [Isaacson D, Mueller J L, 4 
Newell J C, and Siltanen S,  Reconstructions of chest phantoms by the D-bar method for electrical impedance tomography IEEE Trans. 5 
Med. Imaging. 23 821-2], (b) 328 pixels used in the image reconstruction algorithm. 6 
  
(a) (b) 
Figure 8. Example III: (a) domain discretization for the FE forward solver, (b) domain discretization for the hybrid FE-EFG forward 7 
solver 8 
  
(a) (b) 
Figure 9. Example III: image reconstruction with (a) FE forward solver, (b) hybrid FE-EFG forward 9 
 10 
5. Conclusion  11 
In this paper, a new approach for EIT image reconstruction was proposed, where the forward problem solution 12 
was modified. The hybrid FE-EFG method has been introduced for solving the EIT forward problem based on the 13 
CEM. The proposed method, which requires only a series of nodes in the meshfree region, eases the meshing task 14 
while keeping the accuracy of the traditional FE method. In the hybrid FE-EFG method, the EFG and FE regions 15 
are represented separately. Using the hybrid FE-EFG method, dependency of solution on FE mesh is reduced in 16 
some regions. The performance of the hybrid FE-EFG and FE methods have been validate using analytical 17 
solution and experimental data for 2D homogeneous problems. Image reconstruction for the human chest 18 
experimental phantom is accomplished by using the FE and hybrid FE-EFG forward solvers. The results give a 19 
general overview that the proposed method can introduce an effective numerical solution for EIT forward and 20 
12 
 
inverse problems. The future work will be continued on study of the capabilities of the proposed method in three 1 
dimensions which makes it more practical in medical applications. 2 
 3 
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