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Kapitel 1
Einleitung
Unter dem bis heute ungelo¨sten Umkehrproblem der Galoistheorie versteht man die
Frage, ob es zu jeder endlichen Gruppe G einen Erweiterungsko¨rper K des Ko¨rpers
Q der rationalen Zahlen gibt, so da K=Q galoissch mit zu G isomorpher Galois-
gruppe ist.
Die Frage, die den Ausgangspunkt sowohl fu¨r diese Dissertation als auch schon fu¨r
die Diplomarbeit darstellte, ist eine leicht abgewandelte: Dazu gebe man sich eine
endliche Galoiserweiterung K=k mit Galoisgruppe G und eine endliche Gruppener-
weiterung E von G vor.
Gibt es eine galoissche Erweiterung L=K=k derart, da die Galoisgruppe
von L=k isomorph zu E ist und die galoistheoretische Restriktionsabbil-
dung G(L=k) ! G(K=k) mit dem gegebenen Epimorphismus E ! G
u¨bereinstimmt?
Dies ist { zusammen mit einigen zusa¨tzlichen Forderungen { die galoistheoretische
Interpretation eines Einbettungsproblems.
Konkret wurde in der Diplomarbeit untersucht, ob es ein Lo¨sbarkeitskriterium in
Form einer Normgleichung gibt. Man entscheidet also die Lo¨sbarkeit eines Einbet-
tungsproblems, indem man feststellt, ob ein gewisses Element sich als Norm in der
Erweiterung K=k schreiben la¨t, d.h. ob das Element im Bild der ko¨rpertheoreti-
schen Normabbildung NK=k liegt. Fu¨r zyklische Gruppen G war das bekannt. In
der Diplomarbeit ging es darum, fu¨r abelsche (nicht-zyklische) Gruppen ein solches
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Kriterium zu nden; dies wurde im Fall einer Gruppe G vom Typ Z=2Z Z=2Z
dort angegeben.
Die Aufgabenstellung fu¨r diese Arbeit wurde dahingehend erweitert, da man nicht
nur ein Lo¨sbarkeitskriterium, sondern zusa¨tzlich auch ein Konstruktionsverfahren
fu¨r explizite Lo¨sungsko¨rper erhalten mo¨chte.
Ein Beispiel von Serre aus [Ser 92] soll diese Zielsetzung verdeutlichen. Sei k ein
Ko¨rper der Charakteristik char k 6= 2. Sei L=k eine zyklische Galoiserweiterung vom
Grad 4, d.h.
G(L=k) = Z=4Z:
Die Erweiterung L erha¨lt man durch einen eindeutig bestimmten Turm quadrati-
scher Erweiterungen k  K  L, wobei
K = k(
p
") und L = K(
√
a+ b
p
")
mit " 2 k−k2 und a; b 2 k ist. Im allgemeinen ist L=k allerdings nicht galoissch:
Zum Beispiel sind fu¨r k = Q ; K = Q (
p
2); L = Q ( 4
p
2) die Teil-Erweiterungen L=K
und K=k zwar galoissch, aber L=k ist nicht normal.
Satz 1.1 (Serre)
L=k ist genau dann eine zyklische Galoiserweiterung vom Grad 4, wenn ein c 2 k mit
a2 − "b2 = "c2 existiert.
Beweis:
[Ser 92], Chapter 1.2, Thm. 1.2.1 2
Die zyklischen Ko¨rpererweiterungen vom Grad 4 eines Ko¨rpers der Charakteristik
6= 2 werden also parametrisiert durch die Lo¨sungen ("; a; b; t) der Gleichung
(1.1) a2 − "b2 = "t2
mit t 6= 0 und " kein Quadrat. Diese Gleichung repra¨sentiert eine rationale Varieta¨t:
man kann sie fu¨r " in Abha¨ngigkeit von a; b und t lo¨sen. Man beachte, da die linke
Seite gerade die Norm
3NL=K(a+ b
p
") = a2 − "b2
ist. Wie oben bereits erwa¨hnt wurde, existiert bei zyklischen Galoisgruppen stets
ein Normkriterium.
In dem eben beschriebenen Fall wird also das Hindernis fu¨r die Lo¨sbarkeit eines
vorgegebenen Einbettungsproblems durch eine Varieta¨t beschrieben. Kann man auf
ihr einen rationalen Punkt nden, so ist das Einbettungsproblem lo¨sbar. Zudem {
und das ist der entscheidende Punkt { kann man die gesuchte Ko¨rpererweiterung
mittels dieser Lo¨sung sogar explizit angeben.
Der Ansatz dieser Arbeit bestand darin, dieses Beispiel mit Hilfe der Ergebnisse
der Diplomarbeit auch auf nicht-zyklische Galoiserweiterungen zu verallgemeinern.
Dabei ist die Grundidee, da man Unbestimmte, also transzendente Elemente,
einfu¨hrt, mit deren Hilfe man das gegebene Einbettungsproblem erst einmal ’vir-
tuell’ lo¨st. Man verschiebt das Problem quasi und geht zuna¨chst zu gewissen
Funktionenko¨rpern u¨ber, die die vorteilhafte Eigenschaft besitzen, da u¨ber ih-
nen als Grundko¨rper das Einbettungsproblem lo¨sbar ist. Dafu¨r kommen die so-
genannten Brauerko¨rper in Betracht. Anschlieend konstruiert man einen virtuellen
Lo¨sungsko¨rper.
Fu¨r den na¨chsten Schritt setze man voraus, da das Einbettungsproblem als Lo¨sbar-
keitskriterium eine Normgleichung (etwa von der Form (1.1)) habe, die man als
Varieta¨t deutet. Man schiebt das Problem wieder zuru¨ck, indem man die Un-
bestimmten in dem virtuellen Lo¨sungsko¨rper durch Spezialisierung ersetzt: Man
versucht, Werte fu¨r die Unbestimmten derart zu nden, da die berechnete Va-
rieta¨t einen rationalen Punkt hat. Denn das ist gleichbedeutend mit der Lo¨sbarkeit
des Einbettungsproblems. Diese Spezialisierung u¨bertra¨gt man auf den virtuellen
Lo¨sungsko¨rper und gewinnt auf diese Weise einen expliziten Lo¨sungsko¨rper ohne
Unbestimmte.
Anhand des folgenden Diagramms la¨t sich die Problemstellung verdeutlichen:
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k
K
L
F
KF
LF








G
G(L=k) = E G(KF=F ) = G
G(LF=KF )
G(LF=F )
In der linken Ha¨lfte stehen die expliziten Erweiterungen, rechts die virtuellen. Man
startet also links mit der Erweiterung K=k mit Galoisgruppe G und sucht nach
einer Erweiterung L=K=k, so da G(L=k) isomorph zu der durch das Einbettungs-
problem vorgegebenen Gruppe E ist. Man konstruiert zuna¨chst den Brauerko¨rper
F und beweist, da die Galoisgruppe von KF = FK u¨ber F isomorph zu G ist und
da das Einbettungsproblem u¨ber dem Grundko¨rper F { sozusagen virtuell { lo¨sbar
ist. Durch die Spezialisierung der Unbestimmten in dem virtuellen Lo¨sungsko¨rper
LF , der u¨ber F eine zu E isomorphe Galoisgruppe hat, gewinnt man den expliziten
Lo¨sungsko¨rper L und gelangt somit wieder zuru¨ck in die linke Ha¨lfte des Diagramms.
Der Verlauf der Arbeit soll kurz skizziert werden. Im na¨chsten Kapitel werden
die wichtigsten Grundlagen erkla¨rt, wobei der Schwerpunkt auf kohomologische
Aspekte gesetzt wird, erga¨nzt durch einen Abri u¨ber die Diplomarbeit. Danach
werden Brauerko¨rper deniert und ihr Zusammenhang zu Einbettungsproblemen
dargestellt. Im vierten Kapitel wird das Verfahren theoretisch beschrieben. Im
fu¨nften und letzten Kapitel wird anhand eines Gegenbeispiels zum Hasseschen Nor-
mensatz auf die praktische Umsetzung der Theorie eingegangen und obiges Beispiel
von Serre noch einmal aufgegrien, womit sich der Kreis dieser Arbeit schliet.
5Mein herzlicher Dank gebu¨hrt Herrn Prof. Dr. H. Opolka fu¨r die Betreuung und
den Einsatz an Zeit und Mu¨he. Seine nachhaltige Unterstu¨tzung, seine wissenschaft-
lichen Anregungen und seine fortwa¨hrende Aufgeschlossenheit auftretenden Fragen
gegenu¨ber waren mir eine unscha¨tzbare Hilfe.
6 KAPITEL 1. EINLEITUNG
Kapitel 2
Grundlagen
In diesem Kapitel sollen die grundlegenden Begrie fu¨r diese Arbeit beschrieben
werden. Zuna¨chst werden die Kohomologiegruppen eingefu¨hrt. Es folgen die Deni-
tionen eines (zentralen) Einbettungsproblems und der Brauergruppe eines Ko¨rpers,
deren Zusammenhang anschlieend dargestellt wird. Abgeschlossen wird das Kapitel
mit den Ergebnissen aus der Diplomarbeit.
2.1 Kohomologie
Ein Komplex K = (E; d) ist eine Familie fEn j n 2 Zg von abelschen Gruppen
zusammen mit Homomorphismen dn : En ! En+1, fu¨r die dn+1  dn = 0 gilt, d.h.
Bild dn  Kern dn+1  En+1 fu¨r alle n 2 Z. Die n-te Kohomologiegruppe eines
Komplexes K ist deniert als
Hn(K) := Kern dn = Bild dn−1 (n 2 Z).
Ein Morphimus  : K ! K0 = (E 0; d0) von Komplexen ist ein Funktor von Homo-
morphismen n : En ! E 0n, so da d0n  n = n+1  dn gilt. Begrie wie Kern,
Bild oder exakte Sequenz u¨bertragen sich in natu¨rlicher Weise von der Kategorie
der abelschen Gruppen auf die Kategorie der Komplexe. Es gilt (siehe [P-S 92],
Appendix 1, Ch. 1.4):
(a) Ein Morphismus  : K ! K0 induziert einen Homomorphismus  : Hn(K) !
Hn(K0) (fu¨r alle n 2 Z).
(b) Eine kurze exakte Sequenz von Komplexen
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0 −! K1 1−! K2 2−! K3 −! 0
induziert eine unendlich lange exakte Kohomologiesequenz
: : :
∆n−1−! Hn(K1) 

1−! Hn(K2) 

2−! Hn(K3)
∆n−! Hn+1(K1) 

1−! : : : :
Konstruktion des Verbindungshomomorphismus n
Sei (z) 2 Hn(K3), also z 2 En3 mit dn3 (z) = 0. Die kurze exakte Sequenz liefert
ein y 2 En2 mit n2 (y) = z ist. Es folgt
(n+12  dn2 )(y) = (dn3  n2)(y) = dn3 (z) = 0:
Wegen der Exaktheit bei K2 existiert ein x 2 En+11 mit n+11 (x) = dn2(y) und
(n+21  dn+11 )(x) = (dn+12  n+11 )(x) = (dn+12  dn2 )(y) = 0:
Die Injektivita¨t von n+21 erzwingt d
n+1
1 (x) = 0. Die Klasse (x) 2 Hn+1(K1)
ist unabha¨ngig von der Wahl der x; y und des Repra¨sentanten aus (z). Somit
erha¨lt man einen wohldenierten Homomorphismus
n : Hn(K3) −! Hn+1(K1) : (z) 7−! (x):
(c) n ist funktoriell in dem folgenden Sinn:
Ist das Diagramm
0 −! K1 −! K2 −! K3 −! 0
# # #
0 −! K01 −! K02 −! K03 −! 0
mit exakten Zeilen kommutativ, so ist auch
Hn(K3) ∆
n−! Hn+1(K1)
# #
Hn(K03) ∆
0n−! Hn+1(K01)
kommutativ.
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Sei G eine proendliche Gruppe, d.h. G la¨t sich als projektiver Limes endlicher
Gruppen darstellen. Unter einem (diskreten) G-Modul A versteht man eine abel-
sche Gruppe A, die zugleich als topologischer Raum die diskrete Topologie tra¨gt,
zusammen mit einer stetigen Abbildung
G A −! A : (; a) 7−! a;
der Operation von G auf A, die die Bedingungen
1G a = a; () a =  ( a) und  (a+ b) =  a+  b
fu¨r alle ;  2 G; a; b 2 A erfu¨llt. Ein Morphismus  : A ! B von zwei G-Moduln
A;B ist ein (stetiger) G-Homomorphismus, d.h. es gilt
(a) = (a) ( 2 G; a 2 A),
so da die Menge der G-Moduln eine Kategorie bildet. Der Fixmodul von A unter
der Operation von G ist die Menge AG := fa 2 A j a = a 8  2 Gg. Aus
formalen Gru¨nden wird in diesem Teil die additive Schreibweise von A vorgezogen,
doch in den meisten Anwendungen wird A multiplikativ aufgefat, so da obige
Bedingungen die Gestalt
a1G = a; a = (a ) und (ab) = ab
annehmen. Als Standard-Beispiel sei der Fall erwa¨hnt, da G die Galoisgruppe
G(K=k) einer Ko¨rpererweiterung K=k und A die multiplikative Gruppe K ist.
Dann ist die Operation durch
a := (a) ( 2 G(K=k); a 2 K)
erkla¨rt. Hier ist der Fixmodul AG = k.
Fu¨r eine proendliche Gruppe G und einen G-Modul A heien die Elemente aus
Cn(G; A) := ff : Gn −! A j f stetigg (n 2 N);
C0(G; A) := A
n-Koketten. Bei multiplikativ aufgefatem A schreibt man ha¨ug f1;:::;n statt
f(1; : : : ; n). Durch punktweise U¨bertragung der Addition von A auf C
n(G; A)
werden diese zu abelschen Gruppen. Fu¨r n 2 N0 ist die n-te Korandabbildung
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dn : C
n(G; A) −! Cn+1(G; A) : f 7−! dnf
durch
(dnf)(1; : : : ; n+1) := 1 f(2; : : : ; n+1)
+
n∑
i=1
(−1)i f(1; : : : ; ii+1; : : : ; n+1)(2.1)
+ (−1)n+1 f(1; : : : ; n)
deniert. Es gilt dn+1  dn = 0 fu¨r n 2 N (siehe [A-I 95], Thm. 5.5.1).
Die Familie C(G; A) := fCn(G; A); dng ist ein Komplex, wenn man Cn(G; A) := 0
und dn := 0 fu¨r n = −1;−2; : : : setzt.
Denition 2.1
Sei n 2 N0 . Die n-te Kohomologiegruppe von G mit Koezienten in A wird mit
Hn(G; A) := Hn(C(G; A))
= Kern dn = Bild dn−1
bezeichnet.
Die Elemente aus Zn(G; A) := Kern dn heien n-Kozykeln, jene aus Bn(G; A) :=
Bild dn−1 n-Kora¨nder.
Zwei n-Kozykeln f; f 0 heien kohomolog, wenn ihre A¨quivalenzklassen (f); (f 0) in
Hn(G; A) u¨bereinstimmen. (f) heit die Kozykelklasse von f .
Verwendet man (2.1), so erha¨lt man in den Dimensionen 0; 1 und 2 die folgenden
Kohomologiegruppen { dabei seien ; ;  2 G stets beliebig:
(a) Z0(G; A) = fa 2 C0(G; A) = A j a− a = 0g = AG
B0(G; A) = 0
=) H0(G; A) = AG
(b) Z1(G; A) = f 2 C1(G; A) j () = () + ()g
B1(G; A) = f 2 C1(G; A) j 9 a 2 A : () = a− ag
Operiert G trivial auf A, so ist H1(G; A) = Homcts(G; A) die Menge der stetigen
Gruppenhomomorphismen von G nach A.
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(c) Z2(G; A) = ff 2 C2(G; A) j f(; ) + f(; ) =  f(; ) + f(; )g
B2(G; A) = fg 2 C2(G; A) j 9  2 C1(G; A) : g(; ) =  ()− () + ()g
Ist U  G eine Untergruppe von G und n 2 N0 , so heit die Abbildung
(2.2) resGU : H
n(G; A) −! Hn(U ; A) : (f) 7−! resGU((f)) := ( ~f)
mit ~f(1; : : : ; n) := f jU(1; : : : ; n) die (kohomologische) Restriktion. Ist N  G
ein abgeschlossener Normalteiler von G und bezeichne  das Bild von  unter dem
natu¨rlichen Epimorphismus G ! G=N , so ist
(2.3) inf
G=N
G : H
n(G=N ; AN ) −! Hn(G; A) : (f) 7−! infG=NG ((f)) := ( f)
mit f(1; : : : ; n) := f(1; : : : ; n) die Inflation.
In dem Fall, da G eine endliche Gruppe G ist, lassen sich auch fu¨r negatives n
Kohomologiegruppen
H^n(G;A)
denieren. Diese Tate’schen Kohomologiegruppen sind in den Dimensionen n > 0
identisch mit den oben eingefu¨hrten Hn(G;A). Fu¨r n = 0 ist B0(G;A) = NG(A),
wobei d−1 der Normabbildung NG : A! A : a 7! ∑2G a entspricht, so da
H^0(G;A) = AG=NG(A)
ist (siehe auch [P-S 92], Chap. 2.3.8). Ist K=k eine endliche Ko¨rpererweiterung mit
Galoisgruppe G, so wird NG zur ko¨rpertheoretischen Normabbildung
NK=k : K −! k : x 7−!
∏
2G
(x):
Von Bedeutung ist der folgende
Satz 2.2 (Hilbert 90)
Sei k ein Ko¨rper und K=k eine endliche Galoiserweiterung mit Galoisgruppe G =
G(K=k). Dann ist
H1(G;K) = 1:
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Beweis:
Sei  2 Z1(G;K) beliebig. Nach einem Satz von E. Artin (siehe [Lor 92], x12, Satz
20) sind die k-Automorphismen  2 G linear unabha¨ngig u¨ber K. Daher existiert
ein  2 K, so da
 :=
∑
2G
 

ungleich Null ist. Fu¨r alle  2 G gilt
 =
∑
2G
 (
 ) =
∑
2G

−1
 
 = −1
∑
2G
 
 = −1 ;
so da mit c := −1
 =
c
c
( 2 G)
folgt. Also liegt  bereits in B1(G;K). 2
Durch U¨bergang zum induktiven Limes stellt man fest, da Hilbert 90 auch fu¨r be-
liebige (unendliche) Galoiserweiterungen K=k gilt (siehe [Lor 93], Satz 8.1.6). Insbe-
sondere ist fu¨r die absolute Galoisgruppe Gk = G(k=k) eines separabel-algebraischen
Abschlusses k u¨ber k
(2.4) H1(Gk; k) = 1:
Die Kohomologie-Theorie proendlicher Gruppen G la¨t sich in den Dimensionen 0
und 1 auf nicht-abelsche Koezientengruppen ausdehnen. Eine G-Menge A ist ein
diskreter topologischer Raum, auf dem G stetig operiert, und man deniert
H0(G; A) := AG:
Ist A eine (multiplikativ geschriebene, nicht-abelsche) G-Gruppe, d.h. eine Gruppe
mit einer G-Operation, so ist ein 1-Kozykel auf G mit Werten in A eine stetige
Abbildung  : G ! A :  7!  mit
(2.5)  =  

 (;  2 G).
Zwei 1-Kozykeln ; 0 sind kohomolog, wenn ein a 2 A mit
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(2.6) 0 = a
−1  a ( 2 G)
existiert. Die erste Kohomologiemenge H1(G; A) von G mit Werten in A ist die Menge
der A¨quivalenzklassen. Im allgemeinen ist also H1(G; A) fu¨r eine nicht-abelsche G-
Gruppe A keine Gruppe, sondern lediglich eine Menge mit einem ausgezeichneten
Element, na¨mlich der A¨quivalenzklasse von  : G ! A :  7!  := 1.
Unter einer exakten Sequenz von Mengen mit ausgezeichnetem Element versteht man
eine Folge von Mengenabbildungen, bei denen jeweils das ausgezeichnete Element auf
das ausgezeichnete Element abgebildet wird und das Bild einer Abbildung mit dem
Urbild des ausgezeichneten Elementes der nachfolgenden Abbildung u¨bereinstimmt.
Die Denition der Korandabbildungen dn und der Verbindungshomomorphismen 
n
verlaufen fu¨r n = 0; 1 analog der abelschen Kohomologie. Explizit ist
(d0a)() = a
−1a (a 2 A;  2 G)
und
(d1)(; ) = 


−1
 (() 2 H1(G; A); ;  2 G):
Eine weitere Verallgemeinerung des vorstehenden Satzes 2.2 erha¨lt man nun (siehe
[Ser 95], Chap. X, x1, Prop. 3), indem man K durch die Gruppe GLm(K) der in-
vertierbaren mm-Matrizen mit Eintra¨gen ausK ersetzt, wobeiG koezientenweise
auf den Elementen aus GLm(K) operiert, d.h. a
 = (aij)

i;j=1;:::;m := (a

ij)i;j=1;:::;m
fu¨r a 2 GLm(K);  2 G:
(2.7) H1(G;GLm(K)) = 1:
2.2 Einbettungsprobleme
Es sei
1 −! A i−! E −! G 1−! ()
eine kurze exakte Sequenz von endlichen Gruppen, wobei A als abelsch vorausgesetzt
sei. Mit anderen Worten ist () eine Gruppenerweiterung von G mit abelschem Kern
A. Durch () wird eine wohldenierte Operation von G auf A
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a :=  a −1 := i−1(~ i(a) ~−1)
fu¨r  2 G; a 2 A induziert, wobei f~ j  2 Gg ein festes Repra¨sentantensystem von
G in E ist.
Denition 2.3
Sei G eine proendliche Gruppe und ’ : G ! G ein surjektiver Homomorphismus. Ein
Einbettungsproblem E(G; ’; ()) fu¨r G wird durch das folgende Diagramm beschrieben:
(2.8)
1 - A -
i
E -
pi
G - 1 ()
G
?
ϕ
 
 
 
	
ψ
Gesucht ist dann ein (surjektiver) Homomorphismus  : G ! E, der das Diagramm
kommutativ erga¨nzt, fu¨r den also gilt:   = ’. Eine Lo¨sung  von E(G; ’; ()) heit
eigentlich, wenn  surjektiv ist.
Ist A abelsch und operiert G trivial auf A, so heit E(G; ’; ()) ein zentrales Einbet-
tungsproblem.
In der Ko¨rper- und Galoistheorie la¨t sich das Problem folgendermaen kon-
kretisieren: Sei k ein Ko¨rper mit separabel-algebraischem Abschlu k. Fu¨r G
nehme man die absolute Galoisgruppe G = G(k=k) von k, welche eine proendli-
che Gruppe ist. Weiter sei K=k eine endliche Galoiserweiterung mit Galoisgruppe
G = G(K=k) = G=Kern’. Dabei ist ’ : G ! G die kanonische Projektion, die
durch Einschra¨nkung des k-Automorphismus von k auf K entsteht. Dann ist das
Einbettungsproblem (2.8), also die Suche nach einem surjektiven Homomorphismus
 : G ! E, gleichbedeutend mit der Suche nach einem Erweiterungsko¨rper L=K=k
mit G(L=k) = E derart, da die kanonische Projektion
G(L=k) −! G(K=k)
nach Identizierung von G(L=k) bzw. G(K=k) mit E bzw. G mit
 : E −! G
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zusammenfa¨llt. Nach einem Satz von Ikeda (siehe [Ike 60]) gilt u¨ber einem alge-
braischen Zahlko¨rper k stets: Ist das Einbettungsproblem lo¨sbar, so ist es bereits
eigentlich lo¨sbar.
Sei
1 −! A i−! E −! G −! 1 ()
eine Erweiterung proendlicher Gruppen mit endlichem abelschen Kern A. Zwei
solche Erweiterungen
1 −! A i−! E −! G −! 1 ()
und
1 −! A i0−! E 0 0−! G −! 1 ()0
heien isomorph, wenn es einen Isomorphismus  : E ! E 0 gibt, so da das Dia-
gramm
1 −! A i−! E −! G −! 1
jj
y jj
1 −! A i0−! E 0 0−! G −! 1
kommutativ ist.
Satz 2.4
Es gibt eine Bijektion zwischen den Isomorphieklassen [()] von Gruppenerweiterungen
von G mit abelschem Kern A und den 2-Kozykelklassen von H2(G;A).
Beweis:
Zu () existiert ein stetiger Schnitt u : G ! E :  7! u, d.h. es gilt   u = idG,
aber u ist i. a. kein Homomorphismus (siehe auch [Shz 72], Chap. 1, Thm. 3). Die
stetige Funktion
(2.9) f : GG −! E : (; ) 7−! f; := uuu−1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ist wegen (f; ) = 1 fu¨r alle ;  2 G und d2f = 1 bereits ein 2-Kozykel von G
mit Koezienten in A (hier multiplikativ aufgefat). f ist bis auf kohomologische
A¨quivalenz unabha¨ngig von der Wahl des Repra¨sentanten aus [()] und der Wahl
von u.
Die Umkehrabbildung wird wie folgt konstruiert: Ist f 2 Z2(G;A) gegeben, so ist
E := AG mit der Multiplikation
(2.10) (a; ) (b; ) := (abf; ; )
eine Gruppe, deren Einselement (f−11;1 ; 1) ist. Die Homomorphismen i : A ! E :
a 7! (f−11;1a; 1) und  : E ! G : (a; ) 7!  induzieren eine Gruppenerweiterung
1 −! A i−! E −! G −! 1:
Ein anderer Repra¨sentant aus (f) fu¨hrt zu einer isomorphen Erweiterung. 2
In diesem Sinn spricht man also von einem 2-Kozykel f , der zu einer Gruppenerwei-
terung () korrespondiert, oder umgekehrt. Die Isomorphieklasse einer zerfallenden
Gruppenerweiterung () , d.h. der zu () geho¨rende stetige Schnitt u ist bereits
ein Homomorphismus, wird unter der Bijektion aus Satz 2.4 auf das Einselement
B2(G;A) aus H2(G;A) abgebildet.
Da es tatsa¨chlich sinnvoll war, die Kohomologie fu¨r proendliche Gruppen ein-
zufu¨hren, zeigt das folgende Lo¨sbarkeitskriterium von Hoechsmann fu¨r ein Ein-
bettungsproblem der Form (2.8). Vermo¨ge ’ operiert G ebenfalls auf A: a := a’()
fu¨r alle a 2 A;  2 G. Fu¨r den Kern G0 von ’, welcher ein abgeschlossener Normal-
teiler von G ist, gilt G=G0 = G und AG0 = A. Sei inf = infGG die Inflationsabbildung
aus (2.3).
Satz 2.5 (Hoechsmann)
Sei (f) 2 H2(G;A) die zu [()] korrespondierende 2-Kozykelklasse. Das Einbettungs-
problem E(G; ’; ()) aus (2.8) ist genau dann lo¨sbar, wenn inf((f)) = 1 2 H2(G; A)
ist.
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Beweis:
Es bezeichne EG G := f(e; ) 2 EG j (e) = ’()g das Faserprodukt von E und
G u¨ber G. In dem Diagramm
(2.11)
1 - A -
i
E -
pi
G - 1 ()
1 - A -
iˆ
E G G -pr2 G - 1 ()
?
pr1
?
ϕ
 
 
 
	
ψ
mit den natu¨rlichen Projektionen pr1; pr2 und i^(a) := (i(a); 1G) ist die obere ex-
akte Sequenz () eine Gruppenerweiterung von G mit abelschem Kern A, zu der
die 2-Kozykelklasse inf((f)) 2 H2(G; A) geho¨rt. Die Lo¨sbarkeit des Einbettungs-
problems (2.8) ist also gleichwertig mit dem Zerfall von () in (2.11), was gerade
inf((f)) = 1 2 H2(G; A) bedeutet. (Siehe [Hoe 68], Abschnitt 1.1.) 2
2.3 Die Brauergruppe
Sei k ein Ko¨rper. Eine k-Algebra A ist zentral-einfach, wenn A einfach, zentral
und endlichdimensional u¨ber k ist. Die Brauergruppe Br(k) von k besteht aus den
A¨hnlichkeitsklassen [A] zentral-einfacher k-Algebren A. Dabei heien zwei zentral-
einfache k-Algebren A;B a¨hnlich (in Zeichen: A  B), wenn es r; s 2 N mit
A⊗k Mr(k) = B ⊗k Ms(k)
gibt, wobei Mr(k) den Ring der r  r-Matrizen mit Koezienten aus k bezeichnet.
Die auf dem Tensorprodukt basierende Verknu¨pfung
[A] [B] := [A⊗k B]
macht Br(k) zu einer abelschen Gruppe. Ist K=k eine Ko¨rpererweiterung, so heit
der Kern der (algebrentheoretischen) Restriktion
(2.12) resK=k : Br(k) −! Br(K) : [A] 7−! [A⊗k K]
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die relative Brauergruppe Br(K=k) von k bezu¨glich K. Fu¨r zentral-einfache k-
Algebren aus [A] 2 Br(K=k) ist K ein Zerfa¨llungsko¨rper. Es gilt Br(k) =⋃
K Br(K=k), wobei K die endlichen Galoiserweiterungen von k in k durchla¨uft.
Sei K=k eine endliche Galoiserweiterung vom Grad n = (K : k) mit Galoisgruppe
G = G(K=k). Sei f : G  G ! K ein 2-Kozykel. Das verschra¨nkte Produkt von
K und G bezu¨glich f ist der n2-dimensionale k-Vektorraum
(K;G; f) :=
⊕
2G
K u
mit formalen Symbolen u, auf dem man eine Multiplikation
(
∑
2G
u)(
∑
2G
u) :=
∑
;2G


 f;u (;  2 K)
deniert. (K;G; f) ist eine zentral-einfache k-Algebra, die u¨ber K zerfa¨llt (siehe
[Ker 90], Kap. III, Satz 13.4). Die Konstruktion des verschra¨nkten Produktes legt
das Fundament fu¨r den folgenden
Satz 2.6
Sei K=k eine endliche Galoiserweiterung mit G = G(K=k). Dann ist die Abbildung
H2(G;K)
=−! Br(K=k) : (f) 7−! [(K;G; f)]
ein Gruppenisomorphismus. Ist G = G(k=k) die absolute Galoisgruppe von k, so folgt
durch den U¨bergang zum induktiven Limes
H2(G; k) = Br(k):
Beweis:
Siehe [Ker 90], Kap. III, Thm. 14.3; [Lor 90], x30*, Bemerkung zu F4. 2
Unter bestimmten Voraussetzungen kann man die Lo¨sbarkeit eines Einbettungspro-
blems an dem Zerfall einer gewissen zentral-einfachen k-Algebra festmachen. Sei
dazu k ein algebraischer Zahlko¨rper, der die Gruppe p der p-ten Einheitswurzeln
fu¨r ein p 2 N enthalte. Sei K=k eine endliche Galoiserweiterung mit G = G(K=k).
Dann operiert G trivial auf A = p. In dem zentralen Einbettungsproblem
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(2.13)
1 - p
-
i
E -
pi
G - 1 ()
G
?
ϕ
 
 
 
	
ψ
fu¨r eine endliche Gruppe E gehe f 2 Z2(G; p) im Sinne von Satz 2.4 mit () einher.
Satz 2.7
Das zentrale Einbettungsproblem E(G; ’; ()) aus (2.13) ist genau dann lo¨sbar, wenn
das verschra¨nkte Produkt (K;G; f) bereits u¨ber k zerfa¨llt.
Beweis:
Der Homomorphismus in der unteren Zeile des kommutativen Diagrammes
(2.14)
H2(G; p)


- H2(G; k) = Br(k).
inf
?
inf
  
?
  
?
H2(G; p)
- H2(G;K) = Br(K=k)
stammt aus der langen exakten Kohomologiesequenz, die durch die exakte Kummer-
Sequenz
1 7−! p −! k
p−! k −! 1
induziert wird, wobei die Abbildung p fu¨r das Potenzieren x 7! xp steht. Seine
Injektivita¨t folgt aus Gleichung (2.4) (Hilbert 90). Es gilt:
E(G; ’; ()) ist lo¨sbar () inf((f)) = 1 2 H2(G; p)
() inf((f)) = 1 2 H2(G; k)
() [Ainf((f))] = 1 2 Br(k);
wobei Ainf((f)) eine zentral-einfache k-Algebra sei, die das Bild von inf((f)) unter dem
Isomorphismus H2(G; k) =! Br(k) repra¨sentiert. Andererseits wird (f) 2 H2(G; p)
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auf [(K;G; f)] 2 Br(K=k)  Br(k) abgebildet, so da aufgrund der Kommutativita¨t
von (2.14)
Ainf((f))  (K;G; f)
ist. Somit gilt:
E(G; ’; ()) ist lo¨sbar () [(K;G; f)] = 1 2 Br(k);
d.h. (K;G; f) zerfa¨llt bereits u¨ber k. 2
2.4 Ergebnisse der Diplomarbeit
Im Fall eines zentralen Einbettungsproblems der Form (2.13) kann man folgende
Existenzaussage treen: Zu der dem Hindernis inf((f)) 2 H2(G; p) entsprechenden
Algebrenklasse [A] 2 Br(k)p existieren a; b 2 k mit Ap(a; b)  A; dabei ist
Ap(a; b) :=
p−1⊕
i;j=0
kuivj mit up = a; vp = b; vu = puv
die Normrestalgebra zu a; b und einer primitiven p-ten Einheitswurzel p, die bereits
im Zahlko¨rper k liegt. u; v sind formale Symbole, die den obigen Relationen gehor-
chen. Ap(a; b) zerfa¨llt genau dann u¨ber k, wenn b eine Norm in k(
p
p
a) ist (siehe
[Ker 90], Kap. IV, Satz 17.4).
Das folgende Ergebnis benutzt zum einen den Satz von Albert-Hasse-Brauer-
Noether, der ein Lokal-Global-Prinzip fu¨r zentral-einfache k-Algebren u¨ber einem
algebraischen Zahlko¨rper k beschreibt: Eine zentral-einfache k-Algebra zerfa¨llt ge-
nau dann u¨ber k, wenn sie u¨berall lokal, d.h. u¨ber allen Komplettierungen k
p
,
zerfa¨llt. Zum anderen fliet der Satz von Grunwald-Hasse-Wang ein, der im
wesentlichen besagt, da { bis auf einen Ausnahmefall, den sogenannten speziellen
Fall { fu¨r eine endliche Primstellenmenge S und vorgegebene Galoiserweiterungen
K
p
=k
p
(p 2 S) stets eine globale Erweiterung K=k existiert, deren Komplettierung
bezu¨glich aller p 2 S gerade der vorgegebene Ko¨rper K
p
ist.
Satz 2.8
Sei E ein zentrales Einbettungsproblem wie in (2.13) u¨ber einem algebraischen Zahlko¨rper
k mit p  k. Dann gibt es ein zentrales Einbettungsproblem ~E , zu dessen Hindernis
inf(( ~f)) die Normrestalgebra Ap(a; b) mit a; b 2 k geho¨rt, so da gilt:
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E ist lo¨sbar () ~E ist lo¨sbar
() b ist eine Norm in k( ppa)=k:
Beweis:
Siehe [Som 96], Satz 8.10. 2
Wie man hier im allgemeinen zu konkreten Normkriterien kommt, ist allerdings un-
klar. Lediglich im Fall einer zyklischen Gruppe G ist dies bekannt, da es fu¨r den
Zerfall einer zyklischen Algebra stets ein Normkriterium gibt (siehe [Som 96], Kap.
7, Satz 7.3 und Kor. 7.4). Mit der Fragestellung, ob es derartige Lo¨sbarkeitskriterien
in Form von Normgleichungen auch im (nicht-zyklischen) abelschen Fall gibt, habe
ich mich im Rahmen meiner Diplomarbeit [Som 96] befat, in der ich fu¨r zentrale
Einbettungsprobleme Lo¨sbarkeitskriterien suchte. Ein Beispiel daraus, auf das im
Verlauf dieser Arbeit noch zuru¨ckgekommen wird, mo¨ge die Dinge verdeutlichen.
Sei k = Q und K = Q(
p
a;
p
b) mit a; b 2 Q , derart da G = G(K=k) isomorph
zur Kleinschen Vierergruppe V4 = Z=2Z Z=2Z ist. Sei G = G(Q =Q) die absolute
Galoisgruppe von Q . Es sei p = 2, d.h. 2 = −1. Die Normrestalgebra A−1(a; b)
wird kurz (a; b) geschrieben und Quaternionenalgebra genannt. Es bezeichne D4 die
Diedergruppe der Ordnung 8. Dann la¨t sich die Frage, ob das zentrale Einbettungs-
problem
(2.15)
1 - 2
- D4
-
pi
G - 1 ()
G
?
ϕ
 
 
 
	
ψ
eine Lo¨sung besitzt, darauf zuru¨ckfu¨hren, ob die Normgleichung N
Q(
p
a)=Q(x +
y
p
a) = b, d.h.
(2.16) x2 − ay2 = b
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fu¨r gewisse x; y 2 Q lo¨sbar ist. Abschlieend sei bemerkt, da die Rollen von a und
b natu¨rlich vertauschbar sind: Ist (2.16) lo¨sbar, so ist auch
(2.17) x02 − by02 = a
mit x0 = xy−1 und y0 = y−1 lo¨sbar und umgekehrt; dabei ist y 6= 0, sonst wa¨re
x2 = b und damit
p
b 2 Q .
Zu der Gruppenerweiterung () geho¨rt der folgende 2-Kozykel f : GG! 2:
(2.18)
f; id   
id 1 1 1 1
 1 1 −1 −1
 1 1 1 1
 1 1 −1 −1
Dabei durchla¨uft  die Zeilen und  die Spalten; es ist etwa f; = −1, wa¨hrend
f; = 1 ist.
Siehe auch [Som 96], Kap. 8, Bsp. 3.
Kapitel 3
Brauerko¨rper
In diesem Kapitel wird basierend auf einer Arbeit von Roquette ([Roq 63]) die
Konstruktion eines gewissen Funktionenko¨rpers beschrieben. Dieser sogenannte
Brauerko¨rper ist Zerfa¨llungsko¨rper einer zentral-einfachen k-Algebra, die durch
einen 2-Kozykel u¨ber die Bildung des verschra¨nkten Produkts gewonnen wird. Im
Hinblick auf ein gegebenes zentrales Einbettungsproblem, bei dem dieser 2-Kozykel
zu der Gruppenerweiterung korrespondiert, erha¨lt man also in Form des Brau-
erko¨rpers einen virtuellen Grundko¨rper, u¨ber dem das Einbettungsproblem lo¨sbar
ist.
3.1 Gruppentheoretische Betrachtungen
Sei G eine (endliche) Gruppe. Vorgelegt sei eine kurze exakte Sequenz
(3.1) 1 −! C −! A −! B −! 1
von (nicht notwendigerweise abelschen) Gruppen mit G-Operation, stets als Potenz
geschrieben. Dabei liege C im Zentrum von A. Dies induziert eine im Sinne der
nicht-abelschen Kohomologie exakte Sequenz
(3.2) H1(G;A) −! H1(G;B) −! H2(G;C):
Die zerfallende Erweiterung A := fa j a 2 A;  2 Gg von A mit G (oder auch das
semidirekte Produkt von A und G bezu¨glich der betrachteten Operation von G auf
A) ist mit der Verknu¨pfung
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(3.3) (a) (a0) := (aa0)() (a; a0 2 A; ;  2 G)
eine Gruppe, die A { identiziert mit A 1G { als Normalteiler und G { identiziert
mit 1AG { als Untergruppe entha¨lt. Es ist (als Mengen)
(3.4) G \ A = 1 und AG = A:
Die 1-Kozykelklassen1 (b) 2 H1(G;B) liefern eine Beschreibung einer gewissen
Klasse von Untergruppen von A. Sind na¨mlich a 2 A Urbilder der b, so ist
U := fca j c 2 C;  2 Gg eine Untergruppe von A mit den Eigenschaften
(3.5) U \A = C und AU = A;
deren Faktorgruppe U=C natu¨rlich isomorph zu A=A = G ist. Ist umgekehrt eine
Untergruppe U  A mit den Eigenschaften (3.5) gegeben, so kann man zu jedem
 2 G ein modulo C eindeutig bestimmtes u 2 U mit u   mod A nden. Zu
jedem dieser u wiederum gibt es ein modulo C eindeutig bestimmtes a 2 A mit
u = a, so da die Bilder b der a in B wegen B = A=C eindeutig bestimmt
sind. Die 1-Kozykel-Eigenschaft der b folgt sofort aus (3.3).
Zwei Untergruppen U;U 0 mit den Eigenschaften (3.5) sind wegen
a(a)a
−1 = (aaa−) (a 2 A;  2 G)
genau dann A-konjugiert zueinander, d.h. aUa−1 = U 0 fu¨r ein a 2 A, wenn fu¨r die
entsprechenden 1-Kozykel b; b
0

b0 = bbb
− = (b−1)−1b(b−1) ( 2 G)
kohomologische A¨quivalenz vorliegt (siehe (2.6)), wobei b 2 B das Bild von a sei.
Jede Untergruppe U mit (3.5) deniert zugleich eine Gruppenerweiterung von G mit
C und somit einen 2-Kozykel
(3.6) c; := uuu
−1
 (;  2 G)
von G mit Werten in C, wobei u (analog u ; u ) ein Urbild von  2 G unter
U ! G ist. Zwei Untergruppen U;U 0 mit (3.5) sind von demselben Erweiterungstyp,
1In diesem Kapitel bezeichne (fσ1,...,σn) stets eine n-Kozykelklasse und fσ1,...,σn die Werte in
dem jeweiligen G-Modul bzw. der jeweiligen G-Gruppe.
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wenn ihre entsprechenden 2-Kozykeln c; ; c
0
; kohomolog sind. Schreibt man u
wieder in der Form a fu¨r ein a 2 A, so folgt aus (a) (a) = c; (a) nach
(3.3)
(3.7) c; = aa

 a
−1
 (;  2 G),
d.h. (c; ) 2 H2(G;C) ist das Bild von (b) 2 H1(G;B). Bewiesen ist somit:
Feststellung 3.1
Deutet man die 1-Kozykelklassen (b) 2 H1(G;B) als die Klassen von A-konjugierten
Untergruppen U  A mit den Eigenschaften
U \ A = C und AU = A
und deutet man die 2-Kozykelklassen (c; ) 2 H2(G;C) als die Erweiterungstypen die-
ser U (als Gruppenerweiterungen von G mit C), so ordnet die Abbildung H1(G;B) !
H2(G;C) jeder A-Konjugationsklasse von Untergruppen U den entsprechenden Erwei-
terungstyp zu, d.h.
(b) 7−! (c; ): 2
Das Bild von H1(G;B) ! H2(G;C) besteht also aus genau denjenigen 2-
Kozykelklassen, deren Erweiterungstyp durch eine Untergruppe U  A mit (3.5)
realisiert werden kann.
Korollar 3.2
Die Abbildung H1(G;B) ! H2(G;C) ist genau dann injektiv, wenn zwei beliebige Un-
tergruppen, die die Bedingungen (3.5) erfu¨llen und zugleich denselben Erweiterungstyp
haben, stets A-konjugiert sind. 2
3.2 Die Abbildung H1(G,PGLm(K)) −! H2(G,K)
Es sei G die Galoisgruppe G(K=k) einer endlichen Erweiterung K=k vom Grad
n = (K : k). Sei m 2 N . Man setze nun
C = K; A = GLm(K) und B = PGLm(K):
26 KAPITEL 3. BRAUERKO¨RPER
Dabei ist PGLm(K) = GLm(K)=K
 die projektive lineare Gruppe von K, deren
G-Operation durch die koezientenweise Operation von G auf die Matrizen aus
GLm(K) induziert wird. Die kurze exakte Sequenz
(3.8) 1 −! K −! GLm(K) −! PGLm(K) −! 1
induziert eine lange exakte Kohomologiesequenz
(3.9) 1
(2:7)
= H1(G;GLm(K)) −! H1(G;PGLm(K)) ∆
2−! H2(G;K)
im Sinne der nicht-abelschen Kohomologie.
Zuna¨chst soll die zerfallende Erweiterung GLm(K) von GLm(K) mit G als eine Un-
tergruppe des Endomorphismenringes eines K-Vektorraums charakterisiert werden.
Sei dazu V einK-Vektorraum der Dimensionmmit K-Basis v1; : : : ; vm. Eine Matrix
a = (aij)i;j=1;:::;m 2 GLm(K) ist wie u¨blich durch lineares Fortsetzen von
(3.10) a : vj 7−!
m∑
i=1
aijvi (j = 1; : : : ; m)
eine K-lineare Abbildung. Auf diese Weise identiziert man GLm(K) mit der
Gruppe aller K-Automorphismen von V . Betrachtet man V als k-Vektorraum,
so da V von den Elementen cvj; c 2 K aufgespannt wird, so ist GLm(K) eine
Untergruppe des Ringes Endk(V ) aller k-Endomorphismen von V .
G la¨t sich ebenfalls als Untergruppe von Endk(V ) auassen, indem man ein  2 G
als die lineare Fortsetzung von
(3.11)  : c vj 7−! cvj (c 2 K; j = 1; : : : ; m)
auf V begreift. Somit gilt in Endk(V )
(3.12) a−1 = a ( 2 G; a 2 GLm(K)):
Da kein  2 G;  6= id K-linear ist, folgt G \ GLm(K) = 1, so da insgesamt
bewiesen ist:
Lemma 3.3
Sei V ein K-Vektorraum der Dimension m. Dann ist die zerfallende Erweite-
rung GLm(K) von GLm(K) mit G identizierbar mit einer Untergruppe des Ringes
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Endk(V ) der k-Endomorphismen von V derart, da GLm(K) die volle Gruppe der K-
Automorphismen von V ist. 2
Um die Abbildung H1(G;PGLm(K)) ! H2(G;K) zu untersuchen, mu man die
Untergruppen
U  GLm(K)
studieren, die den Relationen (3.5)
(3.13) U \GLm(K) = K und GLm(K) U = GLm(K)
genu¨gen. Mit Blick auf (3.6) und (3.12) erkennt man die Struktur des von U er-
zeugten Teilringes [U ] in Endk(V ):
(3.14) u u = c; u und u c = c
 u (c 2 K; ;  2 G):
[U ] ist also gerade das verschra¨nkte Produkt (K;G; c; ), wobei die Klasse des 2-
Kozykels c; in H
2(G;K) den Erweiterungstyp von U als Gruppenerweiterung von
G mit K bestimmt.
Der von U 0 erzeugte Teilring [U 0] einer Untergruppe U 0, die (3.13) erfu¨llt und von
demselben Erweiterungstyp wie U ist (d.h. der entsprechende 2-Kozykel c0; ist
kohomolog zu c; ) ist isomorph zu [U ]. Nach dem Satz von Skolem-Noether (siehe
[Ker 90], Kap. II, Satz 8.2) wird dieser Isomorphismus  : [U ] ! [U 0] durch einen
inneren Automorphismus aus Endk(V ) gegeben, d.h. es gibt ein a 2 Endk(V ) mit
(u) = aua−1. Da a invertierbar ist, liegt a nach Lemma 3.3 in GLm(K). Weil 
U in U 0 u¨berfu¨hrt, gilt:
Feststellung 3.4
Sind U;U 0 zwei Untergruppen von GLm(K) mit (3.13) und von demselben Erweite-
rungstyp (c; ) 2 H2(G;K), so sind sie GLm(K)-konjugiert. 2
Aus Korollar 3.2 folgt:
Korollar 3.5
Die Abbildung H1(G;PGLm(K)) ! H2(G;K) ist injektiv. 2
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Zum Abschlu dieses Abschnittes wird noch das Bild von H1(G;PGLm(K)) !
H2(G;K) bestimmt. Ein beliebiges Element (c; ) 2 H2(G;K) liegt na¨mlich
genau dann im Bild, wenn es zu dem verschra¨nkten Produkt (K;G; c;) einen Dar-
stellungsmodul V der K-Dimension m gibt. Letzteres bedeutet, da es einen K-
Vektorraum V mit dimK V = m derart gibt, da man (K;G; c; ) als Teilring von
Endk(V ) realisieren kann. Mit anderen Worten: V ist ein (K;G; c;)-Modul.
Sei A eine zentral-einfache k-Algebra und D der bis auf k-Isomorphie eindeutig
bestimmte Schiefko¨rper mit Zentrum k und A  D. Man deniert den Schurindex
von A als
s(A) := s([A]) :=
√
dimk D:
Dieser ist stets ein Teiler des (reduzierten) Grades
p
dimk A von A und genau dann
gleich dem Grad von A, wenn A ein Schiefko¨rper ist. Der Schurindex eines 2-
Kozykels c; von G mit Werten in K
 ist durch den Schurindex des zugeho¨rigen
verschra¨nkten Produktes erkla¨rt:
s(c; ) := s((K;G; c;)):
Nun gibt es zu (K;G; c;) genau dann einen Darstellungsmodul der K-Dimension
m, wenn s(c; ) ein Teiler von m ist ([Roq 63], x3, Prop. 5). Somit gilt:
Satz 3.6
Ein Element (c; ) 2 H2(G;K) ist genau dann im Bild der injektiven Abbildung
H1(G;PGLm(K)) ! H2(G;K) enthalten, wenn sein Schurindex s(c; ) ein Teiler
von m ist. 2
In [Roq 63] wird aber kein eektives Verfahren zur Bestimmung eines Urbildes {
wenn es denn existiert { angegeben. Wie man spa¨ter sehen wird (siehe Beweis von
Satz 3.16), ist dies aber no¨tig und beruht auf der folgenden U¨berlegung.
Der Schurindex einer zentral-einfachen Algebra ist stets Teiler des Grades eines
Zerfa¨llungsko¨rpers der Algebra u¨ber dem Grundko¨rper, sofern der Grad endlich
ist (siehe [Lor 90], x29, Satz 19). Da K Zerfa¨llungsko¨rper fu¨r jedes Element aus
H2(G;K) = Br(K=k) ist, gilt:
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Korollar 3.7
Sei m ein Vielfaches von n = (K : k). Dann ist H1(G;PGLm(K)) ! H2(G;K) eine
Bijektion. 2
Man kann also zu jedem beliebigen (c; ) 2 H2(G;K) stets ein m nden, so da es
ein (b) 2 H1(G;PGLm(K)) mit
c; = bb

 b
−1
 (;  2 G)
gibt. Solch ein m ist im allgemeinen zwar nicht minimal, aber es hat den Vorteil,
da man explizit Elemente a 2 GLm(K) berechnen kann, fu¨r die
c; = aa

 a
−1
 (;  2 G)
gilt und deren Bilder b in PGLm(K) die 1-Kozykelklasse (b) mit (b) 7! (c; )
denieren. Die Konstruktion dieser a wird in Abschnitt 4.1 erla¨utert.
3.3 Galoistheoretische Anwendung
In diesem Abschnitt werden die gruppentheoretischen Betrachtungen aus Abschnitt
3.1 im Sinne der Galoistheorie gedeutet. Es sei
K=k eine endliche Galoiserweiterung;
n = (K : k) der Grad von K=k;
G = G(K=k) die Galoisgruppe von K=k;
E=k eine beliebige, zu K linear disjunkte Erweiterung;
E = EK das ko¨rpertheoretische Kompositum von E und K (in einem fest
gewa¨hlten algebraischen Abschlu);
G(E=E) = G die { nach dem Translationssatz der Galoistheorie { zu G iso-
morphe Galoisgruppe von E=E;
Ω die Automorphismengruppe von E=K;
Ω die Automorphismengruppe von E=k.
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k
K
E
E




G
G(E=E)
Ω
Ω
G operiert auf Ω wegen Ω−1 = Ω durch Konjugation ! := !−1 fu¨r  2 G; ! 2
Ω. Jedes ! 2 Ω induziert durch Einschra¨nkung auf K ein  2 G. Da ! := !−1 K
x la¨t und somit in Ω liegt, ist ! = ! 2 ΩG. Wegen Ω \G = 1 gilt:
Feststellung 3.8
Die Automorphismengruppe Ω von E=k ist gerade die zerfallende Erweiterung Ω = ΩG
von Ω mit G. 2
Von Interesse sind nun die Teilko¨rper F  E mit
(3.15) FK = E und F \K = k:
Die Galoisgruppe H := G(E=F ) ist nach dem Translationssatz isomorph zu
G(K=(F \ K)) = G(K=k) = G, d.h. es ist ΩH=Ω = ΩG=Ω, also ΩH = ΩG.
Somit ist
(3.16) Ω \H = 1 und ΩH = Ω:
Ist umgekehrt H eine Untergruppe von Ω, die den Bedingungen (3.16) genu¨gt, so
ist H = Ω=Ω = G und damit endlich. Bezeichnet F den Fixko¨rper von E unter H ,
so folgt (3.15) fu¨r F aus (3.16) mittels der Galoistheorie.
Feststellung 3.9
Es gibt eine Bijektion zwischen den Teilko¨rpern F  E mit den Eigenschaften (3.15)
und den Untergruppen H  Ω mit den Eigenschaften (3.16), wobei H = G(E=F ) ist.
2
Zwei Ko¨rper F; F 0 mit (3.15) sind u¨ber k linear disjunkt zu K, so da jeder k-
Isomorphismus F ! F 0 in eindeutiger Weise zu einem K-Isomorphismus E =
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FK ! E = F 0K erweitert werden kann. Letzterer wird aber durch ein Element
! 2 Ω induziert, d.h. F 0 = F !, was aus galoistheoretischer Sicht gleichbedeutend
mit H 0 = !H!−1 ist:
Feststellung 3.10
Zwei Ko¨rper F; F 0 mit den Eigenschaften (3.15) sind genau dann k-isomorph, wenn ihre
zugeho¨rigen Galoisgruppen H;H 0 Ω-konjugiert sind. 2
Aus den eben genannten Gru¨nden wird jeder k-Automorphismus von F durch ein
! 2 Ω induziert, so da man die Gruppe der k-Automorphismen von F als eine
Untergruppe von Ω auassen kann. F = F ! ist gleichwertig mit H = !H!−1.
Korollar 3.11
Die k-Automorphismengruppe eines Ko¨rpers F mit den Eigenschaften (3.15) ist natu¨rlich
isomorph zu dem Normalisator in Ω der F entsprechenden Untergruppe H von Ω. 2
Wendet man die Ergebnisse aus Abschnitt 3.1 auf die exakte Sequenz
1 −! 1 −! Ω id−! Ω −! 1
an und ersetzt U durch H sowie b durch !, so erha¨lt man den folgenden
Satz 3.12
Es gibt eine Bijektion zwischen den Teilko¨rpern F  E mit den Eigenschaften
FK = E und F \K = k
und den 1-Kozykeln ! von G mit Werten in Ω. Korrespondieren F und !, so besteht
die zugeho¨rige Galoisgruppe H = G(E=F ) aus den Elementen ! 2 Ω,  2 G.
Zwei solche Ko¨rper F; F 0 sind genau dann k-isomorph, wenn ihre zugeho¨rigen 1-Kozykeln
!; !
0
 kohomolog sind, d.h. die k-Isomorphieklassen von Ko¨rpern mit o.g. Eigenschaften
entsprechen bijektiv den 1-Kozykelklassen der Kohomologiemenge H1(G;Ω)
Die Gruppe der k-Automorphismen eines solchen Ko¨rpers F ist natu¨rlich isomorph zu
der Untergruppe f! 2 Ω j ! = !!!− 8  2 Gg. 2
In der Anwendung dieser Theorie, die in den folgenden Abschnitten durchgefu¨hrt
wird, wird lediglich eine gewisse G-invariante Untergruppe B von Ω gegeben sein,
32 KAPITEL 3. BRAUERKO¨RPER
so da man die bisherigen Ergebnisse ein wenig verallgemeinern mu. Ein Ko¨rper
F mit den Eigenschaften (3.15) heit B-zula¨ssig, wenn die Werte des zugeho¨rigen
1-Kozykel ! bereits in B liegen. Zwei Ko¨rper F; F
0 mit (3.15) werden B-isomorph
genannt, wenn es einen Automorphismus b 2 B gibt, der F in F 0 u¨berfu¨hrt. Die
B-Automorphismengruppe eines B-zula¨ssigen Ko¨rpers F ist die Gruppe derjenigen
Automorphismen von F , die durch ein Element b aus B induziert werden.
Die Satz 3.12 entsprechende Aussage lautet dann (siehe [Roq 63], x4, Prop. 6B):
Satz 3.13
Sei B eine G-invariante Untergruppe von Ω.
Dann gibt es eine Bijektion zwischen den B-zula¨ssigen Teilko¨rpern F  E und den 1-
Kozykeln b von G mit Werten in B, wie sie in Satz 3.12 beschrieben ist, wobei man !
dort durch b ersetze. Die B-Isomorphieklassen von B-zula¨ssigen Ko¨rpern entsprechen
also bijektiv den 1-Kozykelklassen aus H1(G;B).
Die B-Automorphismengruppe eines B-zula¨ssigen Ko¨rpers F ist die Gruppe derjenigen
Elemente b 2 B, die b = bbb− fu¨r alle  2 G erfu¨llen. 2
3.4 Der Brauerko¨rper einer zentral-einfachen Algebra
Es werde nun der spezielle Fall betrachtet, da der Ko¨rper E der rationale Funktio-
nenko¨rper
E = k(T ) = k(T1; : : : ; Tm−1)
in m− 1 Vera¨nderlichen u¨ber k fu¨r ein m 2 N ist. Dann ist
E = EK = K(T ) = K(T1; : : : ; Tm−1):
PGLm(K) operiert in der folgenden Weise als Automorphismengruppe auf K(T ):
Sei Sm eine weitere Vera¨nderliche. Man deniere Sj durch
(3.17) Sj := TjSm; d.h. Tj = SjS
−1
m (j = 1; : : : ; m− 1)
und betrachte den Funktionenko¨rper K(S) = K(S1; : : : ; Sm) in m Vera¨nderlichen,
der K(T ) als Teilko¨rper entha¨lt. Genauer: K(T ) ist die Menge der vom Grad 0
homogenen Elemente in K(S). Ein a = (aij)i;j=1;:::;m 2 GLm(K) wird durch
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Sj 7−!
m∑
i=1
aijSi (j = 1; : : : ; m)
zu einem K-Automorphismus von K(S), so da GLm(K) zu einer Automorphis-
mengruppe von K(S) wird. Aufgrund der Linearita¨t werden homogene Elemente
auf homogene Elemente abgebildet; insbesondere wird K(T ) also durch a in sich
selbst u¨berfu¨hrt. a induziert genau dann die Identita¨tsabbildung, wenn es ein ska-
lares Vielfaches a = c 2 K der Einheitsmatrix ist. Somit wird die Faktorgruppe
PGLm(K) = GLm(K)=K
 zu einer Automorphismengruppe von K(T ).
Beachtet man, da G gema¨ (3.11) trivial auf den Sj und koezientenweise auf
den Elementen aus GLm(K) operiert, so ist die im vorherigen Abschnitt denierte
Operation von G auf GLm(K) identisch mit der natu¨rlichen Operation
a = a−1 (a 2 GLm(K);  2 G):
Dies gilt in gleicher Weise fu¨r die Operation von G auf PGLm(K). Insbesondere ist
PGLm(K) G-invariant und nimmt die Rolle der Untergruppe B in Satz 3.13 ein.
Sei nun eine 2-Kozykelklasse γ = (c; ) 2 H2(G;K) gegeben, deren Schurindex
s(γ) ein Teiler von m ist. Nach Satz 3.6 ist γ das Bild einer eindeutig bestimmten
1-Kozykelklasse  = (b) 2 H1(G;PGLm(K)). Zu  geho¨rt nach Satz 3.13 ein
PGLm(K)-zula¨ssiger Ko¨rper F mit
(3.18) FK = K(T ) und F \K = k;
der bis auf PGLm(K)-Isomorphie durch  eindeutig bestimmt ist. F ist also ein
Funktionenko¨rper in m− 1 Vera¨nderlichen u¨ber k, dessen Skalarerweiterung mit K
der rationale Funktionenko¨rper K(T ) ist.
Denition 3.14
Sei γ 2 H2(G;K), dessen Schurindex s(γ) ein Teiler von m 2 N sei. Der (bis
auf PGLm(K)-Isomorphie) eindeutig bestimmte Teilko¨rper F = Fm(γ) von K(T ) =
K(T1; : : : ; Tm−1) heit der Brauerko¨rper der Dimension m− 1 von γ.
Explizit ist Fm(γ) der Fixko¨rper von K(T ) unter H = fb j  2 Gg.
Lemma 3.15
Fm(γ) ist eine regula¨re Erweiterung von k.
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Beweis:
Zwei Aussagen sind zu beweisen (siehe [Lan 93], Chap. VIII, x4):
(i) k ist algebraisch abgeschlossen in Fm(γ):
K ist algebraisch abgeschlossen in dem rationalen Funktionenko¨rper K(T ), so
da K der algebraische Abschlu von k in K(T ) ist. Daher ist K \Fm(γ) = k
der algebraische Abschlu von k in Fm(γ).
(ii) Fm(γ) ist separabel erzeugt u¨ber k:
K(T ) ist separabel erzeugt u¨ber k(T ), weil K=k eine separable algebraische
Erweiterung ist. Da k(T ) rationaler Funktionenko¨rper u¨ber k ist, ist K(T ) be-
reits u¨ber k separabel erzeugt. Als Teilko¨rper von K(T ) und endlich erzeugte
Erweiterung von k ist damit Fm(γ) auch separabel erzeugt u¨ber k. 2
Da der Brauerko¨rper als virtueller Grundko¨rper, u¨ber dem sich das gegebene zen-
trale Einbettungsproblem mit korrespondierender 2-Kozykelklasse γ lo¨sen la¨t, u¨ber-
haupt geeignet ist, liegt nun an der folgenden Aussage:
Satz 3.16
Sei K=k eine endliche Galoiserweiterung mit Galoisgruppe G. Sei γ 2 H2(G;K),
dessen Schurindex s(γ) ein Teiler von m 2 N sei. Dann ist Fm(γ) ein Zerfa¨llungsko¨rper
des verschra¨nkten Produktes (K;G; γ).
Beweis:
Sei F = Fm(γ). Sei  = (b) 2 H1(G;PGLm(K)) ein Urbild von γ. Die { bisher mit
H bezeichnete { Galoisgruppe
GF = G(FK=F ) = G(K(T )=F )
besteht also aus den Elementen
b;  2 G
und ist isomorph zu G.
Die Restriktionsabbildung resF=k : Br(k) ! Br(F ) aus (2.12) bildet die Untergruppe
Br(K=k) = H2(G;K) von Br(k) in die Untergruppe Br(FK=F ) = H2(GF ; (FK))
von Br(F ) ab. Somit induziert resF=k eine Abbildung (siehe (2.2) und [Lor 90],
x30.2)
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resGGF : H
2(G;K) −! H2(GF ; (FK)):
Die Behauptung, da F Zerfa¨llungsko¨rper von (K;G; γ) ist, ist also gleichwertig
damit, da die Restriktion von γ zerfa¨llt, d.h. resGGF (γ) = 1, was nun gezeigt wird.
Seien a 2 GLm(K) die Urbilder der b fu¨r  2 G. Nach Abschnitt 2.1 und den
bisherigen Ausfu¨hrungen dieses Kapitels ist (siehe etwa (3.7))
(3.19) c; = aa

 a
−1
 (;  2 G)
ein 2-Kozykel von G mit Werten in K, der γ repra¨sentiert. Setzt man
(3.20) u := a ( 2 G),
so liest sich (3.19) als
(3.21) uu = c;u (;  2 G),
aufgefat in der Automorphismengruppe von K(S) u¨ber k. Dabei ist der Auto-
morphismus, der durch das Element c; 2 K  GLm(K) induziert wird, wie in
(3.10) erkla¨rt und multipliziert jedes homogene Element (S) 2 K(S) vom Grad
1 mit c; . Solch ein (S) ist Quotient g(S)=h(S) zweier homogener Polynome
g(S); h(S) 2 K[S]; h(S) 6= 0, wobei der Grad von g um 1 gro¨er als der Grad von h
ist. Ein vom Grad d homogenes Polynom g(S) 2 K[S] in m Vera¨nderlichen ist von
der Form
g(S) = g(S1; : : : ; Sm) =
∑
:jj=d
gS
 =
∑
ν=(ν1,...,νm):
jνj=d
g(1;:::;m)
m∏
j=1
S
j
j ;
der Betrag jj eines Multi-Indizes  = (1; : : : ; m) ist durch jj := 1 + : : : + m
deniert. Der Automorphismus c; operiert auf g(S) durch
g(S)cσ,τ =
∑
:jj=d
g(c;S)

=
∑
ν=(ν1,...,νm):
jνj=d
g(1;:::;m)
m∏
j=1
cj;S
j
j
=
∑
ν=(ν1,...,νm):
jνj=d
(
m∏
j=1
cj; ) g(1;:::;m)
m∏
j=1
S
j
j
= cd;g(S):
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Ist nun
(3.22)  = (S) = g(S)=h(S) = (
∑
:jj=d
gS
)=(
∑
:jj=d−1
hS
) (fu¨r ein d > 0)
homogen vom Grad 1 in K(S), so folgt
cσ,τ = g(S)cσ,τ=h(S)cσ,τ = cd−(d−1); (g(S)=h(S)) = c;;
wie oben bereits behauptet wurde. Aus (3.21) ergibt sich damit
uσuτ = c;
uστ (;  2 G).
Multipliziert man auf beiden Seiten mit −1, so erha¨lt man
(3.23) uσ−1uσ(uτ−1) = c;uστ−1 (;  2 G).
Setzt man
(3.24)  := 
uσ−1 ( 2 G),
so nimmt (3.23) die Form
(3.25) 
uσ
 = c; (;  2 G)
an. Da  homogen vom Grad 1 ist, ist  homogen vom Grad 0 und liegt damit
in K(T ). Der Automorphismus a auf K(S) induziert den Automorphismus b auf
K(T ), d.h. nach (3.20) ist
(3.26) uσ = 
aσ
 = 
bσ
 (;  2 G),
wobei der rechte Ausdruck durch die Anwendung eines Elementes b 2 GF auf
 2 K(T ) erkla¨rt ist. Also ist (3.25) gleichwertig mit
(3.27) c; = 
bσ
 
−1
 (;  2 G).
Da der F -Automorphismus b von K(T ) den k-Automorphismus  2 G von K
induziert, zerfa¨llt c; , betrachtet als 2-Kozykel von GF mit Werten in K(T )
. Da
der 2-Kozykel c; ein Repra¨sentant von γ ist, folgt
resGGF (γ) = 1: 2
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Sei k0 eine beliebige Ko¨rpererweiterung von k. Sei K 0 = Kk0 mit Galoisgruppe
G0 = G(K 0=k0), die nach dem Translationssatz isomorph zu G(K=(K \ k0)) und
damit isomorph zu einer Untergruppe von G ist. Dann gilt
(3.28) Fm(γ)  k0 = Fm(resGG0(γ)):
In die Sprache der Algebren la¨t sich dies als
(3.29) Fm(Aγ)  k0 = Fm(resk0=k(Aγ))
u¨bersetzen, wobei Aγ 2 Br(K=k) diejenige Klasse der zentral-einfachen k-Algebren
bezeichne, die zu γ 2 H2(G;K) geho¨rt. (Siehe [Roq 63], x5, Eqns. (17), (18).)
Sei Aγ ein Repra¨sentant aus Aγ.
Satz 3.17
Sei k0=k eine beliebige Ko¨rpererweiterung und k0 ein Zerfa¨llungsko¨rper von Aγ . Dann
ist Fm(Aγ)  k0 ein rationaler Funktionenko¨rper in m− 1 Vera¨nderlichen u¨ber k0.
Beweis:
Gleichung (3.29) besagt, da die Skalarerweiterung Fm(Aγ)  k0 gerade der Brau-
erko¨rper Fm(resk0=k(Aγ)) u¨ber k0 ist. Nach Voraussetzung ist resk0=k(Aγ) = 1, d.h.
die zentral-einfache k-Algebra Aγ ⊗k k0 zerfa¨llt u¨ber k0. Daher ist { siehe Gleichung
(3.18) . mit k0 anstelle von K { Fm(resk0=k(Aγ)) und damit auch Fm(Aγ)  k0 ein
rationaler Funktionenko¨rper in m− 1 Vera¨nderlichen u¨ber k0. 2
Setzt man nun voraus, da ein gegebenes zentrales Einbettungsproblem, welches
zu γ geho¨re, lo¨sbar ist, so zerfa¨llt nach Satz 2.7 die entsprechende zentral-einfache
k-Algebra Aγ = (K;G; γ) bereits u¨ber k. Nach vorstehendem Satz ist in diesem
Fall also Fm(Aγ)  k = F ein rationaler Funktionenko¨rper u¨ber k. Diese Tatsache
ist wichtig im Hinblick auf die Anwendung des Hilbertschen Irreduzibilita¨tssatzes in
Abschnitt 4.6.
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Kapitel 4
Das allgemeine Verfahren
In diesem Kapitel werden die einzelnen Bausteine der Theorie erla¨utert. Zuna¨chst
wird der 2-Kozykel, der zu einem gegebenen Einbettungsproblem geho¨rt, konkret als
Produkt von Elementen aus GLm(K) geschrieben, denn dies ist zur Berechnung des
Brauerko¨rpers notwendig. Hernach wird ein virtueller Lo¨sungsko¨rper fu¨r das Ein-
bettungsproblem angegeben, wobei dieser Ko¨rper noch Unbestimmte entha¨lt. Ein
wichtiges Hilfsmittel ist dabei das Lemma von Artin-Tate. Anschlieend wird das
denierende (oder Minimal-) Polynom des virtuellen Lo¨sungsko¨rpers u¨ber dem Brau-
erko¨rper berechnet, welches ebenfalls noch Unbestimmte entha¨lt. Zum Abschlu
wird der Hilbertsche Irreduzibilita¨tssatz auf dieses Polynom angewendet. Damit
stellt man sicher, da sich die Unbestimmten derart spezialisieren lassen (zumindest
in der Theorie), da man aus dem virtuellen auch einen expliziten Lo¨sungsko¨rper
erha¨lt.
4.1 Darstellung eines 2-Kozykels als Produkt von Matri-
zen
Sei K=k eine endliche Galoiserweiterung vom Grad n mit Galoisgruppe G.
Im Beweis des Satzes 3.16 wurde in (3.19) ein 2-Kozykel durch Elemente a aus
GLm(K) deniert, deren Bilder b 2 PGLm(K) als 1-Kozykelklasse das eindeutige
Urbild der Klasse des 2-Kozykels unter der Abbildung (3.9) H1(G;PGLm(K)) !
H2(G;K) denieren.
In dem am Ende von Abschnitt 2.4 erwa¨hnten Beispiel aus [Som 96] wurde explizit
ein 2-Kozykel f : GG! 2 berechnet (siehe (2.18)), der zu dem dort vorgegebenen
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zentralen Einbettungsproblem korrespondierte. Um Satz 3.16 auf dieses f anwenden
zu ko¨nnen, mu¨ssen nun a 2 GLm(K) berechnet werden, die die Gleichung (3.19)
erfu¨llen. Dabei mu m nach Satz 3.6 ein Vielfaches des Schurindizes s(f) sein,
damit die Klasse von f { aufgefat als 2-Kozykel GG! 2 ,! K { im Bild von
H1(G;PGLm(K)) ! H2(G;K) liegt. Korollar 3.7 zeigte, da
(4.1) m = n
dies stets erfu¨llt.
Sei dazu V der k-Vektorraum K der Dimension n. Sei e;  2 G eine k-Basis von
V . Man deniert a 2 Homk(V; V ) als den Automorphismus
(4.2) a(e ) := f; e (;  2 G):
Die a, aufgefat als Matrizen, liegen also in GLm(K) mitm = n. Dann ist einerseits
(aa

 )(e) = f;f

; e (; ;  2 G)
und andererseits
f;a (e) = f;f; e (; ;  2 G).
Da f ein 2-Kozykel ist, folgt
(4.3) f; = aa

 a
−1
 (;  2 G).
4.2 Lemma von Artin-Tate
Vorgelegt seien zwei Gruppenerweiterungen
1 −! A i−! E −! G −! 1 ()
und
1 −! A0 i0−! E 0 0−! G0 −! 1 ()
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von G bzw. G0 mit abelschem Kern A bzw. A0 sowie Homomorphismen t : A0 ! A
und  : G0 ! G. Zu () geho¨re der 2-Kozykel f und zu () f 0. In dem folgenden
Satz wird ein Kriterium fu¨r die Existenz eines Homomorphismus  : E 0 ! E
angegeben, der das Diagramm
(4.4)
1 −! A −! E −! G −! 1 ()
t
x Θ "  x
1 −! A0 −! E 0 −! G0 −! 1 ()
kommutativ erga¨nzt. G0 operiert auf A via . t : H2(G0; A0) ! H2(G0; A) sei der
durch t und  : H2(G;A) ! H2(G0; A) der durch  induzierte Homomorphismus
von Kohomologiegruppen.
Lemma 4.1 (Artin-Tate)
Unter obigen Voraussetzungen sind die beiden folgenden Behauptungen a¨quivalent:
(a) Es existiert ein Homomorphismus  : E 0 ! E, der das Diagramm (4.4) kommu-
tativ erga¨nzt.
(b) t ist ein G-Homomorphismus mit t((f 0)) = ((f)).
Beweis:
Siehe [A-T 61], Chap. 13, p. 174 - 180, Thm. 2. 2
4.3 Konstruktion eines virtuellen Lo¨sungsko¨rpers
Sei nun k ein Ko¨rper, der die p-ten Einheitswurzeln p fu¨r eine Primzahl p enthalte
und von der Charakteristik char k 6= p sei. G bezeichne die absolute Galoisgruppe
von k. Es sei K=k eine endliche Galoiserweiterung mit G = G(K=k), fu¨r die ein
zentrales Einbettungsproblem
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(4.5)
1 - p
-
i ~G -
pi
G - 1 ()
G
?
ϕ
 
 
 
	
ψ
fu¨r eine endliche Gruppe ~G vorgelegt sei. Es gehe f 2 Z2(G; p) mit () einher. Zur
genaueren Unterscheidung bezeichne (f) die Klasse in H2(G; p) und [f ] die Klasse
in H2(G;K), wobei [f ] gelegentlich auch fu¨r die Klasse [Af ] 2 Br(K=k) der zu f
geho¨renden zentral-einfachen k-Algebra Af = (K;G; f) steht.
Sei m 2 N derart, da der Brauerko¨rper F = Fm([f ]) zu [f ] existiert (z.B. enthalte
m den Primfaktor p). Man setze
kF = Fk = F; KF = FK und GF = G(KF=kF ) = G:
Nach Satz 3.16 ist F ein Zerfa¨llungsko¨rper von f . Wegen (3.27) gibt es somit
 2 KF mit
(4.6) f; = 


−1
 (;  2 GF );
wobei  ;  2 GF abku¨rzend fu¨r die in (3.26) erkla¨rte Operation bσ ;  2 G steht.
Wegen f p; = 1 folgt aus (4.6)
(4.7) p = 
p
 (
p
 )
 (;  2 GF ):
p ist also ein 1-Kozykel von GF mit Werten in K

F . Nach Hilbert 90 gibt es ein
cF 2 KF mit
(4.8) p =
cF
cF
( 2 GF ),
dessen Konstruktion im Beweis zu Satz 2.2 erla¨utert wurde.
Aus (4.6) folgt mit dem Satz 2.5 von Hoechsmann, da das zentrale Einbettungs-
problem
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(4.9)
1 - p
-
i ~G -
pi
GF
- 1 ()F
GkF
?
ϕ
 
 
 
	
ψ
lo¨sbar ist, wobei GkF die absolute Galoisgruppe von kF bezeichne. Den zu ()F
geho¨rigen 2-Kozykel identiziert man wegen GF = G mit f . In dem Diagramm
(4.4) wird nun () durch ()F ersetzt.
Es sei
LF = KF (γF ) mit γF := p
p
cF :
LF=KF ist eine Kummererweiterung mit zyklischer Galoisgruppe
G(LF=KF ) = < % > = p;
die durch einen KF -Automorphismus % : LF ! LF erzeugt werde. Fu¨r () wird
die Sequenz
1 −! G(LF=KF ) −! G(LF=kF ) −! GF −! 1 ()F
eingesetzt, die aus dem Hauptsatz der Galoistheorie abgeleitet wird.
Fu¨r einen Automorphismus  2 GF bezeichne
~ 2 G(LF=kF )
eine Fortsetzung von  auf LF . Wegen
~(γF )
p = ~(γpF ) = ~(cF ) = (cF )
und (4.8) folgt
(4.10) ~(γF ) =
p
√
(cF ) =
p
√
p cF =  γF ( 2 GF ):
Die injektive Abbildung
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t : G(LF=KF ) −! p : % 7−! t(%) := %(γF )
γF
ist ein Homomorphismus, denn fu¨r beliebige %0; %00 2 G(LF=KF ) gilt
(%0%00)(γF ) = %0(%00(γF )) = %0(t(%00)γF ) = t(%00) %0(γF ) = t(%0) t(%00) γF :
Da t nicht-trivial und p eine Primzahl ist, ist t sogar ein Isomorphismus. Das
Diagramm (4.4) wird somit zu
(4.11)
1 −! p −! ~G −! GF −! 1 ()F
t
x= Θ "= jj
1 −! G(LF=KF ) −! G(LF=kF ) −! GF −! 1 ()F :
Existiert na¨mlich ein solcher Homomorphismus , der (4.11) kommutativ erga¨nzt,
so ist er bereits ein Isomorphismus, da t bijektiv ist.
Satz 4.2
LF ist ein virtueller Lo¨sungsko¨rper fu¨r das in (4.9) denierte Einbettungsproblem.
Beweis:
Die Behauptung ist gleichwertig zur Existenz eines Isomorphismus  : G(LF=kF ) !
~G. Zum Beweis der Existenz von  wird das Lemma von Artin-Tate herangezogen.
Zuna¨chst ist nachzuweisen, da t ein GF -Homomorphismus ist. Dies reduziert sich
auf den Beweis der Identita¨t
(4.12) t(%) = t(%) ( 2 GF );
in p. GF operiert auf G(LF=KF ) via %
 = ~%~−1. Auf p operiert GF durch
Anwendung des Automorphismus auf eine p-te Einheitswurzel; wegen p  k  kF
ist die Operation hier trivial. (4.12) ist also gleichwertig zu (man multipliziere noch
mit γF ):
(4.13) (~%~−1)(γF ) = %(γF ) ( 2 GF ):
Sei  2 GF beliebig. Dann ist nach (4.10)
(%~)(γF ) = %(~(γF )) = %(γF ) =  %(γF );
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da  2 KF unter % x bleibt. Andererseits folgt mit der Denition von t
(~%)(γF ) = ~(%(γF )) = ~(t(%)γF ) = t(%) ~(γF ) = t(%)γF
=  %(γF );
was (4.13) zeigt.
Nun bleibt noch die Gu¨ltigkeit von t((f 0)) = ((f)), d.h.
(4.14) t(f 0; ) = f; (;  2 GF )
zu zeigen, wobei f 0 2 Z2(GF ;G(LF=KF )) der zu ()F korrespondierende 2-Kozykel
ist. Seien ;  2 GF beliebig. Sei
%0 := f 0; = ~ ~ ˜
−1 2 G(LF=KF ):
Dann ist wieder mit (4.10)
(~~)(γF ) = ~(~ (γF )) = ~(γF ) = 

 ~(γF )
=   γF =  

 γF
und andererseits
(%0 ˜ )(γF ) = %0(˜(γF )) = %0(γF ) =  %0(γF )
=  t(%
0) γF = t(%0) γF
Damit ergibt sich (4.14):
t(f 0; ) = t(%
0) =   
−1
 = f; (;  2 GF ):
2
An dieser Stelle ist eine historische Anmerkung angebracht. Der vorstehende Satz
4.2 ist eine Variante eines allgemeinen Ergebnisses von Witt. In [Wit 36], Kap.
VI wird na¨mlich ein Verfahren zur Konstruktion eines Ko¨rpers beschrieben, dessen
Galoisgruppe u¨ber dem Grundko¨rper (von beliebiger Charakteristik) die Quaternio-
nengruppe ist. Dies geschieht dort allerdings auf vo¨llig andere Art und Weise und
ist wesentlich schwieriger nachzuvollziehen als obiger Beweis von Satz 4.2.
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4.4 Das denierende Polynom von LF/kF
Die folgende Abbildung veranschaulicht die Erkenntnisse des vorhergehenden Ab-
schnittes.
(4.15)
k
K
L
kF = Fm([f ])
KF = K(T )
LF = KF (γF )








G
~G GF = G
G(LF=KF ) = p
~GF
Sei k ein algebraischer Zahlko¨rper. Durch Spezialisierung von T = (T1; : : : ; Tm−1)
in γF (T ) =
p
√
cF (T ) gilt es also, aus LF einen expliziten Lo¨sungsko¨rper L fu¨r das
zentrale Einbettungsproblem (4.5) { vorausgesetzt, es ist lo¨sbar { zu gewinnen. Dies
geschieht, indem man ein denierendes Polynom von LF=kF berechnet, um ansch-
lieend mit Hilfe des Hilbertschen Irreduzibilita¨tssatzes ein denierendes Polynom
fu¨r L=k zu erhalten, dessen Galoisgruppe ~G isomorph zu ~GF ist.
γF ist ein primitives Element von LF=KF . Sei #F = #F (T ) ein solches fu¨r KF=kF ,
also KF = kF (#F ). Die Existenz von #F folgt aus der Tatsache, da die in Frage
stehende Erweiterung endlich und separabel ist (’Satz vom primitiven Element’). Es
seien pF (T;X) 2 kF [X] und qF (T;X) 2 KF [X] die denierenden Polynome von #F
u¨ber kF bzw. von γF u¨ber KF . Bezeichnet NKF =kF die auf den Polynomring KF [X]
fortgesetzte Normabbildung von KF=kF , so ist
(4.16) rF (T;X) = NKF =kF (qF (T;X)) 2 kF [X]
das gesuchte denierende Polynom von LF=kF mit Nullstelle γF . Dabei mu
qF (T;X) gegebenenfalls durch qF (T;X − l#F ) fu¨r ein geeignetes l 2 Z ersetzten
werden, sollte sich rF zuna¨chst als Vielfaches eines irreduziblen Polynoms erweisen.
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Explizit erha¨lt man rF wie folgt: Man schreibe qF in der Form
qF (T;X) =
n∑
i=0
ai(T )X
i (fu¨r gewisse ai(T ) 2 KF )
sowie die Koezienten ai(T ) in der Form
ai(T ) = gi(T; #F ) (fu¨r gewisse gi(T;X) 2 kF [X])
und setze
~qF (T;X; Y ) :=
n∑
i=0
gi(T; Y )X
i:
Dann liefert die Resultante bezu¨glich der Variablen Y
(4.17) rF (T;X) = Res(pF (T; Y ); ~qF (T;X − lY; Y ); Y )
das Gewu¨nschte. (Siehe [Coh 93], Ch. 3.6.2, Algor. 3.6.4.)
4.5 Brauerko¨rper und Brauer-Severi Varieta¨ten
Es sei k ein Ko¨rper. Pm−1k bezeichne den (m− 1)-dimensionalen projektiven Raum,
aufgefat als k-Schema. In diesem Abschnitt wird unter einer k-Varieta¨t ein algebrai-
sches k-Schema verstanden, das geometrisch reduziert und geometrisch irreduzibel
ist. Sei V eine (m−1)-dimensionale projektive k-Varieta¨t. V ist eine Brauer-Severi
Varieta¨t, wenn es eine algebraische separable Erweiterung K=k gibt, so da V u¨ber
K isomorph zum projektiven Raum u¨ber K ist, d.h.
V ⊗k K = Pm−1K = Pm−1k ⊗k K:
Neben dieser Denition durch ’Galois-Abstieg’ (engl. ’Galois descent’) gibt es noch
den direkten Weg, indem man eine Brauer-Severi Varieta¨t als Teil-Varieta¨t einer
Grassmann Varieta¨t erkla¨rt. (Siehe [Ser 95], Chap. X, x6; [Ker 90], Kap. V, x30;
[ArM 82], x1.)
In [Roq 63], x1 wird erwa¨hnt, da Brauerko¨rper gerade die Funktionenko¨rper von
Brauer-Severi Varieta¨ten sind, ohne da dazu allerdings ein Beweis angegeben wird.
Genauer wird dies in [Kan 90], x2 behandelt, indem dort der homogene Koordina-
tenring der Brauer-Severi Varieta¨t konstruiert wird:
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Es sei [f ] 2 H2(G;K) eine 2-Kozykelklasse vom Exponenten e = exp(f). Der
Schurindex s(f) teile m, so da der zugeho¨rige Brauerko¨rper Fm([f ]) existiert.
Die Monome vom Grad e in K[X] = K[X1; : : : ; Xm] erzeugen eine graduierte
Teil-Algebra Ke[X] u¨ber K. Fu¨r ein vom Grad er; r 2 N0 homogenes Polynom
g(X) 2 Ke[X] deniert man eine G-Operation durch
(4.18) g(X) := −r g(X)
uσ ( 2 G),
wobei u = a wie in (3.20) fu¨r gewisse a 2 GLm(K) deniert ist und  ein
1-Kozykel von G mit Werten in K ist, der
 

 
−1
 = f
e
; = 1 (;  2 G)
erfu¨llt. Die Argumentation ist a¨hnlich der in (4.7) mit dem Unterschied, da hier
die Werte von  als in K
 liegend angenommen werden. Es sei
(4.19) R := Ke[X]
G
die graduierte k-Algebra der G-Invarianten von Ke[X] unter der Operation (4.18),
die bis auf Isomorphie unabha¨ngig von der Wahl von  ist. In dieser Sprechweise
ist der entsprechende Brauerko¨rper zu f
(4.20)
Fm([f ]) = fg(X)
h(X)
j g; h 2 R homogen mit grad(g) = grad(h)g
= fg(T ) 2 K(T )Hg
mit
H = fb j b 2 PGLm(K) ist Bild von a 2 GLm(K) fu¨r  2 Gg;
denn K(T ) ist der Teilko¨rper aller vom Grad 0 homogenen Elemente von K(X)
(siehe Abschnitt 3.4).
Die durch den homogenen Koordinatenring R denierte projektive k-Varieta¨t
(4.21) Vm([f ]) := Proj(R)
ist eine Brauer-Severi Varieta¨t der Dimension m−1 u¨ber k (siehe [Kan 90], x2, Thm.
1). Wegen (4.20) ist klar, da F = Fm([f ]) der Funktionenko¨rper von V = Vm([f ])
ist, d.h.
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F = k(V ):
Feststellung 4.3
Zwischen den folgenden Mengen lassen sich also Bijektionen herstellen:
(a) Die Menge der Isomorphieklassen von Brauer-Severi Varieta¨ten V der Dimension
m− 1 u¨ber k, die von K zerfa¨llt werden (i.e. V ⊗k K = Pm−1K ).
(b) Die Menge der Isomorphieklassen von Brauerko¨rpern F .
(c) Die Menge der 1-Kozykelklassen (b) 2 H1(G;PGLm(K)).
(d) Die Menge der 2-Kozykelklassen [f ] 2 H2(G;K), die im Bild der injektiven
Abbildung H1(G;PGLm(K)) ! H2(G;K) liegen (i.e. s(f) jm).
(e) Die Menge der A¨quivalenzklassen zentral-einfacher k-Algebren A vom Grad m (i.e.
dimk A = m
2), die von K zerfa¨llt werden.
Beweis:
Oben wurde der Zusammenhang zwischen den Mengen aus (a) und (e) dargestellt.
Kapitel 3 beschrieb ausfu¨hrlich, wie die Mengen aus (b), (c) und (d) korrespondie-
ren. Die Bijektion schlielich zwischen den Mengen aus (d) und (e) wird durch den
Isomorphismus H2(G;K) = Br(K=k) (Satz 2.6) induziert. 2
Beispiel 4.4
Die Brauer-Severi Varieta¨t der Quaternionenalgebra (a; b) wird in der projektiven Form
durch
X2 − aY 2 − bZ2 = 0
repra¨sentiert. An bedeutet das die Gleichung (2.16)
X2 − aY 2 = b:
Beweis:
Siehe [ArM 82], Rem. 1.6.2., p. 196. 2
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Abschlieend wird nun beschrieben, wie der Funktionenko¨rper einer Kurve vom
Grad 2 u¨ber dem Grundko¨rper k und der rationale Funktionenko¨rper k(T ) in einer
Unbestimmten T zusammenha¨ngen.
Es sei C eine Kurve vom Grad 2, gegeben durch
(4.22) C : f(X; Y ) = 0 mit f(X; Y ) 2 k[X; Y ]:
Fu¨r einen beliebigen k-rationalen Punkt (x; y) aus C(k), d.h. x; y 2 k mit f(x; y) =
0, sei
(4.23) T :=
Y − y
X − x:
Behauptet wird: X und Y sind rationale Funktionen von T u¨ber k. Aus (4.23) folgt
na¨mlich
(4.24) Y = y + T (X − x);
so da man aus f(X; y+T (X−x)) = 0 eine quadratische Gleichung fu¨r X der Form
(4.25) 2(T )X
2 + 1(T )X + 0(T ) = 0
fu¨r gewisse i(T ) 2 k(T ); i = 0; 1; 2 erha¨lt. Eine Lo¨sung von (4.24) lautet X = x
wegen f(x; y) = 0. Da die Summe der beiden Nullstellen von (4.25) gleich −1(T )
2(T )
ist, la¨t sich die andere Nullstelle aus x und −1(T )
2(T )
berechnen. Somit lassen sich X
und Y aufgrund von (4.24) als rationale Funktionen
(4.26) X = g(T ) 2 k(T ) und Y = h(T ) 2 k(T )
von T u¨ber k schreiben, so da obige Behauptung bewiesen ist.
Natu¨rlich gilt wegen (4.22)
f(g(T ); h(T )) = 0:
Somit erha¨lt man einen k-Isomorphismus
(4.27) k(C)
=−! k(T ) : X 7−! g(T ); Y 7−! h(T )
von Ko¨rpern.
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4.6 Der Hilbertsche Irreduzibilita¨tssatz
In diesem und dem na¨chsten Abschnitt wird gezeigt, da man das die Erweiterung
LF=kF denierende Polynom rF (T;X) auf unendlich viele Weisen derart spezia-
lisieren kann, da man ein denierendes Polynom fu¨r L=k erha¨lt, sofern k eine
gewisse Eigenschaft besitzt. Am Ende des anschlieenden Abschnittes erha¨lt man
damit einen expliziten Lo¨sungsko¨rper, womit der theoretische Teil dieser Arbeit
abgeschlossen ist.
Ist k = Q , so stammt das entscheidende Resultat von Hilbert selbst:
Satz 4.5 (Hilbertscher Irreduzibilita¨tssatz)
Sei g(T1; : : : ; Tm−1; X) 2 Q (T1 ; : : : ; Tm−1)[X] ein irreduzibles Polynom mit Galois-
gruppe ~G = G(g(T1; : : : ; Tm−1; X)). Dann existieren unendlich viele Mengen von ratio-
nalen Zahlen t1; : : : ; tm−1 derart, da g(t1; : : : ; tm−1; X) 2 Q [X] irreduzibel ist und die
Galoisgruppe G(g(t1; : : : ; tm−1; X)) = ~G ist.
Beweis:
Siehe [Hil 92], Thm. III und IV; [Had 78], Chap. 4.2, Thm. 36. 2
Allgemeiner deniert man einen Ko¨rper k als hilbertsch, wenn der Hilbertsche Ir-
reduzibilita¨tssatz fu¨r k anstelle von Q richtig bleibt, wobei die Koezienten von
g(t1; : : : ; tm−1; X) deniert sein mu¨ssen. Beispiele hilbertscher Ko¨rper sind die alge-
braischen Zahlko¨rper { insbesondere also auch Q , siehe oben { und die unendlichen,
endlich erzeugten Ko¨rper. Die lokalen Ko¨rper Q p , p Primzahl oder p = 1, sind
dagegen nicht hilbertsch.
(Siehe auch [Mat 88], Ab. (1.5); [Ser 92], Chap. 3, Prop. 3.3.5; [Lan 93], Chap. 9.)
4.7 Konstruktion eines expliziten Lo¨sungsko¨rpers
Sei k ein algebraischer Zahlko¨rper mit p  k. SeiK eine endliche Galoiserweiterung
von k mit G = G(K=k). Setzt man voraus, da ein gegebenes zentrales Einbettungs-
problem E mit korrespondierendem 2-Kozykel f lo¨sbar ist, so zerfa¨llt nach Satz 2.7
die zugeho¨rige zentral-einfache k-Algebra Af = (K;G; f) bereits u¨ber k. Nach Satz
3.17 ist das Kompositum kF = Fk = F des Brauerko¨rpers F = Fm([Af ]) mit k ein
rationaler Funktionenko¨rper in m− 1 Unbestimmten u¨ber k:
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(4.28) kF = F = k(T
0) = k(T 01; : : : ; T
0
m−1):
Allerdings ist i.a. die in Abschnitt 3.4 gewa¨hlte Unbestimmte T kein Element aus F ,
wie anhand der Beispiele im folgenden Kapitel klar werden wird. Um dies deutlich
zu machen, wurde hier eine Unbestimmte T 0 gewa¨hlt, die von T abha¨ngt. Denn wie
gewohnt ist
(4.29) KF = FK = K(T ) = K(T1; : : : ; Tm−1)
rationaler Funktionenko¨rper in m− 1 Vera¨nderlichen mit GF = G(KF=kF ) = G.
Es sei rF (T;X) 2 F [X] das denierende irreduzible Polynom von LF =
KF (γF (T )) = K(γF (T ))(T ) u¨ber F mit Galoisgruppe ~GF . rF wird gema¨ Abschnitt
4.4 (siehe Gleichung (4.16)) berechnet. Der (verallgemeinerte) Hilbertsche Irredu-
zibilita¨tssatz sichert nun die Existenz unendlich vieler Spezialisierungen T 7! t 2 k
{ damit wird dann auch zugleich das von T abha¨ngige T 0 spezialisiert {, so da
r(X) = rF (t; X) irreduzibel u¨ber k bleibt. Die dadurch beschriebene Erweiterung
L=k hat eine zu ~GF isomorphe Galoisgruppe ~G. Damit ist gezeigt:
Satz 4.6
Sei k ein algebraischer Zahlko¨rper, der die p-ten Einheitswurzeln p fu¨r eine Primzahl
p enthalte. Sei LF ein virtueller Lo¨sungsko¨rper eines gegebenen zentralen Einbettungs-
problems der Form (4.5). Ist das Einbettungsproblem u¨ber k lo¨sbar, so lassen sich
die Unbestimmten T1; : : : ; Tm−1 auf unendlich viele Weisen derart spezialisieren, da
der damit aus LF hervorgehende Ko¨rper L ein expliziter Lo¨sungsko¨rper von (4.5) mit
G(L=k) = ~G ist. 2
Ist konkret k = Q und K = Q(#), so ist
(4.30) F = Q(T 0); KF = Q(#)(T ) und LF = Q (#; γF (T ))(T ):
Obiger Satz 4.5 besagt also, da man auf unendlich viele Weisen T durch t =
(t1; : : : ; tm−1); ti 2 Q ersetzen kann, so da das Polynom r(X) irreduzibel u¨ber Q
ist und seine Galoisgruppe isomorph zu der von rF (T;X) ist. Dadurch gewinnt man
zugleich ein primitives Element
(4.31) γ = γF (t)
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der Erweiterung L=K und somit nach Satz 4.6 einen expliziten Lo¨sungsko¨rper
L = Q(#; γ) des gegebenen Einbettungsproblems u¨ber Q .
Die Frage, wie man eektiv beim Hilbertschen Irreduzibilita¨tssatz zu expliziten Spe-
zialisierungen gelangt, wird von Ekedahl in [Eke 90] behandelt, soll hier aber nicht
weiter betrachtet werden.
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Kapitel 5
Beispiele
In diesem abschlieenden Kapitel soll anhand zweier Beispiele die Theorie praktisch
umgesetzt werden. Eines bescha¨ftigt sich mit einem Gegenbeispiel zum Hasseschen
Normensatz, das andere mit dem in der Einleitung erla¨uterten Satz von Serre, der
diese Arbeit motivierte.
5.1 Berechnung der Matrizen
Sei k = Q . Sei K = Q(
p
a;
p
b) mit a; b 2 Q derart, da
G = G(K=k) = V4
ist. Der Grad der Erweiterung ist also n = (K : k) = 4. G werde dabei durch die
Q -Automorphismen  und  aufgespannt, die durch
(
p
a) = −pa; (
p
b) =
p
b; (
p
a) =
p
a; (
p
b) = −
p
b
deniert sind. Der 2-Kozykel f , der zu der Gruppenerweiterung
1 −! 2 −! D4 −! V4 −! 1 ()
geho¨rt, lautet nach (2.18):
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(5.1)
f; id   
id 1 1 1 1
 1 1 −1 −1
 1 1 1 1
 1 1 −1 −1
Wegen 2  K kann man f als 2-Kozykel von G mit Werten in K auassen. Die
zugeho¨rige zentral-einfache k-Algebra (K;G; f) hat oensichtlich den Exponenten
exp((K;G; f)) = 2 = exp(f). Im Zahlko¨rperfall ist der Schurindex gleich dem Ex-
ponenten (siehe [Lor 90], x30.3, Bem. 1), d.h. s(f) = exp(f) = 2.
Zuna¨chst wird gema¨ Abschnitt 4.1 vorgegangen, d.h. man wa¨hle m = n = 4 wie in
(4.1); m ist also in der nun folgenden Konstruktion nicht minimal (siehe Bemerkung
nach Korollar 3.7 in Abschnitt 3.2). Nach (4.2) erha¨lt man
a(e) eid e e e
aid eid e e e
a e eid −e −e
a e e eid e
a e e −e −eid:
Nimmt man nun die Standard-Basis
eid =

1
0
0
0

; e =

0
1
0
0

; e =

0
0
1
0

; e =

0
0
0
1

;
so haben die Matrizen folgendes Aussehen:
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(5.2)
aid =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

; a =

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

;
a =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

; a =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

:
Sie erfu¨llen somit (4.3)
(5.3) f; = aa

a
−1
 = aaa
−1
 (;  2 G),
letzteres wegen der trivialen Operation von G auf 2.
In dem hier vorliegenden speziellen Fall kann man aber die Matrizen a nach einem
Verfahren, welches in [Som 96], Beweis zu Satz 8.5, S. 86 . beschrieben ist und aus
[Sna 89], Chap. 3.42, Thm. 3.50 stammt, bereits in GL2(K) konstruieren; dann ist
hier also
m = 2
also in der Tat minimal gewa¨hlt. Fu¨r
(5.4)
aid =
 1 0
0 1
 ; a =
 1 0
0 −1
 ;
a =
 0 1
1 0
 ; a =
 0 −1
1 0
 :
gilt na¨mlich ebenfalls die Identita¨t (5.3). Die Elemente
b = a mod K
 ( 2 G)
aus PGL2(K) bilden also die Klasse des 1-Kozykels  = (b), dessen Bild unter
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H1(G;PGL2(K)) −! H2(G;K)
gerade die Kozykelklasse von f; ist.
5.2 Berechnung der denierenden Polynome
Sei k = Q . Fu¨r die Erweiterung K = Q(
p
a;
p
b) von k mit Galoisgruppe G = V4 ist
(5.5) # =
p
a+
p
b
ein primitives Element, dessen Minimalpolynom
p(X) = X4 − 2(a+ b)X2 + (a− b)2 2 Q [X]
ist. Sei
F = F2([f ])
der Brauerko¨rper der Dimension 2 von f . Da
KF = K(T ) = Q (#)(T ) u¨ber kF = F
eine zu G isomorphe Galoisgruppe
(5.6) GF = fb j  2 Gg
hat und da K = Q(#) und F u¨ber k linear disjunkt sind, ist # auch primitives
Element von KF = KF u¨ber F mit dem Minimalpolynom
pF (T;X) = p(X):
Hier taucht die Unbestimmte T := T1
(3:17)
= S1S
−1
2 also gar nicht auf.
Die Erweiterung LF=K(T ) werde zyklisch vom Grad p = 2 gewa¨hlt und von dem
primitiven Element
γF (T ) =
√
cF (T )
erzeugt. Das Minimalpolynom ist daher
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qF (T;X) = X
2 − cF (T ):
cF (T ) wird dabei mit Hilfe von Hilbert 90 wie folgt berechnet: Nach Abschnitt
3.4 und nach den Gleichungen (4.6) bis (4.8) ist fu¨r ein beliebiges, vom Grad 1
homogenes Element (T ) 2 K(T ) das Quadrat (T )2 von
(5.7) (T )
(3:24)
= (T )uρ−1
(3:20)
= (T )aρ−1 ( 2 G)
mit
f;
(3:27)
= (T )(T )
bρ (T )
−1 (;  2 G)
ein 1-Kozykel von GF mit Werten in K(T )
, der nach Satz 2.2 (Hilbert 90) zerfa¨llt.
Zur Vereinfachung der Schreibweise steht im folgenden ha¨ug  2 GF anstelle von
b 2 GF . Wird ein solches  2 GF auf ein Element x 2 K angewendet, so soll
damit die Einschra¨nkung jK(x) gemeint sein.
Die Konjugierten von
(5.8)  := 1 +
p
a +
p
b+
p
a
p
b
sind linear unabha¨ngig u¨ber k = Q und bilden somit eine Normalbasis von K=k.
Wegen der linearen Disjunktheit von K und F sind diese Konjugierten auch eine
Normalbasis von K(T ) u¨ber F . Man setzt (siehe Beweis zu Hilbert 90)
(5.9)
(T ) :=
∑
2GF
(T )
2 
= (id(T )
2 + (T )
2 +  (T )
2 +  (T )
2)
+ (id(T )
2 − (T )2 +  (T )2 −  (T )2) pa
+ (id(T )
2 + (T )
2 −  (T )2 −  (T )2)
p
b
+ (id(T )
2 − (T )2 −  (T )2 +  (T )2) pa
p
b
und
(5.10) cF (T ) :=
1
(T )
;
so da
60 KAPITEL 5. BEISPIELE
(5.11) (T )
2 =
cF (T )

cF (T )
( 2 GF )
gilt.
In Abschnitt 3.4 wurden die Operationen von GL2(K) und G auf K(S1; S2) erkla¨rt:
GL2(K) bzw. PGL2(K) wirkt auf die Unbestimmten S1; S2 bzw. T , wa¨hrend G wie
u¨blich auf den Elementen aus K operiert. Dies ergibt die Operation von GF auf
K(T ). Explizit ist
(5.12)
Saidid1 = S1; S
aσ
1 = S1; S
aτ 
1 = S2; S
aστ 
1 = S2;
Saidid2 = S2; S
aσ
2 = −S2; Saτ 2 = S1; Saστ 2 = −S1
und wegen T = S1S
−1
2 somit
(5.13) T bidid = T; T bσ = −T; T bτ  = T−1; T bστ = −T−1:
Insbesondere erkennt man, da die Unbestimmte T unter der Operation von GF
nicht invariant bleibt und damit kein Element aus dem Brauerko¨rper F ist, denn
dieser ist gerade der Fixko¨rper von K(T ) unter GF . Dagegen liegt aber z.B. T
0 =
T 2 + T−2 in F (siehe auch Abschnitt 4.5).
Nach (3.22) wa¨hle man ein vom Grad 1 homogenes Element in K(S1; S2), etwa
(S1; S2) := S1 + S2:
Aus (5.7), (5.12) und (5.13) folgt damit
id(S1; S2) =
S1 + S2
S1 + S2
bzw. id(T ) = 1;
(S1; S2) =
S1 − S2
S1 + S2
bzw. (T ) =
T − 1
T + 1
;
 (S1; S2) =
S2 + S1
S1 + S2
bzw.  (T ) = 1;
 (S1; S2) =
S2 − S1
S1 + S2
bzw.  (T ) = −T − 1
T + 1
:
Die Quadrate lauten
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id(T )
2 =  (T )
2 = 1; (T )
2 =  (T )
2 =
(
T − 1
T + 1
)2
und bilden einen 1-Kozykel von GF mit Werten in K(T )
. Man setze
(5.14) (T ) :=
(
T − 1
T + 1
)2
:
Die Operation von GF auf (T ) ergibt
(5.15) (T )id = (T ) = (T ) und (T ) = (T ) = (T )−1
Gema¨ (5.9) ist
(5.16) (T ) = (2 + 2
p
a) + (2− 2pa)(T ):
Nach (5.10) erfu¨llt der Kehrwert (T )−1 die Gleichung (5.11). Ohne Einschra¨nkung
kann man allerdings zur Vereinfachung gleich
(5.17) cF (T ) := (T )
und daher
(5.18) γF (T ) :=
√
cF (T )
wa¨hlen, da es oensichtlich auf die Erweiterung
(5.19) LF := K(T )(γF (T )) = Q(#)(T;
√
c(T ))
keinen Einflu nimmt. Dann gilt
(5.20) cF (T )
id = cF (T )
 = cF (T ) und cF (T )
 = cF (T )
 =
cF (T )
(T )
:
Sei NK=k : K ! k : x 7! ∏2G (x) = x(x) (x) (x) die wie u¨blich denierte
Normabbildung von Zahlko¨rpererweiterungen. Bei ihrer Fortsetzung auf den Poly-
nomring K[X], die ebenfalls mit NK=k bezeichnet werde, operiert G trivial auf den
Potenzen der Unbestimmten X. Man betrachte nun die Normabbildung
NK(T )=F : K(T ) −! F : x 7−!
∏
2GF
(x)
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und ihre ebenso bezeichnete Fortsetzung auf den zugeho¨rigen Polynomring. Die
Berechnung des denierenden Polynoms gema¨ (4.16) ergibt na¨mlich nun das de-
nierende Polynom von γF u¨ber F mit Galoisgruppe ~GF :
~rF (T;X) = NK(T )=F (qF (T;X))
= (X − cF (T )id) (X − cF (T )) (X − cF (T ) ) (X − cF (T ) )
= (X2 − cF (T ))2 (X2 − cF (T )
(T )
)2
= [X4 − cF (T ) (1 + 1
(T )
) X2 +
cF (T )
2
(T )
]2
Auf das Quadrat kann verzichtet werden, da es auf die Bestimmung des Minimal-
polynoms ankommt:
(5.21) rF (T;X) = X
4 − cF (T ) (1 + 1
(T )
) X2 +
cF (T )
2
(T )
Indem man man (5.15) und (5.20) ausnutzt, kann man fu¨r die Koezienten von
rF (T;X) { sie sind oensichtlich sa¨mtlich aus KF { nachweisen, da sie unter der
Operation von GF x bleiben und damit bereits in F liegen. Dies zeigt rF (T;X) 2
F [X].
Allerdings tritt folgendes Problem auf: Der Koezient
cF (T ) (1 +
1
(T )
) = [(2 + 2
p
a) + (2− 2pa)(T )] (1 + 1
(T )
)
= 4 + 2(
1
(T )
+ (T )) + 2(
1
(T )
− (T )) pa
von X2 liegt nach Spezialisierung von T 7! t 2 Q − f1g genau dann in Q , wenn
der
p
a enthaltende Term verschwindet, d.h. wenn
1
(t)
− (t) = 0
ist. Fu¨r den anderen Koezienten cF (T )
2
Λ(T )
erha¨lt man dieselbe Bedingung. Sie ist
nur fu¨r t = 0 erfu¨llt, die andere Lo¨sung t2 = −1 liegt nicht in Q . Dies ist i.a. auch
nicht zu erwarten, da die Unbestimmte T nicht aus F kommt, wie bereits bemerkt
wurde. Durch geschickten U¨bergang zu neuen Vera¨nderlichen la¨t sich dieses im
Einzelfall aber umgehen, indem man zuna¨chst c := cF (t) berechnet und erst danach
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das zugeho¨rige Minimalpolynom ermittelt. Dies wird im na¨chsten Abschnitt gezeigt.
Das Resultat bis hierher lautet:
Satz 5.1
Es sei K = Q (
p
a;
p
b) eine biquadratische Erweiterung von k = Q mit zu V4 isomor-
pher Galoisgruppe. Dann gibt es fu¨r das zentrale Einbettungsproblem, welches durch
die Gruppenerweiterung 1 ! 2 ! D4 ! V4 ! 1 gegeben wird, einen virtuellen
Lo¨sungsko¨rper
LF = Q(#)(T;
√
cF (T ));
wobei # =
p
a+
p
b, cF (T ) = (2 + 2
p
a) + (2− 2pa) (T ) und (T ) =
(
T−1
T+1
)2
sind.
Das zugeho¨rige Minimalpolynom u¨ber dem Brauerko¨rper F lautet
rF (T;X) = X
4 − cF (T ) (1 + 1
(T )
) X2 +
cF (T )
2
(T )
: 2
5.3 Ein Gegenbeispiel zum Hasseschen Normensatz und
die Konstruktion von Auflo¨sungsko¨rpern
Sei nun a = 13 und b = −3, so da die biquadratische Erweiterung
Q (
p
13;
p−3)=Q
mit Galoisgruppe G = V4 betrachtet wird. Dabei sei G durch  :
p
13 7! −p13 und
 :
p−3 7! −p−3 festgelegt.
Fu¨r diese Erweiterung gilt nun nicht das Hassesche Normenprinzip: Es gibt na¨mlich
c 2 Q , so da c Norm in allen lokalen Erweiterungen Q p(
p
13;
p−3)=Q p , p Primzahl
oder p = 1, ist, c aber nicht Norm in der globalen Erweiterung Q (p13;p−3)=Q
ist. Dieses Beispiel wurde von Hasse selbst angegeben (siehe [Has 31], S. 68).
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Das Einbettungsproblem (2.15)
(5.22)
1 - 2
- D4
-
pi
G - 1 ()
G
?
ϕ
 
 
 
	
ψ
ist lo¨sbar, weil die Gleichung (2.17)
x2 − (−3)y2 = 13
fu¨r x = 1; y = 2 erfu¨llt ist. Sei
(5.23) Y := T 2 + T−2
eine Unbestimmte, die { wie im vorherigen Abschnitt (S. 60) bemerkt { in F liegt.
X sei eine weitere Unbestimmte, die die algebraische Relation
X2 − bY 2 = a
erfu¨lle. Nun spezialisiert man
T 7−! t := 1; d.h. Y 7−! 2 und X 7−! 1:
Somit ist nach 5.14 (1) = 0, wobei man beachte, da (T )−1 hier nicht gebraucht
wird, so da die Spezialisierung t = 1 u¨berhaupt zula¨ssig ist. Es folgt aufgrund von
(5.17)
(5.24) c := cF (1) = 2 + 2
p
13
sowie aufgrund von (5.18)
(5.25) γ := γF (1) =
√
2 + 2
p
13:
Q(
p
13;
p−3) ist tatsa¨chlich ein Teilko¨rper von Q(
√
2 2p13), denn mit γ =√
2− 2p13 ist
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p
13 =
1
2
(γ2 − 2);
p−3 = 1
4
γγ:
Der Ko¨rper
(5.26) L = K(γ) = Q(
p
13;
p−3;
√
2 + 2
p
13) = Q(
√
2 2
p
13)
ist also ein Lo¨sungsko¨rper des gegebenen Einbettungsproblems: Seine Galoisgruppe
G(L=Q) ist isomorph zur Diedergruppe D4. Das Minimalpolynom von γ u¨ber Q
lautet
(5.27)
r(X) = NL=Q(X − γ)
= (X −
√
2 + 2
p
13) (X −
√
2− 2p13) 
 (X +
√
2 + 2
p
13) (X +
√
2− 2p13)
= X4 − 4X2 − 48:
H. Opolka hat in [Opo 80] das Polynom X4+X2−3 angeben, dessen Nullstellen L
erzeugen. Diese Koezienten unterscheiden sich von denen von r(X) also lediglich
um Quadrate aus Q und das Vorzeichen von X2. Zusammengefat erha¨lt man das
folgende Ergebnis:
Satz 5.2
Fu¨r die biquadratische Erweiterung Q(
p
13;
p−3)=Q ist
L = Q(
√
2 2
p
13)
ein expliziter Lo¨sungsko¨rper des zu 1 ! 2 ! D4 ! V4 ! 1 geho¨rigen Einbettungs-
problems. Das Minimalpolynom u¨ber Q lautet r(X) = X4 − 4X2 − 48. 2
Somit ist L aufgrund von [Opo 80], Satz 3 und Abschnitt 4 eine Auflo¨sung des
Zahlenknotens
K(K=k) = fc 2 k
 j c ist lokal u¨berall Norm in Kg
fc 2 k j c ist globale Norm in Kg  H^
0(G;K)
von K=k. Mit anderen Worten:
Satz 5.3
Ist c 2 Q Norm in allen lokalen Erweiterungen Q p(
√
2 2p13)=Q p , p Primzahl oder
p = 1, so ist c Norm in der globalen Erweiterung Q(p13;p−3)=Q . 2
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5.4 Ein Beispiel zum Satz von Serre
Interessant ist natu¨rlich noch die Frage, wie sich der Satz von Serre aus der Ein-
leitung in die hier entwickelte Theorie einfu¨gt.
Betrachtet werden dazu die Erweiterungen
(5.28) k = Q ; K = Q(
p
") und L = Q (
√
a+ b
p
")
mit G = G(K=k) = Z=2Z. G werde von dem k-Automorphismus  : p" 7! −p"
erzeugt. Es gilt nun zu kla¨ren, ob das zentrale Einbettungsproblem zur Gruppener-
weiterung
(5.29) 1 −! 2 −! Z=4Z −! G −! 1 ()
lo¨sbar ist, d.h. unter welchen Bedingungen L=k eine zyklische Ko¨rpererweiterung
von der Ordnung 4 ist. Serres Ergebnis spiegelt sich in Satz 1.1 wider.
Nach der Theorie, die in dieser Arbeit entwickelt wurde, ist zuna¨chst einmal der
() entsprechende 2-Kozykel f berechnen. Dies wurde bereits in [Som 96], S. 74 -
75, Beispiel 1 getan:
(5.30)
f; id 
id 1 1
 1 −1
Dort wurde auch eine Normgleichung als Kriterium fu¨r die Lo¨sbarkeit dieses Ein-
bettungsproblems angegeben (siehe Gleichung (7.4)): Das zu () geho¨rende Ein-
bettungsproblem ist genau dann lo¨sbar, wenn −1 Norm in K ist, d.h. wenn die
Gleichung
(5.31) x2 − "y2 = −1 (fu¨r gewisse x; y 2 Q)
lo¨sbar ist.
Im na¨chsten Schritt werden die Matrizen gema¨ (4.2) ermittelt:
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(5.32)
aid =
 1 0
0 1
 ; a =
 1 0
0 −1
 ;
a =
 0 1
1 0
 ; a =
 0 −1
1 0
 :
Man wa¨hle wie in Abschnitt 5.2
(S1; S2) := S1 + S2
und
(T ) := (T )
2 =
(
T − 1
T + 1
)2
:
Eine Normalbasis von Q (
p
")=Q ist f1 +p"; 1−p"g. Es folgt nach (5.9)
(T ) = (1 + 1
p
") + (1− 1p")(T )
sowie nach (5.17) und (5.18)
cF (T ) := (T ) und γF (T ) :=
√
cF (T ):
Spezialisiert man T 7! t := 1, so ist
(5.33) γ := γF (1) =
√
1 +
p
";
d.h. a = 1 und b = 1 in der Schreibweise von (5.28).
Wa¨hlt man etwa " = 1
2
, so ist das Einbettungsproblem (5.29) mit den Parametern
a = 1; b = 1; " = 1
2
lo¨sbar, weil die Bedingung (5.31) mit x = 1; y = 2 erfu¨llt ist.
Ein Lo¨sungsko¨rper L wird durch
(5.34) L = Q(
√√√√
1 +
√
1
2
) = Q (
√
1 +
1
2
p
2)
gegeben, der u¨ber K = Q(
p
2) zyklisch vom Grad 2 und u¨ber k = Q zyklisch vom
Grad 4 ist.
Das Kriterium
a2 − "b2 = "c2
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aus Satz 1.1 ist in diesem Fall mit c = 1 erfu¨llt. Bewiesen ist:
Satz 5.4
Fu¨r die vom Grad 2 zyklische Erweiterung Q(
√
1
2
) = Q(
p
2) von Q ist
L = Q(
√
1 +
1
2
p
2)
ein expliziter Lo¨sungsko¨rper des Einbettungsproblems, welches zu 1 ! 2 ! Z=4Z!
Z=2Z! 1 geho¨rt. 2
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Zusammenfassung
Sei G eine proendliche Gruppe, und sei E = E(G; ’; ()) ein zentrales Einbettungs-
problem fu¨r G. Ein solches Einbettungsproblem E ist gegeben durch eine Gruppen-
erweiterung () 1 ! A ! E ! G ! 1 endlicher Gruppen mit abelschem Kern
A, auf dem G trivial operiert, zusammen mit einem Epimorphismus ’ : G ! G; ge-
sucht ist ein (surjektiver) Homomorphismus  : G ! E mit  = ’. Ist K=k eine
endliche Galoiserweiterung mit Galoisgruppe G = G(K=k) und ist G = G(k=k) die
absolute Galoisgruppe von k, so ist { galoistheoretisch interpretiert { die Existenz
eines solchen surjektiven Homomorphismus  gleichbedeutend mit der Existenz ei-
ner galoisschen Erweiterung L=K=k mit G(L=k) = E.
In dieser Arbeit wird fu¨r den Fall, da G die absolute Galoisgruppe eines algebrai-
schen Zahlko¨rpers k ist, ein Verfahren beschrieben, wie man unter gewissen Voraus-
setzungen im Falle der Lo¨sbarkeit von E explizit einen Lo¨sungsko¨rper L konstruieren
kann. Dabei betrachtet man das Einbettungsproblem zuna¨chst u¨ber einem anderen
geeigneten Grundko¨rper, dem sogenannten Brauerko¨rper F , welcher sich in kanoni-
scher Weise E zuordnen la¨t. Der Ko¨rper KF ist ein rationaler Funktionenko¨rper
u¨ber K in m−1 Unbestimmten T1; : : : ; Tm−1, wobei m von E abha¨ngt, und hat u¨ber
F eine zu G isomorphe Galoisgruppe. E erweist sich u¨ber F als lo¨sbar. Man konstru-
iert sodann einen ’virtuellen’ Lo¨sungsko¨rper LF=KF=F fu¨r E mit G(LF=F ) = E.
Die Lo¨sbarkeit von E u¨ber dem urspru¨nglichen Grundko¨rper k selbst werde durch
eine rationale Varieta¨t beschrieben: Findet man also mittels diophantischer Metho-
den einen rationalen Punkt auf dieser Varieta¨t, so ist E u¨ber k lo¨sbar. Gleichzeitig
erha¨lt man durch diesen rationalen Punkt eine Spezialisierung fu¨r die Unbestimm-
ten T1; : : : ; Tm−1, die, wenn man sie in LF einsetzt, einen expliziten Lo¨sungsko¨rper
L=K=k fu¨r E liefert.
Anhand zweier Beispiele (ein Gegenbeispiel zum Hasseschen Normensatz und ein
Beispiel zu einem Satz von Serre) wird abschlieend gezeigt, wie das Verfahren
praktisch funktioniert.
Summary
Let G be a pronite group, and let E = E(G; ’; ()) be a central embedding
problem for G. Such an embedding problem E is given by a group extension
() 1 ! A ! E ! G ! 1 of nite groups with abelian kernel A, on which
G operates trivially, together with an epimorphism ’ : G ! G; then it is searched
for a (surjective) homomorphism  : G ! E with    = ’. If K=k is a nite
Galois extension with Galois group G = G(K=k), and if G = G(k=k) is the absolute
Galois group of k, then { in terms of Galois theory { the existence of such a surjec-
tive homomorphism  is equivalent to the existence of a Galois extension L=K=k
with G(L=k) = E.
In this work { presuming that G is the absolute Galois group of an algebraic number
eld k { a method is described how under certain circumstances and in case of a sol-
vable E one can explicitly construct a solution L. One rst looks at the embedding
problem over a dierent suitable ground eld, the so-called Brauer eld F , which
can be associated to E in a canonical way. The eld KF is a rational function eld
over K in m−1 variables T1; : : : ; Tm−1, where m depends on E , and its Galois group
over F is isomorphic to G. E proves to be solvable over F . Then one constructs
a ’virtual’ solution LF=KF=F for E with G(LF=F ) = E. Let the solubility of E
over the original ground eld k itself be described by a rational variety: So if one
nds a rational point on this variety by means of Diophantine methods then E is
solvable over k. With this rational point one simultaneously obtains a specialisation
for the variables T1; : : : ; Tm−1, which when substituted in LF gives rise to an explicit
solution L=K=k for E .
Finally, two examples (a counter-example to Hasse’s norm theorem and an example
to a theorem of Serre) show how the method works practically.
