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1Introduction générale
Les composés à transition de spin peuvent commuter d’un état moléculaire à un autre
sous l’effet de stimuli externes tels qu’un changement de température, une irradiation lu-
mineuse, l’absorption d’un gaz ou l’application d’une pression ou d’un champ magnétique
intense. Ce changement d’état s’accompagne d’une modification importante des proprié-
tés physiques du matériau, dont un changement des propriétés mécano-élastiques (masse
volumique, rigidité), magnétiques, électriques, optiques et vibrationnelles. De plus, pour
quelques familles de composés à l’état solide, la transition présente un cycle d’hystérésis
(effet mémoire). Celui-ci prend son origine d’une part, dans le changement important de
volume et de propriétés élastiques de la molécule et d’autre part, dans les fortes inter-
actions entre molécules à l’état solide. Ainsi ces matériaux peuvent être utilisés comme
interrupteur optique ou électrique, comme capteur/détecteur de gaz, pour générer une
actuation ou pour stocker de l’information.
Cependant, avec la réduction de la taille, il apparaît une évolution des propriétés des
nano-objets du fait de phénomènes de surfaces ou de confinements. Expérimentalement,
il a été observé que la diminution de la taille pouvait avoir des conséquences importantes
à la fois sur la bistabilité des matériaux, menant parfois à la perte de l’effet mémoire, et
à la fois sur la stabilité des phases. Par exemple, dans le cadre d’une transition thermo-
induite, cela peut mener à une modification de la température de transition de plusieurs
dizaines de Kelvins.
Les premières approches physiques cherchant à modéliser le phénomène de la transi-
tion de spin à l’échelle nanométrique consistaient à ne prendre en compte qu’un défaut
de liaisons en surface, conduisant systématiquement à la perte de l’effet mémoire. Par
la suite, ces modèles se sont complexifiés en considérant une particule dans une matrice
parfaitement cohérente permettant, d’une part, de prendre en considération l’apparition
de transitions incomplètes (en fixant, de manière empirique, l’état électronique des mo-
lécules en surface) et d’autre part, d’expliquer la présence d’un effet mémoire à l’échelle
nanométrique du fait de la présence d’une matrice rigide. En parallèle, la notion d’énergie
de surface dans le cadre d’un modèle thermodynamique a été intégrée et permet d’expli-
quer l’apparition des transitions incomplètes du fait d’une énergie de surface dans l’un
des deux états électroniques bien plus favorable que dans l’autre. Dans le même temps,
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l’étude en taille des propriétés élastiques de nanoparticules à travers la détermination de
la température de Debye a montré une apparente rigidification. Celle-ci pouvant alors
expliquer la présence du cycle d’hystérésis.
Cette thèse a pour objectif de poursuivre l’étude des effets de la réduction de taille
dans les matériaux à transition de spin et se décompose en quatre chapitres :
Le premier chapitre est consacré à l’introduction du phénomène de la transition de
spin. Dans un premier temps, il est décrit à l’échelle moléculaire à travers la théorie du
champ de ligands. Dans un second temps, les phénomènes collectifs dans les solides et les
modèles permettant de les décrire sont abordés. Finalement, un historique de la synthèse
des nanoparticules à transition de spin ainsi que des travaux sur les effets de la réduction
de taille sont présentés. Les différentes hypothèses à l’origine des effets de taille sont alors
énoncées.
Le second chapitre se focalise sur les effets de surface et en particulier sur le couplage
surface-volume. En se basant sur les observations expérimentales, il est montré la manière
dont la surface modifie en profondeur les propriétés d’une nanoparticule et ses répercus-
sions sur la transition de spin pouvant mener à un effet mémoire à l’échelle nanométrique.
D’autres part, différentes approches théoriques de la transition de spin permettent res-
pectivement de donner une origine vibrationnelle et élastique à l’apparition de transitions
incomplètes.
Le troisième chapitre porte sur l’étude expérimentale des propriétés vibrationnelles et
élastiques de nanoparticules à transition de spin à travers la diffusion nucléaire inélastique
réalisée à l’ESRF (European Synchrotron Radiation Facility). En particulier, la vitesse du
son de Debye est extraite pour différentes tailles de particules montrant une augmentation
de celle-ci avec la diminution de la taille des objets.
Le quatrième et dernier chapitre se focalise sur l’étude théorique des propriétés vibra-
tionnelles des matériaux à transition de spin à l’échelle nanométrique à l’aide de deux
méthodes numériques : la matrice dynamique et la dynamique moléculaire. Il est alors
notamment montrer l’influence de la discrétisation des modes sur la densité d’états vibra-
tionnels.
Finalement, une conclusion générale résume les résultats principaux et termine sur des
perspectives.
3Chapitre I
Introduction
Ce chapitre introduit le phénomène de conversion/transition de spin, d’abord à l’échelle
d’une molécule, puis dans le cas d’un matériau massif et finalement pour des nano-objets.
La transition de spin étant avant tout un phénomène moléculaire, il sera, dans un premier
temps, décrit qualitativement par la théorie du champ de ligands. La compréhension du
phénomène de commutation électronique à l’échelle moléculaire et de ses conséquences
sur les propriétés physiques de la molécule permettra d’appréhender le comportement de
la transition du matériau massif, en particulier les phénomènes collectifs menant à l’appa-
rition d’un effet mémoire. Nous aborderons ensuite un ensemble de modèles permettant
la reproduction des comportements observés expérimentalement. Les modèles présentés
se divisent en deux groupes : les modèles macroscopiques regroupant les modèles ther-
modynamiques et les modèles élastiques mésoscopiques et les modèles microscopiques
regroupant les modèles issus de la physique statistique. Finalement, il sera présenté un
historique de la synthèse des nano-particules à transition de spin et des premières obser-
vations expérimentales, suivi par la présentation des différents modèles développés pour
reproduire le comportement de la transition de spin à l’échelle nanométrique. Une vue
d’ensemble des effets associés à la réduction de taille seront présentés en dernière partie.
I.1 Historique
C’est en 1931 que le phénomène de la transition de spin est observé pour la première
fois par Cambi [1, 2] qui met à jour un comportement magnétique anormal dans une série
de composés de Fe(III) à base de ligand dithiocarbamate. Vingt-cinq ans plus tard, en
1956, la notion d’équilibre de spin est évoquée [3] et en 1959, cette notion est expliquée
dans le cadre des complexes de Ni(II) par un faible écart énergétique entre les niveaux
électroniques triplet et singulet [4]. Il est alors fait l’hypothèse d’un peuplement thermo-
induit de l’état triplet qui conduirait à une conversion de spin entre un état diamagnétique
et un état paramagnétique. En 1961, cette hypothèse est confirmée par Stoufer et al. avec
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une mesure de la susceptibilité magnétique en fonction de la température [5]. En 1964,
Baker et Bobonich mettent en évidence la première transition de spin à l’état solide sur
le complexe [Fe(phen)2(NCS)2] à base de Fe(II) [6]. Cette même année, dans le cadre
de la théorie du champ de ligands, la notion de croisement de spin («spin-crossover»)
est introduite par Ewald et al. [7] conformément aux diagrammes de Tanabe-Sugano [8]
dans lesquels apparaît le croisement des courbes d’énergie des états électroniques 5T2 et
1A1 en fonction de l’énergie du champ de ligands. Un changement de l’état de spin est
alors possible lorsque les énergies du champ de ligands et d’appariement des électrons des
orbitales d sont comparables. Ce phénomène, communément appelé «transition de spin»,
a depuis été caractérisé pour une grande variété de complexes métalliques. Il apparaît
dans les métaux de transition de configuration électronique allant de d4 à d7 tels que les
ions Fe(III), Co(II), Co(III), Mn(II), Mn(III), Cr(II) et bien sûr l’ion Fe(II) reportant le
plus grand nombre d’études à ce jour [9].
I.2 La conversion de spin à l’échelle de la molécule
I.2.1 Théorie du champ cristallin
La compréhension du phénomène de transition de spin commence par l’étude des
conditions de commutation de la molécule. L’une des étapes primordiales est alors la
détermination de son spectre en énergie. Les molécules à transition de spin formant des
édifices électroniques complexes, la résolution exacte de l’équation de Schrödinger devient
impossible, que cela soit de manière analytique ou numérique. Il est alors nécessaire de
faire appel à des modèles plus simples permettant de décrire, du moins qualitativement,
la structure électronique des complexes de métaux de transition. Dans ce contexte, la
théorie du champ cristallin offre une description qualitative de la conversion de spin.
Dans ce modèle, les ligands sont considérés comme des charges ponctuelles interagissant de
manière purement électrostatique sur l’ion métallique central. La distribution des charges
des ligands déterminent la symétrie du champ électrostatique extérieur qui va agir sur le
métal de transition et induire une levée de dégénérescence [10].
Prenons l’exemple de l’ion Fe(II). Lorsque celui-ci est libre, les niveaux d’énergie élec-
tronique des cinq orbitales 3d sont dégénérés. Si l’ion Fe(II), chargé positivement, est
placé dans un champ de symétrie octaédrique parfaite Oh, formé de six ligands chargés
négativement, alors les électrons du centre métallique subissent des forces répulsives de la
part des ligands. Le peuplement des orbitales d va alors être gouverné par la minimisation
de l’énergie électrostatique. La conséquence est une levée de dégénérescence partielle des
niveaux d’énergie en un niveau de basse énergie t2g composé des trois orbitales non-liantes
dégénérées dxy, dxz et dyz et un niveau de haute énergie eg composé des deux orbitales
anti-liantes dégénérées dz2 et dx2−y2 (voir figure I.1). L’écart d’énergie entre ces deux ni-
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veaux s’exprime en terme de force du champ de ligands ou éclatement du champ cristallin
valant 10Dq. Dq est un paramètre semi-empirique associé à la force du champ cristallin et
dépendant de la distribution des charges de l’ion métallique et de la distance métal-ligand
comme 1/rn (n = 5, 6) [10]. Les énergies des niveaux eg et t2g peuvent être alors décom-
posées en deux contributions : un champ sphérique qui n’a pour seul effet que d’élever
l’énergie des niveaux électroniques de l’ion libre d’une valeur ∆Esphe´rique et une contribu-
tion associée à l’abaissement de la symétrie et donc à la levée partielle de dégénérescence
(voir figure I.1). On obtient ainsi pour l’état eg et t2g, Eeg = Elibre+∆Esphe´rique+
6
10
×10Dq
et Et2g = Elibre +∆Esphe´rique − 410 × 10Dq.
Figure I.1 – Représentation schématique de la levée partielle de dégénérescence des
orbitales 3d suite à la présence d’un champ cristallin de symétrie parfaitement octaédrique.
Au sein de la molécule, deux effets principaux entrent en concurrence. D’une part,
les électrons tendent à occuper les orbitales d selon la règle de Hund du fait du terme
d’échange. D’autre part, ils tendent à remplir le niveau t2g, de plus basse énergie. La
conséquence de cette compétition résulte en deux états fondamentaux possibles :
— l’état bas spin (BS) ou 1A1g en terme spectroscopique dans lequel les électrons
remplissent en priorité les orbitales t2g, violant ainsi la loi de Hund. Dans le cas du
Fe(II), il s’agit d’un état diamagnétique de spin nul S = 0. La distance métal-ligand
est de l’ordre de rBS ≈ 2.0 Å.
— et l’état haut spin (HS) ou 5T2g en terme spectroscopique dans lequel les électrons
peuplent un maximum d’orbitales, respectant la loi de Hund. Dans le cas du Fe(II),
il s’agit d’un état paramagnétique de spin S = 2. De plus, du fait de l’occupation
des orbitales anti-liantes eg, la distance métal-ligand est supérieure à l’état BS
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d’environ ∆r ≈ 0.2 Å et est donc de l’ordre de rHS ≈ 2.2 Å.
Il est impératif de noter que la force du champ de ligands 10Dq va fortement dépendre
de l’état de spin. En effet, il a été mentionné précédemment que celle-ci évoluait comme
1/rn (n = 5, 6). Le rapport de la force du champ de ligands entre les deux états de spin
est donné par l’équation :
10DqBS
10DqHS
=
(
rHS
rBS
)n
∼ 1.75 (I.1)
On voit ici que la différence entre les deux configurations électroniques est loin d’être
négligeable. En revanche, il est intéressant de noter que l’énergie d’appariement des élec-
trons ne dépend que peu de l’état de spin et vaut environ Π ≈ 15000 cm−1. Par conséquent,
l’état fondamental de l’ion sera déterminé par son environnement à travers la force du
champ de ligands. Il s’agit alors de comparer la force du champ de ligands dans les deux
états de spin avec l’énergie d’appariement des électrons pour déterminer l’état fondamen-
tal (voir figure I.2). Il y a deux cas à considérer :
— Si 10DqBS − Π > Π− 10DqHS, alors l’état fondamental sera l’état BS.
— Si 10DqBS − Π < Π− 10DqHS, alors c’est l’état HS qui est fondamental.
Figure I.2 – Représentation schématique des différentes configurations électroniques pos-
sibles pour un ion Fe(II) localisé dans un champ de symétrie octaédrique en fonction de
l’énergie du champ de ligands. La commutation d’une molécule d’un état de spin à l’autre
ne peut avoir lieu que pour des énergies du champ de ligands autour de l’énergie d’appa-
riement des électrons Π.
Ce ne sera que lorsque Π − 10DqHS ≈ 10DqBS − Π que la molécule sera susceptible
de commuter d’un état à l’autre sous l’action d’une perturbation extérieure (variation
de température, de pression, application d’un champ magnétique intense ou irradiation
lumineuse). Cela correspond à une force du champ de ligands entre 19000 et 22000 cm−1
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dans l’état BS et entre 11000 et 12500 cm−1 dans l’état HS. Par ailleurs, puisque le
phénomène de transition de spin découle de la compétition entre les effets mentionnés
ci-dessus, il devient alors évident qu’il ne pourra pas avoir de commutation de l’état de
spin pour des métaux de configurations électroniques supérieures à d8 ou inférieures à
d4. En effet, les deux effets ne sont alors plus antagonistes du fait d’une saturation des
niveaux t2g dans le premier cas ou d’un nombre d’électron trop faible dans le second cas.
Limites de la théorie du champ cristallin
La théorie du champ de cristallin est relativement pratique comme première approche
du phénomène de la transition de spin et explique de manière qualitative la levée de
la dégénérescence des niveaux électroniques. Cependant, il s’agit d’un modèle purement
électrostatique qui n’est donc pas adapté au cas de ligands non chargés. Pour mieux rendre
compte de la nature non chargée des ligands, il est nécessaire d’y ajouter la théorie des
orbitales moléculaires qui prend en compte les interactions des liaisons covalentes faibles
de type σ et π entre le centre métallique et les ligands. Cette approche est appelée théorie
du champ de ligands et donne des résultats similaires à ceux trouvés à l’aide de la théorie
du champ cristallin [10].
Le diagramme de Tanabe-Sugano
La diagramme de Tanabe-Sugano (voir figure I.3) représente l’énergie des termes spec-
troscopiques d’un ion de configuration électronique d6 dans un champ de symétrie octa-
édrique en fonction de la force du champ de ligands. On peut y voir que l’état fondamental
d’un ion libre est l’état 5D. Pour un champ de ligands faible (10Dq ≪ Π), l’état haut
spin 5T2g(t42ge
2
g) devient l’état fondamental. A l’opposé, pour un champ de ligands fort
(10Dq ≫ Π), l’état bas spin 1A1g(t62g) est stabilisé et devient l’état fondamental. Comme
nous l’avons vu précédemment, le phénomène de transition de spin ne peut exister que
lorsque l’énergie du champ de ligands dans les deux états de spin encadre l’énergie d’ap-
pariement des électrons tel que 10DqHS < Π < 10DqBS.
8 Chapitre I : Introduction
Figure I.3 – Diagramme de Tanabe-Sugano donnant l’énergie des états électroniques
en fonction de l’énergie du champ de ligands en unité de paramètre de Racah (répulsion
électronique B) pour un ion métallique de configuration électronique d6 localisé dans un
champ de ligands de symétrie octaédrique [8].
I.2.2 La transition de spin thermo-induite
I.2.2.1 Diagramme configurationnel
Dans les complexes de Fe(II), la distance métal-ligand dans l’état haut spin est supé-
rieure à celle dans l’état bas spin. Nous avons vu que c’est la conséquence 1 de l’occupation
des orbitales anti-liantes eg par deux des six électrons de la couche d dans l’état HS. Les
électrons repoussent les orbitales de la sphère de coordination octaédrique provoquant une
augmentation de la distance métal-ligand. En revanche, dans l’état bas spin, l’ensemble
des électrons occupent les orbitales non-liantes t2g. En règle générale, dans le cas d’un
octaèdre FeN6, les longueurs de liaisons sont approximativement de rBS = 1.95 − 2.00
Å dans l’état BS et de rHS = 2.12 − 2.18 Å dans l’état HS, soit une variation d’environ
∆rBS→HS ≈ 0.2 Å (10%) et donc une augmentation de 25% du volume de l’octaèdre lors
de la transition de l’état BS vers l’état HS. Cette variation suggère une différence impor-
tante entre les deux configurations électroniques en terme de modes de vibrations de la
molécule. Dans un diagramme configurationnel [10], les deux états moléculaires peuvent
être représentés par deux potentiels adiabatiques dont les minima sont décalés à la fois
en terme d’énergie et de distance métal-ligand et dont la concavité dépend directement
de la fréquence de vibration des modes de respiration de l’octaèdre (voir figure I.4). Il est
1. Entre le changement de configuration électronique et de distance métal-ligand, il est difficile de
distinguer lequel est la conséquence de l’autre. Thermiquement, il s’agit probablement plutôt d’un chan-
gement de distance métal-ligand provoqué par les vibrations de la molécule qui mènerait au changement
de configuration électronique.
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intéressant de noter que la fréquence de vibration des modes de stretching ν(FeN) dans
l’état BS est supérieure à celle dans l’état HS tel que νBSFeN/ν
HS
FeN = 1.1-1.9.
Figure I.4 – Représentation schématique du diagramme configurationnel dans le cas d’un
complexe de Fe(II). Les deux états de spin sont représentés par deux puits de potentiel
harmonique dans l’approximation adiabatique (T=0).
La condition pour l’apparition de la transition de spin thermo-induite est que la dif-
férence des énergies du point zéro entre les deux états de spin soit du même ordre de
grandeur que l’énergie thermique, soit ∆EHB0 = E
HS
0 − EBS0 ≈ kBT . L’énergie du point
zéro est la somme des contributions électroniques et vibrationnelles. Tandis que les mi-
nima d’énergie des puits de potentiel dans l’état BS et HS correspondent aux énergies
électroniques EBSe´l et E
HS
e´l , l’énergie associée au peuplement des états vibrationnels dans
l’approximation adiabatique (T = 0) s’écrit :
Evib(T = 0) =
1
2
∑
λ
hνλ (I.2)
la somme sur λ porte sur l’ensemble des modes de vibrations du système. Il est intéressant
de noter que le nombre de degrés de liberté de mouvement d’un octaèdre parfait, constitué
de 7 atomes est N = 3 × 7 = 21 dont 3 degrés de liberté de translation et 3 degrés de
liberté de rotation. Par conséquent, les 15 degrés de liberté restants correspondent à des
modes de vibrations. L’énergie totale est alors EHS/BS0 = E
HS/BS
e´l + E
HS/BS
vib (T = 0). A
quelques rares exceptions près [11–13], l’énergie du point zéro est plus basse dans l’état
BS et par conséquent l’état fondamental à température nulle est BS. En revanche, à haute
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température c’est l’état HS qui devient plus stable thermodynamiquement. Ce phénomène
est due à la contribution entropique plus importante dans l’état HS qui a deux principales
origines : une origine électronique due à une dégénérescence plus élevée dans l’état HS
et une origine vibrationnelle due aux fréquences de vibrations plus faibles et donc à
une densité d’états vibrationnelles plus importante dans l’état HS. La transition de spin
thermo-induite est donc un phénomène gouverné par l’entropie.
I.2.2.2 Approche thermodynamique
De manière alternative 2, la transition de spin thermo-induite d’un ensemble de mo-
lécules sans interactions peut être décrite à l’aide de la thermodynamique. A pression
constante, la transition de spin correspond à un équilibre entre deux phases : BS et HS.
La fonction thermodynamique pertinente correspondant au contexte expérimentale 3 est
l’énergie libre de Gibbs (ou enthalpie libre) G = H − TS, avec H l’enthalpie, T la tem-
pérature et S l’entropie du système. La thermodynamique du système est décrite par la
différence d’enthalpie libre entre les deux phases :
∆G = GHS −GBS = ∆H − T∆S (I.3)
où ∆H = HHS − HBS est la variation d’enthalpie et ∆S = SHS − SBS est la variation
d’entropie du système. La température d’équilibre T1/2 pour laquelle il y a autant de
molécules dans l’état HS que dans l’état BS est définie en prenant ∆G = 0 et s’écrit :
T1/2 =
∆H
∆S
(I.4)
A l’aide de l’équation I.4, il est possible de résumer la transition de spin de la manière
suivante :
— Quand T < T1/2, alors ∆H > T∆S, le terme enthalpique domine et l’état fonda-
mental thermodynamique est l’état BS (GBS < GHS).
— Quand T > T1/2, alors ∆H < T∆S, le terme entropique domine et l’état fonda-
mental thermodynamique est l’état HS (GBS > GHS).
— Quand T = T1/2, alors ∆H = T∆S, les variations d’enthalpie et d’entropie sont
égales et les deux états de spin sont présents en même proportion (GBS = GHS).
Dans cette approche, le «moteur» de la transition de spin thermo-induite est l’entropie.
Pour comprendre les causes, il faut s’intéresser aux différentes contributions à l’enthalpie
et l’entropie.
∆H se décompose en deux contributions : une contribution électronique ∆He´l indé-
pendante de la température et une contribution vibrationnelle ∆Hvib [14]. Il est souvent
2. Cette approche devient nécessaire lorsque le système n’est plus isolé.
3. C’est-à-dire, un système en contact avec un thermostat et un barostat.
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fait l’approximation ∆H ≈ ∆He´l. De la même façon, il est possible de décomposer ∆S
en différents termes :
∆S = ∆Se´l +∆Svib +∆Strans +∆Srot (I.5)
Les deux derniers termes, ∆Strans et ∆Srot correspondent respectivement à la variation
d’entropie de translation et de rotation. Ces deux termes sont négligés dans la plupart
des cas du fait que les molécules à transition de spin se trouvent en générale dans un
environnement solide et que l’on s’attend à ce que l’entropie translationnelle et l’entropie
rotationnelle dans les deux états de spin soient très proches.
Le premier terme ∆Se´l est la variation d’entropie électronique et se décompose lui-
même en deux contributions, la variation d’entropie associée à la différence de dégénéres-
cence d’orbitale ∆Sorb et la variation d’entropie associée à la différence de dégénérescence
de spin ∆Sspin.
∆Sorb = R ln
(2LHS + 1
2LBS + 1
)
(I.6)
∆Sspin = R ln
(2SHS + 1
2SBS + 1
)
(I.7)
avec R = NAkB la constante des gaz parfaits, NA le nombre d’Avogadro et kB la constante
de Boltzmann. Dans le cas du complexe de Fe(II) avec une symétrie octaédrique parfaite,
∆Sspin = R ln 5 = 13.38 J · mol−1 · K−1 et ∆Sorb = R ln 3 = 9.13 J · mol−1 · K−1. En
réalité, dans la vaste majorité des cas, la symétrie autour de l’ion Fe(II) est plus basse et la
dégénérescence orbitalaire est levée. Par conséquent, on a ∆Se´l = ∆Sspin > 0. L’entropie
électronique favorise l’état HS et est constante avec la température.
Le second terme ∆Svib est la variation d’entropie d’origine vibrationnelle. Dans le
cas de molécules isolées, il ne dépend que de la variation des fréquences de vibrations
intramoléculaires entre les deux états de spin. A l’état solide, il y a une contribution ad-
ditionnelle associée aux vibrations intermoléculaires considérée comme moins importante
que la contribution intramoléculaire 4. De manière générale, l’entropie vibrationnelle peut
s’écrire :
Svib(T ) = R
∑
λ
(
− ln
[
1− e−hνλ/kBT
]
+
hνλ
kBT
1
exp [hνλ/kBT ]
)
(I.8)
avec
∑
λ
la somme sur tous les modes de vibrations. Dans l’approximation des basses
fréquences (hν ≪ kBT ), l’équation I.8 devient :
Svib = R
∑
λ
− ln [hνλ/kBT ] (I.9)
4. En réalité, ces deux contributions sont couplées et il est difficile de distinguer leur contribution
respective.
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A partir de là, il est possible de déterminer la variation d’entropie vibrationnelle :
∆Svib = SHSvib − SBSvib = R
∑
λ
ln
(
νBSλ
νHSλ
)
(I.10)
Précédemment, nous avons vu que 〈νBS〉 > 〈νHS〉. Si l’on utilise ce résultat, l’équation
I.10 devient dans le cas d’un octaèdre parfait :
∆Svib = 15R ln
(〈νBS〉
〈νHS〉
)
(I.11)
En prenant un rapport 〈νBS〉/〈νHS〉 = 1.3 [11], on trouve ∆Svib ≈ 32.7 J ·mol−1 ·K−1.
Ce résultat nous apprend deux choses. D’une part, l’entropie vibrationnelle est plus élevée
dans l’état haut spin (∆Svib > 0) et donc ce dernier est favorisé à haute température.
D’autre part, la variation importante de l’entropie vibrationnelle nous montre le rôle
majeur qu’elle joue dans la transition de spin. L’utilisation de l’approximation des basses
fréquences permet de nous donner une idée de l’importance des propriétés vibrationnelles
dans les composés à transition de spin.
Par ailleurs, il est intéressant de noter que la variation d’entropie à la température de
transition a été estimée, par calorimétrie [15–17], typiquement entre 40 et 80 J ·mol−1·K−1.
Comme l’entropie d’origine électronique vaut ∆Se´l = 13.38 J ·mol−1 · K−1, on peut en
déduire que le reste est associé à l’entropie d’origine vibrationnelle. Ce qui a été confirmée
par spectroscopie Raman et infrarouge [18–20].
∆H (kJ ·mol−1) [19] 8.0± 0.4 ρHS (kg ·m−3) [21] 1398 (240 K)
∆Svib (J ·K−1 ·mol−1) [19] 36 ρBS (kg ·m−3) [21] 1471 (100 K)
∆S (J ·K−1 ·mol−1) [19] 49.3 ∆VBS→HS/VBS [21] 5.2 %
T1/2 (K) [21] 163 〈νBS〉/〈νHS〉 [19] 1.73
Table I.1 – Exemples de valeurs expérimentales pour le complexe moléculaire
[Fe(H2B(pz)2)2(phen)]. ρ désigne la masse volumique tandis que ∆VBS→HS/VBS désigne
la variation de volume du massif lors de la transition de l’état BS vers l’état HS.
Jusqu’à présent, nous n’avons pas discuté de l’entropie de mélange ∆Sme´l. L’entropie
de mélange ne modifie pas la température de transition mais son rôle n’en est pas moins
important. Soit un ensemble de N molécules à transition de spin, toujours sans interac-
tions, dont NHS molécules sont dans l’état HS. On appelle la fraction HS la proportion de
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molécules dans l’état HS 5 tel que nHS = NHSN . A présent, l’enthalpie libre de Gibbs s’écrit :
G = nHSGHS + (1− nHS)GBS − TSme´l (I.12)
avec Sme´l, l’entropie de mélange qui correspond à une perte d’information sur le système
associée aux nombreuses possibilités de distribuer les NHS molécules dans l’état HS parmi
les N molécules du système. L’entropie de mélange s’exprime de la manière suivante :
Sme´l = R ln
(
N !
NHS!NBS!
)
(I.13)
Elle peut être réécrite en utilisant l’approximation de Stirling à l’ordre le plus bas tel que :
Sme´l ≈ −R [nHS ln (nHS) + (1− nHS) ln (1− nHS)] (I.14)
A l’équilibre thermodynamique, on a
(
∂G
∂nHS
)
T,P
= 0. Par conséquent, il est possible de
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S
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Figure I.5 – Évolution de la fraction HS en fonction de la température (courbe bleue)
dans le cas d’un ensemble de molécules sans interactions. La température T1/2 où la
fraction HS vaut nHS = 0.5 est indiquée par des tirets rouges.
5. La fraction HS est couramment utilisée comme paramètre d’ordre pour suivre la transition. La
notion de paramètre d’ordre a été définie par Landau et est associée initialement aux transitions de
phase ordre-désordre dans lesquelles le groupe de symétrie change avec la transition. De plus l’un des
groupes de symétrie doit être inclue dans l’autre. Par exemple, lors de la transition solide-liquide, il y
a un passage d’un groupe de haute symétrie (phase liquide) vers un groupe de basse symétrie (phase
solide). Ce dernier est inclue dans le groupe de symétrie de la phase liquide. En revanche, de manière
analogue à la transition de spin, lors de la transition liquide-gaz, il n’y a pas de changement de groupe de
symétrie malgré le changement important des propriétés physiques. Par conséquent, strictement parlant,
il n’existe pas de paramètres d’ordre.
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suivre l’évolution de la température en fonction de la fraction HS (voir figure I.5) :
T =
∆H
R ln
(
1−nHS
nHS
)
+∆S
(I.15)
Lorsque les deux états de spin sont présents dans les mêmes proportions (nHS = 0.5), on
retrouve alors l’expression I.4 de la température de transition.
La transition de spin thermo-induite est la plus accessible expérimentalement du fait
d’une température de transition souvent proche de l’ambiante et fait l’objet de la majorité
des études. Cependant, comme énoncé précédemment, il existe d’autres stimuli pouvant
induire la transition. Parmi les plus étudiées, on trouve les transitions induites par la
pression. Il est ainsi possible de passer de l’état HS à l’état BS à température ambiante en
augmentant la pression de quelques kilobars [22]. On peut également citer l’effet LIESST
(Light-Induced Excited Spin-State Trapping) permettant d’observer une transition de
l’état BS vers l’état HS à basse température, typiquement inférieure à 50 K [23]. Finale-
ment, il y a les transitions induites par l’absorption de gaz ou l’application d’un champ
magnétique intense [24].
I.3 La transition de spin à l’état solide
I.3.1 Comportements collectifs ou «coopérativité»
I.3.1.1 Introduction à la notion de coopérativité
Jusqu’à présent, nous avons considéré uniquement le cas d’une molécule isolée puis
d’un ensemble de molécules sans interactions 6. Cependant, dans le cas d’un matériau
massif, les interactions entre les molécules ne peuvent plus être négligées. Nous avons vu
que la distance métal-ligand augmente lors de la commutation de l’état BS vers l’état HS,
provoquant une augmentation du volume de l’octaèdre (≈ 25%) et donc de l’ensemble de
la molécule. De la même manière, nous avons vu que les fréquences de vibrations dans
l’état BS sont plus élevées, ayant pour origine une énergie de liaison (et donc une rigidité)
plus importante que dans l’état HS.
Dans le cas d’un réseau cristallin (et plus généralement dans le cas d’un matériau
massif), le changement des propriétés d’une molécule lors de la commutation de son état
de spin a des répercussions importantes sur son environnement immédiat mais également,
à plus longue portée, sur l’ensemble du réseau. La transition d’une molécule vers l’état
HS(BS) dans un réseau dans l’état BS(HS) implique une déformation locale importante du
fait de l’expansion(contraction) du volume de la molécule. La molécule HS(BS) subit alors
6. Ce qui est similaire au cas d’une molécule dans un environnement dilué telle qu’une solution solide
ou liquide.
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Figure I.6 – Représentation locale simplifiée des mécanismes collectifs dans le cas d’un
composé à transition de spin fortement coopératif. (a) Un groupe de molécules se trouvent
dans l’état HS. (b) La molécule centrale commute dans l’état BS, son changement de
volume implique une déformation ainsi que l’apparition de contraintes de tension (flèches
noires). Il y a une compétition entre la minimisation de l’énergie locale du réseau qui tend
à provoquer le retour de la molécule dans l’état HS (c) et celle de l’énergie de la molécule
qui tend à induire le changement de l’état de spin de ses voisines (d).
une contrainte de compression(tension) de la part de ses voisines qui tend à provoquer le
retour de la molécule vers son état d’origine. Ces mécanismes d’origines élastiques vont
induire un effet collectif et, lorsqu’ils sont suffisamment forts, provoquer une transition
de premier ordre 7. Le changement de l’état de spin du matériau entraîne un changement
global de son volume et de son module d’élasticité isostatique B (module de Bulk) pouvant
aller, respectivement, jusqu’à une variation de (VHS − VBS)/VBS ≈ 13% et de (BBS −
BHS)/BHS ≈ 30% [25]. De manière simple, les deux ingrédients jouant un rôle clé sont
la force des interactions entre les molécules et le nombre d’interactions qui agissent sur
chaque molécule. Dans le domaine de la transition de spin, la coopérativité d’un matériau
représente l’ensemble de ces mécanismes d’interactions intermoléculaires [26].
Il important de comprendre que la réponse du réseau à la commutation d’une molécule
n’est pas simplement locale mais qu’il s’agit d’une réponse de l’ensemble du réseau. En ef-
fet, les contraintes locales due à la commutation d’une ou plusieurs molécules provoquent
des distorsions qui se propagent de proche en proche et donnent lieu à une réponse glo-
bale de l’ensemble du réseau, appelée «pression image» [27]. Cette pression image est la
combinaison complexe et difficilement dissociable d’interactions courtes et longues portées
[28].
7. C’est-à-dire, une discontinuité des dérivées premières de la fonction thermodynamique à minimiser.
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I.3.1.2 Les différentes transitions de spin
La figure I.7 montre les transitions les plus communément observées. Jusque dans les
années 60, les changements d’états de spin observés étaient tous des conversions de spin,
c’est-à-dire, des « transitions» graduelles [5, 29]. En règle générale, les conversions de
spin sont caractéristiques des matériaux où les interactions entre centres métalliques sont
faibles. Chaque centre métallique subit alors le changement d’état de spin indépendam-
ment de ses voisins.
Figure I.7 – Principales transitions de spin thermo-induites [30]. La fraction HS nHS est
représentée en fonction de la température. (a) conversion de spin, (b) transition abrupte,
(c) transition abrupte avec présence d’un cycle d’hystérésis, (d) transition en deux étapes
et (e) transition incomplète.
C’est en 1964 que pour la première fois, une transition de spin du premier ordre fut
observée à l’état solide par Baker et Bobonich pour le composé [Fe(phen)2(NCS)2] [6].
Cette observation fut confirmée par König et Madeja en 1967 [31]. Elle fut attribuée aux
interactions intermoléculaires d’origine élastique présentes dans le matériau et la notion
de système coopératif fut introduite [27, 32]. Comme preuve de la force de ces interactions
dans les transitions de spin du premier ordre, des observations structurales montrent une
variation discontinue du paramètre de maille [33, 34]. Ce qui n’est pas le cas dans les
conversions de spin où la variation du paramètre de maille est continue [35, 36].
Les systèmes les plus coopératifs peuvent présenter des cycles d’hystérésis thermiques
dont la largeur ∆T1/2 = T+1/2−T−1/2 peut atteindre plusieurs dizaines de Kelvin. Avec T+1/2
et T−1/2 représentant respectivement les températures de transition de l’état BS vers l’état
HS (mode de chauffage) et de l’état HS vers l’état BS (mode de refroidissement). Cet
effet mémoire fut initialement observé par König et Richter en 1976 pour les composés
Chapitre I : Introduction 17
[Fe(4,7-(CH3)2-phen)2(NCS)2] [37]. Il s’explique par la trop forte instabilité des états
intermédiaires provoquant la création d’une barrière d’énergie entre les deux phases pures
et ainsi l’apparition d’un état métastable.
Il a également été observé des transitions incomplètes correspondant à l’apparition
de fractions résiduelles HS à basse température et/ou BS à haute température [7]. Ces
transitions incomplètes ont plusieurs origines. Ce phénomène peut apparaître à basse
température lorsque les molécules dans l’état HS sont piégés par un effet de trempe.
Il s’agit alors d’un effet purement cinétique. Il peut être due à la présence de défauts,
bloquant l’état de spin d’une partie des centres métalliques. Il est également observé
l’apparition de transitions incomplètes avec la diminution de la taille des objets. Cet
aspect sera abordé plus en détail par la suite. Finalement, l’une des origines possibles est
la présence de deux sites métalliques non équivalents, c’est-à-dire dans un environnement
cristallographique différent, où uniquement l’un des deux ions commute. Dans ce dernier
cas, il a aussi été mis en évidence des transitions en plusieurs étapes : chaque site ayant
une température de transition différente [38]. La première transition en deux étapes fut
observée par Zelentsov dans le cas d’un complexe de Fe(III) de 2-brommo-salicylaldehyde-
thiosemicarbazone [39]. Il existe cependant d’autres origines à ce phénomène. En effet, il
est également observé dans le cas des systèmes polynucléaires. Dans ce cas là, la transition
de l’un des métaux provoque des distorsions de la molécule et rend la transition du second
métal moins favorable [40]. Dans d’autres cas, le phénomène apparaît dans des composés
mononucléaires. Cette transition en deux étapes a été interprétée comme une compétition
entre les interactions élastiques courtes portées favorisant l’alternance entre des molécules
dans l’état HS et BS (analogue à une interaction anti-ferromagnétique) et les interactions
longues portées favorisant une phase homogène [41–43].
I.3.2 Approche macroscopique et mésoscopique
I.3.2.1 Les modèles thermodynamiques
Dans l’approche thermodynamique réalisée précédemment, les molécules n’interagis-
saient pas les unes avec les autres. Cependant, à l’état solide, les interactions intermo-
léculaires ne peuvent plus être négligées. Le premier modèle thermodynamique, issue de
la théorie des solutions solides régulières, répondant à cet impératif, fut introduit par
Slichter et Drickamer en 1972 [26]. Il reprend l’enthalpie libre décrite par l’équation I.12 à
laquelle s’ajoute un terme phénoménologique non linéaire ΓnHS(1−nHS) qui tient compte
des interactions intermoléculaires à l’état solide. Il est possible de le voir comme un dé-
veloppement de Taylor de l’enthalpie libre en nHS (paramètre d’ordre) jusqu’à l’ordre
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2 :
G =α+ βnHS + γn2HS − TSme´l
=α+ (β + γ)nHS − γnHS(1− nHS)− TSme´l
=GBS + (GHS −GBS)nHS + ΓnHS(1− nHS)− TSme´l
=nHSGHS + (1− nHS)GBS + ΓnHS(1− nHS)− TSme´l
(I.16)
avec Γ un paramètre phénoménologique homogène à une énergie et qui est associé à la force
des interactions intermoléculaires (coopérativité). De la même manière que précédemment,
il est possible de déterminer la dépendance de la fraction HS avec la température à
l’équilibre thermodynamique où
(
∂G
∂nHS
)
T,P
= 0 et ainsi de tracer la courbe de transition.
On obtient alors :
T (nHS) =
∆H + Γ(1− 2nHS)
R ln
(
1−nHS
nHS
)
+∆S
(I.17)
Figure I.8 – Transition de spin thermo-induite pour des matériaux de coopérativités
différentes. Dans les deux cas, les variations d’enthalpie et d’entropie sont respectivement
∆H = 12000 J ·mol−1 et ∆S = 60 J ·mol−1 ·K−1. (a) Modèle de Slichter et Drickamer
décrivant les trois comportement modélisés : le cas de la conversion de spin où 2RT1/2 >
Γ = 2000 J ·mol−1 (pointillés verts), le cas de la transition abrupte avec 2RT1/2 = Γ = 3324
J ·mol−1 (tirets noirs) et le cas de la transition de premier ordre avec présence d’un cycle
d’hystérésis quand 2RT1/2 < Γ = 5000 J ·mol−1 (bleu). La courbe rouge représente les
parties instables de la transition (maxima locaux de l’enthalpie libre). (b) Modèle de Sorai
et Seki pour un nombre de domaine par mole de molécules de nD = 0.25 mol−1 (pointillés
verts) et nD = 0.015 mol−1 (tirets noirs).
A nouveau, il est possible de déterminer la température d’équilibre où nHS = 0.5. Il
apparaît évident que la température ainsi calculée s’écrit sous la même forme que dans le
cas sans interactions, soit T1/2(nHS = 0.5) = ∆H/∆S. Cependant, bien qu’il s’agisse d’un
extremum de l’enthalpie libre, il reste à vérifier sa stabilité. Pour cela, il est nécessaire de
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calculer la dérivé seconde de l’énergie libre de Gibbs et de s’intéresser à son signe :
(
∂2G
∂n2HS
)
T,P,nHS=0.5
= −2Γ + 4RT1/2 (I.18)
De cette équation découlent trois possibilités présentées dans la figure I.8(a) :
— Si Γ < 2RT1/2 (interactions faibles) alors
(
∂2G
∂n2
HS
)
T,P,nHS=0.5
> 0, le point est un
minimum de l’enthalpie libre. La transition est graduelle (conversion de spin).
— Si Γ > 2RT1/2 (interactions fortes) alors
(
∂2G
∂n2
HS
)
T,P,nHS=0.5
< 0, le point est un
maximum de l’enthalpie libre. La transition est abrupte (transition du premier
ordre) avec la présence d’un cycle d’hystérésis. Il y a donc deux températures de
transition qui correspondent à des minima de l’enthalpie libre, T+1/2 (chauffage)
et T−1/2 (refroidissement) dont la moyenne ne correspond pas nécessairement à la
température T1/2. La figure I.9 présente l’évolution de l’enthalpie libre en fonction
de la fraction HS pour différentes températures.
— Si Γ = 2RT1/2 alors
(
∂2G
∂n2
HS
)
T,P,nHS=0.5
= 0, il s’agit d’un point d’inflexion de la
courbe de transition. La transition est abrupte mais sans effet mémoire. C’est le
point critique de la transition, associé à la température critique TC = Γ2R , qui donne
la condition limite aux deux cas précédents.
Il devient clair que l’augmentation de Γ tend à accentuer le caractère abrupte des
courbes de conversion jusqu’à provoquer une transition du premier ordre. Le modèle de
Slichter et Drickamer suppose l’absence d’énergies d’interfaces entre les molécules HS
et BS et donc des transitions de spin homogènes. En effet, l’utilisation de l’entropie de
mélange sous cette forme suppose qu’une molécule peut être distribuée en n’importe quel
point du réseau de manière équivalente : il s’agit de l’approximation du champ moyen. Ce
modèle ne considère donc pas la formation de domaines du fait d’interactions spatialement
dépendantes. Il est bon de noter que la nature élastique des interactions et les conséquences
de la commutation d’une molécule impliquera de fortes inhomogénéités spatiales. Pour
répondre à cette problématique, Sorai et Seki [15] ont considéré l’existence de domaines.
Dans le modèle proposé, un système est divisé en ND domaines composés de molécules
d’état de spin identiques. Ces domaines sont sans interactions et de formes similaires.
Par conséquent, l’entropie de mélange ne décrit plus la répartition des molécules dans le
matériau mais la répartition des domaines. L’enthalpie libre s’écrit :
G = nHSGHS + (1− nHS)GBS + nDRT [nHS ln (nHS) + (1− nHS) ln (1− nHS)] (I.19)
avec nD le nombre de domaine par mole. Ce modèle est capable de reproduire les conver-
sions de spin et les transitions abruptes dans la limite des grands domaines (donc pour
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Figure I.9 – Représentation de l’énergie libre de Gibbs en fonction de la fraction HS pour
différentes températures dans le cas d’une transition de spin avec cycle d’hystérésis. Le
disque rouge correspond au système. (a) Initialement, le système se trouve dans la phase
BS qui est stable. (b) Quand la température augmente, il y a apparition d’une phase HS
métastable. (c) A la température d’équilibre T1/2, les deux états de spin sont stables. (d)
L’état BS devient métastable tandis que l’état HS devient stable. Le système reste dans
l’état BS du fait de la barrière d’énergie. (e) La barrière d’énergie disparaît, le système
passe dans l’état HS qui est stable. Cette description correspond au mode de chauffage.
En mode de refroidissement, le comportement du système est analogue.
des matériaux fortement coopératifs) sans jamais présenter de cycles d’hystérésis.
Par la suite, Purcell et Edwards reprennent le modèle de Slichter et Drickamer et
transforment le terme d’interaction pour le rendre dépendant du nombre et de l’état de
spin des paires de molécules [44] tel que :
Ginter = gHS−HSIHS−HS + gHS−BSIHS−BS + gBS−BSIBS−BS (I.20)
où Ii−j est le nombre de paires i− j et gi−j est l’énergie libre de Gibbs d’interaction pour
une paire de molécules i− j. Ce modèle est ensuite appliqué au cas de chaînes de molécules
sans interactions pouvant présenter des domaines. Par la suite, Cantin et al. ajoutent à
l’enthalpie libre la contribution des interactions à l’intérieur des domaines et entre les
chaînes [45].
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I.3.2.2 Modèles élastiques
Les modèles thermodynamiques permettent de reproduire les comportements observés
expérimentalement. Ils souffrent cependant du désavantage de ne pas donner une origine
aux interactions intermoléculaires. Dans ce contexte, Zimmermann et König utilisèrent
un modèle de type Ising résolu dans l’approximation de Bragg-Williams où ils prirent en
compte les vibrations du réseau à travers les températures de Debye des deux phases [46].
Cette résolution a l’avantage de permettre de fortes analogies avec les modèles thermo-
dynamiques et donne une origine élastique au terme d’interaction. De son côté, Kambara
proposa également un modèle dont l’origine de la transition de spin est l’effet Jahn-Teller
[47].
Par ailleurs, pour tenir explicitement en compte de la nature élastique des interac-
tions associées au changement d’état de spin, des modèles basés sur la mécanique des
milieux continus furent développés. A partir de la théorie d’Eshelby, Ohnishi et Sugano
développèrent un modèle élastique prenant en compte les déformations globales du réseau
et les déformations locales attribuées au changement de la distance métal-ligand lors de
la commutation d’une molécule [27]. Par la suite, Spiering alla plus loin, notamment en
explicitant le terme d’interaction [28, 32, 48, 49]. Pour cela, il réécrivit l’enthalpie libre
pour un ensemble de molécules à transition de spin dispersées dans une matrice hôte avec
pour objectif d’en identifier les termes. L’enthalpie libre est donnée par :
G = nHS(GHS −GBS)− TSme´l + xζnHS − xγn2HS (I.21)
avec xζ le décalage en énergie (linéaire en nHS) due à la matrice et xγ une constante
d’interaction. Ces deux paramètres dépendent de x (0 < x < 1), la concentration molaire
des molécules à transition de spin dans le réseau. Les termes qui ne dépendent pas de la
fraction HS ont été omis du fait qu’ils ne contribuent pas à la courbe de transition. Le
cas x → 0 correspond au cas des molécules sans interactions tandis qu’à l’opposé quand
x→ 1, on retrouve le cas d’un cristal composé intégralement de molécules à transition de
spin.
Le réseau est alors assimilé à un milieu homogène et isotrope décrit par son module
d’élasticité isostatique B et son coefficient de Poisson σ. Dans ce réseau, les molécules HS,
BS et de la matrice hôte sont approximées par des sphères dures de volumes respectifs
vHS, vBS, vm tandis que le volume accordé par le réseau est v0. L’énergie de déformation
associée à une molécule de volume vα (α = HS,HS,m) est alors [28] :
eα =
1
2
B(γ0 − 1)(vα − v0)
2
v0
− 1
2
Bγ0(γ0 − 1)(vα − v0)
2
V
(I.22)
où V est le volume total du réseau et γ0 la constante d’Eshelby. Celle-ci représente la
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répercussion d’un changement de volume local (vα − v0) sur le changement de volume
global du réseau (∆vα) tel que : ∆vα = γ0(vα − v0) avec 1 6 γ0 6 3. Le premier terme
de l’équation I.22 représente la déformation locale du réseau induite par la molécule
et le second terme, qui s’annule lorsque V → ∞, représente la réponse du cristal due
à la présence de surfaces, appelée pression image. Cette pression image provient d’un
changement de volume de l’ensemble du cristal supérieur au changement de volume local
qui l’induit.
En considérant l’énergie élastique totale, il est possible d’identifier les termes phéno-
ménologiques ζ et γ [28] :
γ(x) =x
1
2
Bγ0(1− γ0)(vHS − vBS)
2
vm
ζ(x) =x
1
2
Bγ0(1− γ0)(vHS − vBS)(vm − vBS)
vm
(I.23)
Cette relation nous montre que la constante d’interaction γ dépend de la différence de
volume entre les deux états de spin ainsi que du module d’élasticité. Ainsi plus ils sont
importants, plus le matériau sera coopératif. En effet, il est possible de réécrire l’équation
I.21 de la manière suivante :
G =nHS(GHS −GBS)− TSme´l + (ζ − γ)xnHS + xγnHS(1− nHS)
=nHS(GHS −GBS)− TSme´l + ZxnHS + xΓnHS(1− nHS)
(I.24)
où on retrouve le terme d’interaction ΓnHS(1−nHS). Il est également intéressant de noter
que la constante Z tient compte des pressions internes exercées par les molécules à tran-
sition de spin et donc de la réponse élastique de l’ensemble du réseau. Selon le volume
accordé par le réseau d’accueil, le terme ZxnHS favorise un état de spin plutôt qu’un autre
et a comme conséquence directe une modification de la température de transition (puisque
linéaire en nHS). Ce modèle a par la suite été amélioré en considérant les molécules non
plus comme des sphères dures mais comme des dipôles élastiques. Il atteint cependant sa
limite lorsque la concentration de molécules à transition de spin devient trop importante
et que le module d’élasticité B du réseau ne se résume plus à celui de la matrice hôte.
I.3.3 Approche microscopique
Dans cette section seront présentés les modèles de type Ising appliqués à la transition
de spin et les modèles spin-phonons, eux-même, inspirés du modèle d’Ising. En revanche,
nous n’aborderons pas la théorie de la fonctionnelle de la densité (DFT). Cette technique
est très puissante pour déterminer la structure vibronique d’un complexe, calculer les
énergies et les entropies d’une molécule isolée. De plus, l’amélioration des algorithmes et
l’augmentation en puissance des ordinateurs permettent aujourd’hui d’estimer la tempéra-
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ture de transition avec une bonne précision et de prédire les spectres vibrationnels obtenus
par spectroscopie Raman et infrarouge ou par diffusion nucléaire inélastique. Cependant,
les temps de calcul n’offrent pas la possibilité d’étudier un ensemble de molécules à l’état
solide et donc de rendre compte des phénomènes collectifs (cycle d’hystérésis). Pour les
mêmes raisons, une étude en taille semble à l’heure actuelle impossible à l’aide de la DFT.
La référence [50] donne une vue d’ensemble de l’application de la DFT à la transition de
spin.
I.3.3.1 Les modèles de type Ising
a) Modèle à quatre niveau
Le premier modèle microscopique pour la transition de spin fut développé par Wajn-
flasz en 1970 [51, 52]. Il s’agit d’un modèle à quatre niveaux : deux niveaux électroniques
ΓBS (état BS) et ΓHS (état HS), de dégénérescence respective gBS et gHS, divisés en deux
sous-niveaux associés aux rayons ioniques rBS et rHS. Il est donc possible d’avoir des états
avec peu de significations physiques où la configuration électronique est celle de l’état
BS(HS) avec un rayon ionique associé à l’état HS(BS). Ces états correspondraient à des
niveaux transitoires de très hautes énergies (voir figure I.10).
Figure I.10 – Représentation de l’énergie des deux configurations électroniques ΓBS (en
bleu) et ΓHS (en rouge) ainsi que des rayons ioniques rBS et rHS. Dans le modèle de Wa-
jnflasz et Pick, les quatre niveaux d’énergies considérés sont ΓBS(rBS), ΓBS(rHS), ΓHS(rBS)
et ΓHS(rHS).
b) Le modèle de type Ising à deux niveaux
Ce modèle fut alors adapté par Bousseksou et al. en un modèle de type Ising à deux
niveaux et utilisé, entre autre, pour modéliser les transitions en deux étapes [53]. Dans
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cette approche, les états BS et HS sont modélisés par des spins fictifs (σ(BS) = −1 ;
σ(HS) = +1) avec une dégénérescence gBS < gHS . L’Hamiltonien d’un ensemble de
molécules isolées s’écrit alors :
H0 = 12δ0
N∑
i=1
σi (I.25)
où N est le nombre de molécules et δ0 > 0 est la différence d’énergie entre les deux états
moléculaires. A température nulle, il est évident que l’état BS sera favorisé. En revanche,
à haute température, c’est l’état haut spin qui est favorisé du fait de sa plus grande
dégénérescence. Il a été montré que ce modèle à deux niveaux dégénérés est équivalent
à un modèle non dégénéré où l’on introduit un champ dépendant de la température.
L’hamiltonien s’écrit alors [54] :
H0 = 12 [δ0 − kBT ln (gHS/gBS)]
N∑
i=1
σi (I.26)
Cette notation a l’avantage d’expliciter le rôle de l’entropie dans la transition de spin. Le
rapport gHS/gBS prend en compte, non seulement les dégénérescences d’origine électro-
nique mais également les dégénérescences d’origine vibrationnelle.
Pour tenir compte des interactions intermoléculaires au sein du réseau, un terme d’in-
teraction Wij entre les molécules i et j est exprimée en fonction des spins fictifs, par
analogie avec le magnétisme, comme (développement à l’ordre 2) :
Wij = C +
1
2
δ1(σi + σj) + Jσiσj (I.27)
où C est une constante d’énergie qui est choisi nulle, δ1 est une contribution du réseau à la
différence d’énergie entre les deux états moléculaires qui vient s’ajouter à δ0 pour former
le paramètre ∆0, appelé abusivement «champ de ligands» et J est le terme d’interaction
entre deux molécules et décrit les effets collectifs. Par conséquent, l’Hamiltonien total est :
H = 1
2
∆eff
N∑
i=1
σi − J
∑
〈i,j〉
σiσj (I.28)
avec ∆eff = ∆0 − kBT ln (gHS/gBS) le champ dépendant de la température. La somme∑
〈i,j〉
porte sur l’ensemble des paires d’interactions entre premiers voisins. Lorsque J est
positif, les interactions favorisent les paires HS-HS et BS-BS (analogue aux interactions
ferromagnétiques) et lorsque J est négatif, les interactions favorisent les paires HS-BS
(analogue aux interactions anti-ferromagnétiques).
La moyenne des spins fictifs m = 〈σ〉 s’écrit :
m =
1
Z
∑
{σ}
σieβEi = nHS − nBS (I.29)
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avec Z la fonction de partition. La fraction HS peut être déduite par la relation :
nHS =
1 +m
2
(I.30)
c) Résolution du modèle d’Ising par la méthode variationnelle dans l’ap-
proximation du champ moyen
Il existe plusieurs méthodes pour obtenir des solutions exactes au modèle de type
Ising et ainsi extraire les quantités thermodynamiques, en particulier l’énergie libre F du
système. La méthode variationnelle est l’une des plus couramment utilisée. L’idée de cette
approche est de considérer un Hamiltonien de référence proche de l’Hamiltonien dont on
cherche les solutions. Dans le cas du modèle d’Ising, on peut choisir :
Hre´f = −h
N∑
i
σi (I.31)
qui est analogue au modèle d’Ising issue du magnétisme et dont les expressions analy-
tiques des grandeurs thermodynamiques sont bien connues. En particulier, la moyenne
des spins est m = tanh (βh) où β = (kBT )−1. Cet Hamiltonien de référence suppose l’ap-
proximation du champ moyen, c’est-à-dire l’absence de corrélation entre molécules. Ainsi,
nous supposons que la matrice densité totale ρre´f est le produit des matrices densités à un
site ρre´f =
N∏
i
ρre´fi . On peut réécrire l’équation I.28 comme :
H = Hre´f +H−Hre´f (I.32)
Le terme H − Hre´f peut être vue comme une perturbation. En se limitant au premier
ordre, il est possible d’écrire l’énergie libre variationnelle comme :
F ′ = Fre´f + 〈H −Hre´f〉re´f (I.33)
avec F ′ ≥ F , l’énergie libre variationnelle. Il faut alors déterminer 〈H −Hre´f〉re´f .
〈H −Hre´f〉re´f =
∑
{σ}
ρre´f [H−Hre´f ]
=− q
2
JNm2 +
1
2
N∆effm+Nhm
(I.34)
où
∑
{σ}
=
∑
〈σ1〉
∑
〈σ2〉
...
∑
〈σN 〉
est la somme sur l’ensemble des configurations accessibles au sys-
tème et q le nombre de voisins d’un site. L’énergie libre du système est alors :
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F ′ =Fre´f − q2JNm
2 +
1
2
N∆effm+Nhm
=− kBT lnZre´f − q2JNm
2 +
1
2
N∆effm+Nhm
=− kBTN ln (2 cosh βh)− q2JNm
2 +
1
2
N∆effm+Nhm
(I.35)
On cherche à présent une expression de h qui minimise l’énergie libre F ′ tel que :
∂F ′
∂m
= −qJNm+ 1
2
N∆eff +Nh = 0 (I.36)
La valeur moyenne des spins fictifs est donc :
m = tanh
(
β
[
qJm− 1
2
∆eff
])
(I.37)
La relation entre la fraction HS et la température peut être déterminée à l’aide de la
relation arctanh(m) = 1
2
ln
(
1+m
1−m
)
tel que :
T =
∆+ 2qJ(1− 2nHS)
kB ln
(
1−nHS
nHS
)
+ kB ln
(
gHS
gBS
) (I.38)
L’analogie avec les modèles thermodynamiques devient évidente, le terme d’interaction Γ
du modèle de Slichter et Drickamer trouve son équivalent dans le modèle de type Ising
en champ moyen où la coopérativité est décrite par la force des interactions J entre
molécules et le nombre de paires de molécules interagissants q. Il est assez facile d’en
déduire la température de transition tel que :
T1/2 =
∆
kB ln
(
gHS
gBS
) (I.39)
Par ailleurs, de la même manière que dans le modèle d’Ising magnétique, le modèle à
«champ nul» (∆eff = 0) présente une transition du second ordre à une température
TC = qJ/kB. En dessous de cette température, la phase est ordonnée tandis qu’au dessus,
la phase est désordonnée.
Comme dans l’approche thermodynamique, trois comportements vont pouvoir être
observés :
— Quand T1/2 < TC , il s’agit d’une transition du premier ordre avec la présence d’un
cycle d’hystérésis.
— Quand T1/2 = TC , il s’agit d’une transition abrupte sans présence d’hystérésis.
— Quand T1/2 > TC , il s’agit d’une conversion de spin.
Ces trois comportements sont parfaitement décrit par la spinodale 8, déterminée comme
8. Tandis que la courbe binodale représente les points de coexistence associés à un état d’équilibre
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Figure I.11 – Fraction HS en fonction de la température pour trois températures de
transition différentes avec un même terme d’interaction 2qJ = 3291 J ·mol−1 et donc une
même température TC = 198 K. Dans le cas où T1/2 < TC , il y a une transition du premier
ordre avec la présence d’un cycle d’hystérésis (courbe bleu), dans le cas où T1/2 = TC , il
y a une transition abrupte (courbe verte) tandis que dans le cas où T1/2 > TC , il s’agit
d’une conversion de spin. La courbe noire en pointillé représente le modèle à « champ nul
» tandis que la courbe violette en tiret représente la spinodale.
la dérivée seconde de l’énergie libre et qui décrit la limite d’instabilité :
T =
4qJ
kB
nHS (1− nHS) (I.40)
d) Extension du modèle de type Ising
Les modèles de type Ising ont l’avantage de donner une description microscopique des
phénomènes collectifs qui apparaissent dans les matériaux à transition de spin. Cependant
le terme de couplage J ne suffit pas à rendre compte des interactions à la fois à courte
portée et à longue portée 9. Pour répondre à cette problématique, les modèles de types Ising
ont été modifiés pour prendre en compte les interactions longues portées. Les Hamiltoniens
associés adoptent la forme suivante [55] :
H = −J ∑
〈i,j〉
σiσj +
1
2
∆eff
∑
i
σi +G(〈σ〉)
∑
i
σi (I.41)
d’énergie minimum, la courbe spinodale est associée aux points d’inflexion entre les points d’équilibres
stables et instables, c’est-à-dire telle que la dérivé seconde de l’énergie libre est nulle. Au point critique,
défini par TC , les deux courbes se superposent du fait de la disparition de la bistabilité.
9. Dans le cas du modèle d’Ising résolu numériquement de manière exacte, le terme J n’est représentatif
que des interactions courtes portées. En revanche, dans le cas d’une résolution en champ moyen, ce n’est
plus le cas.
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où G(〈σ〉) est le terme d’interaction à longue portée dépendant de la valeur moyenne
des spins fictifs. Ces modèles ont l’intérêt qu’ils permettent d’observer des compétitions
entre les interactions courtes et longues portées tel qu’une interaction à courte portée qui
favorise les paires HS-BS et une interaction à longue portée qui favorise les paires HS-HS
et BS-BS. Cela permet, entre autre, de reproduire les transitions en deux étapes [56] et
de jouer sur la forme du cycle d’hystérésis [57].
I.3.3.2 Les modèles «électron-réseau» ou «spin-phonon»
Les modèles de type «spin-phonon» ont été introduits dans les années 2000. Ils se
basent sur une approche microscopique similaire à celle des modèles de type Ising mais
en tenant compte des degrés de liberté du réseau. L’Hamiltonien est le même que celui
de l’équation I.28 à l’exception du terme de couplage −J ∑
〈i,j〉
σiσj qui est remplacé par un
potentiel de paire élastique dépendant de l’état de spin.
Hinter =
∑
〈i,j〉
Ve´l (σi, σj, rij)
=
∑
〈i,j〉
A(rij) + h(rij)(σi + σj) + J(rij)σiσj
(I.42)
avec :
A(rij) =
vHH(rij) + 2vHB(rij) + vBB(rij)
4
h(rij) =
vHH(rij)− vBB(rij)
4
J(rij) =
vHH(rij) + vBB(rij)− 2vHB(rij)
4
(I.43)
où vHH(rij), vBB(rij) et vHB(rij) sont les potentiels élastiques respectivement des paires
de molécules HS-HS, BS-BS et HS-BS. A(rij) est un terme purement élastique, h(ri,j),
une contribution du réseau à la différence d’énergie entre les deux états de spin et J(rij)
un terme de couplage. On retrouve l’énergie d’interaction Wij du modèle d’Ising (équa-
tion I.27) à la différence de la dépendance locale d’origine élastique des coefficients du
développement.
Dans le cas général, les potentiels élastiques sont définis isotropes et sont associés à
une distance d’équilibre et une profondeur de puits différentes en fonction de l’état de
spin de la paire de molécules considérée (voir figure I.12). Cependant, dans un but de
simplification, il a parfois été fait le choix de ne jouer que sur les distances d’équilibre
[58, 59].
Ce modèle fut d’abord résolu exactement par Nasser dans le cas 1D pour des potentiels
harmoniques à l’aide de la méthode variationnelle [60, 61] puis par Boukheddaden et al.
dans l’approximation haute température [62]. Par la suite, ce modèle fut résolu numéri-
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Figure I.12 – Représentation des potentiels de paires élastiques en fonction de l’état de
spin des molécules composant la paire dans le cas d’un potentiel harmonique (a) et dans
le cas d’un potentiel Lennard-Jones 12-6 (b).
quement à l’aide de simulations Monte Carlo permettant ainsi de simuler les transitions
induites par la pression [58]. Afin de reproduire les clichés de diffraction de rayon X, des
interactions intermoléculaires anharmoniques de type Lennard-Jones furent introduites
dans le but de simuler la dilatation thermique qui peut être différente dans les deux états
de spin [63].
Ces modèles permettent l’étude de la cinétique de transition à travers l’observation
de la propagation des parois de domaine [64, 65]. Entre autre, il est possible de suivre
l’évolution des contraintes et des déformations dans le réseau au cours de la transition
[66, 67].
L’ensemble de ces modèles forme une base solide pour notre étude des effets de taille
finie. Il faut cependant rester prudent dans leur adaptation car certaines approximations
pertinentes dans la limite thermodynamique ne le sont plus à l’échelle nanométrique.
I.4 La transition de spin à l’échelle nanométrique
Le premier composé à transition de spin affichant une température de transition au-
tour de l’ambiante avec la présence d’un effet mémoire fut réalisée au sein de l’équipe
d’Olivier Kahn [68] en 1993. Par les suite, les premiers travaux allant dans le sens d’un
développement de dispositifs de stockage de l’information furent réalisés [69]. La nécessité
de réduire la taille des objets à transition de spin se fit alors grandissante et des efforts
considérables furent déployés ces 15 dernières années dans l’objectif d’atteindre l’échelle
du nanomètre [70]. Aujourd’hui, les nano-objets obtenus sont très divers [71] : couches
minces, nanoparticules de différentes formes telles que les bâtonnets, sphères, cubes etc.
Dans cette thèse, nous nous focaliserons sur les nanoparticules de forme cubique. Par
ailleurs, il est intéressant de noter qu’au fur à mesure, de nouvelles idées d’applications à
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l’échelle nanométrique ont émergé tels que les dispositifs optiques [72], électriques [73] et
mécaniques (actuation) [74].
Dans cette section, nous faisons un historique de la synthèse des nano-particules et des
premières observations associées à l’évolution des propriétés physiques avec la réduction
de la taille. Il sera présenté les modèles permettant de les décrire et finalement nous discu-
terons des phénomènes physiques pouvant intervenir à l’échelle nanométrique et modifier
les propriétés du matériau.
I.4.1 Observations expérimentales
I.4.1.1 Les différents composés à transition de spin
Il est possible de regrouper les matériaux à transition de spin en deux familles : les
complexes moléculaires et les réseaux de coordination. Les complexes moléculaires sont
constitués d’un ensemble de molécules bien distinctes interagissant les unes avec les autres
par le biais d’interactions faibles telles que des liaisons hydrogènes ou π-π stacking (en
présence de cycles aromatiques). En revanche, les réseaux de coordination ne peuvent pas
rigoureusement être considérés comme un ensemble de molécules. Ils forment un réseau
cristallin dont les atomes sont reliés par des liaisons covalentes. Par simplicité, nous uti-
liserons parfois le terme «molécule» pour parler du motif de la maille primitive, dont fait
partie l’octaèdre où se produit la transition de spin. Ces réseaux de coordination peuvent
être unidimensionnelles (cas des chaînes), bidimensionnelles ou tridimensionnelles. Dans
le cas des chaînes de coordination, celles-ci sont capable d’interagir les unes avec les autres
par des liaisons plus faibles et possèdent un certain ordre cristallographique.
La majorité des synthèses de nanoparticules à transition de spin concerne deux familles
principales de composés : les complexes Fe(II)-triazole qui sont des réseaux de coordination
1D et les clathrates de Hofmann qui sont des réseaux de coordination 3D [70]. On trouve
cependant quelques cas de complexes moléculaires [75, 76].
I.4.1.2 La famille des Fe(II)-triazole
Les premières synthèses de nanoparticules à transition de spin furent réalisées par
Létard et al. en 2004 sur le composé [Fe(NH2trz)3]Br2 à l’aide de la technique des micelles
inverses [77, 78]. Les auteurs observent alors la présence d’un cycle d’hystérésis thermo-
induit dans des nanoparticules d’environ 70 nm. En 2007, des nanoparticules d’environ
15 nm du composé [Fe(Htrz)2(trz)](BF4) sont synthétisées par Coronado et al. [79]. Les
auteurs observent la présence d’un cycle d’hystérésis de 43 K de large. Par la suite, en 2010,
ils réussissent à synthétiser des nanoparticules de 6 nm [80]. A nouveau, la présence d’un
cycle d’hystérésis est observée mais d’une largeur sensiblement inférieure (29 K). De plus,
la transition est incomplète avec l’apparition d’une fraction HS résiduelle de 33% à basse
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température. De manière plus récente, en 2015, une nouvelle étude en taille est réalisée
[81] pour ces mêmes composés montrant, pour des nanoparticules sphériques, les même
effets jusqu’à une taille de 4 nm (voir figure I.13(b)). Cependant, une controverse sur la
synthèse de ces objets a récemment été publiée [82]. Les auteurs affirment que la méthode
de synthèse utilisée ne permettrait d’obtenir que des nano-bâtonnets d’une longueur de
l’ordre de quelques dizaines de nanomètres pour un diamètre pouvant atteindre l’ordre du
nanomètre. Cependant, d’autres travaux, tels que ceux de Durand et al. [83], montrent la
présence d’un cycle d’hystérésis pour des nanoparticules de 3 − 4 nm synthétisées dans
des pores de silice.
En parallèle, l’équipe de Létard montre la perte progressive du cycle d’hystérésis avec
la réduction de la taille dans le composé [Fe(NH2trz)3]Br2 [84, 85] (voir figure I.13(a))
tandis notre équipe réalise des mesures d’absorption d’UV-visible révélant une transition
abrupte avec la présence d’un cycle d’hystérésis dans des nanoparticules de 10 nm de
[Fe(NH2trz)3](tos)2 [86] mais une disparition de l’effet mémoire pour des particules de
3-4 nm [87–89]. Finalement, des nanoparticules du composé [Fe(hptrz)3](OTs)2 (hptrz
= 4-heptyl-1,2,4-triazole, Ts = para-toluenesulfonyl) ont pu être synthétisées en milieu
homogène [90], c’est-à-dire, sans l’utilisation de surfactant nécessaire à la technique des
micelles inverses.
Figure I.13 – Évolution du produit de la susceptibilité magnétique avec la température
χT en fonction de la température pour différentes tailles de nano-particules. (a) Dans
le cas du composé [Fe(NH2trz)3]Br2, une perte du cycle d’hystérésis est observée avec la
réduction de la taille sans changement significatif de la température de transition [84].
(b) Dans le cas du composé [Fe(Htrz)2(trz)](BF4), l’effet mémoire reste présent jusqu’à
4 nm malgré une diminution de la largeur du cycle d’hystérésis. Une diminution de la
température de transition dans le mode de chauffage est observée [79].
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I.4.1.3 La famille des clathrates de Hofmann
En 2008, la synthèse de nanoparticules de la famille des clathrates de Hofmann pour
différentes tailles est réalisée par trois groupes à travers différentes approches chimiques.
D’une part, les équipes de Real et Mallah utilisent la technique des micelles inverses
[91, 92]. L’étude des propriétés magnétiques des nanoparticules associées révèlent alors
la présence d’une transition de spin thermo-induite très différente du composé massif.
En effet, une diminution de la température de transition, une perte progressive de l’effet
mémoire mais également l’apparition d’une fraction résiduelle HS croissante dans la phase
basse température apparaissent lors de la réduction de la taille (voir figure I.14(a)). Du
fait d’un rapport surface sur volume proche de la fraction résiduelle HS à basse tempé-
rature, il est fait l’hypothèse que celle-ci pourrait être localisée en surface. D’autre part,
la synthèse de nanoparticules dans une matrice polymérique de chitosan est réalisée par
Larionova et al. [93]. Les pores de chitosan permettent la croissance de nanoparticules
d’environ 4 nm avec une faible distribution de taille. Les auteurs observent une transition
de spin très incomplète, avec moins d’un tiers de centres actifs, ainsi que la présence d’un
cycle d’hystérésis d’une largeur de quelques Kelvin (voir figure I.14(b)). La spectroscopie
Mössbauer révèle qu’en plus d’une fraction résiduelle HS de 34% à basse température, il
y a une fraction résiduelle BS de 38 % à haute température. Ces observations seront aussi
rapportées par Peng et al. [94].
Figure I.14 – (a) χT en fonction de la température pour le composé
[Fe(pyrazine){Pt(CN)4}]. Il est possible d’observer un effet mémoire pour le matériau
massif (bulk). Il y a une perte du cycle d’hystérésis, une baisse de la température de tran-
sition et l’apparition d’une fraction résiduelle HS à basse température avec la réduction
de la taille (courbe 1 : 7 nm ; courbe 2 : 14 nm) [92]. (b) Aimantation en fonction de la
température pour un ensemble de nanoparticules de 3-4 nm dans une matrice de chitosan
(bio-polymère) du composé [Fe(pyrazine){Ni(CN)4}]. Un cycle d’hystérésis est observé
dans ce cas [93].
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I.4.1.4 Les complexes moléculaires
Il n’existe que peu de nanoparticules de complexes moléculaires à transition de spin
synthétisées et encore moins d’études en taille. Il est possible de citer l’étude réalisée par
Tissot et al. en 2012 où une gamme de taille de particules du composé [Fe(III)(3-MeO-
SalEen)2]PF6 allant de 7.5 µm à 18 nm a été synthétisée et étudiée [95]. Les particules de
7.5 µm présentent une transition abrupte avec la présence d’un faible hystérésis. Avec la
réduction de la taille, il y a une perte de l’effet mémoire et une transition de plus en plus
graduelle. Cependant, quelle que soit la taille, aucune fraction résiduelle HS n’est observée
à basse température (voir figure I.15(a)). Récemment, des observations similaires ont été
faites pour le composé Fe(phen)2(NCS)2 (voir figure I.15(b)).
En comparaison avec certains composés de la famille des triazoles qui peuvent conser-
ver leurs propriétés jusqu’à quelques nanomètres, les complexes moléculaires comme les
clathrates de Hofmann montrent un changement bien plus important de leurs proprié-
tés physiques avec la réduction de la taille. En revanche, contrairement aux clathrates
de Hofmann, les complexes moléculaires semblent généralement conserver une transition
complète et une température d’équilibre quasi-constante.
Figure I.15 – (a) Évolution du produit de la susceptibilité magnétique et de la tem-
pérature en fonction de la température pour le composé moléculaire [Fe(III)(3-MeO-
SalEen)2]PF6 pour différentes tailles de particules (a : 7,5 µm; b : 3.5 µm; c : 1
µm; d : 18 nm) [95]. (b) Courbes de transition extraites des mesures magnétiques
du composé Fe(phen)2(NCS)2 pour des particules de 20(4) nm (2d), 29(5) nm (2c),
[650(260)]2 × 175(80) nm3 (2b), [1.4(0.4)]2 × 0.35(0.14) µm3 (2a) et l’échantillon po-
lycristallin pure (2) . Dans les deux cas, une transition abrupte est observée pour les plus
grandes tailles. Avec la réduction de la taille, la transition devient de plus en plus gra-
duelle. Cependant, elle reste complète et sans changement significatif de la température
de transition.
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I.4.1.5 Les premières hypothèses
La première hypothèse faite pour expliquer la perte le cycle d’hystérésis est une di-
minution de la coopérativité due à un défaut de liaisons en surface. En effet, à l’échelle
nanométrique, les centres métalliques étant moins nombreux et situés majoritairement en
surface, les effets collectifs dues aux interactions élastiques longues portées devraient être
plus faibles. La conséquence devrait être une perte de l’effet mémoire ou du moins une
importante diminution de la largeur du cycle. Cependant, les observations expérimentales
montrent quelques cas en contradiction.
Un autre ingrédient essentiel semble être la dimensionnalité et la nature des liaisons.
Par exemple, dans le cas des réseaux de coordination unidimensionnels, la force des inter-
actions entre centres métalliques au sein de la chaîne est supérieure aux interactions entre
chaînes. Le coût énergétique associé à la création de surface devient fortement anisotrope
et mène à la formation de bâtonnets. De même, contrairement aux complexes molécu-
laires que l’on peut considérer comme des objets bien distincts interagissant les uns avec
les autres, il a été observé que les clathrates de Hofmann sont beaucoup plus sensible
à la réduction de taille. On peut s’attendre à ce que le coût énergétique de la création
de surface dans les complexes moléculaires soient bien inférieurs à celui dans les réseaux
de coordination. En effet, de manière générale, dans ces composés, les interactions entre
molécules sont faibles en comparaisons des interactions entre centres métalliques dans les
réseaux de coordination. Ces derniers sont composés de motifs élémentaires qui se repro-
duisent périodiquement pour former un réseau. La création de surface implique de couper
en surface une partie de ce motif. On peut donc s’attendre à des effets de relaxation beau-
coup plus importants et à la création de nouvelles liaisons en surface. De la même manière,
la nature chimique des composés ainsi que les conditions de synthèse devraient également
jouer un rôle et peuvent expliquer les disparités de comportements au sein d’une même
famille.
Ces disparités peuvent également être expliquées par un autre paramètre : l’environ-
nement. En effet, en fonction de la taille, la synthèse des nano-objets nécessite parfois un
environnement particulier (pores de chitosan, de silice, micelles). Dans d’autres cas, la
nature chimique de la matrice découle des conditions de synthèse. Ces effets de matrice
(et donc d’interface) complexifient l’analyse des données, rendant difficile l’étude isolée
des mécanismes à l’origine des observations expérimentales.
I.4.1.6 Le rôle de l’environnement
Une première étude expérimentale des effets de matrice fut réalisée en 2011 par Raza
et al. [96]. En réalisant une synthèse en deux étapes, les auteurs préparèrent des nanopar-
ticules de [Fe(pyrazine){Pt(CN)4}] dans différentes matrices d’épaisseurs variables. Les
courbes de transition mettent en évidence un changement considérable des propriétés de
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transition en fonction de la nature chimique de la matrice et de son épaisseur (voir figure
I.16(a)). Les auteurs interprètent ces résultats comme la conséquence d’interactions entre
particules à travers l’environnement. Ces effets ont également été mis en évidence par
Tissot et al. [97] puis par Tanasa et al. [98] (voir figure I.16(b)) où les propriétés de la
transition de spin semblent être modifiées par les propriétés visco-élastiques et chimiques
des différentes matrices même pour des particules de taille micrométrique. Ces travaux
montrent l’importance de l’interface et en particulier des interactions d’origine élastique
entre la particule et la matrice qui l’entoure.
Figure I.16 – (a) χT en fonction de la température pour des nanoparticules d’environ
10 nm, du composé [Fe(pyrazine){Pt(CN)4}], enrobées dans différentes matrices : une
matrice de calix8 (C192H264N8O16S8) de 2 nm (courbe verte), une matrice de silice de 2
nm (courbe noire) et une matrice de silice de 4.5 nm (courbe rouge) [96]. (b) Courbes
de transition de microparticules de [Fe(phen)2](NCS)2 pour des microparticules de taille
(1600± 600)× (1600± 600)× (300± 200) nm3 dans différents environnements [98].
Ce n’est que récemment, en 2014, que la synthèse de nanoparticules de taille bien
contrôlée dans un même environnement a été réalisée [94]. Ces nanoparticules ont été
obtenues pour le composé [Fe(pyrazine){Ni(CN)4}] et pour des tailles allant de 2 nm à
100 nm. Elles feront l’objet d’une étude approfondie dans cette thèse.
I.4.2 Les mécanismes à l’origine des effets de taille
I.4.2.1 Le défaut de coordination
Comme dit précédemment, la première hypothèse qui fut faite est celle d’une dimi-
nution du nombre de centres actifs due aux liaisons pendantes en surface. Les premières
études théoriques de la dépendance en taille des propriétés des matériaux à transition de
spin furent réalisées à l’aide des modèles de type Ising. Ainsi en 2005, Kawamoto et Abe
étudient l’effet de taille par simulations Monte Carlo sur des particules cubiques et sphé-
riques [99] (voir figure I.17(a)). Ils en déduisent, à travers l’évolution de la largeur du cycle
36 Chapitre I : Introduction
d’hystérésis, que la coopérativité dépend non seulement de la taille mais également de la
forme des nano-objets. Cependant, pour les deux formes étudiées, une perte progressive
de l’effet mémoire est observée avec la réduction de la taille. En 2011, en se basant sur
l’hypothèse d’une fraction résiduelle HS localisée en surface, Muraoka et al. reprend le
modèle de type Ising et fixe l’état de spin en surface [100]. En plus de reproduire les tran-
sitions incomplètes observées expérimentalement, la fraction résiduelle accentue la perte
de l’effet mémoire. Par ailleurs, les auteurs montrent un décalage de la température de
transition qui correspond à une stabilisation de l’état HS. Par la suite, ces observations
sont reproduites à l’aide des modèles spin-phonons [101, 102] et à l’aide des modèles de
type Ising intégrant un terme d’interaction à longue portée [103, 104].
Figure I.17 – (a) Courbes de transition dans le cas du modèle de type Ising à deux
niveaux obtenues par simulation Monte Carlo pour des particules cubiques de différentes
tailles désignés par CX où X est le nombre de sites sur une arrête [99]. La courbe noire en
pointillé représente le cas des conditions aux bords périodiques. (b) Courbes de transition,
obtenues par simulation Monte Carlo, avec l’état de spin des molécules de surface fixé en
HS [100].
I.4.2.2 Les effets de matrice
Dans le même temps, des études sont réalisées pour déterminer le rôle des matrices
sur les propriétés de la transition de spin. En 2011, dans le cadre d’un modèle mécano-
élastique 10, Stoleriu et al. assimilent les matrices à des sites rigides interagissant avec la
particule à travers des ressorts [105]. Les auteurs montrent que la présence d’un envi-
ronnement peut provoquer des transitions incomplètes et le décalage de la température
de transition. En 2012, le même modèle est utilisé pour expliquer les effets de matrice
observés expérimentalement [97]. Dans les deux cas, il est fait mention d’une pression
négative favorisant l’état HS avec la réduction de la taille. Cet effet est amplifié par la
10. Il s’agit d’une variante du modèle spin-phonon qui diffère principalement par sa méthode de réso-
lution.
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présence de la matrice qui induit une force de tension quand le volume de la particule
diminue suite à la transition de l’état HS vers l’état BS. En parallèle, un autre modèle de
type Ising avec un terme à longue portée reproduit les mêmes résultats [106]. L’interaction
avec l’environnement est prise en compte par un terme de couplage courte portée entre les
molécules de surface et une matrice assimilée à des sites dans l’état HS. Quand le terme
de couplage est suffisamment fort, les molécules en surface se retrouvent bloquées dans
l’état HS.
Plus récemment, à l’aide du modèle spin-phonon, des études de systèmes cœur-
coquilles ont été réalisées. En 2013, des simulations Monte Carlo sur des réseaux carrés
où les molécules de la coquille sont bloquées dans l’état HS sont réalisées par Oubouchou
et al. [107]. L’influence de l’épaisseur de la coquille est étudiée à travers une cartogra-
phie de la déformation locale. Une augmentation de l’épaisseur de la coquille entraîne
une diminution de la température de transition. Par ailleurs, les auteurs observent des
effets cinétiques très importants à l’échelle nanométrique qui ouvrent la question sur le
caractère quasi-statique des changements de phases dans les nano-objets à transition de
spin. En 2014, Slimani et al. montrent qu’une augmentation de la force des interactions
entre la matrice et la particule peut provoquer le maintient ou la réouverture du cycle
d’hystérésis à l’échelle nanométrique [101]. La même année, Félix et al. montre qu’il est
possible de contrôler la stabilité des phases en jouant sur les paramètres de maille de la
coquille et du cœur et donc sur l’énergie élastique d’interface [108]. Ces résultats récents
feront l’objet d’analyses et de comparaisons dans la suite de cette thèse.
I.4.2.3 Le modèle nanothermodynamique
a) Non extensivité et quantités en excès
Que cela soit le défaut de coordination, l’interface entre une particule et sa matrice ou
une modification chimique des surfaces, les différentes contributions à l’énergie due à la
présence de surfaces peuvent être associées à une quantité en excès : l’énergie de surface.
Dans ce contexte là, un modèle thermodynamique a été mis en place pour prendre en
compte la présence des surfaces et leurs conséquences sur la transition de spin.
La thermodynamique axiomatique a été développée sur la base des variables extensives
et intensives. Ainsi l’énergie interne totale U d’un système de N particules et de volume
V peut être exprimée :
U = uV V = UNN (I.44)
avec respectivement uV et uN l’énergie interne par unité de volume et l’énergie interne
par particule.
Cette vision n’est valable que dans la limite thermodynamique où la surface est né-
gligeable devant le volume. La considération d’un système de taille finie dont les surfaces
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ne peuvent plus être négligées entraîne la perte de cette extensivité. Les conséquences
de la perte d’extensivité sur la transition de spin a fait l’objet d’une étude à l’aide d’un
modèle spin-phonon en 2014 [102]. C’est Gibbs qui introduisit pour la première fois un
terme d’énergie de surface additionnel prenant en compte explicitement la présence de
surfaces. Par la suite, diverses approches prirent en compte ces excès d’énergie [109, 110].
De manière générale, il est toujours possible de définir une quantité en excès ∆Ψ d’une
quantité Ψ due à la présence de surfaces tel que :
∆Ψ = Ψ(L)−Ψ(∞) (I.45)
où Ψ(L) et Ψ(∞) sont respectivement la valeur de la quantité Ψ d’un système de taille L
et d’un système infini.
b) Énergie de surface
Dans le modèle nano-thermodynamique appliqué à la transition de spin par Félix et al.
[111], il est considéré un système cœur-coquille composés de N = N c +N s molécules. N c
est le nombre de molécules dans le coeur et N s, le nombre de molécules dans la coquille
qui correspond ici à la surface. La proportion de molécules en surface est définie par la
profondeur de la surface λ (correspondant dans ce cas à la première couche de molécules)
définie par l’aire A0 et le volume V0 d’une molécule telle que λ = V0/A0 et par le rapport
surface-volume A/V . Dans le cas d’une sphère, ce dernier s’écrit :
A
V
=
4πr2
4/3πr3
=
3
r
(I.46)
Le nombre de molécules en surface et dans le cœur s’écrit alors :
Ns = N
3V0
rA0
= Nαs (I.47)
Nc = N
(
1− 3V0
rA0
)
= Nαc (I.48)
La fraction HS totale est évaluée en fonction de la fraction HS en surface et dans le cœur
nHS = NHS/N = nsHSαs + n
c
HSαc où n
s
HS = N
s
HS/N
s et ncHS = N
c
HS/N
c. Une énergie de
surface γA est définie tel que :
γA = U(L)− U(∞) (I.49)
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avec γ l’énergie surfacique ou densité surfacique d’énergie. L’énergie de surface est dépen-
dant de l’état de spin de la surface et peut s’écrire comme :
γA =γBSA+ nsHS(γHS − γBS)A
=nsHSγHSA+ (1− nsHS)γBSA
(I.50)
Il est fait l’approximation que l’aire ne change pas avec la transition de spin. Cela revient
à considérer une énergie surfacique effectif reliée à l’énergie surfacique réelle par γBS =
γre´elBS ABS/A.
c) Entropie de mélange et terme d’interaction
La fraction HS n’étant pas la même en surface que dans le cœur de la particule, il est
nécessaire de réécrire l’entropie de mélange :
Sme´l = Ssme´l + S
c
me´l (I.51)
avec l’entropie de mélange en surface Ssme´l, et dans le cœur S
c
me´l.
Ssme´l = −R [nsHS ln (nsHS) + (1− nsHS) ln (1− nsHS)] (I.52)
Scme´l = −R [ncHS ln (ncHS) + (1− ncHS) ln (1− ncHS)] (I.53)
Une dernière modification par rapport au modèle thermodynamique de Slichter et Dri-
ckamer est la prise en compte de la variation du module d’élasticité durant la transition
de spin. L’équation I.23 montre que le terme d’interaction est proportionnel au module
élastique isostatique Γ ∝ B. Dans le modèle nano-thermodynamique, il a été considéré
une interpolation linéaire du terme d’interaction en fonction de la fraction HS :
Γ = ΓBS + nHS∆Γ (I.54)
avec ∆Γ = ΓHS − ΓBS.
d) Enthalpie libre de Gibbs
En considérant ce système cœur-coquille, il est possible de réécrire l’équation I.16
comme :
G = nHSGHS + (1− nHS)GBS + ΓnHS(1− nHS)− T (Scme´l + Ssme´l)
+ [nsHSγHS + (1− nsHS)γBS]A
(I.55)
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La minimisation de l’énergie libre de Gibbs pour les variables ncHS et n
s
HS mène à un
système de deux équations reliant la température et les fractions HS du cœur et de la
surface :
T =
∆H + Γ (1− 2αcncHS) + ∆ΓnHS (1− nHS)− 2αsΓnsHS
R ln
(
1−nc
HS
nc
HS
)
+∆S
(I.56)
T =
∆H + Γ (1− 2αsnsHS) + ∆ΓnHS (1− nHS)− 2αcΓncHS +∆γA
R ln
(
1−ns
HS
ns
HS
)
+∆S
(I.57)
Avec ∆γ = γHS−γBS. Une troisième équation peut être déduite à partir des deux premières.
Elle permet de relier la fraction HS en surface à celle dans le cœur. Il est ensuite possible
de résoudre numériquement cette équation pour en déduire les couples nsHS/n
c
HS qui en
sont solutions, puis de les injecter dans les équations précédentes pour en déduire la
température à l’équilibre thermodynamique.
Il fut ainsi montré qu’en fonction de la différence d’énergie surfacique ∆γ entre les deux
états de spin, il est possible d’abaisser (∆γ < 0) ou d’augmenter (∆γ > 0) la température
de transition (voir figure I.18). De plus, si la différence est suffisamment importante, les
molécules peuvent se retrouver bloquées dans un état de spin provoquant une transition
de spin incomplète. Du fait de l’observation expérimentale de fractions résiduelles HS à
basse température, ce modèle prédit que l’énergie de surface de l’état HS est plus faible que
dans l’état BS. Cela peut être compris de manière simple, puisque l’énergie de cohésion
est plus faible dans l’état HS que dans l’état BS, le coût énergétique associé à la rupture
d’une liaison est plus faible dans l’état HS que dans l’état BS.
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Figure I.18 – Courbes de transitions de spin thermo-induites calculées pour le matériau
massif et des nanoparticules de 8 nm avec différentes valeurs de ∆γ = γHS − γBS [111].
Quand la différence d’énergie surfacique est suffisamment importante, la transition devient
incomplète et l’effet mémoire disparaît.
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e) Coopérativité à l’échelle nanométrique
Ce modèle décrit correctement la perte du cycle d’hystérésis, la présence d’une fraction
résiduelle HS à basse température et le décalage de la température de transition. Cepen-
dant, il n’est pas capable de reproduire l’effet mémoire observé dans des nanoparticules de
quelques nanomètres. Puisque la coopérativité dépend de la force des interactions entre
les molécules, il est fait l’hypothèse d’une augmentation des modules élastiques mènerait
à une réouverture du cycle d’hystérésis.
Pour vérifier expérimentalement cette hypothèse, des mesures de spectroscopie Möss-
bauer furent réalisées sur des analogues de bleu de Prusse pour déterminer la tempéra-
ture de Debye θD, celle-ci étant reliée à la racine carré du module élastique isostatique
θD ∝
√
B [112]. Les analogues de bleu de Prusse choisis (Ni3[Fe(CN)6]2) sont des réseaux
de coordination 3D qui ne présentent pas de transition de spin mais qui ont une struc-
ture très proche de certains réseaux de coordination à transition de spin. Les résultats
montrèrent alors une augmentation de la température de Debye avec la réduction de la
taille (voir figure I.19 a)). Ces résultats expérimentaux furent injectés dans le modèle
nano-thermodynamique et une réouverture du cycle d’hystérésis à l’échelle nanométrique
fut observée (voir figure I.19 b)).
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Figure I.19 – (a) Température de Debye mesurée par spectroscopie Mössbauer en fonc-
tion de la taille des nanoparticules Ni3[Fe(CN)6]2. Une augmentation d’environ 16 % de
la température de Debye est observée pour les nanoparticules de 4 nm. (b) Courbes de
transition de spin thermo-induites simulées pour γBS ≫ γHS et différentes tailles de nano-
particules. L’évolution de la température de Debye a été pris en compte dans le terme de
coopérativité par l’intermédiaire du terme d’interaction (Γ ∝ B ∝ θ2D) [111].
Par la suite, une campagne de mesures synchrotron fut initiée dans l’équipe pour dé-
terminer l’évolution des propriétés élastiques et vibrationnelles avec la taille à l’aide de
deux techniques : la diffraction des rayons X sous haute pression, permettant d’obtenir
l’évolution du volume avec la pression et ainsi le module d’élasticité isostatique et la diffu-
sion nucléaire inélastique permettant la détermination de la densité d’états vibrationnels
42 Chapitre I : Introduction
et ainsi l’obtention des vitesses du son. Ces campagnes synchrotrons furent initiées dans
la thèse de Gautier Félix et ont été poursuivis dans le cadre de cette thèse.
I.4.3 La réduction de la taille : vue d’ensemble
Nous avons vu que la réduction de la taille des matériaux à transition de spin conduisait
parfois à une modification importante des propriétés physiques. Bien que de nombreux
modèles permettent la reproduction des observations expérimentales, il est intéressant de
noter que les effets de réduction de taille apparaissent dans d’autres domaines.
Dans cette section, un bilan sur l’ensemble des effets pouvant se produire à l’échelle
nanométrique sera fait. Quand cela est possible, nous ferons des analogies avec d’autres
transition de phase dans le but de chercher les similitudes et les différences.
I.4.3.1 Les effets de surface
Avec la réduction de la taille des objets, le rapport surface sur volume augmente. Les
molécules en surface ne se trouvent pas dans le même environnement que les molécules
localisées dans le cœur : il en découle des inhomogénéités spatiales. Dans le cas d’un
nano-objet libre, en plus d’un défaut de voisins, c’est-à-dire, du manque de liaisons due à
l’absence de molécules voisines, il se produit des phénomènes de relaxations structurales
avec parfois des reconstructions locales. La présence d’une matrice participe à cette mo-
dification de l’environnement locale des molécules en surface en ajoutant des contraintes
additionnelles ou au contraire en facilitant la relaxation de celles-ci.
Ces phénomènes ont des conséquences sur la stabilité des phases. Dans les matériaux à
transition de spin, nous avons vu qu’il y pouvait y avoir une modification de la température
de transition, l’apparition de transitions incomplètes et le passage d’une transition de
premier ordre avec un cycle d’hystérésis à une conversion de spin. Nous avons vu que les
propriétés élastiques revêtent une grande importance dans le phénomène de la transition
de spin du fait de la différence de volumes et de modules élastiques entre les deux états
de spin. De plus, il semble que l’état HS soit favorisé en surface, notamment du fait d’une
plus faible énergie de surface. Cependant, derrière cette quantité se cachent de nombreuses
contributions. Elles peuvent cependant être divisées en deux principales contributions :
— une contribution associée à la création de surface sans déformation 11 par augmen-
tation du nombre de molécules en surface.
— une contribution, appelée contrainte de surface, associée à la création de surface
par déformation pour un nombre constant de molécules en surface.
La première contribution va dépendre de la nature des interactions (liaisons) en surface,
c’est-à-dire, de l’état de spin des molécules en surface. La seconde contribution va dépendre
11. C’est le cas du défaut de coordination pour une nano-particule libre indéformable.
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Figure I.20 – Variation de la température de fusion en fonction de la taille pour des
nanoparticules d’indium dans une matrice d’aluminium pour deux échantillons préparés
par trempe sur roue (melt-spinning) et broyeur à bille (ball-milling). La variation du point
de fusion est attribuée à la cohérence de l’interface aluminium/indium. Pour le premier
échantillon (en haut), l’interface formée est semi-cohérente comme il est possible de le voir
sur le cliché de diffraction électronique. Une augmentation du point de fusion est observée
avec la réduction de la taille. A l’opposé, dans le deuxième échantillon, l’interface est
incohérente. La conséquence est une diminution du point de fusion avec la diminution de
la taille [113].
de la structure du matériau (réseau de Bravais) ainsi que des contraintes extérieures
agissant sur la particule et des facilités à relaxer l’énergie élastique dans les deux états de
spin.
Ces effets de surface ont été observés dans d’autres transitions de phase telle que la
transition solide-liquide ou la transition structurale du TiO2.
Dans le cas de la transition solide-liquide à l’échelle nanométrique, il fut observé que la
fusion s’initiait en surface du fait du plus grand degré de liberté des atomes [115]. On peut
le comprendre facilement à l’aide du critère de Lindemann 12 qui stipule qu’un solide entre
en fusion quand l’amplitude de vibration
√
〈u2〉 excède environ 10% de la distance entre
les plus proches voisins. La présence de liaisons pendantes tend à augmenter l’amplitude
de vibration des atomes en surface qui entreront plus facilement en fusion. La conséquence
directe est une diminution de la température de fusion avec la réduction de la taille des
particules [114, 116, 117]. Cependant, il a parfois été observé le phénomène inverse, où une
augmentation de la température de fusion apparaît avec la réduction de la taille [113, 118].
Le mécanisme derrière cette observation est attribué au caractère cohérent de l’in-
terface et aux propriétés physico-chimique de l’environnement. Il y a augmentation de
12. Il s’agit d’un critère semi-empirique.
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Figure I.21 – (a) Évolution de la température de fusion de l’or en fonction du diamètre
des nanoparticules [114]. (b) Évolution de la température de transition en fonction du
rayon de nanoparticules à transition de spin d’après le modèle nano-thermodynamique
[111]. Dans les deux cas, l’évolution de la température est proportionnelle à l’inverse de
la taille.
la température de fusion si l’interface est suffisamment cohérente (bon accord des para-
mètres de maille) et que la matrice a une température de fusion supérieure (voir figure
I.20). Dans ces deux cas, la variation de la température de fusion semble être propor-
tionnelle à l’inverse de la taille de l’objet, c’est-à-dire au rapport surface-sur-volume (voir
figure I.21). Dans le but de reproduire ces observations, la présence des surfaces, et donc
la non-extensivité du système, fut prise en compte à l’aide de la loi de Laplace [114, 119].
Il est intéressant de remarquer que le modèle nano-thermodynamique appliqué à la tran-
sition de spin prédit une évolution en taille de la température de transition analogue à la
température de fusion (voir figure I.21) [111].
Dans les transitions morphologiques (solide-solide) du TiO2, les phénomènes de surface
jouent un rôle primordiales dans la stabilité des phases. Dans les matériaux massifs, il
y a trois phases structurales principales : le rutile, l’anatase et la brookite. En 2002,
l’enthalpie libre a été mesurée par calorimétrie pour différentes tailles de nano-objets
permettant d’en déduire l’énergie de surface [120]. Il a été ainsi observé une dépendance
en taille de l’état le plus stable expliquée par une minimisation de l’énergie de surface.
Cette évolution de la stabilité des phases a par la suite été mieux comprise et associée
à la relaxation de l’énergie en excès due à la création de surfaces [121]. Dans le cas des
oxydes, les phénomènes semblent être gouvernés par des effets de compensation de charges
dépendant fortement de la structure cristallographique et provoquant des modifications
en profondeur du matériau.
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Figure I.22 – Évolution de l’enthalpie en excès ∆H = Hnano−Hbulk(rutile) (par rapport
au rutile massif) des échantillons nanocristallins de TiO2 en fonction de leur surface.
L’enthalpie en excès provient à la fois des énergies de surface et du polymorphisme. Les
phases les plus stables thermodynamiquement sont représentées en gras [120].
I.4.3.2 La cinétique de transition
A l’échelle nanométrique, les surfaces ont également un rôle important sur les phéno-
mènes de nucléation et de croissance. Il a été observé que lors d’une transition de spin
de premier ordre, la nucléation avait lieu sur des défauts cristallographiques permettant
au réseau de mieux relaxer l’énergie élastique associée au changement de volume et de
constante élastique [122–124]. Dans ce contexte, les surfaces agissent comme des défauts et
la nucléation se produit majoritairement en surface. L’augmentation du rapport surface-
sur-volume pourrait donc favoriser la nucléation et donc à abaisser l’énergie de barrière
entre les deux états de spin, ayant pour conséquence une perte de l’effet mémoire.
Cependant, dans les transitions de phase métal-isolant, il a été observé un élargisse-
ment du cycle d’hystérésis avec la diminution de la taille [125–128] (voir figure I.23). Ce
phénomène semble être associé à une diminution des défauts ponctuels dans le réseau
avec la réduction de la taille. En d’autres termes, le nombre de domaines cristallins tend
à diminuer jusqu’à ce qu’il n’y en ait plus qu’un. Ce phénomène semble être également
très sensible aux effets de matrice et on peut s’attendre à ce qu’il en soit de même pour
la transition de spin.
Par ailleurs, il est probable qu’en dessous d’une taille limite (celle d’un domaine par
exemple), la particule agisse comme une entité unique et commute d’un état à l’autre sans
croissance de domaines. Par analogie au superparamagnétisme, on pourrait s’attendre
à des fluctuations permanentes entre les deux états de spin. Les courbes de transition
seraient alors des moyennes temporelles réalisées sur un ensemble de nano-objets.
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Figure I.23 – (a-c) Images de microscopie électronique d’un précipité de VO2 dans une
matrice de SiO2 pour des temps de recuit différents (2, 9 et 60 minutes). Plus ce dernier
est court, plus les précipités sont petits. (d) Transmission optique en fonction de la tem-
pérature. Un élargissement du cycle d’hystérésis est observé avec la réduction de la taille
[125].
I.4.3.3 Les effets de confinement
Les effets de confinement quantique apparaissent lorsque l’une des dimensions du ma-
tériau est du même ordre de grandeur que la fonction d’onde de la particule quantique.
Dans les matériaux à transition de spin, dont le libre parcours des électrons est faible
(électrons localisés), ce sont les phonons qui nous intéressent.
Une quantification des modes de vibrations peut apparaître quand les dimensions de
l’objet sont du même ordre de grandeur que le libre parcours moyen des phonons. La consé-
quence peut être un changement des propriétés de transport de la chaleur passant d’un
régime diffusif à un régime balistique. Cela pose le problème de la bonne thermalisation
des nano-objets et donc du caractère quasi-statique des transformations. La discrétisation
des phonons engendre une perte de la continuité dans les courbes de dispersion. De nou-
veaux modes peuvent apparaître tels que les modes de respiration aux basses fréquences
mais également des modes de vibrations optiques localisés en surface [129–131].
Par ailleurs, en spectroscopie Raman, il a été observé un décalage des fréquences avec
la réduction de la taille. Tandis que les modes acoustiques se décalent presque systémati-
quement vers les hautes fréquences (durcissement) [132, 133], les modes optiques peuvent
adopter les deux comportements [134]. Parmi les mécanismes à l’origine de ces observa-
tions, il y a les effets de contraintes associées à l’environnement et les effets de confinement.
Tandis que les contraintes de compression(de tension) semblent provoquer un durcisse-
ment(ramollissement) hétérogène des modes [135], le confinement tend à provoquer un
durcissement des modes acoustiques et un ramollissement des modes optiques [136–138].
Dans le domaine de la transitions de spin, ces effets n’ont jamais été mis en évidence du
fait, entre autre, de la dispersion en taille des objets. La fréquence des modes accessibles
étant dépendant de la taille des objets, la discrétisation des modes est occultée par un
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effet de moyenne. Cependant, ils posent la question de la validité des lois utilisées pour
décrire les phénomènes physiques telle que la détermination de la température de Debye
ou l’utilisation de la mécanique des milieux continus. Toutefois, un certain nombre d’étude
montre que l’élasticité linéaire reste valable jusqu’à quelques nanomètres (voir figure I.24)
[133].
Figure I.24 – Évolution des fréquences de quelques modes acoustiques (cercles pleins)
de nanoparticules d’oxyde de zinc issus de spectroscopie Raman basse fréquence ainsi
que des fréquences du mode de respiration et des modes extensionnels (fondamental et
premier harmonique) déterminées à partir de la théorie de l’élasticité linéaire en fonction
de l’inverse de la taille [133].
I.4.3.4 Les autres effets
Il y a de nombreux autres effets qui peuvent jouer sur la transition de spin à l’échelle
nanométrique mais qui ne seront pas abordés en détail dans cette thèse.
Les interactions entre nanoparticules : il a été observé expérimentalement des agré-
gats de nanoparticules où celles-ci pourraient être suffisamment proche pour inter-
agir les unes avec les autres. Des effets collectifs pourraient alors apparaître entre
les particules [96]. Cependant, pour que cette hypothèse soit valide, il est nécessaire
que le milieu environnant soit susceptible de propager la déformation. Or, dans de
nombreux cas, les particules se trouvent dans des cavités de volume beaucoup plus
importantes (matrice de chitosan ou de silice [83]) ou dans des matrices amorphes
très hétérogènes qui peuvent encaisser facilement la déformation.
Le polymorphisme : On peut considérer trois types de polymorphisme. Tout d’abord,
il est observé dans certains composés, une transition de spin accompagnée d’une
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transition de phase structurale. Ce phénomène n’étant pas systématique mais plu-
tôt de l’ordre de l’exception, il ne sera pas abordé dans cette thèse. Ensuite, il peut
avoir un changement de la géométrie des particules avec la réduction de la taille.
Ce changement de géométrie peut être accompagné d’un changement de structure
de la même manière que dans le TiO2. Il s’agit alors d’une transition structu-
rale avec la réduction de la taille dont l’origine se trouve dans la minimisation de
l’enthalpie libre du système. Il s’agit donc d’un cas limite découlant des effets de
surface. Ce changement de géométrie peut également prendre son origine dans la
cinétique de synthèse. Parce que les conditions de synthèse varient en fonction de
la taille des objets, la cinétique de croissance des objets change. Le résultat peut
être la formation d’une nanoparticule dont la géométrie n’est pas la plus stable
énergétiquement. Elle se trouve alors dans un état métastable qui induit des chan-
gements de ses propriétés à l’échelle nanométrique. Un certain nombre de composés
montrent un comportement différent durant le premier cycle en température où il
y a probablement un réarrangement structural [139]. Ici il s’agirait plutôt d’un
polymorphisme « géométrique », sans changement de la structure.
I.4.3.5 Les complications expérimentales
La première complication expérimentale est la distribution en taille des objets syn-
thétisés. La majorité des études sont réalisées sur un ensemble d’objets. La première
complication expérimentale est alors la distribution en taille de ces objets. Statistique-
ment, il a été montré qu’il suffisait d’un objet de grande taille pour influencer de manière
significative les mesures en volume telles que les mesures magnétiques ou de spectrométrie
Mössbauer [140]. En effet, même si la probabilité de présence d’une grande particule est
extrêmement faible, son volume est en revanche très élevé.
Outre la distribution en taille, les nombreuses contributions potentielles aux phéno-
mènes observés et la grande diversité d’objets existant (complexes moléculaires, réseaux
de coordination 1D, 2D, 3D, matrice...), l’étude expérimentale est complexifiée par un
défaut de caractérisation des matériaux (mécanique, vibrationnelle...).
I.4.4 Conclusions
La réduction en taille a montré avoir d’importantes conséquences sur les propriétés
des matériaux à transition de spin. Ces conséquences semblent fortement dépendre de la
nature du composé mais également de son rapport surface-sur-volume et de l’interaction
avec l’environnement.
Les effets de surface ont été principalement étudiés en considérant un défaut de liai-
sons expliquant la perte de l’effet mémoire avec la réduction de la taille. Dans d’autres
approches, il fut considéré des systèmes cœur-coquilles avec une coquille bloquée dans
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l’état HS pour reproduire la présence de fractions résiduelles et le décalage en tempéra-
ture. Bien que ces approches permettent de reproduire les observations expérimentales, les
mécanismes ainsi que l’origine des différences entre composés restent encore mal compris.
Dans cette thèse, nous nous focaliserons sur deux points. Dans le chapitre II, nous
étudierons le rôle des surfaces, et en particulier les phénomènes de relaxations spatiales des
surfaces. Nous verrons comment ce couplage entre surface et volume affecte la transition
de spin et peut permettre l’apparition d’une fraction résiduelle. Ce chapitre s’inscrit dans
la poursuite de l’étude des effets de surface. Puis, dans le chapitre III et IV, une étude de
la dynamique du réseau à travers une approche expérimentale et une approche numérique
sera réalisée. Les interactions entre molécules ayant une origine élastique, les propriétés
vibrationnelles revêtent une importance capitale. Une étude de la dynamique du réseau
permettra une meilleure compréhension de l’évolution des propriétés élastiques avec la
taille ainsi que des conséquences des effets de confinement.
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Chapitre II
Étude du rôle des surfaces
II.1 Introduction
Un changement drastique des propriétés d’une particule peut apparaître lorsque la
taille de celle-ci devient inférieure à une taille «limite». Dans le domaine de la transition
de spin, il est possible d’observer un changement important de la température de Debye
en dessous d’une vingtaine de nanomètre. Ceci peut s’expliquer par un couplage élastique
entre la surface et le volume. Les propriétés de la surface modifient en profondeur les
propriétés du matériau.
Jusqu’à présent, dans une majorité des études sur la réduction de taille dans les compo-
sés à transition de spin, il est considéré un défaut de coordination qui modifie les propriétés
des molécules en surface de manière locale. Les effets de relaxation associés à la création
de surfaces sont rarement pris en compte. Pourtant, on peut s’attendre à ce que les consé-
quences de ces relaxations sur la transition de spin soient d’autant plus importantes que
ce sont des interactions d’origine élastique, et donc longues portées, qui sont à l’origine
des phénomènes collectifs dans ces matériaux. Pour aller plus loin, il est donc nécessaire
de comprendre comment s’effectue le couplage entre la surface et le volume.
Dans ce chapitre, nous étudions la longueur de corrélation de la surface dans le massif,
c’est-à-dire, la profondeur pour laquelle, les propriétés des molécules en surface affectent
de manière significative les propriétés des molécules localisées sous la surface.
Dans un premier temps, nous montrerons comment les surfaces affectent en profondeur
le matériau à travers la détermination de la température de Debye dans le cadre d’un mo-
dèle de type spin-phonon. Puis, dans le cadre d’un modèle de type Ising, résolu en champ
moyen local, nous étudierons l’évolution de la longueur de corrélation des surfaces du-
rant la transition de spin. Nous montrerons que la présence de la fraction résiduelle HS
en surface peut être expliquée par une modification locale des propriétés physiques des
molécules en surface et que la conséquence est une stabilisation de la surface (diminution
des énergies de surface). Finalement, dans le cadre d’un modèle spin-phonon, nous mon-
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trerons que cette fraction résiduelle peut également s’expliquer par des phénomènes de
relaxation des contraintes élastiques en surface.
II.2 Évolution de la température de Debye
II.2.1 Dépendance en taille de la température de Debye
II.2.2 La spectroscopie Mössbauer
L’effet d’émission et d’absorption résonnante de rayonnements γ associé à une tran-
sition nucléaire fut découvert en 1958 par Mössbauer qui lui donna son nom. Cet effet
trouve de nombreuses applications autant en physique du solide que dans les domaines
des sciences de la terre, de la biophysique ou de la chimie du solide. Dans cette section,
nous nous intéresserons uniquement à la détermination de la température de Debye. La
référence [141] offre une vision bien plus complète sur la spectroscopie Mössbauer que les
aspects détaillés dans cette thèse.
II.2.2.1 Effet Mössbauer
Soit un noyau émetteur qui, à la suite d’une décroissance radioactive se trouve dans
un état excité d’énergie Ee et un noyau absorbant du même isotope se trouvant dans
l’état fondamentale d’énergie Ef . L’effet Mössbauer a lieu quand l’énergie produit lors de
la désexcitation du noyau émetteur E0 se transmet intégralement au noyau absorbant,
provocant une transition du niveau Ef à Ee. Deux phénomènes viennent compliquer cette
transition énergétique : l’énergie de recul et le décalage Doppler.
Pour comprendre, considérons le cas d’un noyau isolé, de masse M , se déplaçant à la
vitesseVx dans la direction de l’émission. Lorsque le noyau se trouve dans l’état excité, son
énergie est Ee+ 12MVx
2 = Ef +E0+ 12MVx
2. Lors de sa désexcitation, il émet un photon
d’énergie Eγ, son énergie est alors Ef + 12M (Vx + v)
2 avec Vx + v, la nouvelle vitesse de
l’atome. La conservation de l’énergie implique que E0 + 12MVx
2 = Eγ + 12M (Vx + v)
2.
La différence d’énergie entre l’énergie de transition nucléaire E0 et l’énergie du photon γ
Eγ est :
δE =E0 − Eγ = 12Mv
2 +MvVx
=Er + Ed
(II.1)
Le premier terme Er correspond à l’énergie de recul tandis que le second correspond à
l’énergie issue d’un effet Doppler.
L’énergie de recul peut être exprimée en fonction de l’énergie du photon. Pour cela, il
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Noyau émetteur Noyau absorbant
Raie d'émission Raie d'absorption
Figure II.1 – (a) Représentation schématique de l’effet Mössbauer. Dans le cas sans
recul du noyau, les raies d’émission et d’absorption sont parfaitement superposées. (b)
Représentation des raies d’absorption et d’émission avec recul du noyau et élargissement
thermique. L’effet Mössbauer ne peut avoir lieu du fait du non recouvrement des raies. De
plus, même en cas de recouvrement, il y a une baisse de la résolution due à la température.
faut utiliser la conservation du moment p = −pγ = −Eγc . Il s’ensuit :
Er =
1
2
Mv2 =
p2
2M
=
E2γ
2Mc2
(II.2)
De la même façon que l’atome émetteur, l’atome absorbeur subit un recul lors de l’ab-
sorption. L’écart énergétique total due au recul est donc de 2Er.
Pour ce qui est de Ed, il est intéressant de noter qu’elle dépend de la vitesse de
l’atome Vx. Pour un ensemble d’atome, le théorème d’équipartition de l’énergie donne
pour l’énergie cinétique moyenne dans la direction d’émission 〈Ec〉 = 12M〈Vx2〉 = 12kBT .
Par conséquent, l’écart énergétique moyen induit par l’effet Doppler est :
〈Ed〉 =Mv
√
〈Vx2〉 = 2
√
〈Ec〉Er = Eγ
√
kBT
Mc2
(II.3)
Il est intéressant de noter que cette énergie est proportionnelle à l’énergie du photon et
dépendante de la température.
Pour comprendre les conséquences de ces décalages énergétiques, il faut considérer les
pics d’émission et d’absorption (voir figure II.1). De manière générale, les raies d’absorp-
tion et d’émission prennent la forme d’une Lorentzienne de largeur Γ centrée sur Eγ. La
proportion d’absorption du rayonnement est déterminée par le recouvrement des raies.
Dans ces conditions, l’écart énergétique induit par le recul a tendance à diminuer le re-
54 Chapitre II : Étude du rôle des surfaces
couvrement tandis que l’écart énergétique due à l’effet Doppler, différent pour chaque
atome, provoque un élargissement des raies et réduit d’autant la résolution 1 de l’expé-
rience. Dans les transitions électroniques, ces écarts énergétiques sont faibles du fait d’une
énergie du rayonnement basse. En revanche, l’énergie de rayonnement lors d’une transition
nucléaire est bien plus importante et nous avons vu que l’énergie de recul comme l’énergie
due à l’effet Doppler dépendent de celle-ci. Ces contributions ne sont plus négligeable et
l’absorption ne peut pas avoir lieu.
C’est Mössbauer qui montra qu’une partie du rayonnement γ est absorbée sans recul
du noyau et sans élargissement thermique lorsque les noyaux émetteurs et absorbeurs
appartiennent à des solides. En effet, à l’état solide, lorsque le noyau émetteur se désexcite,
deux phénomènes peuvent se produire :
— le recul est transmis à l’ensemble du réseau. La masse de ce dernier étant très élevée,
l’énergie de recul est négligeable. L’énergie du photon émis est alors Eγ = E0. La
probabilité qu’un processus d’émission résonnante ait lieu est déterminée par la
fraction résonnante fLM , aussi nommé facteur Lamb-Mössbauer.
— une partie de l’énergie de la désexcitation est transmise/prise au réseau sous la
forme de phonons. L’énergie du photon émis est alors Eγ 6= E0. A l’opposée, ce
processus d’émission non-résonnante a lieu avec une probabilité 1− fLM .
Expérimentalement, une source est utilisée pour émettre un rayonnement γ à la bonne
énergie (Eγ = 14.4 keV dans le cas du fer). Il s’agit ensuite d’obtenir le spectre en trans-
mission. Pour sonder l’ensemble de la raie d’absorption, la source est déplacée à différentes
vitesses (≈ 1 mm/s) dans l’axe du rayonnement, permettant ainsi d’induire un effet Dop-
pler et de changer l’énergie du rayonnement qui s’écrit alors Eγ + ǫd (ǫd ≈ 10−7 eV).
Les photons émis par la source sont issus d’émissions résonnantes (processus à 0-
phonon) et non-résonnantes. De plus, l’échantillon absorbe une partie du rayonnement
de manière résonnante mais également de manière non-résonnante. Tous ces processus
tendent à diminuer la transmission mesurée. Cependant, seul les processus d’absorption
résonnante de photons issus d’une émission résonnante dépendent de ǫd. La figure II.2
résume les différents processus d’absorption et d’émission se produisant en spectroscopie
Mössbauer.
Ainsi, l’aire sous la courbe d’absorption A est directement proportionnelle au nombre
de processus d’absorption résonnante caractérisée par la fraction Lamb-Mössbauer fLM .
1. Qui est l’un atouts majeurs de la spectroscopie Mössbauer.
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Photons perdus 
par auto-
absorption de la 
source
Absorption non-
résonnante par 
l'échantillon
Photons quittant 
la source
Photons émis issus d'un processus
Photons 
transmis
Absorption 
résonnante par 
l'échantillon
Figure II.2 – Représentation des différents processus d’émission et d’absorption se pro-
duisant lors de l’acquisition d’un spectre en transmission dans le cadre de la spectroscopie
Mössbauer.
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II.2.2.2 Expression du facteur Lamb-Mössbauer
Dans l’approximation des mouvements harmoniques des atomes, la fraction résonnante
fLM , aussi appelée fraction Lamb-Mössbauer, s’écrit :
fLM = exp(−k2〈x2〉) (II.4)
où k est le vecteur d’onde du rayonnement et 〈x2〉 le déplacement quadratique moyen des
noyaux dans la direction de propagation du rayonnement. Pour déterminer la température
de Debye, il est nécessaire de déterminer le mouvement quadratique moyen dans le modèle
de Debye.
Soit un réseau mono-atomique isotrope 3D composé de N atomes de masse M à
l’équilibre. L’énergie potentielle moyenne pour un mode de vibration de pulsasion ω est
(d’après le théorème du viriel) :
〈Eω〉 = 2× Mω
2〈x2ω〉
2
= (n¯ω +
1
2
)~ω (II.5)
où n¯ω est le nombre d’occupation moyen de phonons peuplant l’état énergétique ~ω. Les
phonons étant des bosons, ils suivent la statistique de Bose-Einstein :
n¯ω =
1
exp ( ~ω
kBT
)− 1 (II.6)
On en déduit le déplacement quadratique moyen pour un mode de vibration :
〈x2ω〉 =
(
n¯ω +
1
2
)
~
Mω
(II.7)
Pour calculer le déplacement quadratique moyenné sur l’ensemble des modes de vibra-
tion, il est nécessaire d’introduire la densité d’états vibrationnels g(ω) :
∞∫
0
g(ω)dω = 3N (II.8)
Le mouvement quadratique moyen s’écrit finalement sous la forme :
〈x2〉 = ~
3NM
∞∫
0
(n¯ω +
1
2
)
g(ω)
ω
dω (II.9)
L’approximation de Debye consiste à supposer une dépendance linéaire du vecteur
d’onde k = vDω, avec vD la vitesse du son de Debye. La conséquence est une densité
d’états vibrationnels proportionnelle au carré de la pulsation gD ∝ ω2.
De plus, il est supposé que la densité d’état est nulle après une fréquence de coupure
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ωD = kBθD/~, où θD est le température de Debye.
Par conséquent, dans le modèle de Debye, la fraction résonnante s’exprime de la ma-
nière suivante :
fLM = exp{ 3Er
2kBT
(1 + 4(
T
θD
)2
θD/T∫
0
x
ex − 1dx)} (II.10)
Où T est la température du système et x = ~ω
kBT
.
Il est possible déterminer la fraction résonnante dans les limites haute fHTLM et basse
fBTLM températures (devant θD) :
fBTLM = exp{−
3Er
2kBθD
(1 +
2π
3
(
T
θD
)2)} (II.11)
fHTLM = exp{−
6Er
kBθ2D
T} (II.12)
La connaissance de la fraction résonnante permet la détermination de la température
de Debye. Cependant, expérimentalement nous n’avons accès qu’à l’absorption A(T ) qui
est proportionnelle à la fraction résonnante (A(T ) ∝ fLM(T )).
Par conséquent, la température de Debye doit être évaluée à l’aide de la pente de la
courbe d’absorption en fonction de la température. Il faut donc réaliser au minimum deux
mesures.
II.2.2.3 Observations expérimentales
Dans le domaine de la transition de spin, l’évolution de la température de Debye avec
la taille des nanoparticules a été étudiée pour deux réseaux de coordination. D’abords
par Félix et al. pour des analogues de bleu de Prusse de trois types différents [111]. Ces
matériaux sont des composés modèles ne présentant pas de transition de spin. Puis par
Peng et al. pour des composés à transition de spin de la famille des clathrates de Hofmann
[94]. Du fait d’une température de transition autour de 280 K, la température de Debye
n’a pu être évaluée que dans l’état BS. A plus haute température, le fraction résonnante
devient trop faible, rendant la mesure impossible.
Dans les deux cas, une augmentation de la température de Debye est observée pour les
plus petites nanoparticules (voir figure II.3). Ce comportement fut observé dans d’autres
matériaux. Par exemple, dans le cas de bulles d’argon solide 2 de 2.7 nm implantées dans
de l’aluminium, il fut observé une augmentation de près de 29 % de la température de
Debye des bulles d’argon en comparaison du matériau massif [142]. Les auteurs inter-
prètent se résultat dans le cadre d’une approche cœur-coquille des bulles d’argon comme
la conséquence d’une température de Debye bien plus élevée pour l’aluminium que l’argon
2. Il s’agit bien d’argon à l’état solide présentant une surchauffe (augmentation de la température de
fusion) de 480 K.
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Figure II.3 – (a) Évolution de la température de Debye en fonction de la taille de nano-
particules du complexe Ni3[Fe(CN)6]2 (analogue de bleu de Prusse) [111]. (b) Évolution
de la température de Debye dans l’état BS en fonction de la taille de nanoparticules du
complexe [Fe(pyrazine){Ni(CN)4}] (clathrate de Hofmann) [94].
(θargonD = 110 K, θ
aluminium
D = 398 K). Dans cette approche, il est considéré que le cœur des
bulles d’argon conserve la valeur du massif tandis que la coquille est affecté par l’envi-
ronnement et voit sa température de Debye augmenter. Un autre exemple est l’étude en
taille de l’évolution des constantes élastiques dans des nano-cristaux de PbS à l’aide de
la diffraction des rayons X sous pression [143]. Les auteurs observent une augmentation
des modules élastiques en diminuant la taille jusqu’à 7 nm avant d’observer une chute.
Ils expliquent ces résultats à l’aide d’un modèle cœur-coquille. Le module élastique du
cœur est constant tandis que celui de la coquille, supérieur pour les grandes particules,
diminue avec la taille. Avec la diminution de la taille, il y a une compétition entre deux
phénomènes. D’une part le rapport surface-volume qui augmente avec la réduction de la
taille. Les propriétés de la surface deviennent progressivement dominantes. D’autre part,
la diminution de la rigidité de la coquille provoque une chute des modules élastiques de
l’ensemble de la particule en dessous de 7 nm.
Comme discuté dans la section I.4.2.3, l’augmentation de la température de Debye
observée expérimentalement fut injectée dans le modèle nano-thermodynamique, de la
référence [111], montrant ainsi une réouverture du cycle d’hystérésis à l’échelle nanomé-
trique. Cependant, l’approche thermodynamique est une approche macroscopique et il
serait intéressant de comprendre les mécanismes microscopiques à l’origine des change-
ments des propriétés élastiques et vibrationnelles avec la taille. Dans ce but, des simula-
tions Monte Carlo ont été réalisées dans le cadre du modèle spin-phonon pour déterminer
numériquement la dépendance en taille de la température de Debye.
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II.2.3 Évaluation de la température de Debye
II.2.3.1 Modèle et extraction de θD
a) Modèle
Le modèle utilisé est un modèle spin-phonon (voir section I.3.3.2). On considère un
réseau cubique constitué de N molécules (ou sites) dont les états électroniques sont décrits
par un spin fictif (σ(HS) = +1 et σ(BS) = −1). L’écart énergétique entre les deux états
de spin s’écrit ∆eff = ∆− kBT ln gHSgBS à la température T .
L’Hamiltonien à un site prend la forme :
Hintra = 1
2
∆eff
N∑
i=1
σi (II.13)
Afin de simuler les interactions élastiques, les degrés de liberté du réseau sont pris en
compte à travers des potentiels élastiques de type Lennard-Jones 6-3 dépendant de l’état
de spin (couplage « spin-phonon » 3) :
Hinter =
∑
i,j
Ve´l (σi, σj, rij) (II.14)
avec :
Ve´l (σi, σj, rij) = A(σi, σj)

(r0(σi, σj)
rij
)6
− 2
(
r0(σi, σj)
rij
)3 (II.15)
La somme
∑
i,j
est restreinte aux premiers et seconds voisins. Ces derniers ont pour rôle
de maintenir la structure cubique (r2nd =
√
2r1ier). Par conséquent, la profondeur du
puits Lennard-Jones aux seconds voisins est définie comme A2nd = 0.1A1ier. r0(σi, σj) et
A(σi, σj) sont respectivement la distance d’équilibre à température nulle et la profondeur
du puits de potentiel, tous deux dépendant de l’état de spin des molécules formant la
liaison (voir table II.1).
L’Hamiltonien totale du système s’écrit :
Htot = Hintra +Hinter (II.16)
Les systèmes considérés sont des particules cubiques de différentes tailles allant de
N = 53 = 125 à N = 403 = 64000 sites. Le défaut de coordination en surface est pris en
compte en appliquant les conditions aux bords libres.
3. Il serait plus pertinent de parler d’un couplage entre les spins fictifs et le réseau dans le cas présent
par opposition au couplage électron-phonon au sein d’une molécule.
60 Chapitre II : Étude du rôle des surfaces
Distances d’équilibre
Avec transition de spin Sans transition de spin
r0(1, 1) = rHH = 5.15 Å
r0(−1,−1) = rBB = 5.1 Å r0 = 5.1 Å
r0(1,−1) = r0(−1, 1) = rHB = 5.125 Å
Profondeurs des puits
Avec transition de spin Sans transition de spin
A(1, 1) = AHH = 6100 K
A(−1,−1) = ABB = 6200 K ǫ = 6000 K
A(1,−1) = A(−1, 1) = AHB = 6000 K
Table II.1 – Paramètres des potentiels élastiques dans le cadre du modèle spin-phonon.
Les énergies sont exprimées en Kelvin. Sauf indication contraire, les valeurs indiquées sont
utilisées dans les simulations.
b) Simulation Monte Carlo
Pour déterminer les configurations à l’équilibre, des simulations Monte Carlo sont
réalisées dans l’ensemble isobare-isotherme (NPT). L’algorithme utilisé pour un cycle
Monte Carlo est le suivant :
1. L’énergie Et du système et son volume Vt sont calculés.
2. Un site i est choisi au hasard et il est déplacé dans l’espace 3D d’une distance
maximale rmax tel que rt+1 = rt + dr.
3. L’énergie Et+1 et le volume Vt+1 de la nouvelle configuration sont calculés.
4. L’algorithme de Métropolis est appliqué pour la variation d’énergie 4 :
∆E = Et+1 − Et + P (Vt+1 − Vt)− kBT ln
(
Vt+1
Vt
)
— Si ∆E ≤ 0 la nouvelle configuration est acceptée.
— Si ∆E > 0 la nouvelle configuration est acceptée avec une probabilité p =
exp
(
− ∆E
kBT
)
.
5. L’énergie Et′ du système est calculée.
6. Un site i est choisi au hasard et son spin fictif est inversé St′+1(i) = −St′(i).
4. On notera que dans le cas des conditions aux bords périodiques ou pour de grands objets, la variation
de volume peut être négligée à cette étape de l’algorithme. En revanche, à l’échelle nanométrique, le
déplacement des sites en surface implique un changement de volume important au regard du volume de
l’objet.
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7. L’énergie Et′+1 de la nouvelle configuration est calculée.
8. L’algorithme de Métropolis est appliqué pour la variation d’énergie :
∆E = Et′+1 − Et′
— Si ∆E ≤ 0 la nouvelle configuration est acceptée.
— Si ∆E > 0 la nouvelle configuration est acceptée avec une probabilité p =
exp
(
− ∆E
kBT
)
.
9. Les étapes précédentes sont itérées N fois. N étant le nombre de sites.
10. A nouveau, l’énergie Et′′ du système et son volume Vt′′ sont calculés.
11. Une dilatation ou contraction globale du système est réalisée (homothétie). La
nouvelle énergie et le nouveau volume sont respectivement Et′′+1 et Vt′′+1 = Vt′′ +
α∆Vre´f avec 0 < α < αmax.
12. L’algorithme de Métropolis est appliqué pour la variation d’énergie :
∆E = Et′′+1 − Et′′ + P (Vt′′+1 − Vt′′)− kBT ln
(
Vt′′+1
Vt′′
)
— Si ∆E ≤ 0 la nouvelle configuration est acceptée.
— Si ∆E > 0 la nouvelle configuration est acceptée avec une probabilité p =
exp
(
− ∆E
kBT
)
.
13. Fin du cycle Monte Carlo.
Nous définissons la proportion moyenne de molécules dans l’état HS, c’est-à-dire la
fraction HS, en fonction de la moyenne d’ensemble du spin fictif 〈σ〉 de la manière suivante :
nHS =
1 + 〈σ〉
2
(II.17)
c) Mouvement quadratique et température de Debye
La température de Debye peut être reliée au déplacement quadratique moyen 〈u2〉
dans le cas isotrope par le facteur Lamb-Mössbauer :
fLM = exp{ 3Er
2kBT
(1 + 4(
T
θD
)2
θD/T∫
0
x
ex − 1 dx)} = exp(−k
2 〈u2〉
3
) (II.18)
La détermination numérique du mouvement quadratique permet l’extraction de la
température de Debye. Celle-ci se calcule en moyennant le mouvement quadratique moyen
sur l’ensemble des sites :
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〈u2〉 = 1
N
N∑
i=1
〈u2i 〉 =
1
N
N∑
i=1
〈(ri − 〈ri〉)2〉 (II.19)
avec 〈u2i 〉 et ri, respectivement, le déplacement quadratique moyen et le vecteur position
du site i. La moyenne 〈...〉 porte sur un ensemble de simulations indépendantes.
A basse température, le mouvement quadratique a une dépendance linéaire à la tem-
pérature tandis qu’à haute température, des effets anharmoniques apparaissent. La tem-
pérature de Debye ne peut être évaluée que dans la partie harmonique. Cependant, pour
diminuer le temps de relaxation du système vers son état d’équilibre et donc le temps de
calcul, il est préférable de ne pas se placer à trop basse température. Ainsi, le choix a été
fait de se placer dans la région 100− 300 K.
Étant donné que la température est relativement élevée, le mouvement quadratique
moyen (approximation haute température) est directement relié à la température par
l’équation :
〈u2〉 = 18Er
k2kBθ2D
T (II.20)
La détermination de la température de Debye est plus fiable via le calcul de la pente
de la courbe. Cependant, pour de grandes particules (N = 403 = 64000 sites), le temps
de calcul devient un facteur limitant. Par conséquent, la température de Debye a plutôt
été estimée pour une température à l’aide de la formule suivante :
θD =
√
18ErT
kBk2
1√
〈u2〉
(II.21)
Un autre paramètre doit être pris en compte lors de la détermination du mouvement
quadratique moyen : la présence de translations et de rotations de la particule due aux
conditions aux bords libres. Contrairement aux grands systèmes où ces degrés de liber-
tés sont négligeables, pour de petits systèmes ils rendent la détermination de la position
d’équilibre 〈ri〉 impossible. Pour résoudre ce problème, trois références spatiales sont défi-
nies : le centre de masse du réseau, correspondant à la position moyenne de l’ensemble des
sites, et deux vecteurs le long des directions cristallographiques [100] et [010]. Le centre
de masse définit l’origine des coordonnées cartésiennes et les deux vecteurs permettent le
contrôle des rotations aléatoires de l’ensemble de la particule due aux fluctuations ther-
miques. La position et les rotations de la particule sont vérifiées avant chaque calcul de
〈u2〉.
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II.2.3.2 Estimation de la profondeur de puits ǫ
Dans un premier temps, les simulations ont été réalisées pour des particules cubiques
ne présentant pas de transition de spin. L’Hamiltonien se résume alors à :
He´l =
∑
〈i,j〉
ǫ
[(
r0
r
)6
− 2
(
r0
r
)3]
(II.22)
L’algorithme reste inchangé si ce n’est que les points 5 à 8 ne sont évidemment plus
nécessaires.
La température de Debye expérimentale étant connue, il est possible de déterminer
l’ordre de grandeur de la profondeur de puits correspondante.
Du fait du comportement monotone de la température de Debye avec la constante
élastique ǫ, l’algorithme suivant (∼ dichotomie) peut être utilisé :
1. La profondeur de puits est initialisée à ǫt
2. Une simulation Monte Carlo est effectuée et la différence ∆θtD =‖ θexpD − θtD ‖ est
calculée où θexpD et θ
t
D sont respectivement les températures de Debye expérimentale
et numérique.
3. La profondeur de puits est modifiée ǫt+1 = ǫt + δǫt.
4. Une nouvelle simulation est effectuée. ∆θt+1D =‖ θexpD − θt+1D ‖ est calculée.
5. On calcule ξ = ∆θt+1D −∆θtD
— Si ξ > 0 alors δǫt+1 = −δǫt/2, ǫt = ǫt+1, θtD = θt+1D et on reprend à l’étape 3.
— Si ξ < 0 alors ǫt = ǫt+1, θtD = θ
t+1
D et on reprend à l’étape 3.
Les critères de convergences peuvent être définis de deux manières : quand δǫt+1 < c1
et/ou ∆θt+1D < c2.
Cette technique est utilisée dans le cas des analogues de bleu de Prusse dont la tem-
pérature de Debye du massif est θexpD = 187(9) K. La simulation est réalisée pour une
particule 303 avec une distance d’équilibre r0 = 5.1 Å. Les sites proches de la surface 5
n’ont pas été pris en compte dans la détermination de la température de Debye du massif.
Après la convergence de l’algorithme Monte Carlo, la température de Debye obtenue nu-
mériquement est θD = 186.7 K. La profondeur de puits correspondante est ǫ = 26800(200)
kB ≈ 2.31(2) eV. Cette énergie est du même ordre de grandeur que les énergies de liaisons
covalentes, ce qui est en bonne concordance avec le composé.
II.2.3.3 Évolution avec la taille de θD
Dans un deuxième temps, la température de Debye a été calculée en fonction de la
taille. Les simulations nous montrent une diminution de la température de Debye avec la
5. Les sites qui ne sont pas pris en compte sont définis par la profondeur de corrélation de la surface
dans le cœur λ qui sera étudiée par la suite.
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réduction de la taille (voir figure II.4 (croix bleues)). Ce résultat provient du plus grand
degré de liberté des sites en surface conduisant à une augmentation de l’amplitude de
vibration et donc à un « ramollissement » de la fréquence de Debye avec la diminution
de la taille.
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Figure II.4 – Dépendance en taille de la température de Debye à T = 200 K et avec
ǫ = 6000 K pour le cas sans renforcement des liaisons de surface (croix bleu) et avec
renforcement des surfaces tel que ǫsurf = 18000 K (cercle vert).
Lorsque la transition de spin est simulée via l’Hamiltonien II.16, une diminution de
la largeur du cycle d’hystérésis est systématiquement observée allant jusqu’à la perte de
l’effet mémoire (voir figure II.5(a)).
Cependant, comme nous l’avons vu précédemment, il est observé, pour les composés
étudiés, une augmentation de la température de Debye avec la réduction de la taille. Ces
observations sont attribuées à des effets de surface et d’interface dont l’origine peut être
une modification chimique des surfaces (passivation, oxydation ou réduction, ...), des effets
de contraintes de surface (déformation en surface) ou des effets de matrice conduisant à
un changement important des propriétés mécaniques de l’objet.
Ces effets ont été pris en compte, dans le cadre d’un modèle cœur-coquille, par un
renforcement des liaisons de la coquille définie comme les molécules localisées en surface.
La conséquence est une compétition entre le défaut de coordination qui tend à augmenter
l’amplitude de vibration en surface et l’augmentation de la force des liaisons qui tend à
diminuer l’amplitude de vibration. En fonction des paramètres, il est ainsi possible de voir
une augmentation de la température de Debye avec la diminution de la taille (voir figure
II.4).
Si le renforcement des liaisons de surface est considéré dans le cas de la transition de
spin, il amène à différents comportements en fonction de la manière dont il s’effectue.
Deux cas ont été considérés :
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Figure II.5 – (a), (b) et (c) Courbes de transition de spin pour des particules de taille
N = 43 (≈ 1, 5 nm) en fonction de la température pour (a) le cas sans renforcement
des liaisons de surface (AHH = 6100 K, ABB = 6200 K, AHB = 6000 K), (b) le cas
avec renforcement des liaisons de surface par addition d’une constante (AsurfHH = 18100 K,
AsurfBB = 18200 K, A
surf
HB = 18000 K) et (c) le cas d’un renforcement des liaisons de surface
différent dans les deux états de spin (AsurfHH = 18150 K, A
surf
BB = 18300 K, A
surf
HB = 18000
K). (d) Courbes de transition pour une particule cœur-coquille «sphérique» 2D constituée
de 12 sites de diamètre pour différentes rigidités de la coquille. La coquille a une profondeur
de trois sites et son paramètre de maille correspond à l’état HS. Le cœur a une rigidité
de 105 K/nm2 [101].
1. Les liaisons en surface sont renforcées par une constante. Cela correspond à conser-
ver l’écart d’énergie entre les différents potentiels avec la réduction de la taille. Dans
ce cas, il est possible d’observer un cycle d’hystérésis étroit à l’échelle du nanomètre
(figure II.5(b)).
2. Les liaisons en surface sont renforcées en considérant une augmentation de l’écart
entre les forces des liaisons des deux états de spin. Dans ce cas, il y a la présence
d’un large cycle d’hystérésis (figure II.5(c)).
Pour comprendre la raison de ces différences, il faut se ramener à la section I.3.3.2. Nous
avons vu que, par analogie avec le modèle d’Ising, le terme d’interaction intermoléculaire
peut être décomposé en trois contributions : une contribution purement élastique A(rij),
une contribution du réseau à la différence d’énergie entre les deux états (analogue à un
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terme de champ locale) h(ri,j) et un terme de couplage J(rij).
A(rij) =
vHH(rij) + 2vHB(rij) + vBB(rij)
4
h(rij) =
vHH(rij)− vBB(rij)
4
J(rij) =
vHH(rij) + vBB(rij)− 2vHB(rij)
4
(II.23)
Une modification par ajout d’une constante n’aura d’impact que sur le terme A(rij).
La distance intermoléculaire rij dépendant implicitement de l’état de spin, il reste l’énergie
d’interface associée à la non concordance des paramètres de maille dans les deux états de
spin. Ainsi dans cette situation, la présence d’un cycle d’hystérésis étroit n’est due qu’à
l’augmentation de l’énergie d’interface dont l’origine sont les contraintes et déformations
du réseau associées à la transition d’un état de spin vers l’autre.
Dans le second cas, le renforcement des liaisons provoque une augmentation des termes
h(rij) et J(rij) dont les effets sont bien plus spectaculaires. En effet, tandis que le premier
provoque une augmentation de la température de transition, le second induit un élargis-
sement du cycle d’hystérésis. Si l’on regarde avec plus d’attention le terme de couplage, il
apparaît que du point de vue du modèle la différence entre les énergies de cohésion asso-
ciées aux liaisons HS-HS et BS-BS ne provoquent pas d’augmentation de J(rij). L’origine
de l’augmentation du terme de couplage et donc de la largeur du cycle d’hystérésis est
l’augmentation du coût énergétique associé à la création d’une liaison entre deux molé-
cules d’états de spin différent. Entre d’autres mots, en plus d’avoir une énergie d’interface
d’origine élastique associée à la non concordance des paramètres de maille dans les deux
états de spin, il y a une énergie d’interface additionnelle associée à la création d’une liaison
entre molécules d’états de spin différents.
De la même manière qu’une augmentation des différences de paramètre de maille mène
à une augmentation l’énergie d’interface élastique, il est raisonnable de penser que l’aug-
mentation des différences d’énergies de cohésion mène à une augmentation de l’énergie
d’interface. De manière générale, nous pouvons nous attendre à ce que l’énergie d’interface
augmente avec la différence de propriétés des deux phases pures.
En parallèle, l’étude d’un système cœur-coquille 2D à l’aide du modèle spin-phonon fut
réalisé par Slimani et al. [101]. Pour prendre en compte la fraction HS, les auteurs consi-
dèrent une coquille de plusieurs couches dont les sites sont bloqués dans l’état HS (matrice
parfaitement cohérente). Ils montrent qu’un renforcement des liaisons de la coquille inac-
tive produit un élargissement du cycle d’hystérésis (voir figure II.5(d)). Ce résultat peut
être interprété en terme de relaxation de l’énergie élastique. Lorsque la coquille est suffi-
samment rigide, elle augmente le coût énergétique des états intermédiaires, empêchant la
relaxation par les surfaces et donc conduisant à une augmentation de l’énergie d’interface
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entre l’état HS et BS.
II.2.4 Profondeur des surfaces
Les effets de surface sur la modification des propriétés du matériau dépendent forte-
ment du couplage entre la surface et le volume.
On s’attend à ce que les propriétés physico-chimiques du matériau changent de manière
importante lorsque la taille du système descend sous une taille limite [85]. Cette taille
limite dépend du phénomène physique, rendant une définition claire difficile. La création
de surfaces induit un changement des propriétés des molécules en surface. Des phénomènes
de relaxation apparaissent alors de manière plus ou moins significatives en fonction du
type d’interactions gouvernant ce phénomène. Dans les matériaux à transition de spin,
du fait du caractère à longue portée des interactions élastiques, on peut s’attendre à une
relaxation des surfaces en profondeur. Il est ainsi possible de définir une longueur de
corrélation de la surface dans le massif λ 6.
Dans le cadre des simulations Monte Carlo, l’évolution spatiale du mouvement qua-
dratique moyen 〈u2〉 a été extraite pour une particule sans renforcement des liaisons de
surface. La figure II.6(a) montre un exemple de cartographie de 〈u2〉 pour une section du
réseau cubique. Le déplacement quadratique local est distribué de manière inhomogène.
Sa valeur est supérieure en surface, en particulier sur les coins de la section où le nombre
de coordination est le plus faible. C’est la conséquence directe des liaisons pendantes en
surface conduisant à un plus haut degré de liberté que dans le cœur. De manière continue,
la valeur du déplacement quadratique local décroît en s’éloignant des surfaces jusqu’à at-
teindre une valeur seuil, correspondant à celle du matériau massif 7. La modification des
propriétés ne se limite pas à la première couche mais s’effectue en profondeur, impactant
ainsi les propriétés vibrationnelles de l’ensemble de la particule.
L’évolution en taille du profil du déplacement quadratique local moyen calculé entre
deux points localisés au centre de deux faces opposées du cube est présenté sur la figure
II.6(b). A l’aide d’un ajustement par une exponentielle, il est possible d’estimer de manière
systématique bien qu’approximative 8 la longueur de corrélation de la surface dans le
massif λ tel que :
〈u2(〈x〉)〉 = Ae−(〈x〉−x0)/λ +B (II.24)
6. Cette longueur est caractéristique des corrélations entre les valeurs de la température de Debye des
sites en surface et des sites localisés en profondeur.
7. Dans le cas des plus petites nanoparticules, la valeur du déplacement quadratique local n’atteint
jamais la valeur du matériau massif.
8. Les profils du mouvement quadratique local moyen ne se comportent pas comme une exponentielle.
La longueur de corrélation de la surface est sous-estimée.
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Figure II.6 – (a) Distribution spatiale du déplacement quadratique moyen local 〈u2i 〉 pour
une section d’une particule cubique de taille N = 40×40×40 = 64000 sites (≈ 20nm). (b)
Profils moyennés de 〈u2i 〉 pour différentes tailles de particule (N = 53, 103, 203, 303 et 403).
Dans les deux figures, le centre du cube est pris pour l’origine des axes. Les simulations
ont été réalisées à T = 200 K avec une profondeur de puits de ǫ = 6000 K.
L’épaisseur des surfaces peut être estimée comme 5λ 9. La taille limite est calculée en pre-
nant deux fois l’épaisseur des surfaces, c’est-à-dire, Llim = 10λ ∼ 7−8 nm. L’évolution de
λ en fonction de la taille est présentée sur la figure II.7. Bien que les profils du mouvement
quadratique moyen ne correspondent pas à des exponentielles, la taille limite évaluée est
en bon accords avec l’évolution de λ. Tant que la taille est supérieure à Llim, alors la
longueur de corrélation de la surface ne change pas de manière significative. Par ailleurs,
les propriétés vibrationnelles de la particule restent relativement peu affectées par la pré-
sence des surfaces. Pour L < Llim, les propriétés des surfaces deviennent dominantes et il
devient impossible d’estimer λ du fait que 〈u2〉 n’atteint plus la valeur seuil du massif.
De manière générale, la longueur de corrélation de la surface dépend des propriété
considérées. De plus, les relaxations de surface vont dépendre fortement de la nature de
l’interface à travers la différence de propriétés du matériau et de son environnement. Dans
le cas présent, la longueur de corrélation λ/r0 reste constante avec la profondeur des puits
ǫ et la distance d’équilibre r0 mais semble légèrement affectée par la température.
Nous n’avons pas étudié son évolution avec la température durant la transition de
spin et ce sera l’objet de la prochaine section dans le cadre d’un modèle de type Ising. Ce
modèle nous permettra de quantifier les contributions énergétiques, associées à la création
de surface, due aux liaisons pendantes et aux effets de relaxation.
9. Dans le cas d’une fonction exponentielle, e−5 = 0.007. En d’autres mots, il ne reste que 0.7 % des
propriétés de la surface.
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Figure II.7 – Évolution de λ avec la taille (carré bleu). En tiret rouge est représentée la
valeur de λ du massif tandis qu’en pointillé vert est représentée la taille limite Llim = 10λ.
II.3 Étude des relaxations de surface à travers le mo-
dèle d’Ising
Pour avoir une meilleur compréhension des effets de relaxation, une approche semi-
analytique du modèle d’Ising a été mise en place dans le cadre de l’approximation du
champ moyen. Cependant, du fait de la présence de surfaces, la perte de l’homogénéité
doit être considérée. En effet, les sites ne sont plus équivalents en tout point du réseau.
Il s’agit donc d’une résolution du modèle d’Ising en champ moyen local ou inhomogène.
Par facilité d’usage, nous parlerons de l’aimantation m bien que celle-ci n’ait pas ce
sens physique dans l’application du modèle d’Ising à la transition de spin. En effet, elle
correspond à une moyenne thermodynamique de spins fictifs.
II.3.1 Résolution du modèle d’Ising en champ moyen inhomo-
gène
Dans la résolution en champ moyen du modèle d’Ising réalisée dans la section I.3.3.1c),
nous nous étions placé dans la limite thermodynamique (N →∞ et N/V = cnste). Cette
situation correspond au matériau massif pour lequel les surfaces sont négligeables.
La procédure de résolution est similaire. Dans le cadre de la méthode variationnelle, il
est défini un Hamiltonien de référence où un site de spin fictif σi est sous l’influence d’un
champ « extérieur » −hi qui varie spatialement. L’Hamiltonien d’un système comportant
N sites est :
Hre´f =
N∑
i
Hi (II.25)
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avec l’Hamiltonien à un site :
Hi = −hiσi (II.26)
La valeur moyenne du spin du site i s’écrit :
〈σi〉 = mi = e
βhi − e−βhi
eβhi + e−βhi
= tanh (βhi) (II.27)
L’énergie libre est :
Fre´f = −kBT
N∑
i
ln (2 cosh βhi) (II.28)
L’Hamiltonien H du système est alors écrit comme :
H = Hre´f +H−Hre´f (II.29)
On cherche à calculer le terme variationnel :
〈H −Hre´f〉re´f =
∑
{σ}
ρre´f [H−Hre´f ]
=− J∑
{σ}
ρre´f
∑
〈i,j〉
σiσj +
∆eff
2
∑
{σ}
ρre´f
N∑
i
σi +
∑
{σ}
ρre´f
N∑
i
hiσi
=− J ∑
〈i,j〉
∑
{σ}
ρre´fσiσj +
∆eff
2
N∑
i
∑
{σ}
ρre´fσi +
N∑
i
hi
∑
{σ}
ρre´fσi
=− J ∑
〈i,j〉
∏
k
∑
σk
ρre´fk σiσj +
∆eff
2
N∑
i
∏
k
∑
σk
ρre´fk σi +
N∑
i
hi
∏
k
∑
σk
ρre´fk σi
=− J ∑
〈i,j〉

 ∏
k 6=i,j
∑
σk
ρre´fk

(∑
σi
ρre´fi σi
)∑
σj
ρre´fj σj


+
∆eff
2
N∑
i

∏
k 6=i
∑
σk
ρre´fk

(∑
σi
ρre´fi σi
)
+
N∑
i
hi

∏
k 6=i
∑
σk
ρre´fk

(∑
σi
ρre´fi σi
)
(II.30)
Sachant que ∑
σi
ρre´fi σi = mi (II.31)
et ∏
k 6=i
∑
σk
ρre´fk = 1 (II.32)
L’équation II.30 se simplifie de la manière suivante :
〈H −Hre´f〉re´f =− J
∑
〈i,j〉
mimj +
∆eff
2
N∑
i
mi +
N∑
i
himi (II.33)
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L’énergie libre variationnelle est :
F ′ =Fre´f − J
∑
〈i,j〉
mimj +
∆eff
2
N∑
i
mi +
N∑
i
himi
=− kBT
N∑
i
ln (2 cosh βhi)− J
∑
〈i,j〉
mimj +
∆eff
2
N∑
i
mi +
N∑
i
himi
(II.34)
Nous cherchons les minima de l’énergie libre F ′ tel que :
∂F ′
∂mi
=− qiJMi + 1
2
∆eff + hi = 0 (II.35)
avecMi = 1qi
qi∑
j=1
mj, la moyenne des spins fictifs des voisins du site i. De cette équation, il
est possible d’en déduire hi = qiJMi− 12∆eff . Finalement, on en déduit que le spin moyen
du site i est :
mi = tanh
[
β
(
qiJMi − 1
2
∆eff
)]
(II.36)
Pour rappel, la fraction HS locale est reliée à mi par la relation :
niHS =
mi + 1
2
(II.37)
L’équation II.36 a la même forme que dans le cas du modèle d’Ising en champ moyen
classique si ce n’est que le spin moyen d’un site dépend du spin moyen de ses voisins.
Lorsque les conditions périodiques sont appliquées, nous retrouvons une fraction HS ho-
mogène. En revanche, en présence de surfaces, la valeur de la fraction HS locale devient
inhomogène. La fraction HS locale niHS est déterminée par auto-convergence de la tangente
de la manière suivante :
1. L’ensemble des sites sont fixés à une valeur d’aimantation mt = ±1.
2. Par auto-convergence de la tangente, la valeur à t+1 pour le site i est déterminée :
mt+1i = tanh
[
β
(
qiJMti −
1
2
∆eff
)]
3. L’étape précédente est réalisée pour tous les sites et répétée jusqu’à respecter le
critère de convergence :
N∑
i=1
(
mt+1i −mti
)2
< ǫ avec ǫ = 2.22 · 10−16 (la précision de
la machine).
En exprimant la température en fonction de l’«aimantation» locale, un ensemble de N
équations sont déduites :
T =
∆− 2qiJMi
kB ln
(
gHS
gBS
)
+ kB ln
(
1−mi
1+mi
) (II.38)
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Par analogie avec le modèle thermodynamique, nous pouvons voir que non seulement le
terme de coopérativité 2qiJ est dépendant du nombre de voisins et donc du défaut de
coordination en surface mais également de l’aimantation moyenne locale que l’on pourrait
réécrire en fonction de l’aimantation du massif m :Mi = αim. Ici, αi serait la correction
au terme de coopérativité due aux relaxations des surfaces.
II.3.2 Conséquences sur TC et T1/2
Dans les modèles de type Ising en champ nul (∆eff = 0), la présence d’un défaut
de coordination, sans relaxation de surface, a pour conséquence une diminution de la
température critique TC . Dans un réseau carré (d = 2) ou cubique (d = 3) composé de
L sites sur une arête, la température critique peut être estimée à l’aide de nombre de
coordination moyen q(L) qui est obtenu en retranchant le nombre de liaisons coupées
2Ld−1 suite à la création d’une surface au nombre de liaisons du massif Ldq(∞) (avec
q(∞) = 2d) tel que :
TC(L) =
q(L)J
kB
=
1
Ld
(
2dLd − 2dLd−1
) J
kB
=
q(∞)J
kB
(
1− 1
L
)
= TC(∞)
(
1− 1
L
)
(II.39)
avec d la dimensionnalité. Comme nous l’avons vu dans la section I.3.3.1, la transition
est abrupte avec la présence d’un cycle d’hystérésis quand T1/2 < TC , abrupte sans effet
mémoire quand T1/2 = TC et graduelle quand T1/2 > TC . Une réduction de la taille
entraîne alors nécessairement une perte de l’effet mémoire, ou du moins, une diminution
de la largeur du cycle d’hystérésis.
J/kB = 60 K
∆/kB = 1250 K
ln (gHS/gBS) = 4.1377
Table II.2 – Paramètres du modèle.
Cependant, la considération d’un effet de relaxation influe sur la relation II.39. Comme
le montre la figure figure II.8(a), les courbes du modèle à «champ nul» montrent alors
une perte de la transition du second ordre (perte de la singularité en TC). Il devient
alors impossible de déterminer rigoureusement TC et celle-ci est estimée par la méthode
présentée figure II.8(c). Sauf mention contraire, les paramètres du modèle utilisés sont
indiqués dans la table II.2.
La figure II.8(b) présente l’évolution de la température critique dans le cas du défaut de
coordination avec (points bleus) et sans relaxation des surfaces (courbe verte). Il est clair
que le défaut de coordination provoque une chute importante de la température critique.
Cette chute est atténuée par la relaxation des surfaces. Ici, les relaxations peuvent être vue
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Figure II.8 – (a) Courbes du modèle à «champ nul» pour différentes tailles de particules
cubiques avec, de droite à gauche, L = 40, 30, 20, 15, 12, 10, 9, 8, 7, 6, 5, 4 sites. Contraire-
ment au cas du massif (voir figure I.11), la singularité en TC disparaît. (b) Dépendance
en taille de la température critique dans le cas du modèle d’Ising résolu en champ moyen
inhomogène (cercle bleu) calculée numériquement à partir de l’équation II.38 et dans le
cas du modèle d’Ising résolu en champ moyen avec défaut de coordination (courbe verte)
déterminée à partir de l’équation II.39. (c) Du fait de la réduction de taille, l’énergie libre
ne présente plus de comportement singulier à l’approche de la température critique. La
température critique TC a été estimée à l’aide des courbes du modèle à «champ nul» en
prenant l’intersection avec l’axe des ordonnés de la tangente du point de pente maximale.
Les valeurs ainsi obtenues sont surestimées et elles ont été normalisées en considérant que
la valeur pour L = 40 est la même que dans le cas du défaut de coordination.
comme un terme d’ordre supérieur s’opposant au défaut de coordination en permettant
au système de se maintenir dans un état d’énergie plus faible.
Dans le cadre du modèle d’Ising avec le terme de champ, cet effet peut également être
observé pour la température de transition. L’évolution avec la taille de la température de
transition a été déterminée analytiquement pour un défaut de coordination sans relaxation
de surface par Muraoka et al. [100]. Les auteurs ont pris en compte la présence d’une
fraction résiduelle en fixant les sites de surface dans l’état HS. Pour une particule cubique,
ils obtiennent :
T1/2(L) = T1/2(∞)− 12J
kB ln (gHS/gBS)
1
L− 2 (II.40)
La figure II.9 montre l’évolution avec la taille des courbes de transition (a) et des tempé-
ratures de transition avec et sans relaxation (b). Pour les grandes tailles, la température
de transition est la même. Progressivement, une différence apparaît avant de finir par dis-
paraître pour les plus petites tailles. On peut s’attendre à ce que les effets de relaxation
cessent lorsque la taille du système est de l’ordre de grandeur de la longueur de corréla-
tion de la surface dans le massif. Il n’y a alors plus assez de couches moléculaires pour
permettre la relaxation.
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Figure II.9 – (a) Courbes de transition de spin pour différentes tailles L = 40, 20, 10, 6
sites dans le cadre du modèle d’Ising résolu en champ moyen inhomogène en bloquant les
molécules en surface dans l’état HS. (b) Évolution de la température de transition avec
la taille dans le modèle d’Ising résolu en champ moyen inhomogène (croix bleu) et dans
le modèle d’Ising résolu en champ moyen avec défaut de coordination (courbe verte). La
température de transition est estimée comme : T1/2 = 12
(
T+1/2 + T
−
1/2
)
. La fraction HS en
surface a été fixée en augmentant le rapport de dégénérescence des états électroniques des
molécules en surface à ln
(
gSHS/g
S
BS
)
= 13.105.
II.3.3 Relaxation de surface et profondeur des surfaces
II.3.3.1 Modèle d’Ising sans terme de champ
La longueur de corrélation de la surface dans le massif λ joue un rôle important dans
les phénomènes de surface. En effet, elle détermine la taille à partir de laquelle le matériau
voit ses propriétés significativement affectées par son environnement.
Dans le cas d’un modèle d’Ising sans terme de champ 10 (∆eff = 0), il est possible de
déterminer de manière analytique λ dans l’approximation du champ moyen.
Par simplicité, considérons un plan semi-infini avec la présence d’une surface en z = 0.
En considérant que l’aimantation est une observable continue, il est possible d’écrire pour
z suffisamment grand (massif) :
m(z) = tanh [βJ (m(z − a) + 4m(z) +m(z + a))] (II.41)
et pour z = 0 (condition aux limites)
m(0) = tanh [β (JS4m(0) + Jm(a))] (II.42)
avec a, le paramètre de maille du réseau et J et JS respectivement, le couplage d’Ising du
massif et en surface. Par ailleurs, dans la limite où la température tend vers la température
10. Il s’agit ici d’un cas d’école qui n’a pas de signification physique dans le cas de la transition de spin.
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critique, il est possible de faire un développement limité de la tangente. Deux cas se
présentent, lorsque T → T−C (phase ordonnée) et lorsque T → T+C (phase désordonnée).
Dans le premier cas, il est nécessaire de faire un développement au troisième ordre :
m(z) =
TC
6T
(m(z − a) + 4m(z) +m(z + a))−
(
TC
6T
(m(z − a) + 4m(z) +m(z + a))
)3
3
(II.43)
De plus a est suffisamment petit pour écrire :
m(z ± a) ≈ m(z)± ∂m
∂z
(z)a+
1
2
∂2m
∂z2
(z)a2 (II.44)
On obtient alors :
m(z) =
TC
T
m(z) +
TC
6T
a2
∂2m
∂z2
(z)− 1
3
(
TC
T
)3
m(z)3 (II.45)
Il s’agit d’une équation différentielle non linéaire. En supposant que les effets de relaxation
sont faibles, il est possible de linéariser l’équation de la manière suivante :
mV =
TC
T
mV +
TC
6T
a2
∂2m
∂z2
(z)− 1
3
(
TC
T
)3
m2Vm(z) (II.46)
avec m2V = 3
(
T
TC
)2 (
1− T
TC
)
, la valeur de l’aimantation dans le massif dans la limite où
T → T−C . Finalement, une équation différentielle linéaire est obtenue :
− λ2d
2m
dz2
(z) +m(z) = mV (II.47)
avec
λ2 =
a2
6
(
1− T
TC
) (II.48)
De façon similaire, une équation différentielle est obtenue pour les conditions aux
limites :
− ηdm
dz
(0) +m(0) = 0 (II.49)
avec η = a
1−2(d−1)(JS/J−1)
. La solution prend la forme :
m(z) = mV
(
1− 1
1 + η/λ
e−z/λ
)
(II.50)
Du fait de la forme de m(z), il est possible d’identifier que λ correspond à la longueur
de corrélation de la surface dans le massif et qu’elle diverge à l’approche du point cri-
tique (voir figure II.10). Ce comportement critique de la surface peut avoir d’importantes
conséquences sur l’évolution des propriétés de l’ensemble du matériau à l’approche de la
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Figure II.10 – (a) Profil d’aimantation de la surface à T = 295 K. L’aimantation est
plus faible en surface due au défaut de coordination. (b) Dépendance en température
de la longueur de corrélation de la surface dans le massif. A la température critique
TC = 6J = 300 K, la profondeur des surfaces diverge.
transition.
Dans le second cas (phase paramagnétique), le résultat est très similaire. Les deux
équations obtenues sont :
− λ2d
2m
dz2
(z) +m(z) = 0 (II.51)
et
− ηdm
dz
(0) +m(0) = 0 (II.52)
avec λ2 = a
2
6
(
T
TC
−1
) et η = a
1+6(T/TC−1)−4(JS/J−1)
. Dans ce cas, la solution est m(z) = 0
sauf lorsque JS est suffisamment fort. Alors la température critique de surface est plus
élevée que dans le massif. La transition n’a pas lieu à la même température en surface
et en profondeur menant à une aimantation non nul en surface. Le comportement de la
surface est alors qualitativement le même que dans le cas ferromagnétique.
II.3.3.2 Application à la transition de spin sans fraction résiduelle
Dans le cas d’école précédant, nous avons vu que la longueur de corrélation de la
surface diverge à l’approche de la température critique. A présent, l’étude de la relaxation
des surfaces est réalisée dans le cadre de la transition de spin. Nous verrons quelles peuvent
être les conséquences sur les grandeurs thermodynamiques et donc sur la transition de
spin.
Dans le cadre du modèle d’Ising résolu en champ moyen inhomogène appliqué à la
transition de spin et considérant un plan infini de largeur L = 20 sites, l’épaisseur de la
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surface est déterminée par un ajustement à l’aide d’une exponentielle décroissante :
mi = Ae
(i−1)a/λ +B (II.53)
Cette fonction ajuste parfaitement le profil de l’aimantation qui garde le même compor-
tement spatial que dans le cas sans champ. Les figures II.11(b) et II.12(b) montrent,
respectivement, l’évolution avec la température de λ dans le cas d’une conversion de spin
et dans le cas d’une transition de spin avec présence d’un cycle d’hystérésis. Les paramètres
utilisés sont résumés dans la table II.3.
Conversion de spin Transition de spin
J/kB = 40 K 70 K
∆/kB = 1250 K 1250 K
ln (gHS/gBS) = 4.1377 4.1377
Table II.3 – Paramètres du modèle.
A l’approche de la température de transition, la longueur de corrélation de la surface
augmente jusqu’à diverger. Nous pouvons nous attendre à des phénomènes de relaxation
plus fort lorsque λ est grand.
Il est possible de déterminer la contribution des relaxations de surface à l’énergie libre,
l’énergie interne et l’entropie. Dans le cadre de ce modèle l’énergie libre s’écrit :
F = 1
2
L∑
i=1
qiJMimi − kBT
L∑
i=1
ln{2 cosh
[
1
kBT
(
qiJMi − ∆− kBT ln (gHS/gBS)
2
)]
}
(II.54)
De même, l’énergie interne et l’entropie sont :
E =
1
2
L∑
i=1
qiJMimi +
L∑
i=1
(
∆
2
− qiJMi
)
tanh
[
1
kBT
(
qiJMi − ∆− kBT ln (gHS/gBS)
2
)]
=
L∑
i=1
∆− qiJMi
2
mi
(II.55)
et
S =kB
L∑
i=1
ln{2 cosh
[
1
kBT
(
qiJMi − ∆− kBT ln (gHS/gBS)
2
)]
}+ 1
T
L∑
i=1
(
∆
2
− qiJMi
)
mi
(II.56)
Il est ensuite possible de définir les grandeurs en excès en retranchant les valeurs du
matériau massif :
FΣ = F − F(∞) = FDCΣ + F relaxΣ + F tailleΣ (II.57)
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EΣ = E − E(∞) = EDCΣ + ErelaxΣ + EtailleΣ (II.58)
SΣ = S − S(∞) = SDCΣ + SrelaxΣ + StailleΣ (II.59)
Ces termes en excès peuvent être décomposés en trois contributions : le défaut de
coordination FDCΣ , les phénomènes de relaxation qui en découlent F relaxΣ et les effets à
proprement parlés de taille F tailleΣ . Dans cette approche en champ moyen, les effets de
taille n’existent pas F tailleΣ = 0. La contribution du défaut de coordination est calculée en
considérant une aimantation homogène correspondante à celle du massif. Les équations
sont les mêmes que précédemment si ce n’est que
L∑
i=1
{...} = L{...} et Mi = mi = m. La
contribution associée aux relaxations est déduite telle que F relaxΣ = FΣ −FDCΣ .
Il est intéressant de noter que Chiruta et al. [144] ont étudié les conséquences des
conditions aux bords libres sur l’hystérésis à l’aide d’un modèle de type Ising appliqué à
une chaîne résolu analytiquement par la méthode des matrices de transfert. En particulier,
ils ont identifié les contributions associées au matériau massif, aux surfaces (défaut de
coordination et relaxation de surface) et aux effets de taille finie montrant ainsi que ces
derniers étaient généralement négligeables.
Numériquement, nous avons considéré le cas d’une conversion de spin (voir figure
II.11) et celui d’une transition de spin avec cycle d’hystérésis (voir figure II.12). Les
figures II.11(c) et II.12(c) montrent l’énergie libre, l’énergie interne et l’énergie d’origine
entropique à l’équilibre thermodynamique en fonction de la température. Nous retrouvons
le fait que l’état BS est favorable du point de vue de l’énergie interne tandis que l’état
HS est favorisé par le terme entropique.
Pour ce qui est des quantités en excès, nous observons que l’énergie libre en excès est
toujours positive et minimale à la température de transition avec une singularité dans le
cas d’une transition du premier ordre. Ce comportement est qualitativement expliqué par
le fait que dans le cas du défaut de coordination, l’énergie libre en excès due à la rupture
d’une liaison est FDCΣ = −Jm2. Ainsi, dans le cas d’une conversion de spin, l’énergie libre
en excès a un comportement parabolique avec l’aimantation. Dans les deux cas étudiés,
le défaut de coordination semble être la contribution dominante. Cependant, pour les
transitions de spin du premier ordre, l’énergie libre en excès de relaxation F relaxΣ prend de
l’importance aux températures proches de la température d’équilibre.
En revanche, l’énergie interne en excès totale est beaucoup plus affectée par les effets
de relaxation. En effet, elle suit le comportement de ErelaxΣ aux abords de la température
de transition, c’est-à-dire, entre 250 K et 350 K et tend vers EDCΣ à haute et basse tempé-
rature. Celle-ci vaut EDCΣ (nHS± 1) = J = 40 K. La contribution des relaxations tend vers
zéro loin de la transition. Ici, le lien entre l’énergie interne de relaxation et la profondeur
des surfaces λ est évidente.
Pour ce qui est de l’entropie en excès, elle semble directement découler des relaxations
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Figure II.11 – (a) Courbe de transition dans le cas d’une conversion de spin. (b) Dé-
pendance en température de la longueur de corrélation des surfaces. (c) Énergie libre,
énergie interne et énergie d’origine entropique en fonction de la température. (d) Énergie
libre en excès totale (courbe bleu), contribution du défaut de coordination (tirets verts)
et contribution des relaxations de surface (point-tirets rouges) en fonction de la tempé-
rature. (e) Énergie en excès totale (courbe bleu), contribution du défaut de coordination
(tirets verts) et contribution des relaxations de surface (point-tirets rouges) en fonction
de la température. (f) Entropie en excès totale (courbe bleu), contribution du défaut de
coordination (tirets verts) et contribution des relaxations de surface (point-tirets rouges)
en fonction de la température.
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Figure II.12 – (a) Courbe de transition dans le cas d’une transition de premier ordre
avec présence d’un cycle d’hystérésis. (b) Dépendance en température de la longueur de
corrélation des surfaces. (c) Énergie libre, énergie interne et énergie d’origine entropique
en fonction de la température. (d) Énergie libre en excès totale (courbe bleu), contribution
du défaut de coordination (tirets verts) et contribution des relaxations de surface (point-
tirets rouges) en fonction de la température. (e) Énergie en excès totale (courbe bleu),
contribution du défaut de coordination (tirets verts) et contribution des relaxations de
surface (point-tirets rouges) en fonction de la température. (f) Entropie en excès totale
(courbe bleu), contribution du défaut de coordination (tirets verts) et contribution des
relaxations de surface (point-tirets rouges) en fonction de la température.
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des surfaces. En effet, la contribution du défaut de coordination est quasi-nulle.
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II.3.3.3 Application à la transition de spin avec fraction résiduelle
Pour faire apparaître la fraction résiduelle observée expérimentalement, plusieurs ap-
proches existent. Les premières consistent à fixer les spins en surface dans l’état HS
[100, 105, 107] et peuvent être expliqué par un effet de passivation chimique. D’autres
approches prennent en considération un changement des énergies du champ de ligands
provoquant un abaissement de la différence d’énergie ∆ entre les deux états moléculaires
à température nulle [102]. En effet, au sein d’un cristal, une des contributions à ∆ est due
au réseau. Les molécules de surface n’étant pas situées dans le même environnement, un
abaissement de la différence d’énergie entre les deux états de spin peut se produire 11. La
température d’équilibre étant proportionnelle à ∆
kB ln(gHS/gBS)
, les molécules en surface tran-
sitent à plus basse température, provoquant l’apparition d’une transition en deux étapes.
Si la température de transition de la surface est suffisamment basse, nous retrouvons la
fraction résiduelle observée expérimentalement.
Une autre façon de faire apparaître la fraction résiduelle de manière analogue est de
jouer sur le terme entropique kB ln (gHS/gBS). Nous avons vu dans la section I.2.2.2 que
dans l’approximation des basses fréquences, il pouvait être réécrit comme :
kB ln (gHS/gBS) = kB ln
(
gHSE
gBSE
[
ωBS
ωHS
]15)
(II.60)
avec gHSE/gBSE, le rapport des dégénérescences électroniques qui vaut 3× 5 = 15 dans le
cas d’un octaèdre parfait et 5 dans le cas d’un octaèdre déformé et ωBS/ωHS le rapport des
fréquences de vibrations intramoléculaires. Une augmentation de l’entropie intramolécu-
laire provoque une diminution de la température de transition. Par conséquent, la fraction
résiduelle HS peut trouver son origine dans un changement des fréquences de vibrations
des molécules de surface.
Une étude similaire à la précédente a été réalisée avec la présence d’une fraction
résiduelle en surface. Celle-ci a été fixée en augmentant le rapport des fréquences de
vibrations entre les deux états moléculaires pour les sites de surface. Les paramètres
utilisés sont résumés dans la table II.4. L’énergie libre, l’énergie interne et l’entropie du
défaut de coordination ont été calculés en considérant les sites en surface fixés dans l’état
HS (m = 1).
Les figures II.13 et II.14 présentent les résultats pour, respectivement, le cas d’une
transition graduelle et abrupte. La première observation qui peut être faite est une légère
diminution de la température de transition ainsi que l’apparition d’une fraction résiduelle
de 10% qui découle naturellement du fait que L = 20 et qu’il y ait deux sites en surface 12.
11. Il est également possible de considérer une augmentation de ∆. Cela mène à la création en surface
d’une fraction résiduelle BS à haute température.
12. Un site à chaque extrémité.
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Conversion de spin Transition de spin
J/kB = 40 K 70 K
∆/kB = 1250 K 1250 K
gHSE/gBSE = 15 15
ωbulkBS /ω
bulk
HS = 1.1 1.1
ωsurfBS /ω
surf
HS = 1.5 1.5
Table II.4 – Paramètres du modèle.
De plus, dans le cas de la transition de spin abrupte, il est possible d’observer un saut
de la courbe de transition autour de 295 K (voir figure II.14(a)). Ce saut correspond à
une transition partielle de la seconde et troisième couches et découle donc des effets de
relaxation. En considérant l’évolution en fonction de la température de la fraction HS
de chaque couche individuellement, il est possible d’observer une réduction de la largeur
du cycle d’hystérésis importante pour la seconde couche et plus légère pour la troisième
couche. La largeur du cycle d’hystérésis étant reliée au terme 2qiJMi issu de l’expression
II.38, il devient clair que les sites en surface dans l’état HS vont induire une diminution de
la largeur du cylce d’hystérésis de la seconde couche (diminution de Mi), puis de proche
en proche, des couches inférieures jusqu’à converger vers la valeur du matériau massif.
Une autre observation intéressante est le comportement critique de la longueur de
corrélation des surfaces λ à l’approche de la température de transition de la même façon
que dans le cas sans fraction résiduelle en surface.
Bien que la présence des fractions résiduelles apparaissent clairement sur les courbes
de transition, les comportements de l’énergie libre, de l’énergie interne et de l’entropie sont
analogues au cas de la transition complète. Cela montre que le système (plan d’épaisseur
L) est suffisamment grand en comparaison de λ pour que ses propriétés ne soient pas
significativement modifiées par les surfaces. Il est cependant intéressant de noter que la
considération des fractions résiduelles provoque un abaissement de l’énergie libre totale
du système. La cause est une énergie libre en excès totale négative indiquant une surface
énergétiquement plus stable. Nous pouvons voir que la contribution de l’énergie libre en
excès de relaxation est très faible et tend vers zéro à haute température.
Pour ce qui est de l’énergie interne en excès, elle tend toujours vers J à haute tem-
pérature. En revanche, à basse température, elle devient élevée du fait de l’énergie des
deux liaisons pendantes 2 × J
2
, des deux molécules en surface dans l’état HS 2∆ et du
coût énergétique pour la création de deux liaisons HS-BS, 2 × 2J . Ainsi elle tend vers
2∆ + 5J 13. Ces grandes valeurs de l’énergie interne en excès sont contrebalancées par
13. Dans une approche très simplifiée où les relaxations ne sont pas considérées et seul les liaisons aux
premiers voisins sont prises en compte, il est possible de définir les conditions pour que la fraction HS soit
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Figure II.13 – (a) Courbe de transition dans le cas d’une conversion de spin avec fraction
résiduelle en surface. (b) Dépendance en température de la longueur de corrélation des
surfaces. (c) Énergie libre, énergie interne et énergie d’origine entropique en fonction de
la température. (d) Énergie libre en excès totale (courbe bleu), contribution du défaut de
coordination (tirets verts) et contribution des relaxations de surface (point-tirets rouges)
en fonction de la température. (e) Énergie en excès totale (courbe bleu), contribution
du défaut de coordination (tirets verts) et contribution des relaxations de surface (point-
tirets rouges) en fonction de la température. (f) Entropie en excès totale (courbe bleu),
contribution du défaut de coordination (tirets verts) et contribution des relaxations de
surface (point-tirets rouges) en fonction de la température.
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Figure II.14 – (a) Courbe de transition dans le cas d’une transition de spin du premier
ordre avec fraction résiduelle en surface. (b) Dépendance en température de la longueur de
corrélation des surfaces. (c) Énergie libre, énergie interne et énergie d’origine entropique
en fonction de la température. (d) Énergie libre en excès totale (courbe bleu), contribution
du défaut de coordination (tirets verts) et contribution des relaxations de surface (point-
tirets rouges) en fonction de la température. (e) Énergie en excès totale (courbe bleu),
contribution du défaut de coordination (tirets verts) et contribution des relaxations de
surface (point-tirets rouges) en fonction de la température. (f) Entropie en excès totale
(courbe bleu), contribution du défaut de coordination (tirets verts) et contribution des
relaxations de surface (point-tirets rouges) en fonction de la température.
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celles de l’entropie en excès que l’on peut supposer en grande partie issue de l’entropie de
mélange due à la fraction HS en surface. Contrairement au cas de la transition complète,
l’entropie en excès de relaxation est faible en comparaison de l’entropie en excès du défaut
de coordination.
Finalement, la présence d’une fraction résiduelle HS en surface n’affecte que peu le
comportement de la relaxation du système. Celle-ci reste conséquente à l’approche de la
transition mais faible au delà. En revanche, nous observons une stabilisation de la surface
dans le cas de la présence d’une fraction HS et des conséquences importantes sur l’énergie
interne en excès et l’entropie en excès du défaut de coordination qui semble, loin de la
transition, être la seule contribution pertinente.
II.3.3.4 Les fractions résiduelles BS
Dans cette section, nous n’avons pas discuté de la possibilité d’une fraction résiduelle
BS. Celles-ci ont pourtant été observées à différentes reprises dans des nanoparticules du
composé [Fe(pyrazine){Ni(CN)4}] de la famille des clathrates de Hofmann [93, 94] en plus
d’une importante fraction résiduelle HS. Plusieurs hypothèses peuvent expliquer leur ori-
gine. Tout d’abords, elles peuvent provenir de défauts structuraux dues à un changement
de morphologie des nano-objets. En effet, à l’approche du nanomètre, les nanoparticules
du composé [Fe(pyrazine){Ni(CN)4}] forment des agrégats. Ceux-ci présentent toujours
un ordre structural mais leur morphologie est très éloignée du parallélépipède rectangle
attendu.
Une autre hypothèse suggère que les centres métalliques bloqués dans l’état BS et dans
l’état HS soient localisés sur des sites géométriques différents. Par exemple, dans le cas
d’une particule cubique localisée dans une cavité sphérique, les centres bloqués dans l’état
HS seraient localisés sur les faces, tandis que les centres bloqués dans l’état BS seraient
localisés sur les arrêtes du fait d’un effet de pression de la matrice. De nombreux autres
exemples existent, cependant ces fractions résiduelles BS n’apparaissent de manière signi-
ficative que dans les nanoparticules de quelques nanomètres. Par ailleurs, les mécanismes
discutés dans ce chapitre peuvent également permettre d’expliquer leur présence.
bloquée en surface. En effet, l’énergie interne en excès associée au défaut de coordination dans le cas d’une
fraction résiduelle HS s’écrit EDCΣ = −AH + 2 (AHB −AB) + 2∆ où AB, AH et AHB sont respectivement
les énergies de liaison entre deux sites dans l’état BS, entre deux sites dans l’état HS et entre un site
dans l’état BS et un site dans l’état HS. En revanche, lorsqu’il n’y a pas de fraction résiduelle, l’énergie
interne en excès vaut −AB. Pour que la fraction résiduelle HS soit inactive, il faut donc :
− (AH −AB) + 2 (AHB −AB) + 2∆ < 0 (II.61)
Le premier terme − (AH −AB) correspond à la différence énergétique entre les deux états de spin associé
à la liaison coupé lors de la création de surface. Le second terme 2 (AHB −AB) correspond à l’énergie
d’interface HS-BS associée à la fraction résiduelle HS en surface. Le dernier terme 2∆ correspond à la
différence d’énergie entre les deux états de spin de la molécule localisée en surface. Dans le cas du modèle
d’Ising, AB = AH = −AHB = −J et par conséquent, la fraction résiduelle HS est nécessairement active.
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II.4 Rôle des contraintes
D’autres approches permettent d’expliquer la présence d’une fraction résiduelle en
surface. Dans cette section, il est considéré, dans le cadre d’un modèle spin-phonon, une
particule carré constituée de deux types de centres métalliques dont un sans transition.
Dans certaines situations, il est possible d’observer une transition de la surface à une
température différente du cœur provoquant une transition en deux étapes.
II.4.1 Modèle et méthode numérique
II.4.1.1 Modèle
Jusqu’à présent, les interactions élastiques étaient limités aux premiers et seconds voi-
sins. Ces derniers ne servaient qu’à maintenir la structure cubique. Tous les sites pouvaient
être à leur position d’équilibre (ou presque). Dans cette situation, nous pouvons nous at-
tendre à une quasi absence d’effets de contraintes de surface et à des effets de relaxation
de surface sous estimées. Pour aller plus loin, les interactions jusqu’aux quatrièmes voi-
sins sont pris en compte. Pour un soucis de gain de temps, le problème a été résumé
en deux dimensions. Deux structures cristallographiques sont propices à la considération
des interactions aux quatrièmes voisins : la structure hexagonale et la structure carré
face centrée. Cette dernière a l’avantage de se rapprocher des réseaux de coordination
à transition de spin de la famille des clathrates de Hofmann. En effet, ces composés bi-
ou tri-dimensionnels, sont constitués de deux centres métalliques, dont l’un ne transite
pas, reliés par un pont cyanide (CN) dans deux directions de l’espace. Dans la troisième
direction de l’espace, on trouve deux situations :
— dans les composés 2D, les métaux de transition sont reliés, par exemple, à une
molécule de pyridine [145].
— dans les composés 3D, les métaux de transition de couches 2D différentes sont reliés
entre eux, par exemple, par une molécule de pyrazine pontante [146].
Nous faisons donc le choix de la seconde structure (carré face centrée) qui est très proche
des clathrates de Hofmann 2D. La figure II.15 montre la maille d’un clathrate de Hofmann
et le système simulé.
L’Hamiltonien du système est similaire à celui décrit par la relation II.16. Il est cepen-
dant important de préciser qu’un des deux sites ne transite pas. De plus, il faut considérer
l’interaction entre deux sites avec transition (actifs), deux sites sans transition (inactifs)
et entre un site avec transition et un site sans transition. Les paramètres du modèle sont
résumés dans la table II.5. Les indices H et B désignent respectivement les sites avec
transition dans l’état HS et dans l’état BS tandis que l’indice M désigne les sites sans
transition.
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Distances d’équilibre Profondeurs des puits
rHM = 5.2 Å AHM = 7200 K
rBM = 5.0 Å ABM = 7200 K
rMM = 5.0
√
2 Å AMM = 7200 K
rHH = 5.0
√
2 Å AHH = 7200 K
rBB = 5.0
√
2 Å ABB = 7200 K
rHB = 5.0
√
2 Å AHB = 7100 K
Paramètres intramoléculaires
∆ = 1000 K ln (gHS/gBS) = 7.6962
Table II.5 – Paramètres du modèle. Les énergies ont été normalisées par kB. Sauf indi-
cation contraire, les valeurs indiquées sont utilisées dans les simulations.
dans l’état HS.
II.4.1.2 Cartographie des pressions
Pour avoir une bonne représentation des phénomènes qui se produisent de manière
spatiale dans la particule, nous nous intéressons à la pression locale.
La contrainte est une grandeur bien définie en mécanique des milieux continus. Ce-
pendant, il est possible de définir une contrainte locale à l’échelle d’un atome (contrainte
atomique) ou d’un domaine spatial. Il existe différentes expressions de cette grandeur.
L’une d’elle est la contrainte du Viriel Π(r) qui est une généralisation du théorème du
Viriel pour la pression des gaz et s’écrit comme [147, 148] :
Π(r) =
1
Ω
∑
i

−mivi ⊗ vi − 1
2
∑
j 6=i
rji ⊗ fji

 (II.65)
avec, mi, vi et ri, respectivement, la masse, le vecteur vitesse et le vecteur position du
site i et avec rji = ri − rj et fji le vecteur position et la force exercée par le site j sur le
site i. La somme
∑
i
est effectuée sur un domaine spatial Ω composé des sites i tandis que
la somme
∑
j 6=i
est effectuée sur les sites interagissant avec le site i.
Dans cette expression, le premier terme représente la contrainte dynamique associée à
un transfert de masse à travers l’interface du domaine tandis que le second est directement
relié aux forces interatomiques. Dans de nombreux travaux [149–151], le premier terme est
négligé, considérant que la contribution est faible dans le cas d’un solide (approximation
adiabatique) ou considérant que cette définition de la contrainte n’est pas valide [152].
Dans ce dernier cas, une autre approche est utilisée pour déterminer la contrainte locale
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en partant de la définition de la contrainte de Cauchy. Le résultat mène à une expres-
sion identique au second terme de l’équation II.65. Dans les deux cas, l’expression de la
contrainte locale devient :
σ(r) = − 1
2Ω
∑
i
∑
j 6=i
rji ⊗ fji = − 1
2Ω
∑
i
∑
j 6=i
rij ⊗ fij (II.66)
Dans le cadre des simulations Monte Carlo réalisées, la pression locale est évaluée en
prenant la trace du tenseur des contraintes défini par l’équation II.66 pour un site 14 :
pi(ri)Ω =− 1
d
d∑
k=1
σkk =
1
d
d∑
k=1
∑
j 6=i
rkij ⊗ fkij
=− 1
d
∑
j 6=i
∂Vij
∂rij
1
rij
d∑
k=1
rkij ⊗ rkij = −
1
d
∑
j 6=i
∂Vij
∂rij
rij
(II.67)
avec Vij le potentiel entre le site i et j. La somme
d∑
k=1
est effectuée sur les différentes direc-
tions (d = 2 en deux dimensions). La pression locale est calculée pour chaque simulation
puis moyennée.
Il a été montré que dans le cas où le domaine spatial considéré est suffisamment
grand, la contrainte locale est en bon accords avec la contrainte globale [153]. Dans le cas
présent, nous considérons le plus petit domaine possible, c’est-à-dire, un site. La valeur
de contrainte locale n’a alors qu’une valeur qualitative. Le volume considéré dans ce cas
est arbitraire. Nous choisissons donc le volume Ω = (rHM+rBM)2/4. La pression atomique
est positive (pi > 0) lorsque le site i subit en moyenne une force répulsive de la part de
ses voisins. En réponse, le site i exerce une contrainte de compression (négative). Elle est
négative (pi < 0) lorsque les voisins de i exercent sur i des forces attractives. En réponse,
le site i exerce une contrainte de tension (positive). Quand la pression locale vaut zéro, il
y a une compensation entre les potentiels répulsifs et attractifs.
II.4.2 Résultats
II.4.2.1 Portée des interactions
Les figures II.16(a) et (b) montrent les courbes de transition pour une particule compo-
sée de LSCO = 10 sites avec transition et de LM = 9 sites sans transition en considérant,
respectivement, les interactions jusqu’aux seconds voisins et jusqu’aux quatrièmes voi-
sins. Les deux courbes ont un comportement similaire et affichent une transition en deux
étapes. Dans le premier cas, les transitions ont lieux autour de 157 K et 229 K tandis
14. Les simulations Monte Carlo ne donnent pas accès aux vitesses. Ainsi, il ne serait pas possible
d’utiliser la définition II.65.
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que dans le second cas, elles ont lieux autour de 180 K et 320 K. La considération des
interactions plus longue portée mène donc à une augmentation de la température de tran-
sition importante (presque 100 K). Cette première observation peut être expliquée par le
fait que les interactions aux troisièmes et aux quatrièmes voisins créent des contraintes
de compression dans le réseau. La pression locale exercée sur les sites favorise l’état BS
et induit une augmentation de la température de transition.
Figure II.16 – Courbes de transition pour une particule de LSCO = 10 sites de transition
d’arête pour des interactions allant jusqu’au seconds voisins (a) et jusqu’au quatrièmes
voisins (b). La température de Debye en fonction de la température dans deux situations
est présentés dans les figures (c) et (d). Les simulations ont été réalisées avec les paramètres
présentés table II.5 et moyennée sur 4000 simulations indépendantes.
Les figures II.16(c) et (d) montrent l’évolution de la température de Debye en fonction
de la température déterminée par la relation :
θD =
√
12Er
kBk2
√
T
〈u2〉 (II.68)
De la même manière que dans la section précédente où nous avons vu que la longueur de
corrélation divergeait et que les quantités en excès prenaient de l’importance à l’approche
de la transition, nous observons un comportement critique de la température de Debye
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à l’approche des températures de transition. La température de Debye étant reliée à
l’inverse de l’amplitude de vibration pondérée par la racine de la température, elle est
d’ordinaire constante avec la température dans l’approximation harmonique. Durant la
transition, le changement de volume important se répercute sur l’amplitude de vibration
et la différence énergétique entre les deux phases étant proche, les sites métalliques tendent
à osciller d’un état à l’autre. Il paraît alors normal d’observer une variation importante de
la température de Debye autour de la température de transition. Nous pouvons observer
lors du passage de l’état HS vers l’état BS, une augmentation de la température de
Debye de ∆θD/θHSD ≈ 11.5% dans le cas où seuls les premiers et seconds voisins sont
considérés et de ∆θD/θHSD ≈ 12.7% lorsque les interactions jusqu’aux quatrièmes voisins
sont comptabilisés. Dans ce dernier cas, le changement des propriétés vibrationnelles est
plus important. De même, la température de Debye est globalement plus élevée. Cela est
cohérent avec le fait que l’énergie de cohésion de la particule est supérieure.
II.4.2.2 Transition de surface
Nous nous focalisons sur le cas où les interactions sont considérés jusqu’aux quatrièmes
voisins.
Figure II.17 – Cartographie de la fraction HS moyenne à 100 K (a), 250 K (b) et 400 K
(c). La fraction HS des sites inactifs est fixée à 0.5 (vert).
La figure II.17 nous montre une cartographie de la fraction HS moyenne. Il est clair
que la phase intermédiaire correspond à un système cœur-coquille où les sites en surface
sont dans l’état HS tandis que les sites dans le cœur sont dans l’état BS. Cette transition
en deux étapes comprend donc une transition de la surface à basse température puis une
transition du cœur à plus haute température. La cartographie des pressions locales est un
bon outil pour comprendre ce phénomène.
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Figure II.18 – Profil (à gauche) et cartographie (à droite) des pressions locales pour une
particule de LSCO = 10 sites de transition d’arête à trois températures différentes. Sur les
profils des pressions, les sites avec transition sont indiqués par les croix bleus tandis que
les sites sans transition sont indiqués par les cercles verts.
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La figure II.18 montre pour la phase BS, la phase intermédiaire et la phase HS, le
profil et la cartographie des pressions locales. Une pression positive étant associée à une
compression (potentiel répulsif) et une pression négative étant associée à une tension
(potentiel attractif).
Sur les profils des pressions locales, il est possible d’observer un comportement commun
aux trois phases. Le cœur de la particule est homogène du point de vue des pressions locales
tandis que la première couche des sites sans transition est sous l’effet d’une compression.
Ce phénomène est due à la prise en compte des interactions jusqu’au quatrièmes voisins.
Il est possible de le comprendre en considérant la phase BS. Dans cette situation, il n’y
a pas de distinction entre les sites avec transition et sans transition : leurs paramètres sont
identiques. Le seul effet est donc la considération des interactions jusqu’aux quatrièmes
voisins et les contraintes qui en découlent. De manière générale, le potentiel de paire
entre un site avec ses troisièmes et quatrièmes voisins est attractif. En effet, la distances
entre deux sites interagissants est supérieure à la distance d’équilibre. Ils tendent à se
rapprocher. En réponse, le potentiel de paire du site avec ses premiers et seconds voisins
devient répulsif. La pression locale telle que définie ci-dessus mesure le caractère attractif
(tension) ou répulsif (compression) de ces interactions.
Les liaisons pendantes induites par la création d’une surface modifient localement
l’équilibre des forces provoquant une réduction du paramètre de maille en surface. Les sites
actifs (avec transition) localisées à la surface ont tendance à subir une force de tension
de la part des sites localisées dans le cœur. En revanche, les sites localisées juste sous
la surface, c’est-à-dire, les sites inactifs (sans transition) de la seconde couche subissent
des forces de compression, à la fois de la part des sites en surface mais également de la
troisième et quatrième couches provoquant une forte augmentation de la pression locale.
Il est intéressant de noter que pour les trois phases, il y a une alternance de compressions
et de décompressions.
Dans la phase HS, la différence majeure est la forte contrainte de tension qui apparaît
en surface. Cet effet s’explique par la différence des distances d’équilibre aux premiers
voisins, qui augmente de 0.2 Å, induisant une augmentation des forces attractives du
cœur. La conséquence est une légère augmentation des contraintes de compression de la
deuxième couche.
Finalement, dans la phase intermédiaire, il est possible d’observer une relaxation im-
portante de la contrainte jusqu’à la troisième couche. Tandis que la contrainte en surface
est similaire à celle du cœur, celle de la deuxième couche voit sa valeur doubler par rapport
aux deux phases pures montrant le coût énergétique important de l’interface HS-BS 15. La
relaxation de la troisième couche peut être attribuée à la présence de l’interface HS-BS. Le
15. Dans le cas du modèle spin-phonon, l’énergie d’interface entre les deux états de spin a pour origine la
différence des paramètres de maille des deux états de spin mais également une diminution de la profondeur
du puits de potentiel.
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phénomène à l’origine de cette transition de surface est la compétition entre la minimisa-
tion de l’énergie élastique intermoléculaire (réseau), et celle de l’énergie intramoléculaire
(couplage électron-phonon).
Dans le cas considéré, les sites sans transition favorisent l’état BS d’un point de vue
élastique. Nous avons vu que la conséquence est une augmentation de la température
de transition. Cependant, les sites actifs localisées sur la surface possèdent beaucoup
plus de degrés de libertés et sont ainsi moins influencer par les propriétés élastiques du
réseau. Ils transitent donc à une température plus faible. Contrairement au cas présenté
dans le modèle d’Ising où les propriétés intramoléculaires des molécules en surface étaient
différentes de celle du cœur, ici, elles sont les mêmes.
II.5 Conclusions
Dans ce chapitre, nous avons étudié les conséquences du durcissement et des relaxa-
tions des surfaces sur le phénomène à transition de spin et sur les grandeurs thermodyna-
miques en excès. Nous avons vu que la relaxation des surfaces provoque une modification
en profondeur des propriétés du matériau et qu’il est possible de définir une longueur
de corrélation λ des surfaces dans le massif. En l’absence de transition de phase, λ varie
faiblement avec la température et il est possible de définir une taille limite en dessous
de laquelle les propriétés de la surface prédominent. Nous avons ainsi pu voir qu’il est
possible de compenser la diminution des effets collectifs due au défaut de coordination
par une modification des propriétés des surfaces et ainsi conserver l’effet mémoire. Plus
qu’une augmentation des constantes élastiques globales du matériau, c’est l’augmentation
de l’énergie d’interface entre les deux états de spin qui explique ce regain de coopérati-
vité. Les origines de l’augmentation de l’énergie d’interface sont multiples. Nous avons
vu qu’une augmentations des constantes élastiques, une augmentation de l’énergie entre
centres métalliques d’états de spin différents ou la présence d’une matrice rigide pouvait
y parvenir.
Le rôle des relaxations de surface a été ensuite étudié dans le cadre d’un modèle de
type Ising appliqué à la transition de spin et résolu dans l’approximation du champ moyen
inhomogène. Nous avons pu observer que la relaxation de surface a tendance à compenser
le défaut de coordination. La conséquence est une diminution de la taille à partir de
laquelle les effets de surface deviennent dominant. La modification des propriétés devient
cependant plus abrupte.
Par ailleurs, les quantités en excès de l’énergie libre, l’énergie interne et l’entropie ont
été déterminées puis décomposées en deux contributions : la contribution du défaut de
coordination et de la relaxation des surfaces. A haute et basse température par rapport
à la température de transition, la contribution des relaxations de surface est négligeable
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devant celle du défaut de coordination. En revanche, à l’approche de la température de
transition, la contribution due aux relaxations de surface devient dominante et adopte un
comportement critique peu importe les conditions en surface.
Finalement, pour prendre en compte la présence d’une fraction résiduelle HS à basse
température, l’hypothèse d’une augmentation du rapport entre les fréquences des modes
intramoléculaires BS et HS a été faite. La conséquence est une diminution de l’énergie
libre en excès qui devient négative ainsi que l’apparition d’une transition en deux étapes.
A basse température, la surface transite tandis qu’à plus haute température, c’est le cœur
qui transite. Contrairement aux hypothèses où les molécules de surface sont inactives
et bloquées dans l’état HS, ici, il est considéré que la fraction résiduelle HS observée
expérimentalement est active. Sa température de transition, bien plus faible, rend difficile
son observation expérimentale du fait notamment des effets de trempes.
Dans le cadre du modèle spin-phonon, une autre origine aux fractions résiduelles a été
discuté. Il est considéré une molécule active et une molécule inactive formant un réseau
carré face centré. Dans l’état BS, les propriétés élastiques des molécules actives et inactives
sont les mêmes. La transition de spin vers l’état HS induit alors une forte augmentation
de l’énergie élastique et l’apparition de contraintes au sein du réseau dont l’origine est
la différence de propriétés élastiques entre les molécules dans l’état HS et les molécules
inactives. Ce phénomène induit une stabilisation de l’état BS et donc une augmentation
de la température de transition. Cependant, les molécules en surface disposent d’un plus
grand nombre de degrés de libertés. Par conséquent, la relaxation de l’énergie élastique
(et donc des contraintes) se fait efficacement. Ainsi, les surfaces ont une température de
transition inférieure et nous pouvons observer une transition en deux étapes. De même
que précédemment, si cette température est suffisamment faible, elle devient difficilement
observable expérimentalement. Par ailleurs, il a été montré qu’il était possible de contrôler
la température de transition en jouant sur l’environnement. Ainsi, un couplage de ces
différents effets pourrait mener à fixer les molécules en surface dans l’état HS tout en les
rendant inactive.
Dans les deux situations étudiées (modèle d’Ising et spin-phonon), la fraction résiduelle
en surface prend son origine dans la forte inhomogénéité entre les propriétés de la surface
et celles du cœur. Pour que les molécules en surface soient bloquées dans l’état HS, il ne
suffit pas que la différence d’énergie des liaisons coupées/modifiées entre les deux états de
spin soient en faveur de l’état HS. Il faut également qu’elle compense l’énergie d’interface
associée à la création d’une liaison HS-BS. Cette compensation ne peut avoir lieu que
pour des différences importantes entre la surface et le cœur.
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Chapitre III
Étude expérimentale de la
dynamique du réseau
III.1 Introduction
Expérimentalement, nous avons vu qu’une augmentation de la température de Debye
est observée pour les plus petites nanoparticules (< 10 nm). Bien qu’elle soit souvent
reliée aux constantes élastiques, sa définition première est une fréquence qui caractérise
l’ensemble de la dynamique du réseau d’un matériau. En d’autres mots, dans le cadre d’un
solide dont les propriétés vibrationnelles sont en bon accords avec le modèle de Debye,
l’ensemble de ses propriétés vibrationnelles sont décrites par sa température de Debye.
Bien que les matériaux à transition de spin adoptent un comportement en bon accords
avec le modèle de Debye à très basse fréquence (ω = vDk), ils sont loin d’être des solides
de Debye. Pour comprendre la dynamique du réseau dans ces composés, il est nécessaire
d’aller plus loin. Ce chapitre se focalise sur l’étude de la dynamique du réseau à l’aide
de la diffusion nucléaire inélastique (Nuclear Inelastic Scattering (NIS) en anglais). Cette
technique de spectroscopie est réalisée à l’ESRF (European Synchrotron Radiation Faci-
lity) localisé à Grenoble (France) et permet de sonder les modes basses fréquences dont
les modes acoustiques.
Dans le domaine de la transition de spin, cette technique a déjà été utilisée, souvent
en combinaison avec des simulations dans le cadre de la théorie de la fonctionnelle de la
densité (DFT), pour étudier la dynamique du réseau à travers des études poussées des
modes optiques [154–164] . Cependant, elle n’a jamais été utilisée pour étudier la partie
acoustique qui permet l’obtention de la densité d’états vibrationnels à basse énergie et
donc l’extraction de nombreux paramètres de la dynamique du réseau dont la vitesse
du son. Dans ce chapitre, le principe de la technique de diffusion nucléaire inélastique
et les grandes lignes du traitement des données associé seront décrits. Puis, le NIS sera
exploité pour l’étude de la dynamique du réseau dans les deux états de spin permettant
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ainsi l’extraction de la vitesse du son de Debye et l’estimation des modules élastiques.
Finalement, les effets de réduction de taille et de matrice seront étudiés.
III.2 Technique expérimentale
Nous avons vu que la spectroscopie Mössbauer conventionnelle sonde les processus
d’absorption nucléaire résonnant sans recul. L’avantage de cette technique est sa grande
résolution due à un faisceau de photons de même énergie continu dans le temps. En plus de
nous donner une information sur la structure hyperfine d’un solide, elle nous donne accès
à la fraction résonnante fLM permettant, entre autre, une estimation de la température
de Debye.
La diffusion nucléaire réalisée à l’ESRF repose également sur l’effet Mössbauer. Sa force
ne repose pas tant sur la résolution énergétique des photons incidents (∆E ≈ 100− 1000
meV) que sur la résolution temporelle et l’intensité du faisceau.
III.2.1 Principe de l’expérience
Pour comprendre les particularités de cette expérience, il faut savoir que l’ESRF est
composé de deux anneaux : un anneau central (booster) qui accélère les électrons et un
anneau extérieur (storage ring) qui stocke les électrons et maintient leur vitesse à l’aide
de champs électriques et magnétiques. Un ensemble de lignes de lumière (beamline) est
connecté à l’anneau de stockage et récupèrent les photons X émis lors de l’accélération
ou décélération des électrons (équation de Larmor). Il est important de noter que les
électrons sont injectés dans l’anneau de stockage par pulse. La fréquence d’émission des
pulses est de 352.2 MHz, soit un écart temporel entre deux paquets d’électrons de 2.839
ns [165]. De plus, il faut 2817 ns pour qu’un paquet d’électrons réalise le tour de l’anneau.
Ainsi, l’anneau peut contenir jusqu’à 992 paquets d’électrons. Il existe différents modes de
remplissage de l’anneau de stockage en fonction de la répartition des paquets d’électrons
et de la quantité d’électrons dans un paquet. Chacun a ses avantages et inconvénients,
le point important étant que la longueur des paquets d’électrons est de l’ordre de tp =
10− 100 ps en fonction du mode de remplissage. En comparaison, le temps de vie moyen
de l’état excité d’un noyau de fer lors d’un processus Mössbauer est de τ ≈ 68 ns.
Sur la ligne de lumière ID18, le faisceau incident est polarisé et filtré de manière à
avoir une lumière «blanche» centrée sur l’énergie de transition nucléaire du fer (Ephoton =
14.413(3) keV). Contrairement à la spectroscopie Mössbauer conventionnelle, l’objectif
n’est pas de mesurer la transmission d’un faisceau de lumière continu bien résolu en
énergie où à la fois les photons non diffusés et les photons diffusés sont comptés mais
de ne compter que les photons diffusés. La technique de diffusion nucléaire repose sur sa
résolution temporelle dont les facteurs limitant sont notamment la longueur du paquet
Chapitre III : Étude expérimentale de la dynamique du réseau 99
NFS
NIS
Échantillon
Monochromateur 
haute résolution
Faisceau 
synchrotron
Processus non résonnant (transmission, 
diffusion électronique, etc.)
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Figure III.1 – (a) Schéma du dispositif expérimental. (b) Spectre temporel schématisé
du NFS. Après avoir traversé un monochromateur haute résolution, le faisceau atteint
l’échantillon. Une partie du faisceau est alors absorbé tandis qu’une autre est transmise.
L’acquisition débute après la fin des processus de diffusion électronique. Deux capteurs
récupèrent alors les photons diffusés. Le premier récupère la diffusion élastique vers l’avant
(capteur NFS) tandis que le second récupère la diffusion élastique et inélastique (capteur
NIS). Il est ainsi possible d’obtenir les spectres NFS et NIS.
d’électron tp et la capacité des capteurs dont la gamme de résolution accessible va de 0.1 à
1.0 ns. Du fait du temps de vie moyen important de la transition nucléaire (τ ≫ tp), il est
possible de ne démarrer l’acquisition qu’après le passage des photons non diffusés et les
processus de diffusions électroniques dont le temps de vie est beaucoup plus court. Ainsi,
les capteurs ne récupèrent que les photons issus des processus de diffusions élastiques
(∼ fLM) et inélastiques (∼ 1− fLM) [165].
Le schéma III.1 présente le principe du montage utilisé. Contrairement aux photons
issus des processus inélastiques et donc incohérent qui diffuse selon un angle solide de
4π, les photons issus de la diffusion élastique peuvent laisser l’état quantique du système
inchangé. Dans cette situation, ils sont diffusés vers l’avant (dans la même direction que
le rayon incident). Deux capteurs sont donc utilisés. Le premier, situé loin de l’échantillon
dans l’axe optique, récupère les photons diffusés de manière élastique vers l’avant : c’est la
diffusion nucléaire vers l’avant (Nuclear Forward Scattering (NFS) en anglais). Le spectre
obtenu est un pic centré autour de l’énergie de transition nucléaire E0. Le second capteur,
proche de l’échantillon, récupère les photons diffusés de manière élastique et de manière
inélastique dans les autres directions de l’espace. La partie centrale où Ephoton = E0 est
associée à la diffusion élastique. La partie de droite où Ephoton > E0 correspond à la
création de phonons (Stokes) tandis que la partie de gauche où Ephoton < E0 correspond
à l’annihilation de phonons (anti-Stokes).
Cette technique a de nombreux avantages :
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— Le NIS permet d’extraire la densité d’états vibrationnels partielle du fer. Contraire-
ment à la diffusion inélastique des neutrons (INS), aucun modèle n’est nécessaire à
son extraction. Cependant, le diagramme de bandes phononiques reste inaccessible.
— Le temps d’acquisition d’un spectre NIS (quelques heures) est plus court que celui
d’un spectre INS.
— Du fait de la petite taille du faisceau, la quantité d’échantillon nécessaire est très
faible (∼ 1− 10 mg).
— Le NIS ne donne accès qu’à une densité d’états vibrationnels partielle (celle du
57Fe). Dans notre cas, cela est plutôt un désavantage. Cependant, cela permet
également une étude sélective, comme par exemple l’étude de la coquille d’un objet
cœur-coquille.
III.2.2 Traitement des données
La transformation des spectres bruts obtenus en densités d’états vibrationnels (DOS)
s’effectue à l’aide de codes fortran développés au sein de la ligne de lumière ID18 de l’ESRF
à Grenoble. Nous n’aborderons que dans les grandes lignes la procédure pour transformer
les spectres NIS et NFS brutes en une densité d’états vibrationnels. La référence [166]
entre en détails tant sur la partie théorique que sur la partie numérique.
Une première phase de pré-traitement est effectuée pour rendre les données exploitables
par le programme de traitement. Entre autre, il est effectué un traitement du bruit dans
le but d’éviter les fluctuations trop importantes aux hautes énergies où l’amplitude des
spectres devraient être faibles.
La seconde étape consiste à retrancher le pic élastique. Pour cela, il est nécessaire de
normaliser le spectre d’absorption NIS It(E) et la fonction instrumentale P (E) donnée
par le spectre NFS. Le spectre absorption totale, It(E), devrait être proportionnel à la
densité de probabilité d’absorption nucléaire W (E) :
∫
It(E)dE =
∫
(Ie´l(E) + Iin(E))dE
=I0
∫
W (E)dE = I0
∫
(We´l(E) +Win(E)) dE
(III.1)
avec I0 une constante de proportionnalité et
∫
W (E)dE = 1. Cependant, du fait de la
diffusion élastique vers l’avant et de la position du capteur, la pondération de la par-
tie élastique n’est en réalité pas la même que celle de la partie inélastique. De ce fait,
l’équation III.1 n’évalue pas de manière correcte le coefficient I0. Pour l’évaluer, il faut
faire appel au moment d’énergie d’ordre 1. Dans le cas où la fonction instrumentale est
correctement centrée en E = 0, les contributions positive et négative de la partie élastique
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s’annulent et il est possible d’écrire :
∫
It(E)EdE = I0
∫
W (E)EdE = I0
∫
Win(E)EdE = I0Er (III.2)
Il est ensuite choisi deux points E1 < 0 et E2 > 0 de part et d’autre du pic élastique
d’intensités I1 et I2. La contribution inélastique en zéro Iin(E = 0) est déterminée par
une interpolation linéaire. Le pic élastique est alors soustrait de la manière suivante :
I(E) = It(E)− αP (E) (III.3)
avec α une constante déterminée telle que I(0) = Iin(0). Cette procédure peut amener
à des variations importantes de la partie centrale du spectre inélastique et il faut être
prudent dans son exploitation.
Jusqu’à présent, nous n’avons pas considéré l’influence de la fonction instrumentale.
En réalité, le spectre d’absorption est convolué avec celle-ci :
I(E) = I0
∫
P (E ′)Win(E − E ′)dE ′ (III.4)
Par ailleurs, la densité de probabilité d’absorption nucléaire peut s’écrire comme [167, 168]
W (E) = fLM
(
δ(E) +
∞∑
n=1
Sn(E)
)
(III.5)
où δ(E) décrit la diffusion nucléaire élastique et Sn(E) représente la diffusion nucléaire
inélastique associée à la création ou l’annihilation de n phonons. Nous avons donc :
Win(E) = fLM
∞∑
n=1
Sn(E) (III.6)
Le terme à un phonon s’écrit [168] :
S1(E) =
Erg˜(E)
E(1− eβE) (III.7)
avec g˜(E) la densité d’états vibrationnels normalisée telle que :
∞∫
0
g˜(E)dE = 1 (III.8)
S1(E) est la contribution dominante à basse température et en première approximation,
la considération de Win(E) = S1(E) permet d’extraire l’allure de la densité d’états vibra-
tionnels. Dans l’approximation harmonique, les termes suivants s’expriment par la relation
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récurrente suivante :
Sn(E) =
1
n
∞∫
∞
S1(E
′)Sn−1(E − E ′)dE ′ (III.9)
L’extraction de la densité d’états vibrationnels passe donc par la détermination de la
contribution à un phonon. Par conséquent, la dernière phase consiste, à l’aide d’une double
transformée de Fourier, à procéder à la déconvolution du spectre d’absorption inélastique
pour éliminer à la fois les processus à plusieurs phonons et la fonction instrumentale.
Dans tout le traitement présenté ci-dessus, nous avons considéré le cas d’une symé-
trie sphérique (isotrope) qui est valide pour un réseau de Bravais cubique. Dans le cas
général, il est nécessaire de considérer le vecteur d’onde du rayon incident k ainsi que
les vecteurs de polarisation des modes de vibrations ej(q) des atomes résonnants. Ces
derniers dépendent de l’orientation cristallographique de l’échantillon. La densité d’états
vibrationnels est alors pondérée par la projection des vecteurs de polarisation des phonons
sur la direction du faisceau incident : on parle de densités d’états vibrationnels projetées
(PDOS). Cependant, il a été observé que la PDOS et la DOS correspondent dans le cas
d’échantillons polycristallins ou de poudres. Dans ce cas, la DOS obtenue est une moyenne
sur l’ensemble des directions cristallographiques.
III.2.3 Grandeurs extraites
III.2.3.1 Extraction directe
Il y a deux façons d’extraire des quantités des données expérimentales : à partir des
moments d’énergie de Win (règle des sommes de Lipkin [169]) et à partir de la DOS [170].
La confrontation des deux permet de corroborer la validité des résultats. Le facteur Lamb-
Mössbauer peut être extrait du moment d’énergie d’ordre zéro ainsi que de la densité
d’états par les deux équations suivantes :
∞∫
−∞
Win(E)dE = 1− fLM (III.10)
fLM = exp

−Er
∞∫
0
g˜(E)
E
1 + e−βE
1− e−βE dE

 (III.11)
L’équation III.10 nous rappelle que si les processus élastiques sont déterminés par fLM ,
les processus non élastiques le sont par 1 − fLM . Nous avons vu que le premier moment
d’énergie est relié à l’énergie de recul :
∞∫
−∞
Win(E)EdE = Er (III.12)
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De même, à partir des moments d’ordre 2 et 3, il est possible de déterminer respectivement,
l’énergie cinétique 1D moyenne et la constante des forces moyenne :
EC =
1
4Er
∞∫
−∞
Win(E) (E − Er)2 dE (III.13)
〈C〉 = M
~2Er
∞∫
−∞
Win(E) (E − Er)3 dE (III.14)
De même, ces valeurs peuvent être déduites de la DOS :
EC =
1
4
∞∫
0
g˜(E)E
eβE + 1
eβE − 1dE (III.15)
〈C〉 = M
~2
∞∫
0
g˜(E)E2dE (III.16)
Dans l’approximation harmonique, la constante des forces devraient être constante avec
la température. Cette grandeur est un bon outil pour vérifier la présence d’effets anhar-
moniques. De même à partir de la DOS, l’énergie interne uN et l’entropie vibrationnelle
sN par atome de fer peuvent être déterminées :
uN =
3
2
+∞∫
0
g˜(E)E
eβE + 1
eβE − 1dE (III.17)
sN = 3kB
+∞∫
0
g˜(E)
[
βE
2
eβE + 1
eβE − 1 − ln (e
βE/2 − e−βE/2)
]
dE (III.18)
Finalement, le mouvement quadratique moyen est déterminé à partir de la fraction réson-
nante :
〈∆u2Fe〉 = −3
ln(fLM)
k2
(III.19)
III.2.3.2 Température de Debye
Il existe de nombreuses manières de calculer la température de Debye θD pouvant
mener à des résultats très différents. Ces variations quantifient directement la pertinence
de l’approximation de Debye. Dans le modèle de Debye, la densité d’états vibrationnels
s’écrit :
g˜D(E) =


V/N
2pi~3v3
D
E2 = αE2 si E ≤ ED
0 si E > ED
(III.20)
avec V , le volume du cristal, N le nombre d’atomes, vD la vitesse du son de Debye et
ED = ~ωD = kBθD l’énergie associée à la température de Debye. La température de Debye
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θD peut être calculée via les moments d’énergies de la densité d’états.
kBθD(vD) =
(
3
α
)1/3
=
(
3
E2
g˜D(E)
)1/3
(III.21)
kBθD(〈Eph〉) = 4
3
∞∫
0
g˜D(E)EdE =
4
3
〈Eph〉 (III.22)
kBθD(〈E2ph〉) =
√√√√√5
3
∞∫
0
g˜D(E)E2dE =
√
5
3
〈E2ph〉 (III.23)
Ces trois relations devraient être équivalentes pour des solides de Debye. Dans le cas
des composés à transition de spin g˜(E) 6= g˜D(E). Par conséquent, les trois relations ne
donneront pas le même résultat. Une quatrième méthode qui peut être utilisée se base sur
la connaissance du facteur Lamb-Mössbauer expérimental f expLM . Nous avons vu, au chapitre
II, que la fraction résonnante fLM(θD) est reliée à la température de Debye par l’équation
II.10. Il s’agit alors de trouver la température de Debye telle que fLM(θD) = f
exp
LM .
III.2.3.3 Vitesse du son de Debye et modules élastiques
A partir de la relation III.20, la vitesse du son de Debye peut être extraite :
vD =
(
V
N
1
2π2~3
E2
g˜(E)
)1/3
(III.24)
Dans le cadre du NIS, cette équation peut être utilisée lorsque le comportement de la
DOS est similaire au modèle de Debye. Par ailleurs, Y. Hu et al. ont montré qu’il était né-
cessaire d’ajouter une correction à l’équation III.24 pour prendre en compte la proportion
d’atomes non résonnants [171]. Dans le cas d’un échantillon isotrope ou polycristallin, la
correction s’effectue simplement par la multiplication de l’équation III.24 par le rapport
m˜/m où m˜ est la masse de l’atome résonnant (57Fe) et m est la masse atomique moyenne.
La vitesse du son peut alors se réécrire comme :
vD =
(
m˜
ρ
1
2π2~3
E2
g˜(E)
)1/3
(III.25)
avec ρ = Nm/V , la masse volumique de l’échantillon. Cette formulation a été utilisée
pour la détermination de la vitesse du son pour des matériaux variés dont la myoglobine,
une protéine présente dans le sang [172].
La vitesse du son de Debye nous donne une information sur les propriétés vibration-
nelles du matériau et peut être reliée, à l’aide des équations de Navier, au module d’Young.
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En effet, pour un milieu infini, les vitesses du son longitudinal vl et transverse vt sont :
vl =
√√√√ Y (1− ν)
(1 + ν)(1− 2ν)ρ (III.26)
vt =
√
Y
2(1 + ν)ρ
(III.27)
avec ν le coefficient de Poisson. Par ailleurs, la vitesse du son de Debye est définie comme 1
1
v3D
=
1
3
(
2
v3t
+
1
v3l
)
(III.31)
Le module d’Young est donc relié à la vitesse du son de Debye par l’expression :
Y (ν, ρ, vD) =
(
2β1 + β2
3
) 2
3
ρv2D (III.32)
avec
β1 = [2(1 + ν)]
3
2
β2 =
[
(1− 2ν)(1 + ν)
1− ν
] 3
2 (III.33)
De même, le module de compressibilité isostatique peut être déterminé par la relation :
B =
Y
3(1− 2ν) (III.34)
III.2.4 Présentation des échantillons
Le composé sur lequel a été réalisé le NIS est le composé [Fe(pyrazine){Ni(CN)4}] de la
famille des clathrates de Hofmann. Les échantillons étudiés ont été synthétisés par Haonan
Peng et Lionel Salmon à l’aide de techniques de nano-émulsion (micelle-inverse). Diffé-
rentes tailles de particules situées dans une matrice d’AOT (surfactant) ont été obtenues
en jouant sur la température de réaction et la concentration des réactifs. La procédure
1. Cette relation découle de la détermination de la densité d’états dans le modèle de Debye. Soient
gt(ω) et gl(ω), les DOS associées aux branches acoustiques transversales ω = vtk et longitudinales ω = vlk
telles que :
gt(ω)dω = 2
L3
8pi3
4pik2dk =
2
v3t
L3
2pi2
ω2dω (III.28)
gl(ω)dω =
L3
8pi3
4pik2dk =
1
v3t
L3
2pi2
ω2dω (III.29)
avec L, la taille du réseau. Alors, dans le modèle de Debye, la densité d’états s’écrit :
g(ω) = gl(ω) + gt(ω) =
(
2
v3t
+
1
v3t
)
L3
2pi2
ω2 =
3
v3D
L3
2pi2
ω2 (III.30)
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est décrite dans la référence [94]. Dans le but d’étudier les effets de matrice, des nanopar-
ticules dans une matrice de chitosan (biopolymère) ont été synthétisée selon la méthode
présentée dans la référence [93]. Le NIS reposant sur l’effet Mössbauer, le temps d’acqui-
sition des spectres diminue fortement lorsque les échantillons sont enrichis en 57Fe. Il a
donc été réalisé une étape supplémentaire associée à la préparation du sel de fer. Malgré
un enrichissement quasi-total, il faut compter plusieurs heures (4 à 8 heures en fonction
du mode de remplissage de l’anneau) pour obtenir un spectre d’absorption exploitable.
Les échantillons ont par la suite été caractérisés. La figure III.2 montre sur la gauche
les images de microscopie électronique en transmission (TEM) obtenues et sur la droite la
distribution de taille extraite. Nous pouvons voir que nous avons des nanoparticules de 51
(50@AOT), 17.1 (17@AOT), 3.8 (4@AOT) et 2.3 nm (2@AOT) avec une distribution
de taille caractérisée par un écart-type de l’ordre de 30 % de la taille moyenne. Dans le
cas de la matrice de chitosan, la synthèse ayant lieu dans les pores du polymère, une taille
de 3.8 nm est attendue avec un écart-type de l’ordre de 1 nm. Nous nous référerons à cet
échantillon comme 4@chitosan.
Des mesures magnétiques ont ensuite été réalisées (squid) permettant de vérifier la pré-
sence d’une transition de spin et de déterminer la température de transition. L’échantillon
50@AOT) présente une température de transition autour de 285 K avec un cycle d’hys-
térésis de 4 K de large. La réduction de la taille entraîne la perte du cycle d’hystérésis et
s’accompagne, jusqu’à 3.8 nm, d’une diminution de la température de transition. Finale-
ment, l’échantillon 2@AOT montre une réaugmentation de sa température de transition.
En comparaison, l’échantillon 4@chitosan présente une température transition autour
de 285 K avec un cycle d’hystérésis de 10 K de large [93].
La proportion de centres actifs et inactifs peut généralement être estimée à l’aide
de la spectroscopie Mössbauer. Cependant, l’enrichissement en 57Fe augmente l’épaisseur
d’absorption de manière trop importante. Le signal devient trop faible et les spectres
obtenus sont inexploitables. Toutefois, ces mesures ont été réalisées avec succès dans le
cadre des échantillons non-enrichis où des nanoparticules de 70 nmmontrent une transition
quasi-complète tandis que les nanoparticules de 2 nm ne semblent avoir que 10 % de
centres métalliques actifs [94]. Nous pouvons nous attendre à un comportement similaire
dans notre cas.
La dernière technique utilisée est la spectroscopie Raman. En plus de vérifier d’une
autre manière la présence de centres actifs et donc d’une transition, les spectres Raman
donnent une information sur la dynamique du réseau complémentaire au NIS. Les figures
III.4(a) et (b) présentent respectivement les spectres Raman à basse température (∼ BS)
et à haute température (∼ HS).
L’ensemble des modes de vibrations observées est indexé dans la référence [20] pour
le matériau massif. Usuellement, la transition de spin est suivi via les intensités relatives
des modes de stretching νring ≈ 1030 cm−1 et de bending δCH ≈ 1230 cm−1 de la molécule
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Figure III.2 – Images TEM et distributions de taille associées des nanoparticules du
composé [Fe(pyrazine){Ni(CN)4}] de 51 (a-b), 17.1 (c-d), 3.8 (e-f) et 2.3 (g-h) nm. La taille
moyenne L et la taille moyenne pondérée par le volume d’un cube telle que LV = 3
√
1
N
N∑
i=1
L3i
sont indiquées. L’écart-type associé à la distribution de taille est indiqué entre parenthèse.
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Figure III.3 – Produit de la susceptibilité magnétique et de la température en fonction
de la température pour des nanoparticules du composé [Fe(pyrazine){Ni(CN)4}] de 51
(a), 17.1 (b), 3.8 (c) et 2.3 (d) nm dans une matrice d’AOT.
de pyrazine. Dans l’état HS (resp. BS), le mode νring a une intensité bien inférieure (resp.
supérieure) au mode δCH. La première chose surprenante qui est observée est la similitude
des spectres avec la réduction de la taille. Excepté pour le spectre du 2@AOT dans
l’état BS qui semble être un mélange des spectres HS et BS, les spectres des autres
échantillons affichent des pics d’intensités relatives similaires. Aucun mode associé aux
surfaces n’est observé contrairement au cas des échantillons des analogues de bleu de
Prusse où une réduction en surface se produit [111]. De même, la fraction résiduelle HS
n’apparaît que pour l’échantillon 2@AOT. Cela peut s’expliquer par les règles de sélection
du Raman. Certains modes peuvent diffuser très mal voir ne pas diffuser. Ainsi la présence
de modes de vibration de surface ne peut pas être écartée. Dans l’hypothèse où la fraction
résiduelle est localisée en surface, celle-ci peut ne pas apparaître du fait d’un changement
des propriétés vibrationnelles de surface (liaisons pendantes ou modifiés) provoquant une
baisse importante de la diffusion Raman. Cependant, pour les plus petites nanoparticules,
la fraction résiduelle est si importante, qu’elle pourrait être observée dans le spectre basse
température.
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Figure III.4 – (a) Spectres Raman à 150 K (100 K pour le 2@AOT). (b) Spectres
Raman à 350 K (293 K pour le 2@AOT). Dans les deux figures, la taille moyenne est
indiquée à droite tandis que la matrice est indiquée à gauche.
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III.3 Effets de l’état de spin sur la dynamique du
réseau
Dans un premier temps, nous nous intéressons à la dynamique du réseau dans les deux
états de spin de l’échantillon 50@AOT. La figure III.5(a) montre le spectre NIS centré
sur l’énergie de résonance E0 = 14.4 eV. Ces spectres ont été obtenus à 50 K et 310 K et
correspondent respectivement à l’état BS et HS. Le pic central est associé à la diffusion
élastique tandis que les parties de droite et gauche sont associées, respectivement, aux
pics Stokes et anti-Stokes 2. Les DOS HS et BS extraites des spectres NIS sont présentées
sur la figure III.5(b). Dans l’état BS, plusieurs modes fer-ligands sont observés entre 20 et
70 meV tandis que dans l’état HS, un seul et large pic est observé autour de 28 meV. Ce
dernier est composé de plusieurs modes qui ne peuvent pas être résolus 3. Comme attendu,
les fréquences de vibrations sont plus élevées dans l’état BS que dans l’état HS. Cela est
directement relié à l’expansion du volume de l’octaèdre (∼ 25%) lors de la commutation
de l’état BS vers l’état HS. Il est possible d’identifier partiellement les modes contribuant à
ces pics à l’aide de la spectroscopie Raman. La figure III.5(d) montre les spectres Raman
collectés dans les deux états de spin. Les flèches correspondent aux modes impliquant
directement le fer. Dans l’état HS (BS), ces modes sont observés à 165 (306) et 218 (381)
cm−1 et correspondent respectivement aux modes de stretching métal-ligand ν(FeNcycle)
et ν(FeNNC) [20].
Nous retrouvons l’importante augmentation des fréquences métal-ligand lors de la
transition. En particulier, le rapport des modes du Raman marqués est de νBS/νHS ≈
1.8. De la DOS, il est également possible d’extraire la constante des forces moyennes de
l’ensemble du spectre dont le rapport vaut 〈CBS〉/〈CHS〉 = 1.7 et qui correspond à un
rapport de fréquence νBS/νHS = 1.33. Ces valeurs sont cohérentes avec les calculs DFT et
les mesures NIS réalisées sur d’autres composés [158].
La limite entre modes acoustiques et modes optiques peut être évaluer de la manière
suivante. Considérons la densité d’états vibrationnels projetée dans le cas général :
g˜(E,k/k) = V0
∑
j
∞∫
0
dq
(2π)3
δ(E − ~ωj(q))‖k
k
ej(q)‖2 (III.35)
Dans l’approximation d’Einstein, la fréquence de vibration ne dépend pas de q. Pour un
monocristal, il est alors possible de définir une fraction de la DOS gj projetée associée au
2. Il est intéressant de noter que les pics Stokes ont une intensité supérieure aux anti-Stokes du fait
qu’il y a une plus forte probabilité associée à la création de phonon qu’à l’annihilation. Le rapport de ces
intensités est directement relié à la température.
3. Contrairement au Raman, le NIS sonde les modes basses fréquences associés à l’ensemble de la
première zone de Brillouin. La conséquence est un élargissement des pics observés sur la DOS.
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Figure III.5 – (a) Spectres NIS, (b) Densité d’états vibrationnels du fer, (c) vDOS réduite
et (d) Spectres Raman à 50 K (bleu) et à 310 K (vert) pour l’échantillon 50@AOT. Les
flèches correspondent aux modes de stretching métal-ligand ν(FeNcycle) et ν(FeNNC).
mode de vibration j telle que :
g˜j(k/k) = ‖k
k
ej(q)‖2 (III.36)
Dans le cas d’une poudre ou d’un échantillon isotrope, la dépendance au vecteur d’onde
du faisceau incident disparaît :
g˜j =
1
3
(
(ej)2x + (ej)
2
y + (ej)
2
z
)
=
1
3
e2j (III.37)
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Le carré de la norme du vecteur de polarisation s’écrit [173] :
e2j =
〈u2j,R〉MR
N∑
i=1
〈u2j,i〉Mi
(III.38)
avec 〈u2j,R〉 et 〈u2j,i〉, respectivement, le mouvement quadratique moyen de l’atome réson-
nant et de l’atome i appartenant à la maille élémentaire. De la même façon, MR est la
masse de l’atome résonnant etMi est la masse de l’atome i appartenant à la maille élémen-
taire. Cette équation définit les règles de sélection du NIS. Un mode contribue d’autant
plus à la densité d’états qu’il est associé à un déplacement quadratique moyen important.
e2j est appelé facteur de composition du mode j car il donne la fraction d’énergie ciné-
tique associé au mode j qui est investi dans le mouvement de l’atome résonnant (57Fe)
[173, 174].
Dans l’approximation d’un découplage total des modes intramoléculaires et intermo-
léculaires, le mouvement quadratique moyen associé aux modes acoustiques est le même
pour tous les atomes. L’équation III.38 se simplifie alors :
e2ac = MR/
N∑
i=1
Mi (III.39)
La limite «supérieure» de la partie acoustique (3 modes acoustiques) est alors définie par
l’énergie Eac telle que :
Eac∫
0
g˜(E)dE = 3× 1
3
e2ac = 0.19 (III.40)
Dans notre cas, nous pouvons estimer que les limites de la partie acoustique dans les
deux états de spin sont EBSac ≈ 16.1 meV et EHSac ≈ 14.5 meV. Cette limite indique la
valeur maximale pour laquelle on peut s’attendre à observer des modes acoustiques sans
pour autant pouvoir exclure la présence de modes optiques du fait des couplages entre les
modes intra- et intermoléculaires.
De la même manière, il est possible de déterminer la limite « basse » de la partie acous-
tique en dessous de laquelle aucun mode optique ne sera présent. Celle-ci est déterminé
comme la première singularité de Van Hove. Dans le cadre d’une chaîne d’oscillateur har-
monique aux conditions périodiques et de distance d’équilibre a, la relation de dispersion
s’écrit :
ω = 2
√
C
M
sin
(
ka
2
)
(III.41)
avec C, la constante de raideur (constante des forces) des oscillateurs. La première sin-
gularité de Van Hove 4 apparaît à l’approche du bord de la première zone de Brillouin,
4. Dans cet exemple, il n’y en a qu’une.
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c’est-à-dire, pour k = π/a. Nous pouvons en déduire qu’il y aura un pic dans la DOS
atour de la fréquence ωVH = 2
√
C
M
. Par ailleurs, la vitesse du son de Debye est défini
pour un vecteur d’onde petit où il est possible d’écrire : ω = vDk avec vD = 2
√
C
M
a
2
.
En extrapolant dans le cas plus complexe des composés à transition de spin, la première
singularité de Van Hove devrait se situer autour de l’énergie :
EVH ≈ 2~vD/a (III.42)
La limite inférieure est obtenue en choisissant le paramètre de maille le plus élevé. Pour
calculer l’énergie de la première singularité de Van Hove, il est nécessaire de déterminer
la vitesse du son de Debye. Celle-ci n’a de sens que pour la limite des basses énergies
(E → 0) que l’on peut considérer atteinte quand E < 1
5
EVH. Il s’agit donc d’estimer la
vitesse du son et de vérifier que la condition précédente est respectée.
La figure III.5(c) montre la DOS réduite g˜(E)/E2. Nous pouvons observer qu’en des-
sous d’environ 1 meV, la DOS réduite est quasi-constante. Cela est en bon accords avec
le modèle de Debye. A partir de cette constante et de l’équation III.25, les vitesses du
son dans les deux états de spin sont extraites. La vitesse du son dans l’état BS est de
vBSD = 1987±26 m/s tandis que la vitesse du son dans l’état HS est vHSD = 1864±19 m/s.
Les masses volumiques des deux états de spin, issues de la référence [175], ont été calculées
à 150 K et 300 K en présence d’eau. Nous en déduisons que la première singularité de
Van Hove se situe aux alentours de EVH ≈ 3.5 meV. Cette valeur correspond bien à un
pic que l’on peut observer dans la DOS réduite de l’état BS. En revanche, il n’y a pas de
correspondance claire avec l’état HS. Nous pouvons cependant supposer que la première
singularité de Van Hove est associée au pic de la DOS réduite aux alentours de 2.1 meV.
Du fait des couplages entre les vibrations intermoléculaires et intramoléculaires, il est
difficile de conclure quand à la nature des modes entre ces deux limites. Globalement, au
dessus de ∼ 15-16 meV, les modes peuvent être considérés comme optique tandis qu’en
dessous de ∼ 3-4 meV, ils peuvent être considéré comme totalement acoustique.
A partir de la vitesse du son, les modules d’Young Y et de compressibilité B peuvent
être évalués. Cependant, tout deux dépendent du coefficient de Poisson qui est inconnu.
La figure III.6 montre l’évolution des deux modules élastiques en fonction du coefficient
de Poisson. Tandis que le module de compressibilité subit une variation importante, le
module d’Young est relativement constant. Ainsi ce dernier a été estimée en supposant
un coefficient de Poisson dans une plage de 0.2 à 0.4, c’est-à-dire pour ν = 0.3± 0.1. Les
valeurs trouvées dans les deux états de spin sont YBS = 13.7±1.5 GPa et YBS = 10.5±1.0
GPa, soit une augmentation lors de la commutation de l’état HS vers l’état BS de 30%.
Finalement, les paramètres présentés dans la section III.2.3 peuvent être extraits. La
table III.1 récapitule l’ensemble des grandeurs extraites des spectres NIS.
Certains de ces paramètres tels que l’entropie par site de fer, l’énergie interne par site
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Figure III.6 – Évolution du module d’Young Y (tiret) et du module de compressibilité
B (ligne) pour l’état HS (vert) et BS (bleu) en fonction du coefficient de Poisson.
de fer, l’amplitude de vibration et le facteur Lamb-Mössbauer sont fortement dépendants
de la température. Pour être capable de comparer ces valeurs dans les deux états de
spin, il est nécessaire, en première approximation, de supposer une invariance de la DOS
avec la température (approximation harmonique) et d’extrapoler les valeurs extraites à
la température de transition T1/2 ≈ 280 K (L’évolution de la DOS avec la température
est présentée A). Il est intéressant de noter que les composés étudiés présentent une
très faible dilatation thermique. Dans le cadre de cette approximation, il apparaît une
diminution de l’écart entre les valeurs mesurées. Nous pouvons remarquer que, à la fois,
l’entropie sN et l’énergie interne uN d’origines vibrationnelles sont favorables à l’état HS 5
La variation d’entropie vibrationnelle est ∆SFevib ≈ 4 J.mol−1. Bien que faible devant les
40 − 80 J.mol−1 attendus, il faut se rappeler que cette entropie n’est représentative que
des modes de vibration qui impliquent un déplacement de l’atome résonnant.
Il est intéressant de noter qu’à même température, la fraction résonnante fLM est plus
importante dans l’état BS. C’est la conséquence directe d’une amplitude de vibration plus
faible. La probabilité d’avoir un processus inélastique étant reliée à 1−fLM , la pondération
5. Le NIS ne permet pas d’estimer la contribution électronique à l’énergie interne. Dans le cas discret,
l’énergie interne s’écrit :
U = Ue´l + Uvib = − ‖ Ue´l ‖ +
∑
hνλ(k)
(
1
2
+
1
eβhνλ(k) − 1
)
(III.43)
avec UBSe´l < U
HS
e´l et U
BS
vib > U
HS
vib . L’énergie électronique favorise l’état BS tandis que l’énergie interne
vibrationnelle favorise l’état HS.
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BS (100 K) HS (300 K) BS (280 K) HS (280 K)
〈C〉 (N/m) 323(15) 194(15) – –
sN (kB) 0.90(2) 3.59(2) 2.86 3.34
uN (meV) 55.5(5) 85.8(1) 86.7 81.1√
〈u2Fe〉 (Å) 0.12(1) 0.22(1) 0.19 0.215
fLM 0.77(1) 0.42(2) 0.53 0.44
θD(vD) (K) 154(1.2) 138(1) – –
θD(〈Eph〉) (K) 524 408 – –
θD(〈E2ph〉) (K) 577 446 – –
θD(fLM) (K) 249(3) 217(3) – –
vD (m/s) 1987(26) 1864(19) – –
Y (GPa) 13.7(1.5) 10.5(1.0) – –
Table III.1 – Grandeurs extraites du NIS pour les deux températures mesurées (100 K
et 300 K) et leur extrapolation à la température de transition.
des pics ne sera pas la même dans les deux états de spin 6. Par conséquent, lors d’une
coexistence de phase, la phase HS apparaîtra de manière dominante dans les spectres NIS.
Cela est d’autant plus vrai que la DOS dans l’état HS ne présente qu’un pic tandis que
dans l’état BS, des modes apparaissent à plus hautes fréquences.
La dernière grandeur extraite est la température de Debye. Nous avons vu qu’il y a
plusieurs façons de l’extraire qui sont équivalentes dans le cadre du modèle de Debye.
Cependant, dans le cas des composés à transition de spin, il apparaît clairement que cette
grandeur dépend fortement de la manière dont elle est calculée. Les composés à transition
de spin ayant de nombreux modes optiques, la détermination de la température de Debye
à l’aide des moments d’énergie de la DOS donnent des valeurs élevées. Ici, la température
de Debye donne, de manière analogue à la constante des forces moyennes, une description
des modes optiques. A l’opposé, lorsqu’elle est extraire de la partie très basse fréquence, sa
valeur est plus faible et donne une description des modes acoustiques de manière analogue
à la vitesse du son de Debye. Il semble donc plus raisonnable de se contenter de la constante
forces moyenne et de la vitesse du son pour obtenir une description, respectivement, des
modes optiques et acoustiques.
6. Une autre façon de le voir est de considérer le fait que les centres métalliques dans l’état BS ont des
modes de vibrations plus hautes fréquences que dans l’état HS. Par conséquent, l’amplitude de vibration
des atomes est plus faible. Par ailleurs, du fait des règles de sélection données par l’équation III.38, la
probabilité d’observer un processus inélastique est généralement plus importante pour les modes basses
fréquences.
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III.4 Réduction de la taille
Nous avons vu que la transition de spin avait d’importantes conséquences sur la dy-
namique du réseau et les propriétés élastiques. Dans cette section, nous nous intéressons
aux effets induits par la réduction de la taille des particules.
III.4.1 Densité d’états vibrationnels
La figure III.7 montre les DOS à 300 K (a) et 100 K (b) pour les plus petites (2@AOT)
et les plus grandes particules (50@AOT). Du fait de la présence de fractions résiduelles,
nous ne pouvons plus à proprement parler de phases HS et BS. Dans la suite, nous
utiliserons les termes phases haute température (HT) et basse température (BT). La
DOS dans la phase HT montre peu de changement entre les deux tailles bien que l’on
s’attende à la présence d’une fraction résiduelle BS importante (∼ 60%) comme dans le
cas des échantillons non enrichi [94].
En revanche, dans la phase BT, l’échantillon 2@AOT présente une DOS plus proche
de l’état HS que de l’état BS indiquant clairement la présence d’une fraction résiduelle
HS importante. L’échantillon non enrichi en 57Fe ne présente cependant qu’une fraction
résiduelle HS d’environ 30% qui est inférieure à la fraction résiduelle BS.
Ces observations peuvent s’expliquer, au moins en partie, par les critères de pondé-
rations (règles de sélection). Nous avons vu que le facteur Lamb-Mössbauer (dans le cas
d’une phase pure), estimé à même température, est plus faible (à 280 K, fBSLM−fHSLM ≈ 0.1)
pour l’état HS indiquant que la contribution des centres métallique HS au spectre NIS est
plus importante. Cette différence semble insuffisante pour expliquer l’absence des modes
caractéristiques de l’état BS dans la phase HT. Cependant, il est probable que les fac-
teurs Lamb-Mössbauer des états HS et BS pour un mélange des phases HS et BS ne
soient pas ceux des phases pures. Pour vérifier cette hypothèse, il serait nécessaire de
suivre l’évolution de la dynamique du réseau durant la transition de spin.
Dans la phase HS, deux changements apparaissent sur les DOS. D’une part, il y a une
très légère diminution de la fréquence de du large pic localisé autour de 28 meV vers les
basses fréquences de 0.7 meV. Malheureusement, cette valeur correspond à l’incertitude
sur l’énergie et ne permet donc pas de conclure. D’autre part, il y a une augmentation
de l’aire des pics associés aux modes acoustiques autour de 7 − 8 meV, provoquant une
diminution de la limite acoustique (en tirets sur les figures). Cette diminution apparente
peut également être la conséquence de l’apparition de nouveaux modes acoustiques. Il
peut s’agir de modes de surface dont le déplacement est normal (modes de Rayleigh) ou
parallèle au plan de la surface [176] mais également de modes de respiration des parti-
cules. Finalement, il faut garder à l’esprit que le calcul de la limite acoustique repose
sur un rapport de masse, sur l’approximation d’un découplage entre les modes inter- et
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intramoléculaires et sur la considération de seulement trois bandes acoustiques. Ces trois
considérations peuvent se trouver affectées par la création d’une interface associée à de
nouvelles liaisons et à l’apparition de nouveaux modes. Dans notre cas, la limite acous-
tique ne nous donne qu’un ordre d’idée des énergies où l’on peut s’attendre à observer des
modes acoustiques.
T = 300 K T = 100 K
2.3 nm
2.3 nm
51 nm
51 nm
Figure III.7 – Densité d’états vibrationnels dans la phase haute température (a) et basse
température (b) pour les échantillons 2@AOT (vert) et 51@AOT (bleu). Les pointillés
indiquent la limite acoustique pour les deux échantillons.
Par ailleurs, du fait que le NIS sonde l’environnement du fer à travers son amplitude
de vibration et que les DOS dans la phase HT évoluent peu, nous pouvons conclure que
l’environnement octaédrique en surface est très similaire à celui du massif. Il se peut
toutefois qu’en surface, l’un des ligands ait été remplacé par une autre entité relativement
proche et que les modes associés, légèrement différents, ne soient pas résolus dans les
spectres NIS.
Dans la figure III.8, les DOS des échantillons 4@AOT (en bleu) et 4@chitosan (en
vert) sont comparées. Les échantillons étant de taille similaire, nous somme en mesure
d’étudier les effets de matrice. Tandis que la DOS du 4@AOT est très similaire à celle
de l’échantillon 2@AOT, nous pouvons observer des différences notables avec la DOS de
4@chitosan. Dans le cas de la matrice de chitosan, de nouveaux pics sont discernables à
la limite acoustique (indiqués par des flèches noires). S’il est facile d’identifier le premier
pic de gauche dans la phase HT comme un mode acoustique, les autres pics se trouvent
légèrement au dessus de la limite acoustique. Les modes acoustiques étant des vibrations
de l’objet dans son ensemble, ils sont très sensible à l’environnement.
L’autre point important que nous montre cette figure est une transition qui semble
plus complète dans le cas de l’échantillon 4@chitosan. En effet, comme indiqué par les
flèches vertes de la figure III.8(b), il y a un changement de rapport entre les pics HS et
BS en comparaison de l’échantillon 4@AOT. Ce phénomène peut être expliqué par la
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nature de l’interface. En effet, nous pouvons faire l’hypothèse que la matrice d’AOT, qui
est un surfactant directement en contact avec la surface interdisent l’existence de certains
modes de surface et contraignent la surface, diminuant ainsi le nombre de centres actifs.
A l’opposé, la taille des pores de chitosan est nécessairement plus importante que celle de
la particule. L’interface de celle-ci dispose de plus de degrés de libertés. Cette dernière se
trouverait alors moins contraintes.
T = 300 K T = 100 K
Figure III.8 – Densité d’états vibrationnels dans la phase haute température (a) et basse
température (b) pour les échantillons 4@AOT (bleu) et 4@chitosan (vert). Les pointillés
rouges indiquent la limite acoustique. Les flèches noires indiquent les modes apparaissant
dans l’échantillon 4@chitosan. Les flèches vertes mettent en évidence le changement de
rapport d’intensité des pics HS et BS dans la phase basse température.
III.4.2 Évolution des grandeurs thermodynamiques
L’énergie interne vibrationnelle et l’entropie vibrationnelle par atome de fer ont été
extraites des DOS des différents échantillons. La figure III.9(a) présente l’évolution en
taille de l’énergie interne. Nous pouvons observer dans la phase HT, une très légère dimi-
nution de l’énergie interne vibrationnelle : avec la réduction de la taille, les vibrations du
réseau tendent à favoriser l’état HS. La phase HT a l’avantage de se rapprocher fortement
d’une phase HS pure et de permettre d’étudier les effets de taille sans la présence de
fractions résiduelles. A l’opposée, dans la phase BT une diminution importante de uN est
observée avec la taille. Celle-ci s’explique en grande partie par la présence d’une fraction
résiduelle HS importante. Cependant, le NIS ne donne accès qu’aux modes de vibrations
basses fréquences. La contribution à l’énergie interne des modes hautes fréquences n’est
donc pas prise en compte et celle-ci représente sans doute la majeure partie de l’énergie
interne totale d’origine vibrationnelle.
En revanche, les modes basses fréquences représentent la contribution majoritaire à
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l’entropie vibrationnelle. Nous pouvons nous attendre à ce que son évaluation à l’aide du
NIS nous donne une information plus fiable. La figure III.9(b) montre dans les deux phases,
une augmentation de l’entropie avec la diminution de la taille. Cette augmentation est la
conséquence directe de la perte de l’extensivité des grandeurs thermodynamiques [102] qui
peut également être comprise comme l’addition d’une quantité en excès : l’entropie asso-
ciée à la surface. Cette augmentation de l’entropie peut être associée aux nouveaux modes
basses fréquences (modes de surface, de respiration...). Elle peut également provenir du
mélange de centres métalliques dans l’état HS et BS. Une autre contribution importante
peut être le changement de forme des particules. Comme le montre les images TEM de la
figure III.2, les nanoparticules de 3.8 et 2.3 nm ont une forme moins bien définie. Cette
modification de la géométrie induit nécessairement des inhomogénéités et une augmenta-
tion de l’entropie. A l’exception de l’entropie dans la phase HT, il est intéressant de noter
que l’échantillon 4@chitosan a un comportement plus proche des grandes particules.
T = 300 K
T = 100 K
T = 300 K
T = 100 K
Figure III.9 – Évolution de l’énergie interne vibrationnelle par atome de fer en fonction
de la taille à 300 K (a) et à 100 K (b). Les phases hautes et basses températures sont
indiquées respectivement par les carrés verts et les cercles bleus. L’échantillon 4@chitosan
est indiqué en rouge.
En comparaison avec l’échantillon 4@AOT, nous pouvons nous attendre à une aug-
mentation de la différence d’entropie vibrationnelle entre les deux états et une diminution
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de la différence d’énergie interne vibrationnelle. Cela suggérerait que les vibrations du
réseau stabilisent davantage l’état HS. Expérimentalement nous observons que c’est l’état
BS qui est stabilisé puisque la température de transition de l’échantillon 4@chitosan se
situe autour de T1/2 = 285 K tandis que celle de l’échantillon 4@AOT se trouve aux
environs de 250 K. Quatre éléments peuvent expliquer ce comportement :
— Premièrement, nous n’avons qu’une information partielle reliée à l’environnement
de l’atome de fer. Toutefois, on peut s’attendre à obtenir la majorité de l’informa-
tion associée à la transition de spin.
— Deuxièmement, la bonne détermination de l’énergie interne vibrationnelle nécessite
d’avoir la DOS pour toutes les énergies. Cependant bien que les hautes énergies
contribuent de manière importante à l’énergie interne, la tendance ne devrait pas
changer.
— Troisièmement, l’origine peut se trouver partiellement dans un changement de vo-
lume plus important pour l’échantillon 4@chitosan que pour 4@AOT du fait
d’une transition plus complète.
— Finalement, il reste la contribution électronique qui peut être associée à la modi-
fication des liaisons de surface mais qui peut également être due à des contraintes
à l’interface de l’objet de la matrice.
III.4.3 Évolution de la dynamique du réseau
La spectroscopie Mössbauer conventionnelle montre une augmentation de la tempéra-
ture de Debye avec la diminution de la taille, suggérant une rigidification. Comme nous
l’avons vu, le NIS permet d’extraire la température de Debye de différentes façons. L’évo-
lution en taille de la température de Debye dans la phase HT est présentée figure III.10.
Nous pouvons voir qu’en fonction de la pondération énergétique, l’évolution avec la taille
est complètement différente. Lorsque la température de Debye est calculée à partir des
modes acoustiques, une augmentation avec la réduction de la taille est observée de fa-
çon analogue au Mössbauer conventionnelle. En revanche, lorsqu’elle est évalué à partir
de l’ensemble de la DOS à travers les moments d’énergie, on observe une diminution de
celle-ci avec la taille. Ces écarts découlent de la différence de comportement entre les
modes hautes fréquences et basses fréquences indiquant un ramollissement des modes op-
tiques et d’un durcissement des modes acoustiques. Ces observations peuvent être dues à
des effets de confinement qui tendent à provoquer un ramollissement des modes optiques
[136, 137, 177], un durcissement des modes basses fréquences [132, 178–180] et l’ouver-
ture d’un gap acoustique [138, 181], à des effets de contraintes de compression (tension)
provoquant un durcissement (ramollissement) de l’ensemble des modes [135, 182], à un
désordre de surface ou à des effets de passivation chimique.
Une autre méthode pour évaluer la rigidité est la détermination de la vitesse du son,
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Figure III.10 – Dépendance en taille des températures de Debye dans l’état HS calculées à
partir des modes acoustiques θD(vD) (croix bleues), du facteur Lamb-Mössbauer θD(fLM)
(cercles rouges), du premier moment d’énergie de la DOS θD(〈Eph〉) (carrés noirs) et du
second moment d’énergie de la DOS θD(〈E2ph〉) (triangles verts).
du module d’Young et de la constante des forces moyenne. La figure III.11 montre la
dépendance en taille de ces trois grandeurs.
Malgré la présence de fractions résiduelles HS dans la phase BT, nous observons une
augmentation de la vitesse du son dans les deux phases. En revanche, l’extraction du
module d’Young est plus délicate. Du fait de la méconnaissance du coefficient de Poisson,
il est impossible de discerner une augmentation de la rigidité dans les barres d’erreurs.
Nous pouvons tout de même noter une tendance. Finalement, la constante des forces est
globalement constante dans la phase HT et diminue de manière importante dans la phase
BT avec la réduction de la taille. Ce phénomène est due à l’augmentation de la fraction
résiduelle. Ces résultats peuvent sembler paradoxaux. En effet, malgré une fraction HS
grandissante dans la phase BT, la vitesse du son suggère une augmentation de la rigidité
avec la réduction de la taille.
Il faut cependant rester prudent puisque le calcul de la vitesse du son de Debye est
effectué pour des milieux continus en considérant trois modes acoustiques. A l’échelle
nanométrique, nous ne pouvons parler que de vitesse du son de Debye effective. Bien que
cette grandeur puisse ne plus avoir aucun rapport avec la vitesse de propagation des ondes
acoustiques, elle continue de décrire la partie basse fréquence de la DOS.
Une autre observation intéressante est que pour ces trois grandeurs, l’échantillon
4@chitosan montre une différence plus élevée entre l’état HS et BS. Comme nous l’avons
vu au chapitre précédent, cette différence de modules élastiques, plus élevée que pour
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Figure III.11 – Dépendance en taille dans les phases HT (vert) et BT (bleu) de la vitesse
du son de Debye (a), du module d’Young (b) et de la constante des forces moyennes (c).
L’échantillon 4@chitosan est indiqué en rouge.
l’échantillon 4@AOT ne présentant pas d’effet mémoire, peut être à l’origine du cycle
d’hystérésis observé expérimentalement par Larionova et al. [93].
III.5 Conclusions
Dans ce chapitre, la diffusion nucléaire inélastique a été présentée. Cette technique
permet de sonder les propriétés vibrationnelles d’un matériau de manière sélective à l’aide
de l’effet Mössbauer. Elle permet d’extraire la densité d’états vibrationnels partielle du fer
dans les deux états de spin. De cette dernière, il est possible de déterminer des grandeurs
thermodynamiques telles que l’entropie vibrationnelle et l’énergie interne vibrationnelle
mais également des paramètres de la dynamique du réseau tels que la vitesse du son et la
constante des forces moyenne.
Ainsi, nous avons pu étudier les propriétés vibrationnelles des deux états de spin
de nanoparticules du réseau de coordination de la famille des clathrates de Hofmann
[Fe(pyrazine){Ni(CN)4}]. Les nanoparticules de 51 nm de ce complexe présentent une
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transition abrupte autour de 285 K avec la présence d’un cycle d’hystérésis d’environ 4
K.
A l’aide des spectres NIS, il a été possible de déterminer, pour la première fois, la
vitesse du son dans les deux états de spin et ainsi d’estimer les modules d’Young associés.
Ceux-ci, très largement méconnus dans les composés à transition de spin sont pourtant
caractéristiques des propriétés élastiques jouant un rôle clé dans la transition. L’augmen-
tation de 30% du module d’Young observée lors du passage de l’état HS vers l’état BS
confirme le changement drastique des propriétés élastiques. Cette variation importante
peut avoir un impact considérable sur de nombreux phénomènes physiques tel que sur la
vitesse de la paroi de domaine lors de la transition d’une phase à l’autre.
Par la suite, une étude en taille a été réalisée. La première observation faite est, qu’à
l’exception des fractions résiduelles, il n’y a pas de changement drastique de la dynamique
du réseau : l’environnement du fer reste très similaire. Cependant, il est possible de noter
des effets de taille sur la partie basse énergie provoquant, entre autre, une augmentation
de l’entropie. Il a ainsi été possible de mettre en évidence le caractère non-extensif de la
thermodynamique dans les matériaux à transition de spin. Par ailleurs, la vitesse du son
effective, grandeur caractéristique de la partie acoustique, a été déterminée en fonction
de la taille dans le cadre du modèle de Debye. Une augmentation avec la réduction de
la taille est observée dans les deux états de spin malgré la présence d’une fraction rési-
duelle HS. Cette évolution est analogue à la température de Debye déterminée à l’aide de
la spectroscopie Mössbauer conventionnelle. A l’opposée, une diminution de la constante
des forces moyenne, grandeur caractéristique des modes optiques, est observée avec la
réduction de la taille. Celle-ci peut être expliquée par la présence d’une fraction résiduelle
HS croissante. Ces deux observations peuvent paraître paradoxales mais mettent en évi-
dence les comportements différents des modes optiques et des modes acoustiques. En effet,
la vitesse du son caractérise les modes intermoléculaires tandis que la constante des forces
caractéristise les modes intramoléculaires.
Bien que l’augmentation de la vitesse du son effective soit en bon accord avec les
mesures de spectroscopie Mössbauer et puisse être la conséquence d’un durcissement de
la particule menant à une réouverture du cycle d’hystérésis [111], il faut rester prudent. En
effet, l’évolution de la vitesse du son avec la taille peut être due à des effets de confinement
dissimulés par la distribution en taille des nanoparticules. Cet aspect sera discuté dans
le chapitre suivant. De plus, les modèles utilisés ne sont plus nécessairement valides à
l’échelle nanométrique. La vitesse du son comme la température de Debye ont été définies,
respectivement, pour des milieux continus infinis et dans la limite thermodynamique.
Finalement, la diffusion nucléaire a été utilisée pour étudier les effets de matrice dans
le cas de particules de 3.8 nm dans une matrice d’AOT et de chitosan. Dans ce dernier
cas, de nouveaux pics apparaissent à la limite de la partie acoustique. Ceux-ci peuvent
être associés à des modes de respiration ou des modes de surface. De manière générale, les
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paramètres extraits montrent une différence accrue entre les deux états de spin dans le cas
de la matrice de chitosan. Comme le suggère les simulations présentées dans le chapitre
II, une augmentation de la différence de rigidité entre les deux états de spin pourrait être
la cause de l’observation d’un large cycle d’hystérésis dans cet échantillon.
Ces résultats soulèvent des questions sur le rôle des différents ingrédients physiques
à l’origine des observations effectuées. Pour essayer d’identifier les mécanismes clés, la
simulation des propriétés vibrationnels fera l’objet du prochain chapitre.
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Chapitre IV
Étude numérique de la dynamique
du réseau
IV.1 Introduction
Au chapitre précédent, nous avons vu que la diffusion nucléaire inélastique permet-
tait l’obtention de la densité d’états vibrationnels partielle du fer et ainsi l’étude de la
dynamique du réseau de manière expérimentale.
Pour avoir une meilleur compréhension des phénomènes observés, ce chapitre se fo-
calisera sur la modélisation numérique de la dynamique d’un réseau cubique à motif
octaédrique à l’aide de deux techniques : la matrice dynamique et la dynamique molécu-
laire. Le but ne sera pas de reproduire fidèlement l’expérience mais plutôt d’étudier les
mécanismes à l’origine des observations expérimentales.
Dans une première partie, il sera introduit la méthode de la matrice dynamique pour
un réseau unidimensionnel doté d’un motif élémentaire à trois atomes, un octaèdre isolé,
puis pour le cas d’un réseau cubique à motif octaédrique.
Dans une seconde partie, la méthode de la dynamique moléculaire sera présentée et
utilisée pour simuler un réseau cubique à motif octaédrique, d’abords dans le cas du massif
puis dans le cas de nanoparticules.
IV.2 Méthode de la matrice dynamique
IV.2.1 Introduction : la chaîne triatomique
La considération d’une chaîne à motif triatomique 1D permet d’appréhender quelques
notions utiles dans l’analyse des DOS. Considérons un réseau unidimensionnel dont la
maille primitive est composé d’un atome métallique désigné par l’indice Me encadré par
deux atomes désignés par l’indice L situés à une distance δMeL = 2 Å de Me et que nous
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appellerons ligands. Les atomes sont reliés par des potentiels harmoniques de différentes
raideurs formant ainsi un système «masse-ressort». Le paramètre de maille est a = 5 Å
et le motif se répète N fois. La figure IV.1(haut) présente le système considéré tandis que
la table IV.1 résume les paramètres associés.
Potentiel harmonique Constante des forces Cij Distance d’équilibre δij
Metal-ligand CMeL = 200 kcal mol−1 Å−2 δMeL = 2.0 Å
Ligand-ligand (intermoléculaire) CLL−inter = 250 kcal mol−1 Å−2 δLL−inter = 1.0 Å
Table IV.1 – Paramètres : réseau triatomique 1D
Le principe fondamental de la dynamique permet d’écrire le système d’équations sui-
vant :


m3p+1
d2x3p+1
dt2
=C3p+1,3p+2 (x3p+1,3p+2 − δ3p+1,3p+2) + C3p,3p+1 (x3p,3p+1 − δ3p,3p+1)
m3p+2
d2x3p+2
dt2
=C3p+2,3p+3 (x3p+2,3p+3 − δ3p+2,3p+3) + C3p+1,3p+2 (x3p+1,3p+2 − δ3p+1,3p+2)
m3p+3
d2x3p+3
dt2
=C3p+3,3p+4 (x3p+3,3p+4 − δ3p+3,3p+4) + C3p+2,3p+3 (x3p+2,3p+3 − δ3p+2,3p+3)
(IV.1)
avec mµ la masse de l’atome µ = L,Me, xµ,ν = xν − xµ la distance, δµ,ν = x0ν − x0µ
la distance d’équilibre et Cµ,ν la constante des forces (raideur) entre les atomes µ et
ν. p indique le numéro de la maille et varie entre 0 et N − 1. Dans notre cas, on a
m3p+1 = m3p+3 = mL = 10 u
1, m3p+2 = mMe = 50 u, C3p+1,3p+2 = C3p+2,3p+3 = CMeL et
C3p,3p+1 = C3p+3,3p+4 = CLL−inter. De plus, en 1D, il est aisé de réaliser le changement de
variable uµ = xµ − x0µ. L’ensemble d’équation IV.1 devient :


mL
d2u3p+1
dt2
=CMeL (u3p+2 − u3p+1) + CLL−inter (u3p − u3p+1)
mMe
d2u3p+2
dt2
=CMeL (u3p+3 − u3p+1) + CMeL (u3p+1 − u3p+2)
mL
d2u3p+3
dt2
=CLL−inter (u3p+4 − u3p+3) + CMeL (u3p+2 − u3p+3)
(IV.2)
Dans le cas des conditions aux limites de Born-von Karman (conditions aux bords
périodiques), la solution de l’ensemble d’équation peut s’écrire 2
uµ =
u0µ√
mµ
ei(qpa−ωt) (IV.3)
1. u est l’unité de masse atomique unifiée (dalton) et numériquement équivalent au g/mol.
2. La division par la racine carré de la masse a pour objectif de transformer le système d’équations en
un problème aux valeurs propres standards.
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avec u0µ le « vecteur » de polarisation 1D associé à l’atome µ, ω la pulsation et q = qex le
vecteur d’onde. La conséquence est une discrétisation du vecteur d’onde q. En effet, les
conditions aux bords imposent :
uµ =
u0µ√
mµ
ei(qpa−ωt) =
u0µ√
mµ
ei(q[p+N ]a−ωt) (IV.4)
Par conséquent, le vecteur d’onde doit adopter la forme suivante :
q(p) =
2π
a
p
N
ex +G (IV.5)
où G = 2pi
a
nex (n un entier) est le vecteur du réseau réciproque. Il faut remarquer que
q(N) et q(0) mène aux mêmes solutions. Par conséquent, il n’y a que N valeurs de p
conduisant à des solutions distinctes. Ainsi, quand la taille du système diminue, le nombre
de solutions distinctes diminue : il y a une discrétisation des modes 3. Dans notre cas, nous
considérons un système de taille infini. Toutes les valeurs du vecteur d’onde q sont donc
permises. Le réseau réciproque étant de période 2π/a, l’ensemble des solutions peuvent
être déterminées dans la première zone de Brillouin définie, dans le cas présent, pour
q = [−pi
a
, pi
a
].
Le système d’équations IV.2 peut alors se réécrire sous la forme d’un problème matri-
ciel :
D(q)u0 = ω2(q)u0 (IV.6)
avec :
D(q) =


−CLL−inter + CMeL
mL
CMeL√
mMemL
CLL−intere
−iqa
√
mMemL
CMeL√
mMemL
−2CMeL
mMe
CMeL√
mMemL
CLL−intere
iqa
√
mMemL
CMeL√
mMemL
−CLL−inter + CMeL
mL


(IV.7)
Il s’agit alors de diagonaliser la matrice pour en déduire les valeurs propres. Ce pro-
blème a été résolu numériquement à l’aide du logiciel GNU Octave. La figure IV.1(bas)
présente le diagramme de bandes (courbes de dispersion) et la densité d’états vibration-
nels associée. Le diagramme de bandes représente l’ensemble des couples (q, E) (phonons)
autorisés tandis que la densité d’états est la somme sur l’ensemble des vecteurs d’ondes
de l’ensemble de ces modes de vibrations. La courbe rouge représente la bande acous-
tique tandis que les courbes vertes et bleus représente les bandes optiques. Puisqu’il s’agit
d’une chaîne (1D), seuls les modes de stretching sont permis. Ainsi en jouant sur les
masses des atomes, il est facile d’identifier les différentes parties du spectre phononique
3. Cette approche par des solutions sous la forme d’ondes planes n’est valide que dans le cadre des
conditions aux bords périodiques.
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qui apparaissent sous la forme de pics. Du fait de la valeur élevée de la constante des
forces Cll−inter et de la faible masse des ligands, la fréquence de vibration du mode de
stretching ligand-ligand est plus élevé que celui du métal-ligand.
Modes acoustiques
Modes métal-ligand
Modes ligand-ligand
Figure IV.1 – Représentation schématique du système physique considéré. Les sphères
noires représentent les centres métalliques et les sphères grises, les ligands. Les liaisons
ligand-ligand et métal-ligand sont représentées respectivement par les traits noirs et les
tirets noirs. Le diagramme de bandes phononiques est représenté à gauche. La bande
rouge correspond à la bande acoustique tandis que les bandes verte et bleu correspondent
aux bandes optiques associées respectivement aux modes de stretching métal-ligand et
ligand-ligand. Finalement, à droite est représenté la DOS correspondante.
Un autre point notable est la vitesse de groupe vg = 1~
dE
dq
. Celle-ci est généralement plus
faible pour les modes optiques que pour les modes acoustiques. Cela a une conséquence
directe sur le libre parcours moyen des phonons. Ainsi, une bande « plate » sera associée
à des phonons plus localisés et affichera un pic étroit sur la DOS. A l’opposé, un pic large
de la DOS sera souvent, mais pas nécessairement 4, associé à une vitesse de groupe élevée.
IV.2.2 Formalisme général
Dans les réseaux plus complexes en plusieurs dimensions, le changement de variables
réalisé précédemment est plus délicat. Cette section présente la méthode générale de la
matrice dynamique.
Soit un réseau de Bravais dont la maille primitive est constituée d’un motif de Nκ
atomes. Ce motif se répète Nη fois. Le cristal est donc composé de N = NκNη atomes.
A présent, considérons un atome dans ce cristal dont la position d’équilibre est désignée
par le vecteurR et son écart par rapport àR est u(R). Alors le vecteur position de l’atome
4. En effet, dans des systèmes plus complexes, plusieurs bandes peuvent se croiser et ainsi provoquer
un élargissement des pics de la DOS.
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est :
r(R) = R + u(R) = Rη +Rκ + u(R) (IV.8)
où Rη est le vecteur du réseau direct désignant la maille et Rκ le vecteur indiquant la
position relative des différents atomes dans la maille. Nous supposons ensuite que l’énergie
total U du réseau peut être prise comme une fonction des positions atomiques :
U =
1
2
∑
RR′
Φ(r(R)− r(R′)) (IV.9)
=
1
2
∑
RR′
Φ(R −R′ + u(R)− u(R′)) (IV.10)
où Φ(r(R)−r(R′)) est le potentiel d’interaction entre les atomes désignés par les vecteurs
positions r(R) et r(R′)). L’énergie est ensuite développée en série de Taylor :
U =
N
2
∑
Φ(R −R′)
+
1
2
∑
RR′
(u(R)− u(R′))∇Φ(R −R′)
+
1
4
∑
RR′
[(u(R)− u(R′))∇]2Φ(R −R′)
+O((u(R)− u(R′))3)
(IV.11)
Le premier terme de l’équation IV.11 est une constante et ne joue aucun rôle dans la dyna-
mique du réseau. Dans l’approximation harmonique, le second terme est nul et l’équation
IV.11 peut être réécrite comme :
Uharm =
1
2
∑
RR′
∑
µν
uµ(R)Dµν(R −R′)uν(R′) (IV.12)
avec
Dµν(R −R′) = δR,R′
∑
R′′
Φµν(R −R′′)− Φµν(R −R′) (IV.13)
et
Φµν(R −R′) = ∂
2
∂uµ∂uν
Φ(R −R′) (IV.14)
où Dµν(R−R′) est la matrice dynamique et uµ(R) représente la composante µ du vecteur
u(R) = (ux(R), uy(R), uz(R)) associé à l’atome localisé en R. Il est intéressant de noter
que la matrice est hermitienne et par conséquent ses valeurs propres sont réelles. De la
même manière que précédemment, l’utilisation du principe fondamentale de la dynamique
permet de déterminer un système de 3N = 3NηNκ équations (une équation pour chaque
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atome désigné par R et chaque polarisation µ = x, y, z).
Mu¨µ(R) = − ∂Uharm
∂uµ(R)
= −∑
R′,ν
Dµν(R −R′)uν(R′) (IV.15)
avec M la matrice masse.
Dans le cas général, c’est-à-dire, sans autre hypothèse qu’une périodicité temporelle,
les solutions peuvent être écrites sous la forme d’ondes monochromatiques :
uµ(R) =
u′µ(R)√
m(R)
e−iωt (IV.16)
où m(R) et u′µ(R) désigne respectivement la masse et la composante µ du vecteur de
polarisation du mode normal associé à l’atome désigné par le vecteur position R. Le
système d’équation devient :
ω2u′µ(R) =
∑
R′,ν
Dµν(R −R′)√
m(R)m(R′)
u′ν(R
′) (IV.17)
Sous forme matricielle, nous retrouvons un problème aux valeurs propres :
ω2U′ = DRU′ (IV.18)
avec U′ = (u′x(R1), u
′
y(R1), u
′
z(R1), u
′
x(R2), ..., u
′
z(RN)), et la matrice dynamique totale :
DR =
∑
R′,ν
Dµν(R −R′)√
m(R)m(R′)
(IV.19)
Il s’agit donc d’une matrice de taille 3N×3N . Sa diagonalisation donne les 3N fréquences
propres de vibration du cristal.
Dans le cas des conditions aux bords périodiques, les solutions sont prises sous la
forme :
uµ(R) =
u0µ(R)√
m(R)
ei(q·Rη−ωt) (IV.20)
Le problème au valeur propre s’écrit alors :
ω2u0µ(R) =
∑
R′,ν
Dµν(R −R′)√
m(R)m(R′)
e−iq(Rη−R
′
η)u0ν(R
′) (IV.21)
ou sous forme matricielle :
ω2U0 = DqU0 (IV.22)
avec U0 = (u0x(R1), u
0
y(R1), u
0
z(R1), u
0
x(R2), ..., u
0
z(RNκ)), et la matrice dynamique ré-
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duite :
Dq =
∑
R′,ν
Dµν(R −R′)√
m(R)m(R′)
e−iq(Rη−R
′
η) (IV.23)
Grâce aux conditions périodiques, la somme
∑
R′,ν
ne s’effectue plus sur l’ensemble des
atomes du cristal mais uniquement sur les atomes constituant le motif (maille primitive). Il
s’agit donc d’une matrice de taille 3Nκ×3Nκ. Sa diagonalisation donne les 3Nκ fréquences
propres de vibration du cristal associées au vecteur d’onde q. Par conséquent, de la même
manière que dans le cas 1D, le nombre de modes accessibles dépend des vecteurs d’onde
q permis par le réseau.
Les principaux atouts de cette méthode sont, d’une part, la possibilité d’extraire fa-
cilement le diagramme de bandes vibrationnelles en plus de la DOS et d’autre part, sa
rapidité numérique en dépit d’une consommation de mémoire importante due au stockage
des matrices.
IV.2.3 Octaèdre isolé
La méthode de la matrice dynamique peut être utiliser pour déterminer les 15 modes
de l’octaèdre.
Soit un atome métallique de masse mMe = 50 u désigné par l’indice Me au sein d’une
cage octaédrique composée de six ligands désignés par l’indice L et de masse mL = 10
u. Pour simplifier le problème, il n’est considéré que deux types de liaisons. D’une part
les liaisons métal-ligand MeL et d’autre part les liaisons ligand-ligand LL − octa. Ces
dernières ont pour but de maintenir la structure octaédrique. Une approche alternative
aurait consisté à utiliser une liaison angulaire, c’est-à-dire, qui force l’angle ligand-métal-
ligand. Ces deux approches sont équivalentes. Les paramètres utilisés par la suite sont
résumés dans la table IV.2.
Potentiel harmonique Constante des forces Cij Distance d’équilibre δij
Metal-ligand CMeL = 200 kcal mol−1 Å−2 δMeL = 2.0 Å
Ligand-ligand (octaèdre) CLL−octa = 100 kcal mol−1 Å−2 δLL−octa =
√
2δMeL Å
Table IV.2 – Paramètres : l’octaèdre isolé
La détermination des fréquences propres se fait par la diagonalisation de la matrice
dynamique de taille 21×21. Sur les 21 modes propres, 6 sont égaux à zéro et représentent
les translations et les rotations 5. L’identification des autres modes est directe puisqu’il
suffit de déterminer les vecteurs propres qui sont associés aux mouvements des atomes. La
5. Les translations peuvent être vus comme des vibrations de période temporelle infinie et donc de
fréquence nulle. En revanche, les modes de rotation ont une période non nulle mais ne sont pas accessible
via la méthode de la matrice dynamique.
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figure IV.2(haut) présente les six modes de vibration d’énergie distincts et leur dégénéres-
cence respective tandis que la figure IV.2(bas) montre la densité d’états non normalisée
associée à un octaèdre isolé. Nous retrouvons les 3N − 6 = 15 modes de vibration de
l’octaèdre. Il est intéressant de noter que sur les six modes distincts, seul les deux modes
ν5 et ν6 montrent un déplacement de l’atome métallique.
Figure IV.2 – Représentation schématique des six modes d’un octaèdre parfait (groupe de
symétrieOh) et de la densité d’états totale associée. Les modes ν1 et ν2 sont respectivement
dégénérés une fois et deux fois tandis que les autres modes sont dégénérés trois fois.
IV.2.4 Réseau octaédrique
Le cas du réseau cubique à motif octaédrique est plus délicat. Le système considéré est
présenté sur la figure IV.3(a). Les paramètres utilisés sont résumés dans la table IV.3. De
la même manière que précédemment, les fréquences propres sont extraites en diagonalisant
la matrice dynamique de taille 21× 21. En revanche, contrairement au cas de l’octaèdre
isolé, les modes de vibrations dépendent du vecteur d’onde q. Puisque le réseau direct est
cubique et de paramètre de maille a, alors le réseau réciproque sera également cubique,
d’arête 2π/a.
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Potentiel harmonique Constante des forces Cij Distance d’équilibre δij
Metal-ligand CMeL = 200 kcal mol−1 Å−2 δMeL = 2.0 Å
Ligand-ligand (octaèdre) CLL−octa = 100 kcal mol−1 Å−2 δLL−octa =
√
2δMeL Å
Ligand-ligand (intermoléculaire) CLL−inter = 250 kcal mol−1 Å−2 δLL−inter = 1.0 Å
Table IV.3 – Paramètres : réseau cubique à motif octaédrique
Nous avons vu que la périodicité du réseau permettait de restreindre les valeurs du
vecteur d’onde à la première zone de Brillouin. Pour améliorer la lisibilité du diagramme
de bandes, celui-ci est déterminé uniquement selon les directions de hautes symétries (voir
figure IV.3(b)) où toute l’information sur les propriétés vibrationnelles sont présentes.
La DOS est déterminée à l’aide d’un échantillonnage aléatoire. Il est proposé, de
manière aléatoire, Néchan vecteurs d’ondes q localisés dans la première zone de Brillouin.
Les valeurs propres associées sont déterminées et regroupées par paquet de fréquences
permettant par la suite de tracer la DOS. Celle-ci est alors normalisée par son aire.
La figure IV.3 présente (c) la courbe de dispersion et (d) la densité d’états vibrationnels
normalisée. Il est difficile d’assigner les pics de la même manière que précédemment et ceci
pour deux raisons. D’abords, à cause du couplage «inter-moléculaire» 6 qui affectent les
modes optiques et provoquent l’apparition de nouveaux modes dont la bande acoustique.
Ensuite, les pics de la DOS représentent un ensemble de modes dont la fréquence évolue
avec le vecteur d’onde. Ainsi, pour q = (pi
a
, 0, 0), les fréquences des modes observées ne
seront pas les mêmes que pour q = (pi
a
, pi
a
, 0).
Il est cependant possible de déterminer les plages de fréquences où l’on peut trouver
un mode. La figure IV.4 présente la DOS et les modes de vibration associés. La notation
ν∗µ est utilisée pour noter un mode similaire à νµ mais notablement différent du cas de
l’octaèdre isolé.
Le mode de respiration de l’octaèdre ν1 est localisé à haute fréquence, entre 104− 141
meV (141meV quand q ≈ 0 et 104meV quand q = ΓR). Le mode ν2 est localisé entre 73 et
121 meV tandis que le mode ν6 peut se situer entre 94 et 130 meV. Ce dernier est associé
à un léger déplacement du métal. Dans cette région, de nouveaux modes apparaissent
indiqués par ν7. Les pics fin localisés à 42.5 et 60 meV sont respectivement associés aux
modes ν4 et ν3 (modes de bending). Ces modes sont très sensibles à une modification de
la liaison LL − octa et dépendent faiblement du vecteur d’onde. Finalement, le mode ν5
est localisé aux alentours de 40.5 meV. C’est le second mode associé à un mouvement du
centre métallique.
Le dernier point à étudier est la partie acoustique. Les modes associés correspondent à
6. Bien que les paramètres choisis aient comme objectif de simuler des réseaux de coordination, il est
tout à fait envisageable de simuler des réseaux moléculaires en représentant l’ensemble du ligand par un
atome de masse effective. Qualitativement, la molécule aurait le même comportement que l’octaèdre.
134 Chapitre IV : Étude numérique de la dynamique du réseau
Figure IV.3 – (a) Projection en 2D du réseau cubique à motif octaédrique et des inter-
actions considérées. (b) Représentation des points de haute symétrie du réseau réciproque
cubique. Γ = (0, 0, 0), M = (pi
a
, 0, 0), X = (pi
a
, pi
a
, 0) et R = (pi
a
, pi
a
, pi
a
). (c) Diagramme
de bandes vibrationnelles représenté selon les axes de symétries principales et (d) den-
sité d’états vibrationnels associée pour un réseau cubique à motif octaédrique. La bande
acoustique est surlignée en orange.
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un mouvement global de l’octaèdre de manière analogue à un réseau monoatomique. Dans
le diagramme de bandes, il est possible d’observer deux branches acoustiques. La première
est associée aux modes acoustiques longitudinaux et permet de déterminer la vitesse du
son longitudinale vl tandis que la seconde, dégénérée deux fois, est associée aux modes
acoustiques transversaux et permet la détermination de la vitesse du son transversale.
Pour des énergies basses, le modèle de Debye prédit un comportement quadratique
gD(E) ∝ E2. Dans le système considéré, ce comportement n’est pas observé. A basse
énergie, la DOS se comporte comme un système unidimensionnel. Cette observation peut
s’interpréter par le faible couplage entre les différentes directions de l’espace. Dans cette
approche, ni la température, ni les relaxations structurales qui en découlent, ne sont
prises en compte. Elles ont cependant des conséquences importantes sur la densité d’états
vibrationnels.
B. A. B. O.
Figure IV.4 – (a) Indexation des pics de la DOS. La bande acoustique apparaît de zéro
à 29 meV (B.A.) tandis que les bandes optiques (B.O.) apparaissent à plus haute énergie.
Chaque pic a été assigné à un ou plusieurs modes. Un zoom (b) entre 40 et 43 meV a
été réalisé pour pouvoir mieux observer les pics dans cette zone. L’exposant ∗ signale une
variation importante du mode par rapport à l’octaèdre isolé.
Une solution à ce problème serait de réaliser, à l’aide de simulations Monte Carlo, une
relaxation thermique du réseau puis d’utiliser les nouvelles positions d’équilibre du réseau.
Cependant, l’objectif est également d’étudier les effets de taille finie. La détermination
des modes de vibrations de particules de taille finie exige de définir des conditions aux
bords non périodiques. Il n’est alors plus possible de définir les solutions sous la forme
d’onde plane. Le problème ne se résume plus au calcul des modes de vibrations de la maille
primitive mais au calcul des modes de vibration de l’ensemble des atomes de la particule.
Dans le cas d’une particule cubique à motif octaédrique de 10 nm, cela représente la
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considération de N = 64827 atomes et la construction d’une matrice de taille 3N × 3N ≈
38 milliards. La limite majeure de cette technique est donc le coût en mémoire important
nécessaire pour stocker la matrice dynamique et déterminer l’ensemble des valeurs propres.
Pour conclure sur cette méthode, elle est pertinente et efficace pour calculer le dia-
gramme de bandes et la DOS du matériau massif. Une perspective intéressante serait de
prendre en compte la température en couplant cette méthode à des simulations Monte
Carlo. Ses points forts sont sa rapidité numérique et la facilité avec laquelle il est possible
d’obtenir le diagramme de bandes.
IV.3 Dynamique moléculaire
Les simulations de dynamique moléculaire sont utilisées pour étudier la structure et la
dynamique de la matière dans de nombreux domaines (biologie, chimie, physique). Cette
technique a été largement utilisée pour la détermination des propriétés vibrationnelles
[183–185] et a l’avantage de fonctionner dans le cas de nano-objets [186]. Dans le domaine
de la transition de spin, la densité d’états vibrationnels a déjà été déterminé dans le
cadre d’une description des molécules à transition de spin vibronique [187]. L’avantage de
cette approche est de considérer explicitement la transition de spin à travers un potentiel
à double puits. Le désavantage est de résumer la structure à un réseau cubique simple
«monoatomique» 7, très éloignée des composés à transition de spin. Par ailleurs, les échelles
de temps de la transition de spin observées expérimentalement (∼ 1−100ms) sont souvent
bien supérieures aux échelles de temps accessible en dynamique moléculaire (∼ 1−10 ns).
L’objectif de cette section est de poursuivre l’étude de la dynamique d’un réseau cubique
simple à motif octaédrique en prenant en compte les relaxations thermiques, puis de suivre
l’évolution de la densité d’états vibrationnels avec la taille.
IV.3.1 Méthode
IV.3.1.1 Autocorrelation des vitesses et densité d’états vibrationnels
Les méthodes usuelles pour calculer la DOS consiste à calculer les fréquences associées
à un grand nombre de vecteurs d’onde pour ensuite construire la DOS. En dynamique
moléculaire, les informations sur le vecteur d’onde sont implicitement contenues dans le
mouvement des atomes composant le réseau.
Considérons la transformée de Fourier du vecteur vitesse d’un atome d’indice n :
vn(ω) =
+∞∫
−∞
vn(t)e−iωtdt (IV.24)
7. Dans ce modèle, les «atomes» représentent les molécules à transition de spin de manière analogue
au modèle spin-phonon.
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Son module s’écrit :
|vn(ω)|2 =
+∞∫
−∞
+∞∫
−∞
v∗n(t
′)vn(t)e−iω(t−t
′)dtdt′
=
+∞∫
−∞
+∞∫
−∞
v∗n(t
′)vn(t′ + t′′)e−iωt
′′
dt′′dt′
(IV.25)
avec t′′ = t− t′.
Les composantes des vecteurs déplacement uj(t) peuvent être décrites comme la com-
binaison linéaire des déplacements (vecteurs propres) associés aux modes normaux s.
uj(t) =
∑
s
Qs,je
iωst (IV.26)
La vitesse est directement déduite telle que :
vj(t) =
∑
s
Qs,j(iωs)e
iωst (IV.27)
En injectant l’expression IV.27 dans l’équation IV.25 et en sommant sur les N atomes du
système, on obtient :
N∑
n=1
|vn(ω)|2 =
3N∑
j=1
∑
s
∑
s′
+∞∫
−∞
+∞∫
−∞
Q∗s′,jQs,jωsωs′e
−i(ω−ωs)t′′ei(ωs−ωs′ )t
′
dt′dt′′
=
3N∑
j=1
∑
s
∑
s′
+∞∫
−∞

Q∗s′,jQs,jωsωs′e−i(ω−ωs)t′′dt′′
+∞∫
−∞
ei(ωs−ωs′ )t
′
dt′


=
3N∑
j=1
∑
s
+∞∫
−∞
|Qs,j|2ω2se−i(ω−ωs)t
′′
dt′′
(IV.28)
Le théorème d’équipartition de l’énergie permet d’écrire :
|Qs,j|2ω2s = kBT (IV.29)
L’équation précédente se réécrit alors :
N∑
n=1
|vn(ω)|2 = 3NkBT
∑
s
δ(ω − ωs) (IV.30)
avec g(ω) =
∑
s
δ(ω − ωs), la densité d’états vibrationnels.
Par ailleurs, en repartant de l’équation IV.25 et en considérant le système dans un
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état stationnaire, on a :
N∑
n=1
|vn(ω)|2 =
+∞∫
−∞

 +∞∫
−∞
N∑
n=1
vn(t′ + t′′)v∗n(t
′)dt′

 e−iωt′′dt′′
=β
+∞∫
−∞
〈
N∑
n=1
vn(t′ + t′′)v∗n(t
′)〉t′e−iωt′′dt′′
(IV.31)
avec 〈 N∑
n=1
vn(t′+t′′)v∗n(t
′)〉t′ la fonction d’auto-corrélation de l’atome n et β une constante.
En combinant les relations IV.30 et IV.31, il est possible de relier l’auto-corrélation
des vitesses avec la densité d’états vibrationnels.
g(ω) =
β
3NkBT
+∞∫
−∞
〈
N∑
n=1
vn(t0 + τ)v∗n(t0)〉e−iωτdτ
=Cnste
+∞∫
−∞
γ(τ)e−iωτdτ
(IV.32)
avec γ(τ) la fonction d’autocorrélation des vitesses. Les changements de variable t′ → t0
et t′′ → τ ont été effectués pour mettre en évidence le choix d’un temps de référence t0
qui est souvent fixé à 0 et le temps τ qui est la variable sur laquelle est réalisée l’autocor-
rélation des vitesses. Dans les simulations, la fonction d’autocorrélation est déterminée en
définissant plusieurs temps de référence t0 indépendants.
De plus, comme il n’est pas possible de réaliser des simulations sur un temps infini et
que la fonction d’autocorrélation des vitesses est paire, une fenêtre temporelle allant de
τ = 0 à τ = τmax est défini. Par conséquent, τmax détermine la résolution spectrale δω de
la densité d’états vibrationnels telle que δω = 2pi
τ
. De même, la résolution temporelle δt
détermine la fenêtre spectrale telle que la pulsation maximum soit ωmax = 2piδt . Finalement,
pour éviter des oscillations non physique due à la coupure du signal 8, γ(τ) a été convoluée
avec une gaussienne.
La méconnaissance de la constante reliant la transformée de Fourier de l’autocorréla-
tion des vitesses γ(τ) avec la DOS n’empêche pas la détermination de la DOS normalisée
définie comme :
g˜(ω) =
g(ω)
+∞∫
−∞
g(ω)dω
(IV.33)
8. Ces oscillations sont dues à la convolution de γ(τ) avec la fenêtre temporelle qui a la forme d’une
fonction porte.
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IV.3.1.2 Algorithme de Verlet
L’algorithme de Verlet est l’une des méthodes d’intégration les plus utilisée dans le
cadre de la dynamique moléculaire. En plus d’être rapide, il respecte trois critères essen-
tiels :
1. Il est réversible dans le temps. Aux incertitudes numériques prêts, l’inversion du
temps permet de retrouver l’instant initial.
2. L’énergie est conservée. Contrairement à un algorithme de type Euler qui montre
une divergence après un certain temps, l’algorithme de Verlet a tendance à osciller
autour de l’énergie moyenne, permettant une meilleur stabilité.
3. Finalement, il conserve le volume dans l’espace des phases (théorème de Liouville).
Dans l’algorithme de Verlet classique, la position d’une particule i au temps t est obtenue
à partir d’un développement de série de Taylor de la position au temps t− δt et au temps
t+ δt conduisant à :
ri(t+ δt) = 2ri(t)− ri(t− δt) + ai(t)δt2 (IV.34)
avec ri(t) la position et ai(t) l’accélération de la particule i au temps t. L’erreur à chaque
pas d’intégration est donc en o(δt4). La vitesse vi(t) est déduite de la manière suivante :
vi(t) =
ri(t+ δt)− ri(t− δt)
2δt
(IV.35)
avec une erreur en o(δt2). De plus, la détermination de la position ri(t+ δt) nécessite de
connaître la position en ri(t) et en ri(t− δt), ce qui pose un problème lors du premier pas
de temps.
Pour corriger ces défauts, l’algorithme de «velocity Verlet» a été développé. Il a été
montré qu’il menait aux mêmes trajectoires que l’algorithme de Verlet classique tout en
diminuant l’erreur sur la vitesse. Cet algorithme suit les étapes suivantes :
1. Les vitesses à t+ δt/2 sont calculées à partir des vitesses et des accélérations telles
que vi(t+ δt/2) = vi(t) + ai(t)δt/2.
2. Les positions sont actualisées telles que ri(t + δt) = ri(t) + vi(t)δt + ai(t)δt2/2 =
ri(t) + vi(t+ δt/2).
3. Les accélérations ai(t + δt), découlant des forces, sont déterminées à partir des
nouvelles positions.
4. Finalement, les vitesses à t+ δt sont déterminées vi(t+ δt) = vi(t+ δt/2) + ai(t+
δt)δt/2 = vi(t) + 12 (ai(t) + ai(t+ δt)) δt.
Ainsi, les vitesses sont calculées tous les demi pas de temps. La détermination de la posi-
tion à un temps donné ne dépend plus que de la position, de la vitesse et de l’accélération
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au pas de temps précédent. C’est cet algorithme qui sera utilisé au cours des simulations
de dynamique moléculaire.
IV.3.1.3 Thermostat de Nosé-Hoover
La dynamique moléculaire est parfaitement adaptée pour réaliser des simulations dans
l’ensemble microcanonique (NVE). Pour contrôler la température, il est cependant né-
cessaire de se placer dans un autre ensemble thermodynamique. Par simplicité, on ne
cherchera pas à contrôler la pression et nous nous placerons dans l’ensemble canonique
(NVT) à l’aide du thermostat de Nosé-Hoover [188, 189].
Toutes les méthodes de contrôle de la température passent par l’utilisation du théorème
d’équipartition de l’énergie à travers l’énergie cinétique instantanée :
EC =
3
2
NkBT =
∑
i
1
2
miv2i (IV.36)
La majorité des méthodes proposent de modifier les vitesses de manière abrupte en res-
pectant la distribution de Maxwell-Boltzmann. Cela a pour conséquence une perte de la
dynamique de la particule dont la vitesse a été ajustée et induit nécessairement un biais
dans le calcul de l’autocorrélation des vitesses.
En cela, le thermostat de Nosé-Hoover a l’avantage de maintenir une continuité dans
l’évolution temporelle des vitesses. Ce thermostat peut être vue comme l’ajout d’un co-
efficient de friction dans les équations du mouvement (voir annexe C). Ce coefficient de
friction s’ajuste en fonction de la température du système et de la température voulue,
permettant des oscillations autour de cette dernière.
Dans le cadre du thermostat de Nosé-Hoover, la vitesse s’écrit :
vi(t+ δt) = vi(t) +
1
2
(
ai(t)− vi(t)dξ
dt
(t) + ai(t+ δt)− vi(t+ δt)dξ
dt
(t+ δt)
)
δt (IV.37)
où ξ est défini telle que :
d2ξ
dt2
=
1
Q
[
N∑
i=1
miv2i − 3NkBTbain
]
(IV.38)
avec Q le paramètre de « masse » du thermostat. Comme nous pouvons le voir, le contrôle
de la température n’est pas imposé sur la variable dξ
dt
mais sur sa dérivé temporelle.
Cette propriété permet de ne pas contraindre de manière trop importante les vitesses en
permettant des oscillations de la température. Ces oscillations dépendent de la « masse
» du thermostat Q = 3NkBTbainτ 2. τ représente une échelle de temps caractéristique du
déplacement des atomes. Dans la pratique, si τ est trop grand, le bain n’arrive pas à
imposer sa température au système. En revanche, si τ est trop petit, alors le thermostat
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provoque des oscillations des vitesses non physique. Ces oscillations apparaissent alors
directement dans la DOS extraite, ce qui nous permet d’ajuster la valeur de τ . Dans les
simulations effectuées, il a été choisi τ ≈ 0.1 ps.
Bien que l’énergie du système considéré ne soit plus conservée (ensemble canonique),
la somme de l’énergie du système et du thermostat reste dans l’ensemble microcanonique.
L’équation de conservation de l’énergie s’écrit alors :
ENH =
1
2
∑
i
miv2i + Epot +
1
2
Q
(
dξ
dt
)2
+ 3NkBTbainξ (IV.39)
L’algorithme utilisé au cours des simulations est le suivant :
1. La position ξ(t), la vitesse dξ/dt(t) et l’accélération d2ξ/dt2 du thermostat sont
mis à jour :
—
d2ξ
dt2
(t) =
1
Q
[
N∑
i=1
miv2i (t+ δt)− 3NkBTbain
]
—
dξ
dt
(t+ δt/2) =
dξ
dt
(t) +
d2ξ
dt2
(t)δt/2
— ξ(t+ δt) = ξ(t) +
dξ
dt
(t+ δt/2)δt
2. Les vitesses à t+ δt/2 sont calculées à partir des vitesses et des accélérations telles
que vi(t+ δt/2) = vi(t) +
(
ai(t)− vi(t)dξdt (t)
)
δt/2.
3. Les positions sont actualisées telles que ri(t+ δt) = ri(t) + vi(t+ δt/2).
4. Les accélérations ai(t + δt), découlant des forces, sont déterminées à partir des
nouvelles positions.
5. Finalement, les vitesses des particules à t+ δt sont déterminées vi(t+ δt) = vi(t+
δt/2) +
(
ai(t+ δt)− vi(t+ δt)dξdt (t+ δt)
)
δt/2 ainsi que la vitesse du thermostat
dξ
dt
(t+ δt) =
dξ
dt
(t+ δt/2) +
d2ξ
dt2
(t+ δt)δt/2
Les étapes 1 à 4 peuvent être réalisées sans difficulté. En revanche, l’étape 5 nécessite
la résolution d’une équation implicite. En effet, la vitesse au temps t + δt dépend d’elle
même :
vi(t+ δt) = vi(t+ δt/2) +
(
ai(t+ δt)− vi(t+ δt)dξ
dt
(t+ δt)
)
δt/2 (IV.40)
avec :
dξ
dt
(t+ δt) =
dξ
dt
(t+ δt/2) +
1
Q
[
N∑
i=1
miv2i (t+ δt)− 3NkBTbain
]
δt/2 (IV.41)
Ce problème peut être résolu à l’aide de la méthode de Newton-Raphson. Cependant cette
méthode nécessite de résoudre un système de N équations par itération et de vérifier la
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convergence des solutions. Dans un soucis de gain de temps, l’approximation suivante à
été réalisée :
vi(t+ δt) = vi(t+ δt/2) +
(
ai(t+ δt)− vi(t+ δt/2)dξ
dt
(t+ δt/2)
)
δt/2 (IV.42)
IV.3.1.4 Exemple : le réseau cubique simple
Considérons le cas d’école [183] d’un réseau cubique simple monoatomique où ne sont
pris en compte que les interactions entre les premiers et les seconds voisins à l’aide d’un
potentiel de type Lennard-Jones 6-3 telle que l’énergie du système soit :
U =
∑
〈i,j〉
ǫ

( a
rij
)6
− 2
(
a
rij
)3+ ∑
〈〈i,j〉〉
ǫ

(a
√
2
rij
)6
− 2
(
a
√
2
rij
)3 (IV.43)
avec a le paramètre de maille, ǫ la profondeur de puits et rij, la distance entre l’atome i
et l’atome j.
Dans l’approximation harmonique, il est possible d’exprimer les constantes des forces
équivalentes (raideur) pour les premiers voisins C et les seconds voisins C ′ telles que :
C =
18ǫ
a2
(IV.44)
C ′ =
1
2
18ǫ
a2
(IV.45)
Il devient alors possible de comparer les densités d’états issues de la dynamique molécu-
laire et de la matrice dynamique. La figure IV.5(a) présente la fonction d’auto-corrélation
des vitesses. A t = 0, la corrélation est parfaite. Elle est suivie d’oscillations d’ampli-
tudes décroissantes avec le temps qui convergent vers zéro. La non convergence de l’auto-
corrélation des vitesses signifie généralement un problème de stabilité du système. Le
figure IV.5(b) montre les densités d’états issues de la technique de la matrice dynamique
et de la dynamique moléculaire.
Les unités sont adimensionnées telles que :
C∗ =C/uC = 1
m∗ =m/um = 1
a∗ =a/ua = 1
T ∗ =T/uT = T
kB
Ca2
t∗ =t/ut =
√
m/C
(IV.46)
avec m la masse et t le temps. uν représente l’unité de la grandeur ν. L’exposant ∗ indique
Chapitre IV : Étude numérique de la dynamique du réseau 143
Figure IV.5 – (a) Fonction d’autocorrélation des vitesses d’une particule cubique de ré-
seau cubique composée de 203 atomes. (b) Densité d’états vibrationnels obtenue par la
méthode de la matrice dynamique (rouge) et par la transformée de Fourier de l’autocor-
rélation des vitesses (tirets bleus).
une grandeur adimensionnée.
Comme nous pouvons le remarquer, les deux techniques sont en très bon accords.
La densité d’états issue de la dynamique moléculaire a été obtenue pour T ∗ = 0.01. Il
est possible de montrer que les différences augmentent avec la température, du fait de
l’expansion thermique pris en compte dans le cas de la dynamique moléculaire.
L’un des atouts de cette méthode est donc d’être capable de rendre compte de la
dynamique du réseau à une température non nulle. En revanche, la détermination du
diagramme de bandes est plus délicate. Elle nécessite l’utilisation des conditions aux
bords périodiques et consiste à construire la matrice dynamique à partir des mouvements
des atomes [190].
IV.3.2 Réseau octaédrique
IV.3.2.1 Le matériau massif
Dans un premier temps, les simulations du réseau cubique à motif octaédrique ont été
réalisées dans l’état BS en utilisant les mêmes paramètres que dans le cas de la matrice
dynamique (voir table IV.3).
Du fait de la prise en compte de la température, un potentiel Lennard Jones entre
centres métalliques a été introduit pour maintenir la structure cubique et prendre en
compte la dilatation thermique.
Cependant, on observe numériquement une diminution du paramètre de maille avec
l’augmentation de la température. Cette contraction thermique est caractéristique de la
géométrie octaédrique ou tétraédrique [191]. On la retrouve, entre autre, dans les ana-
logues de bleu de Prusse [192, 193] où avec l’augmentation de la température, les octa-
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èdres tournent les uns par rapport aux autres (voir figure IV.6(a)). La conséquence est
une diminution du coefficient d’expansion thermique pouvant aller jusqu’à un coefficient
négatif. Il est intéressant de noter que dans les composés à transition de spin de la fa-
mille des clathrates de Hofmann, le coefficient de dilatation thermique est très légèrement
négatif [194].
Figure IV.6 – (a) Représentation schématique du changement de paramètre de maille in-
duit par les oscillations transversales des liaisons inter-octaèdres. Les tirets bleus indiquent
des octaèdres à température nulle tandis qu’en rouge sont représentés les octaèdres à une
température non nulle. (b) Représentation 2D du système simulé. En comparaison de la
méthode de la matrice dynamique, des interactions harmoniques angulaires MeLL sont
considérées.
Pour contrôler la structure du réseau, un potentiel angulaire harmonique a été ajouté
(voir IV.6(b)). L’annexe B présente en détail la procédure utilisée. Les potentiels Lennard-
Jones n’étant plus nécessaire à la stabilité de la structure, ils ont été retirés pour diminuer
la complexité du problème. Les paramètres utilisés dans les simulations de dynamique
moléculaires sont résumés dans la table IV.4. La contrainte angulaire a été définie de
manière à avoir un coefficient de dilatation thermique proche de zéro.
Dans un premier temps, la DOS a été calculée pour un réseau comportant 50 mailles
élémentaires en considérant des conditions aux bords périodiques à T = 300 K. Le système
est considéré dans l’état BS. La figure IV.7(a) montre la fonction d’auto-corrélation des
vitesses. Comme on peut le voir, son comportement est plus complexe que dans le cas du
cubique simple. La figure IV.7(b) présente la DOS associée (bleu) qui est comparé à la DOS
extraite de la technique de la matrice dynamique (gris). Tandis que les bandes optiques
au dessus de 75 meV sont en bon accords, nous pouvons observer des différences notables
pour les fréquences de vibrations inférieures. Ces différences peuvent être attribuées à un
couplage des modes de vibration, en dynamique moléculaire, souvent caractérisé par un
élargissement énergétique des bandes. L’origine de ce couplage provient, d’une part, de la
prise en compte de la température et donc des effets de relaxation du réseau et d’autre
Chapitre IV : Étude numérique de la dynamique du réseau 145
Potentiel harmonique Constante des forces Distance d’équilibre
Me-L (HS) CHSMeL = 150 kcal mol
−1 Å−2 δHSMeL = 2.2 Å
Me-L (BS) CBSMeL = 200 kcal mol
−1 Å−2 δBSMeL = 2.0 Å
L-L (octaèdre) (HS) CHSLL−octa = 75 kcal mol
−1 Å−2 δHSLL−octa =
√
2δHSMeL Å
L-L (octaèdre) (BS) CBSLL−octa = 100 kcal mol
−1 Å−2 δBSLL−octa =
√
2δBSMeL Å
L-L (intermoléculaire) CLL−inter = 250 kcal mol−1 Å−2 δLL−inter = 1.0 Å
Potentiel angulaire Constante des forces Angle d’équilibre
Me-L-L Cθ = 12.5 kcal mol−1 rad−2 θ0 = π rad
Table IV.4 – Paramètres utilisés dans les simulations de dynamique moléculaire d’un
réseau cubique à motif octaédrique
part, de l’ajout de la contrainte d’angle qui renforce le couplage selon les différentes
directions de l’espace.
B. A. B. O.
Figure IV.7 – (a) Fonction d’autocorrélation des vitesses des atomes composant un
réseau cubique à motif octaédrique. Il est considéré 50 mailles primitives dans les trois
directions de l’espace ainsi que les conditions aux bords périodiques. (b) Densité d’états
vibrationnels obtenue par la méthode de la matrice dynamique (gris) et par la transformée
de Fourier de l’autocorrélation des vitesses (bleu). Les modes de l’octaèdre isolé ont été
identifiés. La bande acoustique prend fin aux alentours de 35 meV.
Bien que nous n’ayons pas accès au diagramme de bandes, il reste possible en compa-
rant les deux méthodes et en jouant sur les paramètres (masses et constantes des forces)
d’identifier les modes. Les bandes optiques hautes fréquences sont facilement identifiable
du fait de leur bonne concordance avec la méthode de la matrice dynamique. La modifi-
cation de la masse du centre métallique permet de déterminer la position des modes ν5 et
ν6. Par élimination et en jouant sur les autres paramètres, nous pouvons en déduire les
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derniers modes. Il faut cependant garder à l’esprit que dans le cas d’un réseau, les modes
observés ne sont pas identiques aux modes de l’octaèdre isolé. De plus, les différents cou-
plages peuvent induire l’apparition de nouveaux modes. De même, l’indication des bandes
acoustiques et optiques de la figure IV.7(b) reste qualitative. Sans l’accès au diagramme
de bandes, il est difficile d’estimer avec exactitude la limite entre modes acoustiques et
optiques. D’autant plus qu’il peut se produire des couplages. L’estimation de la première
singularité de van Hove indique que la première branche acoustique atteint la limite de
la première zone de Brillouin aux alentours de 16 meV. Cela peut correspondre au pic
localisé à 18 meV.
La détermination de l’auto-corrélation des vitesses des atomes métalliques permet
l’obtention de la DOS partielle du centre métallique de manière analogue à la diffusion
nucléaire inélastique. Les règles se sélection sont relativement proches puisque dans les
deux situations, un mode ne sera visible que s’il est associé à un déplacement du métal. La
figure IV.8 compare la DOS totale (a) et partielle (b). Du fait de la masse plus importante
des atomes métalliques, leurs modes de vibration se trouvent à plus basse énergie.
Figure IV.8 – (a) Densité d’états vibrationnels totale. (b) Densité d’états vibrationnels
partielle du métal.
Finalement, bien qu’il ne soit pas possible dans le cadre de ce modèle de simuler la
transition de spin, il est possible de déterminer la DOS dans les deux états de spin. Le
calcul de la DOS dans l’état HS a été effectué en considérant un changement de la raideur
des constantes des forces telle que CBSMeL/C
HS
MeL = 1.33 et CLL−octa = CMeL/2 ainsi qu’une
augmentation de la distance métal-ligand de 0.2 Å. La figure IV.9 présente la DOS totale
(a) et partielle (b) du réseau dans l’état BS (bleu) et HS (rouge). De manière générale,
nous pouvons observer une diminution des fréquences de vibrations quand nous passons
de l’état BS vers l’état HS.
De la même manière qu’au chapitre III, il est possible d’estimer l’énergie et l’entropie
vibrationnelles ainsi que la constante des forces moyenne et la vitesse du son de Debye.
La table IV.5 résume les paramètres extraits en fonction de l’état de spin.
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Figure IV.9 – Densité d’états vibrationnels totale (a) et partielle du métal (b) dans l’état
BS (bleu) et HS (rouge).
BS - totale HS - totale BS - partielle HS - partielle
〈C〉 (N/m) 325 283 306 216
sN (kB) 1.55 1.67 2.83 3.30
uN (meV) 120.08 115.35 91.55 87.67
vD (m/s) 6150(200) 4670(100) 5500(150) 4120(100)
Table IV.5 – Grandeurs extraites des DOS totales et partielles pour les deux états de
spin obtenues à 300 K.
De manière analogue aux résultats issus de la diffusion nucléaire inélastique, nous
pouvons observer que dans l’état HS, l’entropie vibrationnelle est plus élevée tandis que
l’énergie interne vibrationnelle est plus faible montrant que les vibrations du réseau favo-
rise l’état HS. De plus, les valeurs obtenues sont relativement proche de l’expérience.
La constante des forces moyenne de la DOS totale montre une plus faible variation
que dans le cas de la DOS partielle. Cette observation s’explique par le fait que ce sont
les modes associés au métal qui sont les plus sensibles à l’état de spin. Dans le cas de la
DOS partielle, la constante des forces moyenne se rapproche de celle observée expérimen-
talement bien que l’écart soit plus faible.
Finalement, nous pouvons remarquer les valeurs importantes des vitesses du son de
Debye calculées qui corrobore l’énergie élevée à laquelle se trouve la première singularité
de van Hove. Par ailleurs, il faut noter que les valeurs extraites pour les DOS totale et
partielle montrent un écart systématique. Cet écart est attendu dans le cas de la diffusion
nucléaire inélastique [195]. Les valeurs estimées à partir de la DOS partielle sont toujours
sous-estimée.
Les incertitudes proviennent de la difficulté à définir la plage énergétique nécessaire à
la détermination de la vitesse du son. Le rapport des vitesses du son de Debye reste le
même vBSD /v
HS
D ≈ 1.33.
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Pour conclure, en vue de se rapprocher de l’expérience, deux points pourraient être
améliorés. Le premier serait un renforcement de la liaison LL−inter. En effet, expérimen-
talement, on s’attend à observer les modes associés aux ponts cyanides à des fréquences
de l’ordre de 2000 cm−1 dans les clathrates de Hofmann. Dans les simulations présentées,
les modes correspondant se situent aux alentours de 1000 cm−1. Le deuxième point serait
une diminution des contraintes angulaires qui provoquent une rigidification importante
du réseau tout en s’assurant du maintien de la structure. Pour atteindre cet objectif, il se-
rait nécessaire de considérer des potentiels additionnels et par conséquent de complexifier
l’Hamiltonien. Cependant, bien que quantitativement éloigné de l’expérience, ce modèle
permettra d’identifier un certain nombre de mécanismes à l’origine des observations ex-
périmentales.
IV.3.2.2 Effets de taille finie
a) Conditions aux bords périodiques et libres
Nous avons vu que le modèle numérique utilisé permet de retrouver les bons ordres
de grandeurs. Dans cette section, nous nous concentrerons sur les effets de taille finie en
commençant par une comparaison entre un système aux conditions aux bords périodiques
et un système aux bords libres.
La figure IV.10 présente les DOS totales (a) et partielles (b) d’un système aux condi-
tions aux bords périodiques (bleu) et aux conditions aux bords libres (rouge) composé de
503 octaèdres.
Figure IV.10 – Densités d’états totales (a) et partielles (b) d’un système composé de 503
octaèdres avec des conditions aux bords périodiques (bleu) et libres (rouge).
Trois observations peuvent être faites. Premièrement, les modes optiques sont peu af-
fectés par la création de surfaces à l’exception d’un très léger ramollissement des modes
autours de 50-70 meV associé à des modes de bending sans déplacement du centre mé-
tallique. A l’opposé, les modes acoustiques subissent une diminution significative de leur
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fréquence. Ce ramollissement s’explique par la présence de surfaces libres. La suppres-
sion des conditions aux bords périodiques permet à la particule de se déformer. Ainsi,
les modes de vibration d’ensemble sont moins contraints. De plus, l’amplitude de vibra-
tion augmente en surface et entraîne naturellement une diminution de la fréquence de
vibration. Ce phénomène est accentué par le fait que les simulations sont réalisées dans
l’ensemble canonique (isochore-isotherme). Le système aux conditions périodiques a donc
un volume fixe ne lui permettant pas de relaxer totalement les contraintes structurales.
Finalement, nous pouvons observer un lissage de la DOS dans le cas des surfaces
libres. Ce phénomène est due à une levée de dégénérescence associée aux inhomogénéités
induites par les surfaces. En d’autres mots, les surfaces tendent à diminuer les effets de
quantification des états vibrationnels.
Les quantités extraites de la DOS sont résumées dans la table IV.6. Nous pouvons ob-
server que la constante des forces diminue très légèrement lors de la création des surfaces.
En revanche, le changement de la vitesse du son est bien plus important et montre une
diminution importante de l’ordre de 20%. Finalement, la création de surfaces impliquent
l’augmentation de l’entropie vibrationnelle due à la levée de dégénérescence induite par les
inhomogénéités spatiales ainsi qu’une légère diminution de l’énergie interne vibrationnelle
qui peut être comprise du fait du ramollissement des modes acoustiques.
Périodique - totale Libre - totale Périodique - partielle Libre - partielle
〈C〉 (N/m) 325(3) 322(3) 306(3) 290(3)
sN (kB) 1.55(5) 1.59(5) 2.83(5) 2.96(5)
uN (meV) 120.08(10) 119.77(10) 91.55(10) 90.85(10)
vD (m/s) 6150(200) 5120(200) 5500(150) 4420(100)
Table IV.6 – Grandeurs extraites des DOS totales et partielles pour un réseau composé
de 503 octaèdres avec conditions aux bords périodiques et aux conditions aux bords libres.
Il est intéressant de suivre l’évolution de la différence de propriétés entre les deux états
de spin suite à la création d’une surface. La table IV.7 présente l’évolution des paramètres
thermodynamiques extraits pour les deux phases dans le cas d’une particule aux surfaces
libres de 24.5 nm.
La première chose que l’on peut observer est que lors de la création de surface, l’évo-
lution des propriétés vibrationnelles du réseau dans la phase HS est similaire à celle dans
la phase BS. La diminution de la vitesse du son n’est cependant que de l’ordre de 10 %.
Le deuxième point important est la diminution de l’écart des grandeurs extraites entre
les deux états de spin. En particulier, l’augmentation de vitesse du son associée au passage
de l’état HS vers l’état BS passe de ∼ 33 % (conditions périodiques) à ∼ 18 %. Comme
dit précédemment, les simulations aux conditions aux bords périodiques sont réalisées
dans l’ensemble canonique. Le volume est donc fixe et le réseau ne peut pas relaxer les
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BS - totale HS - totale BS - partielle HS - partielle
〈C〉 (N/m) 322(3) 272(3) 290(3) 216(3)
sN (kB) 1.59(5) 1.78(5) 2.96(5) 3.36(5)
uN (meV) 119.77(10) 113.90(10) 90.85(10) 87.63(10)
vD (m/s) 5120(200) 4230(100) 4420(100) 3820(100)
Table IV.7 – Grandeurs extraites des DOS totales et partielles pour une particule com-
posé de 503 octaèdres aux conditions aux bords libres dans les phases BS et HS.
contraintes résiduelles. On peut s’attendre à ce que ces contraintes soient plus faibles dans
la phase HS, dont le module élastique est plus faible. Par conséquent, la suppression des
conditions aux bords périodiques provoque un changement de propriétés plus faible dans
la phase HS que dans la phase BS.
Dans la suite, la considération des conditions périodiques nous permettra d’identifier
les effets de quantification pure des effets de surfaces.
b) Conséquence de la réduction de la taille sur la DOS
La figure IV.11 présente les densités d’états totales (a) et partielles (b) pour trois
particules (système aux conditions aux bords libres) composées de 503 (24.5 nm), 203 (9.5
nm) et 63 (2.5 nm) octaèdres. Il est possible d’observer la discrétisation des modes avec
la réduction de la taille. Il est également possible de discerner le décalage en fréquence de
quelques pics. La figure IV.11(b) montre clairement un ramollissement des modes localisés
autour de 42 meV qui sont associés à un déplacement du centre métallique. De même, il
est possible d’observer la présence d’un GAP acoustique.
En spectroscopie Raman et pour d’autres matériaux, il a été observé un durcissement
des modes acoustiques et un ramollissement des modes optiques. Les auteurs associent
ces phénomènes à un confinement spatial des phonons à l’aide du modèle de corrélation
[136, 137]. Dans ce modèle, la probabilité de présence du phonon dans une nanoparticule
est identique à celle du phonon au sein du matériau massif multipliée par un facteur
de pondération spatial qui prend généralement la forme d’une Gaussienne dépendant du
paramètre de maille et de la taille de l’objet. La fonction d’état qui en découle permet
de reproduire les observations expérimentales. Cependant, ces observations sont en partie
liées à une relaxation des règles de sélection du Raman due au facteur de pondération.
La figure IV.11(c) présente les DOS pour un système de 503 et 63 octaèdres dans le
cas des conditions aux bords périodiques. Les effets de surface sont ainsi éliminés et il ne
reste plus que les effets de taille finie à proprement parlés. Comme nous pouvons le voir,
la suppression des surfaces provoquent une augmentation de la discrétisation des modes,
résultat d’une augmentation de la dégénérescence des états vibrationnels. De plus, il n’y a
plus de ramollissement du mode optique. Ce résultat semble indiquer que le ramollissement
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Figure IV.11 – Les densités d’états totales (a) et partielles (b) de particules de 503
(bleu) et de 63 (rouge) octaèdres sont représentées. Avec la réduction de la taille, une
diminution de la fréquence du pic optique localisé aux alentours de 42 meV est visible.
Par ailleurs, le caractère quadratique à basse fréquence disparaît progressivement, laissant
place à un GAP acoustique. (c) DOS partielles de systèmes de 503 et de 63 octaèdres avec
les conditions aux bords périodiques. (d) DOS partielles d’une particule de 503 octaèdres
(tirets gris), de 103 octaèdres (bleu) et d’une particule creuse de 30 octaèdres de large
dont 223 octaèdres ont été retirés au centre (rouge).
du mode optique est la conséquence d’une augmentation du rapport surface sur volume.
Pour confirmer ce résultat, les DOS de deux objets comportant un nombre d’octaèdres
très différent mais avec un même rapport surface-sur-volume ont été comparées. La figure
IV.11(d) montre la DOS pour une particule de 103 octaèdres aux conditions aux bords
libres dont 49% de ses octaèdres sont localisés en surface. Cette DOS est comparée à
la DOS d’une particule creuse. La particule a une taille de 30 octaèdres sur une arête
(L = 14.5 nm). Les octaèdres du cœur de la particule sont retirés tels que la largeur du
trou ainsi créé soit de 22 octaèdres (l = 10.5 nm). Cela correspond à une épaisseur de 4
couches d’octaèdres (t = 1.5 nm). La particule creuse contient ainsi 16352 octaèdres dont
50% se situe en surface.
Ces deux objets présentent un nombre totale d’octaèdres très différent mais ils ont la
même proportion d’octaèdres en surface. Ainsi, nous pouvons nous attendre à des effets de
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surface très similaire dans les deux situations. Sur la figure IV.11(d), nous pouvons voir que
bien que la nouvelle morphologie (particule creuse) provoque un ramollissement des modes
acoustiques, davantage délocalisés et donc sensibles aux modifications géométriques, la
fréquence du pic optique localisé autour de 42 meV ne montre pas de ramollissement en
comparaison des particules de grandes tailles. Malgré une même proportion d’octaèdres en
surface, le phénomène n’est pas observé dans le cas de la particule creuse, laissant penser
qu’il ne s’agit pas d’un effet de surface. Cependant, il faut rester prudent, puisque cette
nouvelle géométrie peut induire des contraintes dans l’objet et provoquer un durcissement
d’une partie des modes, compensant ainsi le ramollissement.
Les observations faites sur les figures IV.11(c) et (d) peuvent paraître contradictoire.
En effet, lorsque les effets de surface sont éliminés en supprimant les surfaces, le ra-
mollissement n’est plus observé indiquant que l’origine du phénomène n’est pas due à
la quantification. En revanche, lorsque les effets de surface sont supposés les mêmes en
conservant la même proportion d’octaèdres en surface mais que le nombre d’octaèdres
est différent, le ramollissement est observé, laissant penser qu’il ne s’agit pas d’un effet
de surface. Dans les deux situations, le confinement spatial est moindre que dans le cas
d’une nanoparticule. Les conditions périodiques ont pour conséquence de rendre le milieu
virtuellement infini mais restreint le nombre d’états énergétiques accessibles tandis que le
confinement des phonons au sein de la particule creuse ne s’effectue, au mieux, que sur
une direction de l’espace. Nous pouvons donc faire l’hypothèse que le ramollissement des
pics est due à un confinement spatial, c’est-à-dire, à l’impossibilité pour un phonon de se
propager au delà de l’interface (libre parcours moyen ∼ L).
La figure IV.12 montre l’évolution de la fréquence du pic optique suivi en fonction de
la taille (a) et de l’inverse de la taille (b). Le décalage de fréquence suit une loi algébrique
(empirique) en L−γ avec γ = 1. Ce type de comportement a été reporté pour d’autres
matériaux, avec γ 6= 1, tels que pour des nanocristaux de TiO2 [180] de Si [196, 197] ou de
boehmite [198]. Les auteurs associent la valeur de l’exposant γ aux propriétés structurales
du matériau et à la géométrie de l’objet.
Pour ce qui est du GAP acoustique, il découle d’un effet de quantification dépendant
de l’environnement, de la géométrie et des propriétés élastiques de l’objet. Il est possible de
montrer que la limite du GAP acoustique, définie par le premier pic observable, augmente
avec la rigidification des liaisons ainsi qu’avec l’inverse de la taille de la particule 9 et peut
9. Dans le cadre de l’hypothèse d’une discrétisation des modes sans modification profonde des courbes
de dispersion, l’écart entre deux états vibrationnels est ∆q = 2pi
L
avec L, la taille du système. En supposant
une relation linéaire entre le vecteur d’onde et la fréquence pour la branche acoustique transversale telle
que ∆ω = vt∆q avec vt, la vitesse du son transversale, une relation simple reliant la fréquence du premier
mode à la taille du système peut être obtenue :
∆E = ~∆ω = ~vt
2pi
L
.
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Figure IV.12 – Évolution du pic localisé autour de 42 meV en fonction de la taille (a)
et de l’inverse de la taille (b) des particules. Les points de la courbe ont été ajustés par
une relation de la forme E(L) = E(∞)(1 + A/L) où A est une constante. Évolution du
premier pic visible en fonction de la taille (c) et de l’inverse de la taille (d) des particules.
Les points de la courbe ont été ajustés par une relation de la forme E(L) = C/L où C
est une constante.
être décrite par le modèle de Lamb.
La figure IV.12(c) présente l’évolution en fonction de la taille du premier pic observé
avec la taille tandis que la figure IV.12(d) montre que l’évolution est linéaire en fonction
de l’inverse de la taille avec une déviation pour les plus petites particules. Cette déviation
a déjà été discutée et peut être associée à la non linéarité de la relation de dispersion des
bandes acoustiques [199]. En effet, le modèle de Lamb est basé sur l’approximation d’une
relation linéaire entre la fréquence et le vecteur d’onde. Dans les solides, celle-ci est valide
pour les modes acoustiques au centre de la première zone de Brillouin (PZB). La limite
de validité de ce comportement linéaire est souvent estimée à 1/5 du bord de la PZB.
Précédemment, nous avons estimée que la première branche acoustique atteignait le bord
de la PZB aux alentours de 18 meV (première singularité de van Hove). Nous pouvons
donc nous attendre à un écart du comportement linéaire au dessus de 3.6 meV. Pour
résumé, la réduction de taille des particules entraîne une augmentation de la fréquence
en suivant le modèle de Lamb. En considérant que la forme de la relation de dispersion
reste la même à l’échelle nanométrique, il est possible d’estimer une fréquence limite où la
relation de dispersion ne peut plus être considérée linéaire. Au dessus de cette fréquence,
Elim ≈ 3.6 meV, le modèle de Lamb ne décrit plus correctement le comportement des
modes acoustiques trop proche du bord de la PZB. La limite estimée est représentée sur
la figure IV.12(d) en tirets verts et correspond à une déviation de 10 % par rapport au
comportement linéaire.
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c) Évolution des grandeurs extraites
De la même manière que pour le cas périodique, l’énergie interne vibrationnelle, l’en-
tropie vibrationnelle et la constante des forces moyenne pour les différentes tailles de
particule ont été extraites (voir figure IV.13).
Une augmentation de l’énergie interne et de la constante des forces moyenne et une
diminution de l’entropie sont observées avec la réduction de la taille. Ces résultats sont
très différents de ceux extraits de la diffusion nucléaire inélastique où l’énergie interne et
la constante des forces sont constantes dans la phase HT et décroissent dans la phase BT
du fait de la présence d’une fraction résiduelle HS tandis que dans les deux situations, il
y a une augmentation de l’entropie vibrationnelle.
Dans le cas des simulations, ces différences peuvent être en grande partie attribuées à
la présence du GAP acoustique et à la discrétisation des modes provoquant une augmen-
tation de l’aire de la partie optique au détriment de la partie acoustique 10. Une seconde
explication est l’absence de défauts structuraux en surface. Or, expérimentalement, il a été
observé un changement de géométrie des particules passant d’objets cubiques à des agré-
gats circulaires. L’augmentation du désordre en surface tend à lever les dégénérescences
et à atténuer les effets de discrétisation.
La vitesse du son de Debye n’a pas pu être évaluée du fait de la présence du GAP
acoustique. Il est intéressant de noter que ces effets de discrétisation apparaissent d’autant
plus vite que l’objet est rigide. En choisissant un autre jeu de paramètres, c’est-à-dire,
en simulant un autre type de composé, les effets de discrétisation apparaîtront pour des
tailles différentes.
Finalement, une autre différence par rapport à l’expérience est la non considération
de la dispersion en taille des particules. Pour rendre compte des conséquences sur la
DOS, une distribution en taille a été réalisée et les DOS des différentes particules ont
été convoluées. La figure IV.14 présente la DOS d’une particule de 3 nm et la DOS d’un
ensemble de particules dont la taille moyenne est de 3.11 nm avec un écart-type de 0.46
nm (15%). Dans ce second cas, il a été considéré 2 particules de 2.5 nm, 4 particules de 3
nm, 2 particules de 3.5 nm et 1 particule de 4 nm. Malgré le fait que nous ne considérons
pas de changement de formes, il est clair que la distribution de taille tend à dissimuler les
effets de discrétisation des modes en lissant la courbe. Nous pouvons donc nous attendre à
une réaugmentation de l’entropie vibrationnelle. Cependant, la distribution en taille seule
ne permet pas d’expliquer l’augmentation de l’entropie observée expérimentalement. Au
mieux, nous pouvons nous attendre à retrouver celle du matériau massif.
10. Une autre façon de le voir est qu’une diminution des états vibrationnels accessibles est analogue à
une augmentation des dégénérescences.
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Figure IV.13 – Énergies internes vibrationnelles extraites des DOS partielle (a) et totale
(b). Entropies vibrationnelles extraites des DOS partielle (c) et totale (d). Constantes des
forces moyennes extraites des DOS partielle (e) et totale (f).
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L= 3 nm (7 octaèdres) L= 3.11±0.46 nm (~7.2 octaèdres)
Figure IV.14 – Densité d’états vibrationnels d’une particule de 73 octaèdres (a) et d’un
groupe de particules (b) composés de 2 particules de 63 octaèdres, de 4 particules de 73
octaèdres, de 2 particules de 83 octaèdres et de 1 particule de 93 particules.
IV.4 Conclusions
Dans ce chapitre, une étude numérique de la dynamique du réseau a été réalisée.
L’objectif n’était pas de reproduire fidèlement l’expérience mais d’étudier un système dont
la structure était suffisamment proche de l’expérience pour en permettre la comparaison
et suffisamment général pour étendre les observations à d’autres composés.
Deux techniques ont été utilisées. D’abord la méthode de la matrice dynamique qui a
permis l’identification des modes optiques et la manière dont les modes des octaèdres se
couplent au sein d’un réseau. Le diagramme de bande du matériau massif a été extrait
mais montre un comportement linéaire de la partie acoustique au lieu du comportement
quadratique attendu. Ce phénomène s’explique par le faible couplage selon les différentes
directions de l’espace due à l’absence de relaxations thermiques (T = 0 K). Par ailleurs,
cette méthode ne permet pas la simulation de grands systèmes du fait des limitations
techniques en terme de stockage mémoire.
Pour aller plus loin, des simulations de dynamique moléculaire ont été réalisées. La
température est contrôlée à l’aide d’un thermostat de Nosé-Hoover et la densité d’états
vibrationnels est extraite à partir de l’auto-corrélation des vitesses.
Dans un premier temps, le système massif est étudié à l’aide des conditions aux bords
périodiques. La comparaison avec la méthode de la matrice dynamique montre une bonne
concordance de la partie optique mais d’importantes différences de la partie acoustique.
Les simulations de dynamique moléculaire permettent de retrouver le comportement qua-
dratique à basse fréquence. Les deux états de spin ont été simulés en modifiant la raideur
et les distances d’équilibre des potentiels harmoniques de l’octaèdre tout en maintenant
constant les potentiels inter-octaèdres. La conséquence est une augmentation des fré-
quences de vibration lors du passage de l’état HS vers l’état BS et en particulier des
fréquences des modes associés au centre métallique. Toutes les bandes ne sont pas affec-
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tées de la même manière. En effet, la variation de la constante des forces moyenne est plus
importante dans la DOS partielle du fait du changement des potentiels intra-octaèdres
qui influencent de manière importante les modes associés au déplacement du métal.
Dans un deuxième temps, la présence de surfaces est considérée par l’intermédiaire
des conditions aux bords libres. La conséquence est une diminution de la vitesse du son et
une levée de dégénérescence provoquant une diminution des effets effets de discrétisation.
Il en découle une augmentation de l’entropie vibrationnelle.
Finalement, lorsque la taille des particules est réduite, les effets de discrétisation de-
viennent apparents. La présence d’un GAP acoustique, suivant une loi algébrique en 1/L,
empêche la détermination de la vitesse du son. Ce GAP est très bien expliqué par la
quantification des modes des branches acoustiques. Par ailleurs, une diminution de la
fréquence de quelques pics optiques est observée, semblant suivre une loi algébrique en
1/L. Des simulations avec les conditions aux bords périodiques (sans surface) semblent
montrer qu’il ne s’agit pas d’un effet de quantification des modes tandis que la simulation
d’objets ayant le même rapport surface sur volume mais disposant d’un nombre différent
d’octaèdres suggère qu’il ne s’agit pas d’un effet de surface. Ces observations peuvent ce-
pendant être reproduites par un modèle de confinement spatial. C’est donc ce phénomène
qui serait à l’origine du ramollissement des modes optiques.
Les grandeurs extraites montrent un comportement différent de l’expérience. Notam-
ment, il est observé numériquement une diminution de l’entropie. Celle-ci peut être attri-
buée aux effets de quantification provoquant une diminution de l’aire de la partie acous-
tique de la DOS au profit de la partie optique. C’est ce même phénomène qui explique
l’augmentation de la constante des forces moyenne avec la réduction de la taille.
Ces différences entre l’expérience et les simulations montrent que les effets de quantifi-
cation due à un défaut de coordination n’expliquent pas les observations expérimentales. Il
est donc probable que les phénomènes observés expérimentalement soient dues à des effets
d’interface (contraintes d’interface) ou à des effets de distributions de forme. L’étape sui-
vante serait donc une étude des effets d’environnement (conditions aux bords spécifiques)
et la prise en compte de particules de différentes formes.
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Conclusion Générale
Cette thèse porte sur l’étude du phénomène de transition de spin dans les nanopar-
ticules. Dans un premier temps, nous avons fait le bilan des récentes observations ex-
périmentales et des études théoriques menées durant ces dernières années. Cela nous a
permis d’identifier les différents ingrédients physico-chimiques susceptibles de modifier les
propriétés de transition de spin à l’échelle nanométrique et de les comparer avec d’autres
transitions de phases. Le problème posé, le choix a été fait de se focaliser sur deux points :
— la poursuite de l’étude des effets de surface, à travers une investigation des phéno-
mènes de relaxation des surfaces.
— l’étude de la dynamique du réseau de manière expérimentale et théo-
rique/numérique.
Ces dernières années, il a été montré qu’une grande partie des observations expérimen-
tales (pertes du cycle d’hystérésis, changement de température de transition) pouvaient
s’expliquer par la suppression des liaisons de surface. Néanmoins, ces considérations ne
permettaient pas de reproduire la présence d’un effet mémoire à l’échelle nanométrique, ni
la présence de fractions résiduelles (transitions incomplètes) qui peuvent apparaître dans
certains composés.
La bistabilité à l’échelle nanométrique fut expliquée par une augmentation des mo-
dules élastiques effectifs avec la réduction de la taille qui fut corroborée par l’observation
expérimentale de l’augmentation de la température de Debye dans les nano-objets. Par
conséquent, le premier objectif du chapitre II fut de réaliser des simulations atomistiques
d’une particule cœur-coquille, dont les liaisons de surface sont renforcées par rapport
aux liaisons du cœur. Ces simulations permirent ainsi de montrer qu’il existe différents
processus expliquant l’augmentation de la température de Debye avec la taille et ayant
pour conséquence la conservation de la bistabilité à l’échelle nanométrique. Ces processus
mènent nécessairement à une augmentation de l’énergie d’interface entre les phases HS et
BS et donc à une augmentation de l’énergie de barrière.
De plus, il a été mis en évidence que les propriétés des surfaces affectaient en profondeur
les propriétés de la particule et qu’il était possible de définir une taille limite à partir
de laquelle les propriétés de la particule étaient gouvernées par celles des surfaces. Par
conséquent, le second objectif du chapitre II fut l’étude des relaxations de surface et
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de leur contribution aux grandeurs thermodynamiques au cours de la transition de spin
à l’aide d’un modèle de type Ising résolu en champ moyen inhomogène. Il fut montré
que la contribution des relaxations de surface aux grandeurs thermodynamiques devient
importante à l’approche de la transition.
Finalement, le dernier point abordé dans le chapitre II fut la présence d’une fraction
résiduelle à l’échelle nanométrique et supposée localisée en surface. Deux approches furent
menées pour expliquer ces transitions incomplètes. La première consiste à considérer une
modification locale des propriétés vibrationnelles des centres métalliques en surface me-
nant à une diminution de la température de transition des surfaces. La seconde consiste
à considérer un réseau composé de deux types de centres métalliques, l’un pouvant com-
muter (centre actif) et l’autre non (centre inactif). Ce système se rapproche davantage
des réseaux de coordination à transition de spin qui semblent systématiquement montrer
une fraction résiduelle à l’échelle nanométrique. Les centres inactifs créent des contraintes
de compression importantes dans le cœur de la particule. Ces contraintes de compression
provoquent une augmentation de la température de transition des centres métalliques lo-
calisés dans le cœur mais ne modifient que légèrement la température de transition des
centres métalliques localisés en surface. Les deux situations mènent à des transitions en
deux étapes : une transition de la surface à basse température, puis une transition du
cœur à plus haute température. Expérimentalement, la transition de la surface ne serait
pas accessible à cause des effets de trempe.
Dans le but d’étudier les propriétés élastiques avec la réduction de la taille, la densité
d’états vibrationnels du fer fut déterminée par diffusion nucléaire inélastique. Le chapitre
III fait donc l’objet de l’étude expérimentale de la dynamique du réseau d’un réseau de
coordination à transition de spin de la famille des clathrates de Hofmann tandis que le
chapitre IV se concentre sur l’étude théorique/numérique de la dynamique du réseau d’un
réseau cubique à motif octaédrique dans l’objectif de discuter des résultats expérimentaux.
La vitesse du son de Debye fut extraite de la partie basse fréquence de la densité
d’états vibrationnels. Celle-ci permet l’estimation des modules d’Young pour les plus
grandes particules. Malgré la présence d’une fraction résiduelle HS, une augmentation de
la vitesse du son de Debye dans les deux états de spin est observée, en bon accord avec
les résultats issus de la spectroscopie Mössbauer. En plus d’avoir accès à la vitesse du
son, la connaissance de la densité d’états vibrationnels nous renseigne sur l’ensemble de la
dynamique du réseau. La partie optique semble indiquer que l’environnement immédiat du
centre de fer reste identique avec la réduction de la taille malgré un changement de forme
de la particule tandis que la partie acoustique montre de nouveaux modes acoustiques qu’il
est possible d’associer avec des modes de respiration ou de surface. Cette technique permet
également de sonder les effets de matrice, montrant de nouveaux modes acoustiques et
une transition plus complète lorsque les particules sont situées dans des pores de chitosan
plutôt qu’au sein d’une matrice d’AOT. Tandis que dans la matrice d’AOT, les particules
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de 3.8 nm ne présentent pas de cycle d’hystérésis, au sein des pores de chitosan, un effet
mémoire est observé. Cette différence de propriété est accompagnée par un écart plus
important entre les vitesses du son de Debye des deux états de spin dans le cas de la
matrice de chitosan.
Il faut cependant rester prudent car les paramètres tels que la vitesse du son de Debye
ou les modules élastiques sont des grandeurs macroscopiques définies dans le cadre de la
mécanique des milieux continus ou de la limite thermodynamique. Bien que la vitesse du
son de Debye continue d’être une grandeur représentative de la partie basse fréquence, elle
n’a probablement plus le sens d’une vitesse de propagation d’une onde sonore. L’augmen-
tation de ce paramètre peut avoir plusieurs origines. Il peut s’agir d’un effet d’interface
à travers des contraintes de compression ayant tendance à provoquer une augmentation
des fréquences de l’ensemble des modes de vibration. Il peut également s’agir d’un effet
de quantification dont la conséquence est l’apparition d’un GAP acoustique lorsque l’on
s’éloigne de la limite thermodynamique. Ce GAP, dissimulé par la distribution de taille
et de formes des objets, pourrait biaiser le calcul de la vitesse du son. Finalement, les si-
mulations montrent qu’un effet de confinement mène à une diminution des fréquences des
modes optiques. Expérimentalement, il est possible d’observer une très légère diminution
des modes optiques. Malheureusement, le ramollissement observé se situe approximative-
ment dans l’erreur expérimentale sur l’énergie et il n’est donc pas possible d’en tirer des
conclusions.
Finalement, bien que permettant une meilleure compréhension de la dynamique du
réseau dans les réseaux de coordination à transition de spin, ces études ouvrent de nom-
breuses questions et perspectives. Le suivi des modes de vibration avec la taille, la forme
et l’environnement pourrait fournir de précieux renseignements sur les contraintes à l’in-
terface et sur le confinement des phonons permettant de mieux comprendre leur rôle dans
le phénomène de transition de spin à l’échelle nanométrique. A terme la détermination du
diagramme de bandes vibrationnelles représentent un enjeu important. En effet, puisque
ces matériaux sont des isolants, les propriétés de conduction thermique sont gouvernées
par les phonons. La détermination des propriétés vibrationnelles permettrait également
de comprendre les processus d’échange thermique entre les particules et leur environne-
ment. La diffusion nucléaire inélastique est également une technique idéale pour l’étude
d’objets originaux tels que des particules cœurs-coquilles où il serait possible d’obtenir la
densité d’états vibrationnels soit de la coquille soit du cœur et ainsi d’avoir une meilleur
compréhension du couplage mécanique entre les deux.
De manière générale, une étude expérimentale systématique de la dynamique du réseau
de différents composés (complexes moléculaires, réseaux de coordination 1D, 2D et 3D)
pour différentes formes d’objets à l’aide de la diffusion nucléaire inélastique et d’autres
techniques (diffusion inélastique des neutron, diffusion inélastique des rayons X, diffusion
Raman) permettraient la détermination du diagramme de bande du matériau massif ainsi
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que l’identification des mécanismes clés expliquant les origines de la bistabilité et des
fractions résiduelles observées à l’échelle nanométrique. Bien que cette thèse se focalise sur
les composés à transition de spin et plus particulièrement sur les réseaux de coordination
à transition de spin, une grande partie des résultats issues du chapitre II peuvent être
étendus à d’autres transitions de phase gouvernées par un fort couplage électron-phonon
tandis que les résultats du chapitre IV s’étendent également aux composés disposant d’une
structure cristallographique proche.
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Dans l’approximation harmonique et loin de la température de transition, la densité
d’états vibrationnels (DOS) ne devrait pas dépendre de la température. La figure A.1(a)
montre la DOS des nanoparticules de 51 nm dans une matrice d’AOT pour différentes
températures. Les DOS à 50 et 310 K ont été obtenues lors d’une première session de
synchrotron. Les DOS à 100, 150 et 300 K ont été obtenues, dix mois plus tard, lors
d’une seconde session. Il est possible d’observer de légers changements entre les spectres
à 50, 100 et 150 K qui correspondent à la phase à basse température (BT). De la même
manière, les spectres de la phase à haute température (HT) à 300 et 310 K présentent de
subtiles différences.
HTBT
150 K
100 K
  50 K
300 K
310 K
Phase HT 
Phase BT 
Figure A.1 – (a) Densités d’états vibrationnels partielles de l’échantillon 50@AOT
à 50 K (bleu), 100 K (vert), 150 K (rouge), 300 K (cyan) and 310 K (magenta). (b)
Constante des forces moyennes 〈C〉 en fonction de la température. La ligne en pointillé
rouge correspond à la température de transition de l’échantillon.
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Ces différences sont d’autant plus visibles lorsque l’on s’intéresse à la constante des
forces moyenne (voir figure A(b)). Dans la phase haute température, les constantes des
forces sont en bon accords aux incertitudes près. En revanche, dans la phase basse tem-
pérature, il est possible d’observer une diminution de la constante des forces (de 50 à 100
K). Les mesures issues de la seconde session (100 et 150 K) restent en bon accords aux
incertitudes près.
Cette diminution peut avoir plusieurs origines. D’abords, il pourrait s’agir d’effets an-
harmoniques 1. Cela semble peu probable du fait que l’échantillon présente un coefficient
de dilatation thermique quasi-nul[194]. Par ailleurs, l’effet devrait être observé entre la
constante des forces moyenne à 100 et 150 K. Ensuite, il se peut que quelques centres
métalliques aient transité vers l’état HS. Cela ne serait pas surprenant car il est possible
d’observer dans un certain nombre d’études en taille expérimentale, la présence d’une
fraction résiduelle HS qui décroit lentement avec la réduction de la température (voir les
références [92, 94]). C’est l’hypothèse qui sera privilégiée ici. Une autre hypothèse est une
incertitude systématique différentes entre les deux sessions. En effet, il est possible d’ob-
server un décalage de la constante des forces moyennes entre les deux sessions. Les valeurs
de la constante des forces de la première session (50 et 310 K) sont systématiquement plus
élevées que celles de la seconde session. Cette observation peut également s’expliquer par
une évolution de l’échantillon entre les deux mesures (à 10 mois d’intervalles). Cependant,
si c’est le cas, le changement de propriétés de l’échantillon reste faible et ne porte pas à
conséquence sur les grandeurs extraites.
Nous pouvons donc conclure que même s’il y a de subtils changements de la densité
d’états vibrationnels avec la température, nous ne nous attendons pas à ce qu’ils impactent
les résultats de manière significative. Par conséquent, cela valide la détermination des
quantités thermodynamiques par extrapolation des densités d’états vibrationnels à la
même température.
1. La constante des forces moyenne est généralement utilisée pour révéler les effets anharmoniques des
vibrations du réseau.
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Par simplicité, les potentiels angulaires sont définis comme :
Vangle = Cijk (1− cos (θijk − θ0)) (B.1)
où Cijk est la raideur, θijk l’angle entre les atomes d’indice i, j et k et θ0, l’angle d’équi-
libre. Dans le cas des petites oscillations autour de l’angle d’équilibre, on se ramène à un
potentiel harmonique :
Vangle ≈ 1
2
Cijk (θijk − θ0)2 (B.2)
Dans les simulations effectuées, nous avons θ0 = π. Par conséquent, l’équation B.1 peut
être réécrite de la manière suivante :
Vangle = Cijk (1 + cos θijk) (B.3)
avec
cos θijk =
rji · rjk
‖rji‖‖rjk‖ (B.4)
où rji = ri − rj. Par ailleurs, l’équilibre des forces nous donne :
Fj = − (Fi + Fk) (B.5)
La composante x de la force agissant sur l’atome i est :
Fxjk→i =−
∂Vijk
∂xi
ex
=− Cijk‖rji‖
(
xjk
‖rjk‖ −
rji · rjk
‖rji‖‖rjk‖
xji
‖rji‖
)
ex
=− Cijk‖rji‖
(
xjk
‖rjk‖ − cos θijk
xji
‖rji‖
)
ex
(B.6)
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De manière identique, la composante x de la force agissant sur l’atome j et k peut être
déduite : 

Fxjk→i =−
Cijk
‖rji‖
(
xjk
‖rjk‖ − cos θijk
xji
‖rji‖
)
ex
Fxji→k =−
Cijk
‖rjk‖
(
xji
‖rji‖ − cos θijk
xjk
‖rjk‖
)
ex
Fxik→j =−
(
Fxjk→i + F
x
ji→k
)
(B.7)
De manière analogue, il est possible de déduire les composantes sur y et sur z.
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C.1 Thermostat de Nosé
C.1.1 Hamiltonien et changement de variable
Pour passer d’un ensemble microcanonique (NVE) à un ensemble canonique (NVT),
Nosé introduit un degré de liberté additionnel qui agit comme un système extérieur sur
le système physique composé des N particules. Il postule alors l’Hamiltonien suivant :
H =∑
i
p2i
2mis2
+ Φ(q) +
p2s
2Q
+ gkBT ln s (C.1)
Les deux premiers termes correspondent au système à N particules tandis que les deux
derniers correspondent au bain thermique désigné par la coordonnée sans dimension s et
son moment conjugué ps. Q se comporte comme une masse pour le déplacement s et g
est un paramètre constant.
Nous allons voir qu’à partir de cette Hamiltonien, il est possible de décrire un sys-
tème couplé à un bain thermique. Pour cela, il faut considérer le changement de variable
suivant :
q′i = qi (C.2)
p′i = pi/s (C.3)
dt′ = dt/s (C.4)
Les variables qi, pi et dt correspondent au système de N particules désigné par l’Ha-
miltonien non physique C.1 dans l’ensemble microcanonique et seront appelées variables
virtuelles tandis que les variables q′i, p
′
i et dt
′ correspondent à un système de N particules
en contact avec un thermostat et seront appelées variables réelles.
Il est important de noter que pour passer du temps virtuel au temps réel, il est néces-
saire de normaliser le temps virtuel par s qui est une variable dépendante du temps. En
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d’autres mots, le pas de temps réel dt′ n’est pas constant avec le temps.
C.1.2 Fonction de distribution canonique
Dans l’ensemble microcanonique, la fonction de distribution s’écrit ρ = δ(H − E).
Pour simplifier les notations, nous définissons, dp = dp1dp2...dpN , dq = dq1dq2...dqN ,
H0 = ∑
i
p2i /2mis et H′0 =
∑
i
p′2i /2mi.
La fonction de partition s’écrit :
Z =
1
N !h3N
∫
dps
∫
ds
∫
dp
∫
dqδ(H0 + p2s/2Q+ gkBT ln s− E) (C.5)
En réalisant le changement de variable précédent, nous obtenons :
Z =
1
N !h3N
∫
dps
∫
dp′
∫
dq′
∫
dss3Nδ(H′0 + p2s/2Q+ gkBT ln s− E) (C.6)
En utilisant la relation δ(f(s)) = δ(s − s0)/∂f
∂s
(s0) où s0 =
exp(− [H′0 + p2s/2Q− E] /gkBT ) est la racine de l’équation C.1, l’équation C.6 de-
vient :
Z =
1
N !h3N
∫
dps
∫
dp′
∫
dq′
∫
dss3Nδ(s− exp(−
[
H′0 + p2s/2Q− E
]
/gkBT ))
s
gkBT
=
1
N !h3NgkBT
∫
dps
∫
dp′
∫
dq′
∫
dss3N+1δ(s− exp(−
[
H′0 + p2s/2Q− E
]
/gkBT ))
=
1
N !h3NgkBT
∫
dps
∫
dp′
∫
dq′ exp
(
−3N + 1
g
1
kBT
[
H′0 + p2s/2Q− E
])
(C.7)
En posant g = 3N + 1 et β = kBT , nous obtenons :
Z =
e−βE
N !h3N(3N + 1)kBT
∫
dpse
−βp2s/2Q
∫
dp′
∫
dq′e−βH
′
0 (C.8)
Finalement, la fonction de partition du système dans l’ensemble microcanonique est équi-
valente à celle d’un système physique dans l’ensemble canonique à une constante C près :
Z =
C
N !h3N
∫
dp′
∫
dq′e−βH
′
0 (C.9)
avec la fonction de distribution à l’équilibre :
ρ(p′,q′) = exp (−βH′0) (C.10)
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C.2 Thermostat de Nosé-Hoover
Comme nous en avons discuté, l’un des problèmes du thermostat de Nosé est la varia-
tion du pas de temps réel au cours du temps. Hoover résout ce problème en dérivant les
équations du mouvement par rapport au temps réel.
Il est possible de dériver les équations du mouvement de l’Hamiltonien C.1 à l’aide
des équations de Hamilton :
∂q
∂t
=
p
ms2
(C.11)
∂p
∂t
= −∂φ
∂q
= F(q) (C.12)
∂s
∂t
=
ps
Q
(C.13)
∂ps
∂t
=
∑
i
p2i
ms3
− gkBT/s (C.14)
En réécrivant ces équations dans le temps réel dt′ = dt/s, nous obtenons :
∂q
∂t′
=
p
ms
=
p′
m
(C.15)
∂p
∂t′
= s
∂p′
∂t′
= sF(q) (C.16)
∂s
∂t′
= s
ps
Q
(C.17)
∂ps
∂t′
=
∑
i
p2i
ms2
− gkBT (C.18)
La variable s peut être éliminée des équations précédentes en réécrivant l’évolution des
coordonnées en terme de q,
∂q
∂t′
et
∂2q
∂t′2
:
∂2q
∂t′2
=
1
ms
∂p
∂t′
− p
ms
1
s
∂s
∂t′
=
F
m
− ps
Q
∂q
∂t′
=
F
m
− ∂ξ
∂t′
∂q
∂t′
(C.19)
avec :
∂2ξ
∂t′2
=
1
Q
∂ps
∂t′
=
1
Q
∑
i
p2i
ms2
− gkBT = 1
Q
∑
i
p′2i
m
− gkBT (C.20)
Comme nous pouvons le voir, le bain thermique a été pris en compte par l’ajout d’un
terme de friction contrôlé par le coefficient de friction thermodynamique ∂ξ
∂t′
= ps
Q
dont les
variations sont reliées à la différence entre la température du système à N particules et
la température du bain par l’équation C.20.
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En considérant p = m ∂q
∂t′
et g = 3N , il est possible de montrer que la fonction de
distribution prend la forme C.10.
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Résumé
Sous l’influence de stimuli externes (température, irradiation lumineuse etc.), les matériaux
à transition de spin peuvent commuter d’un état bas spin vers un état haut spin de manière
réversible, entraînant une modification importante de leurs propriétés physiques (élastique,
magnétique, optique etc.). De plus, dans les matériaux massifs, la transition de spin est sou-
vent accompagnée d’un effet mémoire (cycle d’hystérésis). Toutes ces propriétés rendent ces
matériaux moléculaires particulièrement attractifs pour des applications dans des dispositifs
nanométriques. Cependant, ces propriétés sont généralement fortement dépendantes de la taille
de l’objet. Cette dépendance peut mener à une perte du cycle d’hystérésis, une modification
de la stabilité des phases et l’observation de transitions incomplètes. Ces phénomènes ont été
étudiés à travers des approches de physique statistique et de thermodynamique mettant en
exergue le rôle important des interfaces. Cette thèse se place dans la continuité de ces tra-
vaux et se focalise sur deux aspects. D’une part, une étude des surfaces et de leur relaxation
à l’aide des modèles de type Ising et «spin-phonon» résolus numériquement (Monte Carlo,
auto-convergence). Il est montré que les phénomènes de surface modifient en profondeur les
propriétés du matériau, que le couplage entre surface et volume est d’autant plus important
à l’approche de la transition et que ces inhomogénéités spatiales peuvent être à l’origine des
transitions incomplètes observées. D’autre part, il est réalisé une étude expérimentale de la
dynamique du réseau à l’aide de la diffusion nucléaire inélastique pour suivre l’évolution des
propriétés élastiques et vibrationnelles avec la réduction de la taille à travers la densité d’états
phononiques. Cette étude expérimentale est complétée par une étude théorique/numérique, à
l’aide des techniques de la matrice dynamique et de la dynamique moléculaire. Les densités
d’états vibrationnels de particules cubiques à motif octaédrique sont ainsi obtenues permettant
d’appréhender les mécanismes de couplages des différents modes de vibration de l’octaèdre de
coordination à l’état solide. Finalement, il est discuté des effets de confinement et de leurs
conséquences sur les grandeurs liées à la dynamique du réseau telles que la vitesse du son.
Mots-clés : Transition de spin, matériaux moléculaires commutables, effets de taille, dyna-
mique du réseau, propriétés vibrationnelles
Abstract
Spin crossover compounds are able to reversibly switch from a low spin to a high spin state
under the application of an external stimulus (temperature, light irradiation, etc.). This transi-
tion is associated with an important modification of the physical properties (elastic, magnetic,
optical properties, etc.). In particular, in the solid state, a memory effect (hysteresis loop) can
occur. All these features are particularly attractive for applications in nano-devices. However,
these properties are largely dependent on the object size. This size dependence can lead to a loss
of the hysteresis loop, a modification of the phase stability and to incomplete transition. These
phenomena have been studied through statistical and thermodynamical approaches highligh-
ting the important role of interfaces. This thesis is focused on two points. First, a study of the
surfaces through the spatial relaxation is performed by numerically solving (Monte Carlo simu-
lations and auto-convergence techniques) Ising-like and «spin-phonon» models. The analysis
of the surface correlation length (surface thickness), revealed that the surface-volume coupling
increases when getting closer to the transition temperature and that the spatial inhomogeneity
can lead to incomplete transitions. On the other hand, an experimental study of the lattice
dynamics is also performed. The density of phonon states is extracted from nuclear inelas-
tic scattering in order to follow the size evolution of the vibrational and elastic properties.
This experimental study is completed by the theoretical investigation (molecular dynamics
simulations, dynamical matrix method) of the densities of vibrational states of cubic particles
with an octahedral pattern allowing a better understanding of the coupling mechanisms of
the different vibrational modes of the coordination octahedron in the solid state. Finally, the
confinement effects and their consequences on the lattice dynamical parameters are discussed.
Keywords : Spin transition, switchable molecular materials, size effect, lattice dynamics,
vibrational properties
