Abstract. Traditionally, the existence of a generalized inverse of a matrix A is derived in an indirect way from the matrix equation AXA = A. We reach this result in a direct and constructive manner, based on spectral decomposition. Moreover, some new results on its characterization and on representation of the entire set of generalized inverses are given. Usefulness of these results is demonstrated in examples.
Introduction
The essence of a generalized inverse, say G, of a matrix A was expressed in 1955 in Rao [5] by the words "that x = Gy provides a solution of the equation Ax = y for any y, such that Ax = y is consistent". The problem of existing, characterizing and representation of generalized inverses was considered in a great number of papers and several books, among others in Rao & Mitra [6] , Pringle & Rayner [4] , Campbell & Meyer [3] , Ben-Israel & Greville [2] and Bapat [1] . In all these books the existence of a generalized inverse is derived indirectly, via condition AGA = A.
We reach this result in a direct and constructive manner, by using spectral decomposition. Moreover, some new results on its characterization and on representation of the entire class of all generalized inverses are given.
For simplicity, all vectors and matrices in this paper are defined over real field and traditional vector-matrix notation is used. Among others, if A is a matrix, then the symbols A T , R(A), N (A), r(A) and P A stands for its transposition, range, null space, rank, and the orthogonal projector onto R(A) with the usual inner product. Moreover, by R n is denoted the n-dimensional real Euclidean space, represented by column vectors.
Existing and computing
For a given but arbitrary matrix A of order m × n consider the class of all consistent equations of type Ax = b. A matrix G of order n × m is said to be a generalized inverse of A if x =Gb provides a solution of each of these equations. In the other words, G is a generalized inverse of A, if Gb is a solution of Ax = b for each b ∈ R(A). We shall convince ourself that this definition is not empty for any A.
Let us start from an auxiliary result, which reduces the problem of generalized inverse from arbitrary A to a symmetric nonnegative definite matrix. 
. By the assumption b ∈ R(A), we get b =Ac for some c. Thus (ii) reduces to A T Ax = A T Ac and its general solution is x = c + x 0 , where
. Therefore x is a solution of (i). . Thus (ii) has a solution
Now we shall show that for any A, the set of its generalized inverses, say G(A), is not empty. In fact we shall construct a generalized inverse of A.
λ i w i w T i be the spectral decomposition of A T A, where w 1 ,. . . ,w r are the eigenvectors corresponding to the positive eigenvalues λ 1 , .., λ r . Let us introduce matrix
Theorem 3 (Construction of a generalized inverse). The matrix
where B A is defined by (2.1) , is a generalized inverse of A. 2) .
A generalized inverse G of A is said to be 
Theorem 3 is simple but important. It gives the formula for the MoorePenrose inverse A + in terms of the spectral decomposition of the matrix A T A and does not need frequently used singular value decomposition (SVD).
It is well known that if a matrix A of order m × n is of full column rank, i.e. when r(A) = n, then A + = (A T A) −1 A T . We note that Theorem 3 generalizes this formula. Namely, A + = (A T A) + A T (cf. [2] , p. 49).
Characterizing and representation
Some well known results on characterization of a generalized inverse (see, e.g. [6] 
where G 0 is a fixed but arbitrary generalized inverse of A, while U , V and W are arbitrary matrices of respective dimension. We shall complete this result by a simpler condition.
By Theorem 4 we only need to solve the matrix equation A(G 0 + X)A = A, where G 0 is arbitrary generalized inverse of A. In this way we get the following theorem. In order to illustrate the above theorems we shall present some examples. 
Examples
In consequence, 
