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1. Introduction
Let β > 1 be a real number, and denote by Tβ the β-transformation on the unit interval [0,1) via
Tβ(x) = βx− [βx],
where [x] stands for the integer part of x. Then every x ∈ [0,1) can be written as
x =
∞∑
n=1
εn(x)β
−n, where ε1(x) = [βx] and εn(x) = ε1
(
Tn−1β (x)
)
, ∀n 2. (1.1)
The representation (1.1) is called the β-expansion of x, which was introduced by Rényi [33]. In [33], he proved that there
exists a unique invariant measure μβ equivalent to the Lebesgue measure when β is not an integer, while it was known
that the Lebesgue measure is Tβ -invariant when β is an integer. Later, Gel’fond [17] and Parry [29] independently found
the density formula for this invariant measure μβ with respect to the Lebesgue measure; such μβ is usually called the Parry
measure. With respect to μβ , the β-transformation is ergodic and strongly mixing (see Rényi [33] and Philipp [32]).
When β is an integer, put A = {0,1, . . . , β−1}, otherwise, put A = {0,1, . . . , [β]}. Let (AN, σ ) be the symbolic dynamical
system with σ the shift transformation on AN , and d the discrete metric on AN with
d
(
ω,ω′
)= β− inf{n0: ωn+1 =ω′n+1}
for any ω,ω′ ∈ AN . We denote by Dβ the set of the admissible sequences in AN , which consists of the β-expansions of
all x ∈ [0,1). When β is an integer, the closure of Dβ is AN; when β is not an integer, Parry [29] characterized Dβ by
the β-expansion of the number 1. The β-expansion of 1, denoted by ε(1, β), can be obtained in the same way as the β-
expansion of a number in [0,1). For ﬁxed β , let ε(x, β) = (ε1(x), ε2(x), . . .) be the β-expansion of the number x ∈ [0,1).
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to be ﬁnite. A real number β for which ε(1, β) is ﬁnite is called a simple Parry number. The set of simple Parry numbers
is countable and dense in the (1,∞) [29]. In the ﬁnite case, i.e., ε(1, β) = (ε1(1), . . . , εn(1),0∞) with εn(1) = 0 for some
n  1, we deﬁne ε∗(1, β) = (ε1(1), ε2(1), . . . , εn−1(1), (εn(1) − 1))∞ to be the inﬁnite expansion of 1. We denote by <lex
the lexicographical order on AN . Suppose ω,ω′ ∈ AN , then ω <lex ω′ means that there exists n 1 such that ωn < ω′n and
ω j = ω′j for all j < n. And ω lex ω′ means that ω <lex ω′ or ω = ω′ . In this lexicographical order, the sequence ε(1, β) is
strictly increasing with β: ε∗(1, β ′) <lex ε(1, β ′) <lex ε∗(1, β) <lex ε(1, β) if 1 < β ′ < β . (Note that ε∗(1, β) = ε(1, β) when
ε(1, β) is inﬁnite.)
In the rest of this paper, when we refer to the inﬁnite expansion of the number 1, if there is no ambiguity, we will still
write ε(1, β) instead of ε∗(1, β) for the ﬁnite case for the sake of simplicity.
Theorem 1.1. (See [29].) Let β > 1 be a real number and ε(1, β) the inﬁnite expansion of the number 1. Then ω ∈ Dβ if and only if
σ k(ω) <lex ε(1, β) for all k 0.
Let Sβ be the closure of the set Dβ . Then (Sβ,σ |Sβ ) is a subshift of (AN, σ ), where σ |Sβ is the restriction of σ to Sβ . It
is well known that both of the topological entropies of Tβ and σ |Sβ are logβ (see Rényi [33], Ito and Takahashi [20]). Also,
the measure-theoretical entropy of the Parry measure μβ is logβ , and μβ is the unique measure of maximal entropy (see
Hofbauer [16], Dajani and Kraaikamp [8]). From Theorem 1.1, we can obtain the following characterization of Sβ .
Corollary 1.2. Let β > 1 be a real number and ε(1, β) the inﬁnite expansion of the number 1. Then
Sβ =
{
ω ∈ AN: σ kωlex ε(1, β) for all k 0
}
.
Deﬁne a function ϕβ from Sβ to [0,1] by the following
ϕβ(ω) =
∞∑
i=1
ωi
β i
, where ω = (ω1,ω2, . . . ,ωi, . . .) ∈ Sβ . (1.2)
The function ϕβ is one-to-one except at countable many points where the β-expansions are ﬁnite, and the restriction of ϕβ
to which is two-to-one. It is easy to verify that ϕβ is continuous and ϕβ ◦ σ = Tβ ◦ ϕβ .
Blanchard [3] gave a classiﬁcation for all numbers β > 1 according to the topological properties of ε(1, β), and all of
the corresponding classes of Sβ were also described. Later, Schmeling [35] calculated the Lebesgue measures and Hausdorff
dimensions of all classes studied by Blanchard. For every n 0, deﬁne ln by
ln = sup
{
k 0: εn+ j(1, β) = 0 for all 1 j  k
}
. (1.3)
The quantity ln measures the length of the string of 0’s following εn . In [23], Li and Wu gave another classiﬁcation by means
of ln . Let
A0 =
{
β ∈ (1,+∞): limsup
n→∞
ln < ∞, i.e., {ln} is bounded
}
,
A1 =
{
β ∈ (1,+∞): limsup
n→∞
ln
n
= 0 and {ln} is not bounded
}
,
A2 =
{
β ∈ (1,+∞): limsup
n→∞
ln
n
= 0
}
.
The sets A0, A1, A2 constitute a classiﬁcation of numbers β > 1. Any β for which Sβ is a subshift of ﬁnite type is contained
in A0. Moreover, β ∈ A0 if and only if Sβ satisﬁes the speciﬁcation property. Parry [29] showed that Sβ is of ﬁnite type if
and only if β is a simple Parry number. The set A0 has zero Lebesgue measure and full Hausdorff dimension (see also [35]).
Denote by Lβ the set of all admissible words, i.e., the language of Dβ . For any admissible word ε1ε2 · · ·εn , put
I(ε1, ε2, . . . , εn) =
{
x ∈ [0,1): ε1(x) = ε1, ε2(x) = ε2, . . . , εn(x) = εn
}
,
and call it an n-th cylinder. Any n-th cylinder is an interval and its length is less than or equal to β−n . In [23], Li and Wu
also characterized classes A0, A1, and A2 by the sizes of cylinders I(ε1, . . . , εn). In the following, we denote by | · | the
length of an interval.
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(i) β ∈ A0 if and only if there exists a constant C such that for all x ∈ [0,1) and n 1,
C
1
βn

∣∣I(ε1(x), . . . , εn(x))∣∣ 1
βn
.
(ii) β ∈ A0 ∪ A1 if and only if for all x ∈ [0,1),
lim
n→∞−
log |I(ε1(x), ε2(x), . . . , εn(x))|
n
= logβ.
2. Main results
The systems ([0,1), Tβ) are examples of piecewise continuous monotone 1-dimensional expanding dynamical systems.
We want to study the behavior of the orbit of points in [0,1) under Tβ . Let
Bβ =
{
x ∈ [0,1): the orbit of x under Tβ is dense in [0,1]
}
.
In 1994, Luzeaux [24] obtained the following result about the set Bβ and its complementary set Bcβ when β is an integer.
Theorem 2.1. (See [24].) Let β  2 be an integer. Then:
(i) Bβ and Bcβ are uncountable.
(ii) Bβ and Bcβ are dense in [0,1].
(iii) Bβ has Lebesgue measure 1 (and of course Bcβ has Lebesgue measure 0).
(iv) Bcβ is of the ﬁrst category in [0,1] (and of course Bβ is of the second category).
We generalize in this paper the above theorem to any β > 1 and obtain a further dimensional result about Bcβ .
Theorem 2.2. Let β > 1 be any real number. Then:
(i) Bβ and Bcβ are uncountable.
(ii) Bβ and Bcβ are dense in [0,1].
(iii) Bβ is of full Lebesgue measure in [0,1].
(iv) Bcβ is of the ﬁrst category in [0,1].
(v) Bcβ is of full Hausdorff dimension.
As in the integer β case, the theorem above indicates that the set Bβ of points with dense orbits under the β-
transformation is of the second category, and that its complement Bcβ has zero Lebesgue measure. Because B
c
β has full
Hausdorff dimension and the 1-dimensional Hausdorff measure coincides (up to a constant multiple) with the 1-dimensional
Lebesgue measure, the 1-dimensional Hausdorff measure of Bcβ is also zero.
In [39], Urban´ski proved that the set of points with non-dense orbit under a C2 expanding endomorphism of a Rieman-
nian manifold has full Hausdorff dimension (see also [9,21,38]). Tseng [38] corrected a minor gap in the proof of the above
result of [39] and obtained a result that the set of points whose forward orbit closures miss a given point is a winning set
in the sense of Schmidt game. This strengthened the result of Urban´ski since the sets in R which are α-winning for some
α > 0 have full Hausdorff dimension. Färm [13] proved that for any x ∈ [0,1) and 0 < α < 1/4 the set
Gβ(x) =
{
y ∈ [0,1): x /∈
∞⋃
n=0
Tnβ y
}
is α-winning when β ∈ (1,2) with Sβ being a subshift of ﬁnite type (see also [6]). Notice that in a very recent paper [14]
Färm et al. extended this result to any β > 1 and 0 < α < 1/64 by using a modiﬁed Schmidt game. Their this new result
implies our Theorem 2.2 (v). That is, the set of points with non-dense orbits under Tβ is of full Hausdorff dimension for
any β > 1, including the cases of Sβ being of ﬁnite or inﬁnite types. Nonetheless, we give in this paper a different and
more direct proof of Theorem 2.2 (v). One of the key ingredients in [13,14,38,39] is the existence of Markov partitions. For
β-shift, Tβ has Markov partitions if and only if Sβ is a subshift of ﬁnite type. The set of such β ’s is countable in (1,∞). In
our proof, we only need the existence of the speciﬁcation property.
The β-transformation is not continuous in the interval [0,1). In the theorem below, we show it possesses typical chaotic
properties.
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(i) is chaotic in the sense of Devaney;
(ii) is strictly turbulent;
(iii) has positive topological entropy;
(iv) has a homoclinic point;
(v) is chaotic in the sense of Li–Yorke on the non-wandering set;
(vi) has rapid ﬂuctuations;
(vii) is topologically mixing.
It is for sure that in the theorem above some properties can be derived from others. However, in our proof of the
theorem, we shall approach the desired properties as directly as possible from the elementary properties the expansion
ε(x, β) has. In the following, we recall some deﬁnitions and elaborate the theorem.
Deﬁnition 2.4. Let X be a metric space with metric d. We say that a map f : X → X is chaotic in the sense of Devaney, if
(a) periodic points for f are dense in X ;
(b) f is topologically transitive, i.e., for every pair of non-empty open sets J and K in X , there exists k ∈ N such that
f k( J ) ∩ K = ∅;
(c) f has sensitive dependence on initial conditions, i.e., there exists δ > 0 such that for any x and ε > 0, there exist y and
k satisfying d(x, y) ε and d( f kx, f k y) > δ.
It is now well known that if f is assumed to be continuous, then the conditions (a) and (b) in the deﬁnition imply (c)
(see Banks et al. [1]). Moreover, when X is an interval, condition (b) implies (a) and (c) (see Vellekoop and Berglund [40]).
In case the continuity assumption is released, it is shown in [22] that if X is a pre-compact metric space and is either ﬁnite
or perfect, then one can always ﬁnd a map f : X → X that satisﬁes the ﬁrst two conditions of Devaney’s chaos but not the
third.
For given β > 1, the β-transformation is an example of the so-called Lorenz-type maps. If a Lorenz-type map f : [0,1] →
[0,1] is strongly transitive, namely for any interval J ⊂ [0,1] not containing the discontinuity point there is k > 0 such that⋃k
n=0 f n J ⊃ (0,1), then a result by Malkin [26,27] shows that the set of periodic points is dense in [0,1]. The assertion (i)
of Theorem 2.3 implies that the set
Per(β) = {x ∈ [0,1): ε(x, β) is ultimately periodic}
is dense in [0,1] for every β > 1. Schmidt [36] showed that Q∩ [0,1] ⊂ Per(β) only if β is a Pisot or Salem number. When
2 β ∈N, it is not diﬃcult to see that Q∩ [0,1] = Per(β).
It is shown in [10] that if a (not necessarily continuous) map f from a topological space X into itself has a dense
orbit, then it is topologically transitive provided no non-empty open subset K has a ﬁnite subset dense in K . In the other
direction, if a continuous map f of a complete metric space X with a countable basis is topologically transitive, then the
Birkhoff Transitivity Theorem (see e.g. [34]) tells that there is a residual subset of X such that the orbit of any point in the
subset is dense in X . On the other hand, if X is a Baire separable metric space and f : X → X is a topologically transitive
map with only one point of discontinuity in X , then there also exists a dense subset of X such that the orbit of every point
from the subset is dense in X [31]. An example was constructed in [31] to manifest that there is a topologically transitive
map of the interval [0,2] having two points of discontinuity without a dense orbit.
We call f strictly turbulent [19], if there exist two compact subsets J and K of X with J ∩ K = ∅ and a positive integer
k such that
f k( J ) ∩ f k(K ) ⊃ J ∪ K .
A point x is said to be a homoclinic point of f if there is a periodic point p = x of f such that x ∈ Wu(p) and f m(x) = p for
some positive integer m. In the case that X is an interval I and f is a non-invertible map, the unstable manifold W u(p) of a
periodic point p can be characterized as follows: x ∈ Wu(p) if for every neighborhood V of p, we have x ∈ f n(V ) for some
n  0. Furthermore, if the total variation of f n on the interval I grows exponentially with respect to n as n → ∞, we say
that f has rapid ﬂuctuation on I .
Deﬁnition 2.5. Let X be a metric space with metric d. For two points a,b ∈ X , (a,b) is a scrambled pair for the map
f : X → X if
limsup
n→∞
d
(
f n(a), f n(b)
)
> 0 and lim inf
n→∞ d
(
f n(a), f n(b)
)= 0.
A subset S ⊂ X , containing at least two points, is a scrambled set of f if for any a,b ∈ X , a = b, (a,b) is a scrambled pair
for f . If a scrambled set S for f is uncountable, we say that f is chaotic in the sense of Li–Yorke.
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of Devaney is stronger than that in the sense of Li–Yorke. See also [25] for the same statement when X is a complete
metric space without isolated points. Hence, if f is a continuous map from [0,1] into itself, then property (i) implies (v)
in Theorem 2.3. Moreover, for such a map f , as pointed out in [19], properties (ii)–(v) are equivalent. If, in addition, f is
piecewise monotone, then (ii)–(vi) are all equivalent.
Our idea of proof for Theorem 2.3 (v) is mainly based on a result due to Blanchard et al. [4], which states the following:
Let (X, f ) be a topological dynamical system, with X a compact metric space and f a surjective continuous map from X to
itself. If (X, f ) has positive topological entropy, then (X, f ) is Li–Yorke chaotic. We shall prove that the Li–Yorke chaoticity
is preserved under the map ϕβ .
A map f from a topological space X into itself is called topologically mixing if for any two non-empty open sets J and K
in X , there exists k ∈N such that f n( J )∩ K = ∅ for every n > k. Clearly, a map is topologically transitive if it is topologically
mixing. Thus, Theorem 2.3 (vii) implies the condition (b) in the deﬁnition of Devaney chaos. It is also clear that the strongly
mixing invariant measure μβ implies Tβ is topologically mixing: for any open sets J , K ⊂ [0,1) and suﬃciently large k, we
have μβ(T
−k
β ( J ) ∩ K ) is positive, thence the intersection is non-empty.
Blokh [5] proved that every continuous map on [0,1] has the speciﬁcation property if and only if it is topologically
mixing. The map Tβ has discontinuity at ﬁnite points. Buzzi [7] showed that every Tβ is topologically mixing, however, not
every Tβ has the speciﬁcation property. Moreover, the set S of β > 1 such that the map Tβ has the speciﬁcation property
is dense, but has Lebesgue measure zero. From [35], we know the set S is meager and is of full Hausdorff dimension
(see also [2,3]). Pﬁster and Sullivan [30] proved that every Tβ has approximate product property and obtained a large
deviation estimate for this dynamical system. Thompson [37] showed that every Tβ has almost speciﬁcation property and
calculated the Hausdorff dimension of the irregular sets for Birkhoff average. In this paper, we give a direct approach for
Theorem 2.3 (vii).
Theorem 2.3 has a counterpart in the sequence space AN . Because the cylinders form a basis for the topology of AN , in
view of Lemma 3.7 we conclude that the system (Sβ,σ |Sβ ) is topologically mixing, thus topologically transitive. Because a
point, say ε(x, β) with x ∈ Bβ , whose orbit is dense in Sβ must be non-periodic and recurrent under the shift σ , then by Fu
et al. [15], the shift σ restricted to the orbit closure cl{σ n(ε(x, β))} = Sβ , which is a Cantor set, has sensitive dependence
on initial conditions. In our proof of Theorem 2.3 (i), we simultaneously prove the sets of periodic points for Tβ and σ |Sβ
are dense in [0,1] and Sβ , respectively. Hence, we conclude (Sβ,σ |Sβ ) is chaotic in the sense of Devaney. Our proof of
Theorem 2.3 (ii) and (iv) also indicates that (Sβ,σ |Sβ ) is turbulent and has a homoclinic point. With regard to the Li–Yorke
chaos, since Sβ contains a ﬁxed point of the shift map, by [15] there is a dense invariant scrambled set in Sβ . For each
n ∈ N, Lemma 3.7 indicates that σ n|Sβ is topologically transitive. Therefore, a result of [18] says that (Sβ,σ |Sβ ) admits
a dense uncountable scrambled set. Moreover, according to [4,25], it also admits a scrambled set which is formed by a
countable union of Cantor sets.
3. Proof of theorems
Let us introduce some notation ﬁrst. Let I(ε1, ε2, . . . , εn) be an n-th cylinder. It is called a full interval of rank n for Tβ if
Tnβ(I(ε1, ε2, . . . , εn)) = [0,1). For any u ∈ Lβ , denote by |u| the length of the word u and by I(u) the |u|-th cylinder whose
β-expansions begin with u. For ω ∈ AN , ω|n denotes the ﬁrst truncation of the sequence ω with the length n, that is,
ω|n = ω1 · · ·ωn .
Lemma 3.1. Let β > 1 be a real number. Let ω ∈ Dβ and ε(x, β) = ω. Then x ∈ Bcβ if and only if there exists some word u ∈ Lβ which
does not appear in ω.
Proof. On the one hand, if there exists u ∈ Lβ such that u does not appear in ω, let y be the middle point of the interval
I(u), then |y− Tnβ(x)| |I(u)|/2 for any n 1. Thus x /∈ Bβ by the deﬁnition of the set Bβ . On the other hand, if every u ∈ Lβ
appears in ω, then for any y ∈ [0,1] and n 1, the word ε1(y)ε2(y) · · ·εn(y) will appear in ω. We have |y − Tmβ (x)| β−n
for some m. Thus x ∈ Bβ . 
Lemma 3.2. Let β > 1 be a real number, deﬁne
nβ = min
{
n 0: the word 10n1 is admissible
}
, (3.4)
where 0n denotes the word consisting of n number of consecutive zeros 00 · · ·0︸ ︷︷ ︸
n
. Then nβ < ∞. Moreover,
(i) nβ is decreasing with β;
(ii) nβ =
{
0 if β > β1 =
√
5+1
2 ,
n if βn+1 < β  βn, n 1,
where βn is the unique solution, larger than 1, of the equation βn+1 − βn − 1 = 0;
(iii) limβ→1+ nβ = ∞.
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then nβ  1+min{ j  0: ε j+2(1) = 0} < ∞ by Theorem 1.1 and the inﬁnity of the sequence ε(1, β).
(i) Since ε(1, β) is increasing with β , we obtain (i) by the deﬁnition of nβ and Theorem 1.1.
(ii) We know that nβ = 0 whenever β  2. For
√
5+1
2 < β < 2, we know ε(1,
√
5+1
2 ) = (10)∞ <lex 110∞ , then 110∞ <lex
ε(1, β) since ε(1, β) is strictly increasing with β . Therefore, ε1(1) = 1, ε2(1) = 1 and εm(1) = 1 for some m > 2. Thus
11 ∈ Lβ by Theorem 1.1. That is, nβ = 0. For βn+1 < β  βn , we know that the equation βn+1 − βn − 1 = 0 has a
unique solution greater than 1, and ε(1, βn) = (10n−10)∞ <lex 10n−110∞ . Then 10n10∞ <lex ε(1, β) lex (10n−10)∞ . So
ε(1, β)|n+m+3 = 10n10m1 for some m 0. Therefore 10n1 ∈ Lβ , which implies nβ  n. Note that nβ  nβn = n, then nβ = n.
(iii) Combining (ii) and the decreasing property of βn with n, we obtain (iii). 
Proof of Theorem 2.2. Our proofs of (i) and (iv) are inspired by [24]. We leave the proof of (v) later.
(i) We know that the set Bβ is uncountable from (iii). Deﬁne a function f : [0,1) → [0,1) as the following: for any
x ∈ [0,1), form ω by replacing the word 1 in ε(x, β) by the word 100, and let f (x) = ϕβ(ω), where ϕβ is the function
deﬁned by (1.2). More precisely, any x has an expansion of the form ε(x, β) = 0i110nβ+i210nβ+i31 · · · with ik  0 for all k 1,
then ε( f (x), β) = 0i110nβ+i2+210nβ+i3+21 · · · , where nβ is the number deﬁned by (3.4). It is clear that ε( f (x), β) ∈ Dβ . By
the deﬁnition of nβ , we know that the word 10nβ 1 does not appear in the β-expansion of any element of f ([0,1)). Thus
f ([0,1)) ⊂ Bcβ by Lemma 3.1. We claim that f is one-to-one. In fact, if x, y ∈ [0,1) and f (x) = f (y) = z, then x and y
are from z by replacing the word 100 in ε(z, β) using 1 by the deﬁnition of f . Thus x = y. So we know that f ([0,1)) is
uncountable since [0,1) is uncountable. Therefore, Bcβ is uncountable.
(ii) Since, by (iii), the set Bβ has full Lebesgue measure, we know that Bβ is dense in [0,1]. It is left to prove that Bcβ is
dense in [0,1], which can be obtained by the facts that
F = {x ∈ [0,1): ε(x, β) is ﬁnite}⊂ Bcβ
by Lemma 3.1, and that the set F is dense in [0,1].
(iii) In view of Lemma 3.1, we know
Bcβ =
⋃
u∈Lβ
{
x ∈ [0,1): u does not appear in ε(x, β)} := ⋃
u∈Lβ
Eu .
Because the cardinality of Lβ is countable, we just need to prove L(Eu) = 0, where L is the Lebesgue measure. The fact that
Tβ is ergodic with respect to the Parry measure μβ is equivalent to that μβ(
⋃
n0 T
−n
β (E)) = 1 for any subset E ⊂ [0,1)
of positive measure. Since μβ(I(u)) > 0, we have μβ(
⋃
n0 T
−n
β (I(u))) = 1. Because
⋃
n0 T
−n
β (I(u)) ∩ Eu = ∅, the assertion
μβ(Eu) = 0 follows. Then (iii) holds by the equivalence between the Lebesgue and Parry measures.
(iv) We denote by Dn the set of all admissible words with length n for each n ∈N. Let ε1 · · ·εn ∈ Dn and
S(ε1, . . . , εn) =
{
x ∈ [0,1): the word ε1 · · ·εn does not appear in ε(x, β)
}
.
We know Bcβ =
⋃
n1
⋃
ε1···εn∈Dn S(ε1, . . . , εn) by Lemma 3.1. We are led to prove that S(ε1, . . . , εn) is nowhere dense sinceDn is at most countable. Then we just need to prove that S(ε1, . . . , εn) has no interior since the set S(ε1, . . . , εn) is closed.
In fact, if x is an interior of S(ε1, . . . , εn), then there exists δ > 0 such that
(x− δ, x+ δ) ⊂ S(ε1, . . . , εn). (3.5)
However, the set Bβ is dense in [0,1], then there exists y ∈ (x−δ, x+δ) such that y ∈ Bβ . So ε(y, β) contains any admissible
word by Lemma 3.1, and then y /∈ S(ε1, . . . , εn), which contradicts with (3.5). 
Remark 3.3. In the proof of Theorem 2.2 (iii), we can also use the strongly mixing property, but the proof essentially
is the same as using the ergodicity property: μβ(T
−n
β (I(u)) ∩ Eu) → μβ(I(u)) · μβ(Eu), but T−nβ (I(u)) ∩ Eu = ∅ for all n.
Alternatively, applying the result about the uniform hitting problem in [12] to β-shift dynamical system, one obtains the
following theorem, which implies Theorem 2.2 (iii) directly.
Theorem 3.4. (See [12].) Let τ < 1. For almost all x ∈ [0,1), we have
lim inf
n→∞ n
τ
∣∣Tnβ(x) − y∣∣= 0, ∀y ∈ [0,1].
Let us recall the deﬁnitions of Hausdorff measure and Hausdorff dimension, and a useful mass distribution principle
which will be used later. A ﬁnite or countable collection of subsets {Ui} of R is called a δ-cover of a set E ⊂ R if |Ui | < δ
for all i and E ⊂⋃∞i=1 Ui . Let E be a subset of R and s 0. For all δ > 0, we deﬁne
Hsδ(E) = inf
{ ∞∑
|Ui|s: {Ui} is a δ-cover of E
}
.i=1
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Hs(E) = lim
δ→0H
s
δ(E).
There exists a number dimH E , called the Hausdorff dimension of E , such that Hs(E) = ∞ if s < dimH E and Hs(E) = 0 if
s > dimH E . Thus
dimH E = inf
{
s: Hs(E) = 0}= sup{s: Hs(E) = ∞}.
The following mass distribution principle is usually used to estimate a lower bound for the Hausdorff dimension of a set.
We refer to Falconer [11] and Mattila [28] for further properties of Hausdorff dimension.
Theorem 3.5 (Mass distribution principle). Let E ⊂R and μ be a ﬁnite measure with μ(E) > 0. Suppose that there exist s 0, C > 0
and δ > 0 such that
μ(U ) C |U |s (3.6)
for all sets U with |U | δ, where |U | denotes the diameter of the set U . Then
dimH E  s.
Remark 3.6. In (3.6), we can replace the set U by any ball B(x, r) of radius r centered at x with r small enough.
The following lemma from [23] describes a kind of full cylinders, which will be used to prove Lemma 3.8.
Lemma 3.7. (See [23].) Let β > 1 be a real number and ε1ε2 · · ·εn an admissible word. Denote Mn = max1kn{lk}, then for any
m > Mn, the cylinder I(ε1, ε2, . . . , εn,0, . . . ,0︸ ︷︷ ︸
m
) is a full interval of rank n +m and its length equals β−(n+m) .
Let 2m ∈N. Deﬁne
Eβm :=
{
x ∈ [0,1): the word 0m does not appear in ε(x, β)}.
Lemma 3.8. Let β ∈ A0 . Then
dimH E
β
m  sm (3.7)
when m is large enough, where sm = 1− logβ−log(β−1)m logβ . Moreover,
lim
m→∞dimH E
β
m = 1.
Proof. Let M = supn0 ln and m > M + 1. Firstly, we deﬁne a measure μ on the cylinders, then we extend it to all mea-
surable sets of the whole space I := [0,1]. Let μ(I) = 1 and μ(I(ε1)) = |I(ε1)||I| μ(I) = |I(ε1)| for any ε1 ∈ A, where | · |
means the length of an interval. Let ε1 · · ·εn be any word in An . Suppose that μ(I(ε1, . . . , εn)) is well deﬁned, let us deﬁne
μ(I(ε1, . . . , εn, εn+1)) for any εn+1 ∈ A as follows. If μ(I(ε1, . . . , εn)) = 0, then μ(I(ε1, . . . , εn, εn+1)) = 0; otherwise,
μ
(
I(ε1, . . . , εn, εn+1)
)=
⎧⎪⎪⎨
⎪⎪⎩
0 if kn+1 m or kn m,
|I(ε1,...,εn,εn+1)|
|I(ε1,...,εn)| μ(I(ε1, . . . , εn)) if kn+1 <m and kn <m − 1,
|I(ε1,...,εn,εn+1)|
|I(ε1,...,εn)\I(ε1,...,εn,0)|μ(I(ε1, . . . , εn)) if kn+1 <m and kn =m − 1,
in which
kn := max{k 0: εn = εn−1 = · · · = εn−k+1 = 0}.
The ﬁrst case is that the word ε1 · · ·εnεn+1 ends up with 0m . The second case is that any admissible word ε1 · · ·εn
does not end up with 0m−1, and in this case, every (n + 1)-th cylinders contained in I(ε1, . . . , εn) will obtain the mass
from I(ε1, . . . , εn) according to the ratio between its length and |I(ε1, . . . , εn)|. The last case deals with the situation
when the word ε1 . . . εn ends up with 0m−1, εn−m+1 = 0, and εn+1 = 0. In this situation, the sub-cylinder I(ε1, . . . , εn,0)
will be omitted and the mass on I(ε1, . . . , εn) is distributed to the remained (n + 1)-th sub-cylinders according to their
lengths. Note that the sub-cylinder I(ε1, . . . , εn, εn+1) with εn+1 = 0 is non-empty since m > M + 1. Thus the denominator
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by checking that
μ
(
I(ε1, . . . , εn)
)= ∑
εn+1∈A
μ
(
I(ε1, . . . , εn, εn+1)
)
and ∑
ε1,...,εn∈A
μ
(
I(ε1, . . . , εn)
)= 1.
By the Kolmogorov extension theorem, the set function μ can be extended to a probability measure on I supported on Em .
We claim that
μ
(
I(ε1, . . . , εn)
)

(
β
β − 1
) n
m ∣∣I(ε1, . . . , εn)∣∣ (3.8)
for any cylinder I(ε1, . . . , εn). In fact, if μ(I(ε1, . . . , εn)) = 0, then (3.8) naturally holds. Assume μ(I(ε1, . . . , εn)) = 0, that is,
the word ε1 · · ·εn does not contain 0m . According to the construction of the measure μ, we know that if in addition the
word ε1 · · ·εn does not contain 0m−1 or if the word 0m−1 appears only once in and is located at the end of ε1 · · ·εn , then
μ
(
I(ε1, . . . , εn)
)= ∣∣I(ε1, . . . , εn)∣∣.
If the word ε1 · · ·εn contains 0m−1, then obviously m− 1 n.
(a) Let i with i +m n be the ﬁrst index such that εi+1 = · · · = εi+m−1 = 0 and εi+m = 0. Then
μ
(
I
(
ε1 · · ·εi0m−1εi+m
))= |I(ε1, . . . , εi+m)|
β−(i+m−1) − β−(i+m) μ
(
I
(
ε1, . . . , εi,0
m−1))
= β
β − 1
∣∣I(ε1, . . . , εi+m)∣∣
since μ(I(ε1, . . . , εi,0m−1)) = |I(ε1, . . . , εi,0m−1)| = β−(i+m−1).
(b) Suppose that the index i is as in (a) and suppose that the word εi+m+1 · · ·ε j does not contain 0m−1 or 0m−1 appears
only once in and is located at the end of εi+m+1 · · ·ε j . By the deﬁnition of μ, we have
μ
(
I
(
ε1, . . . , εi,0
m−1, εi+m, εi+m+1, . . . , ε j
))= |I(ε1, . . . , ε j)||I(ε1, . . . , ε j−1)|μ
(
I(ε1, . . . , ε j−1)
)
= |I(ε1, . . . , ε j)||I(ε1, . . . , ε j−1)|
|I(ε1, . . . , ε j−1)|
|I(ε1, . . . , ε j−2)|μ
(
I(ε1, . . . , ε j−2)
)
= · · ·
= |I(ε1, . . . , ε j)||I(ε1, . . . , εi,0m−1, εi+m)|μ
(
I
(
ε1, . . . , εi,0
m−1, εi+m
))
= β
β − 1
∣∣I(ε1, . . . , ε j)∣∣,
where the last equality is from (a).
(c) Suppose that the indices i and j are as in (b) with ε j = 0. Let ε j+m = 0. Then
μ
(
I
(
ε1, . . . , εi,0
m−1, εi+m, εi+m+1, . . . , ε j,0m−1, ε j+m
))
= |I(ε1, . . . , ε j+m)|
β−( j+m−1) − β−( j+m) μ
(
I
(
ε1, . . . , εi,0
m−1, εi+m, εi+m+1 . . . , ε j,0m−1
))
= |I(ε1, . . . , ε j+m)|
β−( j+m−1) − β−( j+m)
β
β − 1
∣∣I(ε1, . . . , ε j,0m−1)∣∣
=
(
β
β − 1
)2∣∣I(ε1, . . . , ε j+m)∣∣,
where the second equality is from (b) and the last one is from |I(ε1, . . . , ε j,0m−1)| = β−( j+m−1) .
Therefore,
μ
(
I(ε1, . . . , εn)
)= ( β
β − 1
)τn ∣∣I(ε1, . . . , εn)∣∣,
where τn is the number of times 0m−1 appears in the word ε1 · · ·εn . Since τn  n , the inequality (3.8) holds.m
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μ
(
B(x, r)
)
 Crsm−ε, (3.9)
where B(x, r) is any small ball, C > 0 is a constant and ε > 0 is an arbitrary real number. Firstly we will check the case that
B(x, r) is a cylinder. For each cylinder I(ε1, . . . , εn), let
jn = max{k1,k2, . . . ,kn}.
In the case jn m, we have μ(I(ε1, . . . , εn)) = 0. Thus the inequality μ(I(ε1, . . . , εn))  C |I(ε1, . . . , εn)|sm−ε holds. In the
other case jn <m, we have (3.8). Applying Proposition 1.3 (i), we obtain
μ
(
I(ε1, . . . , εn)
)

(
β
β − 1
) n
m 1
βn
.
Note that there exists a constant C ′ > 0 such that(
β
β − 1
) n
m 1
βn
 C ′
(
C
1
βn
)sm−ε
when n is large enough, where C is the constant in Proposition 1.3 (i). Thus the inequality
μ
(
I(ε1, . . . , εn)
)
 C ′
∣∣I(ε1, . . . , εn)∣∣sm−ε
holds since
Cβ−n 
∣∣I(ε1, . . . , εn)∣∣.
Therefore, for any cylinder I(ε1, . . . , εn), we have μ(I(ε1, . . . , εn)) C ′|I(ε1, . . . , εn)|sm−ε .
Now, for any ball B(x, r) of radius r, there exists n ∈N such that β−(n+1) < r  β−n . Thus, we can use no more than four
n-th cylinders to cover B(x, r). Consequently,
μ
(
B(x, r)
)
 4C ′β−n(sm−ε) = 4C ′βsm−εβ−(n+1)(sm−ε)  4C ′βrsm−ε.
Applying the mass distribution principle, we obtain (3.7). 
Lemma 3.9. Let β > 1 and β ′ ∈ A0 with β ′  β . Then
dimH B
c
β 
logβ ′
logβ
. (3.10)
Proof. Let
Eβ
′
m :=
{
x ∈ [0,1): the word 0m does not appear in ε(x, β ′)}
and
Eβ
′,β
m :=
{
x ∈ ϕβ(Dβ ′): the word 0m does not appear in ε(x, β)
}
,
where ϕβ is deﬁned as (1.2). Since β ′  β , we know Dβ ′ ⊂ Dβ . Then ϕβ(Dβ ′ ) is a subset of [0,1) and ε(x, β) ∈ Dβ ′ for any
x ∈ Eβ ′,βm . Deﬁne a function g on Eβ
′,β
m by g(x) = ϕβ ′(ε(x, β)), i.e.,
g(x) = ε1(x, β)
β ′
+ · · · + εn(x, β)
β ′n
+ · · ·
for any x ∈ Eβ ′,βm . Note that ε(x, β) ∈ Dβ ′ , then ε(g(x), β ′) = ε(x, β) by the deﬁnition of ϕβ ′ . Thus g(Eβ
′,β
m ) ⊂ Eβ
′
m . For any
y ∈ Eβ ′m , we know g(ϕβ(ε(y, β ′))) = y and ϕβ(ε(y, β ′)) ∈ Eβ
′,β
m . Therefore, g(E
β ′,β
m ) = Eβ
′
m .
We claim that g satisﬁes the following Hölder condition
∣∣g(x) − g(y)∣∣ (β + 1)βm|x− y| logβ′logβ (3.11)
for any x, y ∈ Eβ ′,βm . In fact, we can assume x = y since (3.11) naturally holds when x = y. Without loss of generality, we
assume x > y. Let n 1 be the smallest integer such that εn(x, β) > εn(y, β). On the one hand,
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βn
+ 1
βn
(
εn+1(x, β)
β
+ · · ·
)
− 1
βn
(
εn+1(y, β)
β
+ · · ·
)
 1
βn
+ 1
βn+m
− 1
βn
= 1
βn+m
,
where the inequality comes from the facts that εn(x, β) − εn(y, β) 1, the sequence εn+1(x, β)εn+2(x, β) · · · does not con-
tain 0m , and that εn+1(y,β)
β
+ εn+2(y,β)
β2
+ · · · 1. On the other hand,
∣∣g(x) − g(y)∣∣= εn(x, β) − εn(y, β)
β ′n
+ 1
β ′n
(
εn+1(x, β)
β ′
+ · · ·
)
− 1
β ′n
(
εn+1(y, β)
β ′
+ · · ·
)
 β
β ′n
+ 1
β ′n
= β + 1
β ′n
,
where the inequality holds because εn(x, β) − εn(y, β) β , εn+1(x,β)β ′ + εn+2(x,β)β ′2 + · · · 1 and
εn+1(y,β)
β ′ + εn+2(y,β)β ′2 + · · · 0.
Therefore, we have (3.11).
In view of (3.11), we know,
dimH E
β ′
m = dimH g
(
Eβ
′,β
m
)
 logβ
logβ ′
dimH E
β ′,β
m .
Note that Eβ
′,β
m ⊂ Bcβ by Lemma 3.1, then
dimH B
c
β  dimH E
β ′,β
m 
logβ ′
logβ
dimH E
β ′
m .
Let m → ∞, then we have (3.10) since limm→∞ dimH Eβ
′
m = 1 by Lemma 3.8. 
Proof of Theorem 2.2 (v). Since the set A0 is dense in (1,+∞), we can choose a sequence {βn} in A0 such that βn  β and
limn→∞ βn = β . By virtue of Lemma 3.9, we have
dimH B
c
β 
logβn
logβ
.
Let n → ∞, we hence obtain dimH Bcβ = 1. 
Since every interval contains some cylinder, by Lemma 3.7, we have the following result, which will be used to prove
Theorem 2.3 (vii).
Lemma 3.10. Every interval J contains a full interval. That is to say, T nβ( J ) = [0,1) when n is large enough.
Proof of Theorem 2.3. (i) We will check the three conditions of the deﬁnition of the Devaney chaos (Deﬁnition 2.4). Condi-
tion (a): Denote
P = {x ∈ [0,1): the orbit {Tnβ(x)} is periodic}= {x ∈ [0,1): ∃m ∈N s.t. Tmβ (x) = x}.
We will prove that the set P is dense in [0,1]. In fact, let
F = {x ∈ [0,1): ε(x, β) is ﬁnite}.
Since the set F is dense in [0,1], we just need to prove that the set F can be arbitrarily approximated by P . For any
x ∈ F , we suppose ε(x, β) = ε1(x) · · ·εm(x)0∞ with εm(x) = 0. Let ε(1, β) = ε1(1) · · ·εn(1) · · · be the inﬁnite expansion of
the number 1 and ln deﬁned as (1.3). Put
wn =
(
ε1(x) · · ·εm(x)0n
)∞
, where n >m +max{l1, l2, . . . , lm}.
Then wn ∈ Dβ . Let the sequence {xn} be such that ε(xn, β) = wn . Thus xn ∈ P . It is easy to know xn → x as n → ∞.
Therefore, F can be arbitrarily approximated by P . Condition (b): It holds by (vii) or by Theorem 2.2 (iii). Condition (c):
Take δ = β−1 − β−2. For any x ∈ [0,1) and any neighborhood of x, U (x), there exists an n-th cylinder In(x) containing
x such that In(x) ⊂ U (x) as n is large enough. We can choose y ∈ In(x), εn+1(x) = εn+1(y) and εn+2(x) = εn+2(y). Then
|Tnβ(x) − Tnβ(y)| δ. Therefore, Tβ depends sensitively on initial conditions.
(ii) We can choose the two compact sets J and K in [0,1) as two disjoint full intervals of the same rank.
(iii) The topological entropy of Tβ is logβ > 0.
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point to p by the deﬁnition of homoclinic points.
(v) Since (Sβ,σ |Sβ ) is a subshift of AN and the topological entropy of Sβ is logβ > 0, we know σ |Sβ is chaotic in the
sense of Li–Yorke by [4]. Let S be an uncountable scrambled set for σ |Sβ . Let the function ϕβ from Sβ to [0,1] be as (1.2).
We will prove that ϕβ(S) is an uncountable scrambled set for Tβ . Note that for any x ∈ [0,1], the cardinality of the preimage
set ϕ−1β (x) is at most 2, thus ϕβ(S) is uncountable and we can choose S such that ϕβ |S is one-to-one. It is left to prove
that ϕβ(S) is a scrambled set for Tβ . In fact, for any ω = ω′ ∈ S , denote ϕβ(ω) = x and ϕβ(ω′) = y, we know
lim inf
n→∞ d
(
σ nω,σ nω′
)= 0 and limsup
n→∞
d
(
σ nω,σ nω′
)
> 0. (3.12)
Consequently, we have
lim inf
n→∞
∣∣Tnβ(x) − Tnβ(y)∣∣= lim infn→∞ ∣∣ϕβ(σ nω)− ϕβ(σ nω′)∣∣= 0
since ϕβ is continuous. The fact (3.12) allows us to choose a subsequence {nk} such that ωnk = ω′nk and ωnk+1 = ω′nk+1.
Without loss of generality, we assume ωnk > ω
′
nk
for a given k. Then
∣∣ϕβ(σ nk−1ω)− ϕβ(σ nk−1ω′)∣∣= ωnk − ω′nk
β
+
(
ωnk+2
β3
+ · · ·
)
−
(
ω′nk+2
β3
+ · · ·
)
 1
β
+ 0− 1
β2
= 1
β
− 1
β2
.
In the above calculation, we have used the inequality
ω′nk+2
β
+ ω
′
nk+3
β2
+ · · ·  1. Thus |Tnk−1β (x) − Tnk−1β (y)|  1β − 1β2 for
every k. Therefore limsupn→∞ |Tnβ(x)− Tnβ(y)| 1β − 1β2 > 0. So ϕβ(S) is a scrambled set for Tβ . That is to say, Tβ is chaotic
in the sense of Li–Yorke. Since Lemma 3.10 implies that the non-wandering set for Tβ is the whole unit interval [0,1), we
know that (v) holds.
(vi) Let Pn = {I(ε1, . . . , εn): the word ε1 · · ·εn ∈ Lβ} be a partition of I = [0,1]. Since the total variation on I(ε1, . . . , εn)
V I(ε1,...,εn)
(
Tnβ
)= βn∣∣I(ε1, . . . , εn)∣∣,
we have
V I
(
Tnβ
)

∑
ε1···εn∈Lβ
βn
∣∣I(ε1, . . . , εn)∣∣= βn.
Thus (vi) holds.
(vii) Since any open set in [0,1) contains an open interval, it is suﬃcient to show the mixing property for any two open
intervals in [0,1), which can be obtained easily from Lemma 3.10. 
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