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resumo 
 
 
Os Modelos de Equações Simultâneas (SEM) são modelos estatísticos com 
muita tradição em estudos de Econometria, uma vez que permitem representar 
e estudar uma vasta gama de processos económicos. Os estimadores mais 
usados em SEM resultam da aplicação do Método dos Mínimos Quadrados ou 
do Método da Máxima Verosimilhança, os quais não são robustos. Em 
Maronna e Yohai (1997), os autores propõem formas de “robustificar” esses 
estimadores. Um outro método de estimação com interesse nestes modelos é 
o Método dos Momentos Generalizado (GMM), o qual também conduz a 
estimadores não robustos. Estimadores que sofrem de falta de robustez são 
muito inconvenientes uma vez que podem conduzir a resultados enganadores 
quando são violadas as hipóteses subjacentes ao modelo assumido. Os 
estimadores robustos são de grande valor, em particular quando os modelos 
em estudo são complexos, como é o caso dos SEM. O principal objectivo 
desta investigação foi o de procurar tais estimadores tendo-se construído um 
estimador robusto a que se deu o nome de GMMOGK. Trata-se de uma versão 
robusta do estimador GMM. Para avaliar o desempenho do novo estimador foi 
feito um adequado estudo de simulação e foi também feita a aplicação do 
estimador a um conjunto de dados reais. O estimador robusto tem um bom 
desempenho nos modelos heterocedásticos considerados e, nessas 
condições, comporta-se melhor do que os estimadores não robustos usados 
no estudo. Contudo, quando a análise é feita em cada equação 
separadamente, a especificidade de cada equação individual e a estrutura de 
dependência do sistema são dois aspectos que influenciam o desempenho do 
estimador, tal como acontece com os estimadores usuais. 
Para enquadrar a investigação, o texto inclui uma revisão de aspectos 
essenciais dos SEM, o seu papel em Econometria, os principais métodos de 
estimação, com particular ênfase no GMM, e uma curta introdução à 
estimação robusta. 
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abstract 
 
Simultaneous Equations Models (SEM) are statistical models with great 
tradition in Econometrics since they allow the representation and the study of a 
large variety of economic processes. The SEM estimators are usually obtained 
by the  methods of Least Squares or Maximum Likelihood, which are non-
robust estimators. Maronna e Yohai (1997) give robust versions of these 
estimators. Another non-robust estimator is given by the Generalized Method of 
Moments (GMM). Estimators that suffer from lack of robustness are very 
inconvenient since they can lead to misleading results when the hypotheses 
underlying the model are violated. Robust estimators are of great value, in 
particular when the models under study are complex as SEM. The main 
objective of this research was to search for such estimators and a robust 
estimator, named GMMOGK, was constructed. It is a robust version of GMM. 
To evaluate the performance of this new estimator a convenient simulation 
study was conducted and the application of the estimator to a real set of data 
was also carried out. The robust estimator performs well and behaves better 
than the non-robust estimators used in the study for heteroscedastic models.
However the specificity of each individual equation and the dependence 
structure of the system are two aspects that influence the performance when 
each equation is analyzed separately. Nevertheless that disadvantage also 
occurs with the usual estimators. 
To frame the research the text includes a review of the essential aspects of 
SEM, their role in econometrics, the main methods of estimation, with particular 
emphasis to GMM, and a short introduction to robust estimation. 
 
 
Índice
Agradecimentos iv
Resumo v
Abstract vi
Índice vii
Lista de Tabelas x
Lista de Figuras xii
1 Introdução 1
1.1 Enquadramento do Modelo
de Equações Simultâneas . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 A Economia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 A Econometria . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 A Estatística . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Objectivos e organização do trabalho . . . . . . . . . . . . . . . . . . . 7
2 Modelo Linear de Equações Simultâneas 13
2.1 Generalidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Formalização do modelo . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Forma Estrutural . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Forma Reduzida . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Identicabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Estimação tradicional dos parâmetros de um SEM 43
3.1 Informação limitada e informação completa . . . . . . . . . . . . . . . . 44
3.2 Utilização do Método dos Mínimos Quadrados em SEM . . . . . . . . 45
3.3 Estimadores de mínimos quadrados
com informação limitada . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Estimador OLS . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Estimador de variáveis instrumentais . . . . . . . . . . . . . . . 52
3.3.3 Estimador de mínimos quadrados indirectos . . . . . . . . . . . 53
vii
viii
3.3.4 Estimador de mínimos quadrados generalizados . . . . . . . . . 57
3.3.5 Estimador de mínimos quadrados em duas fases . . . . . . . . . 60
3.4 Estimadores de mínimos quadrados
com informação completa . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4.1 Estimador de mínimos quadrados em três fases . . . . . . . . . 67
3.5 Comparação das matrizes de covariâncias
assintóticas dos estimadores 2SLS e
3SLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6 Utilização do Método dos Momentos
Generalizado em SEM . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.7 Estimadores GMM com informação limitada . . . . . . . . . . . . . . . 82
3.7.1 Estimador GMMIL . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.8 Estimadores GMM com informação completa . . . . . . . . . . . . . . 87
3.8.1 Estimador GMMIC . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.9 Comparação das matrizes de covariâncias
assintóticas dos estimadores GMMIL e
GMMIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.10 Estudo empírico da eciência relativa entre
estimadores de informação limitada e
de informação completa . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.10.1 Modelo proposto por Kmenta (1997) . . . . . . . . . . . . . . . 96
3.10.2 Modelo proposto por Judge etal. (1988)-simulação de dados . 100
4 Introdução àestimação robusta 111
4.1 Conceitos gerais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.2 Estimação robusta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.2.1 Invariância e equivariância . . . . . . . . . . . . . . . . . . . . . 122
4.2.2 Estimadores-M . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.2.3 Outras classes de estimadores . . . . . . . . . . . . . . . . . . . 136
4.3 Regressão robusta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.3.1 Modelo de regressão e método dos mínimos quadrados . . . . . 142
4.4 Estimação robusta em SEM . . . . . . . . . . . . . . . . . . . . . . . . 150
5 Versão robusta do estimador GMM 153
5.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.2 Obtenção de estimativas iniciais dos resíduos . . . . . . . . . . . . . . . 155
5.3 Estimação da matriz de covariâncias 
 . . . . . . . . . . . . . . . . . . 156
5.4 Resolução do problema de minimização . . . . . . . . . . . . . . . . . . 159
5.5 Algoritmos para o cálculo de estimativas pela versão robusta do GMM 164
5.5.1 Algoritmo HetIC . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.5.2 Algoritmo HomIC . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6 Estudos de aplicação 169
6.1 Avaliação do desempenho da versão robusta do estimador GMM . . . . 170
6.2 Exemplo proposto por Judge etal. (1988)-dados simulados . . . . . . 174
ix
6.3 Exemplo proposto por Maronna e Yohai (1997)-dados reais . . . . . . 197
7 Conclusões 203
7.1 Comentários gerais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
7.2 Perspectivas de trabalho futuro . . . . . . . . . . . . . . . . . . . . . . 208
Apêndices 211
Referências Bibliográcas 231
Lista de Tabelas
2.1 Partição relativa às variáveis que aparecem na equação i . . . . . . . . . 36
3.1 Estimadores usuais em SEM. . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Estimativas 2SLS e 3SLS obtidas com systemt. . . . . . . . . . . . . . 99
3.3 Estimativas 2SLS e 3SLS obtidas com o programa desenvolvido pela
autora. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.4 Estimativas GMMIL e GMMIC obtidas com o programa desenvolvido
pela autora. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.5 Estimativas dos parâmetros estruturais obtidas com T=20observações,
usando variáveis exógenas e matrizes  , B e  de acordo com Judge e
variáveis endógenas simuladas com erros N3(0, ). . . . . . . . . . . . . 107
3.6 Valores das diferenças entre os determinantes das estimativas das ma-
trizes de covariâncias dos estimadores de informação limitada e completa
para as diferentes amostras. . . . . . . . . . . . . . . . . . . . . . . . . 107
6.1 Médias dos indicadores -caso heterocedástico -valores do GMMOGK
obtidos com o algoritmo HetIC. . . . . . . . . . . . . . . . . . . . . . . 182
6.2 Médias dos indicadores -caso homocedástico -valores do GMMOGK
obtidos com o algoritmo HetIC. . . . . . . . . . . . . . . . . . . . . . . 182
6.3 Largura das bandas -caso heterocedástico -valores do GMMOGK obti-
dos com o algoritmo HetIC. . . . . . . . . . . . . . . . . . . . . . . . . 185
6.4 Largura das bandas -caso homocedástico -valores do GMMOGK obti-
dos com o algoritmo HetIC. . . . . . . . . . . . . . . . . . . . . . . . . 185
6.5 Médias dos indicadores -caso homocedástico -valores do GMMOGK
obtidos com o algoritmo HomIC. . . . . . . . . . . . . . . . . . . . . . 192
x
xi
6.6 Largura das bandas -caso homocedástico -valores do GMMOGK obti-
dos com o algoritmo HomIC. . . . . . . . . . . . . . . . . . . . . . . . . 194
6.7 Largura das bandas -caso T5 -valores do GMMOGK obtidos com o
algoritmo HetIC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
6.8 Médias dos indicadores -caso T5 -valores do GMMOGK obtidos com
o algoritmo HetIC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
6.9 Largura das bandas obtidas -dados da Argentina. . . . . . . . . . . . . 202
6.10 Valores dos indicadores -dados da Argentina. . . . . . . . . . . . . . . 202
Lista de Figuras
4.1 Grácos das funções 	 e  de Huber associadas ao estimador-M de
localização. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.1 Esquema de reamostragem -passos 3 a 5 do Algoritmo HetIC. . . . . . 165
5.2 Construção da matriz P -passo 6 do Algoritmo HetIC. . . . . . . . . . 165
6.1 Resíduos da equação 1 obtidos com HetIC -caso heterocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.2 Resíduos da equação 2 obtidos com HetIC -caso heterocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.3 Resíduos da equação 3 obtidos com HetIC -caso heterocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.4 Resíduos da equação 1 obtidos com HetIC -caso heterocedástico com
20% de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
6.5 Resíduos da equação 2 obtidos com HetIC -caso heterocedástico com
20% de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
6.6 Resíduos da equação 3 obtidos com HetIC -caso heterocedástico com
20% de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.7 Resíduos da equação 1 obtidos por HetIC -caso homocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.8 Resíduos da equação 2 obtidos por HetIC -caso homocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
6.9 Resíduos da equação 3 obtidos por HetIC -caso homocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
xii
xiii
6.10 Resíduos da equação 1 obtidos por HetIC -caso homocedástico com 20%
de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.11 Resíduos da equação 2 obtidos por HetIC -caso homocedástico com 20%
de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.12 Resíduos da equação 3 obtidos por HetIC -caso homocedástico com 20%
de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.13 Resíduos da equação 1 obtidos por HomIC -caso homocedástico com
20% de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.14 Resíduos da equação 2 obtidos por HomIC -caso homocedástico com
20% de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.15 Resíduos da equação 3 obtidos por HomIC -caso homocedástico com
20% de contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.16 Resíduos da equação 1 obtidos com HomIC -caso homocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.17 Resíduos da equação 2 obtidos com HomIC -caso homocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.18 Resíduos da equação 3 obtidos com HomIC -caso homocedástico sem
contaminação. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.19 Resíduos da equação 1 obtidos com HetIC -caso T5. . . . . . . . . . . 195
6.20 Resíduos da equação 2 obtidos com HetIC -caso T5. . . . . . . . . . . 196
6.21 Resíduos da equação 3 obtidos com HetIC -caso T5. . . . . . . . . . . 196
6.22 Resíduos obtidos por GMMIC e por GMMOGK para a 1aequação -
dados da Argentina. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
6.23 Resíduos obtidos por GMMIC e por GMMOGK para a 2aequação -
dados da Argentina. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
Capítulo 1
Introdução
1.1 Enquadramento do Modelo
de Equações Simultâneas
O objectivo desta secção introdutória é a apresentação de aspectos fundamentais dos
modelos de equações simultâneas. Este tipo de modelos, indispensável àconcretização
de muitos estudos econométricos, é essencialmente um instrumento de natureza estatís-
tica. Nesta secção faz-se o enquadramento destes sistemas de equações, tendo em conta
a sua componente econométrica, resultante da estrutura do problema económico que
se pretende resolver, e a sua componente estatística. Colocam-se lado a lado estas três
componentes (económica, econométrica e estatística), para tentar compreender quais
as respectivas contribuições para a análise econométrica.
Qual o papel que desempenha cada um destes saberes na realização de uma análise
econométrica?O breve texto que se segue pretende responder a esta pergunta. O que
se descreve constitui uma visão simples, sem os detalhes técnicos que um especialista
em economia poderia incluir, e resulta de uma reexão que se entendeu ser útil fazer
para se perceber o contexto em que o modelo de equações simultâneas aparece.
Na segunda secção deste capítulo, descreve-se sumariamente o conteúdo dos capí-
tulos seguintes.
1
21.1.1 A Economia
Os modelos de equações simultâneas são de grande utilidade em Econometria se a sua
estrutura e modo de funcionamento forem bem conhecidos. Antes de descrever qual é o
seu verdadeiro papel, convém relembrar que na base da Econometria está a Economia,
motivando os problemas que se espera virem a ser resolvidos pela Econometria. Num
primeiro contacto com esta área, percebe-se que o interesse reside em entender a relação
entre variáveis económicas, como, por exemplo:i)a relação entre a procura de um bem
de consumo disponível no mercado e o preço do mesmo bem, para usar apenas duas
variáveis, ou ii)a relação entre a procura do bem de consumo, a oferta desse bem no
mercado, o seu preço e o preço de outros bens com ele relacionados, para usar mais do
que duas variáveis.
Mas o economista não se ca por esta simplicidade; a sua preocupação prende-se
com o entender a natureza e o funcionamento de sistemas económicos complexos:i)
relacionados com quantidades macroeconómicas como, por exemplo, o produto nacional
bruto (PNB)e a inação ou, ii)relacionados com actividades sectoriais consideradas
individualmente como, por exemplo, a produção e o preço do trigo ou a implicação
do decréscimo do preço das chamadas por telemóvel na procura deste meio de co-
municação. Ao compreender o sistema económico, o economista espera ser capaz de
i)efectuar previsões relativas à evolução do sistema, oferecendo aos vários agentes
económicos a oportunidade de poderem interferir no sistema, controlando de certo
modo a sua evolução, e de ii)testar teorias económicas que tenham sido propostas
para explicar o sistema.
O processo de aprendizagem e estudo do problema passa, em primeiro lugar, por
construir um modelo que, embora sendo uma simplicação da realidade económica,
deve incluir os aspectos mais relevantes do sistema. Um exemplo de modelo usado
frequentemente para ns pedagógicos é a relação que iguala o PNB àsoma de três
parcelas, o consumo, o investimento bruto e os gastos do Estado em bens e serviços.
Este modelo simplista do PNB inclui apenas uma equação relativa à denição do
próprio PNB mas o que é comum é encontrar modelos que incluem sistemas com
várias equações. Neste caso, introduzir certas hipóteses relativas às componentes do
PNB (sobre o comportamento do consumo e do investimento, por exemplo), equivale
3a acrescentar àquela equação outras equações, e é o sistema de equações que constitui
a interpretação matemática da teoria económica sobre a determinação conjunta das
variáveis consideradas. O número de relações depende dos objectivos do modelo e do
grau de explicação que se deseja. Em geral podem distinguir-se dois tipos de equações:
comportamentais, que descrevem o comportamento dos vários agentes económicos e
outras que se referem a restrições impostas pelo sistema. Além destas equações, o
modelo pode integrar certas denições ou identidades económicas.
Para nalizar esta breve exposição de ideias básicas, aqui introduzidas sem preocu-
pações de realismo económico, pode dizer-se que um modelo económico não é mais do
que um conjunto de hipóteses, traduzidas em relações matemáticas exactas, entre va-
riáveis económicas que pretendem descrever o comportamento de sectores da economia
ou da própria economia em geral.
1.1.2 A Econometria
A partir do modelo económico é possível deduzir um conjunto de equações que in-
tegram não sóvariáveis observáveis como também uma componente relativa a erros,
os quais absorvem os aspectos que o sistema não consegue modelar (má especicação
do modelo, variáveis que não interessam ao objectivo do modelo, erros de medição e
outras perturbações aleatórias). É esta estrutura que é conhecida como um modelo
econométrico. Para completar a descrição do modelo econométrico é essencial referir
se as variáveis observáveis são afectadas de erros de observação e indicar a estrutura e a
distribuição de probabilidade dos erros inerentes ao modelo. Resumindo, o processo de
construção de um modelo econométrico consiste em:i)denir uma teoria económica,
ii)traduzir essa teoria em equações matemáticas exactas (modelo económico)e iii)in-
troduzir erros aleatórios nas relações económicas, consubstanciando um tipo de modelo
estatístico (modelo econométrico). Esta última fase permite confrontar o modelo com
a realidade (efectuando medições, estimando parâmetros e discutindo a validade do
modelo)para averiguar se a teoria é, ou não, compatível com a realidade, isto é, se é
ou não plausível aceitar essa teoria.
A partir de ummesmo modelo económico inicial podem geralmente derivar-se vários
modelos econométricos. Neste processo encontramos a Economia, a Matemática e a
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deles.
Visto desta maneira, o modelo econométrico é um modelo estatístico em relação
ao qual se podem e devem adoptar procedimentos habituais: investigar a validade
dos pressupostos em que o modelo assenta, estimar os parâmetros, testar hipóteses
de interesse (suscitadas pelo próprio modelo ou pela realidade que ele pretende des-
crever)e usar o modelo assim construído de forma sustentada para efectuar previsões,
para justicar políticas económicas e para testar teorias económicas. Com base nestas
considerações pode concluir-se que a Econometria tem por objectivo a formulação, a
estimação, o teste de modelos econométricos e, nalmente, o seu uso na resolução de
problemas económicos. Há muitas outras denições de Econometria, que têm vindo a
surgir ao longo do tempo. Haavelmo (1944)dá esta denição:
"Themethodofeconometricresearchaims,essentially,ataconjunctionofeconomic
theoryandactualmeasurements,usingthetheoryandtechniqueofstatistical
inferenceasabridgepier."
Tintner (1953)indica outras denições, ainda numa altura em que a Econometria
estava no início do seu desenvolvimento. De facto, embora as origens da Econometria
se possam localizar nos princípios do século XX (a EconometricSocietyfoi fundada em
1930), a econometria formal, como hoje se conhece, começa por volta de 1940. Desde
então o desenvolvimento da área tem sido considerável. Mais problemas, mais investi-
gadores e um poder computacional crescente nas últimas décadas justicam o grande
e sosticado desenvolvimento da Econometria. As consequências do progresso cientí-
co em Econometria têm sido de grande utilidade para a compreensão da economia
das sociedades modernas. Vários especialistas em Econometria viram o resultado do
seu trabalho, concretizado em novas metodologias, ser galardoado com o prémio Nobel
para as ciências económicas. Dois desses cientistas, cuja obra está directamente ligada
ao tema deste trabalho, são:Lawrence Klein (prémio Nobel em 1980)forthecreation
ofeconometricmodelsandtheapplicationtotheanalysisofeconomicuctuationsand
economicpolicies e Trygve Haavelmo (prémio Nobel em 1989)forhisclarication
ontheprobabilitytheoryfoundationsofeconometricsandhisanalysesofsimultaneous
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O desenvolvimento da Econometria fez crescer o interesse por este último tema,
que actualmente é ensinado e investigado em todas as universidades que têm um de-
partamento de economia. A literatura é hoje extremamente volumosa, com um grande
número de livros publicados e inúmeros artigos em várias revistas, entre as quais estão
revistas especializadas como, por exemplo, Econometrica, theEconometricReviews,
EconometricTheory,theJournalofAppliedEconometricsetheJournalofEcono-
metrics. Em Portugal, a publicação em língua portuguesa, por autores portugueses,
parece muito escassa. Na pesquisa efectuada encontrámos dois textos claramente do
âmbito deste trabalho, Magalhães (1994), assim como uma tese de mestrado, Penalva
(2003)e ainda duas referências relativas a manuais para ensino, Andrade (1993)e Pi-
nheiro e Galego (1999). Destaca-se ainda um trabalho de índole histórica, Machado e
Santos Silva (2002), que se refere ao ensino da Econometria em Portugal desde que a
disciplina de Econometria apareceu pela primeira vez num curso de Economia de uma
universidade portuguesa, o Instituto Superior de Ciências Económicas e Financeiras da
Universidade Técnica de Lisboa, no ano lectivo de 1952/53.
Apesar do sucesso que registou nas últimas décadas, a Econometria não conseguiu
calar críticas provenientes de vários quadrantes, possivelmente porque é um tema com-
plexo com aspectos polémicos, não esquecendo as suas limitações no que respeita às
fragilidades de certas teorias económicas e à natureza não experimental dos dados
económicos. Dois dos vários críticos que publicamente se pronunciaram são Leamer
(1983)e Hendry (1980). Mais recentemente, o debate incide sobre os papéis da
econometria teórica e da econometria aplicada. Aqui, as críticas residem no facto
da econometria teórica ter vindo a tornar-se cada vez mais abstracta, esquecendo a
preocupação e motivação para a sua utilização prática.
Todos aqueles que estão hoje preocupados com este problema fundamental, consi-
deram também que o principal desao para a Econometria neste século XXI será o
de eliminar o afastamento entre a econometria teórica e a econometria aplicada. E
há fundadas esperanças que isso venha a acontecer: as facilidades computacionais
existem para proporcionar a produção, a divulgação e o acesso a dados reais; estes
meios carão mais disponíveis na sociedade, em particular ao nível do próprio ensino e
6em revistas cientícas, permitindo que estudantes trabalhem em projectos e problemas
com contexto da vida real. Por outro lado, lembrando que o método econométrico,
essencial em Economia, é também partilhado por outras áreas das ciências sociais
(Psicologia, Sociologia e outras), é natural esperar que a complexidade de problemas
futuros venha a precisar de novos modelos teóricos para explicar os comportamentos
sociais nessas áreas. Isto fará com que a abordagem econométrica venha a precisar de
desenvolvimentos inovadores. Krishnakumar (2007)adianta que outra expectativa é um
entendimento unicado destas disciplinas, aparentemente separadas, mas partilhando
os princípios do método econométrico na resolução dos seus próprios problemas.
1.1.3 A Estatística
Ao introduzir perturbações aleatórias (erros aleatórios)no modelo económico teórico,
a descrição matemática exacta deste modelo dá lugar a uma descrição estatística das
mesmas leis e, a partir daí, a análise do modelo tem uma componente estatística forte
que se manifesta no trabalho estatístico habitual, sobretudo em termos de estimação
e testes de hipóteses estatísticas. Contudo, não se pode esquecer que esta operação
não é simplesmente a operação típica da estatística matemática usada no tratamento
de dados experimentais. Os fenómenos económicos não são em geral provenientes
da actividade experimental; por exemplo, não é possível fazer variar o preço de um
bem, xando o preço de outros bens com ele relacionados, porque a variação do preço
do primeiro arrastará inexoravelmente a variação do preço dos outros. A aplicação
directa dos métodos estatísticos clássicos não é adequada, por isso, o uso dos métodos
estatísticos tem de ser adaptado àrealidade económica.
Outra intervenção da estatística neste processo é ao nível da recolha, organização,
descrição e interpretação de dados económicos. Esta actividade, conhecida por estatís-
tica económica, consiste sobretudo numa descrição de certos aspectos quantitativos da
economia, tentando investigar a possível existência de relações entre variáveis económi-
cas. Nesse caso, não existe um modelo e por isso não há a preocupação da estimação
de parâmetros. Porém, esta estatística descritiva pode ser decisiva na concepção de
modelos econométricos, pois pode dar pistas sobre a estrutura do fenómeno aleatório
e sobre as relações entre as variáveis que ele integra.
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contram fenómenos descritos por uma sóequação, como é o caso dos conhecidos modelos
de regressão linear simples ou múltipla e de séries temporais. Mas, a teoria económica
ensina que as variáveis associadas a uma determinada teoria variam continuamente
e simultaneamente, pelo que cada equação individual que se considere está em geral
inserida num sistema de equações, cada uma das quais diz respeito a uma parte da
economia que descreve a dependência conjunta dessas variáveis. Quais as implicações
da existência de outras equações para além da equação central que se pretende estudar?
Deve isolar-se esta equação esquecendo as outras?Deve estudar-se o sistema completo,
realizando a análise separada de cada equação do sistema ou a análise conjunta de todas
as equações? Os problemas económicos são inuenciados por interacções produzidas
por muitos agentes económicos e, como tal, parece natural efectuar o estudo conjunto
das equações do sistema devido àexistência de interacções entre as equações. Não é
correcto estudar cada equação isoladamente como se fosse independente das outras. Em
vez de equações individuais, deve ser considerado o sistema de equações simultâneas.
É este o tema central deste trabalho e que vai ser tratado em vários capítulos da forma
que a seguir se indica. A importância do modelo de equações simultâneas em Econome-
tria está bem denida em Hausman (1983, p. 392):Thesimultaneousequationmodel
isperhapsthemostremarkabledevelopmentineconometrics.
1.2 Objectivos e organização do trabalho
Na presente secção descrevem-se os principais objectivos do trabalho e o modo como
foi organizado o texto.
Enquanto modelo estatístico, o Modelo de Equações Simultâneas (SEM do inglês
SimultaneousEquationsModel)possui algumas especicidades, aliás decorrentes da
sua utilidade como modelo econométrico. Ao ser caracterizado por um sistema de
equações algébricas contendo um grande número de parâmetros estatísticos desco-
nhecidos, qualquer estudo de natureza inferencial é necessariamente antecedido por um
estudo algébrico, que garanta as condições em que os parâmetros do modelo podem
ser estimados. Deste modo, surge a questão da identicabilidade do modelo. Supondo
8que são válidas as condições de identicabilidade dos parâmetros do modelo, o passo
seguinte, fundamental do ponto de vista estatístico, é o da estimação.
Os métodos de estimação mais divulgados neste tipo de modelos são o dos Mínimos
Quadrados e o dos Momentos Generalizado. O Método dos Momentos Generalizado
(GMM do inglêsGeneralizedMethodofMoments)foi inicialmente proposto por Hansen
(1982)e generaliza o Método dos Momentos ao estimar, por esta via, a esperança de
funções de parâmetros que traduzem condições do modelo em estudo. Este método
permite estimar parâmetros em condições bastante gerais, nomeadamente, quando os
erros são heterocedásticos ou quando o número de condições de momentos é superior
ao número de parâmetros a estimar.
Tendo em conta que um SEM é denido por um sistema de equações, os métodos de
estimação nestes modelos podem dividir-se em dois grupos, os Métodos de Informação
Limitada -em que a estimação dos parâmetros é feita separadamente para cada equação
-e os Métodos de Informação Completa -em que os parâmetros de todas as equações
do modelo são estimados simultaneamente. Existe alguma controvérsia em relação à
estimação simultânea ou individual das equações, mas está provado (ver Judge etal.,
1988)que usando o princípio dos mínimos quadrados, o método de informação completa
é assintoticamente tão ou mais eciente do que o método de informação limitada.
No entanto, alguns autores (por exemplo, Greene, 2003 e Baltagi, 2008)consideram
que, em amostras de dimensão moderada, nem sempre se observa a superioridade
comprovada teoricamente. Para o caso do método dos momentos generalizado, estudou-
se esta questão que resultou em conclusões idênticas às estabelecidas para o método
dos mínimos quadrados.
Os métodos de estimação que se referiram até ao momento, resultam em estimadores
com boas propriedades quando os erros são normalmente distribuídos. No entanto, não
possuem robustez estatística. Considera-se que ummétodo estatístico é robusto quando
é pouco sensível a ligeiros afastamentos das hipóteses assumidas para o modelo (pres-
supostos do modelo). A falta de robustez de um estimador pode originar estimativas
dos parâmetros completamente distorcidas. Daí decorre a necessidade de desenvolver
métodos robustos que constituam alternativas aos métodos tradicionais. Desde os anos
80foram desenvolvidas técnicas de estimação robusta para modelos de localização, de
9escala e de regressão.
Na sequência do crescente reconhecimento da importância da robustez estatística,
enquanto propriedade fundamental de um estimador, têm vindo a ser investigados
métodos robustos para modelos e problemas especícos. No caso particular do SEM,
têm sido feitas várias tentativas, tendo em vista a obtenção de estimadores robustos
dos parâmetros destes modelos. Realçam-se as contribuições de Amemiya (1982), de
Maronna e Yohai (1997)e Krishnakumar e Ronchetti (1997). No entanto, os esti-
madores de GMM dos parâmetros não têm sido estudados sob o ponto de vista da
robustez. Assim, considerou-se ser do maior interesse o desenvolvimento de uma ver-
são robusta do GMM, investigação essa que passou a constituir o principal objectivo do
estudo da presente tese. Com este objectivo, e dada a diversidade de metodologias de
estimação neste tipo de modelos, nomeadamente, a utilização de informação completa
ou de informação limitada, estudaram-se essas questões e direccionou-se a investigação
da alternativa robusta para a melhor das vias.
Assim, a presente dissertação encontra-se organizada como se passa a descrever.
Para além do presente capítulo, onde se faz a introdução do tema, a tese contém
mais seis capítulos.
No segundo capítulo faz-se a apresentação dos Modelos de Equações Simultâneas,
inicialmente de um modo informal, de forma a destacar o seu interesse e a familiarizar
o leitor com situações em que possam ser aplicados. De seguida, apresenta-se a carac-
terização do modelo, recordando as suas duas principais representações, a Forma Es-
trutural e a Forma Reduzida. Por m, trata-se da questão da identicabilidade. Como
se referiu, esta questão tem um interesse particular nestes modelos, e o seu estudo é
indispensável, antes de prosseguir com a pesquisa de novos métodos de estimação.
No Capítulo 3 são expostos os métodos tradicionais de estimação dos SEM. Descre-
vem-se dois dos principais métodos de estimação, o Método dos Mínimos Quadrados
e o Método dos Momentos Generalizado; em primeiro lugar, explica-se o princípio em
que se baseia cada um dos métodos e, de seguida, clarica-se a forma de aplicação aos
SEM. O capítulo continua com a apresentação dos estimadores obtidos pelos diferentes
métodos (quer por informação completa, quer por informação limitada)e as respectivas
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propriedades. Para ilustrar a aplicação dos diversos estimadores e avaliar a superiori-
dade dos métodos de informação completa sobre os de informação limitada em estudos
práticos (em dimensão nita), utilizaram-se dois exemplos de modelos econométricos.
Os estudos de simulação desenvolvidos num dos exemplos ajudam a explicar os mo-
tivos que poderão estar na base das dúvidas referidas em relação àsuperioridade dos
métodos de informação completa.
O Capítulo 4 trata da estimação robusta. Os métodos estatísticos de maior di-
vulgação, nomeadamente os que mais se utilizam para realizar testes de hipóteses,
determinar intervalos de conança ou estimar parâmetros, são usados devido às suas
propriedades de optimalidade quando se verica um conjunto de pressupostos. Perante
a falha de tais pressupostos, esses métodos podem conduzir a resultados desastrosos.
Relativamente a este tópico, resumem-se os principais conceitos associados àrobustez,
referindo-se em particular a questão da regressão robusta, a sua importância e as
principais formas de implementar esta metodologia. Referem-se ainda as principais
abordagens publicadas sobre estimação robusta em SEM.
No quinto capítulo apresenta-se a versão robusta do estimador GMM, proposta
neste trabalho, que foi designada por estimador GMMOGK (estimador do método dos
momentos generalizado, ortogonalizado de Gnanadesikan-Kettenring). Esta proposta
é desenvolvida essencialmente em três fases: i)na primeira fase são determinadas
estimativas iniciais dos parâmetros, aplicando um estimador robusto -estimador dos
mínimos quadrados aparados (LTS), uma vez que as propriedades dos estimadores
usados no cálculo das estimativas iniciais vão ser determinantes para a qualidade das
estimativas nais, ii)a segunda fase consiste em estimar de forma robusta a matriz de
covariâncias dos erros do modelo usando métodos recentes de robusticação de escala,
iii)com a robustez sempre em vista, a terceira fase envolve a minimização da função
de Huber aplicada aos resíduos, depois de devidamente ponderados com estimativas
obtidas em ii). Este procedimento conduz àdeterminação de um estimador global dos
parâmetros, que é robusto por construção.
No sexto capítulo efectua-se uma avaliação do desempenho do estimador proposto,
a partir de dois estudos de aplicação -um baseado em dados simulados e outro em
dados reais. Efectuaram-se estudos empíricos para proceder a uma avaliação prática
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do estimador GMMOGK. Usaram-se dados reais da economia argentina, já estudados
e analisados na literatura (Maronna e Yohai (1997)), de forma a facilitar a comparação
dos resultados e a aferir o interesse do método agora proposto. Adicionalmente zeram-
se estudos de simulação, sob diversos cenários: alterando a dimensão da amostra,
a percentagem de contaminação, a distribuição dos erros (normal ou t de Student,
homocedástica ou heterocedástica).
Por m, no sétimo capítulo, referem-se os principais resultados conseguidos, as
conclusões que daí decorrem e as perspectivas do trabalho futuro.
A tese contém ainda informação adicional, organizada numa secção de apêndices,
onde se apresentam alguns cálculos e demonstrações que suportam os restantes capí-
tulos.
Capítulo 2
Modelo Linear de Equações
Simultâneas
Este capítulo tem como objectivo fazer uma apresentação resumida do Modelo Linear
de Equações Simultâneas e das principais questões que se colocam na sua análise e
na sua utilização. Este tema encontra-se tratado sob a forma de um ou mais capí-
tulos em livros de Econometria publicados por diversos autores, como por exemplo
Schmidt (1976), Judge etal. (1988), Johnston e DiNardo (1997), o livro que mar-
cou o ensino da econometria em todo o mundo, desde a sua primeira edição em 1963,
Kmenta (1997), Mittelhammer etal. (2000), Greene (2003), Gujarati (2003), Baltagi
(2008)e W ooldridge (2009). Em português, poucos trabalhos têm sido publicados por
portugueses sobre o tratamento estatístico destes modelos, havendo apenas a referir
Magalhães (1994)e Penalva (2003).
Uma vez que na presente tese apenas serão tratados modelos de estrutura linear,
usar-se-á a designação SEM ao longo do trabalho, para referir estes modelos, sem estar
constantemente a fazer alusão à linearidade. O capítulo encontra-se organizado em
três secções. Na primeira secção, procede-se àapresentação informal do SEM tendo
em vista destacar o seu interesse e familiarizar o leitor com situações que justicam a
sua aplicação, tendo-se usado para ilustração vários exemplos, entre os quais o Modelo
de Keynes, tão famoso entre economistas. A segunda secção compreende a descrição
da notação matricial a usar e ainda a apresentação formal do modelo, relembrando
as suas duas principais representações, nomeadamente, a Forma Estrutural e a Forma
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Reduzida. A última secção trata da identicabilidade do sistema. Esta questão é
particularmente importante nestes modelos pois, sendo caracterizados por sistemas de
equações lineares, torna-se essencial avaliar a estrutura algébrica subjacente antes de
prosseguir com o seu estudo estatístico.
2.1 Generalidades
O Modelo de Equações Simultâneas é um modelo estatístico caracterizado por um
sistema de equações que explicitam relações de dependência entre variáveis, assumindo
simultaneamente a interdependência entre equações (àfrente, neste trabalho, explicar-
se-á melhor esta noção de interdependência). Um SEM diz-se linear se for linear em
relação às variáveis e em relação aos parâmetros.
Um SEM pode compreender vários tipos de equações. Algumas traduzem relações
fundamentais entre variáveis relativas ao fenómeno que está a ser modelado. Estas
relações, chamadas equações estruturais, estabelecem ligações entre variáveis. A
aleatoriedade do modelo ca contemplada introduzindo nestas equações um termo adi-
tivo aleatório, usualmente designado por erro do modelo. Para além dessas variáveis,
as equações estruturais contêm também parâmetros desconhecidos, correspondendo
estes últimos aos coecientes das diversas variáveis; estes parâmetros são chamados
parâmetros estruturais do modelo. Nas aplicações econométricas, as equações es-
truturais descrevem a estrutura das relações entre as variáveis económicas, relações
essas que são fornecidas pela própria teoria económica.
As restantes equações do sistema também traduzem ligações entre as variáveis, mas
não envolvem termos relativos a erros aleatórios, nem parâmetros desconhecidos. Em
aplicações económicas, estas equações formalizam muitas vezes identidades contabilís-
ticas ou condições de equilíbrio.
Os exemplos que se passam a apresentar procuram esclarecer a diferença entre os
dois tipos de equações, ao mesmo tempo que permitem começar a introduzir a termi-
nologia especíca destes modelos. Os aspectos relativos a detalhes e complexidades de
natureza económica e àdinâmica do modelo não serão discutidos, pois não é esse o
objectivo deste estudo.
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Exemplo 2.1.1. (Modelo de Keynes)
Este primeiro exemplo é um caso paradigmático da literatura, pela importância que
teve no desenvolvimento de estudos macroeconómicos. Trata-se de um modelo Keyne-
siano que descreve a interdependência entre o consumo e o rendimento. Este modelo,
de acordo com Judge etal. (1988), é denido pelo sistema,
(
yt = ct + xt
ct =  + yt + "t
; (2.1.1)
onde as variáveis aleatórias ct e yt representam, respectivamente, o consumo e o rendi-
mento no período t; a variável xt representa o investimento no período t e "t é o termo
relativo ao erro aleatório do modelo. No modelo existem dois parâmetros desconheci-
dos,  e , havendo especial interesse em , pelo seu signicado económico. Este
parâmetro é designado por propensão marginal ao consumo e representa o montante
adicional de consumo quando o rendimento sofre um aumento unitário, sabendo-se pela
teoria económica que 0 <  < 1.
Enquanto que, de acordo com a primeira equação, yt depende de ct, pela segunda
equação resulta que ct também vai depender de yt. Desde já se chama a atenção para
a relação de interdependência que se verica entre as variáveis ct e yt -estas variáveis
são designadas por variáveis endógenas. Pelo contrário, o valor do investimento xt é
pré-determinado autonomamente em relação ao sistema, pelo que esta variável se de-
signa por variável exógena.
Para identicar quais são as equações estruturais do modelo, note-se que a segunda
equação contém um termo relativo ao erro aleatório e dois parâmetros desconhecidos;
trata-se, portanto, de uma equação estrutural. Na primeira equação isso não acon-
tece. A equação corresponde a uma identidade económica que, neste caso, traduz uma
condição de equilíbrio (rendimento = consumo + investimento). 
Exemplo 2.1.2. (Modelo simplicado da oferta e da procura)
Exemplos muito comuns de sistemas de equações simultâneas são os modelos da oferta
e da procura. O caso particular do "Modelo simplicado da oferta e da procura"é
muito popular na literatura, podendo ser visto, por exemplo, em Kmenta (1997). De
acordo com a teoria económica, sabe-se que, num mercado em equilíbrio, o preço de
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um bem e a quantidade transaccionada desse bem são determinados pela intersecção
das curvas da procura e da oferta. Admitindo que as funções da procura e da oferta
são lineares, pode escrever-se o modelo do seguinte modo
(
Qt = 0 + 1Pt + 2Yt + u1t
Qt = 0 + 1Pt + u2t
;
onde, ao m do período t; Qt representa a quantidade transaccionada do bem no mer-
cado em equilíbrio, Pt indica o preço de equilíbrio desse bem e Yt traduz o rendimento
dos consumidores. À semelhança do Exemplo 2.1.1., também aqui há duas variáveis
que são determinadas conjuntamente, as variáveis Qt e Pt, que, por isso, são chamadas
variáveis endógenas. A variável Yt é exógena e u1t e u2t são os erros aleatórios. A
primeira equação do sistema traduz a função da procura e a segunda equação repre-
senta a função da oferta. As constantes 0; 1; 2; 0 e 1 são os parâmetros do modelo
que, de acordo com a teoria económica, vericam as condições 1  0; 2  0 e 1  0:
Note-se ainda que, ao estudar a relação entre quantidade e preço, não é possível con-
siderar apenas uma das equações isoladamente, pois ambas as equações são necessárias
para determinar as variáveis endógenas, concluindo-se assim que se trata de um modelo
de equações simultâneas com duas equações estruturais.
De acordo com a teoria económica, a oferta e a procura descrevem e explicam a vari-
ação do preço e da quantidade de bens vendidos em mercados plenamente competitivos.
A procura representa a quantidade de um bem que um consumidor estaria disposto
a comprar a um dado preço, num determinado período de tempo. A lei da procura
defende que, em geral, quanto maior for o preço, menor será a quantidade de bem
procurada. Por outro lado, a oferta representa a quantidade desse bem que um produ-
tor está disposto a colocar no mercado a um dado preço, no mesmo período de tempo.
A lei da oferta estabelece que quanto maior for o preço do bem, maior será a quantidade
desse bem que os produtores irão querer produzir. O preço e a quantidade de equilíbrio
serão encontrados quando a quantidade produzida é igual àquantidade consumida, ou
seja, quando o mercado está em situação de equilíbrio. 
Exemplo 2.1.3. (Modelo de Klein I)
Um outro exemplo típico de um modelo econométrico que é descrito por um SEM é
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o modelo de Klein I. Trata-se de um modelo macroeconómico proposto por Klein, em
1950, para descrever a economia dos EUA no período entre as duas guerras mundiais.
O desenvolvimento de modelos econométricos deve muito a Laurence R. Klein, laureado
com o prémio Nobel da economia em 1980, precisamente pela sua extraordinária con-
tribuição para a "criação de modelos econométricos e sua aplicação àanálise económica
das utuações e da política económica", como já tinha sido mencionado no capítulo
1. Em 1950publicou um livro (Klein, 1950)onde apresenta três modelos Keynesianos,
pensados para a economia americana relativa ao período de 1921 a 1941. O mais sim-
ples destes três modelos é conhecido por modelo de Klein I, modelo que agora aqui se
descreve. Possivelmente devido àsua simplicidade interpretativa e facilidade de trata-
mento, o modelo é muito atractivo pelo seu sucesso pedagógico em explicar a estrutura
e funcionamento dos SEM, em particular a questão central da estimação dos parâme-
tros. Não admira, portanto, que muitos livros incluam a descrição e estudo do modelo
de Klein I nos seus textos. É o caso, por exemplo de Goldberger (1964), Christ (1966),
Theil (1971), Desai (1976), Intriligator etal. (1996), Gujarati (2003)e Greene (2003).
De acordo com Greene (2003), o modelo é denido por um sistema de seis equações
-as primeiras três representam, respectivamente, a função do consumo, a função do
investimento e a procura de mão-de-obra, medida pelo salário pago pelo sector pri-
vado, e traduzem o comportamento dos respectivos agentes económicos (consumidores,
investidores, salários). As restantes equações traduzem identidades económicas, esta-
belecidas de acordo com a legislação em vigor, que completam e identicam o sistema,
tornando-o susceptível de estimação. O modelo de Klein I é denido pelo sistema:
8>>>>>>>>>><
>>>>>>>>>>:
Ct = 0 + 1Pt + 2Pt 1 + 3 (W
p
t +W
g
t ) + u1t
It = 0 + 1Pt + 2Pt 1 + 3Kt 1 + u2t
W
p
t = 0 + 1At + 2Xt + 3Xt 1 + u3t
Xt = Ct + It +Gt
Pt = Xt   Tt  W
p
t
Kt = Kt 1 + It
;
onde,
Ct representa o consumo no ano t;
It mede o investimento no ano t;
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Gt refere-se àdespesa não salarial do governo no ano t;
Pt corresponde aos lucros do sector privado no ano t;
W
p
t traduz o salário pago pelo sector privado no ano t;
W
g
t traduz o salário pago pelo governo no ano t;
Kt representa o capital social no nal do ano t;
Xt refere-se ao produto do sector privado no ano t;
Tt corresponde ao imposto cobrado às empresas privadas no ano t;
At = t  1931 traduz a tendência temporal no ano t, medida em anos desde 1931.
O modelo contém seis variáveis endógenas, nomeadamente, Ct; It;W
p
t ; Xt; Pt e Kt ,
uma vez que os valores destas variáveis são determinados pelo sistema. As variáveis
Pt 1; Kt 1 e Xt 1 são variáveis desfasadas no tempo; por isso são tratadas como exó-
genas, uma vez que no ano t os seus valores já são conhecidos. O sistema inclui
ainda as variáveis exógenas W gt ; Gt; Tt e At; cujos valores são determinados exteri-
ormente ao sistema. O modelo contém os parâmetros j; j e j; j = 0; :::; 3 e os
erros aleatórios u1t; u2t e u3t. Do ponto de vista estatístico, o interesse incide sobre
a estimação dos parâmetros contidos nas três primeiras equações. Klein estimou os
parâmetros usando dados de 1921 a 1941, os quais se encontram disponíveis no pro-
grama R e no sitehttp://pages.stern.nyu.edu/wgreene/text/econometricanalysis.htm
da sexta edição (2008)do texto online (Table F 13.1).
O modelo de Klein I é também um modelo dinâmico pois contém coecientes au-
toregressivos, ou seja, certos coecientes referem-se às variáveis endógenas relativas a
diferentes momentos no tempo. 
Tal como acontece nos exemplos anteriores, no caso geral, um SEM inclui dois
tipos de variáveis, as variáveis endógenas e as variáveis exógenas, cujas denições se
apresentam de seguida.
Denição 2.1.1.Variável endógena é aquela cujos valores são determinados con-
juntamente com outras variáveis dentro do sistema e que, portanto, depende dos valores
de outras variáveis no sistema. 
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Denição 2.1.2.Variável exógena é aquela cujos valores são determinados exteri-
ormente ao sistema, mas que inuencia os valores das variáveis endógenas. O modelo
nada diz sobre o modo como estas variáveis são determinadas. 
De um modo geral, designam-se por variáveis predeterminadas todas as variáveis
exógenas, exógenas desfasadas e endógenas desfasadas. A distinção entre variáveis
endógenas e variáveis exógenas não é um tema pacíco em econometria e, como tal, o
assunto tem levantado certa polémica que pode ser comprovada em relatos encontrados
em várias publicações como, por exemplo, Engle etal. (1983)e Leamer (1985), entre
outros. As denições que aqui se apresentam acompanham a linha tradicional que é
geralmente seguida e abrange um grande consenso.
Ao contrário do que acontece com outros modelos, num SEM algumas equações
envolvem mais do que uma variável dependente ou endógena. Para determinar os
valores destas variáveis são necessárias tantas equações quantas as variáveis endógenas
envolvidas no sistema. Surge assim a noção de sistema completo.
Denição 2.1.3.O sistema de equações diz-se completo quando o número de
equações é igual ao número de variáveis endógenas. 
Quando esta condição não se vericar, diz-se que o sistema não está completo, o
que deverá ser consequência de alguma falha na modelação do fenómeno em estudo.
Uma breve revisão da literatura estatística e econométrica mostra que existe alguma
falta de consenso em relação àdesignação do modelo, pelo que se justica a apresen-
tação de algumas considerações sobre o assunto, antes da sua caracterização formal.
Em particular, é especialmente importante estabelecer a distinção entre o modelo em
estudo e outros modelos semelhantes, nomeadamente, o modelo de equações estruturais
e o Modelo de Regressão Linear Multivariado (MRLM).
De acordo com Kmenta (1997), um SEM designa um modelo estatístico forma-
lizado através de um sistema de equações simultâneas, em que todas as equações do
sistema são necessárias para determinar o valor de pelo menos uma variável endógena
incluída do modelo. Note-se que esta caracterização do modelo implica que pelo menos
uma das equações inclua mais do que uma variável endógena; pelo que a denição
20
de Kmenta constitui um critério de modelação baseado na relação entre o número de
equações e o número de variáveis endógenas. Observe-se que, ignorando as condições
distribucionais, a formalização do SEM pelo sistema pode dicultar a distinção entre
um SEM e umMRLM. No entanto, a noção de variável endógena já torna implícito no
sistema as condições de dependência entre variáveis. De facto, verica-se que num SEM,
uma variável endógena pode ser variável dependente numa equação e aparecer como
variável explicativa, ou regressor, noutra equação. Consequentemente, essa variável
endógena, que é regressor numa equação, está frequentemente correlacionada com o
erro aleatório da mesma equação.
Por outro lado, um MRLM também é estabelecido a partir de um conjunto de
equações entre variáveis, as quais incluem parâmetros e termos relativos a erros aleatórios.
No entanto, os erros nas diversas equações de umMRLM não são correlacionados; para
além disso, o MRLM assume que os regressores são determinísticos, ou que, sendo
aleatórios, não estão correlacionados com os erros. Estas condições não ocorrem num
SEM.
A distinção entre modelo de equações simultâneas e modelo de equações estrutu-
rais já é menos clara na literatura. Alguns autores usam indiferentemente a mesma
terminologia para designar ambos os modelos. A confusão é ampliada pelo facto da
sigla SEM abreviar as duas designações em inglês (SimultaneousEquationsModelse
StructuralEquationsModels). Na tentativa de esclarecer a diferença seguiu-se Kmenta
(1997); e note-se, desde já, que os modelos de equações simultâneas podem ser con-
siderados como uma versão simplicada dos modelos de equações estruturais. Uma
característica importante destes últimos modelos é o facto de envolverem variáveis não
observáveis, designadas por variáveis latentes. As variáveis latentes são variáveis que,
pela sua natureza, não são observáveis de forma directa, pelo que a informação que se
tem sobre elas resulta da medição dos seus efeitos noutras variáveis (indicadores)que,
estas sim, podem ser directamente observadas. Um modelo de equações estruturais é
formado por duas partes:a primeira é composta por relações estruturais envolvendo
variáveis latentes, podendo estas ser exógenas ou endógenas, e a segunda é composta
por equações de medição que relacionam as variáveis latentes com os respectivos in-
dicadores. Concluindo, um SEM corresponde a uma particularização do modelo de
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equações estruturais, em que as equações estruturais não contêm variáveis latentes, ou
seja, todas as variáveis endógenas e exógenas são observáveis.
Apesar da base comum destas duas famílias de modelos, na prática, ca-se com a
ideia de que o uso dos modelos de equações simultâneas decorre paralelamente ao uso
dos modelos de equações estruturais, como se nada houvesse a ligá-los, para além da
designação SEM,que os econometristas traduzem de uma maneira e os especialistas
em ciências sociais traduzem de outra.
2.2 Formalização do modelo
Dependendo da forma como são apresentadas as equações do sistema, um SEM pode
ser caracterizado de diferentes modos. Esta secção é dedicada àapresentação formal
das duas principais representações do SEM, a Forma Estrutural e a Forma Reduzida.
2.2.1 Forma Estrutural
Considere-se um SEM constituído por M equações, tais que a t-ésima observação do
modelo verica o sistema8>>>>><
>>>>>:
11yt1 + :::+ M1ytM + 11xt1 + :::+ k1xtk + et1 = 0
12yt1 + :::+ M2ytM + 12xt1 + :::+ k2xtk + et2 = 0
...
...
1Myt1 + :::+ MMytM + 1Mxt1 + :::+ kMxtk + etM = 0
;
onde cada equação i (i = 1; :::;M; ) contém:um erro aleatório eti, as variáveis endógenas
yt1; :::; ytM ; os parâmetros estruturais associados às variáveis endógenas ji (j = 1; :::;M)
e os parâmetros estruturais ri (r = 1; :::k) associados às k variáveis exógenas xt1; :::; xtk:
Assume-se que o número total de variáveis endógenas coincide com o número M de
equações, ou seja, que o sistema é completo. O índice t é usado para indexar as obser-
vações, sendo T o número de observações da amostra (t = 1; :::; T ). Quando um SEM
é expresso na forma anterior, diz-se que se encontra na Forma Estrutural.
Passando à notação vectorial para representar uma amostra de dimensão T do
modelo, denotem-se por yi o vector constituído pelas T observações da i-ésima variável
endógena (i = 1; :::;M), por xj o vector constituído pelas T observações da j-ésima
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variável exógena (j = 1; :::; k) e por ei o vector de dimensão T dos erros aleatórios
associados ài-ésima equação (i = 1; :::;M) : Assim, a amostra verica o sistema8>>>>><
>>>>>:
11y1 + :::+ M1yM + 11x1 + :::+ k1xk + e1 = 0
12y1 + :::+ M2yM + 12x1 + :::+ k2xk + e2 = 0
...
...
1My1 + :::+ MMyM + 1Mx1 + :::+ kMxk + eM = 0
: (2.2.1)
Reescrevendo (2:2:1) na forma matricial, obtém-se a Forma Estrutural matricial
do SEM ; que para o conjunto das T observações, vem
Y +XB + E = 0;| {z }
(TM)(MM)+(Tk)(kM)+(TM)=(TM)
(2.2.2)
onde Y é a matriz das observações das variáveis endógenas, X é a matriz das obser-
vações das variáveis exógenas e E é a matriz dos erros aleatórios, ou seja,
Y(TM) = [yti]t=1;:::;T;i=1;:::;M ;
X(Tk) = [xtj]t=1;:::;T;j=1;:::;k ;
E(TM) = [eti]t=1;:::;T;i=1;:::;M :
Estas matrizes podem ser representadas noutras forma, de acordo com o Apêndice
A.1.1. As matrizes   eB contêm os parâmetros estruturais do modelo, correspondendo,
respectivamente, aos coecientes das variáveis endógenas e aos coecientes das variáveis
exógenas, isto é,
 (MM) = [ji] e B(kM) = [ri] ; i; j = 1; :::;M; r = 1; :::; k:
A partir de (2:2:2) é possível exprimir o sistema, para cada observação t, em termos
das matrizes dos coecientes. Com efeito, mostra-se no Apêndice A.1.2 (a) que
Y0t + x
0
tB+ e
0
t = 0(1M) ; t = 1; :::; T;
onde Y0t, x
0
t e e
0
t representam a linha t das matrizes Y, X e E, ou seja, as transpostas
de Yt, xt e et, respectivamente.
Por outro lado, xando a equação i e considerando o conjunto das T observações,
mostra-se no Apêndice A.1.2 (b), que essa equação se pode escrever como
Y i +XBi + ei = 0(T1) ; i = 1; :::;M; (2.2.3)
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onde  i, Bi e ei representam a coluna i das matrizes  , B e E, respectivamente.
Antes de enunciar as hipóteses assumidas para o modelo, é ainda necessário intro-
duzir mais alguma notação. Designar-se-á por 2it (i = 1; :::;M; t = 1; :::; T ) a variância
do erro da equação i para a observação t, ou seja, 2it = V (etijxt) e por ijt a covariância
entre os erros das equações i e j para a observação t, ou seja, ijt = Cov(eti; etjjxt) :
Uma vez que as variáveis xt são exógenas e, portanto, assumem valores previa-
mente determinados, o condicionamento por xt não será evidenciado de modo a não
sobrecarregar a notação, já de si pesada, no estudo destes modelos.
Usando a notação vectorial dos erros, com e0t =
h
et1 : : : etM
i
, representa-se por
t a sua matriz de covariâncias, ou seja,
t =E [ete
0
tjxt]
=
2
664
V (et1) : : : Cov(et1; etM)
...
. . .
...
Cov(etM ; et1) : : : V (etM)
3
775
=
2
666664
2
1t 12t    1Mt
21t 
2
2t    2Mt
...
...
. . .
...
M1t M2t    
2
Mt
3
777775 ; (t = 1; :::; T ) : (2.2.4)
No caso particular do modelo ser homocedástico, as variâncias e as covariâncias são
iguais para qualquer t, isto é, 2it e ijt não variam com t; sendo então representados
por 2i e ij, respectivamente. Consequentemente, a matriz t denida em (2:2:4) é
constante para qualquer observação t do modelo e passa a ter a forma
 = t =
2
666664
2
1
12    1M
21 
2
2
   2M
...
...
. . .
...
M1 M2    
2
M
3
777775 :
Por outro lado, denota-se por 
ij a matriz das covariâncias dos erros associados às
equações i e j (i; j = 1; :::;M), ou seja,

ij = E

eie
0
jjX

= E
2
664
e1ie1j    e1ieTj
...
. . .
...
eTie1j    eTieTj
3
775 :
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No caso particular de uma única equação i; a matriz 
ii será representada por 
i.
Relacionando o modelo na Forma Estrutural com o Modelo de Regressão Linear
Multivariado, note-se que um SEM pode ser encarado como uma generalização do
MRLM ; na medida em que a equação Y = XB + E, típica do MRLM ; corresponde
a um SEM na forma estrutural (2:2:2) ; para o caso particular   = IM , onde IM é a
matriz identidade de ordemM . Esta particularização tem consequências directas sobre
a homocedasticidade dos erros e o não correlacionamento entre erros e regressores (que
se vericam no MRLM ), condições essas que não são impostas no SEM.
Para concluir a caracterização do SEM na forma estrutural, falta apresentar um
conjunto de hipóteses que, em geral, são assumidas sobre as variáveis envolvidas. A
apresentação das hipóteses vai sendo acompanhada por alguns comentários, sempre
que se considere pertinente.
HFE.1 Os erros são gerados por um processo multivariado estacionário de componentes
eti não correlacionadas ao longo do tempo, ou seja:
HFE.1.1 Os erros têm valor médio nulo, isto é,
E [etjxt] = 0;
onde e0t é a linha t da matriz E, para t = 1; :::; T .
HFE.1.2 A matriz de covariâncias dos erros pode variar de observação para obser-
vação, ou seja,
t = E [ete
0
tjxt] ;8t = 1; :::; T:
Para cada t, admite-se a existência de correlação entre os erros das diferentes
equações.
HFE.1.3 Os erros correspondentes a observações diferentes são não correlacionados,
isto é,
E [etiesjjxt;xs] = 0; t 6= s; t; s = 1; :::; T ; i; j = 1; :::;M:
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Na ausência de correlação entre os erros relativos a observações diferentes,
diz-se que não há autocorrelação. Então, para t 6= s, vem que
E [ete
0
sjxt;xs] =
2
664
Cov(et1; es1) : : : Cov(et1; esM)
...
. . .
...
Cov(etM ; es1) : : : Cov(etM ; esM)
3
775 = 0(MM):
Na sequência das hipóteses HFE.1.1 a HFE.1.3, interessa acrescentar os
comentários seguintes.
(i) Note-se que, da conjunção de HFE.1.2 com HFE.1.3, se assume que
E [etiesjjxt;xs] =
8>><
>>:
(
ijt, se i 6= j
2it = iit, se i = j
; se t = s
0 ; se t 6= s
;
para t; s = 1; :::; T e i; j = 1; :::;M:
(ii) Como consequência de HFE.1, tem-se que para cada equação i; a matriz de
covariâncias 
i dos erros é uma matriz diagonal, isto é, que

i = E [eie
0
ijX] = diag
h
2i1 : : : 
2
iT
i
: (2.2.5)
(iii) No caso homocedástico, em que o valor da variância do erro de cada equação
i não varia com t; isto é, quando 2it = 
2
i ;8t; esta matriz simplica-se,
tomando a forma,

i = E [eie
0
ijX] = 
2
i IT : (2.2.6)
(iv) De modo análogo, a matriz de covariâncias dos erros correspondentes a
diferentes equações também é uma matriz diagonal, isto é,

ij = E

eie
0
jjX

= diag
h
ij1 : : : ijT
i
: (2.2.7)
(v) No caso homocedástico, em que o valor da covariância entre os erros de
diferentes equações não varia com t; ou seja, ijt = ij;8t; esta matriz
simplica-se, tomando a forma

ij = E

eie
0
jjX

= ijIT :
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HFE.2 Para cada t xo, a distribuição condicionada do vector de erros et é uma normal
multivaridada, ou seja, etjxt  NM (0;t) ; t = 1; :::; T:
Note-se que na literatura é usual assumir esta hipótese com a condição adicional
de t ser constante em relação a t, ou seja, do modelo ser homocedástico em
relação a t:
HFE.3 A matriz X é constituída por T observações de um vector aleatório de dimensão
k e tem característica k, o que traduz que as colunas de X são linearmente
independentes. Como consequência, tem-se que o número de linhas de X(Tk),
ou seja o número de observações T; deve ser tal que T  k:
HFE.4 Admite-se que a matriz
XX(kk) = plim
T! 1

X0X
T

(2.2.8)
é uma matriz nita e denida positiva, onde plim
T! 1
representa o limite em proba-
bilidade.
HFE.5 Os elementos de X são uniformemente limitados.
HFE.6 O erro aleatório associado à observação t no conjunto de todas as equações,
et, é não correlacionado com o vector das variáveis exógenas dessa observação,
xt; t = 1; :::; T; isto é,
E [X0E] = plim
T! 1

X0E
T

= 0: (2.2.9)
Esta hipótese estabelece a ortogonalidade entre as variáveis exógenas e os erros
aleatórios, pelo que a condição (2:2:9) é usualmente chamada condição de orto-
gonalidade. Para além disso, importa referir que a condição (2:2:9) é vericada
por variáveis exógenas e não por variáveis endógenas.
HFE.7 A matriz   é uma matriz não singular.
Esta hipótese equivale a admitir que o determinante de   é não nulo, sendo uma
condição suciente para que o modelo seja completo.
A partir das hipóteses assumidas para os erros aleatórios, por serem estacionários e
não correlacionados para diferentes observações, resulta, por uma generalização da Lei
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Fraca dos Grande Números, que
plim
T! 1

E0E
T

= E

E0E
T
jX

= ; (2.2.10)
onde =
2
666664
1
T
TP
t=1
2
1t   
1
T
TP
t=1
1Mt
...
. . .
...
1
T
TP
t=1
M1t   
1
T
TP
t=1
2Mt
3
777775 ; de acordo com desenvolvimento no Apêndice
A.1.3. A condição (2:2:10) traduz que a matriz de covariâncias amostrais dos erros
da forma estrutural converge para a matriz de covariâncias populacionais dos erros da
forma estrutural, a qual será representada por .
Apresenta-se a seguir a Forma Reduzida de um SEM. A importância desta forma
de representar o modelo reside no facto de permitir um enquadramento e tratamento
estatístico do modelo análogo ao do MRLM, sendo aplicáveis algumas metodologias e
resultados disponíveis para a regressão.
2.2.2 FormaReduzida
O sistema correspondente à forma (2:2:2) é formado por M equações e depende de
M variáveis endógenas, de variáveis exógenas e de erros aleatórios. De acordo com
HFE.7, existe a matriz   1;logo, é possível exprimir as variáveis endógenas em função
das variáveis exógenas e dos erros aleatórios. Assim, partindo do modelo na forma
estrutural matricial, Y  + XB+ E = 0, pode exprimir-se cada variável endógena
como uma função linear dependente apenas de variáveis exógenas e de erros aleatórios.
Assim, tem-se que
Y =  XB  1   E  1;
e designa-se por FormaReduzidaassociada ao sistema (2:2:2) ; a equação
Y = X+V;| {z }
(TM)=(Tk)(kM)+(TM)
(2.2.11)
onde
(kM) =  B 
 1; (2.2.12)
V(TM) =  E 
 1: (2.2.13)
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As matrizes  e V contêm, respectivamente, os parâmetros e os erros aleatórios da
forma reduzida.
Note-se que a coluna i de é um vector k-dimenional que contém os coecientes da
equação i na forma reduzida e será denotada por i (i = 1; :::;M) : De modo idêntico,
vi representa um vector T -dimensional, correspondente àcoluna i da matriz dos erros
V (i = 1; :::;M) :
De seguida apresenta-se um exemplo publicado em Judge etal. (1988), com o qual
se pretende ilustrar os cálculos necessários para passar da forma estrutural de um SEM
àforma reduzida.
Exemplo 2.2.1. Considere-se o seguinte SEM , denido na forma estrutural por(
 y1 + y2 + 2x2 + e1 = 0
2y1   y2 + 3x1 + x3 + e2 = 0
:
Na forma matricial estrutural correspondente a (2:2:2), o vector das variáveis endógenas
é Y =
h
y1 y2
i
, o vector das variáveis exógenas é X =
h
x1 x2 x3
i
e as matrizes
dos respectivos parâmetros são
  =
"
 1 2
1  1
#
e B =
2
664
0 3
2 0
0 1
3
775 :
Para passar o sistema àforma reduzida, calcula-se a inversa da matriz  , que neste
caso é   1 =
"
1 2
1 1
#
, e substitui-se em Y =  XB  1 E  1. Explicitando, tem-se
que
h
y1 y2
i
=  
h
x1 x2 x3
i2664
0 3
2 0
0 1
3
775
"
1 2
1 1
#
 
h
e1 e2
i " 1 2
1 1
#
:
Logo, o SEM ca na forma reduzida Y = X+V, para
 =
2
664
0 3
2 0
0 1
3
775
"
1 2
1 1
#
=
2
664
3 3
2 4
1 1
3
775 e V =   h e1 + e2 2e1 + e2 i :
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Considerando o sistema com as duas equações, vem(
y1 =  3x1   2x2   x3   e1   e2
y2 =  3x1   4x2   x3   2e1   e2
:

Chama-se a atenção para o facto da forma reduzida (2:2:11) se traduzir por uma
equação matricial análoga àque caracteriza o modelo de regressão multivariado - com
matriz de variáveis dependentes Y, matriz de regressores X, matriz de parâmetros 
e matriz de erros V: Como se referiu, a diferença entre ambos os modelos não reside na
forma da equação (2:2:11), mas sim nas propriedades distribucionais envolvidas, muito
particularmente nas que se referem aos erros e aos regressores.
À semelhança do que acontece com a forma estrutural, também para a forma re-
duzida há interesse em analisar as distribuições dos vectores linha e dos vectores coluna
de (2:2:11), os quais correspondem, respectivamente, a cada observação t para o con-
junto de todas as M equações e a cada equação i para o conjunto de todas as T
observações.
A partir da forma (2:2:11) ; destacando a linha que corresponde à observação t;
pode escrever-se a forma reduzida do modelo,
Y0t = x
0
t
 +v0t; t = 1; :::; T:
Fixando agora a coluna i da forma (2:2:11), resulta a equação i do modelo na forma
reduzida relativamente às T observações,
yi = Xi +vi; i = 1; :::;M:
Tendo em conta que os erros da forma reduzida estão denidos como combinação
linear dos erros da forma estrutural (por (2:2:13)), as hipóteses assumidas para os
erros E, da forma estrutural, vão reectir-se nos erros V da forma reduzida. Assim,
considerando que e0t e v
0
t representam a linha t das matrizes E e V; respectivamente,
onde v0t =  e
0
t 
 1; e tendo em conta que  (MM) é constante, para cada observação t;
os erros vt vericam as seguintes propriedades (t = 1; :::; T ) :
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PFR.1 Os erros têm esperança nula, pois por HFE.1.1, vem que
E [vtjxt] = E
h 
 e0t 
 1

0
jxt
i
=
 
  1

0
E [etjxt] = 0:
PFR.2 Os erros têm matriz de covariâncias vt = E [vtv
0
tjxt], a qual, por HFE.1.2, é da
forma
vt (MM) = E [vtv
0
tjxt]
=
 
  1

0
E [ete
0
tjxt] 
 1
=
 
  1

0
t 
 1: (2.2.14)
PFR.3 Os erros são não correlacionados, para diferentes observações, pois, de acordo
com HFE.1.3, e para t 6= s;
E [vtv
0
sjxt;xs] =
 
  1

0
E [ete
0
sjxt;xs] 
 1 = 0:
PFR.4 Os erros têm distribuição normal
vtjxt  N (0;
v
t ) ; t = 1; :::; T:
Esta propriedade decorre da hipótese HFE.2 e do facto de vt =  
 
  1

0
et.
Em termos de distribuição assintótica, podem desde já concluir-se as seguintes
propriedades:
PFR.5 A matriz de covariâncias amostrais dos erros da forma reduzida converge para a
matriz das covariâncias populacionais dos erros da forma reduzida, a qual será
representada por 
v
.
Pela denição de V e por (2:2:10),
plim
T! 1

V0V
T

= plim
T! 1
" 
 E  1

0
 
 E  1

T
#
= plim
T! 1
" 
  1

0
E0E  1
T
#
=
 
  1

0

plim
T! 1

E0E
T

  1
=
 
  1

0  1
(MM)
= 
v
: (2.2.15)
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PFR.6 As variáveis exógenas X são não correlacionadas com os erros da forma reduzida
V:
De facto, por HFE.6,
plim
T! 1

X0V
T

= plim
T! 1
"
X0
 
 E  1

T
#
= plim
T! 1

X0E
T

  1 = 0(kM): (2.2.16)
Ao assumir a hipótese da distribuição normal, decorrem as proposições seguintes
que estabelecem as distribuições assintóticas conjuntas das variáveis exógenas e dos
erros, tanto para a forma estrutural como para a forma reduzida; apresenta-se apenas
a demostração da última proposição, uma vez que as restantes podem ser consultados
em Schmidt (1976).
Antes de prosseguir, torna-se necessário introduzir mais alguma notação.
(i) Representa-se vectorialmente uma matriz A por vec (A), o vector formado pelas
colunas de A, isto é,
se A =
h
a1    an
i
(mn)
) vec (A) =
2
664
a1
...
an
3
775
(mn1)
:
(ii) Utilizase o símbolo  para representar a distribuição assintótica.
(iii) O produto de Kronecker entre duas matrizes A = [aij](K1M1) e B = [brs](K2M2)
será denotado por 
 e denido, como usualmente, por
A
B = [aijB]((K1K2)(M1M2)) :
Proposição 2.2.1. Em relação à forma estrutural de um SEM, denida em (2:2:2),
tem-se que
vec
X0E
p
T
jX

 N

0;
XX

:

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Proposição 2.2.2. Supondo a hipótese HFE.4, tem-se que
vec
X0V
p
T
jX

 N

0;
 
  1

0  1


XX

:

A distribuição assintótica conjunta das variáveis endógenas, das variáveis exógenas
e dos erros da forma reduzida, ca estabelecida na proposição que se segue.
Proposição 2.2.3. Para um SEM na forma reduzida, tem-se que
p lim
1
T
T! 1
2
664
Y0Y Y0X Y0V
X0Y X0X X0V
V0Y V0X V0V
3
775=
2
664

0XX +
 
  1

0  1
  
0XX
  
  1

0  1
(XX ) XX 0 
  1

0  1 0
 
  1

0  1
3
775,
sendo esta uma matriz quadrada de ordem (M + k +M) :
Demonstração.Exprimindo Y na forma reduzida, vem:
plim
1
T
T! 1
(Y0Y) = plim
1
T
T! 1

(X+V)0 (X+V)

:
Efectuando o produto indicado e por a matriz  ser constante, resulta que
plim
1
T
T! 1
(Y0Y) = 
0
"
plim
1
T
T! 1
(X0X)
#
+0

plim
T! 1
1
T
(X0V)

+
"
plim
1
T
T! 1
(V0X)
#
+ plim
1
T
T! 1
(V0V) :
Tendo em conta os resultados (2:2:8), (2:2:15) e (2:2:16) ; vem
plim
1
T
T! 1
(Y0Y) = 0XX  + 
00+ 0 +
 
  1

0  1
= 0XX  +
 
  1

0  1:
Para obter a forma do elemento (2; 1) da matriz, o procedimento é idêntico, mas desta
vez recorrendo a (2:2:8) e (2:2:16) :
plim
1
T
T! 1
(X0Y) = plim
1
T
T! 1
[X0 (X+V)]
=

plim
T! 1
1
T
(X0X)

+ plim
1
T
T! 1
(X0V)
= XX + 0:
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É ainda por (2:2:16) que se obtém o elemento (3; 1) da matriz:
plim
1
T
T! 1
(V0Y) = plim
1
T
T! 1
[V0 (X+V)]
=
"
plim
1
T
T! 1
(V0X)
#
+ plim
1
T
T! 1
(V0V)
= 0+
 
  1

0  1:
Os restantes elementos da matriz são obtidos por simetria, tendo em conta PFR.6,
(2.2.15), (2.2.8) e que a matriz
 
  1

0  1 é simétrica:
Para terminar esta secção, note-se que se apresentaram dois modelos estatísticos,
denidos pelas formas (2:2:2) e (2:2:11), para representar o mesmo SEM. Em ambas as
formas, será necessário estimar as matrizes de parâmetros,   e B da forma estrutural
ou  da forma reduzida. No entanto, antes de proceder à estimação dos parâmetros,
deve efectuar-se o estudo da identicabilidade do modelo.
2.3 Identicabilidade
Um modelo diz-se identicável quando são identicáveis todos os seus parâmetros, no
sentido em que podem ser univocamente determinados pela distribuição conjunta das
variáveis observáveis. Atendendo à terminologia usual nos SEM, a identicabilidade
do modelo refere-se à identicabilidade dos parâmetros estruturais do modelo, contidos
nas matrizes   e B.
De facto, sem informação adicional ou sem informação à priori sobre Y;B e ,
os parâmetros estruturais do modelo não são identicados. Isto acontece porque, sem
restrições à priori, os modelos denidos por
Y +XB+ E = 0 e por Y A+XBA+ EA = 0 (2.3.1)
conduzem à mesma forma reduzida, para qualquer matriz não singular A(MM). Nesta
situação, diz-se que os modelos referidos são indistinguíveis em termos da informação
amostral.
Considere-se um SEM na forma estrutural Y  +XB+ E = 0: Recorrendo às té-
cnicas usuais no MRLM para estimar os parâmetros, a matriz dos regressores conteria
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variáveis endógenas, o que faria com que os estimadores de mínimos quadrados dos
parâmetros contidos em   e B não fossem consistentes, no caso geral. No entanto,
esse problema ca ultrapassado ao trabalhar com o SEM na forma reduzida. De facto,
os parâmetros da forma reduzida são sempre identicáveis; no entanto, o mesmo não
acontece com os parâmetros da forma estrutural, podendo ser necessária informação
adicional para regressar à parametrização inicial do modelo. Assim, o estudo da identi-
cabilidade do modelo deve anteceder o estudo da estimação dos parâmetros da forma
estrutural.
Depois de introduzida a ideia geral da identicabilidade dos parâmetros estruturais,
apresenta-se uma denição proposta em Schmidt (1976), para o caso particular de um
SEM.
Denição 2.3.1. Um parâmetro do modelo estrutural na forma Y  +XB+ E = 0
diz-se identicado se e só se o seu valor pode ser deduzido a partir do conhecimento
dos parâmetros do modelo na forma reduzida. Se o parâmetro não for identicado,
diz-se que é subidenticado. 
Denição 2.3.2. Uma equação é identicadase todos os parâmetros dessa equação
forem identicados. 
Para estudar a identicabilidade, interessa destacar a equação i do sistema (2:2:1) ;
1iy1 + :::+ MiyM + 1ix1 + :::+ kixk + ei = 0 :
Embora na forma geral, apresentada em (2:2:1) ; todas as variáveis do sistema apareçam
em cada equação, nas situações práticas, apenas algumas variáveis aparecem em cada
equação, ou seja, é frequente que os coecientes de algumas variáveis sejam nulos.
Denição 2.3.3. Chamam-se restrições deexclusão a equações do tipo
ij = 0 _ ri = 0; i; j= 1; :::;M;r= 1; :::; k;
onde ij e ri são pâmetros do sistema (2:2:1). 
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As restrições de exclusão correspondem à existência de elementos nulos nas matrizes
  e B, o que traduz a ausência de algumas variáveis nalgumas equações.
Por outro lado, interessa também proceder à normalização das equações do sistema.
Denição 2.3.4. Chama-se regra denormalização ao procedimento que permite
reescrever o sistema, de modo a que, em cada equação, se isole uma variável endógena
no primeiro membro. 
Sem perda de generalidade, pode atribuir-se o coeciente  1 a uma variável endó-
gena em cada equação, o que equivale a multiplicar cada equação por uma constante.
Esse procedimento pode traduzir-se através de condições do tipo
ii =  1; i = 1; :::;M:
Quando numa equação i, se procede à sua normalização, xando ii =  1; e se
admite ainda que algumas variáveis não aparecem nessa equação, isso corresponde a
introduzir uma partição nos vectores de observações, nos vectores de parâmetros e nos
vectores dos erros, de modo a isolar em blocos as variáveis afectadas por restrições de
exclusão. Deste modo, será associado o símbolo (*) às variáveis excluídas e utilizar-se-á
a seguinte notação:
Yi(TMi) matriz das observações das Mi variáveis endógenas que aparecem na
equação i,
Y
i(TMi )
 matriz das observações das Mi variáveis endógenas que não aparecem
na equação i,
Xi(Tki) matriz das observações das ki variáveis exógenas que aparecem na equação
i,
X
i(Tki )
 matriz das observações das ki variáveis exógenas que não aparecem na
equação i,
i(Mi1)
 vector dos coecientes das variáveis endógenas que aparecem na equação
i, exceptuando a variável que foi normalizada yi;


i(Mi 1)
 vector dos coecientes das variáveis endógenas que não aparecem na
equação i; é um vector nulo,
i(ki1)
 vector dos coecientes das variáveis exógenas que aparecem na equação i,
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V.endógenas No de variáveis V.exógenas No de variáveis
Incluídas na equação i Yi Mi Xi ki
Excluídas da equação i Yi M

i X

i k

i
Total Mi +Mi =M ki + k

i = k
Tabela 2.1:Partição relativa às variáveis que aparecem na equação i .


i(ki1)
 vector dos coecientes das variáveis exógenas que não aparecem na equação
i; é um vector nulo,
 i e Bi   i-ésimas colunas das matrizes,   e B, respectivamente.
Deste modo, em termos matriciais, pode agora considerarse queY=
h
yi Yi Y

i
i
;
X =
h
Xi X

i
i
; relativamente às matrizes de parâmetros, vem a partição
 i =
2
664
 1
i


i
3
775 =
2
664
 1
i
0
3
775 ;
Bi =
"
i


i
#
=
"
i
0
#
:
Esta partição vai ter consequências na escrita da equação i; a qual pode ser expressa
apenas em termos dos blocos de coecientes não nulos, relembrando que a equação i da
forma estrutural se escreve Y i +XBi + ei = 0, onde  i e Bi representam as colunas
i das matrizes   e B, respectivamente (incluindo os elementos nulos). Substituindo as
matrizes de parâmetros de acordo com a partição anterior, tem-se que
yi = Yii +Y

i 

i +Xii +X

i

i + ei (2.3.2)
, yi = Yii +Xii + ei: (2.3.3)
Na Tabela 2.1, resume-se a notação relativa aos blocos correspondentes àequação i da
forma estrutural.
Do mesmo modo, as restrições de exclusão induzem uma decomposição por blocos
nas matrizes da forma reduzida.
Denindo como Zi =
h
Yi Xi
i
(T(Mi+ki))
a matriz por blocos com as observações
das variáveis endógenas e exógenas que aparecem na equação i e por
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i =
h

0
i 
0
i
i
0
((Mi+ki)1)
o vector dos (ki +Mi) parâmetros estruturais da equação i,
obtém-se a seguinte forma para a equação i,
yi = Zii + ei; i = 1; :::;M: (2.3.4)
Em relação àmatriz de parâmetros da forma reduzida,  =  B  1; note-se que
ela pode ser escrita sob a forma de um produto de matrizes denidas por blocos, do
seguinte modo: h
 Ik
i
| {z }
(k(M+k))
"
 
B
#
| {z }
((M+k)M)
= 0|{z}
(kM)
:
Uma vez que  i e Bi correspondem àcoluna i das matrizes   e B, respectivamente,
tem-se para a equação i que
h
 Ik
i "  i
Bi
#
= 0: (2.3.5)
Como a matriz
h
 Ik
i
tem característica k, a equação matricial (2:3:5) corresponde
a um sistema de k equações e (M + k) incógnitas. Havendo maior número de incógnitas
do que de equações, torna-se necessário dispor de informação adicional, mais especica-
mente, de M equações adicionais, para possibilitar a identicação dos parâmetros, (ou
seja, das componentes de  i e de Bi), a partir da informação contida em . Para esse
efeito, podem ser usadas as equações lineares que traduzem as restrições de exclusão e
a regra de normalização.
Estão agora reunidas as condições para apresentar alguns critérios que podem ser
usados para vericar se uma equação de um sistema é identicada.
Para isso, note-se que as restrições de exclusão para a equação i se podem escrever
como
Ri
"
 i
Bi
#
= Rii = 0; (2.3.6)
onde i =
"
 i
Bi
#
e Ri(J(M+k)) é uma matriz conhecida, com característica J; com
J < M + k; sendo J o número de restrições de exclusão da i-ésima equação. Repare-
se que cada linha de Ri (que tem apenas um elemento não nulo, igual à unidade)
38
representa uma restrição de exclusão, pois isso implica que um determinado parâmetro
seja nulo, ou seja, que a variável correspondente não apareça na equação i. Note-se
ainda que se J representar o número de restrições de exclusão da i-ésima equação,
então, de acordo com (2:3:2) e com a Tabela 2.1, vem
J =Mi + k

i :
Por outro lado, J é a característica de Ri(J(M+k)), logo,
rank (Ri) =M

i + k

i ; (2.3.7)
onde rank (Ri) designa a característica da matriz Ri.
Os critérios que facilitam a vericação da identicabilidade para a equação ibaseiam-
se em (2:3:5) e (2:3:6). Tendo em conta que (2:3:5) contém k equações sobre as M + k
incógnitas, no caso de (2:3:6) contribuir comM  1 equações e juntando a equação que
estabelece a regra de normalização da equação i, reunem-seM+k equações, ou seja, há
informação suciente para que os M + k parâmetros estruturais da equação i possam
ser expressos a partir dos parâmetros da forma reduzida. Deste modo, assegura-se que
os parâmetros da equação i são identicados.
Conjugando então a informação de (2:3:5) e (2:3:6) com o facto de Ri ter carac-
terística Mi + k

i , vem que2
4


... Ik

Ri
3
5
| {z }
((k+J)(M+k))
i|{z}
((M+k)1)
= 0|{z}
((k+J)1)
: (2.3.8)
Mas, usando resultados gerais sobre sistemas de equações lineares, conclui-se que a
característica de 2
4


... Ik

Ri
3
5 (2.3.9)
deve ser (k +M   1), de forma a garantir que as equações de (2:3:5) são independentes
das de (2:3:6) : Consegue-se, assim, identicar i em termos de .
Em termos práticos, para determinar a característica da matriz (2:3:9), pode recorrer-
se às seguintes proposições, cujas demonstrações podem ser vistas em Schmidt (1976).
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Proposição 2.3.1. Considerando =
"
 
B
#
; a característica de (2:3:9) é (k +M   1)
se e só se a característica de (Ri) for M   1: 
Surge assim uma seguinte condição necessária e suciente para a identicabilidade
da equação i.
Proposição 2.3.2. (Condição de característica) É condição necessária e suciente
para a equação i ser identicada, usando as restrições Rii = 0; que
rank (Ri) =M   1;
com  =
h
 0 B0
i
0
e Ri denido em (2:3:6). 
Tendo em conta que Ri tem M colunas e que a i ésima coluna, Rii, só tem
elementos nulos, para que Ri tenha característicaM   1, deve ter pelo menos M   1
linhas, ou seja, a característica de Ri deve ser no mínimo M   1. Isto pode traduzir-
se pela seguinte condição, que é uma condição necessária para a identicabilidade da
equação i.
Proposição 2.3.3. (Condição de ordem) Se a equação i for identicada então
rank (Ri) M   1: (2.3.10)

Conjugando (2:3:10) com o facto de a característica de Ri vericar (2:3:7), resulta
que quando uma equação i é identicada se verica que
Mi + k

i M   1, k

i Mi   1: (2.3.11)
A proposição seguinte resume as diversas situações que podem ocorrer no estudo
da identicabilidade de uma equação.
Proposição 2.3.4. O estudo da identicabilidade de uma equação i, conduz a uma
das situações:
1. A equação i não é identicada, dizendo-se que é subidenticada, se
rank (Ri) < M   1:
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Neste caso não é possível obter os parâmetros estruturais da equação i a partir dos
parâmetros da forma reduzida.
2. A equação i é exactamente identicada se
rank (Ri) =M   1 e rank (Ri) =M   1:
Neste caso os parâmetros estruturais da equação i podem ser obtidos a partir dos
parâmetros da forma reduzida de uma forma única.
3. A equação i é sobreidenticada se
rank (Ri) =M   1 e rank (Ri) > M   1:
Neste caso existem diferentes formas de exprimir os parâmetros estruturais da equação
i em função dos parâmetros da forma reduzida. 
Para ilustrar a aplicação dos critérios referidos, apresenta-se um outro exemplo
publicado em Judge et al. (1988).
Exemplo 2.3.1. Considere-se um SEM denido por um sistema de quatro equações
(M = 4) envolvendo quatro variáveis endógenas e quatro variáveis exógenas (k = 4)8>>>>><
>>>>>:
11y1 + 21y2 + 41y4 + 11x1 + 41x4 + e1 = 0
12y1 + 22y2 + 12x1 + 22x2 + e2 = 0
13y1 + 23y2 + 33y3 + 43y4 + 13x1 + 43x4 + e3 = 0
44y4 + 14x1 + 24x2 + 34x3 + 44x4 + e4 = 0
:
Passando àforma matricial estrutural, Y +XB+ E = 0, tem-se que
  =
2
666664
11 12 13 0
21 22 23 0
0 0 33 0
41 0 43 44
3
777775 ;B =
2
666664
11 12 13 14
0 22 0 24
0 0 0 34
41 0 43 44
3
777775 :
Para estudar a identicabilidade, considera-se uma equação de cada vez, calcula-se a
correspondente matriz Ri, formada pelos coecientes das restrições de exclusão nessa
equação; de seguida classica-se a equação, tendo em conta que =
"
 
B
#
e aplicando
a Proposição 2.3.4..
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Assim, para a primeira equação, tem-se que as variáveis que têm coeciente nulo são
y3; x2 e x3, logo
R1 =
2
664
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
3
775 ; e R1  =
2
664
0 0 33 0
0 22 0 24
0 0 0 34
3
775 ;
pelo que rank (R1) = 3 = (M   1) = rank (R1) ; logo a primeira equação é exacta-
mente identicada.
Para a segunda equação, as variáveis excluídas são y3; y4; x3 e x4: Deste modo, tem-se
que
R2 =
2
666664
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
3
777775 e que R2  =
2
666664
0 0 33 0
41 0 43 44
0 0 0 34
41 0 43 44
3
777775 ;
pelo que se conclui que rank (R2) = 3 e rank (R2) = 4> M   1: Assim, a segunda
equação é sobreidenticada.
Quanto àterceira equação, as variáveis não incluídas são x2 e x3; logo,
R3 =
"
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
#
;
cuja característica é 2 < M   1, pelo que esta equação é subidenticada.
Finalmente para a quarta equação, cujas variáveis excluídas são y1; y2 e y3, tem-se que
R4 =
2
664
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
3
775 e que R4  =
2
664
11 12 13 0
21 22 23 0
0 0 33 0
3
775 :
Deste modo, esta equação é exactamente identicada, uma vez que rank (R4) = 3 =
(M   1) = rank (R4) : 
Capítulo 3
Estimação tradicionaldos
parâmetros de um SEM
O presente capítulo sumaria os processos tradicionalmente usados para estimar os
parâmetros dos SEM. O método mais vulgarizado baseia-se no princípio dos míni-
mos quadrados. Por esse motivo se apresentam as diferentes versões de estimadores de
mínimos quadrados existentes para estimar um SEM, nomeadamente, mínimos quadra-
dos ordinários (OLS de ordinaryleast squares), mínimos quadrados indirectos (ILS de
indirect least squares), mínimos quadrados em duas fases (2SLS de two-stage least
squares)e mínimos quadrados em três fases (3SLS de three-stage least squares). Estas
versões permitiram melhorar sucessivamente as propriedades do estimador de mínimos
quadrados na sua forma mais simples.
De seguida, estuda-se o Método dos Momentos Generalizado (GMM de General-
izedMethodofMoments). Este último método é bem mais recente, mas é considerado
vantajoso para o tipo de modelos em questão e já está integrado nos principais livros de
texto introdutório de Econometria; terá uma importância fundamental no desenvolvi-
mento dos capítulos seguintes, de acordo com os objectivos da presente dissertação.
O Método da Máxima Verosimilhança, que é também tratado por alguns autores,
exige o conhecimento das distribuições de todas as variáveis envolvidas no sistema e
acaba por ter menos interesse no estudo dos SEM. Assim, não será considerado no
presente trabalho.
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Ao estimar os parâmetros do modelo seria natural considerar conjuntamente to-
dos os parâmetros incluídos no sistema. No entanto, historicamente não foi isso que
aconteceu. De facto, por qualquer dos métodos (mínimos quadrados ou momentos
generalizados), a estimação dos parâmetros começou por ser feita equação a equação
(informação limitada). Posteriormente foram desenvolvidos estimadores obtidos con-
juntamente para todos os parâmetros do sistema (informação completa). Daíresulta
que, qualquer que seja o princípio que preside àestimação, existam métodos de infor-
mação limitada e de informação completa.
Neste capítulo apresentam-se os estimadores obtidos pelos diferentes métodos e as
respectivas propriedades.
3.1 Informação limitada e informação completa
No capítulo anterior foi já destacada a importância da identicabilidade. Relembra-se
que se uma equação não for identicada, isso signica que não há informação suciente
para determinar algebricamente os parâmetros dessa equação e que, portanto, não
faz sentido estimar esses parâmetros. Assim, para passar ao estudo dos estimadores,
admite-se que todas as equações do modelo são identicadas, podendo ser exactamente
identicadas ou sobreidenticadas.
Tendo em conta que um SEM é denido por um sistema de equações, a estimação
dos parâmetros pode fazer-se separadamente para cada equação ou conjuntamente para
todas as equações do sistema. Deste modo, os métodos de estimação usuais nestes mo-
delos podem dividir-se em dois grupos, os Métodos de Informação Limitada (MIL)-em
que os parâmetros de cada equação são estimados separadamente, desprezando a infor-
mação contida nas restantes equações -e os Métodos de Informação Completa (MIC)-
em que os parâmetros de todas as equações do modelo são estimados simultaneamente.
Existe alguma controvérsia em relação àopção porMILou porMIC. Como osMIC
estimam conjuntamente todos os parâmetros, a correlação existente entre os erros das
diferentes equações está presente no processo de estimação e os estimadores gozam de
boas propriedades assintóticas, sendo geralmente considerados superiores aos MIL. No
entanto, os MIC apresentam também algumas desvantagens. De facto, do ponto de
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MIL MIC
Método dos Mínimos Quadrados 2SLS 3SLS
Método dos Momentos Generalizado GMMIL GMMIC
Método da Máxima Verosimilhança MLIL MLIC
Tabela 3.1:Estimadores usuais em SEM.
vista prático, os MIC envolvem cálculos muito mais pesados; para além disso, uma
falha de modelação numa equação vai afectar a estimação dos parâmetros de todas as
equações.
Assim, as duas metodologias, MIL e MIC, são apresentadas na literatura, mas não
se torna clara qual é a opção mais vantajosa em termos práticos. Por exemplo, Greene
(2003)considera que, em amostras de dimensão moderada, nem sempre se conrma a
superioridade dos MIC. Daíque seja da maior importância a realização de um estudo
comparativo das propriedades dos estimadores obtidos com MIL ou com MIC. Esse
estudo está publicado em Judge et al. (1988)para estimadores de mínimos quadrados,
comparando o estimador 2SLS com o estimador 3SLS, mas não inclui os estimadores
GMM. Neste trabalho efectuou-se a comparação correspondente para os estimadores
GMM, a qual foi possível a partir da obtenção de formas apropriadas das matrizes de
covariâncias assintóticas dos estimadores. Os resultados serão apresentados na Secção
3.9.
Dada a grande diversidade de métodos de estimação e respectivos estimadores, eles
serão identicados pelas siglas constantes na Tabela 3.1.
3.2 Utilização do M étodo dos M ínimos Quadrados
em SEM
Atendendo à semelhança já referida existente entre os SEM e os MRLM, o método
dos mínimos quadrados surge como um processo natural para estimar os parâmetros
de um SEM. No entanto, importa ter em atenção que um SEM não verica algumas
das hipóteses assumidas para o MRLM.
A estimação dos parâmetros da forma reduzida pode fazer-se aplicando o OLS, uma
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vez que nessa forma todos os regressores são variáveis exógenas e que estas são não
correlacionadas com os erros. Mas, os parâmetros com maior interesse na aplicação
de um SEM são os estruturais. No entanto, os estimadores de mínimos quadrados
dos parâmetros estruturais, obtidos aplicando OLS àforma estrutural, não são consis-
tentes, pois nessa forma há variáveis endógenas no conjunto dos regressores, as quais
são correlacionadas com os erros aleatórios. Assim, uma solução para ultrapassar este
problema consiste em procurar estimadores consistentes para os parâmetros da forma
reduzida, por OLS e, a partir deles, determinar estimadores para os parâmetros estru-
turais, com base nas relações (2:2:12) e (2:2:13). Note-se que este procedimento nem
sempre é possível, cando dependente das condições de identicabilidade das equações.
Quando é possível, conduz a um estimador que é designado por estimador de mínimos
quadrados indirectos (ILS)e que será estudado numa secção a seguir.
Chama-se ainda àatenção para o facto de ao proceder àestimação dos parâme-
tros de um SEM por OLS, ser necessário assumir que os erros de cada equação são
homocedásticos em relação ao tempo, ou seja, assumir que
E [eiteit]= 
2
it= 
2
i e que E [eitejt]= ijt= ij;8t = 1; :::; T:
Neste caso, de acordo com (2:2:6) e (2:2:7), tem-se que
E [eie
0
i] = 
2
i IT = 
i e E

eie
0
j

= ijIT = 
ij: (3.2.1)
Deste modo, considerando e =vec (E) ; é possível escrever a matriz de covariâncias dos
erros da forma estrutural, 
 = [
ij]i;j=1;:::;M = V [e], como um produto de Kronecker,
uma vez que

 =V [e] = E [ee0]
= E
2
666664
e1e
0
1
e1e
0
2
   e1e
0
M
e2e
0
1
e2e
0
2
   e2e
0
M
...
...
...
eMe
0
1
eMe
0
2
   eMe
0
M
3
777775
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=
2
666664

1 
12    
1M

21 
2    
2M
...
...
...

M1 
M2    
M
3
777775 (3.2.2)
=
2
666664
2
1
IT 12IT    1MIT
21IT 
2
2
IT    2MIT
...
...
...
M1IT M2IT    
2
MIT
3
777775
=
2
666664
2
1
12    1M
21 
2
2
   2M
...
...
...
M1 M2    
2
M
3
777775
 IT
= (
 IT ) = 
: (3.2.3)
A adaptação do princípio dos mínimos quadrados a um SEM no caso geral (sem
impor homocedasticidade) serátratada em secções seguintes.
3.3 Estimadores de mínimos quadrados
com informação limitada
Conforme se referiu anteriormente, de acordo com os métodos de informação limitada,
procede-se à estimação dos parâmetros de cada uma das equações, sucessivamente.
Assim, não é tomada em consideração a informação contida nas variáveis endógenas
que aparecem apenas nas restantes equações do sistema, nem a possível interacção
existente entre as equações. É por esta razão que se diz que estes métodos são de
informação limitada.
Ao estimar separadamente as equações, desprezam-se as correlações existentes entre
os erros das diferentes equações, ou seja, considera-se que ij = 0; i 6= j: Deste modo,
os blocos da matriz 
 na forma (3:2:2) que não pertencem àdiagonal principal são
nulos. Assim, verica-se a expressão (3:2:3) com  =diag
h
2
1
2
2
   2M
i
; ou
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seja, conclui-se que

=
2
666664
2
1
0    0
0 2
2
   0
...
...
...
0 0    2M
3
777775
 IT
= diag
h
2
1
2
2
   2M
i

 IT : (3.3.1)
3.3.1 Estimador OLS
Considere-se um SEM na forma reduzida, ou seja, Y = X +V; denida em (2:2:11) :
Destacando a equação i, verica-se que
yi = Xi +vi; i = 1; :::;M: (3.3.2)
O relacionamento entre X e o termo aleatório dos erros V é semelhante ao que existe
no MRLM. O estimador de mínimos quadrados para o vector de parâmetros i da
forma reduzida vem directamente
^i = (X
0X)
 1
X0yi:
Notando que (3:3:2) permite escrever ^i noutra forma,
^i = (X
0X)
 1
X0yi
= (X0X)
 1
X0 (Xi + vi)
= i + (X
0X)
 1
X0vi; (3.3.3)
facilmente se verica que o estimador é centrado e consistente para i.
Apesar de geralmente ser dada mais importância àestimação dos parâmetros es-
truturais do que àestimação dos parâmetros da forma reduzida, a segunda situação
também tem interesse, na medida em que permite avaliar o impacto médio provocado
na variável endógena (considerada dependente em cada equação da forma reduzida),
por um acréscimo unitário vericado em cada variável exógena que apareça nessa
equação. Para compreender melhor esta ideia, considere-se, por exemplo, a equação
yt = 0+1xt+ vt; retirada de um SEM na forma reduzida, onde a variável endógena,
yt; representa o rendimento e a variável exógena, xt; corresponde ao investimento no
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período t. Se a estimativa de 1 por OLS fosse ^1 = 5, poderia dizer-se que, em termos
médios, um crescimento de uma unidade no investimento, seria acompanhado por um
aumento de cinco unidades no rendimento, no mesmo período de tempo.
Para além deste tipo de interpretações, háinteresse na estimação da forma reduzida,
por OLS, quando se pretende efectuar predições sobre as variáveis endógenas.
Considere-se agora a estimação dos parâmetros da forma estrutural.
Partindo da equação i na forma estrutural obtida em (2:3:4), ou seja, yi = Zii+ei;
pretende-se estimar i aplicando o método dos mínimos quadrados. Como se mostrará,
se for ignorada a correlação entre Zi e ei, a aplicação de OLS conduz a um estimador
enviesado e inconsistente.
Exemplo 3.3.1. Para ilustrar a falta de consistência do estimador OLS e seguindo
Gujarati (2003), considere-se de novo o modelo de Keynes apresentado em (2:1:1) e
suponha-se que se pretende estimar o parâmetro  da segunda equação
ct =  + yt + "t: (3.3.4)
Admitindo que o termo de erro aleatório é tal que, E ["t] = 0; que E ["2t ] = 
2; que
E ["t"t+j] = 0; j6= 0 e que Cov (xt; "t) = 0; vai mostrar-se que yt e "t são correlaciona-
dos;posteriormente, mostrar-se-áque o estimador ^OLS é inconsistente para estimar .
Ao substituir a expressão da segunda equação na primeira, resulta
yt =  + yt + xt + "t
, yt =

1  
+
1
1  
xt +
1
1  
"t:
Como E ["t] = 0 e xt é exógena, vem que E [yt] =

1 
+ 1
1 
xt. Assim, resulta que
yt   E [yt] =
1
1 
"t: Mas, por outro lado, "t   E ["t] = "t, pelo que
Cov (yt; "t) = E [(yt   E [yt]) ("t   E ["t])] =
E ["2t ]
1  
=
2
1  
> 0; (3.3.5)
de acordo com a hipótese. Conclui-se assim que as variáveis yt e "t são correlacionadas.
Para mostrar que o estimador ^OLS não é consistente para , interessa recordar que o
estimador OLS para  é da forma ^OLS =
P
t
CtYtP
t
Y 2t
; com Ct = (ct   c) e Yt = (yt   y):
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Deste modo, substituindo ct de acordo com (3:3:4) e procedendo a alguns cálculos
algébricos, vem que
^OLS =
X
t
( + yt + "t)YtP
t
Y 2t
=  +
X
t
"tYtP
t
Y 2t
:
Calculando agora o limite em probabilidade de ^OLS e tendo em conta que a variância e
a convariância amostrais convergem, respectivamente, para a variância e a covariância
populacionais e que " = 0; resulta que
p lim
T! 1
^OLS =  + p lim
T! 1
2
664
X
t
"tYtP
t
Y 2t
3
775
=  + p lim
T! 1
2
664
1
T
X
t
"t(yt   y)
1
T
P
t
Y 2t
3
775
=  + p lim
T! 1
2
664
1
T
X
t
"tyt
1
T
P
t
Y 2t
3
775
=  +

2
1 

2y
:
Como a segunda parcela é positiva, de acordo com (3:3:5), conclui-se que p lim
T! 1
^OLS 6=
, o que traduz que ^OLS não é um estimador consistente para : 
Ao estimar os parâmetros de uma equação da forma estrutural, aplicando directa-
mente o método dos mínimos quadrados àequação (2:3:4), obtêm-se estimadores que,
no caso geral, não são centrados, nem consistentes, como se veráa seguir.
Ignorando a correlação entre Zi e ei, o vector de parâmetros i seria estimado por
^i;OLS = (Z
0
iZi)
 1
Z0iyi:
Para vericar que este estimador é enviesado para i, calcule-se o valor esperado
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de ^i;OLS :
E
h
^i;OLS
i
= E
h
(Z0iZi)
 1
Z0iyi
i
= E
h
(Z0iZi)
 1
Z0i (Zii + ei)
i
= E
2
4(Z0iZi) 1 Z0iZi| {z }
I
i
3
5+ E h(Z0iZi) 1 Z0ieii
= i + E
h
(Z0iZi)
 1
Z0iei
i
: (3.3.6)
Como Zi =
h
Yi Xi
i
contém os valores de variáveis endógenas, Yi, denidas pela
partição apresentada na Tabela 2.1, que são conjuntamente determinados com yi, pode
concluir-se que Zi e os erros aleatórios ei são correlacionados. Deste modo,
E
h
(Z0iZi)
 1
Z0iei
i
6= 0) E
h
^i;OLS
i
6= i;
o que traduz que ^i;OLS não é um estimador centrado para i:
Por outro lado, para estudar a consistência do estimador ^i;OLS , interessa escrever
^i;OLS noutra forma. Por (3:3:6) ;
^i;OLS = i + (Z
0
iZi)
 1
Z0iei
= i +
""
Y0i
X0i
# h
Yi Xi
i# 1 " Y0i
X0i
#
ei
= i +
"
Y0iYi Y
0
iXi
X0iYi X
0
iXi
# 1 "
Y0iei
X0iei
#
:
Calculando o limite em probabilidade de ^i;OLS verica-se que a segunda parcela tem
limite não nulo (ver Apêndice A.2.1), o que traduz que o estimador ^i;OLS não é con-
sistente para i.
Note-se que isto acontece por se estar a utilizar o método dos mínimos quadrados,
sem que estejam reunidas as hipóteses necessárias, uma vez que na equação yi =
Zii + ei os regressores Zi =
h
Yi Xi
i
e os erros aleatórios ei são correlacionados.
De facto, uma vez que
p lim
T! 1
1
T
(Y0iei) = p lim
T! 1
"
1
T
TX
t=1
ytieit
#
6= 0;
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segue-se que
p lim
T! 1

Z0iei
T

= plim
1
T
T! 1
h
Yi Xi
i
0
ei

= plim
1
T
T! 1
!"
Y0i
X0i
#
ei
$
= p lim
T! 1
1
T
"
Y0iei
X0iei
#
6= 0:
3.3.2 Estimador de variáveis instrumentais
Um método que permite ultrapassar a inconsistência dos estimadores dos parâmetros
estruturais obtidos por OLS é o Método das Variáveis Instrumentais. Este método
consiste em denir um conjunto de variáveis que sejam fortemente correlacionadas com
os regressores, mas que não sejam correlacionadas com o erro aleatório da equação. Tais
variáveis são chamadas variáveis instrumentais e podem ser construídas articialmente
ou podem surgir de forma natural em determinadas aplicações.
Denição 3.3.1. O estimador de variáveis instrumentais (EVI) para i é denido
por
^i;VI= (W
0
iZi)
 1
W0iyi; (3.3.7)
ondeWi são as variáveis instrumentais para Zi , ou sejaWi é umamatriz (T  (Mi + ki))
que verica as condições:
plim
T! 1

W0iZi
T

= WiZi ; (3.3.8)
p lim
T!1

W0iei
T

= 0; (3.3.9)
p lim
T!1

W0iWi
T

= WiWi ; (3.3.10)
onde WiZi é uma matriznita e nãosingulare WiWi é uma matriznita e denida
positiva. 
Para obtereste estimador, retome-se a equaçãoi na forma estruturaldenida em
(2:3:4), yi = Zii + ei; e multipliquem-se ambososmembrosda equaçãoi àesquerda
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porW0i; com Wi nascondiçõesdenidasde (3:3:8) a (3:3:10). Daíresulta a equação
W0iyi =W
0
iZii +W
0
iei: (3.3.11)
Dividindoambososmembrosde (3:3:11) porT e calculandoolimite em probabilidade,
pode obter-se i;
p lim
T!1
W0iyi
T
= p lim
T!1
W0iZi
T
i + p lim
T!1
W0iei
T
, Wiyi = WiZii; por (3:3:8) e (3:3:9)
, i = 
 1
WiZi
Wiyi : (3.3.12)
Substituindoosmomentospopulacionais, Wiyi e WiZi ; peloscorrespondentesmo-
mentosamostrais,W0iyi eW
0
iZi; em (3:3:12) obtém-se ^i;VI= (W
0
iZi)
 1
W0iyi; que é
oestimadorde variáveisinstrumentaisdenidoem (3:3:7) :
O estimadorde variáveisinstrumentaisgoza dasseguintespropriedades, cujas
demonstraçõesse encontram noApêndice A.2.2.
PVI.1 O estimadorde variáveisinstrumentais, ^i;VI é um estimadorconsistente para i:
PVI.2 Se
W0iei
p
T

 N (0; 2iWiWi) ; então
p
T

^i;VI  i


 N
 
0; 2i

 1WiZiWiWi
 1
ZiWi

:
PVI.3 A matrizde covariânciasassintótica de ^i;VI é
VA
h
^i;VI
i
=
2i
T
 1WiZiWiWi
 1
ZiWi
;
e um estimadorconsistente para 2i é ^
2
i =
1
T

yi   Zi^i;VI

0

yi   Zi^i;VI

:
Note-se que onúmerode variáveisinstrumentaisconsideradaspara a equaçãoi deve
serigualaonúmerode regressoresdessa equação, ouseja, onúmerode colunasdeWi
deve serigualaonúmerode colunasde Zi, para assegurarque a matrizW0iZi seja uma
matrizquadrada e que exista a respectiva inversa.
3.3.3 Estimador de mínimos quadrados indirectos
Comose viu, embora nãoseja possívelobterestimadoresconsistentespara osparâme-
trosestruturaisaplicandodirectamente ométodode mínimosquadradosa cada equação
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da forma (2:3:4) ; osparâmetrosda forma reduzida podem serestimadosde forma con-
sistente pelométododosmínimosquadrados. Admitindoque oactualobjectivoé esti-
marosparâmetrosestruturaisdomodeloe que estesse relacionam com osparâmetros
da forma reduzida atravésde um sistema de equações, podem estimar-se primeiroos
parâmetrosda forma reduzida, porOLS, e, a partirdestes, obterosestimadoresdos
parâmetrosestruturais, resolvendooreferidosistema. O estimadorassim obtidochama-
se estimadorde mínimosquadradosindirectos(ILS), e serárepresentadopor^i;ILS :
Embora seja um processobastante intuitivo, nem sempre permite obterestimadores
únicosdosparâmetrosestruturais. Esta questãojáfoireferida e estárelacionada com
oproblema da identicabilidade dasequações.
De facto, oestudoda identicabilidade resume-se a averiguarse existe informação
suciente nomodelo, ouseja, se existem, à priori, restriçõessucientes, que permitam
utilizaroestimadorILS para estimarosparâmetrosestruturaisde uma equação.
Assim, para uma equaçãoparticulari de um SEM, podem surgirasseguintessitu-
ações:
 Se a equação i fornãoidenticada, nãoé possívelobterosparâmetrosestru-
turaisdessa equaçãoa partirdosparâmetrosda forma reduzida (casoem que o
sistema é algebricamente impossível). Neste casonãoé possívelobterestimadores
consistentesdosparâmetrosestruturais.
 Se a equação i forexactamente identicada, osparâmetrosestruturaispodem
expressar-se de forma única em funçãodosparâmetrosda forma reduzida (caso
em que osistema tem tantasequaçõescomoparâmetrosdesconhecidose tem
soluçãoúnica). Neste casoé possívelobterestimadoresconsistentesdosparâme-
trosestruturais.
 Se a equaçãoi forsobreidenticada, háváriasformasde exprimirosparâmetros
estruturaisem funçãodosparâmetrosda forma reduzida (casoem que osistema
tem maisequaçõesdoque parâmetrosdesconhecidose admite uma innidade de
soluções). Neste casoé possívelobterestimadoresconsistentesdosparâmetros
estruturais, masessesestimadoresnãosãoúnicos.
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Peloque se acaboude referir, sóé possívelprocederàestimaçãode parâmetros
estruturaisde equaçõesidenticadas. Assim, tendoem conta que oprincipalobjectivo
dopresente capítuloé a estimaçãodosparâmetrosestruturaisde um SEM, admite-se
noseguimentoque todasasequaçõesdoSEM sãoidenticadas.
Nessascondições, para obtero estimadorILS dosparâmetrosde uma equação
identicada, parte-se da forma reduzida dessa equação e estimam-se osrespectivos
parâmetrosporOLS. Comose viuna Subsecção 3.3.1, este métodode estimação
é adequado, uma vezque na forma reduzida todososregressoressãovariáveisexóge-
nase estas, porhipótese, sãonãocorrelacionadascom oserrosda forma estrutural.
Seguidamente, resolve-se osistema de equaçõesque relacionam osparâmetrosda forma
estruturalcom osda forma reduzida, nomeadamente, asequações
B =    e  =  0
v
 ; (3.3.13)
obtidasa partirde (2:2:12) e (2:2:15) ; respectivamente. Obtêm-se, assim, osesti-
madoresdosparâmetrosestruturaisda equação.
Se a equaçãoforsobreidenticada, obtêm-se váriosestimadoresILS distintospara
algunsparâmetrosestruturaise nãohánenhum critérioobjectivoque permita escolher
entre eles. Se a equaçãoforexactamente identicada, sãoobtidosestimadoresúnicos
dosparâmetrosestruturais, peloprocessoque se descreve de seguida.
Considere-se a equação i domodelona forma reduzida, yi = Xi + vi. Comose
viuna Subsecção 3.3.1, oestimador^i = (X0X)
 1
X0yi é um estimadorconsistente
e centradopara i. Repetindooprocedimentopara todasasequações, é possívelobter
^ =
h
^1  ^M
i
:
A partirdasestimativas^i, podem obter-se osresíduosda forma reduzida, denidos
por
v^i = yi  X^i
e, com base nestes, pode estimar-se a matriz
v
de forma consistente, por
cv = [^wij] ; onde w^ij = v^0iv^j
T   k
; i; j= 1; :::M :
Finalmente, substituindo ^ e cv; nasequações(3:3:13), obtêm-se estimativasdos
parâmetrosestruturais, para asequaçõesidenticadas.
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A forma doestimadorILS pode serexpressa em termosde i =
h
 0i B
0
i
i
0
:
Note-se que i 6= i; uma vezque
i =
"
 i
Bi
#
((M+k)1)
=
2
666666664
 1
i
0
i
0
3
777777775
(3.3.14)
e i =
"
i
i
#
((M+k)1)
:
Peloreferidonoestudoda identicabilidade da equaçãoi, nomeadamente em (2:3:8),
tem-se 2
4

 Ik

Ri
3
5i = 0;
e oestimadorILS para i resultarácomosoluçãoda equação2
4

^ Ik

Ri
3
5i = 0;
onde ^ é oestimadorobtidoporOLS para osparâmetrosda forma reduzida. Desi-
gnandoporA^ a matriz
A^ =
2
4

^ Ik

Ri
3
5
(M+k 1)(M+k)
; (3.3.15)
entãooestimadorILS para i é soluçãoda equaçãomatricial
A^i = 0; (3.3.16)
e é da forma i =
"
 1
i
#
:
Resumindo, para estimarosparâmetrosestruturaisde uma equaçãoidenticada
porILS, devem seguir-se osseguintespassos:
1. PassaroSEM àforma reduzida.
2. Estimarosparâmetrosda forma reduzida, porOLS.
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3. A partirdestes, e recorrendo a (3:3:13), obterosestimadoresdosparâmetros
estruturais.
O estimadorILS serádenotadopor^i e goza daspropriedadesque se apresentam
de seguida, cujasdemostraçõespodem servistasem Schmidt(1976).
PILS.1 O estimadorILS é consistente, istoé, p lim
T!1
^i =i.
PILS.2 Se a equaçãoi forexactamente identicada, oestimadorILS é único.
PILS.3 Se a equaçãoi forsobreidenticada, oestimadorILS nãoé único.
PILS.4 O estimadorILS é um estimadorde variáveisinstrumentais.
Repare-se que oestimadorILS é superioraoestimadorde OLS para estimaros
parâmetrosestruturais, poisé consistente. Noentanto, oestimadorILS nãoé eciente
para estimarosparâmetrosde equaçõessobreidenticadas, uma vezque, neste caso,
despreza parte da informaçãoamostral.
Tendo em consideraçãoque o estimadorILS é obtidocomosoluçãoda equação
(3:3:16) e efctuandoalgunscálculosmatriciais, é possívelobterpara oestimadorILS
de i, a forma seguinte,
^i;ILS =
h
(X0X)
 1
X0Zi
i
 1
(X0X)
 1
X0yi: (3.3.17)
Apresenta-se de seguida um estimadorcom melhorespropriedadesdoque osdois
anteriores, na medida em que é consistente para estimarosparâmetrosestruturaisde
qualquerequaçãoidenticada e é assintoticamente eciente.
3.3.4 Estimador de mínimos quadrados generalizados
Para obtero estimadorde mínimosquadradosgeneralizados(GLS de Generalized
LeastSquares), considere-se de novoa equaçãoi na forma estrutural, yi = Zii+ ei; e
proceda-se àtransformação
X0yi = X
0Zii +X
0ei:
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Esta transformaçãopermitiráobterum estimadorconsistente para i:Para isso, recorde-
se que porHFE.4se tem que a matrizXX = p lim
T!1
1
T
(X0X) existe e é nita. Mas,
usandoa decomposiçãodenida na Tabela 2.1, pode obter-se a forma
XX = p lim
T!1
1
T
"
X0iXi X
0
iX

i
X0i Xi X
0
i X

i
#
(3.3.18)
, XX =
"
(XX )11 (XX )12
(XX )21 (XX )22
#
, XX =
h
(XX )
1
(XX )
2
i
:
Pode daquiconcluir-se que
p lim
T!1
1
T
(X0Xi) = (XX )
1
: (3.3.19)
Poroutrolado, pela Proposição 2.2.3, tem-se que p lim
T!1
(X0Y) = XX . Desen-
volvendo esta forma matricial, de acordo com a decomposição de matrizes denida na
Tabela 2.1, vem
0XX =
2
664

0
11

0
21

0
12

0
22

0
13

0
23
3
775
"
(XX )11 (XX)12
(XX)21 (XX)22
#
=
2
664

0
1
(XX )
1

0
1
(XX )
2

0
2
(XX )
1

0
2
(XX )
2

0
3
(XX )
1

0
3
(XX )
2
3
775 ;
e
p lim
T!1
(X0Y) = p lim
T!1
1
T
2
664
y0iXi y
0
iX

i
Y0iXi Y
0
iX

i
Y0i Xi Y
0
i X

i
3
775 :
Deste modo,
p lim
T!1
(X0Y) = XX 
, p lim
T!1
1
T
2
664
y0iXi y
0
iX

i
Y0iXi Y
0
iX

i
Y0i Xi Y
0
i X

i
3
775 =
2
664

0
1
(XX )
1

0
1
(XX )
2

0
2
(XX )
1

0
2
(XX )
2

0
3
(XX )
1

0
3
(XX )
2
3
775 ;
donde se conclui que
p lim
T!1
(Y0iX) = 
0
2
XX , p lim
T!1
(X0Yi) = XX2: (3.3.20)
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Assim, como Zi =
h
Yi Xi
i
; vem que o limite
p lim
T!1

X0Zi
T

= p lim
T!1

X0Yi
T
X0Xi
T

=
h
XX2 (XX )
1
i
;
o que traduz que p lim
T!1

X0Zi
T

existe e énito, o qual serádesignado por XZi. Assim,
assintoticamente,X0Zi éumamatriz constante, pelo que pode considerar-se uma matriz
de regressores não correlacionada com os erros aleatórios X0ei. Para obter o estimador
de mínimos quadrados generalizados énecessário estimar a variância dos erros X0ei;
V [X0ei] = E [X
0eie
0
iX] = 
2
iE [X
0X] :
Amatriz E [X0X] édesconhecida, mas pode ser estimada por (X0X) e o valor de 2i ; que
édesconhecido e não nulo, ésimplicado nos cálculos intermédios, permitindo obter
^i;GLS =
h
(X0Zi)
0
 
2iX
0X

 1
X0Zi
i
 1
(X0Zi)
0
 
2iX
0X

 1
X0yi
=
h
Z0iX (X
0X)
 1
X0Zi
i
 1
Z0iX (X
0X)
 1
X0yi; (3.3.21)
admitindo que existe a inversa da matriz

Z0iX (X
0X) 1X0Zi

: Trata-se de uma matriz
quadrada de dimensão (Mi + ki   1);logo, para existir inversa tem que se vericar a
condição (Mi + ki   1)  k: Tendo em conta que
rank (Z0iX)  min
8<
:rank (Z0i) ; rank (X)| {z }
k
9=
; ;
vem que
(Mi + ki   1)  k , (Mi   1)  k   ki
, (Mi   1)  k

i ;
onde ki éo número de variáveis exógenas com coeciente nulo na equação i; ou, dito de
outro modo, éo número de restrições de exclusão sobre variáveis exógenas da equação i.
Note-se que esta éa condição necessária para a identicabilidade da equação i, referida
em (2:3:11), pelo que, o estimador ^i;GLS ca sempre denido para uma equação i que
seja identicada.
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O estimador de mínimos quadrados generalizados pode ser expresso em várias for-
mas, admitindo assim diferentes interpretações. Em particular, o estimador GLS pode
ser relacionado com o estimador de mínimos quadrados indirectos, estudado na sub-
secção anterior. No caso da equação i ser exactamente identicada, ambos os esti-
madores coincidem, como se passa a vericar. De facto, nesse caso, X0Zi éuma matriz
quadrada de ordem k e pode efectuar-se a seguinte simplicação,
^i;GLS =
h
Z0iX (X
0X)
 1
X0Zi
i
 1
Z0iX (X
0X)
 1
X0yi
= (X0Zi)
 1
(X0X) (Z0iX)
 1
Z0iX (X
0X)
 1
X0yi
= (X0Zi)
 1
X0yi:
Por outro lado, a partir de (3:3:17) tem-se ^i;ILS =

(X0X) 1X0Zi

 1
(X0X) 1X0yi que,
pelos mesmos motivos, se simplica na mesma expressão, conrmando que ^i;GLS =
^i;ILS .
O estimador GLS goza das seguintes propriedades, cujas demonstrações podem ser
consultadas em Judge et al. (1988):
PGLS.1 O estimador ^i;GLS éum estimador de variáveis instrumentais.
PGLS.2 O estimador ^i;GLS éum estimador consistente para i e tem-se
p
T

^i;GLS   i


 N
 
0;2i

 1XZi XX 
 1
ZiX

:
Um estimador consistente para esta matriz de covariâncias assintótica éo seguinte
dV A h^i;GLSi = ^2i h(Z0iX) (X0X) 1 (X0Zi)i 1 ;
onde ^2i éum estimador consistente para 
2
i ; sendo habitualmente usado
^2i;GLS =
1
T

yi   Zi^i;GLS

0

yi   Zi^i;GLS

:
3.3.5 Estimador de mínimos quadrados em duas fases
Ao estimar os parâmetros estruturais de uma equação sobreidenticada, o estimador
ILS fornece várias estimativas, conforme se viu em PILS.3. O estimador de mínimos
quadrados em duas fases (2SLS)surgiu para estimar este tipo de equações, embora
também possa ser utilizado para estimar equações exactamente identicadas e, ao
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contrário do estimador ILS, permite obter uma estimativa única para o vector de
parâmetros de uma equação sobreidenticada. A ideia base deste estimador consiste
em substituir as variáveis endógenas, que são regressores em algumas equações, por
combinações lineares das variáveis exógenas e usar estas combinações lineares como
regressores, no lugar das variáveis endógenas. Na prática, a obtenção deste estimador
passa, numa primeira fase, por estimar os parâmetros da forma reduzida por OLS e
obter os valores predictos Y^i e, numa segunda fase, por estimar i por OLS na equação
i que se obtém de (2:3:3) ; depois de substituir Yi por Y^i.
Para deduzir a expressão do estimador de mínimos quadrados em duas fases (2SLS),
considera-se a forma reduzida do modelo, denida em (2:2:11) e procede-se àpartição
das matrizes da forma reduzida, de forma concordante com a denida na Tabela 2.1.
Assim, vem
Y = X+V
,
h
yi Yi Y

i
i
| {z }
(T(1+(Mi 1)+Mi ))
=
h
Xi X

i
i
| {z }
(T(ki+ki ))
"
11 12 13
21 22 23
#
| {z }
((ki+ki )(1+(Mi 1)+Mi ))
+
h
vi Vi V

i
i
| {z }
(T(1+(Mi 1)+Mi ))
(3.3.22)
,
h
yi Yi Y

i
i
=
h
Xi X

i
i h

1 2 3
i
+
h
vi Vi V

i
i
;
onde 
i traduz a coluna i da matriz . Pode retirar-se desta última forma que
Yi = X2 +Vi: (3.3.23)
De acordo com este método, na primeira fase, estimam-se os parâmetros da forma
reduzida porOLS;ou seja, calcula-se ^ = (X0X) 1X0Y; que se pode reescrever usando
a partição denida em (3:3:22), do seguinte modo
h
^
1 ^2 ^3
i
= (X0X)
 1
h
Xi X

i
i
0
h
yi Yi Y

i
i
,
h
^
1 ^2 ^3
i
= (X0X)
 1
"
X0iyi X
0
iYi X
0
iY

i
(Xi )
0
yi (X

i )
0
Yi (X

i )
0
Yi
#
:
Donde resulta que ^
2 = (X
0X) 1X0Yi. Ao substituir 2 por ^2 em (3:3:23) obtém-se
62
uma forma para os valores preditos, Y^i
Y^i = X^2 , Y^i = X (X
0X)
 1
"
X0iYi
(Xi )
0
Yi
#
, Y^i = X (X
0X)
 1
"
X0i
(Xi )
0
#
Yi
, Y^i = X (X
0X)
 1
h
Xi X

i
i
0
Yi
, Y^i = X (X
0X)
 1
X0Yi: (3.3.24)
De seguida, na segunda fase, estima-se i por OLS a partir da equação que se obtém
da forma (2:3:3), substituindo Yi por Y^i e fazendo ei = ei +

Yi   Y^i

i; ou seja,
yi = Y^ii +Xii +ei
, yi =
h
Y^i Xi
i "
i
i
#
+ei
, yi =
h
Y^i Xi
i
i +ei
, yi = Z^ii +ei: (3.3.25)
Deste modo, estimando i por OLS no modelo (3:3:25), obtém-se a seguinte forma
para o estimador 2SLS,
^i;2SLS =

Z^0iZ^i

 1
Z^0iyi; com Z^i =
h
Y^i Xi
i
; (3.3.26)
ou seja,
^i;2SLS =
8>><
>>:
h
Y^i Xi
i
| {z }
((Mi+ki 1)T )
0
h
Y^i Xi
i
| {z }
(T(Mi+ki 1))
9>>=
>>;| {z }
((Mi+ki 1)(Mi+ki 1))
 1 h
Y^i Xi
i
0
yi: (3.3.27)
Repare-se que a equação i na forma (3:3:25) verica as hipóteses necessárias para
aplicação do OLS, uma vez que entre os regressores,
h
Y^i Xi
i
; jánão se encontram
variáveis endógenas, pelo que os regressores e os erros aleatórios do modelo são não
correlacionados.
Repetindo este procedimento para cada uma das M equações do modelo na forma
estrutural, podem obter-se estimadores 2SLS para todos os parâmetros estruturais do
modelo.
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Para estudar as propriedades do estimador 2SLS para i éimportante notar que o
estimador ^i;2SLS pode ser representado noutras formas alternativas, de acordo com os
desenvolvimentos seguintes. Partindo de (3:3:27), vem
^i;2SLS =
("
Y^0i
X0i
# h
Y^i Xi
i) 1 " Y^0i
X0i
#
yi
, ^i;2SLS =
"
Y^0iY^i Y^
0
iXi
X0iY^i X
0
iXi
# 1 "
Y^0iyi
X0iyi
#
(3.3.28)
, ^i;2SLS =

Z^0iZi

 1
Z^0iyi: (3.3.29)
Esta forma do estimador também pode ser obtida partindo da forma (3:3:21) do esti-
mador GLS para i e efectuando algumas simplicações, do seguinte modo,
^i;GLS =
h
Z0iX (X
0X)
 1
X0Zi
i
 1
Z0iX (X
0X)
 1
X0yi
=
h
Yi Xi
i
0
X (X0X)
 1
X0
h
Yi Xi
i 1 h
Yi Xi
i
0
X (X0X)
 1
X0yi
=
"
Y0iX (X
0X) 1X0Yi Y
0
iX (X
0X) 1X0Xi
X0iX (X
0X) 1X0Yi X
0
iX (X
0X) 1X0Xi
#
| {z }
A1
 1"
Y0iX (X
0X) 1X0yi
X0iX (X
0X) 1X0yi
#
| {z }
A2
:
As matrizes A1 e A2 simplicam-se com artifícios simples. Atendendo àexpressão de
Y^i referida em (3:3:24) ; vem que
A1 =
"
Y^0iY^i Y^
0
iXi
X0iY^i X
0
iXi
# 1
e A2 =
"
Y^0iyi
X0iyi
#
;
logo
^i;GLS =

Z^0iZi

 1
Z^0iyi = ^i;2SLS : (3.3.30)
Verica-se assim que o estimador ^i;2SLS pode ser considerado uma representação do
estimador GLS para i.
Deste modo, as propriedades enunciadas para o estimador ^i;GLS são válidas também
para o estimador ^i;2SLS . Para além dessas, podem ainda referir-se outras propriedades
do estimador 2SLS,que se apresentam de seguida e cujas demonstrações podem ser
vistas em Schmidt (1976).
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P2SLS.1 O estimador ^i;2SLS pode ser apresentado na forma ^i;2SLS =

Z^0iZi

 1
Z^0iyi,
referida em (3:4:13), evidenciando que éum estimador de variáveis instrumentais
para i:
P2SLS.2 O estimador ^i;2SLS éum estimador consistente para i e tem-se que
p
T

^i;2SLS   i


 N
 
0;2i

 1XZi XX 
 1
ZiX

.
A matriz de covariâncias assintótica pode ser estimada de forma consistente por
dV A h^i;2SLSi = ^2i h(Z0iX) (X0X) 1 (X0Zi)i 1 ;
onde ^2i =
1
T

yi   Zi^i;2SLS

0

yi   Zi^i;2SLS

:
P2SLS.3 O estimador ^i;2SLS só é denido para uma equação i que verique a condição de
ordem, ou seja, ki Mi   1; referida em (2:3:11) :
Recorde-se que a condição de ordem traduz uma condição necessária para a identi-
cabilidade da equação i, conforme (2:3:11). Como esta condição é necessária mas não
é suciente para a identicabilidade, uma equação pode vericar a condição de ordem e
não ser identicada. Esta situação ocorre se para uma determinada equação se vericar
a condição de ordem, mas não a condição de característica. Esta propriedade permite,
então, concluir que o estimador 2SLS é denido para uma equação não identicada,
desde que ela verique a condição de ordem para a identicabilidade.
P2SLS.4 Se a equação i for exactamente identicada, tem-se que ^i;2SLS = ^i;ILS :
P2SLS.5 Em relação à equação i na forma yi = Zii + ei, considere-se a classe de esti-
madores de variáveis instrumentais denida por ^i;V I = (P0Zi)
 1
P0yi, onde as
variáveis instrumentais para Zi são combinações lineares das variáveis exógenas,
isto é, são da forma P = XA: O estimador assintóticamente mais eciente nesta
classe de estimadores é o estimador 2SLS.
Tal como o estimador 2SLS, também o estimador ILS é um estimador de variáveis
instrumentais, logo, pela última propriedade, resulta que o estimador 2SLS é assinto-
ticamente mais eciente do que o estimador ILS.
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Relembra-se que se tem vindo a trabalhar sob a hipótese de homocedasticidade,
conforme se assumiu em (3:2:1) : No caso de não se vericar homocedasticidade, o
estimador 2SLS pode ser adaptado, acrescentando-se um passo, correspondente à in-
trodução da ponderação usual no método dos mínimos quadrados generalizados. De
facto, ao admitir a heterocedasticidade do modelo, de acordo com o que se referiu em
(2:2:5), tem-se que

i = E [eie
0
i] = diag
h
2i1  
2
iT
i
; i = 1; :::;M:
Daqui resulta que 
 não pode assumir a forma denida em (3:3:1), pois não se pode
escrever com base no produto de Kronecker, pelo facto dos elementos da diagonal de
cada bloco 
i não serem iguais entre si. Neste caso, a matriz 
 toma a forma seguinte

 =
2
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1  0
...
. . .
...
0  
M
3
775 :
A adaptação do estimador 2SLS ao caso heterocedástico vai conduzir a uma versão
do estimador 2SLS que será designada por H2SLS (de heteroscedastic2SLS),seguindo
a sugestão de Greene (2003). Para obter este estimador, estima-se cada bloco 
i,
aplicando o estimador de W hite, ou seja, 
^i = S2i =
TP
t=1
xtx
0
t

yti   Zti^i;2SLS
2
;poste-
riormente o estimador 2SLS vai ser adaptado de modo a incorporar esta informação,
de acordo com o princípio dos mínimos quadrados generalizados.
Assim, partindo do estimador 2SLS na forma ^i;2SLS =

Z^0iZ^i

 1
Z^0iyi; referida por
(3:3:26), vai substituirse Z^i pela forma que será obtida a seguir:
Z^i =
h
Y^i Xi
i
=
h
X (X0X) 1X0Yi Xi
i
=
h
X (X0X) 1X0Yi X (X
0X) 1X0Xi
i
= X (X0X)
 1
X0
"
Yi
Xi
#
= X (X0X)
 1
X0Zi: (3.3.31)
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Donde vem que
^i;2SLS =
h
Z0iX (X
0X)
 1
X0X (X0X)
 1
X0Zi
i
 1
Z0iX (X
0X)
 1
X0yi
=
h
Z0iX (X
0X)
 1
X0Zi
i
 1
Z0iX (X
0X)
 1
X0yi: (3.3.32)
A partir desta forma, e procedendo à adaptação referida, obtém-se uma forma para o
estimador H2SLS
^i;H 2SLS =
h
Z0iX
 
S2i

 1
X0Zi
i
 1
Z0iX
 
S2i

 1
X0yi:
Neste caso, a matriz de covariâncias do estimador pode ser estimada por
dV A h^i;H 2SLSi = h(Z0iX)  S2i  1 (X0Zi)i 1 :
Recapitulando, o estimador 2SLS obtém-se seguindo a ideia que o próprio nome sugere,
na medida em que resulta da aplicação de duas fases:
Fase 1 Para cada equação i, estimar os parâmetros da forma reduzida por OLS ; usando
^i = (X
0X) 1X0yi e obter os valores predictos Y^i; através de Y^i = X^i.
Fase 2 Partindo da equação i na forma yi = Z^ii + ei, referida em (3:3:25), onde Z^i =h
Y^i Xi
i
; estimar i por OLS, donde resulta o estimador ^i;2SLS .
Repetindo o processo para todas as equações, podem obter-se estimativas de todos
os parâmetros estruturais do modelo.
3.4 Estimadores de mínimos quadrados
com informação completa
Seguindo esta forma de estimar os parâmetros, procede-se à estimação simultânea de
todas as equações do sistema. Este tipo de procedimento permite usar a informação
de todas as variáveis endógenas do sistema e entrar em consideração com a possível
interacção existente entre as equações, por esta razão são designados por métodos de
informação completa.
Para estimar os parâmetros estruturais de um SEM , com base nos MIC, importa
obter outra forma para o modelo denido na forma estrutural por (2:2:2).
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Assim, partindo da equação i na forma yi = Zii + ei; referida em (2:3:4), e
considerando o sistema formado pelas M equações do modelo, pode escrever-se uma
forma equivalente à equação matricial (2:2:2); do seguinte modo2
664
y1
...
yM
3
775 =
2
664
Z1  0
...
. . .
...
0  ZM
3
775
2
664
1
...
M
3
775+
2
664
e1
...
eM
3
775 ; (3.4.1)
ou ainda,
y = Z + e; (3.4.2)
onde y=vec(Y) ; Z = diag
h
Z1  ZM
i
; =
h

0
1
 
0
M
i
0
e e=vec(E) ; com
E (e) = 0, 
 = E (ee0) = (
 IT ), por se ter admitido anteriormente a hipótese de
homocedasticidade.
Para resolver a questão da existência de correlação entre os regressores, Z; e os
erros aleatórios, e; do modelo pode aplicar-se um estimador de variáveis instrumentais,
considerando como matriz de variáveis instrumentais W em relação a Z, o que conduz
a um estimador consistente da forma
^V I =

W0Z

 1 W0y:
Por outro lado, para obter um estimador eciente, pode aplicar-se o princípio dos
mínimos quadrados generalizados, resultando em
^V I;GLS =

W0
 1Z

 1 W0
 1y
=

W0
 
 1
IT

Z

 1 W0
 
 1
IT

y: (3.4.3)
Apresenta-se a seguir um estimador que segue esta forma de estimar os parâmetros
combinada com o princípio dos mínimos quadrados.
3.4.1 Estimador de mínimos quadrados em três fases
Repare-se que, embora o estimador 2SLS para a equação i use a informação proveniente
de todas as variáveis exógenas do sistema, durante a primeira fase do método, ele ignora
a informação contida nas variáveis endógenas que não aparecem na equação i; isto é,
ignora os valores de Yi . Além disso, o estimador 2SLS ignora a correlação existente
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entre as diferentes equações. O estimador que se segue vai ser superior ao 2SLS, pois
permite corrigir estes aspectos, estimando em simultâneo todas as equações do sistema,
por GLS.
Partindo do estimador de variáveis instrumentais denido em (3:3:7) e denindo as
variáveis instrumentais
W = Z^ =
2
666664
Z^1 0  0
0 Z^2  0
...
...
. . .
...
0 0  Z^M
3
777775 ;
onde Z^i = X (X0X)
 1
X0Zi; i = 1; :::;M; de acordo com a expressão obtida em (3:3:31) ;
resulta um estimador da forma
^V I =
h
Z^0Z
i
 1
Z^y:
Note-se que este estimador corresponde ao estimador 2SLS calculado para todas as
equações do modelo. Aplicando de seguida o método GLS, obtémse um estimador
denido por
^3SLS =
h
Z^0
 
 1
IT

Z
i
 1
Z^0
 
 1
IT

y: (3.4.4)
Repare-se que esta forma corresponde ao estimador referido em (3:4:3) quando se con-
sideram Z^ como variáveis instrumentais.
Para obter a forma do estimador 3SLS para ; considere-se o modelo na forma
(3:4:1) e multiplique-se à esquerda por X0, donde resulta que2
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X0y1
...
X0yM
3
775 =
2
664
X0Z1  0
...
. . .
...
0  X0ZM
3
775
2
664
1
...
M
3
775+
2
664
X0e1
...
X0eM
3
775 ; (3.4.5)
ou ainda, de forma compacta,
(IM 
X
0)y = (IM 
X
0)Z + (IM 
X
0) e: (3.4.6)
Na expressão anterior, as dimensões das matrizes são as seguintes
(IM 
X
0)| {z }
(MkMT )
y|{z}
(MT1)| {z }
(Mk1)
= (IM 
X
0)| {z }
(MkMT )
Z|{z}0
B@MT
MP
i=1
(Mi+ki 1)
1
CA
|{z}0
B@
MP
i=1
(Mi+ki 1)1
1
CA| {z }
(Mk1)
+ (IM 
X
0)| {z }
(MkMT )
e|{z}
(MT1)| {z }
(Mk1)
:
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Para obter a expressão do estimador GLS,é necessário entrar com a matriz de cova-
riâncias dos erros do modelo. Desde já se verica que ela pode ser expressa numa forma
especialmente conveniente;atendendo a (3:2:3) ; vem que
V [(IM 
X
0) e] = E [(IM 
X
0) ee0 (IM 
X)]
= (IM 
X
0)E [ee0] (IM 
X)
= (IM 
X
0) (
 IT ) (IM 
X) ;
= (
X0X) : (3.4.7)
Deste modo, uma vez que o estimador de GLS de um parâmetro  no modelo y =
X + "; é da forma genérica ^ = (X0S 1X) 1X0S 1y; onde S =bV ["] ; da equação
(3:4:6) resulta que o estimador GLS para  é
^GLS =
n
[(IM 
X
0)Z]
0
[
 (X0X)]
 1
[(IM 
X
0)Z]
o
 1
 [(IM 
X
0)Z]
0
[
 (X0X)]
 1
(IM 
X
0)y
=
n
Z0
h
 1
X (X0X)
 1
X0
i
Z
o
 1
Z0
h
 1
X (X0X)
 1
X0
i
y: (3.4.8)
Este estimador pode ser obtido de outro modo, como se vai ver de seguida. Tendo em
conta que X0X é uma matriz semidenida positiva, existe sempre uma matriz P(kk);
tal que P (X0X)P0 = Ik. Assim, obtém-se outra forma para (3:4:5) ;2
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PX0y1
...
PX0yM
3
775 =
2
664
PX0Z1  0
...
. . .
...
0  PX0ZM
3
775
2
664
1
...
M
3
775+
2
664
PX0e1
...
PX0eM
3
775 ;
ou de forma compacta,
(IM 
PX
0)y = (IM 
PX
0)Z + (IM 
PX
0) e: (3.4.9)
Reescrevendo uma única equação para o modelo, ela será da forma,
y = Z + e; (3.4.10)
onde y=(IM 
PX0)y; Z=(IM 
PX0)Z e e=(IM 
PX0) e: Neste caso, a matriz de
covariâncias dos erros é da forma
V [e] = V [(IM 
PX
0) e]
= [
P (X0X)P0]
= (
 Ik) ;
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fazendo um desenvolvimento análogo ao seguido em (3:4:7) :
Aplicando o método GLS a (3:4:10), vem que
^GLS =
h
Z0 (
 Ik)
 1 Z
i
 1
Z0 (
 Ik)
 1
y
=

[(IM 
PX
0)Z]
0
(
 Ik)
 1 [(IM 
PX
0)Z]
	
 1
 [(IM 
PX
0)Z]
0
(
 Ik)
 1 (IM 
PX
0)y
=

Z0
 
 1
XP0PX0

Z

 1
Z0
 
 1
XP0PX
0

y: (3.4.11)
Mas, como a partir de P (X0X)P0 = Ik se obtém que P0P = (X0X)
 1
; a expressão
(3:4:11) simplica-se em
^GLS =
n
Z0
h
 1
X (X0X)
 1
X0
i
Z
o
 1
Z0
h
 1
X (X0X)
 1
X0
i
y:
Repare-se que a forma do estimador ^GLS agora encontrada coincide com a obtida
pelo processo anterior. No entanto, esta forma depende de : No caso desta ma-
triz ser desconhecida, pode usar-se um estimador consistente que será representado
por ^ = [^ij]i;j=1;:::;M ; onde ^ij são as covariâncias amostrais dos resíduos, calculados
com base nas estimativas ^i;2SLS (resultantes da aplicação do estimador 2SLS a cada
equação), isto é,
^ij =
1
T

yi   Zi^i;2SLS

0

yj   Zj ^j;2SLS

: (3.4.12)
Obtém-se nalmente a forma do estimador 3SLS para ,
^3SLS =
h
Z0

^ 1
X (X0X)
 1
X0

Z
i
 1
Z0

^ 1
X (X0X)
 1
X0

y: (3.4.13)
O estimador ^3SLS goza das propriedades que se apresentam de seguida. As demons-
trações das duas primeiras propriedades podem ser vistas, respectivamente, em Greene
(2003)e Judge etal. (1988)e as restantes em Schmidt (1976).
P3SLS.1 O estimador ^3SLS é um estimador de variáveis instrumentais.
P3SLS.2 O estimador ^3SLS é um estimador consistente para  e tem-se que
p
T

^3SLS   


 N

0;

ZX
 
 1 
 1XX

XZ

 1

:
Um estimador consistente da matriz de covariâncias édV A^3SLS = n 1TZ0 h^ 1
X (X0X) 1X0iZo 1, onde ^ tem elementos ^ij denidos
em (3:4:12).
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P3SLS.3 O estimador ^3SLS é assintoticamente mais eciente do que o estimador ^2SLS .
P3SLS.4 Se todas as equações forem exactamente identicadas, tem-se que ^3SLS = ^2SLS ,
onde
^2SLS =
h
^
0
1;2SLS  ^
0
M;2SLS
i
0
(3.4.14)
é o vector de estimativas obtidas aplicando o estimador 2SLS às M equações
estruturais do modelo.
P3SLS.5 Se alguma equação do modelo não vericar a condição de ordem para a identi-
cabilidade (Proposição 2.3.3), o estimador 3SLS não existe.
No entanto se tal acontecer, pode abandonar-se alguma equação que seja subiden-
ticada e aplicar-se o estimador 3SLS às restantes equações do modelo.
Resumindo, o estimador 3SLS obtém-se aplicando sucessivamente as três fases
seguintes:
Fase 1 Para cada equação, estimar os parâmetros i da forma reduzida por OLS usando
^i = (X
0X) 1X0yi e calcular os valores predictos Y^i = X^i e Z^i =
h
Y^i Xi
i
:
Fase 2 Calcular ^i;2SLS para cada uma das equações (i = 1; :::;M) e obter uma estimativa
da matriz de covariâncias dos erros ^ = [^ij] ; com ^ij denido em (3:4:12).
Fase 3 Usando ^ obtida na fase anterior, estimar  usando ^3SLS denido em (3:4:13).
A partir da estimativa ^3SLS ; pode obter-se uma versão do estimador 3SLS ligeira-
mente modicada, vulgarmente designada por ^I3SLS (de iterativethree-stageleast
squares). De acordo com esta modicação, os estimadores são calculados pelos seguintes
procedimentos:obtêm-se valores dos resíduos 3SLS ; os quais são usados no cálculo de
uma nova estimativa da matriz de covariâncias, ^; com esta matriz calcula-se uma
nova estimativa ^3SLS ; aplicando (3:4:13) : A estimativa resultante é ^I3SLS : Embora o
processo possa ser repetido até não haver alterações signicativas nas estimativas dos
coecientes estruturais, Kmenta (1997)defende que o estimador ^I3SLS não apresenta
melhores propriedades assintóticas do que o estimador ^3SLS .
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3.5 Comparação das matrizes de covariâncias
assintóticas dos estimadores 2SLS e
3SLS
Para comparar o estimador ^3SLS com o estimador ^2SLS , pode-se efectuar o estudo
da eciência relativa assintótica, que é estabelecido pela comparação das matrizes de
covariâncias assintóticas dos estimadores. De acordo com Staudte e Sheather (1990),
esta comparação pode ser feita de acordo com um dos três critérios que se apresentam
de seguida.
Critério.1 O estimador T1 é mais eciente do que o estimador T2 se
V [T1]  V [T2]
e
V [T1]  V [T2], V [T2] V [T1]  0;
o que traduz que a matriz V [T2] V [T1] é semidenida positiva.
Critério.2 (variância generalizada) O estimador T1 é mais eciente do que o estimador T2
se
detV [T1]  detV [T2] :
Critério.3 (variação total) O estimador T1 é mais eciente do que o estimador T2 se
tr (V [T1])  tr (V [T2]) ;
onde tr (A) representa o traço da matriz A.
Para comparar os estimadores 3SLS e 2SLS, vericou-se que o estimador ^3SLS é
assintoticamente mais eciente do que o estimador ^2SLS (a demonstração pode ser
vista em Judge et al. (1988)). Para isso, aplicando o Critério.1, mostrouse que a
matriz V A
h
^2SLS
i
  V A
h
^3SLS
i
é semidenida positiva, donde resultou que,
V A
h
^2SLS
i
 V A
h
^3SLS
i
:
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De acordo com Zellner e Theil (1962), há apenas dois casos em que não se verica
a superioridade de ^3SLS em relação a ^2SLS , ou seja, em que as correspondentes ma-
trizes de covariâncias são assintoticamente equivalentes, o que signica que os processos
conduzem àmesma eciência assintótica. Essas situações ocorrem quando não hácor-
relação entre as equações, isto é, quando  é uma matriz diagonal, ou quando todas as
equações do sistema são exactamente identicadas. Posteriormente, Srivastava e Ti-
wari (1978) estabelecem condições mais gerais para que os estimadores de 2SLS e 3SLS
sejam igualmente ecientes e Kapteyn e Fiebig (1981) obtêm uma condição necessária
e suciente para a equivalência destes estimadores.
3.6 UtilizaçãodoM étododosM omentos
Generalizadoem SEM
O princípio subjacente ao Método dos Momentos consiste em obter estimadores dos
parâmetros como soluções de um sistema de equações, resultantes de igualar os momen-
tos populacionais aos momentos amostrais correspondentes (condições dos momentos),
tendo em conta a convergência dos segundos para os primeiros, em condições de regu-
laridade. A aplicação do Método dos Momentos exige que se disponha de uma amostra
com componentes independendes e idênticamente distribuídas e que o sistema formado
pelas condições dos momentos tenha igual número de equações e de parâmetros a esti-
mar. Neste caso, o sistema é possível e determinado, podendo obter-se formas explícitas
para os estimadores.
O Método dos Momentos Generalizado (GMM)generaliza o Método dos Momentos
ao estimar, pelo Método dos Momentos, a esperança de funções de parâmetros que
traduzem condições do modelo em estudo.
O GMM foi desenvolvido por Hansen (1982) e apresenta como vantagem o facto de
requerer apenas a vericação de algumas condições envolvendo os momentos, não im-
pondo a homocedasticidade dos erros do modelo e podendo aplicar-se quando o número
de parâmetros desconhecidos é menor do que o número de condições dos momentos.
A estimação por GMM encontra-se discutida e desenvolvida com detalhe em livros
publicados por diversos autores, como por exemplo, Hamilton (1994), Cochrane (2001),
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Arellano (2003), Hall (2005) e Singleton (2006). Ghysels e Hall (2002) elaboraram um
apanhado dos principais desenvolvimentos da estimação por GMM . De entre muitos
artigos publicados sobre a teoria estatística subjacente ao GMM e sobre o impacto
deste método na teoria econométrica, importa destacar Hall (1993 e 2001), Neweye
McFadden (1994) e Imbens (2002). A importância do GMM em Econometria pode ser
avaliada através de uma série de artigos que reectem as principais áreas de investi-
gação activa. O maior impacto deve vericar-se na análise econométrica aplicada nas
áreas de Macroeconomia e de Finanças:Hansen e W est (2002) avaliaram a inuência
do GMM na Macroeconomia e Jaganathan et al. (2002) zeram um levantamento do
seu impacto nas Finanças. Mais no âmbito do estudo estatístico do estimador GMM ,
Imbens e Spady(2002) desenvolveram intervalos de conança para parâmetros carac-
terizados por restrições de momentos, com base no método da verosimilhança empírica.
Por outro lado, tendo em consideração que as propriedades do estimador GMM de-
pendem da escolha das variáveis instrumentais, Donald et al. (2009) propuseram e
implementaram um erro quadrático médio assintótico, baseado em critérios de selecção
de instrumentos. Importa ainda referir que a estimação por GMM continua a ser
um tema muito estudado, quer em termos teóricos, quer em aplicações, a avaliar pela
quantidade de trabalhos publicados recentemente sobre este assunto.
Para ajudar a claricar a ideia da estimação por GMM , veja-se o seguinte exemplo
publicado em Hamilton (1994).
Exemplo 3.6.1. Considere-se uma variável aleatória Yt com distribuição t de Student
com  graus de liberdade. Suponha-se que se dispõe duma amostra de observações
independentes e identicamente distribuídas (i.i.d.)com dimensão T , (y1; :::; yT ), e que
se pretende estimar .
Recorde-se que, para a distribuição t-Student com  graus de liberdade e  > 2; se tem
que
E [Yt] = 0 e V [Yt] = E

Y 2t

= 2 =

   2
:
Quando T tende para innito, o momento amostral de segunda ordem,
M2 =
1
T
TX
t=1
y2t ;
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converge em probabilidade para 2, ou seja,
plim
T!1
M2 = 2;
e ^2 =M2 é um estimador consistente para 2:
Assim, estabelecendo a equação

   2
=M2;
obtém-se o estimador
^M M =
2M2
M2   1
:
Assim, ^M M é o estimador de  obtido pelo Método dos Momentos. Note-se que para
obter o estimador ^M M se usou apenas um momento amostral - neste caso foi M2.
Suponha-se que havia interesse em outro momento, por exemplo, o momento amostral
de ordem quatro. Nesse caso, o momento populacional seria
E

Y 4t

= 4 =
32
(   2) (   4)
;
para  > 4, enquanto que o momento amostral da mesma ordem é denido por
M4 =
1
T
TX
t=1
y4t :
Tal como no caso dos momentos de segunda ordem, também M4 é um estimador
consistente de 4; podendo também ser usado para obter um estimador para : Assim,
ca estabelecido um sistema de duas equações dependentes de um só parâmetro,
M2 =

   2
e M4 =
32
(   2) (   4)
;
e o método dos momentos generalizado vai ser usado. Embora não se possa obter
uma expressão única para  que verique ambas as condições, pode escolher-se para
 o valor que melhor aproxima as soluções de ambas as equações. Isto corresponde a
atribuir a  o valor da solução do problema de minimização de
Q() = g0Wg; (3.6.1)
onde
g =
2
64 M2  

   2
M4  
32
(   2) (   4)
3
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eW é uma matriz de ponderação (2 2), simétrica e denida positiva. Quanto maior
for o elemento de W, maior é a importância dada àcorrespondente condição do mo-
mento. 
Um estimador obtido como solução de um problema do tipo (3:6:1) é designado
por estimador de distância mínima, por vários autores. Hansen (1982) apresenta uma
caracterização mais geral desta aproximação, deduz alguns resultados assintóticos para
o estimador obtido por esta via e designa este processo de estimação por Método
dos Momentos Generalizado. Na formulação deste método seguiu-se uma importante
contribuição de Hamilton (1994), que se passa a resumir.
Considere-se wt um vector aleatório h dimensional, de observações no momento t,
 um vector de parâmetros desconhecidos, de dimensão (a 1) e a função vectorial
h :Ra  Rh  ! Rr
(;wt)  ! h (;wt) :
Suponha-se que 0 representa o verdadeiro valor de , que é desconhecido, e que verica
a condição
E [h (0;wt)] = 0: (3.6.2)
A equação vectorial (3:6:2) corresponde a um sistema de r equações, correspondentes
às condições dos momentos e que são habitualmente designadas por condições de or-
togonalidade.
Considere-se que YT =
 
w0T ;w
0
T 1; :::;w
0
1

0
é um vector de dimensão (Th 1),
formado por todas as observações de uma amostra de dimensão T e represente-se a
média amostral de h (;wt) por g (;YT ) ; ou seja,
g (;YT ) =
1
T
TX
t=1
h (;wt) : (3.6.3)
A ideia base do GMM consiste em escolher para  o valor que faz com que o momento
amostral g (;YT ) esteja o mais próximo possível do primeiro momento populacional
E [h (0;wt)], que é nulo. Isto traduz que cT , o estimador GMM para , é obtido
como solução do problema de minimização
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min

Q(;YT ) = min


[g (;YT )]
0
WT [g (;YT )]
	
; (3.6.4)
onde fWTg é uma sucessão de matrizes denidas positivas, de dimensão (r  r), que
podem ser função dos dados contidos em YT .
A solução do problema (3:6:4) pode ser encontrada com menos esforço computa-
cional, resolvendo o problema
g
cT ;YT = 0; (3.6.5)
uma vez que as soluções desta equação vericam as condições de estacionaridade do
problema de minimização.
Apresentam-se alguns comentários sobre a discussão do sistema. Quando o número
de parâmetros desconhecidos coincide com o número de condições de ortogonalidade,
o estimador GMM para  é a solução única do sistema de r equações (3:6:5). Quando
o número de parâmetros desconhecidos é inferior ao número de condições de ortogo-
nalidade, o sistema (3:6:5) não tem uma solução única. A distância da componente i
de g
cT ;YT àorigem é tanto menor quanto maior for o peso da i-ésima componente
da condição de ortogonalidade, o qual é especicado pelo elemento (i; i) da matriz de
pesosWT .
Desde jáse pode vericar que a solução de (3:6:4) é um estimador consistente para
, sob condições gerais de estacionaridade, de continuidade e condições de momentos
(estas condições podem ser vistas em Hansen, 1982). De facto, para qualquer valor de
, o vector g (;YT ) corresponde àmédia amostral de T realizações do vector h (;wt),
de acordo com (3:6:3). Para h contínua e wt estritamente estacionário, pode aplicar-se
a Lei dos Grandes Números, pelo que se verica
plim
T!1
g (;YT ) = E [h (;wt)] :
A esperança E [h (;wt)] depende do valor de  e da distribuição de probabilidade de
wt.
O desenvolvimento que se apresenta a seguir, explica como se determina a matriz
de pesos óptima.
Quando se considera o verdadeiro valor do parâmetro, 0, o processo fh (0;wt)g
78
é estritamente estacionário com média zero e -ésima matriz de covariâncias
  = E

h (0;wt) (h (0;wt ))
0

:
Admita-se que a série
1P
= 1
  é absolutamente convergente com soma S, isto é, que S =
1P
= 1
  . Como g (0;YT ) é a média amostral de h (0;wt) ; então, pelas propriedades
de um processo estacionário, tem-se que S é a matriz de covariâncias assintótica de
g (0;YT );ou seja,
S = plim
T!1
TE

(g (0;YT )) (g (0;YT ))
0

:
A matriz de pesos óptima em (3:6:4) vai ser a inversa desta matriz de covariâncias
assintótica, ou seja, WT = S 1: Doutro modo, pode dizer-se que a matriz de cova-
riâncias assintótica do estimador GMM é mínima quando cT é obtido como solução
do problema min

Q(;YT ), onde Q(;YT ) = [g (;YT )]
0
S 1 [g (;YT )] :
Do ponto de vista intuitivo, considere-se um modelo linear simples em relação ao
qual se dispõe de r observações (y1; :::; yr) ; com uma média populacional (1; :::; r) e,
portanto, diferente para cada observação: Deste modo, y1 pode ser interpretada como
a média amostral de uma amostra de T1 observações, y2 a média amostral de uma
segunda amostra de T2 observações, e assim sucessivamente. Não havendo restrições,
as estimativas seriam ^i = yi; para i = 1; :::; r: No caso de haver restrições lineares
entre os i; os melhores estimadores, são denidos por funções lineares dos yi e podem
ser obtidos por GLS. Recorde-se que o estimador GLS para  é a solução do problema
min

(y )0
 1 (y ) ; (3.6.6)
onde y = (y1; :::; yr)
0,  = (1; :::; r)
0 e 
 = E

(y ) (y )0

é a matriz de cova-
riâncias de (y ). A matriz de pesos óptima usada na função a minimizar em (3:6:6) é

 1: Do mesmo modo que a matriz 
 em (3:6:6) é a matriz de covariâncias de (y ),
também a matriz S; anteriormente referida, é a matriz de covariâncias assintótica dehp
Tg (;YT )
i
. Como o processo é não correlacionado em relação a t; um estimador
consistente para a matriz S caria denido por
ST =
1
T
TX
t=1
[h (0;wt)] [h (0;wt)]
0
;
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caso 0 fosse conhecido. Estimando 0 através de cT decorre que
S^T =
1
T
TX
t=1
h
h
cT ;wti hhcT ;wti0 ; (3.6.7)
onde
plim
T!1
S^T = S; (3.6.8)
para algum estimador consistente cT de .
Repare-se que de acordo com o raciocínio acabado de descrever, o objectivo inicial
era estimar , sendo para isso necessário estimar S;mas a estimação de S necessita da
estimação prévia de :Assim, para resolver esta questão e possibilitar a aplicação do
estimador GMM ; é necessário dispor de uma estimativa inicial de , 0, a qual pode
ser obtida resolvendo o problema (3:6:4) ; considerando a matriz de pesos WT = IT :
Esta estimativa é depois usada em (3:6:7) para obter uma estimativa inicial de S^T ;
designada por S^0T . De seguida, procede-se de novo àresolução do problema (3:6:4) ;
agora com matriz de pesos WT =

S^0T

 1
; para obter uma nova estimativa para ,
que é a estimativa obtida por GMM , cT : Este processo pode ser repetido, fazendo mais
iterações, embora o estimador obtido com base numa iteração seja assintoticamente
equivalente ao que se obtém com um elevado número de iterações.
Para estabelecer a distribuição normal assintótica do estimador GMM , considere-secT denido como solução do problema de
min

[g (;YT )]
0
S^ 1T [g (;YT )] ;
onde S^ 1T é constante em relação a  e tal que plim
T!1
S^T = S: O estimador GMM pode
ser obtido resolvendo o sistema
@g (;YT )
@
0

0
S^ 1T g (;YT ) = 0: (3.6.9)
Admitindo que E

[h (0;wt)] [h (0;wt )]
0
	
=   não depende de t; como g (;YT )
é a média amostral de um processo cuja esperança é nula, g deve satisfazer o Teorema
do Limite Central, e
p
Tg (0;YT )

 N (0;S) : (3.6.10)
Com base em (3:6:10) ; surge a proposição seguinte, que se encontra demonstrada em
Hamilton (1994).
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Proposição 3.6.1. Seja g (;YT ) diferenciável em ;para todo o YT , e seja cT o
estimador GMM satisfazendo (3:6:9), com r  a: Seja

S^T

uma sucessão de matrizes
(r  r) denidas positivas e tais que plim
T! 1
S^T = S, onde S éuma matriz denida
positiva. Suponha-se ainda que se vericam as seguintes condições:
(i) plim
T! 1
cT = 0;
(ii)
p
Tg (0;YT )

 N (0;S) ;
(ii) para qualquer sucessão (T ) que verique plim
T! 1


T = 0; tem-se
plim
T! 1
!
@g (;YT )
@
0

=

T
"
= plim
T! 1
!
@g (;YT )
@
0

=0
"
= D0;
onde D0 éuma matriz(r  a) com colunas linearmente independentes.
Então
p
T
cT   0  N (0;V) ;
onde V =

DS 1D0
	
 1
: 
Com base nesta proposição, pode considerar-se que cT  N
!
0;
V^
T
"
; onde
V^ =
n
D^S^
 1
D^0
o
 1
: (3.6.11)
A matrizS^ pode ser calculada de acordo com (3:6:7), enquanto que D^0T se pode obter
por
D^0T =
(
@g (;YT )
@
0

=cT
)
: (3.6.12)
Resumindo, para obter o estimador GMM, devem seguir-se os passos:
Passo 1 Identicar um conjunto de condições de ortogonalidade da forma
E [h (0;wt)]= 0:
Passo 2 Obter uma estimativa inicial ^0 resolvendo o problema
min


[g (;YT )]
0
IT [g (;YT )]
	
. Esta estimativa seráusada para obter a estima-
tiva inicial de S^T ;
S^0T =
1
T
TP
t=1
h
h

^0;wt
i h
h

^0;wt
i
0
.
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Passo 3 O estimador GMM para  éo vector cT ; denido pela solução do problema
min

Q(;YT ) = min

[g (;YT )]
0
S^ 1T [g (;YT )];
onde
g (;YT ) =
1
T
TX
t=1
h (;wt) ;
e partindo de soluções iniciais ^0 e S^0T :
De seguida explicar-se-áo processo tradicional de adaptação da estimação porGMM
a um SEM,tendo em conta as especicidades deste tipo de modelos, pelo facto de ser
denido com base num sistema de equações simultâneas.
Uma vezque o GMM permite proceder àestimação dos parâmetros de um modelo
em situações gerais da estrutura de covariâncias dos erros, passa a assumir-se a hipótese
de que os erros de cada equação são heterocedásticos em relação ao tempo, ou seja,
que se tem
E [eiteit]= 
2
it e E [eitejt]= ijt:
A hipótese adoptada inicialmente, de que os erros aleatórios do modelo são gerados
por um processo multivariado estacionário, deixa de ser válida, bastando admitir a
existência de uma distribuição de equilíbrio que, no caso particular da homocedasti-
cidade, coincide com a distribuição estacionária do processo anteriormente assumida.
Observe-se que, neste caso, de acordo com (2:2:5) e (2:2:7), se tem que
E [eie
0
i]= diag
h
2i1 
2
i2  
2
iT
i
= 
i;
e E

eie
0
j

= diag
h
ij1 ij2  ijT
i
= 
ij:
Efectuou-se algum trabalho no sentido de tentar exprimir a matriz
 sob a forma de
um produto de Kronecker, no entanto, como estes blocos são diagonais mas não são
idênticos, não foi possível encontrar uma tal decomposição, pelo que a matriz
 não
se simplica na forma referida em (3:2:3) : Logo, o estudo prosseguiu com 
 na forma
mais geral, denida em (3:2:2) ;

 =
2
666664

1 
12  
1M

21 
2  
2M
...
...
...

M1 
M2  
M
3
777775 :
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Na secção seguinte, apresenta-se o processo de estimação dos parâmetros por GMM
separadamente para cada equação, método que será designado por GMMIL.Numa
outra secção, estimam-se por GMM conjuntamente os parâmetros de todas as equações
do modelo, método que serádesignado por GMMIC.
3.7 Estimadores GMM com informação lim itada
Segundo o método da informação limitada, procede-se àestimação dos parâmetros de
cada equação, separadamente. Note-se que, neste caso, não se consideram as correlações
existentes entre os erros das diferentes equações. Consequente, os blocos que não
pertencem àdiagonal principal da matriz
 referida em (3:2:2) são nulos;isto é,

ij = 0; se i 6= j:
3.7.1 Estimador GMMIL
Pretende-se estimar os parâmetros de cada equação i; a qual éda forma yi = Zii+ei;
com Zi =
h
Yi Xi
i
. Considere-se queX, a matrizdos valores das variáveis exógenas,
écorrelacionada com Zi, uma vezque as colunas de Xi também são colunas de X: No
entanto, X não écorrelacionada com ei; de acordo com HFE.6, ou seja, tem-se que
E [X0ei]= 0: Vericam-se, assim, as equações seguintes, designadas por condições de
ortogonalidade,
E [X0ei]= 0,E [X
0 (yi   Zii)]= 0:
As condições amostrais correspondentes, também chamadas condições dos momentos
amostrais, são obtidas quando se consideram os valores observados das variáveis, e são
da forma
1
T
X0

yi   Zi^i

= 0,
1
T
TX
t=1
xt

yit   Zit^i

= 0: (3.7.1)
O estimador GMM para i é obtido como solução desta equação matricial de momen-
tos amostrais. Em relação ao procedimento geral de obtenção do estimador GMM, a
equação (3:7:1) corresponde à estabelecida em (3:6:5) ; note-se ainda que, tendo pre-
sente os passos 1, 2 e 3 da secção anterior que resumem a obtenção das estimativas por
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GMM, neste caso particular, se tem
wt = (yit;Z
0
it;X
0
t)
0
; = i; (3.7.2)
h (i) = xt (yit   Ziti) ;
e g (i) =
1
T
TX
t=1
xt (yit   Ziti) :
Se a equação i for exactamente identicada, a equação matricial (3:7:1) corresponde
a um sistema em que o número de equações é igual ao número de incógnitas, sendo
este último igual ao número componentes de i, (k = ki+Mi). Deste modo, o sistema
(3:7:1) tem uma solução única, dada por
^i;GMM = [X
0Zi]
 1
X0yi:
Relembrando os estimadores de mínimos quadrados, conclui-se então que, se a equação
i for exactamente identicada, o estimador GMM de informação limitada coincide com
os estimadores ILS e 2SLS, ou seja, neste caso, tem-se que ^i;ILS = ^i;2SLS = ^i;GMM :
Caso a equação i seja sobreidenticada, a equação (3:7:1) corresponde a um sistema
em que o número de equações é superior ao número de parâmetros desconhecidos
(k > ki +Mi). Assim, o método GMM jánão estabelece que todas as condições de
ortogonalidade amostrais sejam nulas. O estimador GMM de i pode então ser obtido
calculando a solução do problema
min
i
n
T 1X0 (yi   Zii)

0
Wi

T 1X0 (yi   Zii)
o
ou ainda, tendo em conta que o termo em T não vai ter efeito na solução do problema,
min
i

[X0 (yi   Zii)]
0
Wi [X
0 (yi   Zii)]
	
:
Para resolver este problema de minimização, considera-se o sistema de estacionaridade,
@
@i

yi   Zi^i

0
XWiX
0

yi   Zi^i

= 0
, 2 ( Z0i)XWiX
0

yi   Zi^i

= 0
, Z0iXWiX
0

yi   Zi^i

= 0;
cuja solução é
^i;GMM = [Z
0
iXWiX
0Zi]
 1
Z0iXWiX
0yi: (3.7.3)
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De acordo com Hansen (1982), a matrizde pesos óptima, ou seja, aquela que permite
obter o estimador GMM assintoticamente mais eciente, é, neste caso,
Wi =
n
V
h
T 
1
2X0ei
io
 1
:
Como
V
h
T 
1
2X0ei
i
= E

T 1X0eie
0
iX

= T 1X0E [eie
0
i]X
= T 1X0
iX;
vem que
Wi =

T 1X0
iX

 1
:
SubstituindoWi na expressão do estimador (3:7:3) e supondo 
i conhecida, obtém-se
o estimador GMM para i
^i;GMM =
h
Z0iX (X
0
iX)
 1
X0Zi
i
 1
Z0iX (X
0
iX)
 1
X0yi: (3.7.4)
De acordo com (3:6:11) ; a matrizde covariâncias assintótica do estimador é
V A
h
^i;GMM
i
= T 1 [DWiD
0]
 1
;
onde D0 =

@g (i)
@0i

: Atendendo a (3:7:2) e (3:6:12) ; pode-se obter
D0 =

@g (i)
@0i

, D0 =
@ (X0ei)
@0i
, D0 =
@ (X0yi  X
0Zii)
@0i
, D0 = X0Zi;
donde vem que
V A
h
^i;GMM
i
= T 1 [Z0iXWiX
0Zi]
 1
:
No caso geral, 
i é desconhecida e é necessário estimar a matrizde pesos óptima.
Tradicionalmente, recorre-se ao estimador proposto por W hite (1980), para a matriz
de covariâncias no caso heterocedástico, ou seja,
W^i =
h
T 1X0
^iX
i
 1
;
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onde

^i = diag
h
e^2
1i e^
2
2i  e^
2
Ti
i
e e^ti = yti   Zti^i;2SLS :
Sabe-se que o estimador de W hite é consistente para estimar Wi, mas chama-se a
atenção para o facto de cada elemento e2ti de 
i ser estimado apenas com base num
único resíduo, e^ti. Substituindo 
i por 
^i em (3:7:4), obtém-se a forma do estimador
GMM para , no caso de 
i ser desconhecida:
^i;GMM


^i

=

Z0iX

X0
^iX

 1
X0Zi

 1
Z0iX

X0
^iX

 1
X0yi: (3.7.5)
Admitindo as habituais condições de regularidade, nomeadamente, que
p lim
T! 1

T 1X0ei

= 0;
e que as matrizes
p lim
T! 1

T 1 (X0
iX)

= X
iX
p lim
T! 1

T 1X0Zi

= XZi
são nitas e não singulares, mostra-se que, quando 
i é estimada por 
^i, o estimador
^i;GMM


^i

, denido por (3:7:5), goza das seguintes propriedades (as demonstrações
podem ser vistas em M ittelhammer etal.,2000):
PGMMIL.1 ^i;GMM é um estimador consistente para i, isto é,
p lim
T! 1
^i;GMM


^i

= i:
PGMMIL.2 ^i;GMM tem distribuição assintótica normal denida por:
^i;GMM


^i


 N
 
i;ZiX
 1
X
iX
XZi

:
PGMMIL.3 Um estimador consistente da variância assintótica de ^i;GMM é o seguinte
dV A h^i;GMM 
^ii = T 1 Z0iXT 1X0
^iX 1X0Zi

 1
:
Importa ainda obter a forma do estimador GMMIL para todas as equações do
sistema, uma vezque até agora se vem a considerar apenas a estimação da equação i.
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Para obter o estimador GMMIL para o vector  no seu todo, substitui-se cada bloco
i pelo respectivo estimador ^i;GMM na forma (3:7:4), resultando em
^GMMIL =
h
^
0
1;GMM : : : ^
0
M;GMM
i
0
=
2
664

Z0
1
X (X0
1X)
 1
X0Z1

 1
Z0
1
X (X0
1X)
 1
X0y1
...
Z0MX (X
0
MX)
 1
X0ZM

 1
Z0MX (X
0
MX)
 1
X0yM
3
775
=
2
664
Z0
1
X (X0
1X)
 1
X0Z1
. . .
Z0MX (X
0
MX)
 1
X0ZM
3
775
 1

2
664
Z0
1
X (X0
1X)
 1
. . .
Z0MX (X
0
MX)
 1
3
775
2
664
X0y1
...
X0yM
3
775 :
Note-se que os blocos da matriz
 que não pertencem à diagonal principal são nulos,
e a matriz
 simplica-se na forma

IL =
2
666664

1 0  0
0 
2  0
...
...
...
0 0  
M
3
777775 :
Usando o produto de Kronecker e 
IL, a expressão de ^GMMIL simplica-se em
^GMMIL =
n
Z0 (IM
X) [(IM
X
0)
IL (IM
X)]
 1
(IM
X
0)Z
o
 1
 Z0 (IM
X) [(IM
X
0)
IL (IM
X)]
 1
(IM
X
0)y:
A expressão anterior pode ainda ser mais compactada, denindo
C =(IM
X
0)Z;
IL = (IM
X
0)
IL (IM
X) e y=(IM
X0)y: (3.7.6)
Deste modo, vem que
^GMMIL =

C0 (
IL)
 1
C

 1
C0 (
IL)
 1
y: (3.7.7)
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3.8 Estimadores GMM com informação completa
Recorde-se que, com esta metodologia, se procede à estimação simultânea dos parâme-
tros de todas as equações do modelo. Neste caso, e ao admitir a hipótese de hetero-
cedasticidade, vem para 
 = V [e] =E [ee0] a forma mais geral (3:2:2), ou seja,

 =
2
664

1  
1M
...
. . .
...

M1  
M
3
775 ;
onde cada 
ij é um bloco diagonal com elementos diferentes, do tipo
diag
h
ij1 ij2  ijT
i
; para i; j= 1; :::;M , sem que à partida se possam admitir
simplicações desta matriz.
3.8.1 Estimador GMMIC
Para estimar simultaneamente os parâmetros de todas as equações, retome-se o modelo
completo, na forma (3:4:6) ; isto é
(IM 
X
0)y = (IM
X
0)Z + (IM
X
0) e:
Em consequência da hipótese HFE.6admitida para o modelo, a qual estabelece que as
variáveis exógenas e os erros aleatórios do modelo são não correlacionados, as condições
de ortogonalidade são agora
E [(IM
X
0) e] = 0:
Para obter o estimador GMM para , é necessário obter a correspondente equação dos
momentos amostrais
1
T
(IM
X
0) (y   Z) = 0;
expressa em termos dos valores observados das variáveis, e que corresponde a um
sistema formado por MK equações.
O estimador GMMIC é denido pelo vector de parâmetros  que fazcom que
as condições dos momentos amostrais estejam tão próximas de zero quanto possível.
Assim, no caso geral, ^GMMIC corresponde à solução do problema
min

n
T 1 (IM
X
0) e

0
W

T 1 (IM
X
0) e
o
; (3.8.1)
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oumin

[(IM
X
0) e]
0
W [(IM
X
0) e]
	
; supondoW conhecido. Para encontrar a solução
deste problema, resolve-se o sistema de estacionaridade,
@
@

(y   Z)0 (IM
X)W (IM
X
0) (y   Z)

= 0
, 2 ( Z0) (IM
X)W (IM
X
0) (y   Z) = 0
, Z0 (IM
X)W (IM
X
0) (y   Z) = 0;
, Z0 (IM
X)W (IM
X
0)y   Z0 (IM
X)W (IM
X
0)Z = 0:
Logo, supondoW conhecido, a solução de (3:8:1) dene o estimador
^GMMIC = [Z
0 (IM
X)W (IM
X
0)Z]
 1
Z0 (IM
X)W (IM
X
0)y: (3.8.2)
No sentido de obter o estimador GMM mais eciente, Hansen (1982) mostrou que a
matrizde pesos óptima deve ser
W =

V

T 1=2 (IM
X
0) e
	
 1
:
Como neste caso,
V

T 1=2 (IM
X
0) e

= T 1E [(IM
X
0) ee0 (IM
X)]
= T 1 (IM
X
0)
 (IM
X) ;
vem que
W =

T 1 (IM
X
0)
 (IM
X)

 1
:
Suponha-se de momento que 
 é conhecida. Substituindo esta matrizde pesos na
expressão (3:8:2), viria
^GMMIC =
h
Z0 (IM
X) [(IM
X
0)
 (IM
X)]
 1
(IM
X
0)Z
i
 1
(3.8.3)
 Z0 (IM
X) [(IM
X
0)
 (IM
X)]
 1
(IM
X
0)y:
UsandoC e y denidos em(3:7:6) ; e considerando
 = (IM
X0)
 (IM
X), torna-se
possível apresentar o estimador numa forma mais compacta,
^GMMIC =

C0 (
) 1C

 1
C0 (
) 1 y: (3.8.4)
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Sendo a matriz
 desconhecida, então 
 também o é, sendo necessário estimá-la
previamente. O processo usual é recorrer ao estimador consistente da matrizde cova-
riâncias para o caso heterocedástico proposto em W hite (1980), com base nos resíduos
obtidos por 2SLS, isto é,
W^ =
h
T 1 (IM
X
0) 
^ (IM
X)
i
 1
;
onde

^=
h

^ij
i
i;j=1;:::;M
;

^i = diag
h
e^2
1i e^
2
2i  e^
2
Ti
i
;

^ij = diag
h
e^1ie^1j e^2ie^2j  e^Tie^Tj
i
;
e e^ti = yti   Zti^i;2SLS :
Uma vezmais realça-se o facto do estimador de W hite usar um único resíduo para
estimar cada elemento de 
: Para apresentar as propriedades do estimador, admitam-
se as seguintes condições
(i) plim [T 1 (IM
X0) e] = 0;
e ainda que as seguintes matrizes são nitas e não singulares,
(ii) plim [T 1 ((IM
X0)
 (I
X))] = X
X ;
(iii) plim [T 1 (IM
X0)Z] = XZ:
Prova-se em M ittelhammer etal. (2000) que o estimador que se obtém substi-
tuindo 
 por 
^ em (3:8:3) ; e que serádenotado por ^GMMIC


^

, verica as seguintes
propriedades:
PGMMIC.1 ^GMMIC é um estimador consistente para , isto é,
plim ^GMMIC


^

= :
PGMMIC.2 ^GMMIC tem distribuição assintótica normal denida por:
^GMMIC


^


 N
 
;ZX
 1
X
XXZ

:
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PGMMIC.3 O estimador da matrizde covariâncias assintótica de ^GMMIC


^

pode ser ex-
presso na forma
dV A h^GMMIC 
^i = T 1 Z0 (IM
X) hT 1 (IM
X0) 
^ (IM
X)i 1 (IM
X0)Z 1 :
3.9 Comparação das matrizes de covariâncias
assintóticas dos estimadores GMMIL e
GMMIC
Na secção dedicada ao estudo dos estimadores de mínimos quadrados, referiu-se que
o método de informação limitada e o método de informação completa tinham sido
comparados, tendo-se concluído que teoricamente o método de informação completa é
assintoticamente mais eciente. Para o caso do método dos momentos generalizado,
esse estudo era inexistente. A presente secção contém essa comparação desenvolvida
originalmente durante o presente trabalho. Em linhas gerais, a comparação dos es-
timadores baseou-se no estudo da eciência relativa assintótica entre os estimadores
^GMMIL e ^GMMIC : A conclusão foi idêntica à referida na Secção 3.5, isto é, que,
teoricamente, o estimador GMMIC é assintoticamente mais eciente do que GMMIL.
O resultado alcançado foi possível depois de se terem encontrado novas represen-
tações das matrizes de covariâncias dos estimadores ^GMMIL e ^GMMIC . Estas repre-
sentações serão apresentadas nas Proposições 3.9.1 e 3.9.3, não se encontram na
literatura e facilitaram a comparação das matrizes, como se verá no Teorema 3.9.5.
Passa a apresentar-se a obtenção da nova representação da variância de ^GMMIL. O
resultado expresso na Proposição 3.9.1 foi obtido pela autora, não se encontrando
publicado na literatura. No entanto, em Mittelhammer et al. (2000) é apresentado um
resultado correspondente para o estimador dos parâmetros de cada equação, embora
para o caso particular do modelo homocedástico e sem divulgação do processo de
cálculo.
Proposição 3.9.1. A matriz de covariâncias do estimador GMMIL denido em (3:7:7)
é da forma
V
h
^GMMIL
i
=

C0 (
IL)
 1
C

 1
; (3.9.1)
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onde C e 
IL estão denidas em 3.7.6e supondo que 


IL é conhecida.
Demonstração. A matriz de covariâncias do estimador GMMIL na forma (3:7:7) será
V
h
^GMMIL
i
=
n
C0 (
IL)
 1
C

 1
C0 (
IL)
 1
o
V [y]
n
C0 (
IL)
 1
C

 1
C0 (
IL)
 1
o
0
=
n
C0 (
IL)
 1
C

 1
C0 (
IL)
 1
o
V [(I
X0) e]

n
C0 (
IL)
 1
C

 1
C0 (
IL)
 1
o
0
=
n
C0 (
IL)
 1
C

 1
C0 (
IL)
 1
o
[(I
X0)
IL (I
X)]

n
C0 (
IL)
 1
C

 1
C0 (
IL)
 1
o
0
:
Efectuando alguns cálculos matriciais, esta expressão simplica-se em
V
h
^GMMIL
i
=

C0 (
IL)
 1
C

 1
=
n
Z0 (I
X) [(I
X0)
IL (I
X)]
 1
(I
X0)Z
o
 1
:
Corolário 3.9.2. Supondo que se verica a condição plim [T 1 ((IM
X0)
IL (IM
X))] =
X
ILX , então vem que
V A
h
^GMMIL
i
= plim V
h
^GMMIL
i
=

T 1ZX
 1
X
ILX
XZ

 1
:

Na Proposição 3.9.3 apresenta-se o desenvolvimento de uma representação com-
pacta da matriz de covariâncias do estimador GMMIC. Note-se que em Mittelhammer
et al. (2000), os autores apresentam um resultado análogo, mas para o caso homocedás-
tico e sem demonstração. No entanto, a representação que se propõe neste trabalho,
para além de ser mais geral por contemplar o caso heterocedástico, torna-se mais ade-
quada para comparar a eciência dos estimadores.
Proposição 3.9.3. Amatriz de covariâncias do estimadorGMMIC denido em (3:8:4)
é da forma
V
h
^GMMIC
i
=

C0 (
) 1C

 1
; (3.9.2)
onde C é denida em (3:7:6) ; e 
 = (IM
X0)
 (IM
X) e admitindo que 
 é co-
nhecida.
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Demonstração. Para determinar a matriz de covariâncias do estimador GMMIC;
considerou-se o estimador na forma (3:8:4) e obteve-se
V
h
^GMMIC
i
=
n
C0 (
) 1C

 1
C0 (
) 1
o
V [y]
n
C0 (
) 1C

 1
C0 (
) 1
o
0
=
n
C0 (
) 1C

 1
C0 (
) 1
o
V [(I
X0) e]

n
C0 (
) 1C

 1
C0 (
) 1
o
0
=
n
C0 (
) 1C

 1
C0 (
) 1
o
[(I
X0)
 (I
X)]

n
C0 (
) 1C

 1
C0 (
) 1
o
0
:
Após alguns cálculos matriciais, a expressão simplica-se em
V
h
^GMMIC
i
=

C0 (
) 1C

 1
=
n
Z0 (I
X) [(I
X0)
 (I
X)]
 1
(I
X0)Z
o
 1
:
Corolário 3.9.4. Admitindo as condições (ii) e (iii), tem-se que
V A
h
^GMMIC
i
= plim V
h
^GMMIC
i
=

T 1ZX
 1
X
XXZ

 1
:

Na prática as matrizes 
IL e 
, que intervêm na expressões das variâncias assin-
tóticas dos estimadores, são desconhecidas e é necessário estimá-las. De acordo com o
método tradicional, recorre-se ao estimador de W hite (W hite, 1980), conforme foi ex-
plicado anteriormente, para obter estimadores consistentes 
^IL e 
^, respectivamente,
os quais são inseridos nas expressões que denem ^GMMIL e ^GMMIC (usando, respecti-
vamente, as expressões (3:7:7) e (3:8:4)).
Recordando o que se referiu para estimadores de mínimos quadrados, e para com-
parar os estimadores 3SLS e 2SLS, encontra-se em Judge et al. (1988) uma demons-
tração de que V A
h
^2SLS
i
  V A
h
^3SLS
i
é uma matriz semidenida positiva. Logo, de
acordo com o Critério.1, tem-se
V A
h
^2SLS
i
 V A
h
^3SLS
i
;
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pelo que se concluiu que ^3SLS é assintoticamente mais eciente do que ^2SLS:
Para estabelecer uma comparação semelhante entre os estimadores GMMIC e
GMMIL, estudou-se a eciência relativa assintótica, usando diferentes critérios. Em
primeiro lugar, procurou-se usar o Critério.1, pois é o critério mais forte para a com-
paração de matrizes. Infelizmente não foi possível conrmar que
D = V A
h
^GMMIL
i
  V A
h
^GMMIC
i
é semidenida positiva.
Na impossibilidade de estabelecer resultados por esse critério, utilizou-se de seguida
o Critério.2 (critério da variância generalizada), menos forte do que o anterior. De
acordo com este último critério, a comparação de matrizes é efectuada a partir dos
respectivos determinantes. Para isso foi necessário calcular os determinantes das ma-
trizes V A
h
^GMMIL
i
e V A
h
^GMMIC
i
:
Usando as Proposições 3.9.1 e 3.9.3, foi possível concluir qual dos métodos é
assintoticamente mais eciente. Este resultado encontra-se no teorema que se segue.
A demonstração é muito longa e foi, por isso, remetida para anexo, mas baseia-se nas
seguintes linhas gerais: Trata-se de uma demonstração feita por indução matemática
sobre o númeroM de equações do modelo. Para estabelecer a relação entre os determi-
nantes, partiu-se de um sistema com duas equações (ou seja, com M = 2). ParaM = 2
foi possível estabelecer uma desigualdade entre as matrizes de covariância, recorrendo
a uma decomposição envolvendo matrizes triangulares por blocos, apresentada em Se-
ber (1984). A partir dessa decomposição, o determinante de cada uma das matrizes
foi expresso através de produtos de determinantes de matrizes auxiliares. De seguida,
observou-se que as matrizes auxiliares eram matrizes de covariâncias ou matrizes de co-
variâncias parciais, de acordo com Mardia et al. (1979). Pelas propriedades básicas do
coeciente de correlação foi possível estabelecer a hipótese de indução. A generalização
para um modelo com M equações, para qualquer M > 2; envolveu o mesmo tipo de
técnicas.
Teorema 3.9.5. Considere-se um SEM na forma y = Z + e; denida em (3:4:2)
e sejam ^GMMIL e ^GMMIC os estimadores de ;obtidos pelo Método dos Momentos
Genaralizado com informação limitada e com informação completa, denidos, respec-
tivamente, pelas expressões (3:7:7) e (3:8:4). De acordo com o Critério da variância
generalizada (Critério.2), o estimador ^GMMIC é assintoticamente mais eciente do que
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o estimador ^GMMIL.
Demonstração. A demonstração pode ser consultada no Apêndice A.2.3.
Este resultado evidencia a vantagem teórica do estimador ^GMMIC sobre o estimador
^GMMIL, traduzindo que o estimador de informação completa conduz a uma maior
eciência assintótica do que o estimador de informação limitada. Assim, em amostras
de dimensão elevada, há vantagem em usar informação completa. No entanto, e à
semelhança do que acontece com os estimadores de mínimos quadrados, em amostras
de pequena dimensão essa vantagem não é signicativa. Voltar-se-á a esta questão na
secção seguinte.
3.10 Estudo empírico da eciência relativa entre
estimadores de informação limitada e
de informação completa
Para ilustrar a aplicação dos métodos de estimação apresentados ao longo deste capítulo
e avaliar a superioridade dos métodos de informação completa sobre os de informação
limitada em estudos práticos e, portanto, em dimensão nita, utilizaram-se dois exem-
plos de modelos econométricos. Note-se que a modelação do relacionamento entre as
variáveis provém da Teoria Económica e que o objectivo do presente estudo estatístico
dos SEM diz respeito à estimação dos parâmetros e não à modelação econométrica.
De acordo com as Secções 3.5 e 3.9, os estimadores que são obtidos considerando
simultaneamente todos os parâmetros do modelo (porMIC ) são assintoticamente mais
ecientes do que os estimadores que resultam de proceder à estimação dos parâmetros,
separadamente para cada equação (por MIL). No entanto esta conclusão, que é válida
em termos assintóticos, não ca patente de forma signicativa em estudos de dimensão
nita. Este comentário traduz as dúvidas levantadas por alguns autores (por exemplo,
Greene, 2003 e Baltagi, 2008), que por diversas vezes têm questionado a superioridade
dos métodos de informação completa. Esses autores advogam que osMIL dão melhores
resultados em aplicações a casos reais, sem no entanto conseguirem explicar teorica-
mente a justicação para tal facto. Os estudos de simulação que se apresentam num
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dos exemplos seguintes, ajudam a explicar os motivos que poderão estar na base das
dúvidas referidas em relação à superioridade dos MIC. Nos dois exemplos apresenta-
dos nesta secção, vericou-se que as diferenças entre os determinantes das estimativas
das matrizes de covariâncias dos estimadores de informação limitada e completa são
sempre muito próximas de zero. Isto signica que, apesar dos MIC serem assinto-
ticamente superiores, em dimensão nita os dois tipos de métodos são praticamente
equivalentes. Assim, não é de estranhar que os MIL sejam frequentemente preferidos
na prática, quer pela estrutura particular de cada modelo, quer pela maior simplicidade
de manuseamento computacional dos MIL.
O estudo efectuado indicou que, para os casos considerados, em dimensões nitas
e independentemente do método de estimação usado (método dos mínimos quadrados
ou método dos momentos generalizado), não há diferenças signicativas em termos
da eciência ao usar o estimador MIL ou o estimador MIC. A elevada dimensão das
matrizes a manipular nos MIC não conduz a ganhos de eciência. Tendo em conta o
aumento de risco de erros de modelação ao trabalhar com estimadores de informação
completa, não é fácil encontrar motivação que sustente a utilização dos MIC, embora
seja um processo mais elegante do ponto de vista matemático. Existe, assim, uma
ambígua supremacia do estimador de informação completa em relação ao estimador de
informação limitada, uma vez que a superioridade dos MIC é válida no limite, mas
pode não se vericar em termos de aplicações práticas.
Os programas computacionais usados na obtenção das estimativas foram desenvolvi-
dos pela autora, recorrendo a software livre, nomedamente ao programa R (disponível
em http://www.R-project.org, ver R development Core Team, 2007) e a algumas das
suas packagesespecícas. No entanto, a package systemt,que está prevista para o
tratamento computacional dos SEM,apenas contempla o caso particular em que os
modelos são homocedásticos. Para além disso, não inclui a estimação por GMM, nem
existe actualmente nenhuma outra package do R que contemple esse método, pelo
menos devidamente testada e divulgada. Assim, apenas foi possível usar a package
systemt para calcular e comparar as estimativas de mínimos quadrados (obtidas por
MIL e MIC ). Para as comparações que envolveram GMM, foi necessário que a autora
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desenvolvesse um conjunto de macros, que contemplasse o método adaptado à situ-
ação mais geral de heterocedasticidade, quer para a informação limitada quer para a
informação completa.
Deste modo, os exemplos que se seguem, para além de ilustrar os processos de cál-
culo das estimativas e o desempenho dos estimadores, serviram adicionalmente para
certicar o funcionamento das macros desenvolvidas pela autora no programa R, du-
rante a realização deste trabalho. A conrmação dos resultados relativos à utilização do
método dos mínimos quadrados foi feita comparando os resultados agora encontrados
com os valores obtidos usando a package systemt. Como era de esperar, os resultados
foram semelhantes. Em relação ao programa utilizado para obter as estimativas por
GMM não existem análises de dados publicadas que possibilitem essa comparação. No
entanto, as conclusões foram semelhantes às que se obtiveram usando o método dos
mínimos quadrados, o que leva a não duvidar no programa desenvolvido.
3.10.1 M odelo proposto por Kmenta (1997)
No primeiro exemplo estudou-se um modelo proposto por Kmenta (1997) com dois
objectivos: o primeiro, de validar o programa desenvolvido no presente trabalho para
obter estimativas dos parâmetros estruturais do modelo, de acordo com diversos méto-
dos de estimação;o segundo, de conrmar os resultados teóricos estabelecidos em
relação à eciência relativa entre estimadores de informação limitada e de informação
completa. Assim, para cumprir o primeiro objectivo, obtiveram-se estimativas dos
parâmetros estruturais por duas vias distintas: usando directamente as funções disponí-
veis no systemt ou aplicando o programa desenvolvido pela autora. A validação do
programa foi conseguida, na medida em que se obtiveram resultados idênticos por
ambos os processos.
Exemplo3.10.1. O SEM tratado neste exemplo, bem como o correspondente conjunto
de dados foram propostos por Kmenta (1997). Trata-se de um SEM composto por
duas equações, referindo-se a primeira equação à "função procura"e a segunda equação
à "função oferta", o qual pode ser denido pelo seguinte sistema:(
q = 0 + p1 + d2+e1
q = 
0
+ p1+f2+a3+e2
: (3.10.1)
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O sistema contém as variáveis endógenas q e p: q representa o consumo com a alimen-
tação percapita e p traduz a relação entre o preço da alimentação e o preço geral no
consumidor. Para além dessas variáveis, o sistema inclui as variáveis exógenas d, f
e a: d refere-se ao rendimento disponível, f traduz a proporção do preço que é pago
ao produtor (agrícola) no ano anterior, em relação ao preço pago pelo consumidor e a
representa o tempo em anos.
Para apresentar o modelo na forma estrutural, referida em (2:2:2), basta fazer algumas
transformações na forma anterior, seguidas de uma mudança de variáveis, o que conduz
ao seguinte
8<
:
q = 0 + p1 + d2 + e1
p =  
0
1
+ q
1
1
  f
2
1
  a
3
1
 
e2
1
,
(
q = 0 + p1 + d2 +e1
p = 
0
+ q
1
+f
2
+a
3
+e
2
; (3.10.2)
onde se considerou
 
i
1
= i ; i= 0; 2; 3,
1
1
= 
1
e  
e2
1
= e
2
:
Os dados utilizados correspondem a 20 realizações anuais das cinco variáveis já referidas
e estão disponíveis no programa R. Este conjunto de dados foi construído por Kmenta
para ilustrar o processo de estimação de um SEM. Os valores das variáveis exógenas,
d; f e a, são baseados em dados reais, enquanto que os das variáveis endógenas, q e p
foram gerados por simulação por Kmenta.
A partir de (3:10:2), pode obter-se o sistema na forma estrutural
(
p1   q +0 + d2 +e1 = 0
 p +q
1
+
0
+f
2
+a
3
+e
2
= 0
: (3.10.3)
Conrmou-se que se tratava de um sistema completo, na medida em que o número de
equações coincide com o número de variáveis endógenas, duas neste caso.
Estudou-se depois a identicabilidade de cada equação, recorrendo àProposição 2.3.4
e tendo em conta que a matriz dos parâmetros estruturais do modelo da forma (3:10:3)
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é:
 =
2
66666666664
1  1
 1 
1
0 

0
2 0
0 
2
0 
3
3
77777777775
:
Assim, para a primeira equação, obteve-se a matriz, de acordo com (2:3:6),
R1 =
"
0 0 0 0 1 0
0 0 0 0 0 1
#
;
formada pelos coecientes das variáveis nas restrições de exclusão da primeira equação -
cada linha está associada a uma restrição de exclusão - e vericou-se que rank(R1) =
rank
"
0 
2
0 
3
#
= 1, enquanto que rank(R1) = 2 > 1. Concluiu-se, assim, que a
primeira equação é sobreidenticada.
Quanto à segunda equação, uma vez que
R2 =
h
0 0 0 1 0 0
i
;
vem que rank(R2) = rank
h
2 0
i
= 1 = rank(R2), pelo que a segunda equação
é exactamente identicada.
Tendo-se concluído que todas as equações do modelo são identicadas passou-se à es-
timação dos parâmetros do modelo, recorrendo primeiro à package systemt. Ao usar
directamente essa package,foram introduzidas as equações de acordo com a forma
(3:10:1) ; de modo que o parâmetro a estimar é o vectorh
0 1 2 0 1 2 3
i
0
:
Os resultados estão organizados na Tabela 3.2. Note-se que, em relação à primeira
equação, as estimativas por 2SLS e por 3SLS coincidiram para todos os parâmetros.
Em relação à segunda equação, isso não aconteceu, embora as estimativas por ambos
os métodos sejam próximas. Esta conclusão não colide com a propriedade P3SLS.4,
uma vez que nem todas as equações do sistema são exactamente identicadas.
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equação parâmetro 2SLS (systemt) 3SLS (systemt)
1 0 94.63 94.63
1 1 -0.24 -0.24
1 2 0.31 0.31
2 0 49.53 52.20
2 1 0.24 0.23
2 2 0.26 0.23
2 3 0.25 0.36
Tabela 3.2: Estimativas 2SLSe 3SLSobtidas com systemt.
equação parâmetro 2SLS 3SLS
1 0 94.63 94.63
1 1 -0.24 -0.24
1 2 0.31 0.31
2 0 49.59 51.99
2 1 0.24 0.23
2 2 0.25 0.23
2 3 0.25 0.24
Tabela 3.3: Estimativas 2SLSe 3SLSobtidas com o programa desenvolvido pela autora.
De seguida, aplicou-se o programa desenvolvido neste trabalho para obter estimativas
do mesmo vector de parâmetros. As estimativas obtidas, quer por 2SLS quer por 3SLS,
organizaram-se na Tabela 3.3, com os resultados correspondentes aos da Tabela 3.2.
Da comparação entre as Tabelas 3.2 e 3.3, pode concluir-se que as estimativas obtidas
pelos dois processos de cálculo foram muito semelhantes. Em particular, foram coin-
cidentes em relação a todos os parâmetros da primeira equação e a alguns da segunda
equação, não se registando diferenças signicativas nas restantes estimativas. Esta
constatação contribuiu para validar o programa desenvolvido.
Posteriormente, no estudo da eciência relativa dos estimadores de informação limitada
e de informação completa, baseado no critério da variância generalizada, calcularam-se
as diferenças entre os determinantes das matrizes de covariâncias estimadas por infor-
mação limitada e por informação completa.
Deste modo, para o método dos mínimos quadrados, obteve-se o valordV A h^
2SLS
i  dV A h^
3SLS
i =  2:27 10 10;
que é muito próximo de zero, embora negativo.
Para aplicar o método dos momentos generalizado, como se referiu, não foi possível
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equação parâmetro GMMIL GMMIC
1 0 95.68 95.68
1 1 -0.24 -0.24
1 2 0.30 0.30
2 0 49.59 53.22
2 1 0.24 0.22
2 2 0.25 0.23
2 3 0.25 0.33
Tabela 3.4: Estimativas GMMILe GMMIC obtidas com o programa desenvolvido pela
autora.
utilizar nenhuma package do R. Assim, obtiveram-se estimativas para os parâmetros,
cujos valores constam da Tabela 3.4.
Relativamente à diferença dos determinantes, para o Método dos Momentos Gene-
ralizado, obteve-se o valor
dV A h^GMMILi  dV A h^GMMICi = 3:71 10 11;
também muito próximo de zero, mas desta vez positivo. Observando a ordem de
grandeza das diferenças e o facto de estar demonstrado que os MIC são assintotica-
mente superiores, pode considerar-se se essas diferenças não serão devidas sobretudo a
questões numéricas. Este exemplo mostra-nos que, para esta dimensão, não é possível
armar que os MIC são superiores aos MIL. 
3.10.2 M odelo proposto porJudge etal. (1988)-simulação
de dados
O segundo exemplo desta secção consiste no estudo de um modelo proposto por Judge
et al. (1988). Este exemplo envolve dados simulados pela autora e foi usado para
apresentar detalhadamente o processo de simulação das amostras de acordo com um
SEM, o que constituiu uma componente de trabalho signicativa. Na realidade o
modelo é complexo e a simulação de amostras não é trivial.
Para gerar as amostras de acordo com o SEM, utilizou-se o modelo econométrico
apresentado em Judge et al. (1988), com os respectivos parâmetros conhecidos e as
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observações das variáveis exógenas. O exemplo publicado continha vinte observações
do modelo, cujos valores das variáveis endógenas tinham sido obtidos por simulação,
a partir da distribuição normal dos erros. Tendo em vista fazer um estudo mais deta-
lhado da estimação, nomeadamente, investigando o desempenho dos estimadores para
diferentes dimensões amostrais e diferentes distribuições dos erros, decidiu-se simular
amostras do modelo, mantendo as matrizes dos coecientes estruturais   e B (co-
nhecidas), e os valores da variáveis exógenas, X, em dimensões amostrais em que tal era
possível. Assim, as observações das variáveis endógenas foram obtidas por simulação
dos erros, de acordo com quatro distribuições multivariadas e após a representação do
modelo na forma reduzida.
Os resultados obtidos na estimação das matrizes de covariâncias dos estimadores
foram posteriormente comparados através das diferença entre os determinantes das
correspondentes matrizes estimadas, tendo-se vericado que a diferença foi quase nula
em todas as situações especicadas.
Exemplo 3.10.2. Considere-se um SEM divulgado em Judge et al. (1988), formado
por três equações, com três variáveis endógenas, y1; y2; y3, e cinco variáveis exógenas,
x1; x2; x3; x4; x5; denido do seguinte modo:8>><
>>:
y1 = y221 + y331 + x111 + e1
y2 = y112 + x112 + x222 + x332 + x442 + e2
y3 = y223 + x113 + x223 + x553 + e3
:
Para uma amostra genérica de T observações do modelo, a forma estrutural, cor-
respondente a Y +XB+ E = 0; é a seguinte:8>><
>>:
 Y1 +Y221+Y331+X111 +e1 = 0
Y112 Y2 +X112+X222+X332+X442 +e2 = 0
Y223 Y3 +X113+X223 +X553+e3 = 0
;
com matrizes de parâmetros
 (33) =
2
664
 1 12 0
21  1 23
31 0  1
3
775 ;B(53) =
2
666666664
11 12 13
0 22 23
0 32 0
0 42 0
0 0 53
3
777777775
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e matriz de erros
E(T3) =
h
e1 e2 e3
i
=
2
664
e0
1
...
e0T
3
775 :
Antes de simular a amostra, vericou-se que o sistema é completo, uma vez que o
número de variáveis endógenas é igual ao número de equações do modelo, neste caso é
igual a três.
De seguida, estudou-se a identicabilidade de cada equação, tendo-se vericado que a
primeira e a terceira equações são sobreidenticadas, enquanto que a segunda equação
é exactamente identicada. Concluiu-se assim que todas as equações do modelo são
identicadas. Para isso, considerou-se a matriz dos parâmetros estruturais do modelo,
((3+5)3) =
"
 
B
#
=
2
66666666666666664
 1 12 0
21  1 23
31 0  1
11 12 13
0 22 23
0 32 0
0 42 0
0 0 53
3
77777777777777775
;
e, para cada equação, deniu-se a matriz dos coecientes das restrições de exclusão
da equação i na forma estrutural, Ri; com base na qual se procedeu àdiscussão da
identicabilidade, de acordo com a Proposição 2.3.4.
Assim, para a primeira equação, como
R1 =
2
666664
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
3
777775
=
2
666664
0 21 23
0 32 0
0 42 0
0 0 53
3
777775 ;
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vem que rank(R1) = 2 e rank(R1) = 4 > 2; logo esta equação é sobreidenticada.
Para a segunda equação, tem-se que
R2 =
"
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
#

=
"
31 0  1
0 0 53
#
;
pelo que rank(R2) = 2 e rank(R2) = 2; donde se concluiu que a segunda equação é
exactamente identicada.
Na terceira equação, uma vez que
R3 =
2
664
1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
3
775
=
2
664
 1 12 0
0 32 0
0 42 0
3
775 ;
vem que rank(R3) = 2 e rank(R3) = 3 > 2; o que permitiu concluir que a equação
é sobreidenticada.
Passou-se de seguida à simulação de amostras de dimensão T; com base nas quais
se procedeu àestimação dos parâmetros. Todos os cálculos foram efectuados com o
programa R. Para proceder à simulação das amostras, seguiram-se as etapas que se
passam a descrever.
Fixaram-se previamente as matrizes dos coecientes   e B com os valores usados em
Judge et al. (1988), isto é,
  =
2
664
 1 0:2 0
 10  1 2
2:5 0  1
3
775 ;B =
2
666666664
 60 40  10
0  4 80
0  6 0
0 1:5 0
0 0 5
3
777777775
:
Tendo em conta a existência de vinte valores das variáveis exógenas, no estudo de si-
mulação efectuado, gerou-se uma amostra de dimensão T = 20: Utilizaram-se os vinte
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valores das variáveis exógenas usadas por Judge et al. (1988),
X =
h
X1 X2 X3 X4 X5
i
(205)
. Posteriormente gerou-se ainda uma outra amostra,
de dimensão T = 120; para investigar o efeito do aumento da dimensão da amostra no
estudo da eciência relativa empírica dos estimadores.
A simulação das variáveis endógenas foi efectuada a partir da geração dos erros do
modelo. Para cada dimensão amostral, foram consideradas quatro distribuições dos
erros et =
h
e1 e2 e3
i
0
t
:
D.1 Normal trivariada N3(0;); com
 =
2
664
227:6 9  57
9 0:7  2
 57  2 15:8
3
775 ; (3.10.4)
usada em Judge et al. (1988).
D.2 Normal trivariada N3(0;); com  =
2
664
227:6 4  21
4 0:7  0:7
 21  0:7 15:8
3
775 : A matriz 
difere de  apenas nas covariâncias, pois vericou-se que correspondiam a valores
elevados de coecientes de correlação entre alguns erros. Na realidade, a matriz de
correlações correspondente a  é CO =
2
664
1 0:73  0:95
0:73 1  0:58
 0:95  0:58 1
3
775 : A existência de
erros altamente correlacionados podia ser enganadora ao estabelecer conclusões com
base na variância generalizada. Assim, simularam-se erros de acordo com a matriz de
correlações CO =
2
664
1 0:36  0:22
0:36 1  0:14
 0:22  0:14 1
3
775 : Foi com base em CO que se decidiu
a escolha de :
D.3Dados transformados a partir de distribuições marginais uniformes em ( 1; 1) e
matriz de covariâncias :
D.4Dados transformados a partir de distribuições marginais logísticas e matriz de co-
variâncias :
A simulação das amostras com dimensão T = 20 não envolveu nenhum procedimento
adicional. Para estudar o desempenho dos estimadores, com as amostras de dimen-
são mais elevada (T = 120); foi necessário gerar também valores adicionais para as
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variáveis exógenas. Procurando manter características análogas às das 20 observações
publicadas de x1; x2; x3; x4; x5 , procedeu-se do seguinte modo:
a)Para cada uma das variáveis x2; x3; x4 geraram-se valores de uma distribuição
uniforme com medidas amostrais idênticas às das observações das variáveis exógenas
no exemplo publicado.
b)Para x1 e x5, procedeu-se de modo diferente: x1, porque apenas tomava valores
unitários; e x5 porque tomava valores inteiros, pelo que as observações foram geradas
por uma uniforme discreta.
De acordo com as alíneas a)e b)anteriores, simularam-se 100 observações indepen-
dentes de variáveis exógenas, que se juntaram às 20 jáexistentes para prosseguir com
a simulação da amostra de T = 120.
Para cada distribuição dos erros considerada, vericou-se que as conclusões sobre a
eciência relativa empírica dos estimadores eram idênticas para ambas as dimensões
amostrais, mostrando assim que não havia ganho de eciência com o aumento da
dimensão da amostra. Na Tabela 3.6 apresentam-se os resultados para a dimensão
T = 20, quando os erros seguem distribuição normal -D.1 e D.2. Para as restantes
distribuições, apresentam-se apenas os resultados relativos a T = 120:
Para cada uma das situações amostrais descritas, a partir dos valores de
E =
h
e1  eT
i
0
(T3)
; obteve-se a matriz dos erros da forma reduzida,V =  E  1;
depois, calculou-se a matriz =  B  1; e, por m, obtiveram-se os valores das va-
riáveis endógenas, Y =[Y1;Y2;Y3](T3) ; substituindo as matrizes obtidas anterior-
mente na forma reduzida, Y = X+V:
Deste modo, resultaram os valores yi e gerou-se cada observação da forma
y1 y2 y3 x1  x5

; onde yi são os valores das variáveis endógenas e xj são
os valores das variáveis exógenas.
Para passar àestimação dos parâmetros, supondo  desconhecida, geraram-se T o-
bservações da forma imediatamente antes referida e deniu-se a matriz de dimensão
(T  8) ; h
Y X
i
=
h
y1 y2 y3 x1  x5
i
:
Note-se que cada yi e cada xj (i = 1; 2; 3; j= 1; :::5) são vectores T dimensionais.
Deste modo foi possível dispor de uma amostra simulada, de dimensão T , para cada
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uma das situações amostrais consideradas.
Para cada amostra, estimaram-se os parâmetros do modelo usando os dois pares de
estimadores: ^2SLS e ^3SLS, e ^GMMIL e ^GMMIC .
Para qualquer dos métodos usados, houve necessidade de estimar 
 previamente. No
caso do estimador ^3SLS, denido por (3:4:2), a matriz 
 =
 I é uma matriz por
blocos, em que os blocos são diagonais com elementos iguais dentro de cada bloco. A
igualdade desses elementos cria condições que facilitam a estimação de 
.
Ao trabalhar com o estimador GMM, não é pressuposta a homocedasticidade e, por
isso, foi necessário estimar cada um dos elementos dos blocos -pois 
 é formada por
blocos diagonais com elementos diferentes dentro de cada bloco. Tradicionalmente, a
estimação de cada bloco é conseguida aplicando o estimador de W hite, denido por
W^ij = X
0
^ijX:
A matriz 
^ij é formada por elementos diagonais que, segundo Greene (2003), são os
produtos dos resíduos obtidos por 2SLS, isto é, são da forma
(e^it;2SLS) (e^jt;2SLS) =

yit   Zit^i;2SLS

yjt   Zjt^j;2SLS

:
A matriz 
^i é formada por elementos diagonais que são os quadrados dos resíduos
correspondentes, isto é, tais que
(e^it;2SLS)
2 =

yit   Zit^i;2SLS
2
:
Na Tabela 3.5organizaram-se as estimativas obtidas para os parâmetros estruturais,
para o caso dos erros com distribuição D.1 (N3(0;)) e para uma amostra de dimensão
T = 20.
Para comparar as estimativas quanto àeciência, a análise dos resultados baseou-se
no critério da variância generalizada. Os resultados obtidos foram comparados através
das diferenças entre os determinantes das estimativas das matrizes de covariâncias dos
estimadores de informação limitada e completa. Na Tabela 3.6mostram-se os valores
em causa para as diferentes amostras simuladas e para cada um dos processos de esti-
mação em estudo.
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valoresusados estimativasde mínimosquadrados estimativasporGMM
na simulação 2SLS 3SLS GMMIL GMMIC
  12 = 0:2 0:203 0:200 0:203 0:203
  21 =  10  9:194  9:360  8:698  8:601
  23 = 2 2:865 1:693 2:36 1:865
  31 = 2:5 2:375 2:402 2:298 2:283
B 11 =  60  69:702  67:699  75:838  77:164
B 12 = 40 40:519 40:459 40:519 40:113
B 13 =  10  19:863  5:583  13:609  7:708
B 22 =  4  4:425  4:379  4:425  4:376
B 23 = 80 64:642 85:587 73:748 82:570
B 32 =  6  5:242  5:453  5:242  5:599
B 42 = 1:5 1:338 1:464 1:338 1:417
B 53 = 5 3:779 5:357 4:460 5:109
 11 = 227:6 128:546 131:209 122:387 121:518
 12 = 9 4:477 6:175 4:138 5:155
 13 =  57  30:472  32:879  30:220  30:959
 22 = 0:7 1:012 1:068 1:012 1:057
 23 =  2  1:405  0:862  0:978  0:746
 33 = 15:8 11:133 10:766 10:154 10:264
Tabela 3.5: Estimativas dos parâmetros estruturais obtidas com T=20observações, us-
ando variáveis exógenas e matrizes  , B e  de acordo com Judge e variáveis endógenas
simuladas com erros N3(0, ).
Distribuição
dV A^
2SLS
  dV A^
3SLS
 dV A^
GM M IL
  dV A^
GM M IC

N(0;)- dim 20  1:01 10 20 1:45 10 20
N(0;)- dim 120  4:72 10 37 4:07 10 33
N(0;)- dim 20  1:74 10 16 1:80 10 18
U ( 1; 1)- dim 120 3:03 10 43 3:00 10 38
Logística- dim 120  1:79 10 32 3:71 10 27
Tabela 3.6:Valores das diferenças entre os determinantes das estimativas das matrizes
de covariâncias dos estimadores de informação limitada e completa para as diferentes
amostras.
108
Vericou-se que a diferença entre os determinantes équase nula em todas as situações
consideradas, podendo dizer-se que énula, em termos de efeitos práticos. De facto,
as diferenças entre determinantes são tão pequenas que podem ser devidas apenas a
questões numéricas. Em todo o caso, ao usar o método dos momentos generarizado,
essas diferenças são sempre positivas, o que aponta no sentido do resultado vericado
teoricamente.
Por outro lado, os resultados mostram que a mesma conclusão éválida independente-
mente da dimensão da amostra usada, pois, supondo a distribuição normal, não houve
alterações signicativas (do ponto de vista prático) quando se passou de uma amostra
de dimensão 20 para uma amostra de dimensão 120. Admitindo as distribuições uni-
forme ou a logística, os estimadores deram estimativas ainda mais próximas do que no
caso da caso da distribuição normal.
Embora tenha sido vericado teoricamente que só pode haver vantagem em usar méto-
dos de informação completa sobre os métodos de informação limitada, nomeadamente
3SLS sobre 2SLS e GMMIC sobre GMMIL, os resultados computacionais não eviden-
ciam essa vantagem.
Conclui-se assim que, para dimensão nita, não há diferença signicativa entre usar
MIL ou MIC. Importa referir que esta conclusão não parece ser inuenciada pelo
método de estimação de base nem pela dimensão da amostra.
Deste modo, tendo em conta que para utilizar os MIC se torna necessário manipular
matrizes de dimensão elevada, pode não se justicar a informação completa, por não
conduzir a vantagens relevantes nos resultados nais. Repare-se, a título de exemplo,
que no SEM estudado neste exemplo, enquanto que com umMIL os cálculos envolvem
matrizes de dados de dimensão (208) [ou (1208)]; numMIC as matrizes de dados
usadas são do tipo (608) [ou (3608)]:
De acordo com o Teorema 3.9.5, sabe-se que, assintoticamente, o estimador GMMIC
étão eciente, ou mais, do que o estimador GMMIL. Mas esta conclusão éválida em
termos assintóticos e não em dimensão nita.
Resumindo, este exemplo sugere os seguintes comentários:
109
(i)Em dimensão nita, geralmente, o estimador 2SLS apresenta menor variância ge-
neralizada do que a do 3SLS. Note-se que isto não contradizos resultados demonstrados.
(ii)Não há ganho signicativo com o aumento da dimensão da amostra. Quando se
trabalha com erros normais, a dimensão 20permitiu obter as mesmas conclusões que
a dimensão 120.
(iii)Para amostras de pequena dimensão équase indiferente usar 2SLS ou 3SLS, assim
como GMMIL ou GMMIC.
(iv)Mesmo nos casos considerados, em que os erros não tinham distribuição normal
(uniforme ou logística), as conclusões anteriores continuam a observar-se.
(v)Os resultados obtidos conrmam os comentários apresentados no exemplo anterior,
nomeadamente que, para dimensões nitas e em termos de eciência, não há grande
diferença entre usar MIL ou MIC. Esta conclusão parece ser válida independentemente
da distribuição dos dados, do método de estimação de base, ou da dimensão da amostra.

Capítulo 4
Introdução àestimação robusta
Para estudar a estimação robusta nos SEM, convém ter presentes os príncípios da
estatística robusta e algumas das suas noções e técnicas básicas.
A estatística robusta tem como objectivo o desenvolvimento e a aplicação de méto-
dos que sejam capazes de apresentar um bom desempenho, quando a realidade se afasta
um pouco dos pressupostos assumidos nos modelos estatísticos.
Grande parte dos métodos estatísticos de maior divulgação, nomeadamente os que
mais se utilizam para realizar testes de hipóteses, determinar intervalos de conança,
estimar coecientes de regressão, entre outros, exigem a vericação de um conjunto de
pressupostos, como, por exemplo, a normalidade dos dados, a existência de observações
provenientes de amostras aleatórias, isto é, formadas por variáveis independentes e iden-
ticamente distribuídas (i.i.d.) ou a homocedasticidade. Caso não se verique algum
dos pressupostos de um modelo estatístico, não há a garantia de que se mantenham
as boas propriedades que motivam a utilização desses métodos estatísticos. Isto é,
os referidos métodos que, em geral, são óptimos quando os pressupostos do modelo
são verdadeiros, perante a falha de tais pressupostos, podem conduzir a resultados
desastrosos, pondo em causa a sua própria utilização.
Quando um método estatístico é robusto, os resultados que produznão devem
mostrar grandes alterações perante ligeiros desvios dos pressupostos assumidos. É
neste sentido que se interpreta a noção de robustezestatística;ou seja, considera-se
que um método estatístico érobusto quando épouco sensível a ligeiros afastamentos
dos pressupostos assumidos para o modelo.
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Ao considerar a existência de observações atípicas como um desvio do modelo as-
sumido, pode encarar-se essa questão como um ponto de interesse da estatística ro-
busta. De facto, os métodos robustos podem constituir um importante instrumento de
detecção de observações atípicas. Para além disso, ao nível da análise estatística, os
métodos robustos permitem controlar e/ou atenuar os efeitos dessas observações.
Apesar das vantagens referidas, os métodos robustos ainda são pouco utilizados.
Para além de serem técnicas desenvolvidas mais recentemente, a sua menor utilização
também se deve ao facto de existir uma grande variedade de métodos robustos, não
sendo fácil para o utilizador escolher o que mais lhe convém. Por outro lado, estes
métodos não estão ainda sucientemente divulgados;veja-se, por exemplo, que éum
tópico que só agora começa a aparecer nos livros básicos de estatística. Acresce ainda
o facto de, em geral, exigirem uma componente computacional signicativa, para o
cálculo das estimativas.
Na apresentação dos conceitos gerais que se fará, segue-se de perto a orientação
de Pires e Branco (2007), que constitui actualmente a única publicação introdutória
escrita em português sobre estatística robusta.
4.1 Conceitosgerais
Nesta secção pretende-se apresentar os principais conceitos em que se baseia a estatís-
tica robusta.
Uma das noções mais simples e intuitiva éa de curva de sensibilidade de um es-
timador. Trata-se de uma medida amostral que evidencia com facilidade o efeito que
uma observação adicional pode ter sobre uma estimativa.
Denição 4.1.1. Considere-se uma realização (x1; :::; xn 1) de uma amostra aleatória
(X1; :::; Xn 1); retirada de uma população com distribuição dependente de umparâmetro
 2 : Seja T = T (X1; :::; Xn) um estimador de  e considere-se uma perturbação da
amostra observada, pela inclusão de uma nova observação x; ou seja, passando a ter-
se (x1; :::; xn 1; x). A curva de sensibilidade do estimador T para essa amostra
(x1; :::; xn 1; x) éuma função de x, denida por:
SCn(x; T ) = n [T (x1; :::; xn 1; x)  T (x1; :::; xn 1)]:
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
A ideia consiste em comparar os valores das estimativas obtidas por T para a
amostra original e para a amostra perturbada. Pode dizer-se que édesejável que um
estimador tenha curva de sensibilidade limitada. Ao multiplicar por n a diferença das
estimativas, obtidas com a amostra perturbada e com a amostra original, pretende-se
evitar o efeito da dimensão da amostra, como ilustra o exemplo que se segue.
Exemplo4.1.1. Considere-se a média amostral como estimador da média de uma po-
pulação e determine-se a curva de sensibilidade da média amostral. Neste caso, tem-se
o estimador T = Xn, evidenciando a dimensão da amostra, com xn = 1n
nP
i=1
xi. A curva
de sensibilidade vem
SCn(x; T ) = n [T (x1; :::; xn 1; x)  T (x1; :::; xn 1)]
= n (xn   xn 1)
= n
"
1
n
!
n 1X
i=1
xi + x
#
 
1
n  1
n 1X
i=1
xi
$
=
n
n(n  1)
!
(n  1)
n 1X
i=1
xi + (n  1)x  n
n 1X
i=1
xi
#
=
n
n(n  1)
!
(n  1)x 
n 1X
i=1
xi
#
= (x  xn 1) :
Pode vericar-se que esta função de x não élimitada, o que indica que um único valor
x pode conduzir a um valor enorme da curva de sensibilidade de Xn. Isto signica que
Xn émuito sensível a cada observação x, a qual pode distorcer o valor da estimativa
obtida com a média amostral. 
Nem todas as medidas de localização têm a desvantagem referida:por exemplo,
a mediana ou a média aparada apresentam curva de sensibilidade limitada. A curva
de sensibilidade também pode ser calculada para medidas de dispersão e, tal como
acontece com a média amostral, as medidas mais vulgarizadas também têm curva de
sensibilidade ilimitada. De facto, ao calcular as curvas de sensibilidade da variância
e do desvio padrão, obtêm-se funções quadráticas de x;pelo que o efeito de uma
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observação éagravado pelo expoente. Deste modo, a inclusão do valor x na amostra,
pode ter efeitos mais acentuados sobre a estimativa do que acontecia no caso da média
amostral. No entanto, nem todas as medidas de dispersão usuais possuem curva de
sensibilidade ilimitada. Por exemplo, o desvio absoluto mediano ou M AD (de Median
AbsoluteDeviation), que édenido pela mediana dos desvios absolutos das observações
em relação àsua mediana, tem curva de sensibilidade limitada.
Para além da curva de sensibilidade, que éuma medida empírica da sensibilidade
do estimador, passam a apresentar-se outras noções essenciais para a sistematização
da estatística robusta.
Em primeiro lugar, no desenvolvimento teórico da robustez, houve vantagem em in-
terpretar um estimador como um funcional estatístico. Para simplicar a apresentação
dos conceitos, considera-se que tanto a população como os parâmetros são unidimen-
sionais. A generalização a dimensões superiores éfeita com naturalidade recorrendo às
necessárias adaptações.
Seja (X1; :::; Xn) uma amostra aleatória de dimensão n, retirada de uma população
X: Denote-se por F uma família de distribuições denidas sobre R, dependentes de
um parâmetro , que toma valores no espaço de parâmetro   R; e designe-se por
f a função de probabilidade, correspondente a F; ou a função densidade de proba-
bilidade, conforme o caso. Represente-se ainda por F o conjunto de todas as funções
de distribuição de probabilidade que podem ser denidas sobre o espaço amostral.
Pretende-se estimar  a partir de uma amostra (x1; :::; xn); correspondente a uma con-
cretização de (X1; :::; Xn):
Neste contexto, dene-se um funcional estatístico T , como sendo uma aplicação
que, a cada elemento de um espaço de funções de distribuição, fazcorresponder um
elemento de R: Dito doutro modo, considerando que D (T )  F representa o domínio
de T; o funcional estatístico T éuma aplicação
T : D (T )! R
F ! T (F ) :
Grande parte dos estimadores correntemente utilizados podem ser interpretados como
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funcionais estatísticos, tendo em conta a seguinte condição: Seja Gn a função dis-
tribuição empírica da amostra; um estimador T de  éum funcional estatístico se pode
sempre ser representado como um funcional de Gn
T = T (X1; :::; Xn) = T (Gn) ;8n; 8Gn:
Note-se que T depende de n apenas através de Gn. Nestas condições, a sucessão
(Tn)n2N , que ca denida para diferentes valores de n por Tn = T (X1; :::; Xn), pode
substituir-se por um funcional independente de n.
Por vezes, um estimador não tem representação funcional, no sentido em que Tn não
se pode exprimir como T (Gn). Mas, para a maior parte dos estimadores conhecidos,
existe um funcional T para o qual se verica que Tn(X1; :::; Xn)   T (Gn) = O (1=n),
onde O (1=n) signica que éda mesma ordem de convergência de 1=n. Nesta situação,
diz-se que o estimador éassintoticamente equivalente ao funcional, o que permite que,
na prática, se ultrapasse a questão teórica.
Exemplo4.1.2. O valor médio de uma população, com função distribuição de proba-
bilidade F , édenido pelo funcional
 (F ) = T (F ) =
Z
xdF (x) :
Deste modo,  (F ) =
R
xf (x)dx, se a distribuição admitir função densidade de pro-
babilidade f e  (F ) =
nP
i=1
xif (xi), se a distribuição admitir função probabilidade f:
Note-se que F éum dos elementos do espaço de funções F . Para outro elemento
de F , por exemplo, uma outra função distribuição de probabilidade G, o funcional
T permite obter a média da distribuição G, calculando T na distribuição G, ou seja,
T (G) =  (G) : Do mesmo modo, para a função distribuição empírica, tem-se que
Gn 2 F e calculando T (Gn) =  (Gn) ; obtém-se a média dessa distribuição que, neste
caso, éa média amostral:
 (Gn) = T (Gn) =
Z
xdGn (x)
=
nX
i=1
xi 
1
n
= x;
pois Gn éuma distribuição discreta, em que todos os valores da amostra, xi; são
equiprováveis. Assim, o mesmo funcional pode ser calculado em F; resultando na
média da população, ou em Gn; resultando na média da amostra. 
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Para ilustar uma situação em que um estimador apenas éassintoticamente equi-
valente a um funcional estatístico, considera-se no exemplo seguinte o caso da variância
amostral corrigida.
Exemplo4.1.3. A variância de uma população, com função distribuição de probabili-
dade F , édenida pelo funcional 2; do seguinte modo
2 (F ) = T (F ) =
Z
[x   (F )]2dF (x) ;
onde  (F ) foi denido no exemplo anterior. Calculando o funcional 2 na distribuição
empírica Gn, vem
2 (Gn) =
Z
[x   (Gn)]
2
dGn (x)
=
nX
i=1
(xi   x)
2

1
n
=
1
n
nX
i=1
(xi   x)
2
:
Denote-se por S2c a variância amostral corrigida, com S
2
c =
1
n 1
nP
i=1
(xi   x)
2
: Tendo em
conta que S2c =
n
n 1
2 (Gn) ; note-se que S2c não depende de n apenas através de Gn,
logo não admite uma representação como um funcional da distribuição empírica. No
entanto, como a diferença S2c   
2 (Gn) =
1
n 1
2 (Gn) ; vem que
lim
n! 1
2(Gn)
n 1
1
n
= lim
n!1
n
n  1
2 (Gn) = 
2 (Gn) ;
donde se conclui que S2c é assintoticamente equivalente ao funcional 
2: 
Quando o estimador é interpretado como um funcional estatístico há necessidade
de adaptar a noção de consistência. A noção que lhe corresponde é a de consistência à
Fisher do respectivo funcional. Um funcional T; diz-se consistente à Fisher, no modelo
F, quando
T (F) = ; 8 2 :
Sob certas condições de regularidade, a consistência à Fisher é equivalente à con-
sistência usual (ver Pires e Branco, 2007).
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A partir da representação de um estimador como um funcional, é possível apresentar
uns dos principais instrumentos de avaliação da robustez - a função de inuência - que
se passa a denir.
Denição 4.1.2. A função de inuência (IF ) do funcional T na distribuição F é
denida por
IF (x; T; F ) = lim
!0
T ((1  )F + x)  T (F )

;
para todos os pontos x em que o limite existe, onde  > 0; F 2 D (T ) e x representa
a função distribuição discreta degenerada em x, i.e., x(u) = 1; se u  x e x(u) = 0;
se u < x: 
Note-se que (1  )F +x representa a distribuição de uma variável aleatória que
é uma mistura, nas proporções de 1    para , de duas variáveis aleatórias com dis-
tribuição F e x, respectivamente. Ou seja, considera-se um modelo de contaminação
em x, em que a probabilidade de encontrar uma observação proveniente do verdadeiro
modelo F , é 1    e a probabilidade de se observar x é . Assim, a função de in-
uência permite avaliar o efeito que a inclusão de uma observação x (com pequena
contaminação ) provoca sobre as estimativas, quando as restantes observações provêm
da distribuição suposta verdadeira.
A ideia de base da função de inuência é idêntica à da curva de sensibilidade, mas
agora num contexto assintótico, ou seja, para grandes amostras. Pode mostrar-se que
SCn (x; T ) ' IF (x; T; F ) e que SCn (x; T ) p
 !
n!1
IF (x; T; F ), desde que o estimador T
seja pelo menos assintoticamente equivalente a um funcional regular T .
Atendendo à expressão da IF , esta pode ser vista como a derivada do funcional
que dene o estimador, ou seja,
IF (x; T; F ) =
@ [T (F;x)]
@

=0
;
com F;x = (1  )F + x: Esta forma de apresentar a IF pode ser mais conve-
niente em termos de cálculo e pode ser interpretada como sendo a taxa de variação do
estimador perante uma quantidade  de contaminação.
Referem-se a seguir algumas propriedades da função de inuência.
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PIF.1 Na distribuição F; a função de inuência tem esperança nula, isto é
EF [IF (X;T; F )] =
Z
IF (x; T; F ) dF (x) = 0:
PIF.2 Sob condições de regularidade, a esperança EF [IF 2 (X;T; F )] = V (T; F ) ; onde
V (T; F ) é a variância assintótica do estimador T:
PIF.3 Para uma função distribuição G próxima de F tem-se que
T (G) ' T (F ) +
Z
IF (x; T; F ) dG (x) :
Esta expressão é obtida com os termos de primeira ordem resultantes do desen-
volvimento em série de Taylor.
PIF.4 Seja (X1; :::; Xn) uma amostra aleatória duma população com distribuição F .
Sob condições de regularidade, o Teorema do Limite Central garante que
p
n (Tn   T (F ))

 N (0; V (T; F )) :
Este resultado mostra que, em muitos casos, a IF permite também deduzir a
distribuição assintótica do estimador.
Para além das propriedades já referidas, podem ainda denir-se várias medidas de
robustez com base na função de inuência.
Denição 4.1.3. Dene-se a sensibilidade a grandeserrosde T em F por
 =  (T; F ) = sup
x
jIF (x; T; F )j :

É desejável que  assuma um valor baixo.
Denição 4.1.4. T é B-robusto em F se  (T; F ) <1: 
Pode dizer-se que um estimador é B-robusto se tiver função de inuência limitada.
Há ainda outras medidas de robustez baseadas na função de inuência que, embora
sejam menos utilizadas, não queremos deixar de apresentar numa introdução ao tema.
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Denição 4.1.5. Chama-se sensibilidade localde T em F ao valor
 (T; F ) = sup
x 6=y
jIF (y; T; F ) IF (x; T; F )j
jy   xj
:

Este valor mede o pior efeito possível (estandardizado) que variações locais nas
observações podem provocar na estimativa. Este tipo de variações pode ocorrer quando
se procede ao arredondamento ou ao agrupamento de dados;é conveniente que esta
medida tenha um valor reduzido.
Denição 4.1.6. Para uma distribuição F simétrica em relação a um ponto c, dene-se
ponto de rejeição de T em F como sendo
 (T; F ) = inffr> 0 : IF (x; T; F ) = 0 para x tal que jx  cj > rg :

O ponto de rejeição indica a menor distância ao centro de simetria a partir da qual
a função de inuência é identicamente nula, isto é, indica a distância a partir da qual
devem desprezar-se as observações, passando a não interferir no valor da estimativa. É
desejável que este valor seja nito.
Resumindo, para que um estimador tenha boas propriedades de robustez, com base
na sua função de inuência, deve vericar os seguintes requisitos:
 Ter função de inuência limitada, isto é,  (T; F) <1;
 EF [IF
2 (X;T; F )] ' I () 1 (onde I () é a quantidade de informação de Fisher)
para que a eciência assintótica seja elevada,
  (T; F) <1;
  (T; F) <1:
A abordagem da robustez baseada no estudo da função de inuência é designada por
abordagem innitesimal, ou designada por conceito innitesimal da robustez. Há outros
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conceitos de robustez na literatura, nomeadamente, a abordagem qualitativa, que se
baseia na continuidade do funcional, e a abordagem quantitativa, que se baseia na noção
de ponto de ruptura. A abordagem qualitativa não tem tido grande desenvolvimento,
eventualmente pelo difícil tratamento matemático que exige. Em todo o caso, faz-se
uma breve apresentação do conceito. A abordagem quantitativa é apresentada no nal
da presente secção e tem vindo a motivar cada vez mais investigadores. Como é de
esperar, os três conceitos de robustez estão interligados e os respectivos indicadores
estão relacionados entre si.
A robustez qualitativa está associada à continuidade do estimador, no sentido em
que um estimador é robusto se dadas duas distribuições próximas, F e G, as estimativas
baseadas em amostras obtidas dessas populações também estiverem muito próximas.
Denição 4.1.7. Uma sucessão de estimadores (Tn)n2N é qualitativam ente robusta
se
8" > 0;9 > 0; n0 : 8F 2 eF ;8n > n0; d (F;G) <  ) d (LF (Tn) ;LG (Tn)) < ";
onde d (F;G) representa uma distância adequada no espaço das distribuições e LF (Tn)
representa a distribuição de Tn quando as observações têm distribuição F: 
Este conceito encontra-se intimamente relacionado com o de continuidade de um
estimador.
Denição 4.1.8. Uma sucessão de estimadores (Tn)n2N é contínua em F se
8" > 0;9 > 0; n0 : 8m;n > n0;8FnFm;
[d (F; Fn) <  ^ d (F; Fm) < ]) jTn (Fn)  Tm (Fm)j < ":

Tendo em conta que os critérios de robustez relacionados com a função de inuência
são estritamente locais, na medida em que descrevem o comportamento do estimador
quando se introduz uma pequena percentagem de contaminação, interessa complemen-
tar o estudo de robustez com uma medida global, que indique qual a maior percentagem
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de contaminação que o estimador admite antes de começar a produzir estimativas dis-
paratadas. Chama-se a este valor o ponto de ruptura, o qual constitui o principal
indicador da robustez , de acordo com a abordagem quantitativa.
A noção de ponto de ruptura é muito intuitiva na sua versão amostral, ou seja, em
dimensão nita. É deste modo que se avalia a robustez pela abordagem quantitativa
na maior parte dos estudos. Tomando o limite em n no ponto de ruptura empírico,
obtém-se o ponto de ruptura do estimador, cuja denição matemática e respectiva
interpretação são bem mais delicadas.
Denição 4.1.9. A partir da realização amostral (x1; :::; xn) substituam-se quaisquer
m observações, (xi1 ; :::; xim); porm valores arbitrários (y1; :::; ym) e designe-se a amostra
resultante por (z1; :::; zn): O ponto de ruptura empírico (ou em dim ensão nita)
de T é dado por
"n (T ) = "

n (T; x1; :::; xn) =
1
n
max

m : max
i1;:::;im
sup
y1;:::;ym
jT (z1; :::; zn)j <1

:

Para apresentar a denição de ponto de ruptura (não empírico), é necessário intro-
duzir previamente a noção de enviesamento assintótico máximo.
Denição 4.1.10. Considere-se uma vizinhança de contaminação  da função dis-
tribuição F , denida por Huber, como
P (F ) = fG : G = (1  )F + H;H 2 Fg :
Chama-se enviesam ento assintótico máxim o de T na vizinhança P (F ) a
bT;F () = sup
G2P(F )
jT (G)  T (F )j :

Este valor corresponde ao erro máximo que se pode cometer ao estimar T (F ), a
partir de uma amostra contaminada por outra distribuição H; com uma percentagem
de contaminação . Interessa que este valor seja o mais reduzido possível.
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Denição 4.1.11. O ponto de ruptura assintótico do estimador T é denido por
" (T; F ) = supf : bT;F () < bT;F (1)g :

Numa perspectiva de robustez, é conveniente que um estimador tenha ponto de
ruptura estritamente positivo e deve ser o mais elevado possível. Note-se, no entanto,
que o maior ponto de ruptura com sentido prático é de 50%. Logo, interessa que um
estimador tenha um ponto de ruptura próximo de 50%.
Tendo em conta que foram denidos vários indicadores que permitem avaliar a
robustez de um estimador, interessa ter uma ideia da ordem pela qual devem ser uti-
lizados. De acordo com as tendências mais recentes (Pires e Branco, 2007), considera-se
prioritária a avaliação da robustez pelo ponto de ruptura, seguindo-se o estudo da e-
ciência assintótica e do enviesamento assintótico máximo.
4.2 Estim ação robusta
Esta secção dedica-se principalmente ao estudo dos estimadores-M . Estes estimadores
foram propostos por Huber (1964), como uma forma de generalizar os estimadores
de máxima verosimilhança, o que justica o seu nome, e tiveram um papel impor-
tante no desenvolvimento da robustez. São ainda apresentadas outras classes de esti-
madores. A secção começa por relembrar princípios de invariância e de equivariância,
que devem estar presentes no processo de construção de estimadores, em particular dos
estimadores-M .
4.2.1 Invariância e equivariância
Em qualquer aplicação do princípio da invariância, uma função T (x) é especicada,
mas, se T (x) = T (y), então o princípio da invariância arma que a inferência feita
se x é observado deve ter uma certa relação com a inferência feita se y é observado,
embora as duas inferências possam não ser iguais. Esta restrição sobre o procedimento
de inferência, pode conduzir a uma simplicação da análise de dados. O princípio de
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invariância combina dois tipos diferentes de invariância. O primeiro tipo de invariância,
que pode ser chamado de invariância da medição, estabelece que a inferência feita não
deve depender da escala que é utilizada na medição. O segundo tipo de invariância,
que se pode chamar invariância formal, arma que se dois problemas de inferência têm
a mesma estrutura formal, em termos do modelo matemático utilizado, então deve ser
utilizado o mesmo procedimento de inferência em ambos os problemas (mais detalhes
podem ser vistos em Casella e Berger, 1990). A aplicação do princípio da invariância
a diferentes problemas de inferência pode conduzir a efeitos diferentes. Para observar
essas aplicações, interessa denir alguns tipos de modelos.
Denição 4.2.1. Um modelo de localização, com parâmetro de localização , con-
siste numa família de distribuições fF;  2 Rg tal que
F (x) = F (x  ) ;
onde F = F0 representa a distribuição univariada genérica que dene a família do
modelo. 
Sendo f a função probabilidade ou a função densidade associada a um modelo de
localização F (consoante o caso), então verica-se que f (x) = f (x  ) :
Denição 4.2.2. Um modelo de escala, com parâmetro de escala , é uma família
de distribuições fF;  2 R+g tal que
F (x) = F (x=) ;
onde F = F1 corresponde à distribuição univariada genérica que dene a família do
modelo. 
Note-se que quando existe função densidade, f = F 0; f(x) representa a densidade
para  = 1: A função densidade para um valor genérico ; verica
f (x) =
@
@
[F (x=)] = (1=) f (x=) :
Ao estimar umamedida de localização, é importante usar um estimador que, quando
calculado para uma amostra resultante da translacção dos dados, apresente um valor
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que se relacione através da mesma transformação com o valor que o estimador as-
sume para o conjunto original de dados. Esta propriedade é chamada equivariância de
localização.
Quando se estima uma medida de dispersão, é importante usar um estimador tal
que, quando se multiplicam todas as observações da amostra por uma constante po-
sitiva, o valor do estimador sofra a mesma alteração. Esta propriedade é chamada
equivariância de escala. Um estimador de escala com esta propriedade produz um
resultado equivalente, independentemente da unidade de medida em que se encontrem
as observações.
Apresentam-se de seguida as denições de equivariância para os diferentes tipos de
modelos.
Denição 4.2.3. Um estimador Tn de um parâmetro de localização é equivariante
em relação àlocalização se, dada uma amostra aleatória (X1; :::; Xn) ;
Tn(X1 + k; :::; Xn + k) = Tn(X1; :::; Xn) + k;8k 2 R (4.2.1)
e é equivariante em relação àescala se vericar
Tn(kX1; :::; kXn) = kTn(X1; :::; Xn);8k 2 Rnf0g :

Denição 4.2.4. Um estimador Qn de um parâmetro de escala é equivariante em
relação àlocalização se, dada uma amostra aleatória (X1; :::; Xn) ;
Qn(X1 + k; :::; Xn + k) = Qn(X1; :::; Xn);8k 2 R (4.2.2)
e é equivariante em relação àescala se vericar
Qn(kX1; :::; kXn) = kQn(X1; :::; Xn);8k 2 R
+: (4.2.3)

Pode designar-se o efeito descrito em (4:2:1) como equivariância, na medida em
que o estimador sofre alterações de acordo com a forma como os dados são trans-
formados. Embora alguns autores designem esta propriedade por invariância, outros
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reservam o termo invariância para situações do tipo da descrita em (4:2:2), na qual o
estimador se mantém inalterado quando os dados são transformados.
Como exemplo do caso multiparamétrico, refere-se a seguir o modelo de localização e
escala, generalizando os modelos de localização e de escala apresentados anteriormente.
Para juntar num sóconceito os modelos de localização e de escala, pode partir-se
de uma variável aleatória X e considerar uma transformação linear que corresponda
a uma translação e conjuntamente a uma mudança de escala, X; = X + : A
função de distribuição relativa a esta nova variável é FX; (x) = P (X +   x) =
P

X 
x  


= F

x  


:
Como exemplo, rera-se o caso da distribuição normal, uma vez que se X 
N (; 2), então
X   

 N (0;1) ; isto é, ainda tem distribuição normal.
Denição 4.2.5. Ummodelo de localização e escala, com parâmetro de localização
 e parâmetro de escala ; consiste numa família de distribuições fF; 2 g ; onde
 =
"


#
e  = R R+; tal que
F (x) = F

x  


;
onde F = F0;1 corresponde àdistribuição univariada genérica que dene a família do
modelo. 
Importa salientar que os parâmetros de localização e de escala,  e ; podem não
coincidir com o valor médio e o desvio padrão.
Estas noções de invariância podem ser adaptadas aos modelos de regressão, como
se veráde seguida.
Denição 4.2.6. Seja um modelo de regressão linear múltipla denido por
y = X + ";
onde X é uma matriz (n p) das observações dos regressores, y 2 Rn é um vector de
observações de uma variável resposta,  2 Rp é um vector de parâmetros desconheci-
dos e " 2 Rn é o vector dos erros do modelos. Um estimador ^ do parâmetro  é
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equivariante em relação àregressão se vericar
^(X; ky) = k^(X;y);8k 2 R;
é equivariante em relação àescala se vericar
^(X;y +X) = ^(X;y) + ;8 2 Rp;
e é equivariante am se vericar
^(AX;y) = A 1^(X;y);
para qualquer matriz A(pp) não singular. 
4.2.2 Estimadores-M
Num modelo paramétrico com função densidade (ou função de probabilidade)f (x; ) ;
o estimador de máxima verosimilhança (EMV) para ; obtido para uma amostra
aleatória, é o estimador Tn = Tn(X1; :::; Xn) que maximiza a função de verosimilhança
nQ
i=1
f (Xi; Tn) : Sob condições de regularidade, em geral, o EMV é determinado maxi-
mizando
nP
i=1
logf (Xi; Tn) ; ou ainda, minimizando
nP
i=1
[ logf (Xi; Tn)]:
Para obter Tn resolve-se a equação resultante da condição de primeira ordem,
nX
i=1
 
@logf (Xi; Tn)
@
= 0
,
nX
i=1
! (Xi; Tn) = 0; (4.2.4)
com ! (x; ) =  
@logf (x; )
@
e conrma-se que a solução é um mínimo recorrendo às
condições de segunda ordem.
O estimador-M vai generalizar o estimador de máxima verosimilhança, seguindo o
mesmo princípio, mas podendo usar outras funções !; denidas de forma a construir
estimadores robustos.
Denição 4.2.7. Um estimador-M é um estimador Tn determinado pela solução do
problema
min
nX
i=1
 (Xi; Tn) ; (4.2.5)
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onde  é a função objectivo, a minimizar. Se existir ! (x; ) =
@ (x; )
@
; então Tn é
solução da equação (4:2:4). 
Neste sentido, o EMV é um estimador-M para o caso particular de ! (x; ) =
 
@logf (x; )
@
e  (x; ) =  logf (x; ). Note-se que, de acordo com a Denição
4.2.7, um estimador-M não é sempre um estimador robusto, tudo vai depender das
funções ! e .
O processo mais usado para obter um estimador-M é através da resolução de (4:2:4),
embora sóseja equivalente a resolver (4:2:5), sob certas condições de regularidade. No
entanto, isso acontece para a maior parte das distribuições usadas nas aplicações. Por
outro lado, a expressão (4:2:4) facilita a generalização ao caso multivariado. Sendo
assim, é usual identicar-se o estimador-M com a função ! que o dene.
O funcional T equivalente a Tn expresso como um estimador-M , vem denido im-
plicitamente na distribuição F por
Z
! (x; T (F ))dF (x) = 0: (4.2.6)
Um dos principais motivos que levou àutilização dos estimadores-M nas investigações
sobre robustez é o facto da sua função de inuência ser proporcional àfunção ! que o
dene. Na realidade, prova-se que
IF (x; T; F ) =
! (x; T (F ))
 
R 
@
@
! (u; )

=T (F )
dF (u)
: (4.2.7)
Esta propriedade permite que se denam estimadores robustos por construção,
considerando funções ! limitadas, pois a função de inuência do estimador, sendo
propocional a ! também serálimitada e, consequentemente, o respectivo estimador é
robusto.
De seguida consideram-se separadamente os estimadores-M em modelos de loca-
lização e de escala.
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M odelo de localização
Dada uma amostra aleatória (X1; :::; Xn), o EMV para o parâmetro  do modelo de
localização é a solução do problema
min
nX
i=1
 (Xi   Tn) ;
com  (u) =  logf (u), o que equivale, em situações de regularidade, a ser solução do
problema
nX
i=1
! (Xi   Tn) = 0; (4.2.8)
onde ! (u) =
@ (u)
@u
=  
f 0 (u)
f (u)
:
Considerando um modelo de localização, sabe-se que ! (x; ) = ! (x  ) e dene-se
o estimador-M para um modelo de localização através da condição (4:2:8).
Para que o funcional T; denido por
R
! (x  T (F ))dF (x) = 0; seja consistente à
Fisher, deve ter-se Z
! (x  )dF (x  ) =
Z
! (u)dF (u) = 0:
Esta condição verica-se sempre que a distribuição F seja simétrica em relação àorigem
e ! seja um função ímpar.
Pode vericar-se que um estimador-M denido por (4:2:8) é equivariante em relação
àlocalização, ou seja, verica a condição (4:2:1), e que
IF (x; T; F) = IF (x  ; T; F ) = IF (u; T; F ) ;
com u = x   : Este resultado traduz que todas as propriedades do estimador que
se baseiam na função de inuência podem ser estudadas relativamente àdistribuição
central F .
Como se arma por exemplo em Pires e Branco (2007)ou em Hampel etal.(1986),
no caso de ! ser não decrescente, se ! for limitada, o estimador-M é qualitativamente
robusto e tem ponto de ruptura máximo " (T; F ) = 1=2;se ! for ilimitada, o estimador
não é qualitativamente robusto e tem ponto de ruptura " (T; F ) = 0. Por considerações
deste tipo se vêa importância de seleccionar funções ! (ou funções )com propriedades
convenientes para construir um estimador robusto.
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Figura 4.1:Grácos das funções 	 e  de Huber associadas ao estimador-M de local-
ização.
Apresentam-se de seguida alguns exemplos de funções ! e , para estimar parâme-
tros de localização em distribuições normais.
(i) As funções ! e  de Huber associadas ao estimador-M de Huber são, respectiva-
mente
!b (x) =
8>><
>>:
 b ; x <  b
x ; jxj  b
b ; x > b
; b(x) =
8><
>:
x2
2
; jxj  b
b jxj  
b2
2
; jxj > b
: (4.2.9)
e os respectivos grácos encontram-se na Figura 4.1.
(ii) As funções ! e  biponderada de Tukeyassociadas ao estimador-M de Tukeysão,
respectivamente
!(x) =
(
x (r2   x2)
2
; jxj  r
0 ; jxj > r
; (x) =
8><
>:
x6
6
 
r2x4
2
+
r4x2
2
; jxj  r
r6
6
; jxj > r
:
Huber propôs as primeiras funções ! e ; denidas em (i),quando apresentou a
denição de estimador-M;posteriormente outras funções ! foram propostas por outros
autores e podem ser encaradas como alterações feitas na função proposta por Huber,
de modo a conduzir a estimadores com melhores propriedades.
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Note-se que a utilização de um estimador-M exige que se escolha a função ! e
eventualmente os valores das constantes que possam entrar na sua denição, que se
designam por constantes de anação. Para cada função, a escolha das constantes
vai regular a eciência e a robustez do estimador, havendo necessidade de equilibrar
eciência e robustez para cada modelo.
De um modo geral, os estimadores-M não são equivariantes em relação àescala.
Para ultrapassar esta diculdade usa-se um estimador auxiliar de escala que seja
equivariante em relação àescala. Deste modo, passaram a utilizar-se estimadores-M ,
denidos como soluções de
nX
i=1
!

Xi   Tn
Sn

= 0: (4.2.10)
É frequente usar-se o MAD como estimador auxiliar Sn; pelo facto de ser robusto.
A questão da baixa eciência do M AD sob o modelo normal não é relevante, pelo
facto do objectivo ser a estimação do parâmetro de localização. Para além disso, esse
aspecto pode ser melhorado pela multiplicação de uma constante, tendo em conta que
se Tn é o estimador obtido como solução de (4:2:10), então kTn é solução da equação
obtida substituindo Xi por kXi em (4:2:10) ; com k > 0.
Na maior parte dos casos, o cálculo das estimativas é feito recorrendo a métodos
iterativos. Assim, é importante que se use um estimador altamente robusto, como por
exemplo a mediana, para a escolha de um valor inicial, de modo a assegurar uma rápida
convergência para a solução. Para certas funções , o problema de minimização tem
várias soluções, correspondentes a vários zeros de (4:2:10) ; sendo, nesses casos, ainda
mais importante a escolha de uma boa solução inicial.
Outro modo de obter as estimativas-M consiste em calcular, em cada iteração, uma
média ponderada das observações, com pesos que variam de iteração para iteração, de
acordo com
T (k+1)n =
nP
i=1
xiw

u
(k)
i

nP
i=1
w

u
(k)
i
 ; (4.2.11)
onde u(k)i =
xi   T
(k)
n
Sn
:
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Como se refere em Pires e Branco (2007), se
w (u) =
(
!(u)
u
; u 6= 0
1 ; u = 0
e a sucessão das estimativas for convergente, então o limite é a solução de (4:2:10) :
Efectivamente, ao substituir ! (u) = uw (u) em (4:2:10) ; obtém-se
nX
i=1
w

Xi   Tn
Sn



Xi   Tn
Sn

= 0
, Tn =
nP
i=1
Xiw

Xi   Tn
Sn

nP
i=1
w

Xi   Tn
Sn
 ;
donde resulta que uma forma alternativa para construir estimadores-M é através da
denição da função w (u) :
Os estimadores obtidos de acordo com (4:2:11) podem ser interpretados como um
generalização dos estimadores dos mínimos quadrados, são muito utilizados em re-
gressão e normalmente são conhecidos por mínimos quadrados iterativamente ponde-
rados ou IRWLS (de Iteratively Reweighted Least Squares). Alguns autores, por e-
xemplo, Rousseeuw e Croux(1994), defendem que se obtêm boas estimativas apenas
com um ou dois passos daqueles algoritmos. Estimadores denidos iterativamente por
ponderações são também designados genericamente por estimadores-W.
Na prática, a obtenção das estimativas pode ser feita com recurso ao programa R,
em particular usando as packages robustbase e MASS.
Por m, importa saber de entre todos os estimadores-M qual se deve escolher para
cada situação. A função ! de Huber foi a mais utilizada durante muito tempo mas,
actualmente, parece haver maior tendência para funções ! com ponto de rejeição nito,
ou decrescente a partir de certo ponto. Assim, a função ! de Tukeytem vindo a ser
mais usada exigindo, no entanto, um grande cuidado na escolha da solução inicial.
Modelo de escala
Dada uma amostra aleatória (X1; :::; Xn), o EMV ; Sn = Sn(X1; :::; Xn); do parâmetro
 do modelo de escala é a solução do problema
min
"
nlogSn +
nX
i=1


Xi
Sn
#
;
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com  (u) =  logf (u). Sob condições regularidade, resolver este problema é equiva-
lente àresolução do seguinte
nX
i=1
!

Xi
Sn

= 0; (4.2.12)
onde ! (u) =
@ (u)
@u
=  u
f 0 (u)
f (u)
  1: Pode reescrever-se (4:2:12) na forma
nX
i=1


Xi
Sn

= n; (4.2.13)
onde  (u) =  u
f 0 (u)
f (u)
= ! (u) + 1, ! (u) =  (u)  1:
Dene-se um estimador-M para um modelo de escala, por generalização do EMV,
através da condição (4:2:13) ; considerando que ! (x; ) = !
x


.
Para que o funcional S; denido por
R
!

x
S (F )

dF (x) = 0; seja consistente
segundo Fisher, deve ter-se queZ
!
x


dF
x


= 0
,
Z
! (u) dF (u) = 0
,
Z
( (u)  1) dF (u) = 0:
Nem sempre esta condição origina um estimador consistente, como acontece, por
exemplo, no caso de  não ser limitada. Assim, para garantir a consistência do esti-
mador S, uma vezxada a forma de , dene-seZ
 (u) dF (u) = b (4.2.14)
e considera-se ! (u) =  (u)  b na denição do estimador.
Deste modo, dada uma amostra aleatória (X1; :::; Xn), um estimador-M , Sn =
Sn(X1; :::; Xn); do parâmetro de escala do modelo de escala, é solução de
nX
i=1


Xi
Sn

= nb; (4.2.15)
onde  é uma função genérica e b é uma constante denida por (4:2:14).
Uma propriedade desejável para os estimadores do parâmetro de escala de um
modelo de escala é a equivariância em relação àescala. Os estimadores denidos por
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(4:2:15) gozam desta propriedade, ou seja, vericam a condição (4:2:3), e que
IF (x; S; F) = IF
x

; S; F

= IF (u; S; F ) ;
com u =
x

. A partir deste último resultado, todas as propriedades do estimador, que
se estabelecem a partir da função de inuência, podem ser baseadas na distribuição
central F .
Se ! for não decrescente para x > 0; se ! for limitada pode mostrar-se (ver Hampel
et al., 1986)que o estimador S do parâmetro de escala é qualitativamente robusto e
tem ponto de ruptura máximo " (S; F ) = min

1
2
;
b
 (1)

;no caso de ! ser ilimitada,
o estimador não é qualitativamente robusto e tem ponto de ruptura " (S; F ) = 0.
Quando se admite que as observações seguem aproximadamente um modelo de
escala normal, sabe-se que a função  deve vericar um conjunto de características
especícas, podendo referir-se vários exemplos de funções  com tais requisitos. Um
modo de escolher a função  resulta de usar alguma das funções ! e  apresentados
para o modelo de localização, denindo , por exemplo, por  = !2 ou  = : Assim,
passam a apresentar-se algumas das possibilidades disponíveis na bibliograa (Pires e
Branco, 2007).
(i)Um estimador-M robusto para um modelo de escala normal, proposto por Huber,
é denido por
 (x) = [!c (x)]
2 =
(
x2 ; jxj  c
c2 ; jxj > c
;
ou por ! (x) =  (x)  b; com b uma constante xada de modo a que o estimador
seja consistente sob o modelo normal, isto é, faz-se b =
R
 (u) d (u) ; para queR
! (u) d (u) = 0: Pode ainda deduzir-se desta última, a seguinte expressão para
b; onde  representa a função distribuição da distribuição normal padrão
b (c) = F
 
c2; 2
3

+ 2c2 ( c) ; (4.2.16)
e F (a; 2) representa o valor da função de distribuição de um qui-quadrado com
 graus de liberdade, no ponto a.
(ii)Também é frequente usar a função  denida para o estimador biponderado de
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Tukey para o modelo de localização, e que, para o parâmetro de escala, cor-
responde àfunção  seguinte,
 (x) =
8<
:
x
r
6
  3
x
r
4
+ 3
x
r
2
; jxj  r
1 ; jxj > r
;
na forma normalizada, em que 0    1; equivalente àanterior.
De entre os estimadores-M de escala aqui referidos, o estimador de Huber é o que
apresenta melhores propriedades, apesar da grande diculdade que existe em aliar
eciência e robustezna estimação do parâmetro de escala.
De modo a garantir o máximo ponto de ruptura ou valores elevados da eciência
assintótica para os correspondentes estimadores, sob o modelo normal, encontram-se
disponíveis na bibliograa valores de constantes de anação correspondentes às funções
, atrás referidas.
Na prática, acontece frequentemente que o parâmetro de localização é desconhecido,
mesmo quando o interesse principal é estimar o parâmetro de escala. Nesses casos,
é necessário determinar previamente uma estimativa de localização, Tn(x1; :::; xn); e
depois a estimativa de escala para as observações centradas xi = xi  Tn: Deste modo,
o estimador de escala resultante é invariante em relação àlocalização, de acordo com a
condição (4:2:2), e equivariante em relação àescala, de acordo com a condição (4:2:3),
desde que o estimador Tn usado seja equivariante em relação àlocalização e àescala
(de acordo com a Denição 4.2.3).
O estimador de localização auxiliar Tn deve ser robusto para não afectar as pro-
priedades de robustezdo estimador de escala, sendo usualmente recomendada a medi-
ana das observações.
De seguida, apresenta-se a denição que generaliza o conceito de estimador-M ao
caso em que o parâmetro  é multivariado, com p componentes;as observações podem
referir-se ao caso uni ou multivariado.
Denição 4.2.8.Um estimador-M é um estimador Tn que seja solução do problema
min
nX
i=1
 (Xi;Tn) ; (4.2.17)
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onde  é uma função real arbitrária. Doutro modo, pode dizer-se que Tn é um
estimador-M se for solução da equação vectorial
nX
i=1
! (Xi;Tn) = 0: (4.2.18)

Se  for diferenciável, tem-se que (4:2:17) é equivalente a (4:2:18) ; para ! (x;) =
@ (x;)
@
:
A função de inuência do funcional T; equivalente ao estimador Tn , denido porZ
! (x;T (F )) dF (x) = 0;
pode ser deduzida, como no caso unidimensional, resultando em
IF (x;T; F ) =M (!; F ) 1 ! (x;T (F )) ;
ondeM é uma matriz(p p) denida por
M (!; F ) =  
Z 
@! (y;)
@

=T(F )
dF (y) :
De modo idêntico ao que acontece no caso univariado, a IF dos estimadores-M
verica as seguintes propriedades no caso multivariado:
1. A função de inuência tem esperança nula, isto é
EF [IF (x;T; F )]= 0:
2. Sob condições de regularidade, tem-se que
EF

IF (x;T; F )IF (x;T;F)0

= V (T; F ) ;
onde V (T; F ) é a variância assintótica do estimador T:
Particularizando para p = 2, no caso de ! ser simétrica, com componentes !1 e !2;
usam-se !1 ímpar e !2 par e podem apresentar-se alguns exemplos:
 Para o modelo normal, a média e o desvio padrão amostrais, para estimar os
parâmetros  e ; correspondem aos estimadores-M denidos por
! (z) =

z z2   1

0
:
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 Outro par de estimadores, consistentes para os parâmetros do modelo normal, é
formado pela mediana e pelo desvio absoluto mediano amostrais, que correspon-
dem aos estimadores-M denidos por
! (z) =

sinal (z) sinal (jzj    1 (3=4))

0
:
 O estimador de Huber de localização e de escala é denido por
! (z) =

!b (z) !c (z)
2
  b (c)

0
. Neste caso, as estimativas são obtidas por
processos iterativos, sendo usual considerar a simplicação resultante de fazer
b = c: Este estimador tem ponto de ruptura global dado por " =
b (c)
b (c) + c2
, quer
para a componente de localização quer para a de escala, sendo o valor b (c) o
denido em (4:2:16) : Como este valor de " é inferior aos pontos de ruptura dos
estimadores-M de localização e de escala, quando considerados separadamente,
alguns autores sugerem que se estimem separadamente os parâmetros de loca-
lização e de escala.
4.2.3 Outras classes de estimadores
Embora os estimadores-M sejam a base da estimação robusta, foram sendo investigadas
outras famílias de estimadores que se passam a referir. Dar-se-áum desenvolvimento es-
pecial àapresentação do estimador Ortogonalizado de Gnanadesikan-Kettenring (OGK
de Orthogonalized Gnanadesikan-Kettenring), uma vezque este estimador será uti-
lizado no capítulo seguinte.
Estimadores-L
Os estimadores-L são denidos por combinações lineares de estatísticas de ordem. A
mediana é o exemplo mais comum para o parâmetro de localização e a amplitude inter-
quartis para o parâmetro de escala. Este tipo de estimadores nem sempre constitui
uma alternativa aos estimadores-M , pois a sua aplicação a casos multivariados não é
directa (Fraiman et al., 1999);por outro lado, as suas propriedades nem sempre os
tornam preferenciais.
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Estimadores-R
Os estimadores-R baseiam-se em postos (ranks). Como estimador do parâmetro de
localização, destacase o estimador de Hodges-Lehamnn (Hodges e Lehman, 1963)
denido pela mediana das médias de todos os pares de observações. O estimador-R
do parâmetro de escala mais divulgado é o estimador Qn, proposto por Rousseeuw e
Croux(1993). Este estimador é um dos que melhor consegue conciliar robustezcom
eciência, em modelos de escala normais. O estimador Qn corresponde ao primeiro
quartil da amostra formada pelos valores absolutos das diferenças entre todos os pares
de observações. Estes estimadores apresentam diculdades na aplicação aos casos mul-
tivariados, tal como acontecia com os anteriores.
Estimadores-W
Estes estimadores foram jáapresentados na secção anterior e resultam de utilizar esti-
madores usuais, como a média ou a variância, depois de ponderados.
Estimadores-
Estes estimadores forampropostos por Yohai e Zamar (1988)como forma de ultrapassar
a diculdade de conseguir um elevado ponto de ruptura e uma eciência elevada para os
estimadores-M de escala. A ideia base consiste em começar por usar um estimador-M ,
com ponto de ruptura máximo e depois, usando este como ponto de partida, calcular
um estimador-M com elevada eciência. Deste modo, consegue-se um estimador com
elevado ponto de ruptura, como o primeiro, e elevada eciência, como o segundo. Estes
estimadores podem também aplicar-se ao caso multivariado (Lopuhaä, 1991).
Estimador OGK
O estimador robusto OGK foi proposto por Maronna e Zamar (2002). O estimador
resulta de uma proposta anterior de Gnanadesikan e Kettenring (1972), para estimar
a covariância entre duas variáveis aleatórias X e Y, com base na relação
XY =
2(X + Y )  2(X   Y )
4
; (4.2.19)
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onde 2 () éuma representação funcional da variância. Para tornar robusto o estimador
de XY , deve ser usado um funcional robusto ;Gnanadesikan e Kettenring usaram o
desvio padrão aparado.
Havendo mais do que duas variáveis, a respectiva matrizde covariâncias pode ser
estimada de forma robusta, estimando componente a componente, formando a matriz
estimada ^GK . A matriz^GK ésimétrica, mas nem sempre ésemidenida positiva.
Para ultrapassar esta diculdade, Maronna e Zamar (2002) usaram uma transformação
de ^GK , de modo a torná-la uma matrizortogonal. Para resumir a ideia, recorde-se
que para um vector aleatório x 2Rp e a 2 Rp, se tem
2(a0x) = a02(x)a;
onde  éum funcional de escala.
O estimador OGK consiste num processo de estimação que envolve estimadores ro-
bustos, aproximadamente equivariantes, de localização e de escala, conduzindo sempre
a uma matrizde estimativas semidenida positiva.
Uma vezque se optou por utilizar este procedimento nos capítulos seguintes, justica-
se apresentar o algoritmo de cálculo das estimativas OGK. No entanto, do ponto de
vista da sua aplicação, édesnecessário programar este algoritmo, uma vezque o esti-
mador está já disponível no programa R.
Para uma matriz(n p) de observações, X = [xij], representando por x0i as linhas
e por xj as colunas, i = 1; :::; n e j = 1; :::; p, podem denir-se os estimadores OGK de
localização ^ (X) e de escala ^ (X) de acordo com os seguintes passos:
1. Calcular uma matrizde dados normalizados Y com colunas yj =
xj
^ (xj)
e com
linhas y0i; onde
yi = D
 1xi; onde D = diag(^ (xj)) ; j = 1; :::p; i = 1; :::; n
e ^ () representa uma medida de dispersão robusta univariada.
2. Calcular a estimativa robusta da matrizde correlações de X; denotada por U =
[Ujk] ; considerando-a como matrizde covariâncias de Y, aplicando a relação
(4:2:19) às colunas yj, de acordo com
Ujj = 1 e Ujk =
^2(yj + yk)  ^
2(yj   yk)
4
; j 6= k:
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3. Calcular os valores próprios j e os vectores próprios ej da matrizU e denir a
matrizE; cujas colunas são os vectores próprios, ej. De seguida, utilizar a decom-
posição em componentes principais de Y; U = EE0; onde  = diag(1; :::; p) ;
j  0:
4. Calcular a matrizZ com linhas z0i tais que
zi = E
0yi = E
0D 1xi; i = 1; :::; n:
As componentes principais de Y são (z1; :::; zp), ou seja, as colunas da matrizZ:
5. Calcular ^ (zj) e ^ (zj) ; j = 1; :::; p, onde ^ () representa uma medida de loca-
lização robusta univariada, e formar
  = diag

^2(z1):::^
2(zp)

e  =

^(z1) ::: ^(zp)

0
:
Note-se que, deste modo, as componentes de   são sempre não negativas.
6. Calcular X, de acordo com
xi = Azi e A = DE;
e obter
^ (X) = A A0 e ^ (X) = A:
Os autores sugerem que se usem a mediana e o MAD como valores iniciais para ^0
e ^0 , respectivamente, e que ^ e ^ sejam obtidos por
^ =
nP
i=1
xiwi
nP
i=1
wi
e ^2 =
2
0
n
nX
i=1


xi   ^
^0

;
com wi = W

xi   ^0
^0

; sendo apresentadas propostas para as funções W e , de
forma a conseguir um bom equilíbrio entre robusteze eciência.
Maronna e Zamar (2002) recomendam que o procedimento comece por ^
(0)
= ^ (X)
e ^(0) = ^ (X) e que se calculem iterativamente
^(k+1) (X) = A^
 
Z(k)

A
0
e ^
(k+1) (X) = A^
 
Z(k)

;
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onde Z(k) éa matrizcujas linhas são z0i = (A
 1xi)
0
: Recomendam apenas duas ite-
rações.
Como se referiu, o cálculo das estimativas pode ser feito recorrendo àfunção CovOgk
disponível na packagerrcovdo programa R.
Os processos que se vieram a referir podem ser usados para estimar os elementos
da matrizde covariâncias. Tendo em consideração que esta éuma medida de dispersão
multivariada, existem actualmente outras propostas que têm recolhido a preferência
dos investigadores, pelos bons resultados a que têm conduzido. A ideia base deste tipo
de estimadores éidêntica àque se usa no estimador dos parâmetros de um modelo
de regressão, quando se escolhem os valores que minimizam os resíduos ei. Neste
caso, vão obter-se estimativas multivariadas de localização e de dispersão de forma
a minimizar distâncias di. Para uma amostra X, designa-se por d(X; ^; ^) o vector
com componentes d(xi; ^; ^); i = 1; :::; n; e seja ^ um estimador robusto da dispersão.
Denem-se os estimadores ^ e ^ como solução do problema
min
n
^
h
d(X; ^; ^)
io
; (4.2.20)
com ^ 2 Rp e ^ uma matrizp  p simétrica e semidenida positiva tal que j^j = 1:
Os estimadores assim denidos são equivariantes.
Estimador do elipsóide de volume mínimo ou MVE (de Minimum Volume
Ellipsoid)
Os estimadores MVE de localização e de escala multivariados foram introduzidos por
Rousseeuw (1985). Estes estimadores são denidos como solução de um problema do
tipo de (4:2:20), em que se considera ^ a mediana amostral e se minimiza a mediana dos
quadrados das distâncias (ideia idêntica àdo estimador LMS que será apresentado na
Secção 4.3). Deste modo, entre todos os elipsóides fx : d(x;;)  1g que contêm
pelo menos metade dos pontos da amostra, o estimador MVE corresponde ao que tem
volume mínimo. Geometricamente, o estimador MVE de localização corresponde ao
centro desse elipsóide e o estimador MVE de escala corresponde àmatrizque dene a
forma do elipsóide. Na prática, a utilização destes estimadores pode ser feita recorrendo
àfunção covMVE disponível na packagerrcovdo R.
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O estimador MVE tem elevado ponto de ruptura, mas tem eciência muito baixa.
Estimador da matrizde covariâncias de determinante mínimo ou MCD (de
Minimum Covariance Determinant)
Os estimadores MCD de localização e de escala multivariados foram igualmente pro-
postos por Rousseeuw (1985). Também estes estimadores são denidos como solução
de um problema do tipo de (4:2:20), mas considerando agora que ^ éa escala aparada
e se minimiza a soma aparada dos quadrados das distâncias (ideia idêntica àdo esti-
mador LTS,igualmente apresentado na Secção 4.3). Neste caso, para cada elipsóide
fx : d(x;;)  1g ; contendo pelo menos h pontos da amostra, calcula-se a matrizde
covariâncias do conjunto de observações contidas no elipsóide e o respectivo determi-
nante. O estimador MCD corresponde ao elipsóide tal que o determinante da matriz
de covariâncias émínimo. O máximo ponto de ruptura para o estimador MCD écon-
seguido considerando h = n 

n p
2

. Embora a obtenção das estimativas MCD, possa
ser feita computacionalmente, recorrendo àfunção covMcd da packagerobustbasedo
R, o tempo necessário àobtenção das estimativas émuito elevado. Este aspecto sus-
citou o desenvolvimento de algoritmos mais ecientes, como o FAST-MCD, proposto
por Rousseeuw e Van Driessen (1999), o qual se encontra igualmente disponível no
programa R.
4.3 Regressão robusta
Dada a semelhança entre os modelos de regressão multivariada e os SEM , esta secção
édevotada àapresentação de técnicas da regressão robusta.
A estimação dos parâmetros de um modelo de regressão está inevitavelmente as-
sociada ao método dos mínimos quadrados. Quando a estatística robusta começou a
desenvolver-se, o método dos mínimos quadrados começou a receber algumas críticas
desfavoráveis. Efectivamente, o método dos mínimos quadrados não conduza esti-
madores robustos, o que pode trazer consequências graves perante desvios das hipóte-
ses, como sejam erros não normais ou existência de observações atípicas. Os métodos
da regressão robusta propõem-se dar uma resposta mais ecaz, diminuindo o efeito do
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afastamento das hipóteses do modelo, procurando por outro lado manter uma eciência
elevada quando as hipóteses são válidas.
Nos livros de regressão mais recentes a questão da robustezéjá contemplada,
quer pela existência de secções próprias, ou mesmo de capítulos dedicados ao tema -
por exemplo, Ryan (1997) e Draper e Smith (1998) dedicam um capítulo àregressão
robusta. No entanto, não se pode deixar de recomendar a leitura de Rousseeuw e Leroy
(1987), onde se desenvolve exclusivamente este tema e sem exigir dos leitores grandes
conhecimentos de matemática. De seguida, faz-se uma breve apresentação da estimação
clássica emmodelos de regressão, para passar a sumariar algumas alternativas robustas,
referindo-se as propriedades mais relevantes de cada método.
4.3.1 M odelo de regressão e método dos mínimos quadrados
O modelo de regressão linear múltipla édenido por uma relação linear entre um
conjunto de observações de uma variável resposta e p variáveis explicativas. Para uma
amostra de dimensão n, pode caracterizarse na forma matricial, por
y = X + "; (4.3.1)
onde y = (y1; :::; yn)
0 éformado por n observações de uma variável resposta,  =
(0; :::; p 1)
0 éum vector de parâmetros desconhecidos, " = ("1; :::; "n)
0 éo vector dos
erros do modelos e as n observações dos p regressores estão organizadas na matriz
X =
2
666664
1 x11 : : : x1p 1
1 x21 : : : x2p 1
...
...
...
1 xn1 : : : xnp 1
3
777775 =
2
664
x0
1
...
x0n
3
775 :
As hipótese usuais consistem em assumir que os erros "i são não correlacionados
e identicamente distribuídos, com média nula e variância constante, para i = 1; :::; n;
e que a matrizX édeterminística (ainda que corresponda a realizações de variáveis
aleatórias). Sob as hipótese assumidas, a equação de regressão éE (yjX) = X.
O modelo de regressão linear multivariado (MRLM)generaliza o modelo anterior,
no sentido em que considera mais do que uma variável dependente. Neste modelo,
admite-se que cada variável resposta segue um modelo de regressão linear múltipla,
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com as respectivas hipóteses estabelecidas e que os erros das diferentes equações são
não correlacionados.
O MRLM com M variáveis resposta pode caracterizarse na forma matricial, por
Y = X + ";
mas agora Y =
h
y1 : : : yM
i
éuma matriz(nM) ; formada pelas n observações
das M variáveis resposta,  uma matriz(pM) de parâmetros desconhecidos, " uma
matriz(nM) de erros aleatórios eX a matriz(n p) das observações dos regressores.
Ao encarar o MRLM como um sistema, assume-se que não há correlacão entre as
equações. Deste modo, a estimação do MRLM pode ser estudada através do estudo da
estimação do modelo de regressão linear múltipla, que se verica para cada uma das
equações. Apresentam-se de seguida as principais técnicas de regressão robusta apenas
para o modelo de regressão linear múltipla referido em (4:3:1).
Um dos principais objectivos no estudo do modelo de regressão consiste na esti-
mação de . O método dos mínimos quadrados éo método mais intuitivo e mais
utilizado. Baseia-se na determinação do estimador ^ que minimiza a distância dos
pontos àcurva de regressão. Assim, ^ éa solução do problema de minimização da
função
Q () = (y  X)0 (y  X) :
O estimador resultante éda forma
^ = (X0X)
 1
X0y:
Supondo verdadeiras as hipóteses do modelo, o teorema de Gauss-Markov garante
que o estimador de mínimos quadrados écentrado para  e que têm variância mínima,
de entre todos os estimadores centrados que sejam combinações lineares das respostas.
No caso de as hipóteses exigidas não serem satisfeitas, estas propriedades desejáveis não
cam asseguradas, havendo o risco do método produzir resultados muito enganadores.
Quando se pretende estabelecer inferências sobre o modelo, em geral assume-se que
os erros seguem distribuição normal. Nessas circunstâncias, as componentes de " são
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i.i.d., com "  Nn (0; 2I) ; vericando-se que o estimador de máxima verosimilhança
coincide com o estimador de mínimos quadrados.
Apesar da facilidade de utilização e das boas propriedades que goza o estimador
dos mínimos quadrados, lamentavelmente não é um estimador robusto, uma vez que
tem ponto de ruptura nulo e função de inuência ilimitada. Signica isto que o método
é extremamente sensível a desvios das hipóteses do modelo e que basta a existência de
uma única observação atípica para conduzir a estimativas desastrosas.
O grande número de situações aplicadas que requerem a modelação por regressão,
motivou o aparecimento e a investigação de diversos métodos robustos. Aliás, foi
precisamente na área da regressão que surgiu a maior parte dos estudos sobre robustez.
Referem-se a seguir alguns dos métodos mais conhecidos de regressão robusta, os
quais se propõem ajustar uma curva de regressão que traduza a contribuição da maioria
dos dados.
Estimador de mínimos desvios absolutos
O método dos mínimos desvios absolutos, ou método LAD (de Least Absolute De-
viations), é semelhante ao método dos mínimos quadrados, uma vez que procura a
regressão que melhor se ajusta ao conjunto de dados, mas difere dele, no sentido em
que minimiza a soma dos valores absolutos dos resíduos, em vez da soma dos quadrados
dos resíduos.
Deste modo, o estimador LAD é o valor de  que é solução do problema
min
nX
i=1
yi   ^0 + ^1xi1 + :::+ ^p 1xip 1 = min nX
i=1
jeij :
O método surgiu várias décadas antes do método dos mínimos quadrados, tendo
uma utilização muito mais reduzida devido, por um lado, a obrigar a cálculos mais
morosos, por outro, a conduzir a soluções múltiplas, em geral denidas implicitamente
e obtidas por métodos iterativos.
Porém, o método dos mínimos desvios absolutos é superior ao método dos mínimos
quadrados, do ponto de vista da robustez, sendo no entanto muito sensível a observações
atípicas em x. Por este motivo, tem ponto de ruptura nulo. Por m, é importante
referir, que no caso de os erros serem normais, o LAD é pouco eciente.
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Estimadores-M
Os estimadores-M dos coecientes da regressão foram introduzidos por Huber (1973)
e podem ser entendidos como uma extensão dos estimadores de mínimos quadrados.
A ideia básica já foi explicada na Subsecção 4.2.2 e consiste em substituir a função
objectivo a minimizar - a soma dos quadrados dos resíduos - por uma outra função de
resíduos, ou seja, em determinar ^ como solução de um problema do tipo min
nP
i=1
 (ei) ;
para funções  convenientes: Assim, o estimador de mínimos quadrados pode ser visto
como um estimador-M em que  (u) = u2; o LAD é um estimador-M onde  (u) = juj :
Mais uma vez, note-se que, sob condições de regularidade, resolver o problema
min
nX
i=1
 (ei) = min
nX
i=1


yi   x
0
i^

(4.3.2)
equivale a resolver o sistema de equações obtido pelas condições de primeira ordem
nX
i=1
!

yi   x
0
i^

xi = 0
,
nX
i=1
! (ei)xi = 0; (4.3.3)
onde 0 = !:
Embora os estimadores de mínimos quadrados e o LAD sejam equivariantes em
relação àescala, os estimadores-M com função ! geral não vericam esta propriedade.
Para que ela seja vericada é necessário substituir ei por
ei
^
, onde ^ é uma estimativa
robusta do parâmetro de escala  da distribuição dos erros "i: É habitual usar-se o
desvio absoluto mediano ou MAD.Deste modo, a condição (4:3:3) é substituída por
nX
i=1
!
ei
^

xi = 0,
nX
i=1
!
!
yi   x
0
i^
^
"
xi = 0: (4.3.4)
A escolha da função ! é da maior importância para que o estimador-M que seja
eciente e robusto, seguindo as indicações dadas na Subsecção 4.2.2. Por exemplo,
supondo a distribuição normal, se ! for a função de Huber, o estimador resultante é
mais eciente do que o estimador LAD e é robusto em relação a observações atípicas
em relação a y. No entanto, o mesmo não acontece em relação a observações atípicas
em relação a x. Apesar da desvantagem referida, estes estimadores continuam a ser
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bastante importantes, na medida em que a sua base conceptual serviu de modelo para
a criação de novos e melhores estimadores, como veremos no seguimento do trabalho.
Assim, para usar um estimador-M é necessário, por um lado, escolher a função !
(foram já apresentadas algumas possibilidades na Subsecção 4.2.2);por outro, decidir
os valores das constantes de anação, de forma equilibrar o grau de eciência com o
ponto de ruptura. Encontram-se na bibliograa (por exemplo em Staudte e Sheather,
1990, Maronna et al., 2006ou Pires e Branco, 2007)tabelas de valores destas constantes
para diferentes cenários.
Estimadores-GM
Os estimadores-M generalizados (estimadores-GM )surgiram para melhorar os estima-
dores-M , pelo facto de não serem resistentes a observações atípicas em relação a x.
Nesse sentido pensou-se atribuir um peso wi a cada xi; de forma a limitar a inuência
de xi sobre as estimativas, devendo o valor de wi ser tanto mais pequeno, quanto mais
inuente for xi:
Estes estimadores também são designados por estimadores de inuência limitada.
De entre as famílias de estimadores-GM mais conhecidas, destacam-se os estimadores
de M allows, denidos como solução de uma equação do tipo
nX
i=1
wi (xi)!
ei
^

xi = 0;
e os estimadores de Schweppe, que diferem dos anteriores pelo facto de atribuírem
pesos não só aos xi, mas também aos resíduos ei. Estes últimos estimadores são obtidos
como solução de uma equação da forma
nX
i=1
wi (xi)!

ei
wi (xi) ^

xi = 0:
Os estimadores Schweppe apresentam boas propiedades (ver Maronna et al., 2006),
nomeadamente, para ! limitada, têm função de inuência limitada e têm ponto de
ruptura positivo, podem atingir um grau de eciência elevada na distribuição normal,
mas são muito criticados pelo facto do seu ponto de ruptura decrescer quando aumenta
o número de parâmetros, p. Isso signica que são estimadores adequados para modelos
de regressão lineares simples ou com poucos regressores, mas menos recomendáveis
noutras situações.
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Estimadores da mínima mediana dos quadrados
Enquanto que os estimadores até agora apresentados foram obtidos alterando a função
objectivo que se pretende minimizar, mas mantendo o somatório para todas as o-
bservações, o estimador da mínima mediana dos quadrados ou LMS (de Least Median
ofSquares)propõe não só que se altere a função dos resíduos, mas também que o
somatório seja substituído por um operador robusto como, por exemplo, a mediana.
Deste modo, o estimador LMS, proposto por Rousseeuw (1984), é denido como solução
do problema
min

medi (ei)
2

:
O estimador LMS é robusto em relação a observações atípicas em relação a y e em x e
atinge o ponto de ruptura máximo de 50%. No entanto em Rousseuw e Leroy(1987)
prova-se que o LMS tem eciência assintótica nula, sob o modelo normal, o que faz
com que ele não deva ser utilizado na maior parte das circunstâncias.
Estimadores dos mínimos quadrados aparados
Para fazer face àfalta de eciência do LMS, em Rousseeuw (1984), os autores propõem
outro estimador, o estimador aparado de mínimos quadrados ou LTS (de Least Trimmed
Squares). Este estimador resulta de minimizar a soma aparada dos quadrados dos resí-
duos;isto é, ^LTS é solução do problema
min
hX
i=1
e2
(i);
onde e2
(1)
 e2
(2)
  e2
(n) são os quadrados dos resíduos ordenados e o somatório
não inclui os n  h maiores resíduos absolutos. O valor de h; que representa o número
de observações centrais a incluir no somatório, vai determinar o ponto de ruptura do
estimador, uma vez que as restantes observações são "aparadas", o que faz com que o
estimador não dependa delas.
Para este estimador, o valor máximo do ponto de ruptura é atingido quando h =
[n=2]+ [(p+1) =2]: Quando h = n, o estimador coincide com o estimador de mínimos
quadrados, logo tem ponto de ruptura zero.
Os cálculos envolvidos na determinação das estimativas por LTS são computacional-
mente pesados, no entanto, a função ltsReg, que está disponível na package robustbase,
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em R, permite obter rapidamente as estimativas, a partir de um algoritmo desenvolvido
por Rousseeuw e Van Drissen (1999).
Embora a eciência do estimador LTS seja bastante superior àdo LMS, a eciência
do estimador LTS é ainda relativamente baixa. Assim, o LTS constitui um excelente
processo para obter soluções iniciais em estimadores obtidos por processos iterativos.
Estimadores-S
Um estimador-S resulta de minimizar outro estimador de escala dos resíduos, tendo
sido proposto por Rousseeuw e Yohai (1984). Assim, por envolver um estimador de
escala (scale), foi designado por estimador-S e obtém-se como solução do problema
minS

e1

^

; : : : ; en

^

;
onde S (e1 () ; : : : ; en ()) é um estimador-M de escala e, portanto, solução da equação
nX
i=1

ei
S

= nb;
onde b está denido em (4:2:14) e é a constante de consistência associada àfunção ;
de acordo com (4:2:15).
Uma vez que um estimador-S é um estimador-M , mantém-se a necessidade, já
referida, de escolher a função  e os valores das constantes de anação, de forma a
equilibrar a eciência com a robustez.
Estimadores-M M
Os estimadores-M M foram propostos por Yohai (1987)e são actualmente considera-
dos a melhor opção de entre os estimadores robustos, uma vez que permitem conjugar
um elevado ponto de ruptura com uma elevada eciência, sob o modelo normal. Dos
estimadores referidos até agora, não há nenhum que verique simultaneamente estes
dois requisitos. De facto, aproveitando o resumo feito em Pires e Branco (2007):
 O estimador de mínimos quadrados tem eciência máxima, mas tem ponto de
ruptura nulo.
 O estimador LAD é pouco eciente e tem ponto de ruptura nulo (em relação a
x).
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 Os estimadores LMS, LTS e S têm baixa eciência e elevado ponto de ruptura.
 Os estimadores-M têm elevada eciência, para certas funções ! (ou ), mas têm
ponto de ruptura nulo.
 Os estimadores-GM podem ter elevada eciência, dependendo da distribuição,
mas o seu ponto de ruptura é decrescente para zero quando o número de regres-
sores aumenta.
O nome deste estimadores - estimadores-MM -resulta do facto destes estimadores
serem construídos com base em dois estimadores-M , um de localização e outro de escala
Assim, estes estimadores são estimadores-M calculados a partir de estimativas iniciais
convenientes. Como se viu anteriormente, um estimador-M de regressão é obtido como
solução do problema
min
nX
i=1

ei
^

;
de acordo com (4:3:2) e (4:3:4), onde ^ é um estimador de escala, sendo usualmente
recomendado o MAD. Exceptuando casos particulares, um mínimo absoluto é difícil
de conseguir, mas Yohai (1987)provou que se for encontrado um "bom"mínimo local,
é possível conseguir um elevado ponto de ruptura e uma alta eciência, escolhendo
adequadamente a função , que deve ser limitada. Um "bom"mínimo local pode ser
obtido por aplicação do método IRW LS, denido em (4:2:11), a uma estimativa inicial
adequada, sendo sugerida uma obtida usando o estimador-S. Repare-se que o estimador-
MM resulta então de usar para ^ um estimador-M de escala e a garantir previamente
que o ponto de ruptura é elevado, ou seja, é o estimador que corresponde ao mínimo
local da função objectivo de um estimador-M que está mais próximo do estimador-S
inicial.
Note-se que ^ estima o valor de , que representa o desvio padrão dos erros do
modelo de regressão no caso homocedástico e que, portanto, é constante.
Nos programas R e S-plus encontram-se disponíveis funções que permitem efectuar
os cálculos necessários àaplicação dos estimadores-MM .
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4.4 Estimação robusta em SEM
Nesta secção, referem-se os principais trabalhos publicados sobre estimação robusta em
SEM : Embora a estimação clássica neste tipo de modelos não seja robusta, uma vez
que pode sofrer grandes perturbações quando se vericam desvios em relação ao modelo
especicado ou quando existem observações atípicas entre os dados, alguns autores têm
desenvolvido algumas propostas de estimadores robustos.
Como os estimadores mais usados em SEM resultam da aplicação do método dos
mínimos quadrados, um procedimento que esteve na origem de vários estimadores ro-
bustos para estes modelos consiste em substituir a regressão de mínimos quadrados
por métodos de regressão robusta. Assim, uma proposta (Amemiya, 1982)consistiu
em desenvolver uma versão robusta do 2SLS, substituindo o estimador OLS por um
estimador robusto, em uma ou em ambas as fases. Amemiya (1982)apresentou dois
estimadores que resultaram de aplicar o estimador LAD na segunda fase, ou em am-
bas as fases. Ambos os estimadores são mais ecientes do que o 2SLS perante erros
não normais, mas são menos ecientes sob a distribuição normal e não são robus-
tos a observações atípicas em x. Krasker e W elsh (1985)propuseram um estimador
ponderado de variáveis instrumentais, que consiste em usar um estimador-GM , ou de
inuência limitada, na segunda fase para estimar os parâmetros de cada equação. Pos-
teriormente, Krasker (1986)avançou com um complemento desta proposta, usando um
estimador-GM em ambas as fases. Este estimador é mais robusto do que os anteriores,
mas continua a sofrer dos problemas já referidos para os estimadores-GM , ou seja, tem
ponto de ruptura que tende para zero com o número de regressores.
Outra via usada para obter versões robustas de estimadores em SEM, consistiu
em partir do estimador de máxima verosimilhança. Prucha e Kelejian (1984)apre-
sentaram uma versão robusta do MLIC, para o caso em que a distribuição dos erros
da forma reduzida é t de Student multivariada. Esta proposta permite obter esti-
madores que são robustos em relação a observações atípicas em y, mas não em relação
a observações atípicas em x. Uma extensão do estimador de máxima verosimilhança
para a forma reduzida e para a forma estrutural de um SEM, foram propostas por
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Krishnakumar e Ronchetti (1997), onde é apresentada uma classe de estimadores ro-
bustos para estes modelos. Os estimadores propostos foram obtidos como solução da
equação de verosimilhança generalizada e são resistentes a desvios do modelo normal e
a observações atípicas, permitindo assegurar um melhor compromisso entre eciência e
robustez. Outra proposta (Kim e Muller, 2007)consistiu num estimador dos parâme-
tros estruturais de um SEM, que combina robustez com eciência. Este estimador
resulta da aplicação do estimador de Huber nas duas fases do processo de estimação,
efectuando uma correcção de escala, ao usar previamente o estimador MAD. Conforme
se referiu, os estimadores-M têm a desvantagem de ter ponto de ruptura nulo.
Tendo em consideração que o SEM na forma y = Z + e; referida em (3:4:2) ;
pode ser considerado um modelo de regressão com erros aparentemente não correla-
cionados, ou modelo SUR (do inglês SeeminglyUnrelatedRegression), importa também
referir os estimadores robustos que têm sido propostos para estes modelos. O trabalho
de Koenker e Portnoy (1990)inclui uma adaptação do estimador-M para o modelo
SUR. No entanto, este estimador tem baixa eciência se as variáveis dependentes es-
tiverem correlacionados e tem ponto de ruptura nulo. Bilodeau e Duchesne (2000)
desenvolveram uma versão do estimador-S adequada aos modelos SUR, que conduziu
a um estimador robusto que mostraram ser mais eciente do que os outros estimadores
usados na comparação (máxima verosimilhança e estimador-M , proposto por Koenker
e Portnoy(1990)). Este estimador vai ter em comum com os estimadores-S um ponto
de ruptura elevado, mas baixa eciência.
Outro trabalho que importa referir é o de Maronna e Yohai (1997), onde os au-
tores estabeleceram três estratégias para obter estimadores robustos em SEM , com
elevada eciência sob o modelo normal e com ponto de ruptura elevado. A primeira
proposta consiste em usar procedimentos robustos nas três fases do 3SLS;na segunda
opção, a sugestão passa pela transformação do MLIC num estimador robusto através
da minimização do determinante da matriz de covariâncias dos resíduos e na última
possibilidade é indicado um estimador que resulta da generalização do estimador-
multivariado.
Sakata (2007)propôs um estimador que se baseia num princípio idêntico ao do
estimador de variáveis instrumentais, isto é, parte da condição de ortogonalidade que
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estabelece que os erros estruturais e as variáveis instrumentais são não correlacionados.
Esta condição de ortogonalidade surge muitas vezes como consequência da restrição da
média condicionada, que determina que a média dos erros estruturais condicionados
pelas variáveis instrumentais é zero. A proposta deste autor consiste em usar antes a
restrição da mediana condicionada.
Outra forma de obter estimadores robustos, consistiu em generalizar a ideia de
estimação quantílica, proposta por Koenker e Basset (1978), ao modelo de equações
simultâneas. Este processo de estimação é robusto em relação a erros não normais
ou àpresença de observações atípicas em relação a y, mas é sensível a observações
atípicas relativas às variáveis independentes (Buchinsky, 1997). Chen e Portnoy(1996)
aplicaram a regressão quantílica para desenvolver um estimador aparado de mínimos
quadrados (LTS)em duas fases. Posteriormente, Chen et al. (2000a)apresentaram
um estimador aparado de mínimos quadrados (LTS)em duas fases de tipo simétrico,
que mostraram ser mais eciente do que outras propostas robustas e, noutra proposta,
os autores aplicaram regressão quantílica, de inuência limitada do tipo Mallows, para
estimar os parâmetros estruturais de um SEM (Chen et al., 2000b). Posteriormente,
Chen et al.(2001)generalizaram aosSEM o estimador da média aparada, proposto por
W elsh (1987)para o modelo de regressão linear. Um estimador de regressão quantílica
em duas fases foi desenvolvido por Kim e Muller (2004), em que a segunda fase se baseia
numa regressão quantílica com o mesmo quantil que é usado na regressão quantílica
da primeira fase do processo de estimação. Kim e Muller (2004)mostraram que nestas
condições ca assegurada a robustez do estimador proposto.
No entanto, os estimadores de GMM para SEM não tinham sido ainda estudados
numa perspectiva de robustez, mas foi considerado haver todo o interesse em desen-
volver uma versão robusta do GMM .
Capítulo 5
Versão robusta do estimador GMM
5.1 Introdução
Tradicionalmente a estimação dos parâmetros em modelos de equações simultâneas faz-
se recorrendo ao princípio dos mínimos quadrados, supondo o modelo homocedástico.
Basicamente, quando se opta por um método de informação limitada, o processo para
obter o estimador 2SLS consiste em duas fases;ao optar por um método informação
completa, o processo de estimação é composto por três fases, originando o estimador
3SLS. A alternativa robusta aos estimadores de mínimos quadrados foi conseguida pela
"robusticação"de cada uma das fases do processo de estimação, ou seja, em cada fase
substituiu-se a presença de um estimador tradicional por um estimador robusto.
Como se referiu em secções anteriores, o estimador GMM tem boas propriedades
mas, no caso geral, não é robusto (ver Ronchetti e Trojani, 2001)e não foi encontrada
na bibliograa investigada nenhuma versão robusta do estimador GMM em SEM até
ao desenvolvimento da presente tese.
O presente capítulo tem como objectivo apresentar uma proposta de uma versão ro-
busta do estimador GMM . Tal como os estimadores de mínimos quadrados, o estimador
GMM também resulta de um processo composto por etapas. Para construir a alterna-
tiva robusta, em cada etapa do cálculo das estimativas por GMM , substituíram-se os
procedimentos tradicionais por métodos robustos.
A investigação foi conduzida considerando modelos heterocedásticos e métodos de
informação completa. Ou seja, optou-se por construir uma versão robusta para a forma
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mais geral da matriz de covariâncias, estimando simultaneamente todas as equações
do sistema. Apesar desta via exigir estudos mais complexos e mais trabalhosos, esta
opção pareceu-nos justicável tendo em conta quatro razões:elegância matemática,
possibilidade de particularização em modelos homocedásticos, superioridade dos MIC,
teoricamente comprovada no presente trabalho e, nalmente, acessibilidade informática
que não envolve um esforço computacional signicativamente mais relevante para o
utilizador.
Inspirada no artigo de Maronna e Yohai (1997), a investigação foi feita aplicando
procedimentos robustos nos três passos do processo para a obtenção do estimador:
(i) obtenção de estimativas iniciais dos resíduos,
(ii) estimação da matriz de covariâncias 
,
(iii) resolução do problema de minimização.
Após a estimação dos parâmetros pelo método que se propõe, foram calculados os
resíduos nais do processo. Como esses resíduos são multivariados, a qualidade das
estimativas é avaliada através das médias das normas dos resíduos e dos números de
condição (logaritmo de)da sua matriz de covariâncias amostral. Estes indicadores são
sugeridos em Maronna et al.(2006)para situações multivariadas.
A inexistência de software disponível para o método de estimação que se propõe,
exigiu que fossem desenvolvidos os correspondentes algoritmo e programa computa-
cional. Tendo em conta, por um lado, o acesso livre ao programa R e, por outro lado,
as funções estatísticas já programadas em packages adicionais, a componente computa-
cional do trabalho foi efectuada em R. No entanto, houve a necessidade de construir
originalmente a parte mais relevante do programa, pois a complexidade do modelo
impede a utilização directa de muitos comandos pré-denidos, particularmente no que
toca àrobustez.
Com efeito, a package systemt proporciona o cálculo de estimativas em modelos
SEM por 3SLS e por GMM , mas apenas sob a hipótese de homocedasticidade dos
modelos. Além disso, os estimadores aí contemplados são os tradicionais, não robustos.
Por isso, essa package serviu apenas de apoio numa fase inicial do estudo, tendo em
vista a conrmação dos resultados obtidos por outras vias.
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Por outro lado, as packages/comandos direccionadas para a estimação robusta,
não foram concebidas para modelos com as características dos SEM ;para além disso,
embora no desenvolvimento do trabalho se tenha seguido um algoritmo inspirado no
da regressão robusta, as funções disponíveis para a regressão robusta no programa R
não podem ser directamente utilizadas, por motivos que decorrem da conjugação da
interdependência entre equações e heterocedasticidade.
A tarefa adicional de programar a obtenção das estimativas, embora tenha exigido
um esforço não desejado e um consumo de tempo signicativo, teve o mérito de re-
alçar algumas diculdades associadas àespecicidade dos SEM , as quais conduziram a
novas reexões de natureza estatística e consequentes modicações dos algoritmos ini-
cialmente pensados. A título de exemplo, note-se que a heterocedasticidade motivou
cuidados especiais com a simulação de amostras contaminadas, assim como implicou
o recurso a técnicas de reamostragem, para possibilitar a utilização de estimadores
robustos das matrizes de covariâncias.
Nas secções seguintes explica-se a metodologia robusta usada em cada uma das
fases. Na última secção apresenta-se o algoritmo de cálculo para o caso geral (modelo
heterocedástico e estimação por MIC) e a particularização para o caso homocedástico.
5.2 Obtenção de estimativas iniciais dos resíduos
O processo tradicional na determinação de estimativas iniciais consiste em estimar os
coecientes do sistema, separadamente para cada equação, ou seja, obter estimativas
iniciais dos parâmetros por um método de informação limitada. Neste ponto, Greene
(2003)sugere que se use o método dos mínimos quadrados com informação limitada, o
que corresponde a obter as estimativas iniciais por 2SLS, por intermédio de ^i;2SLS =
Z^0iZ^i

 1
Z^0iyi; com Z^i =
h
Y^i Xi
i
, já referido em (3:3:27). Contudo, M ittelhammer
et al.(2000)recomenda que se obtenham as estimativas iniciais aplicando o método dos
momentos generalizado a cada equação do sistema, ou seja, recorrendo ao estimador
GMMIL, através de
^i;GMM =

Z0iX (X
0
iX)
 1
X0Zi

 1
Z0iX (X
0
iX)
 1
X0yi, referido anteriormente em
(3:7:4). Ambas as possibilidades conduzem a estimativas iniciais não robustas e que
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podem ser muito enganadoras se houver observações atípicas na amostra. De facto,
mesmo que a matriz 
i seja estimada de forma robusta, tanto o ^i;2SLS como ^i;GMM
dependem directamente das observações através de Zi;X e yi, o que torna evidente que
qualquer contaminação da amostra se pode reectir sobre as estimativas produzidas.
Para conseguir boas estimativas iniciais, optou-se por recorrer a um método de
regressão robusta, tendo sido escolhido o estimador LTS (apresentado na Subsecção
4.3.2), por ser um método recomendado para a obtenção da solução inicial, por ter
ponto de ruptura não nulo e alguma eciência sob o modelo normal. Deste modo,
cada equação i do modelo foi considerada como uma equação de regressão múltipla e
estimaram-se os respectivos parâmetros por LTS, ou seja, minimizando
hiP
l=1
e2
(l); onde e
2
(l)
é o quadrado do resíduo de ordem l, isto é, não incluindo no somatório os T hi maiores
resíduos absolutos, para i = 1; :::M . Nesse aspecto, consideram-se as congurações de
base do programa.
Aplicando o estimador LTS à equação i, obteve-se ^i;LTS ; a estimativa LTS de i
e calcularam-se os resíduos correspondentes, e^it = yit   Zit^i;LTS , para i = 1; :::M:
5.3 Estimação da matriz de covariâncias 

Como se mostrou na Secção 3.8, foi possível encontrar uma representação explícita
para o estimador GMM (3:8:4) ; a qual depende da matriz de covariâncias dos erros
do modelo, 
. Tradicionalmente, esta matriz é desconhecida e, ao usar o estimador
GMM em modelos heterocedásticos, a estimação prévia desta matriz é feita recorrendo
ao estimador de White. No entanto, por este processo, cada elemento da matriz de
covariâncias é estimado com base num único resíduo, o que pode conduzir a resultados
desastrosos, no caso de haver resíduos atípicos na amostra.
Na versão robusta do estimador GMM proposta neste trabalho, optou-se por efec-
tuar a estimação prévia da matriz de covariâncias 
, recorrendo a um dos métodos
robustos conhecidos, neste caso recorrendo ao estimador robusto OGK, apresentado na
Subsecção 4.2.3. A escolha do estimador OGK, em detrimento de outros estimadores
robustos da matriz de covariâncias mais usados actualmente (como é o caso do MCD,
157
igualmente referido na Subsecção 4.2.3), teve a ver com o facto de ser necessário dis-
por de uma estimativa da própria matriz de covariâncias, e não de medidas de dispersão
resumidas, como por exemplo o determinante da matriz estimada. Ao optar pelo es-
timador OGK, teve-se ainda em conta que cada elemento da matriz de covariâncias
é estimado individualmente, o que garante que se estimam de forma robusta as cova-
riâncias entre pares de variáveis e também a dependência entre equações do sistema.
Note-se que, para estes modelos e sob a hipótese de heterocedasticidade, 
 não é uma
matriz diagonal;de facto, 
 é formada por blocos diagonais com elementos distintos
ao longo das diversas diagonais. Outras razões que inuenciaram a escolha deste esti-
mador foram a rapidez na obtenção dos resultados, mesmo com amostras de dimensão
elevada, e ainda o facto de ser robusto e aproximadamente equivariante relativamente
à localização e à escala. Em relação ao processo de cálculo das estimativas por OGK,
têm vindo a ser desenvolvidos programas para o ambiente R, nomeadamente a package
rrcov, que inclui a função CovOgk, que permite obter as estimativas em causa.
No entanto, a aplicação do estimador OGK aos SEM e a determinação das cor-
respondentes estimativas, requereu um trabalho prévio de adaptação do estimador a
estes modelos. Com efeito, recorde-se que 
 é composta por blocos, ou seja, é da forma

 =
2
664

1  
1M
...
. . .
...

M1  
M
3
775 :
No entanto, cada bloco é diagonal, mas a diagonal é formada por elementos distintos,
devido à heterocedasticidade. Logo, foi necessário dispor de várias realizações dos resí-
duos, para poder estimar cada um dos elementos das diversas diagonais. Para obter
esses resíduos, procedeu-se à reamostragem dos resíduos iniciais. Mas o facto dos resí-
duos iniciais serem calculados a partir de estimadores iniciais robustos dos coecientes,
não assegura que os resíduos também o sejam. Basta notar que e^it = yit Zit^i;LTS;logo
se yi e Zi contiverem observações atípicas, o e^it pode ser arbitrariamente grande, mesmo
com ^i;LTS robusto. Tendo em conta que a reamostragem de dados contaminados pode
ampliar o efeito da contaminação, optou-se por controlar esse aspecto. Para isso,
reamostraram-se apenas os resíduos correspondentes às observações que foram usadas
no cálculo das estimativas LTS iniciais. Numa fase intermédia, estudou-se também a
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possibilidade de fazer subamostragem, a qual foi abandonada porque, embora se adapte
ao caso particular da homocedasticidade, sob a hipótese de heterocedasticidade, origi-
nava uma disparidade nas dimensões das amostras de resíduos, obtidos pelo método
OGK ou pelo estimador de White, aspecto que dicultava a posterior comparação dos
resultados.
Assim, conforme se viu na secção anterior, as estimativas iniciais dos parâmetros
foram obtidas aplicando o estimador LTS a cada equação i, obtendo-se ^i;LTS ; a esti-
mativa LTS para i. De seguida, como forma de controlar o efeito da contaminação
na reamostragem dos resíduos, teve-se em consideração que, no processo de cálculo do
estimador LTS, se excluem os (T   hi) maiores resíduos absolutos, e reamostraram-se
apenas os hi resíduos usados na obtenção das estimativas de cada vector ^i;LTS .
Ao procurar adaptar o estimador OGK aos SEM, seguiu-se inicialmente um método
que posteriormente foi abandonado. O estudo inicial consistiu em usar o estimador
OGK para obter estimativas robustas de cada um dos blocos da matriz 
. Nos blocos
da diagonal principal, 
i = diag[2it] = diag[E (e
2
it)] ; usava-se o estimador de escala
OGK calculado a partir de matrizes de resíduos, e^it: Este procedimento permitia obter
uma estimativa robusta da matriz de covariâncias destes resíduos. De seguida, com os
elementos diagonais da matriz obtida, formava-se a matriz

^i;OGK = diag
h
^2i1  ^
2
iT
i
;
onde ^2it = \V (eit) era calculado pelo processo anteriormente descrito. Nos blocos fora
da diagonal principal, 
ij = diag[ijt] = diag[E (eitejt)] ; usava-se o estimador de
localização OGK, partindo de matrizes formadas pelos produtos dos resíduos, e^ite^jt;
para obter estimativas robustas \E (eitejt). De seguida, com as componentes do vector
de dimensão T obtido, formava-se a matriz

^ij;OGK = diag
h
^ij1  ^ijT
i
;
onde ^ijt = \E (eitejt): Usando estas estimativas dos blocos, compunha-se a estimativa
global de 
:
No seguimento do trabalho notou-se que, pelo processo anterior não havia a garantia
de que a matriz estimada 
^ fosse sempre semidenida positiva. Assim, o estudo evoluiu
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para outro modo de adaptação do método OGK, seguindo o mesmo princípio, mas de
forma a assegurar que a matriz estimada fosse semidenida positiva.
Para corrigir a metodologia anteriormente investigada, e tendo em atenção a hetero-
cedasticidade do modelo, foi necessário organizar os resíduos reamostrados por equação,
formando matrizes Pi, constituídas pelas realizações dos resíduos associados à equação
i.
Posteriormente, juntaram-se os M blocos Pi e formou-se uma matriz de resíduos
alargada, P =
h
P1  PM
i
: Aplicando o estimador robusto de escala OGK à
matriz P obteve-se uma matriz de covariâncias estimada. Tendo em conta a estrutura
da matriz 
; relembra-se que os elementos fora das diagonais principais de cada um
dos blocos são nulos. Deste modo, a matriz de resíduos reamostrados P apenas foi
usada para estimar os elementos não nulos de 
: Sendo assim, cada bloco diagonal

^ij;OGK foi formado pelos elementos homólogos do bloco homólogo da matriz estimada
por OGK e considerando nulos os restantes elementos. Note-se que a matriz 
^OGK
assim obtida é semidenida positiva, pois tem elementos diagonais coincidentes com os
da matriz estimada por OGK, estando provado (ver Maronna e Zamar, 2002)que esta
última goza dessa propriedade.
5.4 Resolução do problema de minimização
Estando decidido qual o método para obter as estimativas iniciais do processo de mi-
nimização e o método de estimação robusta de 
, foi necessário escolher qual o esti-
mador robusto a usar para estimar os coecientes do sistema de equações, ou seja, os
parâmetros do modelo. Esta etapa corresponde à terceira e última fase do processo de
estimação que se propõe.
Para prosseguir com a estimação robusta dos coecientes das equações teve-se em
conta a analogia com a estimação robusta em modelos de regressão, não esquecendo
as duas diferenças fundamentais - variância dos erros não constante e existência de
correlação entre os erros das diferentes equações. Como se viu na Secção 4.3, existem
várias vias para estimar de forma robusta os coecientes da regressão;no entanto, elas
foram desenvolvidas para cenários i.i.d., que não se vericam nos SEM. Deste modo,
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analisaram-se diferentes possibilidades. Em particular, e dados os bons resultados a que
têm conduzido os estimadores-MM , começou por se colocar a hipótese de os utilizar.
No entanto, a vantagem desses estimadores está associada ao modo como estimam uma
única constante como termo de escala;por isso, considerou-se que não eram adequados
aos SEM, sob as hipóteses de heterocedasticidade e estimação completa em que se pre-
tendia trabalhar. Quanto à utilização dos estimadores-GM, mantinham-se as mesmas
diculdades, agravadas pelo facto do ponto de ruptura ser baixo, em consequência do
elevado número de parâmetros presentes no sistema. Assim, optou-se por usar um es-
timador de Huber, uma vez que este estimador permite incluir as estimativas de escala
de cada um dos resíduos, obtidos na segunda fase do processo de estimação. Infeliz-
mente, esta opção impediu a utilização das funções previamente programadas em R
para o cálculo das estimativas mas, tendo em conta que a função de Huber não exige
uma programação complexa, decidiu-se prosseguir com esta metodologia.
Assim, a estimação de  prosseguiu com a resolução de um problema de minimização
que fosse uma alternativa ao processo usual de denir o estimador GMMIC, ou seja,
min

n
[(I
X0) (y   Z)]
0
W^ [(I
X0) (y   Z)]
o
; (5.4.1)
onde W^ =
h
T 1 (I
X0) 
^ (I
X)
i
 1
.
Nesse sentido, considerou-se o problema (5:4:1) na forma
min

n
(y   Z)0

A
^
 1

(y   Z)
o
; (5.4.2)
obtida após operações de transposição, e considerando a matriz de dimensão
(MT MT ), denida por
A
^
 1
=(I
X)
h
(I
X0) 
^ (I
X)
i
 1
(I
X0) : (5.4.3)
Para garantir a existência de uma decomposição que será necessária no seguimento, há
que garantir que a matriz

A
^
 1
 1
2
, de dimensão (MT MT ), é simétrica e semi-
denida positiva. Para isso, mostra-se de seguida que a matriz A
^
 1
é simétrica e
semidenida positiva pois, se assim for, a matriz

A
^
 1
 1
2
goza das mesmas pro-
priedades.
1. A
^
 1
é simétrica.
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Demonstração. A
^
 1
é simétrica se

A
^
 1

0
= A
^
 1
: De facto,

A
^
 1

0
=

(I
X)
h
(I
X0) 
^ (I
X)
i
 1
(I
X0)

0
= (I
X)
h
(I
X0) 
^ (I
X)
i
 1
(I
X0)
= A
^
 1
:
2. A
^
 1
é semidenida positiva.
Demonstração. Para vericar esta propriedade, utilizam-se os seguintes resultados
auxiliares sobre matrizes:
P1: Se A(nn) é semidenida positiva, então P0AP é semidenida positiva, para
P(nm).
P2:Se A é semidenida positiva e não singular, então A 1 também é semidenida
positiva.
Como 
^
 1
é uma matriz de covariâncias, então é semidenida positiva. Considerando
que
A
^
 1
=(I
X)
h
(I
X0) 
^ (I
X)
i
 1
(I
X0) ;
fazendo P = I
X na propriedade P1, aplicando seguidamente P2e, novamente P1,
agora com P = I
X0, conclui-se que A
^
 1
é semidenida positiva.
Então, tendo em conta que se verica
A
^
 1
=

A
^
 1
 1
2

A
^
 1
 1
2
=

A
^
 1
 1
2

0 
A
^
 1
 1
2
;
e fazendo A =
h
A
^
 1
i 1
2
; pode reescrever-se o problema de minimização referido em
(5:4:2) do seguinte modo:
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min

(
(y   Z)0
h
A
^
 1
i 1
2

0 
A
^
 1
 1
2
(y   Z)
)
= min


(y   Z)0 (A)0A (y   Z)
	
= min


[A (y   Z)]0 [A (y   Z)]
	
= min

 A
|{z}
(MTMT)
(y   Z)| {z }
(MT1)
| {z }
(MT1)
2
= min

MTX
j=1
[A (y   Z)]2j ;
onde [A (y   Z)]j representa a componente de ordem j do vector [A
 (y   Z)].
Esta última forma de enunciar o problema tem a vantagem de evidenciar que o
estimador GMM é obtido minimizando uma função objectivo da forma
min
X
k
 (uk) ; com  (u) = u2;
ou seja, que o estimador GMM é um estimador-M . Para obter uma versão robusta
do estimador, entrando com os elementos de 
^OGK previamente calculados, e sendo
desconhecida a existência de métodos computacionais já programados e devidamente
testados, que prevejam a forma especíca de 
, optou-se por um estimador de Huber.
Deste modo, os elementos da matriz 
^OGK , desempenharam um papel fundamental
para poder escalonar os resíduos na aplicação do estimador de Huber.
Assim, o problema de minimização foi resolvido considerando a função  como sendo
a função  de Huber, denida no Capítulo 3. A versão robusta do estimador GMM
passou a ser denida como solução de
min

MTX
j=1
b

[A (y   Z)]j
sj

= min

MTX
j=1
b

(Ae)j
sj

;
onde sj estima o desvio padrão de (Ae)j : Note-se que esta função b tem argumento
unidimensional, pois é aplicada a cada componente do vector Ae:
Para estudar a distribuição de (Ae)j ; note-se que e  NMT

0; 
^

e por uma
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propriedade da distribuição normal, então
Ae  NMT

0;A
^ (A)0

:
Deste modo, para a componente j; do vector Ae; sabe-se que
[Ae]j  N1

0;
h
A
^ (A)0
i
jj

;
onde
h
A
^ (A)0
i
jj
é o elemento de ordem j da diagonal principal da matrizA
^ (A)0,
ou ainda que
[Ae]jrh
A
^ (A)0
i
jj
 N1 (0; 1) : (5.4.4)
Assim, sugere-se que a versão robusta do estimador GMM seja obtida como solução
do problema
min

MTX
j=1
b
8>><
>>:
[Ae]jrh
A
^ (A)0
i
jj
9>>=
>>; : (5.4.5)
Este estimador que se obtém considerando as três etapas, terminando na solução do
problema (5:4:5), constitui a versão robusta do estimadorGMMIC e que será designado
por ^GMM OGK :
Finalmente, falta decidir o valor da constante de anação b na função de Huber.
Atendeu-se ao facto do actual argumento da função  ser uma variável aleatória com
distribuição normal reduzida, como se conrmou em (5:4:4) : Deste modo, a escolha do
valor da constante de anação seguiu os critérios propostos, por exemplo em Pires e
Branco (2007), para o modelo de regressão, os quais recomendam um valor da cons-
tante que assegure uma eciência assintótica elevada, sob o modelo subjacente. Assim,
xando a eciência assintótica de 95%; usou-se o valor b = 1:345; sob o modelo normal.
Por outro lado, no caso do modelo normal ser contaminado com uma percentagem
de contaminação xa, ", o valor da constante de anação pode ser calculado a partir
da relação,
"
1  "
=
2'(b)
b
  2( b);
onde ' e  representam, respectivamente, a função densidade e a função distribuição da
distribuição N (0; 1), de acordo com Pires e Branco (2007). A título de exemplo, para
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o caso de uma amostra normal com contaminação 20%, obteve-se b = 0:861: Foram
estes (b = 0:861 e b = 1:345)os valores usados no processo computacional descrito no
capítulo seguinte, quando se trabalhou com amostras com 20% de contaminação ou
com amostras sem contaminação, respectivamente.
Com o valor da constante xado e escolhida a função ; a função objectivo do
problema de minimização cou perfeitamente denida. Logo, passou-se à resolução do
problema, que permitiu obter as estimativas dos coecientes do SEM.
No que diz respeito ao processo de optimização, necessário ao cálculo das estimati-
vas, pode recorrer-se a uma das diversas funções pré-programadas em R. Neste trabalho
foi utilizada a função optim, disponível na packagestatsdo R.
5.5 Algoritmos para o cálculo de estimativas pela
versão robusta do GMM
Nesta secção apresenta-se um algoritmo que resume o processo de cálculo das estimati-
vas pela versão robusta do estimador GMM, supondo o modelo heterocedástico, o qual
será designado por Algoritmo HetIC. Posteriormente, fez-se a particularização para o
caso homocedástico, que se apresenta no algoritmo designado por Algoritmo HomIC.
Para facilitar a implementação de alguns passos do algoritmo HetIC, apresentam-se
nas Figuras 5.1e 5.2dois esquemas grácos auxiliares.
5.5.1 Algoritmo HetIC
HetIC.1 Para cada equação i na forma yi = Zii + ei; obter estimativas iniciais por LTS,
^i;LTS .
HetIC.2 Para as hi observações usadas no cálculo de ^i;LTS , calcular resíduos da forma
e^it = yit   Zit^i;LTS , para i = 1; :::M; t = 1; :::; hi:
HetIC.3 Formar uma matriz de resíduos com h linhas e M colunas, onde h = min
1iM
fhig.
Cada linha t contém o resíduo M -dimensional correspondente à observação t do
sistema de M equações (t = 1; :::; h e h < T ).
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Figura 5.1:Esquema de reamostragem - passos 3 a 5do Algoritmo HetIC.
Figura 5.2:Construção da matriz P - passo 6do Algoritmo HetIC.
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HetIC.4 FormarN matrizes constituídas por T resíduosM -dimensionais (comN elevado).
Para formar cada matriz, reamostrar aleatoriamente e com reposição T linhas da
matriz obtida em HetIC.3.
HetIC.5 Organizar os resíduos reamostrados por equação. Para cada equação i, i =
1; :::;M; formar uma matriz Pi; com a i-ésima linha (T -dimensional)de cada
uma das N matrizes obtidas em HetIC4. Logo, Pi tem dimensão (N  T ) e é
constituída por N réplicas do vector de resíduos da equação i; para as T obser-
vações.
HetIC.6 Juntar osM blocosPi (i = 1; :::;M) ; para obter uma matriz de resíduos alargada,
P =
h
P1  PM
i
; com dimensão (N MT ) : Cada uma das N linhas de P
contém as T realizações de resíduos correspondentes às sucessivas equações i;
para i = 1; :::;M (cada linha é um vector de dimensão MT). Cada coluna de P
contém N réplicas de cada um dos resíduos e^it.
HetIC.7 Com as N réplicas de cada um dosMT resíduos, estimar a matriz de covariâncias
(MT MT ), aplicando o estimador robusto OGK.
HetIC.8 Formar a matriz 
^OGK com os blocos diagonais, 
^ij;OGK ; constituídos pelos
elementos diagonais de índices homólogos da matriz de covariâncias estimada
por OGK em HetIC.7(mantendo nulos os restantes elementos).
HetIC.9 Obter a versão robusta do estimador GMM, ^GMM OGK , como solução de mini-
mização da função
MTX
j=1
b
8>><
>>:
[Ae]jrh
A
^OGK (A)
0
i
jj
9>>=
>>; ;
onde b é a função  de Huber, A =
h
A
^
 1
OGK
i 1
2
e A é a matriz referida em
(5:4:3).
O algoritmo anterior ca claramente simplicado quando se admite o caso particular
do modelo homocedástico (aliás, o próprio processo de cálculo do estimador se simplica
muito, uma vez que deixa de ser necessário proceder à reamostragem dos resíduos).
Apresenta-se de seguida o algoritmo correspondente a essa situação.
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5.5.2 Algoritmo HomIC
HomIC.1 Para cada equação i na forma yi = Zii + ei; obter estimativas iniciais por LTS,
^i;LTS .
HomIC.2 Para as hi observações usadas no cálculo de ^i;LTS , calcular resíduos da forma
e^it = yit   Zit^i;LTS , para i = 1; :::M; t = 1; :::; hi:
HomIC.3 Formar uma matriz de resíduos com h linhas e M colunas, onde h = min
1iM
fhig.
Cada linha contém o resíduo M -dimensional correspondente à observação t (t =
1; :::; h e h < T ). Cada coluna contém h realizações de cada um dos M resíduos
e^i:
HomIC.4 Com as h realizações de cada um dos M resíduos, estima-se a matriz de cova-
riâncias (M M), aplicando o estimador robusto OGK,originando ^OGK .
HomIC.5 Com base na matriz obtida em HomIC.4, calcular a matriz 
 estimada por OGK,
a partir de 
^OGK = ^OGK
IT .
HomIC.6 Obter a versão robusta do estimador GMM, ^GMMOGK , como solução de mini-
mização da função
MTX
j=1
b
8>><
>>:
[Ae]jrh
A
^OGK (A)
0
i
jj
9>>=
>>;
onde b é a função  de Huber, A =
h
A
^
 1
OGK
i 1
2
e A é a matriz referida em
(5:4:3).
Desde jáse chama a atenção para o facto do tempo de cálculo computacional se
reduzir signicativamente ao usar o algoritmo HomIC, o que naturalmente se deve à
homocedasticidade, por dispensar o esquema de reamostragem.
Capítulo 6
Estudosdeaplicação
O presente capítulo destina-se a avaliar o desempenho do estimador robusto que foi
proposto no capítulo anterior, ou seja, da versão robusta do estimador GMM. Para esse
efeito consideram-se dois exemplos de SEM baseados em modelos econométricos jáes-
tudados por outros autores, de modo a permitir efectuar a comparação de resultados,
sempre que possível. Note-se que o objectivo do estudo estatístico que se efectua diz
respeito, não à modelação econométrica, mas sim, à inferência sobre os parâmetros.
Em particular, o interesse reside na estimação dos coecientes, considerando amostras
contaminadas e não contaminadas. Assim, num dos exemplos considerados foi possível
usar as observações originais e comparar as estimativas agora calculadas com as ante-
riormente publicadas. O outro exemplo utiliza um modelo játrabalhado na literatura,
mas inclui estudos de simulação das observações. Deste modo, as estimativas agora
obtidas não foram calculadas usando precisamente os mesmos dados que foram usados
em estudos publicados anteriormente.
O capítulo encontra-se organizado em três secções. Na primeira explicam-se os
métodos usados para avaliar o desempenho dos estimadores, enquanto as duas últimas
se destinam ao estudo de cada um dos exemplos. Note-se que os indicadores utilizados
para a avaliação são necessariamente diferentes em cada exemplo, uma vez que no
exemplo real temos observações que servem de padrão para a comparação, enquanto
que no exemplo simulado é necessário recorrer a outras formas de avaliação.
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6.1 Avaliação do desempenho daversão robustado
estimador GMM
Como o estimadorGMMOGK é um estimador multivariado estádisponível uma grande
diversidade de técnicas, grácas e numéricas, para avaliar o seu desempenho. A avali-
ação dos resultados foi feita com base no estudo da distribuição empírica dos resíduos
multivariados. Os resultados nais foram avaliados de acordo com vários critérios, dois
de natureza numérica e um de natureza gráca. As opções seguidas nesse estudo foram
inspiradas pelos critérios seguidos por outros autores em estudos que envolviam análise
de dados em SEMsou, mais geralmente, em análise de dados multivariados. De facto,
perante a diculdade de denir uma única medida do viés em estimadores multidimen-
sionais, optou-se por seguir os critérios usados em Maronna etal. (2006), que sugerem
que o estudo do desempenho do estimador se baseie em dois indicadores:um relativo à
localização, correspondente à norma euclidiana das estimativas de localização e outro
relativo à escala, denido pelo número de condição da matriz de covariâncias estimada.
Neste estudo, calcularam-se os indicadores referidos para a distribuição empírica
dos resíduos. Mais especicamente, como indicador de localização usou-se a norma do
vector de resíduos e como indicador de escala, utilizou-se o logaritmo do número de
condição da matriz de covariâncias dos resíduos.
No exemplo com dados simulados, que se apresenta na Secção 6.2, usou-se repli-
cação de amostras, supondo diferentes distribuições;portanto, houve necessidade de
resumir os resultados obtidos para cada conjunto de amostras simuladas, de acordo
com cada cenário considerado. Os resultados das réplicas foram sumariados do seguinte
modo:em relação a medidas de localização, optou-se por calcular médias e medianas do
indicador sugerido em Maronna etal. (2006), ou seja, médias e medianas das normas
dos vectores de resíduos. Quanto à avaliação da dispersão das estimativas, ela foi efec-
tuada através da comparação de matrizes de covariâncias dos resíduos. A comparação
baseou-se no cálculo do logaritmo do número de condição da matriz, de acordo com
Peña e Prieto (2001)e Maronna etal. (2006). Uma vez que o número de condição não
é um dos indicadores mais vulgarizados, aproveita-se para relembrar a sua denição e
interpretação. Chama-se número de condição de uma matriz quadrada (e representa-se
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por k)ao quociente entre o máximo valor próprio da matriz e o mínimo valor próprio,
ou seja, a
k =
max
i
(i)
min
i
(i)
;
onde i são os valores próprios da matriz.
Encarando o número de condição como uma medida da dispersão das estimativas,
baseada no viés da matriz de covariâncias estimada, a dispersão das estimativas é
tanto maior quanto maior for o número de condição. Para facilitar a interpretação e a
comparação de números de condição, Peña sugere que se use o logaritmo de base dez
do número de condição (logk) como indicador. Os resultados podem interpretar-se do
seguinte modo:um valor pequeno (próximo de zero)delogk traduz pouca dispersão nas
estimativas, situação que deve estar associada a um estimador robusto;enquanto um
valor elevado de logk corresponde a uma situação de maior dispersão das estimativas,
devendo estar associada a um estimador pouco robusto. Aproveita-se a oportunidade
para referir que o número de condição pode também ser usado noutros contextos,
nomeadamente, quando háproblemas de singularidade em análises de regressão, para
analisar questões de colinearidade ou quando os regressores têm variâncias elevadas.
Para resumir os valores obtidos nas amostras replicadas em cada cenário considerado,
usaram-se de novo a média e a mediana dos valores de logk obtidos para as matrizes
de covariâncias amostrais dos resíduos, os quais foram calculados a partir de cada um
dos estimadores considerados no estudo.
No exemplo que inclui dados reais não se colocou a questão da replicação de
amostras, no entanto calcularam-se as mesmas medidas para os dados disponíveis.
Quanto à análise gráca, em ambos os exemplos, a análise foi feita individualmente
para cada equação. No exemplo apresentado na Secção 6.3, construíram-se os grácos
representando a distribuição empírica dos resíduos relativos a cada equação e para cada
um dos estimadores, GMMIC e GMMOGK;calcularam-se as amplitudes das bandas
denidas por 22:5MAD , procedimento seguido no trabalho onde o mesmo exemplo
foi analisado. Para a Secção 6.2, com dados simulados, a representação gráca foi
feita do mesmo modo, separadamente para cada equação do modelo e para cada cada
distribuição considerada. No entanto, para resumir a informação relativa aos resíduos
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obtidos para as diferentes réplicas, calcularam-se as medianas dos resíduos de cada
equação, para cada conjunto de réplicas. De seguida, procedeu-se à representação
gráca das medianas dos resíduos de cada equação, para cada um dos estimadores
considerados, bem como das bandas denidas por (+= ) 2:5MAD e compararam-se
as amplitudes das bandas.
A avaliação da robustez é mais evidente no primeiro exemplo, uma vez que inclui a
simulação. Para cada uma das amostras simuladas, estudaram-se cinco situações com
diferentes distribuições dos termos de erro. Em particular,
(i)Modelo heterocedástico com distribuição normal multivariada, sem contaminação
- NHC0.
(ii)Modelo homocedástico com distribuição normal multivariada, sem contaminação
- NHOC0.
(iii)Modelo heterocedástico com distribuição normal multivariada, com grau de con-
taminação 20% - NHC20.
(iv)Modelo homocedástico com distribuição normal multivariada, com grau de con-
taminação 20% - NHOC20.
(v)Distribuições marginais t de Student com 5 graus de liberdade e matriz de cova-
riâncias , jáusada na Subsecção 3.10.2 - T5:
A análise dos resultados foi orientada tendo em conta que, quando não há con-
taminação um estimador robusto tem um bom desempenho quando origina estimati-
vas próximas dos valores introduzidos para os parâmetros;e que, por outro lado, em
amostras contaminadas, o estimador robusto conduz a estimativas pouco afastadas dos
valores usados na simulação (ao contrário do estimador não robusto).
Nos pontos (iii)e (iv),a obtenção de amostras com 20% de contaminação foi feita
substituindo 20% dos valores da variável endógena y2 por outros valores que fossem
muito diferentes dos restantes. Assim, no caso homocedástico referido em (iv), a con-
taminação de uma amostra foi introduzida substituindo T  20% valores de y2 pelo
valor que se obtém multiplicando o seu desvio padrão amostral corrigido por uma
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constante (que, neste caso foi 20), ou seja, T  20% valores de y2 foram substituí-
dos por 20  (sy2)c, onde (sy2)c é o desvio padrão amostral corrigido na amostra não
contaminada. No caso heterocedástico referido em (iii), foi necessário introduzir a
contaminação doutro modo, uma vez que a diferentes observações podem corresponder
diferentes variâncias dos termos de erro. Ou seja, pelo facto da variância dos erros
variar com o índice t (t = 1; :::; T ), não seria adequado usar a estimativa constante
dada por (sy2)c. Por isso, multiplicou-se a constante jáusada no caso homocedástico
pelo máximo das normas das linhas de X2 - note-se que a matriz X2 contém os va-
lores das variáveis exógenas que são regressores na segunda equação, onde cada linha
corresponde a uma obervação;assim, tomou-se o valor máximo e multiplicou-se pelo
desvio padrão de e2 no caso homocedástico, isto é, substituíram-se 20% dos valores de
y2 por 20
p
0:7max
t
(kX2[t; ]k).
Embora se tenham calculado as médias e as medianas de ambos os indicadores, de
localização e de escala, apenas se apresentam os valores das médias por serem muitos
semelhantes aos das medianas.
Em relação ao exemplo da Secção 6.3, que contém dados reais, a avaliação da
robustez foi reduzida à identicação de eventuais observações atípicas e à comparação
das estimativas obtidas com o estimador GMM robusto e com o estimador GMMIC
tradicional (não robusto). Uma vez que os resultados encontrados foram comparados
com os publicados no artigo de Maronna e Yohai (1997), os métodos grácos utilizados
foram semelhantes aos usados nesse trabalho.
De acordo com o exposto, os resultados foram analisados seguindo duas metodolo-
gias, uma de natureza numérica - normas dos resíduos e logaritmo dos número de
condição das matrizes de covariâncias dos resíduos - e outra, de natureza gráca -
representação da distribuição empírica dos resíduos relativos a cada equação e a cada
um dos métodos de estimação. Note-se, no entanto, que os indicadores numéricos per-
mitem avaliar a qualidade das estimativas de todo o sistema, enquanto que o método
gráco permite avaliar a qualidade das estimativas de cada equação separadamente.
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6.2 Exemplo proposto por Judge etal. (1988) -
dadossimulados
O primeiro exemplo consiste na análise do SEM proposto por Judge etal. (1988), já
apresentado na Subsecção 3.10.2. Embora o tratamento anterior játenha envolvido
simulação de dados, as condições distribucionais agora simuladas foram diferentes das
adoptadas anteriormente, tendo em conta os objectivos do presente capítulo. Agora
interessa evidenciar as propriedades de robustez do estimador proposto no Capítulo
5. Este estudo inclui três componentes que importa destacar:a primeira diz respeito
ao processo de simulação das amostras de acordo com o SEM;a segunda é relativa à
possibilidade de contaminação, às diculdades que decorrem da heterocedasticidade e
à vantagem de poder comparar as estimativas obtidas com os parâmetros usados na
simulação;nalmente, a terceira é referente à replicação das simulações efectuadas, que
não é trivial, em situações de heterocedasticidade.
Os resultados nais foram avaliados de acordo com diversos critérios. De acordo
com o exposto na secção anterior, como indicadores de localização, calcularam-se as
médias e as medianas das normas dos resíduos. Separadamente, para cada equação
do modelo, procedeu-se à representação gráca das medianas dos resíduos. Note-se
que este tipo de gráco foi usado por Maronna e Yohai (1997)mas esse estudo não
envolvia replicação. Relativamente à escala, calcularam-se também médias e medianas
dos logaritmos dos números de condição das matrizes de covariâncias dos resíduos.
Para cada situação de contaminação introduzida, apresentam-se, comparam-se e
comentam-se os resultados, em termos de vantagens mais ou menos evidentes da esti-
mação robusta.
Exemplo 6.2.1. Retome-se o modelo econométrico játratado na Subsecção 3.10.2,
que pode ser apresentado na seguinte forma:8>><
>>:
 Y1 +Y221+Y331+X111 +e1 = 0
Y112 Y2 +X112+X222+X332+X442 +e2 = 0
Y223 Y3 +X113+X223 +X553+e3 = 0
:
Para estudar este exemplo, tendo em vista a análise da robustez do estimador proposto
no trabalho, começou-se por fazer a simulação de amostras de acordo com o modelo,
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admitindo cenários diferentes dos considerados anteriormente, uma vez que visam um
objectivo diferente. O procedimento seguido foi o explicado na Subsecção 3.10.2,
que se passa a relembrar:foram geradas amostras constituídas por 120 observações do
modelo, usando as matrizes dos coecientes estruturais   e B e os valores da variáveis
exógenas, X, de acordo com o denido em Judge etal. (1988). Note-se que as obser-
vações de Y decorreram dos valores simulados para os erros, admitindo cinco situações
distribucionais distintas.
Outra parte deste trabalho, incidiu na investigação sobre a forma de introduzir a con-
taminação nas amostras. Recorde-se que nos SEM as variáveis endógenas funcionam
como variáveis explicativas em algumas equações, o que dissimula o efeito da contami-
nação, dicultando assim a avaliação do impacto provocado pela mesma nos resultados.
No sentido de procurar observações atípicas com grande inuência nas estimativas não
robustas, mas que devam afectar muito menos as estimativas obtidas por métodos
robustos, foram efectuadas diversas experiências envolvendo a geração de amostras
contaminadas, seguidas do cálculo das estimativas dos parâmetros. De entre os muitos
ensaios efectuados na geração de amostras contaminadas, e que não são apresenta-
dos nesta tese, podem referir-se, por exemplo, os seguintes: contaminação de uma
percentagem de observações em todas as variáveis endógenas;contaminação de uma
percentagem de observações apenas para algumas variáveis endógenas;contaminação
substituindo uma percentagem de observações de uma sóvariável endógena por valores
aberrantes, fazendo depois variar a variável endógena.
Por outro lado, houve necessidade de ultrapassar vários tipos de diculdades inerentes
à geração de amostras sob heterocedasticidade. As diculdades devidas ao facto de
se trabalhar com modelos multivariados com dependência entre as equações e ainda
as que decorrem da introdução de contaminação em observações que apresentam uma
grande variabilidade, pelo facto de terem sido simuladas de acordo com distribuições
heterocedásticas.
Por m, procedeu-se à replicação das simulações efectuadas. Apresentam-se apenas al-
gumas das situações estudadas durante o trabalho, que pareceram conduzir a resultados
mais ilucidativos e relevantes para as conclusões.
1. Geração dostermosdeerro.
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Como o sistema é formado por três equações, para gerar amostras de dimensão
120, geraram-se 120 valores de erros tridimensionais do modelo, de acordo com
as seguintes condições amostrais:
NHC0 Distribuição N3(0;H;t)  caso heterocedástico sem contaminação.
Inicialmente pensou-se introduzir heterocedasticidade fazendo variar as va-
riâncias dos erros de todas as equações;no entanto atendendo às caracterís-
ticas da matriz de covariâncias do modelo (apresenta uma grande dispari-
dade entre as variâncias), e a eventuais problemas de mau condicionamento,
optou-se por transformar os dados (os valores de xj e de yi)de acordo com
a expressão que se apresenta de seguida e que é recomendada em situações
análogas,
xjt   xj
p
T   1sc (xj)
:
Uma vez que a transformação não conduziu a uma melhoria dos resultados,
decidiu-se continuar com os dados em formato original.
A heterocedasticidade foi introduzida do seguinte modo:como a variável x1
era a única variável exógena que era regressor da primeira equação e que
tomava sempre valores unitários, não se alterou a variância dos erros nesse
caso;para as restantes equações, utilizou-se
V (eit) = V (ei) kXi[t; ]k
2
;
onde Xi é a matriz formada pelas colunas de X que correspondem às va-
riáveis exógenas que são regressores na equação i, para i = 2; 3, e Xi[t; ]
representa a linha t de Xi. A ideia foi adaptar ao caso multidimensional
um procedimento frequentemente observado no caso unidimensional para
provocar heterocedasticidade e que consiste em tomar V ("i) = V (") x2i .
Para este exemplo, vem então que
2
2;t = V (e2t)
= V (e2) kX2[t; ]k
2
= 0:7 kX2[t; ]k
2
;
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onde X2 uma matriz por blocos do tipo X2 =
h
X1 X2 X3 X4
i
(1204)
:
Em relação à terceira equação, utilizou-se
2
3;t = V (e3t)
= V (e3) kX3[t; ]k
2
= 15:8 kX3[t; ]k
2
;
com X3 =
h
X1 X2 X5
i
(1203)
:
Concretizando, veja-se por exemplo o caso em que i = 3 e t = 1: tem-se
V (e31) = 15:8 kX3[1; ]k
2 = 15:8
 
x2
11
+ x2
21
+ x2
51

:
Os valores das covariâncias foram estabelecidos de forma a que os respec-
tivos coecientes de correlação se mantivessem aproximadamente iguais aos
homólogos da matriz CO, que é a matriz de correlação correspondente a
= [ij] ; ou seja,
CO = [ij] =
2
664
1 0:727  0:95
0:727 1  0:583
 0:95  0:583 1
3
775 ;
onde ij =
ij
ij
: Assim, obteve-se
12;t =
12;t
1;t2;t
, 0:727 =
12;t
p
227:6
q
0:7 kX2[t; ]k
2
, 12;t = 0:727
p
227:6
q
0:7 kX2[t; ]k
2
:
Procedendo da mesma forma, obtiveram-se as seguintes expressões para 13;t
e 23;t, respectivamente, 13;t =  0:95
p
227:6
q
15:8 kX3[t; ]k
2 e
23;t =  0:583
q
0:7 kX2[t; ]k
2
q
15:8 kX3[t; ]k
2
:
Uma vez que a matriz de covariâncias é simétrica, a matriz usada na geração
dos erros foi
H;t =
2
664
227:6 12;t 13;t
12;t 
2
2;t 23;t
13;t 23;t 
2
3;t
3
775 ;8t = 1; :::; 120:
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NHOC0 Distribuição N3(0;)  caso homocedástico sem contaminação.
Nestas condições não houve necessidade de introduzir cálculos adicionais.
NHC20 Distribuição N3(0;H;t)  caso heterocedástico, com grau de contaminação
20%:
A ideia que presidiu a esta situação foi a de introduzir valores de y2 que
fossem muito díspares dos restantes. Para conseguir obter essas observações
atípicas, substituíram-se 20% dos valores de y2 por 20
p
0:7max
t
(kX2[t; ]k).
Como neste caso a variância varia com t, calcularam-se as normas dos 120
vectores denidos pelas linhas de X2 (matriz que contém os valores das
variáveis exógenas que são regressores na segunda equação), tomou-se o
máximo das normas, o qual foi multiplicado pelo desvio padrão de e2 cor-
respondente ao caso homocedástico e por uma constante. Neste caso, a
constante usada foi 20 e o desvio padrão referido é
p
0:7, calculado com
base na matriz ; denida em (3:10:4).
NHOC20 Distribuição N3(0;)  caso homocedástico, com grau de contaminação
20%:
A contaminação foi introduzida substituindo 20% valores de y2 pelo valor
que se obteve por 20(sy2)c ; onde (sy2)c representa o desvio padrão amostral
corrigido de y2.
T5 Distribuições marginais t de Student com 5 graus de liberdade e matriz de
covariâncias :
2. Geração das amostras.
A partir dos valores gerados dos erros, simularam-se os valores das variáveis
endógenas, permitindo a obtenção da totalidade da amostra. Uma vez gerada
uma amostra e admitindo o cenário geral do modelo heterocedástico, importa
notar as dimensões dos parâmetros em causa no exemplo considerado, para um
sistema de 3 equações, envolvendo 12 coecientes a estimar e, para uma amostra
de 120 observações, o processo envolve matrizes de covariâncias com dimensão
(360 360).
3. Replicação das amostras.
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O processo foi replicado 500 vezes, a partir de outras tantas gerações de 120
erros tridimensionais, com base em cada uma das cinco condições distribucionais
anteriormente referidas, conduzindo ao tratamento de um total de 2500 amostras.
4. Obtenção das estimativas dos parâmetros.
Calcularam-se estimativas dos parâmetros estruturais, aplicando os métodos 3SLS,
GMMIC e GMMOGK, a partir de cada uma das 2500 amostras simuladas e
obtiveram-se os resíduos tridimensionais correspondentes a cada caso.
O cálculo das estimativas por 3SLS e por GMMIC não seráaqui detalhado, uma
vez que jáfoi explicado na Subsecção 3.10.2. Explica-se de seguida com mais
detalhe o processo de obtenção das estimativas pela versão robusta GMMOGK,
proposta no capítulo anterior. Para cada uma das amostras de dimensão 120;
estimaram-se os parâmetros estruturais, por LTS aplicado a cada equação, e
calcularam-se os h valores dos resíduos tridimensionais correspondentes, com h
denido em HetIC.3, determinados por
e^it = yit   Zit^i;LTS; i = 1; 2; 3; t = 1; :::h:
Como se referiu na Secção 5.3, para poder aplicar o estimador OGK supondo
heterocedasticidade, foi recessário fazer reamostragem sobre os resíduos anteri-
ores. Assim, obtiveram-se 1000 reamostras aleatórias de dimensão 120 desses
resíduos. Para agrupar convenientemente os resíduos reamostrados por equação,
formaram-se matrizes Pi(1000120); i = 1; 2; 3, com os resíduos reamostrados cor-
respondentes à equação i;
Pi =
2
664
(e^i;1)1 : : : (e^i;120)1
...
...
(e^i;1)1000 : : : (e^i;120)1000
3
775 :
Juntando os blocos, formou-se a matriz P que se apresenta de seguida,
P=
h
P1 P2 P3
i
=
2
664
(e^1;1)1 : : : (e^1;120)1 : : : (e^3;1)1 : : : (e^3;120)1
...
...
...
...
(e^1;1)1000 : : : (e^1;120)1000 : : : (e^3;1)1000 : : : (e^3;120)1000
3
775 :
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P é uma matriz por blocos, de dimensão (1000 360); contendo 1000 realizações
de resíduos e^it; cada um dos quais com dimensão 360. À matriz P agora formada,
aplicou-se o estimador robusto de escala OGK, originando uma matriz de cova-
riâncias estimada de dimensão (360  360): Recorde-se que, neste caso, quando
o SEM é representado na forma y = Z + e; referida em (3:4:2), e quando se
vericam as hipóteses especicadas no modelo, a matriz de covariâncias dos erros
é do tipo

 =
2
664

1  
13
...
. . .
...

31  
3
3
775 ;
onde 
ij; i; j= 1; 2; 3; são blocos diagonais com elementos diferentes. Atendendo
a essa estrutura, considerou-se uma partição semelhante para a matriz de cova-
riâncias estimada, ou seja, considerou-se 
^ formada por nove blocos de dimensão
(120 120): Para obter as estimativas dos blocos 
^ij;OGK ; usaram-se os elemen-
tos homólogos das diagonais dos blocos correspondentes da matriz estimada por
OGK e consideraram-se nulos os restantes elementos. Juntando ordenadamente
todos os blocos estimados, obteve-se 
^OGK ; uma estimativa robusta global de 
.
Recorde-se que, para obter ^GMMOGK , que estima  no modelo (3:4:2) ; ainda
falta resolver o problema de minimização denido pela expressão (5:4:5). Como
nesse problema, a função objectivo depende de 
^ através da matriz A, por
A =

(I
X)
h
(I
X0) 
^ (I
X)
i
 1
(I
X0)

;
1
2
usou-se a estimativa anteriormente obtida, designada por 
^OGK para concretizar

^:
Para obter a solução do problema de minimização, recorreu-se à função optim do
programa R, tendo, no entanto, havido necessidade de resolver algumas questões
relacionadas com o processo de convergência e com a escolha da solução inicial.
Para resolver diculdades de falta de convergência, procedeu-se a um ajustamento
do número máximo de iterações congurado no programa. Como solução inicial
usou-se a estimativa obtida por LTS, a qual conduziu a boas soluções iniciais e
facilitou o processo de convergência.
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5. Cálculo dos resíduos.
A análise dos resultados foi estabelecida com base nos resíduos, os quais foram
obtidos para cada método, através das expressões:
e^3SLS = y   Z^3SLS; e^GM MIC = y   Z^GM MIC e e^GMMOGK = y   Z^GMMOGK :
Note-se que cada um dos resíduos anteriores é um vector de dimensão 360, cor-
respondente à notação e^ = vec^E: Por isso, para cada método de estimação con-
siderado, obtiveram-se de seguida os 120 resíduos tridimensionais, com os quais
se formaram matrizes de resíduos, de dimensão (120  3) :E^3SLS; E^GM MIC e
E^GMMOGK . Foram estas matrizes que serviram de base à análise de resíduos
efectuada no ponto seguinte.
6. Análise dos resultados.
Os resultados nais foram avaliados de acordo com três indicadores - calcularam-
se os dois indicadores numéricos, anteriormente referidos, e fez-se a análise gráca
das medianas dos resíduos para cada uma das equação do modelo.
Relembra-se que, como indicador de localização, se usou a média das normas dos
120 resíduos tridimensionais e, como indicador de escala, se utilizou o logaritmo
do número de condição da matriz de covariâncias dos resíduos. Para obter esses
valores, calculou-se a média das 120 normas dos resíduos tridimensionais e o lo-
garitmo de base 10 do número de condição da matriz de covariâncias da amostra
dos mesmos 120 resíduos. Assim, para cada amostra, calcularam-se a média das
normas dos resíduos e o logaritmo do número de condição da matriz de covariân-
cias dos resíduos.
O procedimento foi repetido para cada uma das situações amostrais consideradas,
tendo sido feitas 500 réplicas em cada caso. Para resumir essa informação,
obtiveram-se os valores da média e da mediana das 500 médias das normas dos
resíduos (nvr), e dos 500 logaritmos dos números de condição (log(k))das ma-
trizes de covariâncias dos resíduos. Efectuaram-se cálculos semelhantes para cada
um dos cinco cenários distribucionais anteriormente referidos.
Nas Tabelas 6.1e 6.2resumem-se os resultados obtidos com cada método, respecti-
vamente, para os casos heterocedástico e homocedástico, sem contaminação e com 20%
182
caso heterocedástico
sem contaminação com 20% de contaminação
nvr log(k) nvr log(k)
3SLS 1.5336 5.0787 1.5176 4.8689
GMMIC 1.5342 5.0794 1.5159 4.8366
GMMOGK (HetIC) 1.5698 4.1630 1.5393 4.4959
Tabela 6.1: Médias dos indicadores - caso heterocedástico - valores do GMMOGK
obtidos com o algoritmo HetIC.
caso homocedástico
sem contaminação com 20% de contaminação
nvr log(k) nvr log(k)
3SLS 1.5910 0.1783 1.5965 6.1585
GMMIC 1.5909 0.1784 1.5826 5.9313
GMMOGK (HetIC) 1.5919 0.2865 1.6803 4.4963
Tabela 6.2: Médias dos indicadores - caso homocedástico - valores do GMMOGK
obtidos com o algoritmo HetIC.
de contaminação.
Observando a Tabela 6.1e a Tabela 6.2, começa por se notar que a média das normas
dos resíduos é da mesma ordem de grandeza, para todos os estimadores e para todos
os cenários (ver colunas nvr). Quanto ao logaritmo do número de condição, repare-
se que, no caso heterocedástico, os menores valores foram os obtidos com a versão
robusta do estimador GMM (ver colunas log(k)). Observou-se que houve redução do
logaritmo do número de condição em relação ao estimador GMM tradicional, tanto
sem contaminação como com a contaminação de 20%. No entanto a redução maior
observou-se no caso de não haver contaminação. Estes resultados mostram que, usando
o número de condição como indicador, a versão robusta GMMOGK é superior na
estimação de modelos heterocedásticos, mesmo quando não existe contaminação.
Resumindo, o estimador GMMOGK mostra um desempenho semelhante ao GMMIC
no que diz respeito à localização e melhor desempenho no que diz respeito à dispersão,
quer exista ou não contaminação.
A análise da Tabela 6.2não conduz às mesmas conclusões para o caso homocedás-
tico. De facto, do ponto de vista da localização, os resultados mantêm-se da mesma
ordem de grandeza, enquanto que na dispersão há um decréscimo do logaritmo do
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Figura 6.1: Resíduos da equação 1 obtidos com HetIC - caso heterocedástico sem
contaminação.
número de condição, mas apenas no caso em que houve contaminação. A análise efec-
tuada sobre os resultados destes dois indicadores conduz à conclusão de que a versão
robusta GMMOGK, desenvolvida para o modelo heterocedástico, apresenta um melhor
desempenho precisamente nesse caso, não trazendo tantas vantagens no caso particular
homocedástico.
Para efectuar uma análise gráca, representaram-se separadamente os resultados
correspondentes a cada uma das equações. Para cada equação, apresentaram-se os 120
valores das medianas correspondentes às 120 amostras de 500 valores de resíduos de
cada equação. Foram também representadas duas bandas denidas pelos limites por
l1 =  2:5  M AD e l2 = +2:5  M AD: Este tipo de gráco foi usado por Maronna
e Yohai (1997)para representar e analisar os resultados, por equação, neste tipo de
modelos. Inicialmente analisaram-se os resultados obtidos a partir das amostras cor-
respondentes aos cenários NHC0e NHC20. Os grácos das medianas por equação,
para o caso heterocedástico sem contaminação, apresentam-se nas Figuras 6.1a 6.3.
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Figura 6.2: Resíduos da equação 2 obtidos com HetIC - caso heterocedástico sem
contaminação.
Os grácos das medianas por equação, para o caso heterocedástico com 20% de
contaminação, apresentam-se nas Figuras 6.4a 6.6.
Nas Figuras 6.7a 6.9e 6.10a 6.12encontra-se representado o caso homocedástico,
respectivamente, sem contaminação e com 20% de contaminação, para as três equações
do modelo.
Ao comparar as bandas, por equação, nota-se que não háuma superioridade notória
do GMMOGK para todas as equações, o que leva a crer que a estrutura do sistema e
de cada equação em particular é inuente do desempenho do estimador. Chama-se a
atenção para o facto desta conclusão ser válida para os restantes estimadores, pelo que
não serácertamente uma desvantagem especíca do GMMOGK.
Os resultados numéricos encontram-se organizados nas Tabelas 6.3 e 6.4 e cor-
respondem às amplitudes das bandas obtidas com cada método, para cada equação,
respectivamente, para os casos heterocedástico e homocedástico, sem contaminação e
com 20% de contaminação.
Uma vez que o modelo homocedástico pode ser visto como um caso particular do
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Figura 6.3: Resíduos da equação 3 obtidos com HetIC - caso heterocedástico sem
contaminação.
caso heterocedástico
sem contaminação com 20% de contaminação
equação 1 equação 2 equação 3 equação 1 equação 2 equação 3
3SLS 4.4493 6.6620 62.9997 284.2105 723.6842 91.0714
GMMIC 3.9126 5.9930 53.7879 289.4737 710.5263 89.2857
GMMOGK (HetIC) 13.4052 7.1255 124.8274 231.5789 657.8947 148.2143
Tabela 6.3: Largura das bandas - caso heterocedástico - valores do GMMOGK obtidos
com o algoritmo HetIC.
caso homocedástico
sem contaminação com 20% de contaminação
equação 1 equação 2 equação 3 equação 1 equação 2 equação 3
3SLS 6.5204 0.2493 1.2656 290.4393 730.2987 90.2108
GMMIC 6.3214 0.2619 1.2235 292.6451 738.0805 84.9128
GMMOGK (HetIC) 15.7431 0.2684 1.7628 257.8732 694.5912 149.2494
Tabela 6.4: Largura das bandas - caso homocedástico - valores do GMMOGK obtidos
com o algoritmo HetIC.
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Figura 6.4: Resíduos da equação 1obtidos com HetIC - caso heterocedástico com 20%
de contaminação.
Figura 6.5: Resíduos da equação 2obtidos com HetIC - caso heterocedástico com 20%
de contaminação.
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Figura 6.6: Resíduos da equação 3obtidos com HetIC - caso heterocedástico com 20%
de contaminação.
Figura 6.7: Resíduos da equação 1obtidos por HetIC - caso homocedástico sem con-
taminação.
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Figura 6.8: Resíduos da equação 2obtidos por HetIC - caso homocedástico sem con-
taminação.
Figura 6.9: Resíduos da equação 3obtidos por HetIC - caso homocedástico sem con-
taminação.
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Figura 6.10: Resíduos da equação 1obtidos por HetIC - caso homocedástico com 20%
de contaminação.
Figura 6.11: Resíduos da equação 2obtidos por HetIC - caso homocedástico com 20%
de contaminação.
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Figura 6.12: Resíduos da equação 3obtidos por HetIC - caso homocedástico com 20%
de contaminação.
Figura 6.13: Resíduos da equação 1obtidos por HomIC - caso homocedástico com 20%
de contaminação.
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Figura 6.14: Resíduos da equação 2obtidos por HomIC - caso homocedástico com 20%
de contaminação.
Figura 6.15: Resíduos da equação 3obtidos por HomIC - caso homocedástico com 20%
de contaminação.
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caso homocedástico
sem contaminação com 20% de contaminação
nvr log(k) nvr log(k)
3SLS 1.5927 0.1779 1.5965 6.1583
GMMIC 1.5927 0.1779 1.5965 6.1583
GMMOGK (HomIC) 1.5932 0.2982 1.6657 4.5370
Tabela 6.5: Médias dos indicadores - caso homocedástico - valores do GMMOGK
obtidos com o algoritmo HomIC.
modelo heterocedástico, os resultados obtidos com o estimador GMMOGK para os
cenários distribucionais NHOC0e NHOC20motivaram a que se investigasse melhor
o desempenho do estimador nesses casos. Efectivamente, ao construir o estimador
GMMOGK, prevendo o modelo heterocedástico, existe a necessidade de recorrer à
reamostragem para estimar as diversas variâncias dos termos de erro. Assim, decidiu-
se estudar o desempenho do estimador quando se admite que o modelo é homocedástico,
ou seja, modicando o processo de estimação no sentido de dispensar a reamostragem.
Resumindo a ideia, procurou-se estudar o estimador numa versão simplicada e a-
dequada ao caso particular dos modelos homocedásticos. Rezeram-se os cálculos de
acordo com a geração das amostras nos cenários NHOC0e NHOC20, com os indicadores
anteriores e com o mesmo número de réplicas.
Os resultados encontrados apresentam-se na Tabela 6.5. A análise desta tabela
mostra que o estimador GMMOGK apresenta melhores estimativas do que a versão
tradicional GMMIC, em caso de contaminação. No caso em que não hácontaminção
os resultados são muito semelhantes. Importa salientar que a adaptação do processo
de cálculo das estimativas obtidas por GMMOGK ao caso do modelo homocedástico
conduz a uma grande simplicação do estimador e a uma redução signicativa no tempo
de cálculo, uma vez que não envolve qualquer processo de reamostragem.
A representação gráca dos resíduos por equação, obtidos com a versão simpli-
cada do estimador GM M OGK para o caso homocedástico (algoritmo HomIC), para a
distribuição homocedástica com 20% de contaminação, correspondem às Figuras 6.13
a 6.15, enquanto que as Figuras 6.16a 6.18 representam os resultados obtidos pelo
mesmo algoritmo para a distribuição homocedástica sem contaminação.
As amplitudes das bandas obtidas com cada método, para cada equação, para o
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Figura 6.16: Resíduos da equação 1obtidos com HomIC - caso homocedástico sem
contaminação.
Figura 6.17: Resíduos da equação 2obtidos com HomIC - caso homocedástico sem
contaminação.
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Figura 6.18: Resíduos da equação 3obtidos com HomIC - caso homocedástico sem
contaminação.
caso homocedástico
sem contaminação com 20% de contaminação
equação 1 equação 2 equação 3 equação 1 equação 2 equação 3
3SLS 3.8901 0.2088 1.3121 290.2792 730.3481 90.5339
GMMIC 3.8901 0.2088 1.3121 290.2792 730.3481 90.5339
GMMOGK (HomIC) 15.177 0.2207 1.7509 233.7840 670.4168 149.2062
Tabela 6.6: Largura das bandas - caso homocedástico - valores do GMMOGK obtidos
com o algoritmo HomIC.
caso homocedástico, sem contaminação e com 20% de contaminação, encontram-se na
Tabela 6.6.
Relativamente à última situação amostral considerada, T5, ou seja, com dis-
tribuições marginais t de Student com 5 graus de liberdade e matriz de covariâncias
; obtiveram-se os resultados grácos que se encontram nas Figuras 6.19a 6.21, as
larguras das bandas constam da Tabela 6.7e as médias dos indicadores podem ser vistas
na Tabela 6.8. Estes resultados são semelhantes aos obtidos nas situações anteriores,
variando entre equações e não permitindo destacar nenhum estimador.
Após esta abordagem do estudo e conjugando as conclusões obtidas, é de crer que se
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Figura 6.19: Resíduos da equação 1obtidos com HetIC - caso T5.
Figura 6.20: Resíduos da equação 2obtidos com HetIC - caso T5.
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Figura 6.21: Resíduos da equação 3obtidos com HetIC - caso T5.
equação 1 equação 2 equação 3
3SLS 4.9184 0.2604 1.0593
GMMIC 4.2926 0.2498 1.1313
GMMOGK (HetIC) 19.9617 0.2712 2.0188
Tabela 6.7: Largura das bandas - caso T5 - valores do GMMOGK obtidos com o
algoritmo HetIC.
nvr log(k)
3SLS 1.5214 0.2248
GMMIC 1.5255 0.2243
GMMOGK (HetIC) 1.5355 0.3189
Tabela 6.8: Médias dos indicadores - caso T5- valores do GMMOGK obtidos com o
algoritmo HetIC.
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justica usar o estimador GMMOGK em situações em que háindícios ou conhecimento
concreto de heterocedasticidade. Caso contrário, e apesar de poder haver algum custo
na eciência, poderávaler a pena ignorar a heterocedasticidade do ponto de vista da
estimação, usando o GMMOGK no seu processo de cálculo simplicado. 
6.3 Exemplo proposto por M aronna e Yohai (1997)
-dados reais
Este exemplo considera um modelo e um conjunto de dados reais da economia da
Argentina, o qual contém observações atípicas. Os dados, referentes ao período de
1956 a 1984, foram apresentados e analisados em Maronna e Yohai (1997)e foram
usados no presente trabalho para validar os programas desenvolvidos no decurso deste
trabalho. Assim, obtiveram-se estimativas dos parâmetros pelo método dos mínimos
quadrados em três fases, as quais foram comparadas com as estimativas publicadas
no artigo, vericando-se serem muito semelhantes. Posteriormente, calcularam-se as
estimativas dos coecientes do sistema recorrendo aos estimadores GMMIC e
GMMOGK : apresentam-se e comentam-se os resultados alcançados com a proposta
robusta, separadamente para cada uma das equações. Para analisar gracamente os
resultados, procedeu-se à representação gráca dos resíduos por equação, seguindo
o procedimento usado por Maronna e Yohai (1997), para facilitar a comparação de
resultados. Calcularam-se ainda a norma do vector de resíduos e o logaritmo do número
de condição - indicadores sugeridos em Maronna etal. (2006). O estudo comparativo
evidenciou que a estimação robusta era vantajosa, sobretudo numa das equações.
Exemplo 6.3.1. Neste exemplo estudou-se um modelo e um conjunto de dados reais
relativos à economia argentina, publicados por Maronna e Yohai (1997). Trata-se de
um SEM formado por três equações que pode ser apresentado na forma
8>><
>>:
Y1 = Y331 +X551+e1
Y2 = Y112 +X112 +X442 +X552+e2
Y3 = Y1  Y2 +X1 +X2  X3 +X4
;
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ou na forma estrutural,
8>><
>>:
 Y1 +Y331 +X551+e1 = 0
Y112 Y2 +X112 +X442+X552+e2 = 0
Y1  Y2 Y3 +X1 +X2  X3+X4 = 0
:
As variáveis exógenas são: x1, o investimento bruto, x2, o volume de exportações, x3,
os custos de impostos e x4, o consumo público. Considerou-se uma variável exógena
adicional unitária, x5, de modo a incluir um termo independente nas equações. Quanto
às variáveis endógenas, y1 representa o consumo privado, y2 o volume de importações
e y3 o rendimento. O conjunto de dados corresponde a uma matriz com 29 linhas
e 7 colunas, contendo valores reais correspondentes aos registos anuais de cada uma
das sete variáveis referidas, para o período de 1956 a 1984. Acrescentouse uma oitava
coluna de uns, correspondentes aos valores da variável x5:Os termos e1 e e2 representam
os erros aleatórios do modelo.
Começou-se por estudar a identicabilidade das equações e vericou-se que eram todas
identicadas. Para isso, considerou-se a matriz dos parâmetros estruturais do modelo,
(82) =
2
66666666666666664
 1 12
0  1
31 0
0 12
0 0
0 0
0 42
51 52
3
77777777777777775
;
construiu-se a matriz dos coecientes das restrições de exclusão, para cada equação i
na forma estrutural, a qual se designou por Ri; e discutiu-se a identicabilidade, de
acordo com a Proposição 2.3.4.
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Assim, para a primeira equação, tem-se que
R1 =
2
666666664
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
3
777777775
) R1 =
2
666666664
0  1
0 12
0 0
0 0
0 42
3
777777775
;
logo rank(R1) = 1 e rank(R1) = 5 > 1; concluindo-se que esta equação ésobreiden-
ticada.
Quanto àsegunda equação, tem-se que
R2 =
2
664
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
3
775
) R2 =
2
664
31 0
0 0
0 0
3
775 ;
pelo que rank(R2) = 1 e rank(R2) = 3> 1; donde se conclui que esta equação
também ésobreidenticada.
Na terceira equação, tem-se
R3 =
h
0 0 0 0 0 0 0 1
i
) R3 =
h
51 52
i
;
donde se conclui que rank(R3) = 1 e rank(R3) = 1 = 1; logo esta equação é
exactamente identicada.
Considerando o modelo na forma y = Z + e; o vector de parâmetros estruturais
desconhecidos que interessa estimar é
 =
h
31 51 12 12 42 52
i
0
:
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Note-se que a última equação éuma identidade contabilística, não contém parâmetros
desconhecidos, logo não necessita de ser estimada.
No trabalho de Maronna e Yohai (1997), os autores apresentam os resultados das esti-
mativas do vector de parâmetros obtidas pelo método dos mínimos quadrados iterados
em três fases e por um estimador robusto proposto, o estimador  multivariado, os
quais podem ver-se a seguir.
^I3SLS=
h
0:676 134:89 0:449  0:370  0:691  125:121
i
0
e
^=
h
0:728 80:438 0:124 0:001 0:088 0:765
i
0
:
Esses autores efectuaram a análise dos resultados individualmente, para cada uma das
equações do modelo. Para comparar os resultados obtidos pelos diferentes métodos,
basearam-se nos valores dos resíduos e estudaram a distribuição empírica dos resíduos
por equação. A avaliação das estimativas foi feita tendo em conta a largura das bandas
denidas por 2 2:5MAD:
No presente trabalho, estimaram-se os coecientes estruturais do modelo pelos dife-
rentes métodos que foram referidos anteriormente, isto é, por mínimos quadados em
três fases, por momentos generalizado e pela versão robusta dos momentos generalizado.
Na análise dos resultados, utilizaram-se os critérios usados por Maronna e Yohai (1997),
de modo a facilitar a comparação. Foram obtidas estimativas do vector  e os resultados
foram os seguintes:
^3SLS=
h
0:676 135:32 0:446  0:367  0:680  124:471
i
0
;
^GMMIC=
h
0:673 136:27 0:599  0:651  1:257  136:884
i
0
e
^GMMOGK=
h
0:686 120:05 0:456  0:385  0:657  131:871
i
0
:
Relativamente à estimativa obtida por 3SLS, que foi calculada com o objectivo de
controlo, observou-se ser muito próxima da obtida por Maronna e Yohai (1997) por
I3SLS. Para analisar os resultados por equação, representaram-se separadamente os
resíduos, obtidos por GMMIC e por GMMOGK, correspondentes a cada uma das
equações e duas bandas denidas pelos limites por l1 =  2:5 MAD e l2 = +2:5 
MAD: Os resultados grácos encontram-se nas Figuras 6.16e 6.17.
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Figura 6.22:Resíduos obtidos por GMMIC e por GMMOGK para a 1aequação - dados
da Argentina.
Figura 6.23:Resíduos obtidos por GMMIC e por GMMOGK para a 2aequação - dados
da Argentina.
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equação 1 equação 2
GMMIC 140:9019 245:2970
GMMOGK (HetIC) 159:8163 193:4912
Tabela 6.9:Largura das bandas obtidas - dados da Argentina.
nvr log(k)
GMMIC 1:11 0:41
GMMOGK (HetIC) 1:13 0:31
Tabela 6.10:Valores dos indicadores - dados da Argentina.
Comparando os resultados obtidos pela versão tradicional do estimador GMM,com
os da versão robusta, conrmou-se que as conclusões diferem de equação para equação,
tal como havia sido vericado no artigo anteriormente referido. A Tabela 6.9contém
as amplitudes das bandas obtidas com cada método, para cada equação.
Os valores encontrados indicam que, no caso da segunda equação, a versão robusta
do estimador GMM permite obter melhores resultados em relação àversão clássica do
estimador GMM,uma vez que os resíduos correspondentes àversão robusta apresentam
menor dispersão, quando esta foi avaliada pela da largura das bandas. Por outro lado,
a Tabela 6.10contém os valores dos indicadores sugeridos por Maronna etal. (2006)
(norma do vector de resíduos e logaritmo o número de condição), obtidos com cada
uma das versões do estimador GMM.
Avaliando a qualidade doGMMOGK com base na distribuição dos resíduos, verica-
se que as estimativas dos parâmetros são próximas das que se se obtêm por outros
métodos e háum ganho signicativo em termos de dispersão dos resíduos.
Esta ilustração mostrou que os resultados foram claramente satisfatórios. Apesar
da metodologia robusta, os resultados encontrados parecem indicar que as conclusões
diferem de equação para equação. 
Capítulo 7
Conclusões
7.1 Comentários gerais
O presente trabalho começa por destacar os papéis que tanto a Economia como a
Econometria e a Estatística desempenham na concepção e na análise do Modelo de
Equações Simultâneas. Embora o ponto de vista/interesse deste estudo seja essencial-
mente estatístico, achou-se interessante situar as origens do modelo e as suas carac-
terísticas econométricas, aspectos bem divulgados em obras de econometria, mas não
nas de estatística, onde o próprio modelo égeralmente ignorado.
De seguida, apresentou-se a caracterização formal dos modelos e das condições dis-
tribucionais que, em geral, são assumidas. Para além disso, fez-se uma breve revisão do
estudo dos modelos, os quais possuem características especícas, decorrentes da moti-
vação económica subjacente, mas que exigem um tratamento matemático considerável.
Admitindo que o sistema de equações verica as condições algébricas necessárias
à identicação dos parâmetros estatísticos, que incluem os coecientes das variáveis
económicas, passou-se a descrever os processos de estimação mais divulgados, nomeada-
mente, a estimação dos parâmetros pelo método dos mínimos quadrados e pelo método
dos momentos generalizado. O estudo focalizou-se no método dos momentos genera-
lizado, tendo em conta que, na literatura mais recente, este último método tem sido
preferido, por permitir integrar no processo de construção dos estimadores condições de
optimalidade decorrentes da situação económica em análise. Por outro lado, a utiliza-
ção do método dos momentos generalizado não exige que o modelo seja homocedástico,
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o que permitiu estudar o processo de estimação na forma mais geral do modelo hete-
rocedástico.
Uma das questões especícas do modelo de equações simultâneas éa polémica que
existe entre a opção pela estimação dos parâmetros através da estimação sucessiva de
cada uma das equações do sistema (cujos métodos são designados globalmente por
métodos de informação limitada) ou, pelo contrário, pela estimação conjunta de todas
as equações (sendo estes métodos conhecidos por métodos de informação completa).
Os estudos publicados sobre este assunto comparam as duas vias em termos de e-
ciência dos estimadores (supondo que os erros do modelo seguem distribuição normal),
mas apenas estudam os métodos baseados em estimadores de mínimos quadrados. En-
tretanto, alguns autores continuam a apontar as vantagens empíricas dos métodos de
informação limitada. Uma vez que a questão não tem sido investigada para os esti-
madores obtidos pelo método dos momentos generalizado, este trabalho incluiu um
estudo comparativo original, desenvolvido nesta classe de estimadores. Após ter sido
encontrada uma representação conveniente para a matriz de covariâncias dos erros do
modelo, foi possível demonstrar que os estimadores de momentos generalizados são
assintoticamente mais ecientes usando informação completa do que quando se usam
métodos de informação limitada. O resultado foi estabelecido com base no critério da
variância generalizada. Para além disso, a referida representação da matriz de cova-
riâncias dos erros permitiu obter uma forma explícita para o estimador de momentos
generalizados, em função de uma estimativa dessa matriz. Posteriormente, tomou-se
conhecimento de que esta forma do estimador tinha jásido desenvolvida e publicada
por outros autores, embora fosse apresentada através de uma expressão bem diferente.
Este facto, temporariamente desagradável, tornou-se útil para conrmar a validade do
resultado encontrado por uma via original.
Como a demonstração efectuada sobre a eciência relativa dos estimadores éválida
apenas em termos assintóticos, ampliou-se a investigação do problema, considerando
um estudo paralelo, empírico, com amostras de dimensão nita. Esse estudo incidiu
sobre dois modelos particulares e vericou-se que, em ambos os casos, os resultados
obtidos eram idênticos pelos dois processos (informação completa ou informação limi-
tada). Assim sendo, e tendo em conta as vantagens da estimação limitada, quer pela
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maior simplicidade no tratamento matemático, quer pela menor propagação de erros
de modelação, concluiu-se que, pelo menos para os modelos particulares considerados,
em amostras de dimensão nita não hávantagens práticas em optar pela estimação
simultânea de todas as equações do sistema. Esta conclusão conrma que hámo-
tivos justicados para que alguns autores (por exemplo, Greene, 2003e Baltagi, 2008)
recomendem que sejam usados métodos de informação limitada em situações reais.
De acordo com as conclusões teóricas atrás referidas, tendo em conta o objec-
tivo principal do trabalho, que consistia na pesquisa de estimadores robustos para
os parâmetros do modelo de equações simultâneas, e apesar das reexões sobre a es-
timação em amostras de dimensão nita, foi decidido prosseguir a investigação con-
siderando os cenários mais gerais do modelo, ou seja, supondo o modelo heterocedás-
tico e usando a metodologia da informação completa. Esta decisão teve em conta
as seguintes conveniências:i) do geral (modelo heterocedástico) decorre o particular
(modelo homocedástico), ii) a elegância matemática, probabilística e estatística émaior
no tratamento da estimação simultânea, iii) o pesado trabalho computacional, que no
passado era uma desvantagem signicativa, éagora executado rapidamente pela maior
parte dos computadores portáteis.
O trabalho prosseguiu então com a procura de um processo de estimação consti-
tuído por três etapas (tal como acontece na estimação tradicional pelo método dos
momentos generalizado) que conduzisse a um estimador global robusto. A linha ori-
entadora da investigação consistiu em modicar cada uma das três fases, substituindo
ou adaptando os estimadores tradicionais intervenientes em cada fase, por estimadores
robustos. Tendo em atenção as características comuns entre os modelos de equações
simultâneas e os modelos de regressão multivariada, estudou-se com maior detalhe a
eventual adequação de métodos da regressão robusta. Por outro lado, a representação
explícita do estimador como função da estimativa da matriz das covariâncias dos erros,
obrigou àselecção do melhor método, de entre as diversas propostas existentes para a
estimação robusta de matrizes de covariâncias.
Deste modo, foi possível desenvolver a proposta de uma versão robusta do estimador
GMM, que se designou por GMMOGK,e que, resumidamente, consiste nas seguintes
fases sucessivas:
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1. Cálculo deestimativasiniciaisdosparâmetros. Tal como no processo tradi-
cional, as estimativas iniciais dos resíduos foram obtidas separadamente para cada
equação do modelo, mas agora usando o estimador robusto LTS. É de referir que
o estimador LTS conduziu sempre a excelentes soluções.
2. AdaptaçãoaosSEM dométodoortogonalizadodeGnanadesikan -Kettenring.
Para estimar a matriz de covariâncias dos erros do modelo foi necessário efec-
tuar previamente a reamostragem dos resíduos obtidos na fase 1. Ao recorrer à
reamostragem éinevitável um aumento signicativo do tempo computacional no
cálculo das estimativas. Mesmo assim, o tempo de cálculo écurto, cando esta
opção perfeitamente justicada.
3. Estimaçãodoscoecientesestruturais. Foi efectuada através da minimização da
função de Huber, depois de ponderada com as estimativas "robustas"encontradas
na fase anterior. A opção feita foi condicionada pela heterocedasticidade e pela
dependência entre equações.
Para avaliar o desempenho do estimador robusto proposto, zeram-se estudos de
aplicação de natureza distinta, sempre recorrendo ao programa R (e às suas packages)
para efectuar todos os cálculos:
i) Estudos de simulação - neste caso, as análises contemplaram, entre outras, as
seguintes distribuições:normal heterocedástica sem contaminação, normal hete-
rocedástica com 20% de contaminação, normal homocedástica sem contaminação,
normal homocedástica com 20% de contaminação e distribuições marginais t de
Student com correlacionamento entre componentes. Para conrmar os resulta-
dos procedeu-se àreplicação das simulações efectuadas, o que obrigou a algumas
adaptações do método, em situações de heterocedasticidade. Para além das situ-
ações descritas na tese, foi efectuada uma grande diversidade de simulações que
não foram incluídas, por se entender que não conduziam a material relevante em
relação ao exposto.
ii) Análise de dados reais - analisou-se um conjunto de dados relativos àeconomia
argentina;tratou-se de um estudo essencialmente comparativo, onde foi possível
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usar as observações reais para comparar as estimativas agora calculadas com as
estimativas anteriormente obtidas com outros métodos (publicadas em Maronna
e Yohai, 1997).
Os critérios de avaliação basearam-se no estudo da distribuição empírica dos resí-
duos multivariados, tendo em conta dois indicadores de natureza numérica e um de
natureza gráca:i) usaram-se dois indicadores numéricos, propostos em Maronna et
al. (2006), um relativo àlocalização (norma dos vectores de resíduos) e outro relativo
àescala (logaritmo do número de condição da matriz de covariâncias dos resíduos),
ii) o critério gráco consistiu na representação, em cada equação, das medianas dos
resíduos e de duas bandas que facilitaram a avaliação da dispersão dos resíduos.
A análise efectuada sobre os resultados destes indicadores permite concluir que a
versão robusta GMMOGK,desenvolvida para o modelo heterocedástico, apresenta um
melhor desempenho precisamente quando os dados são heterocedásticos. Com efeito,
nos estudos de simulação efectuados, observou-se que se esse estimador fosse aplicado
a dados provenientes de um modelo homocedástico, os resultados não eram favoráveis.
No entanto, ao aplicar a versão simplicada do GMMOGK para o caso particular
homocedástico, a dados gerados por um modelo homocedástico, jáforam obtidos bons
resultados. Neste último caso, na presença de contaminação, as estimativas foram
claramente melhores do que as obtidas pelo GMM tradicional;sem contaminação os
resultados foram próximos dos obtidos com os métodos tradicionais. Com dados reais,
desconhece-se se a amostra corresponde a um modelo heterocedástico, ou não. Assim,
se não existirem indícios signicativos de heterocedasticidade, parece ser preferível usar
a versão simplicada do GMMOGK, pois tem vantagens do ponto de vista da robustez
e de tempo de cálculo, uma vez que evita a fase de reamostragem dos resíduos.
Finalmente, importa referir que, independentemente da metodologia usada ser
robusta ou tradicional, se os resultados forem analisados separadamente para cada
equação, o estudo efectuado parece indicar que a qualidade das estimativas depende
sempre da estrutura de cada equação. Efectivamente, o GMMOGK foi concebido para
a estimação simultânea de todas as equações, mas os resultados podem também ser
analisados equação a equação. Caso seja feita essa análise, verca-se que as conclusões
não são idênticas para todas as equações do sistema. De qualquer modo, éde realçar
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que este facto também ocorre com os estimadores tradicionais, pelo que não se pode
considerar que seja uma desvantagem do método proposto nesta tese.
7.2 Perspectivas detrabalho futuro
O trabalho efectuado permitiu conrmar que em face do interesse que existe na apli-
cação do SEM,se justica que sejam investigados muitos aspectos ainda em aberto,
tanto sobre o próprio modelo, como do ponto de vista particular da robustez dos esti-
madores.
A título de exemplo, apontam-se algumas questões que se identicaram como tendo
interesse estudar, mas que caram por explorar:
 A comparação das matrizes de covariâncias assintóticas dos estimadores GMM
com informação completa e com informação limitada foi efectuada com base no
critério da variância generalizada. Para além do estudo deste assunto que se
apresenta na tese, tentou-se estabelecer a comparação das matrizes com base
num critério mais forte. Lamentavelmente, para este último critério, não foi
possível alcançar resultados análogos aos que se apresentam.
 O estudo da aplicação do GMMOGK de informação limitada. Com efeito, neste
trabalho optou-se por estudar o caso mais geral (e trabalhoso) da aplicação do
método de informação completa. Atendendo à controvérsia existente entre a
opção por estimadores de informação limitada ou de informação completa, àsupe-
rioridade pouco evidente da informação completa em dimensão nita, considera-se
que este tópico merece um investigação aprofundada.
 O grande número de parâmetros envolvidos no sistema de equações de um SEM
e a natureza das distribuições, com variáveis multidimensionais e dependentes,
são causas de grande complexidade na simulação de cenários de contaminação.
A grande quantidade de hipóteses de contaminação que foram simuladas na
preparação deste trabalho, mas não descritas no texto, fez sentir a necessidade
de averiguar quais os casos de contaminação que mais afectam os estimadores
tradicionais.
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 Vericou-se que, em todos os exemplos estudados (quer publicados noutros tra-
balhos, quer analisados na presente tese), não foi possível identicar, em cada
equação, quais são os elementos decisivos na qualidade das estimativas.
 Foram infrutíferas as tentativas para encontrar um SEM que tenha sido proposto
para a economia portuguesa. Entende-se que seria interessante conhecer tais
modelos e correspondentes dados reais, de modo a estudar o desempenho do
estimador GMMOGK na estimação dos parâmetros. Eventualmente, esta tarefa
serápossível futuramente, num projecto conjunto com colegas de Econometria.
 Do ponto de vista computacional, foi excelente a facilidade e a possibilidade de ter
acesso ao programa R, de forma a poder trabalhar com o programa e com alguma
das suas packages. Infelizmente, para calcular as estimativas GMMOGK não
foi possível usar directamente nenhuma das packagesdisponíveis (em particular
devido àheterocedasticidade e à reamostragem necessária para a aplicação do
estimador OGK aos SEM ). Seria muito útil desenvolver um projecto com colegas
da estatística computacional, de modo a optimizar as macros escritas pela autora
e a permitir disponibilizar numa package o processo de cálculo das estimativas
pelo estimador robusto proposto.
 Finalmente, espera-se que o presente trabalho possa ter dado alguma contribuição
para o estudo estatístico dos SEM,e que possa sugerir novas investigações a outros
autores.
Apêndices
A.1.1 Reescrevendo (2:2:1) na forma matricial, em relação àobservação t; t = 1; :::T;
vem
h
y1  yM
i
t
2
664
11  1M
...
...
M1  MM
3
775+ h x1  xk i
t
2
664
11  1M
...
...
k1  kM
3
775
+
h
e1  eM
i
t
= 0(1M):
Relativamente àforma matricial estrutural (2:2:2), tem-se
Y(TM) = [yti]t=1;:::;T;i=1;:::;M =
h
y1 y2  yM
i
=
h
Y1  YT
i
0
;
X(Tk) = [xtj]t=1;:::;T;j=1;:::;k =
h
x1 x2  xk
i
=
h
x1  xT
i
0
;
E(TM) = [eti]t=1;:::;T;i=1;:::;M =
h
e1 e2  eM
i
=
h
e1  eT
i
0
;
onde Y0t, x
0
t e e
0
t representam a linha t das matrizes Y, X e E, respectivamente,
e representando por A0 a transposta da matriz A:
A.1.2 A partir de (2:2:2) épossível exprimir o sistema para cada observação t, em
termos das matrizes dos coecientes.
2
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y11  y1M
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yT1 : : : yTM
3
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M1  MM
3
775+
2
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2
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+
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(TM)
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jM
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j=1 xTj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j=1 xTjjM
3
775+
+
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664
e11 : : : e1M
...
...
eT1 : : : eTM
3
775 =
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0  0
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0 : : : 0
3
775
(TM)
;
pelo que o modelo (2:2:2) éequivalente a ter2
666666664
MX
i=1
y1ii1 +
kX
j=1
x1jj1 + e11 = 0 : : :
MX
i=1
y1iiM +
kX
j=1
x1jjM + e1M = 0
...
...
MX
i=1
yTii1 +
kX
j=1
xTjj1 + eT1 = 0 : : :
MX
i=1
yTiiM +
kX
j=1
xTjjM + eTM = 0
3
777777775
,
(7.2.1)
podendo esta forma ser interpretada do seguinte modo:as M componentes da
linha t correspondemàtésima observação de cada uma dasM equações, enquanto
que as T componentes da coluna i correspondem às T observações da equação i:
(a) Observe-se que, xando a observação t do sistema de M equações na forma
(7:2:1), pode escrever-se
Y0t + x
0
tB+ e
0
t = 0(1M); t = 1; :::; T;
onde Y0t, x
0
t e e
0
t representam a linha t das matrizes Y, X e E, respectiva-
mente.
(b) Por outro lado, destacando a equação i em (7:2:1) e considerando o conjunto
das T observações, vem8>><
>>:
PM
g=1 y1ggi +
Pk
j=1 x1jji + e1i = 0
...PM
g=1 yTggi +
Pk
j=1 xTjji + eTi = 0
, Y i +XBi + ei = 0(T1); i = 1; :::;M;
onde  i, Bi e ei representam a coluna i das matrizes  , B e E, respectiva-
mente.
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A.1.3 Designou-se por  a matriz E

E0E
T
jX

. Tendo em conta HFE.1.3-(i), esta
matriz pode tomar a forma seguinte:
=E
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T
jX

= E
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3
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2
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. . .
...
1
T
TP
t=1
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3
777775 :
Repare-se que, no caso homocedástico, quando se verica [2it = 
2
i ^ ijt = ij] ;8t =
1; :::; T , esta matriz se simplica, permitindo obter a forma2
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T
(T2
1
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T
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. . .
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1
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2
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775 = :
A.2.1 Propriedades do estimador ^i;OLS :
POLS.1 O estimador ^i;OLS não éconsistente para i.
Demonstração. Para vericar a consistência do estimador, note-se que
p lim
T!1
h
^i;OLS
i
= i + p lim
T!1
2
64
Y0iYi
T
Y0iXi
T
X0iYi
T
X0iXi
T
3
75
 1
 p lim
T!1
2
64
Y0iei
T
X0iei
T
3
75 : (7.2.2)
Para estudar estes limites, importa escrever a forma reduzida de acordo com a partição
seguida para a forma estrutural, em (2:3:2), obtendo-se:
h
yi Yi Y

i
i
=
h
Xi X

i
i "
11 12 13
21 22 23
#
+
h
vi Vi V

i
i
: (7.2.3)
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Por outro lado, tendo em conta a Proposição 2.2.3, tem-se
p lim
T!1
1
T
(Y0Y) = 0XX  + 
v;
onde
XX = p lim
T!1
1
T
(X0X), XX = p lim
T!1
1
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X0i
X0i
# h
Xi X

i
i)
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T
"
X0iXi X
0
iX

i
X0i Xi X
0
i X

i
#
(7.2.4)
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=
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i
: (7.2.5)
Assim, pode escrever-se
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Donde se retira que
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22((Mi   1) (Mi   1)) éa submatrizde 
v correspondente a Vi; de acordo com
o desenvolvimento associado àpartição considerada, que se apresenta de seguida,
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Por outro lado, ainda pela Proposição 2.2.3, tem-se que
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resulta que
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e, consequentemente,
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Por outro lado, como
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atendendo a (3:3:18) ; vem que
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Por m, como
p lim
T!1
1
T
(Y0E) = p lim
T!1
1
T
(0X0 +V0)E
=p lim
T!1
1
T
0X0E+ p lim
T!1
1
T
V0E
= 00+p lim
T!1
1
T
h 
  1

0
E0E
i
; por (2:2:13)
=
 
  1

0
; por HFE.5,
e considerando que
p lim
T!1
1
T
Y0E = p lim
T!1
1
T
8>><
>>:
2
664
y0i
Y0i
Y0i
3
775h e1  ei : : : eM i
9>>=
>>;
= p lim
T!1
1
T
2
664
y0ie1  y
0
iei : : : y
0
ieM
Y0ie1  Y
0
iei  Y
0
ieM
Y0i e1  Y
0
i ei  Y
0
i eM
3
775 ;
vem
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Conjugando estes resultados, resulta que partindo de (7:2:2) se tem
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o que traduzque o estimador ^i;OLS não éconsistente para i.
A.2.2 O estimador de variáveis instrumentais goza das seguintes propriedades:
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PVI.1 O estimador de variáveis instrumentais, ^i;V I ; é um estimador consistente
para i:
Demonstração. Para vericar esta propriedade, é preciso averiguar se p lim
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Demonstração. Tendo em conta (7:2:6) ; vem
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1.PVI.3 A matrizde covariâncias assintótica de ^i;V I é
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.
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Demonstração. Para estimar 2i , a variância do erro aleatório da equação i, ei; e a
variância dos resíduos relativos àequação i aparece como um estimador natural,
^2i =
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[e^0ie^i]
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
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
0

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
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2
:
Partindo do vector de resíduos da equação i,
e^i = yi   Zi^i;V I
= yi   Zi (W
0
iZi)
 1
W0iyi;
e substituindo yi = Zii + ei; vem
yi   Zi^i;V I = (Zii + ei)  Zi (W
0
iZi)
 1
W0i (Zii + ei)
= (Zii + ei)  Zi (W
0
iZi)
 1
W0iZii   Zi (W
0
iZi)
 1
W0iei
= (Zii + ei)  Zii   Zi (W
0
iZi)
 1
W0iei
= ei   Zi (W
0
iZi)
 1
W0iei
= ei
h
I  Zi (W
0
iZi)
 1
W0i
i
= e^i:
Deste modo,
^2i =
1
T
(e^0ie^i)
=
1
T
h
ei

I  Zi (W
0
iZi)
 1
W0i
i
0
h
ei

I  Zi (W
0
iZi)
 1
W0i
i
=
1
T
h
ei   Zi (W
0
iZi)
 1
W0iei
i
0
h
ei   Zi (W
0
iZi)
 1
W0iei
i
=
1
T
h
e0i   e
0
iWi (Z
0
iWi)
 1
Z0i
i h
ei   Zi (W
0
iZi)
 1
W0iei
i
=
e0iei
T
  2

e0iWi
T

Z0iWi
T

 1
Z0iei
T

+

e0iWi
T

Z0iWi
T

 1
Z0iZi
T

W0iZi
T

 1
W0iei
T

:
Calculando o limite em probabilidade de ^2i ; obtém-se apenas 
2
i ; devido àprimeira
parcela, pois a segunda e a terceira parcelas convergem para zero, atendendo a (3:3:8)
e (3:3:9) : Conclui-se assim que ^2i é um estimador consistente para 
2
i :
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A.2.3 Demonstração do Teorema 3.9.5.
Demonstração. Para comparar as matrizes de covariâncias assintóticas dos estimadores,
partiu-se das expressões (3:9:2) e (3:9:1) ; ou seja,
VA

^GMMIL

= p lim

C0 (
IL)
 1
C

 1
e VA

^GMMIC

= p lim

C0 (
) 1C

 1
;
e observou-se que as matrizes têm uma forma idêntica, diferindo apenas nas matrizes de
covariâncias dos erros do modelo, 
IL e 
: Deste modo, calcularamse e compararam-
se os determinantes das matrizes 
IL e 
.
Como são matrizes denidas por blocos, usou-se uma decomposição por blocos sugerida
em Seber (1984). O estudo foi desenvolvido em duas partes, primeiro tratou-se o caso de
um modelo com duas equações (M = 2), calcularam-se os determinantes, e estabeleceu-
se a sua comparação. De seguida procedeu-se àgeneralização para o caso de um modelo
com M equações, por indução.
No caso de um modelo formado por duas equações (M = 2) ; temos as matrizes 
IL e

, com dimensão (2T  2T ), da seguinte forma

IL =
"

11 0
0 
22
#
(MIL);

 =
"

11 
12

21 
22
#
(MIC ):
No cálculo do determinante, j
j, teve-se em conta que"

11 
12

21 
22
#"
I  
 1
11

12
0 I
#
=
"

11 0

21 
22  
21

 1
11

12
#
: (7.2.7)
Calculando os determinantes de ambos os membros de (7:2:7) e pelas propriedades dos
determinates, vem que
j
j = j
11j j
221j ;
onde

221 = 
22  
21

 1
11

12: (7.2.8)
A matriz
221 representa a matrizde covariâncias de e2je1; ou a matrizde covariâncias
parciais de e2 dado e1, de acordo com Mardia (1979).
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De seguida, para obter a forma de 
221, considerou-se que

22 =
2
664
2
21
 0
...
. . .
...
0  2
2T
3
775 ;
21 =
2
664
211  0
...
. . .
...
0  21T
3
775 ;
 111 =
2
664
 2
11
 0
...
. . .
...
0   2
1T
3
775 :
Efectuaram-se alguns cálculos, resultando que

221 = diag

2
2;t  
21t12t
2
1t

= diag

2
2t

1 
2
12t
2
1;t
2
2;t

= diag

2
2t
 
1  2
12t

t=1;:::T
;
onde 12t =
12t
1t2t
representa o coeciente de correlação entre e1t e e2t, e, de um modo
mais geral,
ij;t =
ijt
2itj;t
;
representa o coeciente de correlação entre eit e ejt.
Por outro lado, note-se que 21;t = E [e2te1t] = E [e1te2t] = 12;t;8t = 1; :::T; e também
ijt = ji;t: Deste modo vem que
j
j= j
11j j
221j (7.2.9)
=
diag2
1t
 diag2
2t
 
1  2
12t

=
diag2
1t
2
2t
 
1  2
12t

= j
11j j
22j
diag 1  2
12t

= j
11j j
22j
TY
t=1
 
1  2
12t

: (7.2.10)
Tendo em conta que
0  2ijt  1, 0  1  
2
ijt  1
) 0 
TY
t=1
 
1  2ijt

 1;
por (7:2:10), vem que
j
j j
11j j
22j| {z }
j
IL j
:
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Fica assim provado que, no caso em que M = 2, se tem
j
j  j
ILj :
Para estabelecer as expressões das matrizes e dos determinantes correspondentes ao
caso de um sistema com M equações, tornou-se necessário obter previamente essas
expressões nos casos em que M = 3 e M = 4. No caso de um modelo com três
equações, M = 3, as matrizes 
IL e 
, com dimensão (3T  3T ), têm a seguinte
forma:

 =
2
664

11 
12 
13

21 
22 
23

31 
32 
33
3
775 e 
IL =
2
664

11 0 0
0 
22 0
0 0 
33
3
775 :
Seguindo um procedimento análogo ao utilizado no caso anterior em (7:2:9), determinou-
se uma matrizauxiliar, A, triangular superior, da forma A =
2
664
I A B
0 I C
0 0 I
3
775, de modo
que o produto 
A fosse uma matriztriangular inferior, ou seja,

A =
2
664
D 0 0
E F 0
G H J
3
775 :
Para determinar a matrizA , foi necessário calcular as matrizes A; B e C; que são os
blocos deconhecidos dessa matriz. Para isso, resolveu-se a equação matricial

A =
2
664
D 0 0
E F 0
G H J
3
775
,
2
664

11 
12 
13

21 
22 
23

31 
32 
33
3
775
2
664
I A B
0 I C
0 0 I
3
775 =
2
664
D 0 0
E F 0
G H J
3
775
,
8>><
>>:

11A+
12 = 0

11B+
12C+
13 = 0

21B+
22C+
23 = 0
(i)
,
8>><
>>:
A =  
 111
12
B = 
 111


12
 

22 
21

 1
11
12

 1  

23 
21

 1
11
13

 

13

C =  
 

22  
21

 1
11
12

 1  

23  
21

 1
11
13
 :
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Deste modo, vem A =
2
664
I A B
0 I C
0 0 I
3
775, onde os blocos A;B e C são as soluções do
sistema anterior. Uma vezque jAj = 1; vem que j
Aj = j
j jAj = j
j ; logo
j
j = j
Aj = j
11j  j(
21A+
22) (
31B+
32C+
33)j :
Calculou-se primeiro o produto das matrizes
(
21A+
22) (
31B+
32C+
33) =
 

22 
21

 1
11
12

 [ 
31 

 1
11 (
13 
12
 

22 
21

 1
11
12

 1  

23 
21

 1
11
13

 
32
 

22 
21

 1
11
12

 1  

23 
21

 1
11
13

+ 
33)]
= 
221
 

33  
31

 1
11

13

 
 

32  
31

 1
11

12


 1
221

231

= 
221


331 
321

 1
221

231

= 
221
3321:
Note-se que, àsemelhança de (7:2:8) ;

231 = 
23  
21

 1
11

31
representa a matrizde covariâncias parciais entre e2 e e3 dado e1, e que

3321 = 
331  
321

 1
221

231
representa a matrizde covariâncias parciais de e3 dado e1e e2:
Calculou-se depois o determinante de 
, considerando
j
j = j
11j j
221
3321j : (7.2.11)
Usando o resultado obtido para o modelo com duas equações, tem-se por (7:2:10) que
j
11j j
221j = j
11j j
22j
TY
t=1
 
1  2
12;t

;
pelo que falta apenas obter j
3321j. Para isso, teve-se em conta que

3321= 
332 
312

 1
112

132; (7.2.12)
onde

332=diag

2
3t
 
1  2
32t

;
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 1
112
=diag
"
1
2
1t
 
1  2
12;t
# ;

312= 
31  
32

 1
22

12
=diag[31t] diag

32t21t
2
2t

= diag

31t  
32t21t
2
2t

t=1;:::;T
= 
132:
Então vem

3321=diag

2
3t
 
1  2
32t

 diag

31t  
32t21t
2
2t

1
2
1t (1  
2
12t)

31t  
32t21t
2
2t

= diag
2
6423t  1  232t 

31t  
32t21t
22t
2
2
1t (1  
2
12t)
3
75
t=1;:::;T
:
Tomando o termo de ordem t e tendo em conta a denição de coeciente de correlação,
vem que,
2
3t
 
1  2
32t

 

31t  
32t21t
2
2t
2
2
1t (1  
2
12t)
=
= 2
3t
 
1  2
32t

 

31t
2
2t   32t21t
2
2t
2
2
1t (1  
2
12t)
=
2
3t (1  
2
32t) 
4
2t
2
1t (1  
2
12t)  (31t
2
2t   32t21t)
2
4
2t
2
1t (1  
2
12t)
=
2
3t
"
(1  2
32t) (1  
2
12t) 

31t
3t1t
 
32t21t
3t1t
2
2t
2#
(1  2
12t)
=
2
3t
(1  2
12t)
 
1  2
32t
  
1  2
12t

  (31t   32t12t)
2

:
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Prosseguindo com o mesmo tipo de simplicações, vem
2
3t
(1  2
12t)
" 
1  2
32t
  
1  2
12t

 
(31t   32t12t)
2
(1  2
32t) (1  
2
12t)
 
1  2
32t
  
1  2
12t
#
=
2
3t
(1  2
12t)
 
1  2
32t
  
1  2
12t

  2
31:2t
 
1  2
32t
  
1  2
12t

(7.2.13)
=
2
3t
(1  2
12t)
 
1  2
32t
  
1  2
12t
  
1  2
31:2t

= 2
3t
 
1  2
32t
  
1  2
31:2t

:
Em (7:2:13) ; representou-se por
2
31:2t =
(31t   32t12t)
2
(1  2
32t) (1  
2
12t)
;
o coeciente de correlação parcial entre e3t e e1t dado e2t, e, no caso geral, usou-se
2ij:kt =
(ijt   iktjkt)
2
(1  2ikt)
 
1  2jkt
 ; (7.2.14)
para representar o coeciente de correlação parcial entre eit e ejt dado ekt.
Deste modo, vem que

3321=diag

2
3t
 
1  2
32t
  
1  2
31:2t

t=1;:::;T
: (7.2.15)
Consequentemente,
j
j = j
11j j
22j
TY
t=1
 
1  2
12t
 diag2
3t
 
1  2
32t
  
1  2
31:2t

= j
11j j
22j j
33j
TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
31:2t

:
Do mesmo modo que para o coeciente de correlação se tem 0  2  1, também para
oscoecientesde correlação parciaisse verica que osseusquadradostomam valores
em [0; 1], isto é,
0  2
31:2t  1; 0  
2
41:32t  1; ::::
Assim, fazendo
at =
 
1  2
12t
  
1  2
32t
  
1  2
31:2t

;
resulta que 0  at  1 , uma vezque éo produto de váriosfactoresque tomam valores
em [0; 1] ; e também que 0 
TQ
t=1
at  1: Logo, pode concluir-se que
j
j  j
11j j
22j j
33j| {z }
j
IL j
:
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De seguida, e com base no caso em que M = 3, obtiveram-se asexpressõesde 
 e de
j
j ; para o caso em que M = 4, para posteriormente se estabelecerem asexpressões
correspondentespara o caso em que temosM equações(M > 4).
A partir da expressão (7:2:11) resulta que, para M = 4;
j
j = j
11j j
221j j
3321j j
44321j :
Para obter o valor de j
j basta calcular j
44321j, uma vezque osoutrosdeterminantes
jáforam obtidosno caso em que M = 3: Assim, partindo da expressão (7:2:12), pode
escrever-se que

44321= 
4432 
4132

 1
1132

1432; (7.2.16)
e tendo em conta o resultado (7:2:15), vem

1132=diag

2
1t
 
1  2
13t
  
1  2
12:3t

;

 1
1132
=diag

1
2
1t (1  
2
13t) (1  
2
12:3t)

;

4432=diag

2
4t
 
1  2
43t
  
1  2
42:3t

:
Invocando de novo (7:2:12), tem-se que

4123= 
413 
123

 1
223

423;
onde

413=diag

41t  
13t43t
2
3t

;
123=diag

12t  
13t23t
2
3t

;

423=diag

42t  
43t23t
2
3t

;
223=diag

2
2t
 
1  2
23t

;

 1
223
=diag

1
2
2t (1  
2
23t)

:
Substituindo cada factor pela respectiva expressão, em (7:2:16), vem

44321=diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag
2
441t   13t43t
2
3t

 

12t  
13t23t
23t

42t  
43t23t
23t

2
2t (1  
2
23t)
3
5
diag

1
2
1t (1  
2
13t) (1  
2
12:3t)

diag
2
441t   13t43t
2
3t

 

12t  
13t23t
23t

42t  
43t23t
23t

2
2t (1  
2
23t)
3
5 :
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De seguida, efectuaram-se aspossíveissimplicaçõesenvolvendo operaçõescomfracções,
tendo em conta a relação existente entre a covariância e o coeciente de correlação e
usando (7:2:14).

44321=diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag

1
2
1t (1  
2
13t) (1  
2
12:3t)

diag
(
(2
3t41t   13t43t) 
2
3t
2
2t (1  
2
23t)  (12t
2
3t   13t23t) (42t
2
3t   43t23t)
4
3t
2
2t (1  
2
23t)
2)
= diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag
8<
:
2
4t
8
3t
4
2t
2
1t

14t
1t4t
 
13t43t
1t
2
3t4t

(1 223t) 

12t
1t2t
 
13t23t
1t
2
3t2t

42t
4t2t
 
43t23t
4t
2
3t2t
2
83t
4
2t
2
1t(1 223t)
2
(1 213t)(1 212:3t)
9=
;
= diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag
(
2
4t [(14t   13t43t) (1  
2
23t)  (12t   13t23t) (42t   43t23t)]
2
(1  2
23t)
2
(1  2
13t) (1  
2
12:3t)
)
= diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag
8<
:24t
"
(14t   13t43t)p
(1  2
13t) (1  
2
43t)
 
(12t   13t23t) (42t   43t23t)
(1  2
23t)
p
(1  2
13t) (1  
2
43t)
#2

(1  2
23t)
2
(1  2
13t) (1  
2
43t)
(1  2
23t)
2
(1  2
13t) (1  
2
12:3t)
)
:
Obteve-se depoisuma forma maissimplicada, sobre a qual se zeram maisalgumas
operações, baseadasna expressão do coeciente de correlação parcial, referida por
(7:2:14), como se descreve de seguida.

44321 = diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag

2
4t [14:3t   12:3t42:3t]
2 (1  
2
43t)
(1  2
12:3t)

= diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag
(
2
4t
 
1  2
43t
 [14:3t   12:3t42:3t]2
(1  2
12:3t) (1  
2
42:3t)
(1  2
12:3t) (1  
2
42:3t)
(1  2
12:3t)
)
= diag

2
4t
 
1  2
43t
  
1  2
42:3t

 diag

2
4t
 
1  2
43t
  
1  2
42:3t

2
14:32t

= diag

2
4t
 
1  2
43t
  
1  2
42:3t
  
1  2
14:32t

:
Resultou assim que

44321 = diag

2
4t
 
1  2
43t
  
1  2
42:3t
  
1  2
14:32t

;
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e, consequentemente,
j
j = j
11j j
22j j
33j j
44j

TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
31:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
14:32t

:
Considerando agora que
bt =
 
1  2
12t
  
1  2
32t
  
1  2
31:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
14:32t

;
vem que 0  bt  1, uma vezque éo produto de váriosfactoresque tomam valoresem
[0; 1] ; e também que 0 
TQ
t=1
bt  1: Deste modo, obtém-se
j
j  j
11j j
22j j
33j j
44j :
Supondo que j
j  j
ILj se verica, por hipótese, para um modelo com M equações
(M 2 N), mostra-se de seguida que esse resultado se verica ainda para a um modelo
com M + 1 equações. Isto permitiu concluir que j
j  j
ILj se verica para qualquer
número M de equações, por indução matemática.
Resumindo osresultadosobtidosatéagora, tem-se
M = 2 :
 = 
11
221;
j
j = j
11j j
22j
TY
t=1
 
1  2
12t

:
M = 3:
 = 
11
221
3321;
j
j = j
11j j
22j j
33j
TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
13:2t

:
M = 4 :
 = 
11
221
3321
44321;
j
j = j
11j j
22j j
33j j
44j

TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
13:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

:
Admitindo, por hipótese, que se vericam osresultadosanálogosaosanteriores, para
um modelo com M equações:

 = 
11
221
3321
44321:::
MM (M 1)(M 2):::321;
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j
j = j
11j j
22j j
33j j
44j ::: j
MM j

TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
13:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

:::

 
1  2M(M 1)t
  
1  2M(M 2):(M 1)t

:::
 
1  2M1:(M 1)(M 2):::32t

; (7.2.17)
vai mostrar-se que se vericam resultadosanálogospara um modelo com (M + 1)
equações:

 = 
11
221
3321:::
MM (M 1)(M 2):::321
(M+1)(M+1)M(M 1)(M 2):::321; (7.2.18)
j
j = j
11j j
22j j
33j j
44j ::: j
MM j

(M+1)(M+1)
TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
13:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

:::

 
1  2M(M 1)t
  
1  2M(M 2):(M 1)t

:::
 
1  2M1:(M 1)(M 2):::32t


 
1  2
(M+1)Mt
  
1  2
(M+1)(M 1):Mt

:::
 
1  2
(M+1)1:M(M 1)(M 2):::32t

:
Para chegar a esse resultado, calculou-se o determinante de 
 a partir da expressão
(7:2:18) : Tendo em conta que se pode substituir osprimeirosfactores, de acordo com a
expressão (7:2:17), admitida por hipótese, e mantendo apenaso último determinante,
que édesconhecido, vem
j
j = j
11j j
22j j
33j j
44j ::: j
MM j
TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
13:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

 :::

 
1  2M(M 1)t
  
1  2M(M 2):(M 1)t

:::
 
1  2M1:(M 1)(M 2):::32t



(M+1)(M+1)M(M 1)(M 2):::321 :
Para obter o determinante

(M+1)(M+1)M(M 1)(M 2):::321 ; considerou-se que

221=diag

2
2t
 
1  2
21t

;

3321 = diag

2
3t
 
1  2
32t
  
1  2
31:2t

;

44321 = diag

2
4t
 
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

;
donde resulta que

MM (M 1)(M 2):::321 = diag

2M;t
 
1  2M(M 1)t

:::
 
1  2
1M:(M 1)(M 2):::32t

;
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e ainda que

(M+1)(M+1)M(M 1):::321 =
= diag

2
(M+1)t
 
1  2
(M+1)M;t
  
1  2
(M+1)(M 1):M)t

:::
 
1  2
(M+1)1:M(M 1)(M 2):::32t

:
(7.2.19)
Por outro lado,

(M+1)(M+1)M(M 1):::321=
(M+1)(M+1)M(M 1):::32 
(M+1)1M(M 1):::32

 1
11M(M 1):::32

1(M+1)M(M 1):::32;
e cada uma destasmatrizespode ser desenvolvida de acordo com a expressão (7:2:19),
obtendo-se o seguinte,

(M+1)(M+1)M(M 1):::321 =
=
diag2
(M+1)t
 
1  2
(M+1)Mt
  
1  2
(M+1)(M 1):Mt

:::
 
1  2
(M+1)1:M(M 1):::32t
 :
Consequentemente,
j
j = j
11j j
22j j
33j j
44j ::: j
MM j

(M+1)(M+1)

TY
t=1
 
1  2
12t
  
1  2
32t
  
1  2
13:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

:::

 
1  2M(M 1)t
  
1  2M(M 2):(M 1)t

:::
 
1  2M1:(M 1)(M 2):::32t


 
1  2
(M+1)Mt
  
1  2
(M+1)(M 1):Mt

:::
 
1  2
(M+1)1:M(M 1):::32t

:
Se considerarmos
ct =
 
1  2
12t
  
1  2
32t
  
1  2
13:2t
  
1  2
43t
  
1  2
42:3t
  
1  2
41:32t

:::

 
1  2M(M 1)t
  
1  2M(M 2):(M 1)t

:::
 
1  2M1:(M 1)(M 2):::32t


 
1  2
(M+1)Mt
  
1  2
(M+1)(M 1):Mt

:::
 
1  2
(M+1)1:M(M 1):::32t

;
vem que 0  ct  1, uma vezque éo produto de factoresque variam todosem [0; 1] ;
pelo que 0 
TQ
t=1
ct  1: Deste modo, obtém-se que
j
j  j
11j j
22j j
33j j
44j ::: j
MM j

(M+1)(M+1)| {z }
j
IL j
:
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Provou-se assim que, qualquer que seja o númeroM de equaçõesdo modelo, se verica
j
j  j
ILj :
Donde se conclui, com base no Critério.2, que o estimador GMMIC éassintoticamente
maiseciente do que o estimador GMMIL.
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