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ABSTRACT 
A number of results for Ritz values are presented. These are used to study the 
local effects in the convergence behavior of Ritz values corresponding to a pair of 
close eigenvalues in the spectrum. The local effects that are typical for such a situation 
are illustrated by numerical examples. 
1. INTRODUCTION 
In this paper we will study the convergence behavior of Ritz values of 
symmetric matrices, in particular in the situation that a matrix has almost 
multiple eigenvalues. 
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Strictly mathematically speaking it is not very meaningful of course, to 
speak of convergence and convergence behavior of Ritz values, in view of the 
finiteness of the set of Ritz values. However, as is well known, in many 
practical situations one or more extremal eigenvalues are approximated by 
the corresponding Ritz values to a sufficient degree of accuracy long before 
their degree (defined in Section 2) reaches the dimension of the matrix, and 
in this stage of the process those Ritz values display a behavior which is very 
reminiscent of that of a convergent infinite sequence close to its limit. It is 
this that we have in mind when speaking of convergence and convergence 
behavior. 
Insight into this convergence behavior is of obvious importance for 
understanding Lanczos processes for the iterative computation of eigenvalues 
of symmetric matrices. It is also of importance for the analysis of the 
convergence behavior of conjugate gradient processes for solving linear sys- 
tems. Changes in the rate of convergence in those processes are largely 
determined by the degree of convergence attained by a number of extreme 
Ritz values (cf. [9]). 
If there are almost multiple eigenvalues present, then the convergence 
behavior of the Ritz values can be rather bizarre. A practical aspect of this is 
that stopping criteria for the iterative computation of the eigenvalues may be 
fooled. 
Very close eigenvalues do occur in practice, e.g., in spectral problems in 
physics, where spectral lines may split up into a cluster of lines under certain 
conditions. They also occur when discretized Laplace operators are precondi- 
tioned by an incomplete Choleski decomposition, and then lead to an 
irregular convergence behavior of the conjugate gradient process (cf. [9]). 
This phenomenon actually motivated the present study. 
The most striking fact that one observes in the case of an almost double 
eigenvalue is that initially one of the Ritz values apparently converges to the 
cluster just as fast as if there were only a single eigenvalue with the combined 
weight. Subsequently it becomes stationary for some time, whereafter it 
converges quite fast to an eigenvalue. The occurrence of this phenomenon 
can also be seen in [6], where also a strategy is proposed in order to prevent 
premature termination of the iterative Lanczos process. 
These and other typical local aspects of the convergence behavior cannot 
be explained with the well-known global Kaniel-PaigeSaad estimates for the 
rate of convergence (cf. [3], [4], [7]). 
It is the purpose of this paper to give a quantitative analysis of these 
phenomena. Our approach is to proceed by a technique of comparing certain 
Ritz values with other Ritz values, of the same or of auxiliary problems, rather 
than to attempt to refine the KanieEPaige-Saad estimates. 
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The material in this paper has been grouped as follows. After a section 
with preliminaries (Section 2), we present: 
(I) The results of a numerical example (Section 3), which is thought to be 
representative for a class of problems, and a short discussion on the inef- 
fectiveness of the classical a priori approach for analysing the observed local 
effects (Section 4). 
(2) A number of results for Ritz values (Sections 5, 6). We have collected 
some well-known properties which are rather dispersed in the literature, as 
well as a number of properties which are believed to be new. These results 
form a kind of toolkit which may have a wider applicability, and for this 
reason some results are presented in a more general form than we actually 
need. 
(3) A quantitative analysis of local effects in the convergence behavior of 
the Ritz values in the presence of close eigenvalues (Sections 7-11). 
(4) An analysis of the superlinear convergence behavior of the Ritz values 
(Section 12). 
Finally it should be noted that we do not consider the (many interesting) 
effects of rounding errors in the Lanczos process. 
The reader who does not have the time to read all of the paper can get a 
good idea of what is going on as follows: 
(1) read up to Section 5.1; 
(2) then move on to Sections 8-12 for the results on close eigenvalues; on 
first reading read the introduction of each section; glance at the theorems, 
skip the proofs, and turn to the discussions as quickly as possible. 
2. RITZ VALUES AND RITZ SCHEMES 
2.1. Definitions and Elementa y Properties 
For any symmetric matrix A and any vector w the corresponding Ritz 
values of degree i, dji) < 0.j’) < ’ . . < 19!“), are defined as the eigenvalues of 
the mapping Ai := ri AIKir where Ki = sfpan( w, Aw, . . . , A’~ ‘w ) and 7ri is the 
orthogonal projection upon Ki (cf. [S, Sections 113 and 12-21). 
Obviously, the Ritz values depend only on the eigenvalues X, < X, < * . . 
X n of A for which w contains a nonvanishing eigenvector component, and on 
the Euclidean norms pi,. . . , p, of those components. In the sequel we will 
therefore speak of the (Ritz) scheme 
(24 
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and assume A r < X a -C . . . -C An and /J j > 0 for all j. The corresponding Ritz 
values of degree i will be denoted as above: eii), . . . ,19/‘). 
As is well known, 0;“’ decreases as i increases [cf. (6.3)], and 0;‘) -+ h, 
for i + n. For this reason we refer to [h,, X,+r] as the final interval of the 
pth Ritz value. 
Any scheme whose eigenvalues and weights are denoted as in (2.1) will be 
called a standard scheme. 
For a specific standard scheme we may consider several related schemes, 
e.g. the scheme 
(2.2) 4Y:=[x,,x, ,..., A,;p.,,pLg ,... >PJ, 
and for such a scheme we will denote the Ritz values as 0#,\, . . . , *,,, e(i). i.e., 
with the name of the scheme as a subscript (note that for this scheme 
8#,)j+Xj+r for i-+n-land ja2). 
2.2. Spectral Transfnmutions 
If we apply an affine transformation C$ [i.e., G(X) = ax + b] to the 
spectrum, then the set of Ritz values is also transformed by 9, but naturally 
the transformed Ritz values are in reverse order if $I is antitone (i.e., a < 0). 
Therefore, each of our results will have a natural counterpart for the situation 
that eigenvalues and Ritz values are numbered from right to left. 
3. EXPERIMENTAL OBSERVATIONS 
3.1. Numerical Experiment 
In Table 1 we display a few Ritz values for the standard scheme (2.1) and 
the scheme % (2.2) with n = 900 and 
A, = 0.034, A, = 0.0341, A, = 0.082, 
X, = 0.127, h, = 0.155, A, = 0.190, 
A T>“‘., A, uniformly in [0.2,1.2], 
El1= . . . =~Lsoo=l, 
A, = M := ;( A, + A,) = 0.03405, CL*=&. 
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TABLE 1 
EWERIMENTAL FUWJLTP 
39 
1 M+.66 
+ .21E-10 
2 + .37 
40 
3 
+ .44E-11 
+ .26 
4 + .19 
5 t.12 
6 + .483-l 
7 + .19E-1 
8 •k 903-2 
9 + .52~-2 
10 + .~OE-2 
11 + .15~-2 
12 + .73E-3 
13 + .34E-3 
14 + .16~-3 
15 + .66~4 
16 + .23~4 
17 + .71E-5 
18 + 203-5 
19 + .44E-6 
20 - .77E-7 
21 - .27~-6 
22 - .34E-6 
23 - .38~-6 
24 - .41E-6 
25 - .46~-6 
26 - .61E-6 
27 - .12E-5 
28 - .39E-5 
29 - .14E4 
30 A, + .15E4 
31 + .41E-5 
32 + .95E-6 
33 + .21~-6 
34 + .48~-7 
35 + .10E-7 
36 + .23~-8 
37 + .48E-9 
38 + lOE-9 
A,: + 90 
+ .60 
+ .22E-10 
+ .40 
+ .27 
+ .20 
+ .17 
+ .463-l 1 
+.14 
+.12 
+ .823-l 
+ .463-l 
+ ,263-l 
+ .15E-1 
+ .94E-2 
+ 543-2 
+ .27~-2 
+ .12E-2 
+ .51E-3 
+ 233-3 
+ .98E4 
+ .28~4 
- .14E4 
- .47E4 
- .lOE-3 
- .93E-2 
A, + .123-l 
+ .~OE-2 
+ .67~-3 
+ .12~-3 
+ 22E-4 
+ .45E-5 
+ SE-6 
+ .22i+6 
+ .49E-7 
+ .11E-7 
+ .23~-8 
+ .49E-9 
+ lOE-9 
x,+.lOE+l 
+ .76 
+.56 
+ .22E-11 
+ .43 
+ .34 
+ .27 
+.22 
+ 583-12 
+.18 
+.16 
+.14 
+.13 
+ .ll 
+ .913-l 
+ .723-l 
+ .6lE-1 
+ ,553-l 
+ .523-l 
+ 503-l 
+ .48~-1 
+ .463-l 
+ .433-l 
+ .293-l 
+ .26~-3 
+ .29~4 
+ .78~-5 
+ .23~-5 
+ .68E-6 
+ .20E-6 
+ .59E-7 
+ .17E-7 
+ 5038 
+ .14E-8 
+ 403-9 
+.llE-9 
+ .3Oir-10 
+ ,823-l 1 
M+.66 
+ .37 
+.26 
+ .19 
+.12 
+ .483-l 
+.19E-1 
+ .9OJs-2 
+ .52~-2 
+ .~OE-2 
+ .15~-2 
+ .73E-3 
+ .34E-3 
+ l6E-3 
+ .67~4 
t .24~4 
+ .74E-5 
+ .23E-5 
+ .75E-6 
+ .25~-6 
+ .82~-7 
+ .24~-7 
+ .62~-8 
+ .15E-8 
+ .34E-9 
+ .79E-10 
+ .18E-10 
+ .41E-11 
+ .92E-12 
+ .21E-12 
+ .46~-13 
+ .10E-13 
+ .22~-14 
+ .47E-15 
+ .10E-15 
+ .21~-16 
+ .44E-17 
+ .9lE-18 
+ .19E-18 
+ .39E-19 
X,+.90 
+.60 
+ .40 
+ .27 
+.20 
+.17 
+.14 
t.12 
+ .823-l 
+ .463-l 
+ .263-l 
+.153-l 
+ .94E-2 
+ .54E-2 
+ .27~-2 
+ .12E-2 
+ .52~-3 
+ .24~-3 
+ .11E-3 
+ .51E4 
+ .21~4 
+ .72E-5 
+ 233-5 
+ . ~OE-6 
+ .21~-6 
+ .61~-7 
+ .18~-7 
+ 533-8 
+ .15~-8 
+ .44E-9 
+ ,123-g 
+ .35E-10 
+ .95E-11 
+ .26~-11 
+ .69E-12 
+ .18~-12 
+ .49E-13 
+ .13E-13 
+ 343-14 
“An entry Iike + .26~-3 means + 0.00026. We have expressed the Ritz 
values with respect to certain reference values (M, X,, A,, A,), which are 
entered only at their first use. 
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The spectrum in the standard scheme was inspired by the spectrum of the 
preconditioned discretized Laplace operator on a 30 X 30 grid, which actually 
has 0.0342,0.0818,0.0829,0.1271,0.1551,0.1554,0.1911 as its first eigenval- 
ues, rounded to four decimals. For easier analysis we situated, however, two 
close eigenvalues at the beginning of the spectrum. 
Note that in the comparison scheme @ we have replaced X 1 and X, by 
their mean M with the combined weight of h, and h,. 
The Ritz values were computed by applying a Lanczos process to a 
diagonal matrix with the given eigenvalues on the diagonal. The computa- 
tions were done in double length on a Cray X-M (i.e., with 95 bits in the 
mantissa). During the computations the orthogonality of the Lanczos vectors 
was sufficiently maintained, and there appeared no multiplet Ritz values. 
This indicates that our numerical results are meaningful. 
3.2. Observations 
We observe the following local effects. 
(a) In the beginning we have 8, ci) = &&,I for quite a while, and 0i’) seems 
to converge to M just about as fast as 0 $,\ (the Ritz values have, so to speak, 
not yet discovered that there is a close pair of eigenvalues instead of a single 
one). 
(b) Once eii) has reached the immediate neighborhood of M, it stays 
there for quite a while, moving with very small steps. 
(c) Eventually eji) starts moving again, and quite fast, too. 
(d) In the beginning 84’) = 0#,), for quite a while, and @“J seems to 
converge to X, about as fast as && [in line with our interpretation in 
parentheses in (a)]. 
(e) At about the same time that 8,(‘) resumes its march to Xi, 8,(“) does so 
to A,, and quite soon afterwards we have 04’) - X, = 0f”) - X,. 
(f) As soon as f3i’) leaves the immediate vicinity of X,, its place is 
occupied by 04’). 
(g) The speed with which 8$\ moves to M increases as i increases 
’ (“superlinear convergence”). 
3.3. Further Experiments 
We did several experiments with related spectra and with similar effects. 
For example, with X, = 0.034001 instead of 0.0341, we found that Oji’ stays 
near ;(A, + X,) even longer, moving with much smaller steps. We also did 
experiments where X, and X, were close and well apart from Xi and X 4, 
and now found effects for 84” similar to those reported in Section 3.2 for Oii). 
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4. A PRIORI BOUNDS 
4.1. The Kaniel-Paige-Saad Bounds 
A priori upper bounds for the distance of a Ritz value 0f”) to an 
eigenvalue have been given, most notably, by Kaniel [3], Paige [4], and Saad 
([7]; also [S, Section E-4]). Two of the sharpest results are recalled in this 
section. 
Typically, the published bounds are obtained by using shifted Chebyshev 
polynomials. The shified Chebysheu polyrwmiul is defined, for any integer 
k > 0, and a < b, by 
(44 T,(h;a,b):=Tk 
These polynomials satisfy 
for agA<b, 
T,(A;a,b)=~[(n+~~)k+(a+~~)-k] for A<a, 
with a=1+2(a-A)/(b-a). 
The following theorem (which is contained in the proofs of [7, Theorems 
2 and 41) gives upper bounds for @Ii) - Xi. 
THEOREM 4.3. For i < n, 
(4.4) 0 < ep - A, < 
(h”-&$ 
q2A; A,, A,) ’ 
(4.5) 0 < q - A, < 
’ 
Proof. Use our (5.15) with +(X) = Ti_,(h; X2, h,) or #J(X) = 
(X - X,)T,_,(X; X,, X,), respectively. -M 
We have plotted these bounds for our experiment (Section 3.1) in Figure 1, 
together with the true values of Oji) - hr. 
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FIG. 1. 
We note that these upper bounds do not reflect the local convergence 
behavior (nor could they be expected to do so in view of their exponential 
nature). Furthermore, no lower bounds are available. Therefore, in order to 
study this behavior, we have chosen another approach based on the compari- 
son of Ritz values with other Ritz values of the same or of a related scheme. 
Our approach cannot, however, replace the Kaniel-Paige-Saad approach in 
general, since it does not have the a priori character of the latter. 
4.2. Gap Ratios 
In the meantime, estimates like those in Theorem 4.3 may be quite 
adequate to show that Oli) is already well in its final interval for very 
moderate values of i even if A, is very poorly separated from A, (as we have 
seen), and it is this latter fact which is the basis for the practical relevance of 
most of our results. 
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In this connection we note that gap ratios, defined as (cf. [5, p. 2421) 
(4.6) 
are of importance, since, indeed, Tk( X 1; A p, A,) depends on A 1, h,, X n 
through y, only. We also note that 
(4.7) T,( A,; A,, A,) = ie2kfi. 
Thus (4.4) depends on yz only and works well if y2 is not too small. If, e.g., 
y2 = l/n and pi = 1 for all j, then one verifies that @I’) <X2 for the 
following pairs: r~ = 102, i = 27; n = 103, i = 127; 12 = 104, i = 496. 
Likewise, (4.5) depends on y2 and y3 and works well if y2 is small and y3 
is not too small (as we have seen). 
Finally we note that in many situations (as, e.g., in Section 3.1), consider- 
ably better a priori estimates may be obtained by applying (5.15) with 
@(A)= $‘k(h)Ti-l-k(X; Xp, A,)> w h ere qk is a product of low-order shifted 
Chebyshev polynomials such that A,, . . . , A p_ 1 are zeros of 1c/k. For similar 
bounds, but with respect to the conjugate gradient algorithm, this has been 
suggested in [2]; see also [lo, Chapter 21 and a forthcoming report of ours. 
5. RITZ VALUES AND POLYNOMIALS: BASIC PROPERTIES 
AU our results will be based on the orthogonality of the Ritz polynomials 
(to be introduced below). Tridiagonal matrices will play no role, nor will the 
defining formulae of the Lanczos process. 
5.1. Ritz Polyncmials 
For any Ritz scheme, 3 say, we define 
the Ritz polynomials 
(5.1) K‘G0) = I-@ - @,)j), 
j 
the reduced Ritz polynomials 
(5.2) 03T,i,p(x) = II (A - e#,‘j)* 
j+p 
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the doubly reduced Ritz polynomials 
(5.3) 
For the polynomials corresponding to the standard scheme (2.1) we will 
just write Ri, Qp, Pi,p,q. 
We will abbreviate Qi,l, Pi,r,s, Q~,i,l~'~,i,l,~ to Qip i~Q~,i*J'z,i~ respec- 
tively. 
5.2. orthogonulity and Minimum Properties of Ritz Polynomials 
Defining II i as the class of polynomials of degree < i, and II: as the 
subclass of manic polynomials, we have 
THEOREM 5.4. The Ritz polynomials have the orthogonulity property 
(5.5) ~R,(A,)+(X,)$=O for c+EII_~, i=l,...,n, 
j 
ad the minimum property 
(5.6) Ri = argmin C+2(Xj)$. 
@En: j 
Proof. The properties (5.5) and (5.6) are obviously equivalent. For a 
proof of (5.6) see e.g. [5, Corollary E-3-7]. A very brief direct proof of (5.5) 
runs as follows (using the notation of Section 2): 0 = R,(A,)w (just decom- 
pose w into eigenvectors of Ai) = riRi(A)w (since A,Aj-‘w = riAA-‘w = 
Ajw for j < i) - R,(A)w _L Ki * R,(A)w I +(A)w. n 
PROPERTY 5.7. For any polynomials $J~, G2 with $1~2 E Iii there holds 
Proof. Write $,(A) = #,(Bd’))+(X - Oii))+(X) and apply (5.5). n 
CONVENTION. In the sequel we will skip the summation index j if its 
range is clear; i.e., we will write C instead of Cj. 
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5.3. Minimum Properties of Ritz Values 
We first prove the following lemma, containing an analogue of Gaussian 
quadrature (cf. [8, Theorem 3.4.11). 
LEMMA 5.9. Zf +EII,i_l then 
(5.10) C+(xj)FL~=C+(e~i’)W, 
P 
with 
(5.11) 
Proof. Write +(A) = R,(X)&(X)+ $(A), 6, J/ E II_1. Write 
+(‘I= i apQi,p(A)* 
4( $Y) +( e,ci)) 
p=l 
*f,=m=m. 
Then 
CG( x j)P; = CJl('j)P; Lush (5*5)1 
= CapCQi,pCxj)~~ 
P 
= F & CQtp( Aj)P; [using (5*8)1* n 
This lemma is used to prove the following theorem, which contains 
extensions of results virtually contained in [7, proof of Theorem 21. 
THEOREM 5.12. For any k, 
(5.13) e(i) < “jJl(‘j>P_l”i 
k ’ Cq(hj)p; 
if 1c, E IIzi-2 $(e(‘))=O f > P or p < k, ge p”) ’ ) > 0 for p > k > and 40(i)) + 0 P 
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for at least one p. Furthermore 
t5 14) @ii) = CXjQi,k(hj)+(hj)P; 
cQi,k(Xj)G(Xj)P!j ’ 
9 E n,-1, +( ep> # 0. 
Equality occurs in (5.13) if and only if the right-hand side can be written 
as in (5.14). 
Proof. Using Lemma 5.9, the right-hand side of (5.13) can be written as 
As a consequence we may use estimates and equalities like 
(5.15) o(i)_a< C(hj-a)+z(Aj)P~ 1 1 
c+2( A j)p; ’ 
+Eni_l 
and 
(5.16) eii) - a = 
c(xj-a)Qi(Aj)+(Aj)P~ 
cQi(xj)G(xj)P~ ’ 
@E Ll, +( ep) z 0. 
A useful variant of Theorem 5.12 is 
THEOREM 5.17. For any k and q, 
(5.18) 
e(i,_x 
k 
;;f~2i-27 wy) G 0 f or p < k, $(e,“‘) > 0 for p > k, $(A,) > 0. Fur- 
(5.19) 
if + E ni-1, Qi,k(Xq)@(hq)‘O’ 
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Equality occurs in (5.18) if and only if the right-hand side can be written 
as in (5.19). 
Proof. Using Lemma 5.9 we have 
In connection with the foregoing expressions we note the following 
property: 
THEOREM 5.20. lf Oli) -C A, then 
(5.21) 
Proof. 
6. COMPARISON PROPERTIES FOR RITZ VALUES 
In this section we collect a number of relations between Ritz values of the 
same and of different schemes. 
6.1. Interlacing Properties 
THEOREM 6.1 (Strict interlacing property; cf. [5, Theorem l@l-21, [8, 
Theorem 3.3.31). Zf i’< i, then there is a t$‘) in any open interval 
(@‘), ef’;‘,), ( - CO, ep>, (e/Y’, 00). 
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Proof Suppose there is no 0;‘) between OLi’) and eiy),. Then 
cZ?2 11 k k+ l(A .)(A j - ef”‘)( X j - ejt;‘,)pS equals 0 because of (5.5), and equals 
&ii?; k+l(dii))(f$i) - @f”))(e,“) - Bi\)&+, because of Lemma 5.9; but the 
latter’ gxpression is positive, since the terms are nonnegative and not all zero. 
Similarly, for the extremal Ritz values, e.g., for ( - co, 0,“‘)) consider 
c@(h .)(A. - e(i’))$ J I 1 1’ w 
As a consequence we have 
COROLLARY 6.2 (Cf. [l, Theorem 8.51). Zfi < n then 
(6.3) 
A, < e;i) < el(i-1) < @ii) < . . . < ey;l) < e/i) < X n* 
Zf i = n the extreme < signs are replaced by = signs. 
COROLLARY 6.4. Zf i < n, 
(ep, e&j.< - oo, ep) (ew 
there is a Aj in any open intemal 
9 $3 cQ)- 
6.2. Bounds for Successive Ritz Values in Terms of Each Other 
THEOREM 6.5. Zf A, G 6:‘) -C X k+l< e;?, G &+a then 
(6.6) 
ep - A, q21- Xk+l 
x k+l _ e;i) ’ Ff*p e;y,-x, . 
zf ep < Xk+l then 
(6.7) 
A k+2 -A k+l e%%-Xk+l 
hk+2 _ A, eg, - A, 
with 
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Proof. In order to prove (6.6) we note [cf. (5.5)] 
(6.8) Cpi2p,p+l (xj)(xj-e,‘i’)(xj-e~:,,)p~=o. 
The terms with j # k + 1 are nonnegative; therefore the sum of the kth and 
(k + 1)st terms is nonpositive, which leads to (6.6). 
In order to prove (6.7) we first note that Ohi) < A,, i implies [cf. (6.3)] 
We first consider the case t9fy i < Xk+s. We now use the orthogonahty 
relation 
k-l 
(6.10) Cr:R,(hj)(hj-X,+~)~~~(~j-hy)p=~+Z(hj-e~i’)=O~ 
which, on account of (6.9), may be rewritten as 
(6.11) 
If epj,>x k+2, we use the slightly different relation 
(6.12) t &‘.2 
j=k 
I ,,k,k+,(Xj)(X,-e~i')(hj-e~:~)2~~: ,"fI:yj =" 
J p 
In either case the terms with j > k + 2 are nonnegative and therefore the sum 
of the kth and (k + 1)st terms is nonpositive. This leads right away to (6.7) in 
the first case. In the second case we obtain the even stronger result 
(6.13) 
which, by the way, also holds for 8,$t;! i < Xk+2, but which is then weaker than 
(6.7). n 
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We formulate the special case k = 1 as a corollary. 
COROLLARY 6.14. Zf A, Q @ii) < A, d &j”) G A, then 
(6.15) 
As-b2 
-F,2 
e$i) _ A, (jrfi) _ A, zep - A, 
X,-h, eii) _ A, ’ A, _ e!O ’ F1 ep - x, 
with F, = (p,/p,)P,(X,)/P,(X,) < ~J/.L~. For the first inequality in (6.15) 
the condition 01’) < A, is already sufficient. 
NOTE 6.16. We have the following sharper variant of (6.6) (under the 
same conditions), as follows from the nonpositivity of the sum of the terms in 
(6.8) with j = k, k + 1, k t-2: 
(6.17) 
tp - A, P;+,+P;+, egkm 
x k+l- e;i) ’ p,” e;y, - x, 
NOTE 6.18. From the second inequality in (6.15) one derives 
(6.19) 
6.3. Monotonicity with Respect to the Weights 
The following theorems give some results on the effect of changing the 
weights pj. They are discrete and slightly more detailed versions of results in 
[8, Chapter VI, pp. 115-1161. 
THEOREM 6.20. Consider the standard scheme. Suppose that all pi 
depend on a common parameter r in such a way that the sequence 
[(dPj/d~)/Pjlj~ 1 is monotone nondecreasing for all r in a given interval. 
Then dei’)/dT > 0 for all i -C n, p, and r, and the > sign holds for any 7 
for which the sequence in question is not constant. 
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Proof. Differentiating 
with respect to r gives 
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the relation C(X j - Oii’)Qis,(x j)pj = 0 [Cf. (5J)l 
df?,ci) l- dr 
Since the expression in [ ] equals 0 (orthogonahty), we get 
for arbitrary (Y, the term with a being permitted on account of orthogonality. 
Define pi := (dp;/dT)/p; [ = 2(dpj/d7)/pj]. Define k such that A, < 
ep < A,, 1. Take LY = pk. Then alI terms in the numerator on the right in 
(6.21) are nonnegative. Hence d f$‘)/d 7 > 0. If (pi) j a i is not constant, then 
the factor dpS/dr - a$ = (pi - pk)$ cannot be zero for j = 1 and j = n 
simultaneously. Since Qi,,(X,) and QJA,) are nonzero, we see that the 
right-hand side of (6.21) is now positive. W 
The only use we will make of this theorem is to prove the following 
theorem, which we wiIl use several times. 
THEOREM 6.22. Consider the standard scheme and a comparison scheme 
93 := [A, )...) A,;& ,..., p,]. Suppose that the sequence (fij/pj)jrl is morw- 
tone nondecreasing and not constant. Then t$,‘, > 0;‘) for all i < n and all p. 
Proof. 
6.20. 
Define p j( 7) = (1 - r)p j + rfi j, 0 < r < 1, and apply Theorem 
n 
The next theorem says that if you increase or decrease one of the weights 
pk, the Ritz values are attracted or repelled by the corresponding A,, but, 
remarkably, wilI never pass the position previously occupied by a Ritz value 
of the same degree. 
THEOREM 6.23. Consider the standard scheme for varying values of pk, 
k a given integer. Let p; < p;: be two values of pk, and denote the 
corresponding Ritz values by t?,!ci), f?;‘ci), j = 1,. . . , i. Then, for any given 
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value of i we have, skipping the superscripts 4 either 
(a) 8: = erl for all j and e; = e;l= A, for a certain q, or 
(b) &$yie;K . . . <e;_,<e;:,<A,<e;<e;< ... <epe,i for 
a certain q. 
Proof. Applying (6.21) to the situation where pj is constant for j # k 
and I= = &, we obtain 
(6.24) 
We note that the denominator is always positive. 
First consider the case that 0: = A, for some p. Then by the uniqueness 
of solutions of initial-value problems, we have from (6.24) that 0:‘) = A, for 
all values of pLk. Consequently the right-hand side of (6.24) is zero for all 
values of 1~~ > 0 and all p, and hence all 8:‘) are constant. This is the 
situation in (a). 
Next suppose that ei’ # A, for all p. Then the right-hand side of (6.24) 
has the sign of A, - ei’), and hence, if we let pk decrease from pi, all 8;” 
move away from A,. 
Now suppose in addition that 0;“) = 0; for some p and q and some 
pLk z pi. Then defining PI; = pi for j f k, we have the orthogonality relations 
(with Q referring to the Ritz values (I,‘) 
and 
Hence, by subtraction, (A, - e~)Qi,,(Ak)Qi,,(Ak)(~~ - pi2) = 0, a contradic- 
tion, since A, is not a zero of the first three factors. Therefore, if 8: z A, for 
all p, then (b) holds. W 
REMARK 6.25. Obviously, for p., + cc the Ritz values have limiting 
values e!i). One may verify that #ii) = A, for some p, and that the #ii) with 
j # p are the Ritz values of degree i - 1 corresponding to a scheme with 
eigenvalues (A j) j + p and weights ,ii j = p jlX j - A,j. 
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COROLLARY 6.26. Zf some of the adjacent weights pk,pk+I,...,pk+j are 
increased, then either all the Ritz values will remain unchanged or those to 
the lef of A, will move to the right and those to the right of xk,i will move 
to the left. 
6.4. Monotonicity Properties with Respect to the Eigenvalues 
THEOREM 6.27. Zf A, < f?$“, then dep/d& > 0 for all p. 
Proof. 
ferentratmg with respect to0: 
From X(X, - 0,’ )@,(A j)p; = 0 [cf. (5.5)] we obtain, by dif- 
. . 
kr 
The expression in [ ] is zero (orthogonality) and hence 
dep ~&,(Akh~+(xk-ep+& 
(6.29) r = 
k &iXk)di 
k 
and we note that both terms in the numerator are positive, and so is the 
denominator. n 
REMARK 6.30. If an eigenvahre A, inside the Ritz interval (eii), e$i’) is 
changed, then nothing in general can be said about the direction in which the 
Ritz values move, as can be seen from the following example. Take n = 3, 
i=2; hence X,<0~z)<X,<0,‘2) <A,. If A, runs from X, to A,, then in 
both limiting situations we have 8, c2) = X r, &-j2) = X s. Hence both Ritz values 
behave nonmonotonically. 
6.5. Quantitative Effects of Weighting and Shifiing the First Eigenvalue 
Consider the scheme 8 := [xl, A2 ,... , A,; fil, pz,.. ., p,] with A, G x, < 
X,and fi,<pl. 
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THEOREM 6.31. 
(6.32) 
Zf ex{<X, then 
Proof. On account of Theorems 6.20 and 6.27 we have that e$l> eli). 
Hence [cf. (5.19)] 
and now use (5.18) in order to obtain (6.32). 
Using Qg, i instead of Qi leads similarly to (6.33). 
Discussion 
(a) Taking into account that usually the rate of convergence of ei) 
eventually has an increasing tendency, we have the remarkable conclusion 
from this theorem that decreasing the first weight delays convergence, but 
does not decrease its eventual speed. 
(b) Theorem 6.31 gives, amongst other things, information regarding the 
position of e,y{ as fil gets smaller and smaller, using knowledge about 01’) 
only. Obviously it gives no information regarding when, and how far, e$tl 
will then get to the right of X,. Indeed, we cannot expect information on this 
on the basis of knowledge about S[‘) only, since we note from Theorem 6.23 
that 02; < @‘), and @“) may be arbitrarily close to ha. 
6.6. Comparison with Reduced Schemes 
The next theorem compares Ritz values of the standard scheme with 
those of schemes obtained by removing one or more eigenvalues and adjust- 
ing the weights accordingly. 
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Consider the following schemes, for given q: 
q:= [A,+1 ,..., &;fiq+l Y... >P”]> i:=rf~~l(xj-X,)(hj-e~i'), 
_fz:= [A,+1 ,..., A,;Pq+l>.*..fin]r fi~=P~pfil(hjmA,)2* 
THEOREM 6.35. Assume i < n. Zf 8:“’ -e X,+1, then for all k > q + 1 
(6.36) eii) = $,j-zJ,, I, 
(6.37) ef), es,? > Q’ 
(6.38) 
q A,+,-A, 
ep-h,+lg(e,$;Y)q-hq+l) n 
p=l A,+~- ep 
if ep,d,. 
Proof. Define G(X) = F&,+,(x - Sd’)). Take 1c, E ll_q_l, arbitrary. 
Then ~j.q+,~(Aj)~(Xj)~::=Cj.,Rithj)~(xj)n~=,(xj- X,)/J;, which 
equals 0 on account of (5.5). Hence $ is the (apart from a constant factor) 
unique (i - q)thdegree orthogonal polynomial with respect to the eigenval- 
ues and weights of q. This proves (6.36). 
In order to prove (6.37) note that fij/fi j increases with j and apply 
Theorem 6.22. 
In order to prove (6.38) we use (5.13) to obtain 
(6.39) ,, eg-22, - A,,, Q 
Cj,q+2(hj-Xq+,)1Cl(hj)p~ 
C. 1~q+l+(xj)P5 ’ 
with 
k-q-l 
(6.40) #(A)= $i [(h-e~~~))(h-e~,~q))]Il-:~~+l(h-e~,~q))i. 
672 A. VAN DER SLUIS AND H. A. VAN DER VORST 
We first verify that 1c/ satisfies the requirements for (5.13): 
(a) Obviously 4 E llz(i_9)_2 and J/(f$;j4’) = 0 for j < k - 9. 
(b) On account of (6.36) and (6.37) we have f$;k”_‘, - b$,p4) > 0 for 
p < k - 9 - 1, and hence $(e$~~~)) > 0 for j >, k - 9. 
(c) From (6.37) it also follows that $(e$,i”-‘,) Z 0. 
Since ep 1 < A, implies A < e(i) -c A 
I I’]+1 
for j < k - 1 (cf. Corollary 6.4), we 
note that 
(6.41) 
and hence 4(X j) > 0 for all j. 
Now noting that fi; < 1;; and ii; 2 $;(fi;;“,+ i/F”,+ r ), the right-hand side of 
(6.39) is majorized by 
P”,+l C(hj-Xq+l)+(Aj)fij _ P”,+l 
(6.42) c 
C#(Aj)F5 
-4 , -2 
Pq+l 
eg;?, - h 
q+l 1. 
Here the equality follows from (5.14), which we may apply if #(e$,ig_‘,) # 0, 
and this is the case, since on account of (6.41) and Corollary 6.4 we have 
7. PRELIMINARIES TO THE APPLICATIONS; PROPERTY P 
7.1. 
In the following sections we will apply the preceding theory to 
with close eigenvalues, and compare the results with experimental 
tions. 
schemes 
observa- 
Those results will often contain factors which are close to 1 if 
Pi( x,)/P,(A,) is close to 1, and which will then be of little consequence. It 
will sometimes clarify discussions if one skips such factors. 
In this connection we find it convenient to refer to the situation that 
Pi( A 2)/( Pi( A,) = 1 by saying that property P holds. 
Using Corollary 6.4, we note that for i > 3 
(7’1) ’ P,(X,) j=3 O,C’)--A, > P&J - lj “:y- A2 > l- j$3 e&-“,: > 1- j$3 z. 
1 
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Hence, property P will certainly hold if one of these sums is +z 1. 
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7.2. 
In our experiment in Section 3.1 we have 
(7.2) i A,-h,c(h,-hi) 
i=s hj-Al 
=IW4[46.3+G] <6.65 for i<81, 
and we obviously have the same bounds for any other scheme with the same 
x i,, . . , A, as in Section 3.1. Consequently 
(7.3) 
‘it A2) 
l’ I?(X,) ‘Oeg5 
for i<81. 
7.3. 
The last bound for Pi( A,)/Pi(h,) go ‘ven in (7.1) is crude, and (7.2) makes 
it cruder still. One would expect it to be possible to give better estimates 
under some global assumptions for the eigenvalues Xj and weights pj, e.g., 
that the number of eigenvalues in a subinterval of a given length as well as 
their combined weight depend in some regular way on the position of the 
subinterval. However, we have not succeeded in finding any result in this 
direction. 
7.4. 
As a consequence of Corollary 6.2 we have 
(7.4) 
(7.5) 
Qi(‘l) , Qi-ItAl) , 1 
Qi(‘2> Qi-l(‘2) ’ 
if i>2, 
P,CAl) ‘i-1(‘1) 
Pi(h,) > Pi_&) a l if i>,3. 
7.5. 
For given a, b, and k, a < b, k > 1, let $ be the linear m_apping from the 
interval [a, b] onto the interval [ - cos( r/2k), 11. Define Tk( x) = Tk(+(x)), 
674 A. VAN DER SLUIS AND H. A. VAN DER VORST 
where Tk is the Chebyshev polynomial of degree k, and note that a is the 
leftmost zero of ik. 
Corresponding to a and b we define uk(x) = rT,(x)/(x - a) E nk_ 1. 
Then we have the following property: 
PROPERTY 7.6. 
(7.7) =q(b-a) 
with 
1 7r 
(7.8) ok=-tan-. k 4k 
Proof. We note that uk(a) = f;(a). Since 
T;(x) = [ksin(k arccos x)] /J1-xz, 
we have for p := - cos(r/2k) that IT;(p)1 = k/sin(?r/2k) and hence 
lM4 I = Kh.4 I&4 
k 1-P k 1 
= sin( lr/2k) b-a = tan( r/4k) b - a ’ 
n 
8. THE INITIAL CONVERGENCE BEHAVIOR OF THE FIRST RITZ 
VALUE 
We wih now analyse our experimental observation [cf. Section 3.2(a)] 
that, when X, and X, are close, 0ji) initially behaves as if instead of h, and 
X a there were only a singIe eigenvalue, with the combined weight of A i and 
x 2' 
Beside the standard scheme (2.1) we consider the schemes 
(8.1) x:= [M,X, ..., x,;/~~P3~.+] 
with M = (A& + A2&)/(p; + pi) and 
(8.2) zi:= [mi,X, ...) x,;/~~P3¶..-~IInl 
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with m, = PA?&@&? + X,Q~(~,)IJ.~~I/[Q~((X~)CL~ + QffU&l. We note 
that, since mi depends on i, we get a different scheme ~3~ for each value 
of i. 
We also note, on account of (7.4), that m, + 1 < mi < M if i 2 2. 
THEOREM 8.3. The following inequulities hold if 2 d i Q n - 1: 
(8.5) d(i)__,, QiY") 1 -(6!$,- M). 
’ QiYmi) 
Proof. From (5.15) we have 
(8.6) e(i) _ M < CC’, - M)Q.S,i( ‘j)ps 1 . 
'Q$,i(hj)p; ’ 
For the first two terms of the numerator we note 
(8.7) (‘,-M)Q~,i(‘1)~~+(‘z_M)Q~,i(A2)~L22 
For the denominator we note by a convexity argument 
(8.8) QS,i(‘l)P? + QS,i(‘2)Pi> QS,i(M)(PT + PT+.)- 
Now the rightmost inequality in (8.4) follows from 
(8.9) 13,(~) - M < 
~j>3('j_M)QS,i('j)P~ 
Q~,i(M)(a~+~22)+~ja~Q~,i(Xj)B~ =e~ll- M’
For the remaining part of the theorem we prove the property 
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or, equivalently, writing f = Q,?, for short, 
(8.11) {f(xl>-f(mi)}P”l< {f(mi>-f(x2>}P2,. 
This inequality follows from 
(8.12) 
f(A,) - f(%) 0, - 9) 0x1) 
f(mi) - JXxS) < tmi - x2) f’Ch2.) 
the latter inequality holding because for t < &j(“) we have 
(8.13) 
fw 
fo=2= 
1 
~ < 0, 
j>z t -fy 
and 1 f( t )/f( t )I is increasing. The remaining inequalities in (8.4) follow from 
(8.10) and 
(8.14) 19;~) - mi = 
c(xj-mi)QiYhj)P~ = cj>3(Xj-mi)QF(Xj)P~ 
cQZ( A j)E”; WtYhj)P~ ’ 
which yields 
(8.15) eji) - mi > 
cj>3(hj-mi)Qf(Xj)P; 
Q,“(mi)(p;+p;)+Cj>3Qf(hj)pj ‘e4’1-mi’ 
Using m, < M and Q:(m,) > Q:(M), it also follows from (8.15) that 
(8.16) ep - mi > ~j>3(‘j_M)Q?‘(‘j)P~ 
Q:(M) 
Qz(M)(p21+~22)+Cj~3QZ(‘j)P~ QZ(mi> 
proving (8.5). 
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Dimhssion 
(a) From the rightmost inequality in (8.4) we see that the Ritz value of’) 
of the scheme with the close eigenvalues is always to the left of the Ritz value 
0$)i of the comparison scheme X with a single eigenvalue in M with the 
combined weight, no matter how close A, and h, actualiy are. 
(b) From our experimental data we see that eii) is remarkably close to 
e!$)i until the latter is quite close to M. In order to show that this is more 
generally the case, we first prove the following property: 
PROPERTY 8.17. Assume 0 -C E < : and either 
(8.18) 
or 
(8.19) 
i+l 
(b-h) c --L 
j=3 Xi-h1 GE 
A,-A2 P(h) >l_-E 
A,-A,P(A,)’ . 
Then, if 
e!$l-M>,a(h,-Xl)~ 
1 
(8.20) for some (Y > - 
l--E’ 
it follows that 
(8.21) 
@ii) _ M 1 
l>e$),_M>l-e--$ 
Proof. We first give the proof assuming (8.18). To begin with, suppose 
@ii) > M. Then 64’) > X, (see Note 6.18). Hence, as in (7.1) 
(8.22) 
Qi(‘2) , 1 _ E 
Q,(h) ’ 
and it follows that M - mi =g E(hZ - X,)/(2 - E). Hence 
(8.23) 
Q,(M) 
Qi(mi) ” - “’ 
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It now follows from (8.5) that 
(8.24) 
e,(i) - M ep - mi M-mi 
@,,-M = ,j$,,-M - ,j&-M 
E(& - h) 
’ ’ - 2E2 - (2 _ E)( ,$f, - M) ’ 
proving that (8.21) holds if Oii) > M. 
In order to rid ourselves of the assumption eji) > M, we let X, and h, 
depend linearly on a parameter r in such a way that they coincide at M for 
r = 0, have their original values for r = 1, and have M as their weighted 
mean [see below (S.l)] for all 7. Then (8.18) and (8.20) hold for these variable 
X, and X, and 0 Q r d 1. Now letting r run from 0 to 1, f3ii) starts at e!$i, 
and satisfies (8.21) as long as it exceeds M. Since (8.21) says that eli) is 
bounded away from M, a continuity argument now shows that (8.21) should 
hold at least up to r = 1. 
The proof based on (8 19) runs similarly, with technical complications in 
the proof of (8.23) and, in particular, in the proof that (8.19) holds for 
0 < r Q 1; the latter is proved by showing that dBi”)/dr 6 0 as long as 
81’) > M. We suppress the details. a 
Hence, if E -=z 1, then, as long as 0$!, - M > 5( h a - A i)s/2, say, we have 
ep - it4 z ep, - M t0 within 20%. 
In our experiment we have e,(i) > M for i < 19, and then we have from 
(7.2) that E < 0.0131. Hence we should have eii) - M = t9!$l - M as long as 
e!$i - M > 0.333-5, in good agreement with Table 1. 
9. THE CONVERGENCE BEHAVIOR OF 8, AND f3, AFTER 
STAGNATION 
We will now analyse our experimental observations in Section 3.2(c),(e) 
that after the stagnation stage 8,’ 
In this section bounds for (B) 
and &j’) start moving quite rapidly again. 
10 and 04’) in terms of each other (see 
Corollary 6.14) will be used, as well as bounds obtained using a comparison 
scheme 
(9.1) v:= [X,,X, ,..., Xn;p~P,33,...&J, x, d A, Q A,, 
which we will now derive. 
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THEOREM 9.2. FOG k -C i, (ok a~ in (7.8), 6?$;k) < h,, ty < A,, we have 
Zf, moreover, 8ii) -z A,, then 
(94 ep - x2 G af 
&l-A2 
[ 1 2 x,-x, x2 _ eii) ),, _ e&k) 
x3-xl p%’ QV,i-k(Xt?) 
1 
2 
x,iii %,i-k(X2) (e$yk)- A%). ’ 
Proof. Take ok as in Section 7.5, corresponding to (A,, A,). Using 
bk(X2)I < bk(Al>l> we get the first inequality below from (5.18), and using 
(7.7) we get the second inequality: 
(9.5) ep - A, G 
~j~3(hj-eli))(hj-A2)2uk"(Xj)Q~,i_k(hj)~~ 
(X,-‘2)2’,2(‘,)Q~,i-t(X1)C1~ 
Now (9.3) follows from (5.19). 
The proof of (9.4) follows similarly, using uk corresponding to (A,, A,), 
from 
(9.6) ep - A, Q 
~jr3(hj-e~i')(hj-81i')2UiC2(Xj)Q~,i_k(~j)~~ 
(X2- ‘li’)“~(‘2)Q~,i-k(‘2)CL22 ’ 
n 
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Slightly different results under somewhat different conditions are con- 
tained in the following theorem. The proof runs along lines similar to the 
above, now using (5.15) for of’), (5.13) for f3d’), (5.16) for 132;‘). 
THEOREM 9.7. 
(a) zfA,-h,~h,-X2,thenfor~LEg~, 
(b) zfe$Q< A,, then fir pLc4ap2 
(c) In either case the quotient involving pFlq should be omitted if the 
condition on pS is not satisfied. 
We now give lower bounds for i3ji) and 04”). 
THEOREM 9.10. Zf b?j”) -c A, then 
(9.11) 
ep - x 1 A, - ep A3 - A2 
h,-e+(ep-h&X,-ii,) A,-A, 
(9.12) 
Proof. From (5.19) we have 
(9.13) ep - A, = 
~jz3(Xj-eli))(~j-e~i))(hj-~2)~~(~j)~~ 
(h - V><h - ~2Pi2&M 
(h3-efi))(+ep) c~&~~-x,)P~(A~)~; 
’ (ep-x,)(x,-x,) f3~lM 
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Combining this with [cf. (5.15)] 
then leads to (9.11). 
The inequality (9.12) is derived similarly from 
(9.15) @ii’ - x, = 
~jL3(Xj-eli))(Aj-e$i))(Xj-X1)Pi2(Xj)p~ 
(h,-B~‘))(A,-X,)P,“(X,)CL22 * 
n 
Another inequality for 8,(‘) is obtained in terms of the comparison scheme 
(9.16) L?:= [h,,...,X,;fij], jij = (hj - h,)Pj. 
Then we have from Theorem 6.35: 
COROLLARY 9.17. If dji’ < h, thf??I 
(9.18) , e,p - A, G ep - A, d 
Lhxhssion 
(a) If X2 - X, < A, - A,, then the right- and left-hand terms in (6.15) 
are almost equal. Hence, under this assumption, Coroku-y 6.14 implies 
(9.19) 
ep - A, & ep - x2 
A, _ e,(i) z 2 ej’) _ A, 
if &ji) < h s and as long as property P [Section 7.11 holds. Property P holds 
during our entire experiment in Section 3.1 [cf. (7.2)]; hence our experimen- 
tal data should satisfy (9.19) with p1 = p2 = 1 as soon as 04’) < X s, and the 
reader may verify that they do. 
From (9.19) we note (still assuming property P) that as soon as Oji) and 
LJJi) are close to X, and X2, respectively, we have 
(9.20) e;i) _ A 1 
= “r”(eJU - A,), 
r4 
in line with our observation (e) in Section 3.2. 
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(b) In the comparison scheme V we now take A, = A,, pS = pi, i.e., %’ 
is obtained from the standard scheme by just dropping A,. Then for 
A, - A, -SK A, - A, and e{“, &J”’ c ose 1 to A,, A,, respectively, we have from 
(9.8) and (9.11) 
(9.21) 
X,--h, 2 
[ 1 ep - x 1 X,-A, 2 h2-X, , d @&l)_A, G 1 I x,-x, * 
We note that the term in the middle lies between fixed bounds. Hence, after 
stagnation, 0$“) resumes convergence at the same average rate as the Ritz 
value 8(‘- ‘) of the scheme in which A, is lacking, no mutter how close A, *,i 
and A, are. Table 2 shows how well in the case of our experiment in Section 
3.1 the rate of convergence of ef’) resembles that of 0$;‘), in spite of the 
fact that (9.21) is rather crude (we note that the left- and right-hand bounds 
equal 0.23~6 and 0.1439, respectively). 
TABLE 2” 
i 0;‘) _ x 1 
31 .406E-5 
33 .215~-6 
35 .105E-7 
37 .4823-g 
Q,yl’-X 
I 
.410~-12 
2013-13 
.93lE-15 
.414E-16 
Quotient 
.99OE7 
.107~8 
.113~8 
.116E8 
‘For explanation see Section 9(b). 
(c) We note that the ratio of the bounds in (9.21) does not depend on 
A, - A,. It is quite large, however, and for our experiment we have seen that 
both bounds are crude. This is due to the obvious crudeness of the inequah- 
ties used in deriving (9.8) and (9.11): 
(9.22) C(hj-hl)(~j-h,)2Q~,i-l(Xj)~~ 
(9.23) C (hj-ey))(xj-ey))(xj-~2)~~(~j)p; 
j>3 
a (x3 - ep)( x3 - ep) C (x j - x2)Pi2( h j)p3. 
j>3 
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We have tried to find sharper inequalities under some reasonable global 
assumptions about the eigenvalues and weights [see also Section 7.31, but 
without success. 
(d) We may, however, obtain a better upper bound in (9.21) by using 
(9.3) instead of (9.8), optimizing it with respect to k [note that for k = 1 and 
X, - hi < X, - X, the right-hand side of (9.3) virtually equals that of (9.8), 
since eg ; I) is necessarily very close to Xi on account of (9.1 l), still assuming 
@ii’, 04’) to be close to Xi, X,, respectively]. Assuming the local convergence 
factors of 621 to be more or less constant, p say, the factor ai(e$;“) - h4) 
is minimal if k is the largest value such that LX; < p&i. In our experiment 
we have (see Table 2) p = 0.22 and hence k = 3, and now (9.3) yields 
(eii) - X,)/(e$y3) - Xi) G 0.1137, whereas the true value (see Table 2) is 
= 0.52~6 for i = 33,35,37. EIence in this case (9.3) is surprisingly accurate. 
Unfortunately we have no similar way to improve (9.11). 
(e) We could also have used our scheme .x? [see (S.l)] as the comparison 
scheme V. This leads to virtually the same estimates, since from Theorem 
6.31 we have e!$i - M = i(e$‘, - A,) [U denoting the same scheme as in 
@)I as long as Q~,i(‘,)/Q,i<‘> = 1, and this is the case if e.g. C;+=‘,(M - 
A,)/(X j - Xi) < 1 [cf. Section 7.11. This holds during our entire experiment 
in Section 3.1 [cf. (7.2)]. 
(f) Since in this stage of the process the convergence behaviors of eii) 
and eJi) are very much the same [see (9.20)], our results for 01”) can now be 
immediately translated into results for k-j”‘. We could also have used (9.4), 
(9.9), and (9.12) in order to obtain results for &j’) directly. This does not give 
much more information, since the right-hand sides of these relations corre- 
spond to their counterparts for 8:‘) approximately by (9.20) also, as is easily 
verified. 
(g) Whereas the inequalities in Theorems 9.2,9.7, and 9.10 may be rather 
crude, Corollary 9.17 actually describes the “asymptotics” for 64’) [and 
hence, through (9.20), for el’)]. It says that for ef”) reasonably close to X, 
(9.24) ep - h, z 6)$;1) - A,. 
On account of (6.15) we also note that as soon as @A” < X3 the left- and 
right-hand sides of (9.24) cannot be far apart unless pi < /~a. Indeed, in the 
model situation pi = pLz we have (h, - X,)/(X, - ej’)) < 2, and hence (9.24) 
is at most a factor 2 off. 
Using Theorem 6.31, we may also compare e,j”) - h, with the scheme 
(9.25) WE= [A,,...,h,;Pj], pj=Aj-A,, j>,3, ji,=A3-h1, 
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in which the first weight does not get small if we let X, approach h,. 
Actually, assuming t$‘) < X,, we have 
(9.26) 
A,-Xl 2h3-8p 
[ 1 x _A [&Lx,] Qe&,‘)-A,< A,-Xl 3 2 ’ [ 1, 2[fl&lLh2] ;3_:1 2 1 
and hence 
(9.27) 
once es(i) is close enough to A,. This gives a very good insight into the effect 
of taking h 1 closer to h 2, if one notes that 8$-j’) is very insensitive to small 
changes in X, (and is, indeed, almost equal to the first Ritz value of the 
scheme we obtain from #‘- if we replace X, by h,, as can be seen using by 
now standard techniques). 
We finally note that, again using familiar techniques, we may also 
compare 8$-~r” with the smallest Ritz value of the scheme 
(9.28) %“:= [A, )..., hn;p2>.4nl 
and then get bounds similar to those in Theorems 9.2, 9.7, and 9.10. 
01) We finally reflect a little on the experimental observation that OAi) 
initially proceeds quite fast to X, and then may linger there for quite a 
number of iteration steps before moving on to A,. Consider the scheme 
(9.29) CT::= [x2 ,..., X&iii], F2= Pl+P22 Pj=PFlj, ja3. P-- 
Choose a positive number y. Let i be the smallest number such that 
e#‘z < X3 + y, and assume this to happen for a reasonable value of i [with 
respect to this assumption see also Section 4.21. Noting that Y is the limiting 
scheme of the standard scheme if we let X, -+ X2, we have from Theorem 
6.27 that 04’) < h, + y. On the other hand, we have for any j with i < j < n, 
again since Y is the limiting scheme, that &jj) > X3 - y provided X, is close 
enough to A,. Hence, for X 1 close enough to A,, es(‘) may indeed linger near 
h, arbitrarily long (so far as permitted by the finiteness of n, of course). 
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10. THE STAGNATION PHASE 
In the experiment in Section 3.1 we have seen that 6’li) stays in the 
middle between A, and X, for quite a few values of i, and makes some 
extremely small steps in that phase of the process. We will now try to get 
some quantitative insight into this phenomenon in general. 
10.1. Duration of the Stagnation 
Beside our standard scheme, we consider again the scheme .Y as in (8.1). 
For reasons of simplicity we take pL1 = ps = 1, and hence M = (A 1 + h 2)/2, 
pLM = 6, but similar results could have been obtained in the more general 
situation that pL1 and pa are not too different. 
THEOREM 10.1. Let E > 0 and k (integer) be given. Let i be the smallest 
integer for which 
(10.2) @), - M < 
4X2 -a 
2(2+&) ’ 
and make the following assumptions: 
(10.3) i > 2, 
(10.4) a:=(X,-A,) 
,yC&- 1) _ M 
(10.5) ’ ,&“- M ’ 
Then 
(10.6) l--E< 
ep - xl 
x,-fljj) <I+’ 
forj=i,i+l,..., i+k. 
Proof. We first note that (10.6) is equivalent to 
(10.7) - 
4X24l) 
< ep - M < 
4X2-U 
2(2 - E) 2(2+4 * 
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Since Oii) < 0$)i [cf. (8.4)], the right-hand inequality in (10.6) holds for j = i 
on account of (10.2). 
Define 
q=i+k, 
A,-h1 b=-----.- q X,-A, 
X,-X,’ 
c=c- 
3 Xi-h,’ 
and note that b + c < a < .s/4 [cf. (10.4)]. Then from (6.15) and (7.1) 
(10.8) 
ep - A, A, - A, P,“(A,) ep- A, ep - A, 
A, - ep ’ A, P,“(A,) ep h, ’ C1 - b)(l - 2c) ejq) _ A . 1 
Hence, we wiIl have proved the left-hand inequality in (10.6) for j = i + k 
= q if we can prove that 
(10.9) 
ep) - x2 1-E 
ep) - A, a (l- b)(l- 2c) =: v. 
Note that r~ < 1 - b and hence (10.9) is certainly satisfied if eiq) >, A,. If 
0Jq) < A,, then (10.9) is equivalent to 
(10.10) 
ep) - h, VP, - A,) qb 
h3-ep>’ (i-#,,-A,)-(X,-h,) = 1-q-b’ 
We now prove that (10.10) holds. Because of (9.12), 
(10.11) 
ep - x2 
h3-ep)‘2(~2-~lj2 ’ 
h3-X1 (egrl)_M), 
and now, using (10.5) and O$,yl) - M >, &(X2 - A,)/{?(2 + E)} [on account of 
(10.2) and (10.3)], we find that the right-hand side of (10.11) exceeds 
(1 - E)b/(E - 2a), which exceeds qb/(l - q- b). n 
Discussion. 
(a) The theorem says that under the given conditions there are k + 1 
successive values of Bij) in an interval of length = (s/2)( A, - A,) around M 
[cf. (10.7)]. 
(b) Comparison with OUT experiment in Section 3.1. Taking E = 0.2, we 
find from Table 1 that i = 18, and that (10.5) holds for i + k < 24. With (7.2) 
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we find that (10.4) holds for i + k < 77. Hence the theorem says that (10.6) 
holds for j = 18,..., 24. In reality (as we see from Table l), (10.6) holds for 
j = 18 , . . . ,28. Taking X, - Xi = lo-’ instead of low4 in our experiment, 
(10.4) is now satisfied for all i + k < 900, and the theorem says that (10.6) 
holds for j = 22,..., 34, whereas in reality it holds for j = 22,. . . ,37. Hence, 
the theorem is not doing too badly [see also (e)]. 
(c) We now reflect on how the duration of the stagnation depends on 
X a - Xi, keeping M and the other spectral data fixed. To any value of 
X a - Xi there belongs a value of i via (10.2) and a largest value k of k 
satisfying (10.5) which we take [disregarding the conditions (10.3) and (10.4) 
for the moment] as a measure for the duration of the stagnation [see also (e)]. 
Now consider a fixed pair hi, X, with corresponding i and k, i > 2, and 
other pairs Xi, Xl, with A’, - h; < A, - X, and corresponding i’, k’. Assume 
that (10.4) holds for all these X;, Xl,, i’, k’, and that a < E [in our experiment 
we see that this already happens for quite moderate values of A, - Xi; 
see also (d)]. Suppose that the “local convergence factor” pi := 
(S-$‘, - M)/(O$; ‘) - M) of the comparison scheme has the property that 
In pi varies only slightly on the index range i Q j < i,, i, some given number; 
In pi = In p, say (in our experiment this is the case on an enormous range, 
starting at i = 22, say, corresponding to a reduction of A, - A, by many 
decades). Then we have the following (somewhat informal) property whose 
proof follows immediately from (10.2) and (10.5) and which, at the cost of 
some technicalities, can be turned into a real theorem: 
PROPERTY 10.12. Define p := [i, - (i + k)]/3. Then for all A;, Xl, with 
Xl, - A; > pP(X2 - A,) there holds 
(10.13) 
A’, - x; 
In - 
i’-i= i i &--A, 
hip ’ 
(10.14) 
This means that i’ and k’ increase more or less proportionally with 
In( Xl, - Xi). 
(d) Regarding the assumption in (c) that a << E, we note that under the 
(realistic) assumption that pi has a decreasing tendency, i + k tends to 
increase less than proportionally with ln( X, - X r) [cf. (10.13) and (10.14)] 
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and hence a -+ 0 for X, - hi + 0. Thus the condition a -=z E is not a very 
harsh one. The finiteness of n is a limiting factor, of course. 
(e) In (c) we took i as a measure for the duration of the stagnation. But, 
supposing the true range of values of j for which (10.6) holds to be jO,. . . , jl, 
would it not be possible that jr - j, z+ k? We now look briefly and sketchily 
into this matter, again assuming pi to have a decreasing tendency. From 
Property 8.17 we note that, for E small, B{jj is very close to fl.jjl until dJ!)i is 
well inside the stagnation interval. Hence j, = i - 1 or j, =‘i unless pi is 
extremely close to 1. The only other crudeness in the proof of Theorem 10.1 
is (lO.ll), and using arguments as in Section 9(b) and (e), we see that here 
we lose at most a factor of the order of (X fl - X ,)“/( h s - X 2)2, which may be 
translated into 2ln[(A, - M)/(A, - M)]/ln pj steps of j, and note that this 
has a decreasing tendency as h, - Xi decreases. Hence j, - j, may exceed k 
by only a rather limited amount except perhaps in rather extreme cir- 
cumstances. 
10.2. Small steps 
Stagnation, as discussed in Section 10.1, necessarily leads to Oli) making 
small steps. That theory does not, however, explain the extremely small steps 
observed in practice. To do this is the purpose of the present section. 
THEOREM 10.15. Assume 0$‘) < X,. Define 
(10.16) 
Qi('ii'> n;,,(p ep) 
F'= - Qi+l(@i)) = n;+_;(BJ!i+l) _ eji))' 
(10.17) 
(10.18) 
11 := max( ]f3fi) - A,], lep - A,[), 
Y) := min( ]eji) - X,], jep - X,1). 
Then 
1 1 
&--hi < F < eJi+ 1) _ eii) ’ 
(10.21) 
A, - A, ep- A 
ep - eji+l) < ~92~‘~) _ x ecij _ h1 if ep < A,. 
2 2 2 2 
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Proof. Since Qi(Oiisl)) # 0 [cf. (6.3)], we have from (5.16) 
(10.22) e;i+l) _ ej’) = C(X,-e,“‘)Qi+l(‘j)Q~(x,)r:: 
CQi+,(X,)Qi(‘j)$ 
[cf. (5.8)], giving the equality in (10.20). 
From (5.21) we have 
(10.23) 
and using this we find 
(10.24) 
ERT( X j)p; (h,-8ji))2Q~(X,)p;+(X2-B~i))2Q~(h2)p~ 
CQZ(Xj>P; ’ [Qz(X1)~.21+Q2(X2)1.~22][l+(ej~)-x,>/(h3-ei")] ’ 
Now the inequality in (10.20) follows. 
Noting 
(10.25) c R$L~)+~~(@“- A,)2 c I’,“@,.)$, 
j<z js2 
(10.26) ,~~~~(hj)~~~(X,-e~“) c (hj-eii))Q;2(Xj)p; 
J- j>3 
=(A,-ep) C (ep-xj)~~2(xj)p; [cf. (5.5)] 
j<2 
(10.27) ~Q;(Aj)p++9~i)-A,)2 1 I’,“@,.)$ 
jG2 
we find the inequality in (10.21). 
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The inequalities in (10.19) follow immediately from (6.3). 
Discussion 
(a) This theorem enables us to say something about the extremely small 
steps which we observed in our experiment. For simplicity, we take again 
pi = pa. Then we see from (10.20) that during the stagnation phase, i.e. when 
13i~) is close to M:=(A,+ X,)/2, and hence ?J =(X, - A,)/2, the step 
8ii) - of’+‘) has a lower bound of order (A, - X,)2. 
(b) On the other hand we see from (10.21) that, if (34”) has just passed X, 
but is still close to X,, we also have an upper bound for eii) - ofi+‘) of order 
(X, - X r)2. We have no proof, however, that there is always a f$j) to the left 
of and close to A,, although in our experiments this was always the case. 
Note, however, as we have seen in Section 9(h) that for the values of @j) 
satisfying A, < ep < A 3 we can always move X r closer to h 2 so that the new 
value of ep is close to A,. 
11. CLOSE EIGENVALUES AT OTHER PLACES IN THE SPECTRUM 
So far we have considered the situation that X, and X2 are relatively 
close. One expects, of course, similar effects if another pair of eigenvalues is 
relatively close. 
Theorem 6.35 suggests an approach for the analysis of the convergence 
behaviour of Ritz values for that situation. As an example we will now look 
into the situation that A, and X, are relatively close. This special case of 
Theorem 6.35 is formulated as a corollary, in which 
(11.1) p::= [A, ,..., x,;p, ,..., p,], fij=(xj-A,)pj. 
COROLLARY 11.2. zf ep,< x, then 
(11.3) , e&j;:, - h, Q ep - A, G hX,~~~j(e$;:,-h,). 
21’ 
Discussion. 
(a) We consider the situation A, - A 2 ==K A 2 - A r and a X, - X,. We 
assume pr = p2 = ps, which is exemplary for the situation that p r, p2, p3 are 
of the same order of magnitude. Then we see from (6.15) that as soon as @” 
enters its final interval, we have (el”)-x,)/(x,-e~‘))~(h,-X,)/(h,-X,), 
RITZ VALUES 691 
and hence of’) - X, 5 X, - X,, which means that eli) is very close to Xi. It 
follows that the factor (A,- A,)/(X,- Oji)) in (11.3) is very close to 1. 
Hence, when @f?, is in its final interval, all @2’), 2 d p < k, are very well 
approximated by e$,;!!, ( on account of (11.3), since now er$!?r 6 $,). Thus, 
from this moment on, these Ritz values behave very much like the Ritz values 
of a scheme which has a close pair of eigenvalues at the beginning of the 
spectrum, and this is in line with our observation in Section 3.3. 
(b) Actually, B$,;!!r may approximate r9ii) even better than suggested 
above. We argue how this comes about (and from this a quantitative 
assessment may be derived). We note that fis = $s. Hence, under reasonable 
assumptions e_&!)r will stagnate near (h, + X,)/2, and f?.$,& will then still be 
far away. Therefore, if the _!%cheme has property P [cf. Section 7.11, the 
standard scheme will have Pi( A,) = Pi(h,). In the terminology of (6.17) with 
k = p = 1, we now have m = (A, + X,)/2, and hence 04’) - m -=K A, - A,. It 
then follows from (6.17) that @ii) - A, < A, - A, (whereas above we only 
used @ii) - X, 5 A, - X,). Th is reasoning is supported (it was actually 
prompted) by experimental evidence. In Table 3 we give results for the case 
h,=0.034, X,=0.082, A,=0.0821, X,=0.127, and the other Xi, as in 
Section 3.1(a), pj = 1 for all j. 
TABLE 3” 
i eji) _ x 1 @i) OJi) _ e$;l) 
18 0.463-5 0.082312397049 0.17E-7 
19 0.153-5 0.082170686126 0.253-8 
20 OSOE-6 0.082106779690 0.413-g 
22 0.473-7 0.082060031777 0.703-11 
24 0.3138 0.082050867822 < O.lE-11 
“For explanation see Section 11(b). 
12. SUPERLINEAR CONVERGENCE OF RITZ VALUES 
As we have already mentioned repeatedly, the rate of convergence of Ritz 
values has the tendency to increase [see, e.g., Table 1; for a crude explanation 
see, e.g., (4.4) and note the exponential nature of the right-hand side]. The 
following theorem is informative in this respect (also in the case that the 
eigenvalues are not close). 
For given i define the scheme 
(12.1) q := [x1, A, ,..., X”gij], Pj”lQi(hj)lPj* 
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THEOREM 12.2. Zf 84’) < A, then 
with 
[ 
h,-A, ep4, 2 
Hi := 1 h3-ep x,-x, . 
Proof. From (5.18) we have 
(12.4) 
e(i+kpl) _ A, G 
Cj~s(hj-e~i+k-l))p~(hi)(hj-~2)2~~,,L(hj)EL~ 
1 
Pi2(Al)@, - X2)2Qi,,k(hl)d * 
If 8’itkP1) > 0&k\ [otherwise the 
majokize the numerator in (12.4) by 
first inequality in (12.3) is trivial], we 
and write the denominator as 
A,-A, 2 I 1 A, - ep QiYm?~~,k(~1M. 
Now the first inequality in (12.3) follows from (5.19). 
In order to prove the second inequality, we first note that kJji) < X2 (cf. 
Corollary 6.4) and hence [cf. (S.lS)] 
O,e(i)_A 
1 
_ c(xj-h2)QiYhj)P~ z cj+2(xj-x2)F~ __(l) _x 
2- 
WZ( x j)P; Cj+2F5 
- %,,I 2’ n 
Disctmion. 
(a) The theorem shows that from the moment on that 04’) has arrived in 
its final interval the error reduction in the next k steps is at most the fixed 
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factor Hi worse than the error reduction in the first k steps of the compari- 
son scheme gi. In this comparison scheme X s is lacking; hence X1 has a 
larger gap ratio [for this notion see Section 4.21, which leads to faster 
convergence [see e.g. (4.4)]. We also note that the factor Hi is a kind of 
relative convergence measure for (A$‘), viz. relative to A, - A, and A, - A,, 
and that it is already close to 1 when 0s ci) has only achieved a very modest 
degree of convergence. 
(b) The theorem may, of course, be generalized to the situation that 
ez(i),..., 0:‘) have attained a reasonable degree of convergence. Thus one 
might expect the rate of convergence of @,(‘I to increase each time a further 
Ritz value comes close to its corresponding eigenvalue in a relative sense. 
(c) This corresponds nicely to what one observes in practice. In Table 1 
we see that eg,i enters its final interval for i = 12. The local convergence 
factor of &$,\ is about 0.5 until i = 14 (Hi, = 2.3) and then decreases in only 
three steps to 0.33 (Hi, = 1.1). It then stays at about this value until i = 22, 
whereafter a sudden drop to 0.25 occurs, and this happens just at the time 
that 0$\ has attained a reasonable degree of convergence. 
(d) ‘The arrival of a Ritz value in its final interval at the upper end of the 
spectrum may also have an effect on the rate of convergence of eji). 
Formulae similar to (12.3) can be derived for bounds on the error reduction 
in Sji) in terms of a comparison scheme in which A, is lacking. When 
A, -A,-, is not small compared to A,_ i - h 1, we then expect a marked 
improvement in the rate of convergence of 8 ii’ because of a larger gap ratio 
in the comparison scheme [cf. Section 4.21. If, on the other hand, A, is 
relatively close to A,_ 1 (we have situations like our experiment in Section 3.1 
in mind), then there is only a marginally increased gap ratio and we expect 
no noticeable improvement in the rate of convergence of of”) when eii) gets 
close to A n. This is borne out in practice. 
(e) We finally note that what has been said about 8ji) here can be 
generalized to the other Ritz values, using theorem 6.35. 
We wish to mention stimulating discussions with our colleague Peter 
Sonneveld. 
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