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Introduction
In this paper bounds are derived for the extinction time distribution of a one type Galton-Watson branching process. This process represents the evolution of a population in which different individuals reproduce independently of each other and the offspring probability distribution is identical for every individual and every generation. The Galton-Watson process has been used as a simplified model for such problems as determining the fate of the population generated by a newly mutant gene.
Suppose that the offspring probability distribution of each individual in the population is represented by the probability generating function (p.g.f.) g(s) = -1~=0 pjs, 0 < s < 1, and let m = g'(1), the mean number of offspring produced by each individual. To avoid trivialities, assume that Po + p, < 1 and 0 < Po. Letting Z, denote the size of the population at the nth generation, it is well known that the p.g.f. for Z, if Zo = 1 is g,(s) = g(g(.., g(s) ...)), the n-fold iterate of g. However, there are very few families of p.g.f.'s whose iterates have a simple closed form expression. The approach used in this paper results in bounds for {g,(s), O s ? 1, n > 1}, and hence for {g,(O) = P(Z, = 0) = P(T< n), n -1}, where T is the extinction time of the branching process. These bounds are used to obtain bounds for the percentiles of the distribution of T and other parameters of interest. As usual, subcritical, critical and supercritical processes refer to m < 1, m = 1 and m > 1, respectively. Without loss of generality, we shall assume throughout that Zo = 1. Our main approach consists of reducing the problem of deriving bounds for the Galton-Watson process to a problem involving the one family of p.g.f.'s whose iterates can be easily calculated, the fractional linear generating functions. Seneta (1967) Seneta derived two fractional linear generating functions which bound a subcritical Poisson p.g.f., producing good bounds for y and ET for a Poisson branching process. In Section 3, we find two fractional linear generating functions which bound any subcritical or critical p.g.f. g with g"(1) < oo in such a way that the means of the bounding functions are equal. In Lemmas 2 and 3 and in Theorem 2, we show that for some special cases (such as the Poisson p.g.f.) it is easy to find the best bounding fractional linear generating functions with mean m. Bounds are obtained for supercritical processes in Section 4 by exploiting a duality between subcritical and supercritical processes. Since for a large class of Galton-Watson processes the variance of T grows exponentially faster than ET as m --1-(see Seneta (1968) ), and since these measures are infinite for the unconditioned process when m > 1, we concentrate on obtaining good bounds for {P(T < n), n > 1} and for the percentiles ?P of T. Bounds for ET and p are easily expressed as a byproduct of these bounds when m < 1. The problem of obtaining bounds on the extinction time distribution of a Galton-Watson process has been considered recently in a few papers. Heathcote and Seneta (1966) presented bounds for ET and # for subcritical processes with g'(1) < co. Under very general conditions (e.g., see Seneta (1968) ), as m -+ 1-their lower bound for ET converges to a finite limit (although ET-+ oo), and their upper bound grows at a rate proportional to (1 -m)-1, which is exponentially faster than the actual rate. Pollak (1971) has also considered the problem of deriving bounds for ET and p. His bounds apply to p.g.f.'s which can be shown to satisfy a certain inequality involving the first three derivatives of the p.g.f. evaluated at one. However, there is a large class of p.g.f.'s for which these bounds are inapplicable, and in general it is difficult to verify whether the bounds apply to a given p.g.f. Seneta (1967), as described above, and Pollak (1969) have also derived bounds for the extinction time distribution when g has the Poisson form, which has been used in genetic applications of branching processes since Fisher (1930) . The bounds derived in this paper are applicable to all Galton-Watson processes with g"(1) < oo, yet still maintain good properties for values of m close to one, which are of special interest in many applications. In particular, the bounds for ET for a Poisson branching process are better than any previously published. To use the bounding approach described in the previous section, it is necessary to determine which of the f.l.g.f.'s that bound a p.g.f. g produce the best bounds for the extinction time distribution. When m : 1, q -g,(O) ~ j-'[g'(q)]n as n -+ co (see Harris (1963) A direct calculation shows that there is always exactly one f.l.g.f. that equals q and has derivative g'(q) at s = q. It is unrealistic, then, to expect two f.l.g.f.'s that bound g over 0? s ? q to produce good bounds for the extinction time distribution. However, it is possible to derive bounds with quality comparable to those derived in Section 3 by exploiting the following duality between subcritical and supercritical 
The class of fractional linear generating functions

Asymptotic forms of the bounds
In each of the three special cases we have discussed, the upper bound for P(T> n) in the critical case is 2/(2 + g"(1)n), which is smaller than Kolmogorov's approximation of P(T> n) ~ 2/(g"(1)n) for any n ? 1. In fact, whenever the f.l.g.f. 
Generalizations and extensions
The main advantages of the bounds derived in this paper are that they apply to nearly all Galton-Watson processes, they are good in the region of greatest applicational interest (m 1), and yet they are relatively simple. Moreover, the f.l.g.f. bounds for a p.g.f. derived in this paper are useful for obtaining information about the extinction time distribution of more complex discrete time branching processes. A future paper will be devoted to showing how they can be used to derive bounds for the non-homogeneous Galton-Watson process and a branching process with random environment. The results in this paper apply directly to the age-dependent branching process, in the sense that the sizes of the successive generations of that process form a Galton-Watson process (see Harris (1963) 
