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ОСТАВШИЕСЯ НАУЧНЫЕ ЗАМЕТКИ ПРСФ. Г.КАНГРО 
Э.Юримяэ 
После смерти проф. f.Kterpo 25 декабря 1975 года сохра­
нились его научные заметки более 400 страниц, которые 
были первоначально систематизированы тов. З.Рийвес и К.Рий-
в с. Эти заметки содержат различные научные идеи, фиксиро­
ванные за многие годы, некоторые законченные результаты и 
одну почти готовую статью. 
По тим сохранившимся заметкам можно судить о широком 
круге научных интересов проф. Г.Кангро. Оставшиеся заметки 
относятся в подавлящем большинстве к теории суммируемостм 
и можно группировать в следующие 8 разделов. 
1. Тауберовы теоремы. По этому направлению рассмотрены 
общая схема доказательства тауберовых теорем, принцип при­
ведения в тауберовых теоремах, общие тауберовые теоремы для 
треугольных методов суммирования, тауберовы теоремы с оста­
точным членом и лакунарными тдуберовыми условиями, обобще­
ние метода Гофмана, тауберовы теоремы для метода Вороно­
го—Нёрлунда, тауберовы теоремы с остаточным членом для Х-
ограниченности, приведение тауберовых теорем на пространст­
во и классификация тауберовых условий. Отметим, что 
последовательность х = называется Л*"-ограниченной, 
если а . 
2. Шіожители суммируемости. Рассмотрены множители типов 
(Л ,1ВІ), ( А, А^) и ( |А|,А^), а также найдены связи меаду 
множителями типов ( А , В) и ( В*, А ), где А - простран­
ство, сопряженное к А . 
3. Суммирование ортогональных рядов. К этому разделу 
относятся следующие исследования: множители Вейля для ор­
тогональных рядов относительно ( ^ , ^ н,)-суммируемости со 
скоростью, суммируемость рядов Фурье и наилучшее приближе­
ние, обобщения теоремы Болгова и одна почти готовая статья 
"Сильная суммируемость ортогональных рядов со скоростью". 
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которая нами была подготовлена к печати и в ближайшее время 
выйдет в Известиях: АН Эст. ССР. 
4. Общая теория суммируемости была представлена проф. 
Г.Кангро в обзоіной статье [1]. в дополнение к этому им 
изучены совершенность и характеристика общих методов сумми­
рования, сзпцествование ограниченных элементов в поле сумми­
руемости. 
5. Свойства методов суммирования со скоростью. По этому 
направлению рассмотрены обобщение теоремы Виланского—Цел-
лера относительно суммируемости ограниченных последователь­
ностей, образ пространства , методы типа М и Л-кон­
сервативные методы, сохраншцие А-ограниченность при всех 
6. Новые пространства, связанные с суммируемостью со 
скоростью. Рассмотрены множества 
{х.= (.?„.): Ап,С?^- §)|< оо} , 
И 
: 3 lim у 
где ySn, = ^ lim j5»v и 
Эти множества топологизированы, изучены линейные непрерыв­
ные функционалы в полученных пространствах, а также матрич­
ные преобразования этих пространств. 
7. Мерсеровы теоремы для Л-суммируемости. 
8. Сильная суммируемость как числовых так и функцио­
нальных рядов. 
Литература 
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ПСЕВДОСХОДИМОСТЬ й СУММИРУЕМОСТЬ ИТЕРАЦИЙ 
НЕЯИНЕЙНЫХ ОПЕРАТОРОВ 
А.Меленцов и С.Рудаков 
Пус5ть X - пространство Банаха и Ф с X* - ноіжжрую-
ще множество (т.е. норма 8xl| = sap{l^(x)l:эквивалентна 
норме пространства X). 
Определение 1 (см.[з]). Последовательность элементов 
иа X навывается псевдосходящейся к влементу XQ , 
е с л и  д л я  к а в д о г о  г  >0  
su  ^card { п.*. I Хо)1  ^2-
ОчеввднІ^ псевдосходящаяся последовательность сходится в 
слабой топологии пространства X ш кавдая сильно сходящая­
ся последовательность псевдосходится. 
Определение 2. Будем говорить, что бесконечная матри­
ца С=(с^р) принадлежит классу ^(С, 1,) , если для 
кавдого иа суіц ству т конечная строго воврастаіщая последо­
вательность натуральных чисел п-, < < ... -с п.^ такая, 
_Гі/пг, если гі = пі, 1 = і, 2,,.. пг; 
если 1=1,^, 
Теорема 1. Последовательность {Хп.} >8 ^ тогда и 
только тогда псевдосходится к элементу DCQ , когда она сум­
мируема к этому элементу кавдой матрицей ив класса ЖСуі) 
в сильной топологии пространства К. 
Определение 3. Будем говорить, что матрица С = С) 
и8 класса 9СС,1) принадлежит подклассу 
если кавдому m соответствует натуральные числа d. и JL 
такие, что 
(» _ГіМ, слн a = ot+ci(l-l), 1 = 1, 
о в других случаях. 
Определение 4. Последовательность элементов ив 
X будем называть почти псевдосходящейся к элементу , 
если она суммируема к Xq каждой матрицей иа подкласса 
1) в сильной топологии пространства X • 
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Замечанже. Известно обобщение теоремы Бака [4], в силу 
которого из суммируемости последовательности {х^} к эле­
менту кавдой матрицей и класса в слабой топо­
логии пространства X следует слабая сходимость такой пос­
ледовательности. В СВЯ8И с этим понятие слабой псевдосходи­
мости вводится следуіщим образом. 
Определение 5. Последовательность { Х п )  из X  назовем 
слабо псевдосходящейся к , если она суммируема к эле­
менту Xq каадой матрицей из подкласса S2(41,C,1)B слабой 
топологии пространства X • 
Определение б. Цусть F  -  замкнутое выпуклое множество 
из строго выпуклого банахова пространства X. Отображение 
Р из X в F, определяемое равенством 
flx-P(x)|j : 1€F}> 
называют метрической проекцией пространства X на множество 
F  .  
Известно [1], что если X - строго выцуклое рефлек­
сивное пространство, то Р определено всюду на X и одно­
значно. 
Определетае 7. Пусть. С - множество из банахова про-
странства Отображение Т:С~^С называют нерастяги-
вающим, если для каждой пары элементов х и ^ из С имеет 
место неравенство 
І І Т х - Т ^  l u i k - y j i .  
в этом случае будем писать Т € cont С. 
Определение 6. Точку х называют неподвижной точкой ото­
бражения Т множества С в себя, если Тх = х. Через 
F(.T) обозначим совоіошность всех неподвитаых точек ото­
бражения Т . 
Известно [2] следующее свойство множества F(T). 
Теорема 2. Пусть У - строго выпуклое пространство Ба­
наха, а множество С с X замкнутое и выпуклое. Если Т в 
€ cont Си F(T) ф (гі , то F( T) является замкну­
тым выпуклым множеством. 
-  б  -
Теорема 3. Пусть X - равномерно выгогклое банахово прост­
ранство. Вслі С - замкнутое выцуипов множество *8 X и Т € 
^сопі С, причем Р(Т)^0, то последовательность мет­
рически* проекций {РТ'^эс} итераций (Т'^зс) на множество 
F(T) сходится к элементу Хо в F(T) в сильной топологии 
пространства X . 
В частности) теорема 3 верна, если X является про­
странством Гильберта. 
Определение 9. Точку х называем псевдопредельной точкой 
последовательности { » сли суирствует матрица f\ ~ 
~ такая, что х является предельной точкой 
последовательности Л(Хп.) в слабой топологии пространст­
ва X. 
Введение понятия псевдопределыюй точки оправдывается 
следующим результатом. 
Теорема 4. Если С - замкнутое внцуклое множество ив 
прос тр анс т в а  Гильб ер т а  Н  ,  Те  соп і  С  ,  Р ( Т ) ф  0  ш  
= Ііт РТ'^х, то метрическая проекция на F(T) каж­
дой псевдопредельной точки последовательности { Т'^х} сов­
падает с точкой Xq. 
Теорема 5. Множество всех псевдопредельных точек опера­
тора Т € con-t С (где С - замкнутое выцуклое множест-
по), действующего в пространстве Банаха X является замк­
нутым выпуклым множеством. 
Свойство псевдопредельных точек, зафиксированное теоре­
мой 4, приводит к олел^іц цу алгориті^ отыскания неподвижных 
точек оператора. 
Цусть выполнены усло]9мя теоремы 4. Цусть и - раз­
личные псевдопредельные точки последовательности итераций 
{ хУ оператора, действующего в действительном про­
странстве Гильберта Ни 11^11=1. 
Рассмотрим оператор 
Ф а )  =  ( т ( л о ,  ^ ) .  
Легко видеть, что Ф € С О n't Ifycn \ - неподвижная 
точка оператора Ф . Тогда - неподвижная точка опе­
ратора Т. 
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Определение 10. ПУСТЬ ТбСОпіС и х е С .  божество 
u)pCx)= {^^С; 3/1 (Яі,С ,і)} ^ - предельная точка 
в слабой топологии пространства X} 
будем называть слабым псевдопредельным множеством отображе­
ния Т в точке X . 
Теорема б. Пусть выполнены условия теоремы 4. Последо­
вательность итераций {Т'^ос]' в том и только в том случае 
слабо псевдосходится к элементу U , если Р(Т) Ф 0 и 
G РСТ). 
Теоіюма 7. Пусть выполнены условия теоремы 4. Если ото­
бражение Т вполне непрерывно и <{ Т'^х - X У почти псев­
досходится к нулю, то последовательность итераций } 
почти псевдосходится к точке р с Г(Т). 
Литература 
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ИЗОМЕТРИЧЕСКИЕ ПРЕДСТАВЛЕНИЯ И ДЖФЕРЕНЦИМЬНЫЕ НЕРАВЕНСТВА 
Е.Горин 
1. Ряд классических: дифференциально-разностных; нера­
венств (С.Н.Бернштейна, С.М.Нхкольского, С.Б.Стечкина, ^а-
са, Бора—Фавара и др.) у игращюс важі^ роль в теории при­
ближений, теоремах вложения и т.д., имеет, как окаенвается, 
простой алгебраический смысл, заключающийся в том, что нор­
мы некоторых: операторов, связанных: с оператором дифференци­
рования, совпадают с их спектральными радиусами. К числу та­
ких неравенств относится, например, неравенство 
5ир1|(х+-|А,) ^a.S in f c rK  SUp ||Cx)|, 
R в? 
справедливое при (гп ^тг для ограниченных на вещ ст-
в№ной ОСИ 1R целых функций ф экспоненциального типа^сг, 
в частности, для тригонометрических полиномов степени ^ сг, 
предельный слу«й sup|f(x)|6<rsup||(x)| 
этого неравенства, его многомерные варианты и /Даналоги. 
Для некоторых сі^аев это обстоятельство отмечалось раньше 
(см., в частности, £3-б]). В данном сообщении мы опишем 
дальнейшие продвижения. 
2. Рассматриваемые в дальнейшем банаховы алгебры Л 
суть комплексные банаховы алгебры с единицей и но^шой, под­
чиненной условиям (Іа^ІІ ^ Hall 1UII и ЩЦ = 1 . Через ІаІ 
обозначается спектральный радиус элемента а € /) , а 
через ~ спектр. Если алгебра /) комі^татив-
на, то а - преобразование Гельфанда (или преобразование 
^^ь ). Если <5 - локально компактная аб лева группа, то 
^ - группа унитарных характеров, /Vj ((^ ) - банахова ал­
гебра регулярных борелевских мер на ^ со сверткой в ка­
честве умножения. Известно, что алгебра М( G) полупроста, 
но, вообще говоря, не регулярна по Шилову и не симметрична. 
Если X - банахово пространство, то через L(X) обозна­
чается алгебра всех ограниченных линейных операторов на X 
с обычной нормой. 
- ^ -
2 
3, %сть Т: - сильно непрерывное и ом три-
ч сш) ( )l 11 = 1 ) представление локально компактной 
аб елевой группы (обратишоп) операторами банахова прост­
ранства X. Такое представление по форцуле 
Тр.х = |а.еМС^), *вХ, 
индуцирует представлеьие Т: ГЙ (6) •^L(X) алгебры Mfe). 
Интересуюций нас вогфос в своей общей постановке заключает­
ся в выяснении условий, при которых: К T|u,(l = | Т|к|. 
Цусть Spec (Т) - оболочка .идеала кег Т в прост­
ранстве максимальных цдеалов алгебры / ) С ^ ). Аналогично 
([2], стр.59) легко показать, что исходаое представление 
Torj|a и только тогда равномерно непрерывно, когда Spec (Т)с 
С^. Заметим, что при (9 = ^*^ равномерно непрерывно­
му представлению Т отвечают такие однозначно определенные 
комцу^ирующие лементы а^,...,аа € L(X), что 
Tf. ~ ехр у -і 
При том, если преобравование ІЕурье fi  меры |и.^М(б)в не­
которой окрестности компакта Spec'C Т) с ^  = IR*^ С (С*^ сов­
падает с полиномом р, то р а^) =Tju» 
4. Следующая лешш аналогична теореме об отображении 
спектров ив [2], 
Лемма. Если Л - такая замкнутая подалгебра в алгебре 
MCQ ), что ІАІЙО І^егТ)^ регулярна по Шилову, то 
длявсех |^€Л ^ 
Sp € c ( T ^ ) =  j j L  C S p e c (  Т) ) ,  
Очевидно, что в лемме можно положить й  -  L H G ) .  Да-
лее, если представление равномерно непрерывно, то лемма 
выполняется для всей алгебры М ((^), так как в этом слу­
чае сужения и на Spec С Т) совпа­
дают. 
ТеоремаПредположим, что выполняются условия леммы и 
р. е Л . Пусть 
max  I м - ( х ) |  =1  1 с х о ) 1 ,  Xo € S p € c C T ) .  
SpecCTJ ' ' ^ 
Если суврствует такая мера ^,что (||<Ц)|| = І и 
«К«.гТ, то ||^|=1Т^.|. 
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Сформулированная теорема при всей своей простоте удобна 
в приложениях. Ёсли, например, ^ SpecCT)cSt Іо = 0, 
р,СО)=і и Spec(T) есть множество спектрального синте­
за, то достаточно убедиться, что ju. продолжается со Spec(T) 
до положительно определенной функции на ^ (т.е.характерис­
тической функции вероятностного распределения), а это поз­
воляет использовать вероятное тшю критерии типа критерия 
Пойя. Упомянутые вначале классические неравенства легко по­
лучаются на 8Т0М пути. 
5. Любопытно, что теорема 1 имеет некоторое обращение, к 
которому мы теперь переходим. 
Рассмотрим равномерно непрерывное представление Г: 6'-*LCX). 
Пусть S — замкнутая подалгебра в iL(X), порож­
денная операторами Т^ . Ск}вохупность функций на вида 
^ € В* образует подпространство Е е  С  
инвариантное относительно сдвигов. Это подпространство на­
деляется норіой из . Алгебра изомор^а аналогичной 
алгебре, индуцированной сужением регулярного представления 
на Е; Очевидно, что £ содержит все характеры, соответст-
вуицие точкам Spec(T) (гомоморфизмам в поле комп­
лексных чисел). Представление Т будем называть достаточным, 
если нормы линейных комбинаций таких характеров в Е совпа­
дают с их Sitp-нормсши на G . 
Теорема 2. Цусть Т - равномерно непрерывное достаточное 
представление, |и,еЛ1(6і), OeSpecCT) и flTp.|I =|Т|а1 = 
» р.СО) = . 
Тогда p-lSpeeCT) =р.£))$ресСТ)» где ^ - подходя­
щая вероятностная мера. 
6. Пример. Рассмотрим пространство целых функций ^ъ), 
^ е ограниченных на , для которых 
l f ( l )UC  ^=Г г г  і ,  
С SLLp-нормой по . Пусть Д - оператор Лапласа. 
При гг>2/ совпацение ІІЛІІ=ІЛІ имеет место тогда и 
только тогда, когда р = 1 или р = оо. 
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ОПИСАНИЕ ЗАМКНУтаХ РЕГУЛііРНЩС НЦЕАЛОВ В АЛГЕБРАХ 
НЕПРЕРЫВНЫХ ВЕКТОРНОЗНАЧНЫХ ФУНКЦИЙ 
М.Абель 
1. Пусть А - локально выпуклая алгебра над С .Черев 
Jt<A), J<.(A) и J(A) будем обозначать множество всех замк­
нутых: регулярных соответственно левых, правых и двусторон­
них идеалов алгебры А, а черев Tfl^k), '^(А) и '^(А) - со­
ответственно подмножества максимальных идеалов в них. Да­
лее, цусть X - топологическое пространство, С(Х,А) - алгеб­
ра всех непрерывных А-вначных функций, определенных на X, а 
Сь(Х,А) и Сс(Х,А) - соответственно алгебра всех ограниченных 
функций в С(Х,А) и алгебра тех функций ^«С(Х,А), для ко­
торых образ І(Х) относительно компактен в А. В частном 
случае, когда А^С черев С(Х) обозначим алгебру С(Х,С), 
а через С (Х) - алгебру Сь(Х,С ) « С^СХ.С). Алгебраические 
операции на С(Х,А), Сь(Х,А) и Се(Х,А) определим поточечно, 
алгебра С(Х,А) наделим топологией компактаой сходимости на 
X, а алгебры Сь( X ,А) и С^С X ,А) - топологией равномерной схо­
димости на X. 
В статье [2J дается описание всех замкнутых односторон­
них и двусторонних идеалов алгебры С(Х,А), если X - отдели­
мый компакт, и алгебры С^СХ^А), если X - вполне регул^о 
Ті-пространство, предполагая А локально выпуклой алгеброй с 
непрерывным обратным, (^ме того, дается описание всех замк­
нутых максимальных односторонних и двусторонних идеалов ал­
гебр С(Х,А) и Сс(Х,А) для вполне регулярного пространства 
(соответственно -пространства) X и локально выцуклой ал­
гебры А с непрерывнш обращением. Целью данной заметки яв­
ляется обобщение результатов статьи ІЩ на случай алгебр бев 
единицы. 
2. Пусть А^- алгебра, полученная из алгебры А без едини­
цы топологическим присоединением единицы. 
Лемма 1. Пусть X - топологическое пространство и А - ло­
кально выпуклая алгебра бев единицы. Пусть далее ^ Jj. 
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и Jj - вамкцуты регулярные левый С(Х)-идеал, правый 
С(Х)-идеал и двусторонний идеал алгебры С(Х,А), а - еди­
ница в С(Х,А) по идеалу J« при к» 1,2,3. Тогда множества 
4  =  { 4 вС (Х ,А^ :  
и 
~ {в С)( X е Ja] 
образуют в С{Х,И) замкнутые соответственно левый, правый и 
двусторонний идеалы, причем является в С(Х,І?) единицей 
по идеалу JK при іс= 1,2,3. 
По следствию 1 и теореме 2 статьи [2], применяя лемму 1, 
убеждается в том, что справедлива 
Теорема 1» Пусть X - отделимый компакт и А - локально 
выпуклая алгебра с непрерывным квазиобратным. Тогда 
а) каждый замкнутый регулярный левый С(Х)-идеал (правый 
С(Х)-идеал и двусторонний идеал) -j алгебры С(Х,А) опре­
деляет непустое замкнутое подмножество s(J)cX и идеалы 
і(х)«^(А) (соответственно і(х)ед;^А) я i(x)ej(A)) та­
кие, что^ 
J  = Л {  J(x,I(x)) : xeSCJ)}; 
б) каждый замкнутый регулярный максимальннй левый 
С(Х)-идеал (правый С(Х)-идеал, двусторонний' идеал) JL опре­
деляет хвХ и Ms7»Z«(A) (соответственно и М« 
e?J! : ,(A)) такие, что  ^  = J(T,M ) .  
Замечание 1. Если локально выпуклая алгэбра А обладает 
свойством 
(eL ) для каждого а«А и окрестности нуля О алгебры А 
существуют элементы и такие, что аЬ*,в а+0, 
то «гяжднй замкнутый односторонний идеал алгебры С(Х,А) яв­
ляется С(Х)-ццеалом. HoeToiQr теорема 1 дает описание всех 
^ Левый (правый) идеал J алгебры А называется В-идеа­
лом. если J является двусторонним В-модулем. 
^ Здесь J(X,B ) = {4-« С(Х,А)*- f(x)eB і при каадом ВСА. 
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вамкнутнк р гудярюк (в частностЕ, ііакснііальнЕіх) идеалов 
алгебры С(Х,А), если алгебра® А обладает свойством {и ). 
3. Пусть теперь X - вполне регулярное -пространство и 
V - всюід плотное влотение X в стоун-чеховское расширение 
пространства X. Как известно, кавдая функция 4eCJX,A) 
имеет такое продолжение 4^*С(^Х,А), что ^=•4''-^. В статье 
[1] , стр. 19, показано, что отображение является то­
пологическим изоморфизмом алгебр Ct(X,A) и С(^Х,А) для любой 
локально выпуклой алгебры А. Учитывая это по теореме 1 
справедлива 
Теорема 2« Пусть X - вполне регулярное -пространство 
и А - локально выпуклая алгебра с непрерывным квазиобратным. 
Тогда 
а) кадцый замкнутый регулярный левый С|,(Х)-идеал (правый 
С|,(Х)-вдеал, двусторонний идеал) J алгебры Се,(Х,А) опреде­
ляет непустое замкнутое подмножество s(j)£ |&Х и идеалы 
i(3c)eJi(A) (соответственно l(x)ej^A) и і(х)еJ(A))T8KHE, 
4 
что 
J  =  П і  | ( х , І ( х ) )  ;  x e SC J ) ) ^  
б) каждый замкнутый регулярный максимальный левый 
Сь(Х )-идвал (правый Сь(Х)-идеал, двусторонний идеал) Л оп­
ределяет xs.jX и М в^(А) (соответственно и 
М в7?^(А)) такие, что = jt(x, М). 
Замечание 2. Если локально выпуклая алгебра А обладает 
свойством («А ), то кавдый замкнутый односторонний идеал ал­
гебры Сс(Х,А) является Сь(Х)-идеалом. В силу этого, теорема 
2 дает описание всех замкнутых (в частности, максимальных) 
идеалов алгебры С^(Х,А), если алгебра А обладает свойством 
( « * . ) .  
4. Будем говорить, что топологическая алгебра обладает 
свойством ядерной оболочности, если кавдый замкнутый регу­
лярный левый (правый и двусторонний) идеал этой алгебры яв-
3 в случае, когда А - банахова алгебра, обладающая свой­
ством (oL ;, теорема 1 частично известна (см.СЗі ,стр.397). 
^ Здесь jKx. B )  С^ (Х ,А ) :  4 - ^ ( х ) в  B ' i  п ри  любом  ВС  А .  
- 15 -
лявтся пересечением все* содержащих его замкнутых регулярных 
максимальных левых (соответственно правых и двусторонних) 
идеалов. 
Учитывая замечания 1 и 2, при помощи теорем 1 и 2 полу­
чаем 
Следствие. Пусть А - локально выпуклая алгебра с непре­
рывным Еваэиобратным,обладающая свойством («ь ). Тогда алгеб­
ры С(Х,А), где X - отделимый компакт, и С^СХД), где X -
вполне регуляртое -пространство, обладают свойством ядер­
ной оболочности тогда и только тогда, когда этим свойством 
обладает алгебра А. 
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ТОЧЕЧНЫЕ ОТОБРІШЕНИН, АССОЦИИРШАННЫЕ С ЛИСТИНГАМИ 
А.Монаков-Рогозкин 
Цусть (T^Z,ju.) - пространство с мерой, обладащі свой­
ством прямой суммы (СІЗ, стр.70), М = МСТ,Z",fx)- пространст­
во всех ивмерюшх вещественных функций на Т с поточечными 
алгебраическими операциями и поточечным отношением поряд­
ка, а Я и соответственно - идеалы всех ji^i-пренебрежи-
мых функций И8 М и множеств из "Ж. . ^акторпространства 
и > снабженные естественными операциями и 
отношением порядка, обозначим соответственно через >S 
rrjS'CTjS:, р.) и Q . I^fCTb и - ка­
нонические гомоморфизмы; мы полагаем jrCf)= f и JC^(A)=A. 
Лифтингом векторной подрешетки X пространства 5 называет­
ся такой решточный гомоморфизм §>: Х-*Л'^(Х) , что 3top -
тождественное отображение. Под ЛІІ|)ТИНГОМ пространства 
ГТ, понимается пара: лифтинг р пространства 
L ' ^ ( T , X , i ^ )  вс х^ограниченных функций ИЗ S ,  удовлет­
воряющий условию p(Zj) - Zг (где Xj - характеристическая 
функция множества Т ), и лифтинг на множествах, определен­
ный соотношением ^ 
где ДеЕ, Обозначим через A(T,Z, совокупность 
всех лифтингов пространства (Т, Z,/А). 
Пусть (9, - стоуновский бикомпакт булевой алгебры ^ , 
Ot - алгебра всех открыто-замкнутых подмножеств Q, , JUq -
совокупность всех множеств первой категории в ^ и Е7 - со­
вокупность всех симметрических разностей ЕАН , где Ес 
eOt и Лі о . Обозначим через Х^: Q-^ Ot и 
X : iy(T,S,}j.) •— С (а) канонические изоморфизмы и цусть 
CQ.,IH',v) есть пространство с мерой, полученное путем 
естественного перенесения меры, на ё-алгебру ГЕ7. 
Если pe ('T,Z^/^) , то отображение 
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3 
где f€LT'(T.z,fj.)j teT, есть характер алгебры L*^ , 
который мы отождествим с единственным элементом z из О., 
для которого при всех fe L*^. Тогда 
отображение fр • 1УгрД) есть измеримое отображение 
Т в (2 такое, что pf?) = А(?)<»9р для всех feir°(T,r,n) 
(относительно свойств отображений см.[21). 
Теорема 1. Цусть f :Т-* GL есть отображение со сле-
дущими свойствами: 1) y'^fE)G ^ для любого Е €: at;  
2) если ^ , то АП >~иЛо(А)) ^ ^ . Тогда 
<р = Ур для некоторого р с У\ СТ, 2:, р.). 
Теорема 2. Пусть рсЛ Ст^х, р). Если «f = SP^ ,то Со­
отношение 
с о ( Ю  - 9 ^ ) ,  ( 2 )  
где Е е S, определяет изоморфное отображение на 
Q. Обратно, если f : Т—• (Q. есть точечное отображение, 
индуцирующее по форцуле (2) некоторый изоморфизм E!/JUo на 
Q , то существуют реЛГт, 2Г,/^) и гомеоморфизм S би­
компакта Q. на себя такие, что ^ = So<Pp . 
Теорема 3. Для любых peA(T,Z,^) и ^g ACQ.ET, ) 
существует единственное ГеЛГТ, , для которого 
Если Т есть бикомпактное отделимое пространство и }х~ 
существенная мера на Т , поровденная положительной мерой 
Радона о носителем Sa.;>p Mo ~ t то существует 
отображение w: (3.-* Т со следующими свойствами; 1) если 
Acs:, то w~VA)e:S ; 2) множество Ге: 21 принад­
лежит Ло тогда и только тогда, когда w"VF)g Мр; 3) для 
любого Ее существуеі' ^ такое, что "^ГА)= Е 
(см.СЗІІ). Таким образом, точечное отображение индуцирует 
и зоморфизм  Q  на  ' E l / f U o ,  
Теорема 4. Пусть р е Л СТ, 51, ^ где т - бикомпакт­
ное пространство с существенной мерой Радона fA, . Тогда су­
ществует единственное 6eA(Q,S^v) , для которого 
УрО . 
Теорема 5. Если Т есть бикомпактное пространство с су­
щественной мерой Радона (U. и p,6 еЛГТ, 2", |ы) , то 
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существует единственное t е. Л (Т,1, f*-) , для которого 
\ • 
Теорема б. Цусть Р - плотаое подмножество в (3,. Рас­
смотрим следующие утвервдения: 
(1) Существует реЛ (Т, 57, pt) , для которого 9^(Т)с і Р . 
(2) Существует беЛ((Я,2, ) , для которого ^((2)сР. 
Тогда (2) =>( 1). Іфоме того, если Т - бикомпактное про­
странство с мерой Радона, то утверждения (1) и (2) равно­
сильны. 
Пусть ) есть канонический изо­
морфизм. 
Теорема 7. Цусть X - порядковый идеал пространства 
S(T,'Z, і^). Рассмотрим следующие утверждения: 
(1) Существует лііЗ[)тинг пространства X .  
(2) Существует листинг пространства 
Тогда (2) =^(1). Іфоме того, если Т - бикомпактное про­
странство с мерой Радона, то утвервдения (1) и (2) равно­
сильны. 
В заключение приводится ряд нерешенных проблем. 
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о СУММИРУЕМОСТИ по МЕРБ 
Т.Л йг р 
1. РассматркваюФся обобщенные матричные методы суммиро­
вания А=(^пк)» ваданныб преобразованием^ 
''Ifv ^ ^  ^ 
где и ® ^пк " непрерывные линейные 
операторы ие F-гфостранства X в F-пространство У, т.е. 
й а к ^  У ) .  Цу с т ь  c (X )  =  { o t= ( ^ k ) :  З І і т ^ і .  =  ^ }  и  
C^ (X )  =  { x  =  ( ^ j c ) '  З і і т= 4 ] }  .  Мето д  й  н а зыв а е т с я  
консервативным, если С^(Х)^с(Х),и L-р гулярным, если 
r^ = L^ для всех X €с(Х) и некоторого У). В 
сСХ )  и  СдСХ )  е с т е с т в енным  о б р а з ом  опр е д е л я е т с я  f K ~  
топология, т.е. полная метрнэуемая линейная топология с по­
координатной сходимостью. 
Теорема 1. Оператор Г eL(c(X)> в точности тогда, 
когда 
Гх =Ф$  
где 4 >  ,  ^  L C X ,  и 
С ^ € Б } € Ьс1 .У  VBc bdX ,  
а bd Х - класс всех ограниченных подмножеств простран­
ствах. 
Теорема 2. Метод суммирования -С^пк^ является кон­
сервативным в точности тогда, когда выполняются условия 
3 1 і т / 4 ^ ^=ак$  § еХ ,  ( 2 )  
3 llna ^ ^  
m 
in,a=0,l, . . . ;  c;^ eSj^bdV 
VBebdX 
Метод г\-(йп,к) является L-p  y  pffi , если выполняют­
с я  у с л о вия  ( 2 )  , ( 3 )  и ( 4 ) с а / с  =  и  a , » L .  
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Метод A^ r^rik) называется обратимым на сСУ) , 
если для кавдой € сС ) система уравненмй (1) юмет 
единственное решение. 
2. Пусть (5, р.) - пространство с конечной мерой 
^ и =г - измеримые функции на 5 . Мы гово­
рим, что последовательность Х = суммируема по мері^ 
методом Л = Са-г\к) ° ^ак € ІЯ» 8°^** последователь-* 
ность =С^п.) сходится по мере . В случав S = [ 0,1 J 
и |а, - мера Лебега Вихманн [1] показал, что 
1) метод А = ((Хгііс) суіширует все сходящиеся по ме­
ре последовательности в точности тогда, когда Л сумми­
рует все сходящиеся числовьл последовательности (т.е. 
D с) и (Clnk) - матрица конечного типа,т.е. сущест­
вует N> О , что число ненулевых элементов в кавдой стро­
ке матрицы CcL^i^) не больше чем 
2) ряд S сходится для всех сходящихся пос­
ледовательностей ^ точности Torflaj когда 
Сак)^£ ,т.в. сі|<#0 для конечного числа індаясші к. 
Пусть X - некоторое F-пространство,, а обобщенный 
метод суммирования задан преобразованием (1), где ~ 
= 0L^(< €R, Какими свойствами должно обладать X » чтобц 
из включения СХ) ^ ^ СХ) следовало, что CcL^t() -
матрица конечного типа? 
Пусть С|< € X. . Рассмотрим следующие условия 
(>k^k)^bdX V(>|c)clR, (57 
UuC j e b o lX  V (>u ) c lR ,  ( б )  
^ b dX .  ( 7 )  
Из теорем 1 и 2 вытекает 
Теорема 3. Если в Г-пространстве X существует пос­
ледовательность (Cjc) ® которая удовлетворяет 
условиям (5) и (7), то ряд ^ С1|с^к сходится при всех 
X € сСХ) в точности тогда, когда (О-^) € Если 
( Gic ) удовлетворяет еще условюо (б), то с^(Х)::>^(л) 
в точности тогда, когда D С и (О-пІс) - матрица конеч­
ного типа. 
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3. Так как пространство Т М  (S,2,|a,) всех вполне из­
меримых на (£", функций является F-npocтранством, 
сходимость в котором равносильна сходимости по мере, то сум­
мируемость по мере является, с одной стороны, конкретным 
примером обобщенной суммируемости, где X = V - ТМ -
= ТМ С и (^nk ) - числовая матрица ) , 
а, с другой стороны, обобщением понятия сходимости по мере. 
Допустим, что (S, удовлетворяет следующему условию 
(W) для любого числа £:?0 существувот п, и 
€£ ( к =0,1,гг-1) с |х(£к)<£ и S = 
=• £о ^  ^ £іа» 1 • 
Например, если S-Qo,!] и (х - мера Лебега, то для 
6->0 положим £о = [О, і/п), =[і/іг, Z/nX... 
= 1/а, и, где 
Из теоремы 3 следует 
Теорема 4. ііюли ( S, р.) удовлетворяет условию 
(W), то ряд сходится при всех X €; С CTfM) й 
точности тогда, когда (С1|^) бЕ°', а (ТМ)с(ГМ) 
в точности тогда, когда с и (СХ^-к ) является мат­
рицей конечного типа. 
В частном случав и |u.- мера Лебега, из 
теоремы 4 получаем результаты Вихманна ( [і1, лемма и тео­
рема  2 ) .  
Теорема 5. Пусть ( S ,  ^ ^  j J . )  удовлетворяет условию 
(W) ,  метод  А=( (^пк^  обратим на  сСТМ )  ^  
l im . a^ i c=0  при  в с ех  к  , а  В  = ( ^ ак )  -произволь­
ный метод. Включение С^(ТМ) С Cg(TM) справедливо в 
точности тогда, когда с Cg, и существует матрица 
Т = ("trvk ) конечного типа с В = ТД • 
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ОПРВДЕЛЕИИЕ ЯДРА И ЯДЕРНОЕ ВЮПЭЧЕНИЕ о(-МЕТС1Д0В 
Л.Лоон 
Пусть йггу. =Ссі^п.к) - матричные методы суммирова­
ния для любого гп» 0,1,... . Говорят (ср.[4]), что число­
вая последовательность х = С ^ ) суммируема оі-мето­
дом {Am} ® числу ct» если равномерно относительно г 
существует предел 
Ііт. (Хітгхг к ~ ^  • 
Ядро а(.-метода можно определить так, чтобы сходимость по 
ядру совпадала с сі-суммируемостью (см.[3]). 
Пусть - множество всевозможных операторов 
и пусть cL - множество всех матричных методов вида 
% = ( CtmQ(m;k)» Qk . Пусть фильтр оп­
ределяет ядро Кйоппа ^°(х) и фильтр Y определяет 
ядро '!k°CS^x) (см. (1,23). 
Определение. JJupoM о(-метода называется ядро, опреде­
ляемое фильтром 
=С ІС0  i n f  C j 6 ( f l } .  
Оказывается, что это ядро имеет следущие свойства: 
1. Множеством сходящихся элементов по ядру d-метода 
является множество всех оі-суммируемых последова­
тельностей. 
2. В пространстве m ядро оі-метода определяется од­
ним множеством 'XgL* где 
X ^ ^ c l c oU t ^ S ^Ck » ) ;  c ^ e Q } .  
Здесь символ обозначает множество, определяющее ядро 
Hhonna в m (ср. [2]). 
3. Ядро почти-сходимости является ядром оі-метода 
с 
_ I —Ц: при г ^ к ^ П.+ m , 
nrmk- а>к если 
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4. Вкявчени 
'KtiW С !к°(х) V X Gm 
имеет место тогда и только тогда, коща. 
оС-метод является регулярным, 
2» Mm. 11А,„11 = 1. 
5. Цусть Р(х) - ядро почти-сходимости элемента х . 
Включение мг л \ ^ N V / 
С Г(х) Ух € m 
имеет место тогда и только тогда, когда, кроме и 2°, вы­
полнено условие 
3 °  l l r n .  1 1 А , л ( 5 -Е ) ) |  =  0 ,  
где S - оператор левого сдвига. 
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СУММИРУЕМОСТЬ РЯДА-ПРОИЗВЕДЕНИЯ Б BN-ПРОСТРАНСТВЕ 
X, Эспвнб рг 
Пусть Е — неархимедоБО банахово пространство ( BN-npo-
странство) над полем К. Пусть дан ряд с частичными 
суммами Мы будем иметь дело с рядами, членами которьос яв­
ляются элементы пространства Е , а также с рядами, членами 
которых являются элементы поля К. Мы скажем, что , 
если 
Рассмотрим треугольный метод суммирования А , который 
определяется матрицей А*(Опіс), где , Преобразуем по­
следовательность в последовательность 
Ряд ZTxic. называется А^-суммиру мым, если [А>,(^)}вл. 
Обозначим через лЛ множество всех тех рядов или после­
довательностей, которые являются А<<-суммируемыми. Запись 
е (Я-^/З) означает, что из следует {А jX)}ep>. 
Метод А называется ос-транслятивным слева для X , если 
из X елсА следует , где 
Xf-tP... 
р нулей 
Метод А называется абсолютно <х-транслятивным для X , 
если последовательности Л'' и одновременно A^i-cymrapye-
мы, или ни одна из них не является Aet-суммируемой, а их раз­
ность ЛдСсуммируема.Б обоих случаях транслятивность называет­
ся равномерной, если существует такое число что 
и регулярной, если Іірі А„(Х'^"Х'**^)"0 для всех р. 
Пусть даны ряды С И с ц.^К • Соста­
вим из этих рядов по правилу Коши ряд-произведение 
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4 
где 
n 
^h" ^  ) IC,"0 
 рассиотрин следующую проблему: если ZIu^&oc , то ка­
ким условиям должен удовлетворять ряд , чтобы ряд-про­
изведение Zlw,;, был Ар-<!уюгаруемым, Эта проблема связана с 
преобразованием 
А„ ( \  ) - Е а ^к^^-ЕЬпт^к»г» 
*і*о т-о 
где 
^пт 
Следовательно, если Ии^бос, то Hw^j^lbA тогда и только 
тогда, когда ИЧЬ^)б(с{-^/Ь), Использта необходимые и доста­
точные условия для того, чтобы (Ьц„ )б можно доказать 
следующие теоремы. 
Теорема 1. Ряд Hw^tcA при любом Ии^вСв тогда и толь­
ко тогда, когда метод А равномерно абсолютно -транслятивен 
для V. 
Теорема 2« Ряд Zlw^&cA при любом Ии^бС тогда и толь­
ко тогда, когда 
1° IZv^bcAy 
2° метод А равномерно с-транслятивен слева для V• 
Теорема 5« Ряд ZIw^6CoA при любом 2ІиіцССв'-согда и толь­
ко тогда, когда метод Л равномерно регулярно абсолютно С-
транслятивен для . 
Теорема Ряд при любом Zlu^ec тогда и толій-
ко тогда, когде 
1° И ^еСоА, 
2° метод А равномерно регулярно с<гтранслятивен слева 
для V • 
Эстонская сельскохозяйственная академия 
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о  ПРИМШНШИ ТЕОРШ ВШІШОСТИ к  
СУММИРОВАНИЮ со СКОРОСТЬЮ 
А. Тали 
Пусть - семейство^ совместных матричных мето­
дов сумцирования, переводящих последовательностив пос­
ледовательности . На семейство /4^ зачастую полезно 
налагать следующее ограничение: 
лгА^ и сД^ссА^ при oC</3. (I) 
Теоремы, в которых для семейства удовлетворяющего усло­
вию (1), выводится справедливость импликации 
/ ^ х е г а ,  A^oc f e c ,  
при любых с(, и ys с ос , называются теоремами о выпуклости 
(см. [І] ). Семейство А^, удовлетворяющее условиям (I) и (2), 
мы называем выпуклым (см. [2]). Бели же условия (І) и (2) 
выполняются с заменой в них с на С^, то будем говорить, что 
семействонуль-выпукло. Ниже приводится теорема, позволя­
ющая применять теоремы о нуль-выпуклости к суммированию со 
скоростью^ и, тем самым, выводить оценки на скорость пржб-
лижения преобразованной последовательности к пределу. 
Введем семейство матричных методов с , где 
~ некоторые последовательности с 0. 
Теорема 1. Если семейство нуль-выпукло, а методы 
удовлетворяют условию 
Непрерывный параметр л прянинает вецеотвенные зваче-
ниявб^с(.|^ или же COOLQ . 
2 
Говоря о суммируемости со скоростью, мы придержива­
емся обозначений, введенных Г.Кангро (см., например, [1]). 
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то при л бых^і^ оС ^jb о ^кр, справедливы импликации: 
A*(f;;-t)-C7m A^(t^t)=e'(i), («) 
д^а*-о=е?«), (6) 
Примечание і, В импликациях (4)-(б) можно заменить пос­
ледовательности на » удовлетворяющие условию^ 
Далее отметим, что еслиЯ'||[1 нри некотором «і , то импли­
кации (4)-(б) дают нам теоремы о Д^-суммируемости со ско­
ростью . 
Например, еслиА^І^^Іоо при любом «(, , то в символике тео­
рии суммируемости со скоростью импликации (4)-(б) переписы­
ваются соответственно в виде: 
А^хеп^ 
А^х-ес^ ^ А^х е с : ^ ' ' ,  ( 5 0  
/ \ х е  п г ' ^ ,  А ^ х е с ^ ' ' ,  А^хес^' ', (бО 
где с^^іхес: Km=«-(!)}с . 
Вели жеЛ^І и A^Cfl) при всех оС , то импликации (4)-Сб) 
совпадают с условиями выпуклости (1) и (2) для семейства А^. 
Более конкретные результаты получаются для треугольных 
методов » если (как и в работе [2]) предположить, что 
методы и с (f 7 О связаны соотношением 
/ J « f .  i l l  и  
где(а^І^) - треугольные матрицы с 0,^4«І/М^ . причем не 
зависят ота nfc,, a{f|J} - последовательности с . При 
помощи теоремы 3 работы [2] получим следующую теорему о 
нуль-выпуклости. 
^ Число (может быть как вещественным так и комплексным. 
4 -
Постоянные в условиях ограниченности нигае не зависят 
от It или к,. 
- 28 -
Теорема 2, Пусть треугольные методы связаны соотноие-
нием (7), Пусть, далее, [С^\ ~ некоторые последовательностк 
с С*'- ^ 0. Вели при любом оС и О < 1 выполнены условия 
it 1 1° последовательности монотонно возрастают и 
г "  ( О і к і л ) ,  
э» = ©{(n-fe-"!/"'} (0 4k<n.), 
TO семейство ^с является нуль-выпуклым. 
Для примера возьмем семейство обобщенных методов Нёр-
лунда (см. [3J), где 
с ^> - 1 ,  V , 
fi^^O и . Из теорем 1 и 2 непосредственно вытекает 
Следствие. ЕЬли последовательности (} с «^ >/> - d 
(или с сі удовлетворяют условиям теоремы 2, то для ме­
тодов справедливы импликации (4)-Сб) с «L >/ 
(или с >вСо>/-0 и . 
Примечание 2. Семействам» являются,в частности, 
семейства Нёрлунда (N, (см., например, [2]), а также се­
мейство обобщенных методов Чезаро (C,cL,^g) саі>-і  ж 7/ О .  
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НАИЛУЧШЕЕ ПРИБУШЖЕНИЕ И ТАУБЕРОШ 
ТЕОРБМЫ С ОСТАТКОМ 
И.Таммерайд 
Известна роль, которую играют абелевы и тауберовы теоре­
ма с остатком в теории приближения функции [2] . Кроме того, 
«нтересна роль, которую играют результаты наилучшего прибли -
жения в теории суммщ)уемости. Настоящий доклад посвящен одно­
му такому вопросу. В докладе изучается вопрос примёнения ре­
зультатов Кангро fl] и результатов наилучшего приближения [з], 
связанных с геометрической формой теоремы Хана—Банаха при 
тауберовых теоремах с остатком. 
Основным результатом этой работы является следующая 
Теорема. Пусть А-—«реверсивный матричный метод суммирова-
ннн, ,  o<A„too,  
АСсПсС^ 
^ - Л 
^ St * 
Если существуют действительные решения (ке К) системы 
oC^+tae +21 ,  (1) 
причем ** 
Z U,l < «> 
к * 
И величины »J, Ун . у f ^ » эв,с и эе определены формулами 
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, «•- ііиу, 
К гі 
(к  ~  ^ ), *• ' 
то ^ 
X е 
причем * 1^11 іл—< 
S аах (H+lt l+rKI) ' ,  
р Cz, сЛ) = inf. И ^ * iLx. ,,—.... ^ 
•' '' *• ''Д 
где max берется по всем решениям системы Ц ),(!), или 
jofZ,c/*)= max + 
где max берется,по всем решениям системы ( 1  ) , ( Z )  при допол­
нительном условии 
|<|(1<-|Ь1 + ^ Мк1 
Имеются некоторые іфиложения этой теоремы при конкретных 
методов суммирования. 
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ІІНСШШИ АБСОШШОЙ СУММИРУЕМОСТИ 
В ДВОЙНЫЕ ПОСЛВДОВАТЕЛЬНОСТИ 
С.Барон 
. Пусть X и Y - банаховы пространства. Непрерывные линей­
ные операторы £rnn. * X называются множителями сумми­
руемости в последовательности типа ) (соответствен­
но (Au) 9 сли для любой абсолютно /^-суммируемой 
( соответственно Я<^уммируемой) двойной последовательнос-
та (^тгг)€Х двойная последовательность (е^^^,у,^)аб-
солютно 6-суммируема. При этом двойную последовательность 
называем Лі^-суммируемой, если она Л-ограничена, 
или ограниченно Л-суммируема, или вполне /^-суммируема, 
или вполне /)-суммируема к нулю. 
В то время, как для множителей суммируемости в ряде (см. 
[2], §§ 21-25) известны много результатов и для их наховде-
ния разработаны даже некоторые общие методы (например, мето­
ды Мура—Кангро, Пейеримхоффа и др.), множители суммируемос­
ти в последовательности сравнительно мало изучены (см. [2], 
§ 26), Что же касается множителей суммируемости в двойные 
последовательности, то, насколько нам известно, они вовсе не 
исследовались. 
В следующих теоремах рассматриваются названные тиш мно­
жителей суммируемости для методов суммирования^ » 
» ^ОітпкО f ® ~ ~ факторизируемый нормальный 
метод суммирования, удовлетворяющий условию^ 
2  .ie„r .k«i=ww)-
Методом п называем произвольный факторизируемый нор­
мальный метод, факторы ^ которого имеют 
^ Обозначаем ^tnnk£ ~ ^тк ^  п(, ТО &тк ~^гпк~^т-і,к И 
^ п і  ~ 6 N - I , E »  А  ^  ^  И  (  Г ' п е  )  -  фак т о ры  м е т о д а  В .  
^ Свободные индексы принимают все значения 0,1,.... 
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в своих обратных матрицах и преобразования по­
следовательности в последовательность соответственно ot+l и 
^+І ненулевых диагоналей, т.е. ^тк= О при k< т-сс и 
'  О при £<а-р. Обозначим 
? п.+£Д1 
Аналогично как для простых рядов (см.[3], теоремы 7 и 8) 
при помощи теоремы Нулля ([4], стр. 203) доказывается 
Теорема 1. Пусть метод удовлетворяет условию 
^^^тпкі ~ ^ 
и сохраняет абсолютную сходимость, а также существуют конеч­
ные ^'гп при т.» и<2)'^при л.= Для 
того, чтобы непрерывные линейные операторы £rnrt множи­
телями суммируемости типа ), необходимо и доста­
точно выполнение при любом хсХ следующих условий^: 
1° последовательность (£^^х) абсолютно 8-суммируема; 
2°Z!IIІІ л|| 
m,a ' Г 
Z! II X ImntiV X (I = (3( II xll); 
m,rv ' ' 
s° 2)1 ^ ^ тпи £к Х)) = 0(||х|І); 
m,rx fX,V=0 ' ' 
^ i ~ ^(CLmnma / ^ гггггт-П-) j 
5°  Zl l  g  Cu,XII  = ©(a '„„ | |x l | /« '„^) ,  
tn _ 
51) Z ); 
6°  ZII  i :  K,  X I |=0(a '„„  
a >»=o 
2 Z I I Z ! x l l = & ( a " n n  
M JISO I I 
^ Если пределы суммирования у знака суммы не указаны, то 
они понимают все значения 0 ,1,. . .  .  
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5 
Отметим, что необходимость условий 1°, 2° и 3° вытекает 
из их необходимости для множителей типа , где В - ме­
тод сходимости. Например, необходимость условия 3° получаем 
И 8  р а з л о ж е н и я  д  ,  .  ,  i . e .  
т , п  «і.п иг,С-1 К - і , п  Ыл-t 
І  ^ 1 1  ' 2 1  -  И  2 1  
Ц, «|сД f9W) fijVeO fM^O |A,V=0 
ввиду необходимости условий 1°, 2° и 
О О 
Что касается условий 5 и б , то они необходимы для множи-
ТФлей типов {Z!f,Bp) к {Z'f ,Вр) у где Z'=/]'©£'' и 2''= 
ш Е ' о Й " ,  а  Е '  Е " ' £ .  
В случав X = = С , применяя теорему 2 из Г ij к матрице 
чисел m,n. 
Sk , ^ mrxM-V ^ м-к ^ n£ £(u.v » fjL,v=k/ г г- ^ г 
получаем, что имеет место 
Теорема 2» Пусть для метода существуют конечные 
при ^ ^"п при п = 1,..., р. Для то­
го, чтобы комплексные числа были множителями сумми­
руемости типов (,6^), необходимо и достаточно выполне­
ние условия -
52|ф!Ы11ГиІ£„„|<со. 
«,  Г, CL 
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о НЕКОТОРЫХ СВОЙСГШАХ МЖШТШЙ СУММИРУЕМОСТИ 
М.Тыннов 
Цусть в банаховом прос^анств X существует Т-бавис, 
где Т - регудяршй маіричннй метод суммирования. 
Множества 
(Х ,Т )  = {  :  9Г і и ^  ^ V ' ^ ^X } ,  
(X,T0)={(>ji<)-. осбХ} 
называются соответственно Т-дополнительным и І^-допол-
нительнБМ пространством пространства X, где x = CXfc) -
последовательность ко ффициентов разложения по Т-базису. 
1. Если X является В/^-пространством, тогда ( Х , Т )  
« (XjTs)) явяяіжя Sk'-пространствами при 
hi(X,T.) =^^^P 
•'Іуі ісх.т) ~"Sl l(X,To)-
2. Ікеют место соотношения: 
Хс((Х,Т),Т), Хс((Х,Тв), Тда), 
1*11 X ^ Ч'^ІІах,Те)),Тд)'  
однако 
(Х,То) = ((('Х,То),Т®),То), ( X , T H ( ( X , r) j ) ,T)  
и 
І1'^іі(х,то)°11ч1(«х,тщ),т®),то). 'ІуІІ(х,т)^"аі(«)(,т)д),т) 
даже тогда, когда Т-баэис не является полным в X . 
3. Почеіог дополнительнне прос транс тпа удоялетпоряют та­
ким условиям, присущим сопряженным пространствам - это 
обьясняется равенством (Х)Т) = (Х,7^) =Х*,выполняющимся при 
наличии Т-базиса в X (см.[2]). 
Изучение таких свойств дополнительнчх пространств полез­
но, посЕольлу: 
- 35 -
1) если X - поле суммируемости метода Т, поле огра­
нич е н н о с т и  м е т о д а  Т  или  п о л е  ІТ І - с уммир у емо с т и ,  т о  (  X  , Т )  
и (X , становятся классами множителей суммируемости <см. 
C4J); 
'2) для ортогональнта рядов эта проблема связана с проб­
лемой мультипликаторов и проблемой принадлежности ортого­
нального ряда заданному классу (см. 
3) оно помогает исследовать матричные преобразования 
коэффициентов Фурье (см.[5]). 
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КОСИНУС-КОЭФФИЦИЕНІЫ ФУРЬЕ КЛАССА ФУНКЦИЙ 
w4ip (оС,1) и МУЛЬТИПЛЙКАТОШ 
я, Сикк 
Пусть X и ^ — банаховы пространстБЗ функций j  действи­
тельного переменного, определенные почти всюду на 
периодические с периодом Zir и интегрируемые по Лебегу. Обо­
значим ряд Фурье функций -feX через 
(C-kCOS кх)-(ск,а J. 
•' К.-1 ' 
Последовательность a-CaJ называется мультипликатором 
класса (Х,У), коротко aeCXJi) , если для каждого ряда 
(c^,d^)€>X ряд 
Пусть класс всех тех feU для которых 
^ If (x+h)-j-(x)|dx=0 (ІМ*), 
где ocfe(0,l) и hfclR. Через W''Lip(<*./t) обозначим класс всех 
тех j , для которых і-^тая производная , где 
1= 0 ,1 ,2 , . , , ,  считая  ,  Также обозначим К°=ЕацС,05 іу і .  
Мы рассмотрим. следующ^то проблему: при каких условиях 
косинус-ряд W' Up («л.,'!), Мы установим, что имеет место 
следующая 
Теорема 1, Если q удовлетворяет условиям 
а„1одп = оС1), (1) 
Z (к+і) (2) 
то К®е W' Lip . 
Используя меіодику нахожденя мультипликаторов,~Бырабо-
танную в статьях [l,2j , из теоремы I вытекают следующие ре­
зультаты для мультипликаторов. 
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Тоорема 2. ПУСТЬ ДЛЯ а выполнены условия (I) и (2). 
Тогда 
06(1,1^ Up (ot,4)) 
06 (C,W' ' | jpd). 
Примечание. Б теоремах 1 и 2 можно условие (2) заменить 
условием 
И Uoitl loq к-
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о ШСШТЕЛЯХ СХОДИМОСТИ РЯДОВ ФУРЬЕ в СРЕДНЕМ 
D.JlHimyc 
Пусть co(.-t)— некоторый модуль непрерывности. Черев У 
обозначаем пространство L иди С периодических функций, че­
рез множество тех функций из )( , модуль непрві»в-
ности которых удовлетворяет оценке со (|, -t)^ = » • 
через Х(х) - множество тех функций из X * для модуля неп­
рерывности которых справедлива оценка юС|, і)х =e^Cw(-t)) .  
Пусть Хр обозначает класс тех функций из X » Р«Д Фурье 
которых сходится в метрике пространства X , и Xgp - класс 
тех функций из X , последовательность частичных сумм ряда 
Фурье которых ограничена в метрике пространства X. 
Цусть ?\ = {^п} - некоторая числовая последователь­
ность и п. 
ArvC-t)=x + Z >vCos v-t. 
Говорят, что принадлежит классу ( Уиі > Хр), если для 
каждой функции | из Xuj 
+  2 ^ v ( C L y C 0 S  V ^  +  g j S l r i  ^ ) ,  
где и - коэффициенты Фурье функции , является 
рядом ^ье функции из Хр . Аналогично определяются клас­
сы ( Хр ), ( Хоо ? Хвр) и т.д. 
Цусть еще S  обозначает класс последовательностей коси­
нус -коэффициентов Фурье—Стильтеса. 
Карамата [5] показал, что для того, чтобы Л €(С , Ср), 
необходимо и достаточно, чтобы II ДrvHt ~Г4] 
нашел аналогичные необходимые и достаточные критерии для 
принадлежности классам (L^, Cp),(L, L^c) при 1<р<оо 
и { L у ср). ДеВор ^З] показал, что ^ € С^оо» Ср)тогда и 
только тогда, когда 
<^ФІ І л л=т ) .  ( 1 )  
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Относительно класса ( Сои » ) последний результат при­
надлежит С.А.Теляковскоцу [2] ..который показал, что если 
€ S , то Ср) тогда и только тогда, когда 
В.Р.Почуев [і] получил необходимые и достаточные условия для 
принадлежности Л к ( Lui » ЬС » Ср),(Leo » Cqp )  и 
(fto» Cfip) при условии, что ?\ является последовательностью 
косинус-коэффициентов ограниченной функции. 
В настоящей работе при 7\ € 5 доказывается: 
для того, чтобы Л € ( L(x> * Lp), необходимо и достаточно 
выполнение условия (2); 
для того, чтобы > € {  ,  L p ) ,  необходимо и доста­
точно выполнение условия (1); 
для того, чтобы Л € ( Lu) f Lbp ) ИЛИ "А € ( » L ^ p )  , 
необходимо и достаточно выполнение условия (1). 
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ПРЕОБРАЗОВАНИЯ СИСТЕМ СУММИРУЕМОСТИ 
Х.ііорнцу 
1. Рассмотрим ортоноріальную на отрезке е=[рцвЗ сист цу 
функций tp= удовлетворяющая для некоторой подпосле­
довательности натуральных чисел ( V^u) условию 
= Я' 
где - т, 
п , , е к=о 
Пусть / = (Jfloj) - некоторая конечнострочная матрица 
вещественных чисел. Положим,^ 
и обозначим полученную систему р * С |/,^ (і)) черев Г{р, Да­
лее, обозначим через Р (<р ,У) множество коэффициентов 
Фурье интегрируемых функций из некоторого класса Y . Е^сть 
Х€ /• (^p »У), где X = (Ік ). Через Гх обозначим после­
довательность ^ = (^77^ ) с 
=о 
Так как 
TO 
^ k  =  f | ,  ^ k )  ( 2 )  
являются моментами (или формальными коэффициентами Фурье) 
функции | cY по системе (p. 
Если Гх  е  F(<f),Y) для каждой х € Р(<р, У), то ив 
р а в ен с т в а  ( 2 )  вы т е к а е т ,  ч т о  Г ( Г і р ,  У )  С  F (V ,  Y) ,  
Рассмотрим ортогональный ряд 
(3) 
где О <  Т .  
Пусть ряд (3) суммируем конечное трочным методом Й=(с1пк ) 
со скоростью коротко у^^-суммируем, почти всюду 
( п .в.) на е к у^Ст), т, .  для некоторой последовательнос­
ти натуральных чисел ( |LC^) П.в. на е существует 
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Н-п 
k=0 
Если, кроме того, 
j  sap ЛггІ §с<^г кСк^р,сС-Ь) -  C-t) |  c l-t<oo, 
TO говорят, что ряд (3) максимально ^-суммируем п.в. 
Ниже мы исследуем максимальную /^^-суммируемость рядов 
(4) 
с 2 , где |; =. Г(р' . Сфорі^улируем некоторые 
результаты. 
Теорема 1» Пусть система <р удовлетворяет условию (1) и 
матрица Г такова, что Гх€ для всех ХбГ(у>1'*'). 
Если ряд (3) максимально /^-суммируем п.в., то ряд (4) так­
же п.в. максимально /1^-суммируем. 
Следствие 1. Пусть система ф и матрица Г  удовлетворяют 
условиям теоремы 1. Бели \р - система максимальной сходимос­
ти в , то и - система максимальной сходимости в 
Теорема 2. Пусть система ц> удовлетворяет условию (1). 
Если найдется такая матрица Г , что 
1° Г(р - ортонормальная система на е , 
2°  Гх € Г(ф, и )  для всех X  ^  L''), 
3°  ряд (4) максимально Л^-суммируем п.в. ,  
то ряд (3) п.в. максимально /1^-суммиру м. 
Следствие 2. Пусть система ір удовлетворяет условию (1). 
Если  н ай д е т с я  т а к а я  п е р е с т ано в к а  Г(р  с и с т емы  t p  ,  ч т о  Гх  ^  
^ Fiif, и) для всех х€ F((p ,L^ ) и перестановленная сис­
тема является системой максимальной сходимости в ^^,то 
и (р является системой максимальной сходимости в ^ . 
Ив следствия 2 вытекают некоторые результаты работы [і]. 
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ОБ ОДНОМ МЕТОДЕ ТИПА ПУАССОНА—АБЕЛЯ СУММИРОВАНИЯ РЯДОВ 
Ф.Вюсманн 
Г.Харди доказана с помощью интегрального представления 
теорема о включении двух методов суммирования Цуассона— 
Абеля Р(^ (In и Р/4 ([4], теорема 28). Аналогичные 
теоремы получил Ю.И.Худак [5] для метода.обобщенного сумми­
рования ТС^к), который применялся, например, в работет 
Г2,3]. 
Автором [1] по аналогии с методами Цуассона—Абеля и 
Т( ^  к) введен метод суммирования рядов /1 ). 
Пусть задана числовая последовательность -СІЛІІ}, удов-
л е т в о р я щ а я  у с л о в и ю  О п р и  
Ряд 
(1) 
навивается суммируемым методом /I Т$ к сумме , если 
при всех: ОІ.>0 ряд 
XI (1 = рз (о() 
сходится и р^Соі)-^^ при ы ->0. 
Получены две теоремы включения для методов Пуассона— 
Абеля и причем соответствующие доказательства в 
существенном опираются на интегральные представления сумм 
переобразованных: рядов. 
Теорема 1. Если ряд 
S =кр(Ы) 
сходится для всех а > О , то при S  ^  1  
Пусть функция Уиттекера. 
Теорема 2. Если ряд 
(2)  
сходится при всех Ы >0, то 
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Теорема 3. Если ряд (1) суммируем методом к сум­
ме X , то он суммируем методом /IT^Oik) к той же сумме. 
Теорема 4. Вели ^ ^  и РЯД С 2) сходится при всех <4 > 
> О » то И8 суммируемости ряда (1) методом следует 
его суммируемость методом РЯ(1п'>іс)к той же сумме. 
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СУММИРУЕМОСТЬ МЕТОДОМ АБЕДЯ СИСТЕМЫ СОБСТВЕННЫХ 
И ПРИСОЕДИНЕННЫХ ВЕКТОРОВ ОПЕРАТОРНОГО ПУЧКА 
И.Горюк 
В гильбертовом пространстве Н рассматривается цучок 
LC'X) =£+>В+>^С, где В - ограниченный положительный опе­
ратор в Н, С - вполне непрерывный оператор, Е - единич­
ный оператор. 
Число называется собственным числом пучка /.(ІЛ) , 
если существует ненулевой вектор такой, 4ToL(>o)tfo~ 
=•0. Вектор ірр называется собственным вектором пучка 
Векторы называются присоединенными к 
собственноцу вектору Ц)о t если , 
I  С л  I  . i d  L i ^ o )  
где j = 1,2,...,к и (f).^ =0. 
Для пучка LC^) справедлива 
Лемма. Пусть 
1) |arg СС|, | )1<с< <тт/г ,  
2) Оператор имеет ограниченный обратный. 
Тогда резольвента пучка LC/^) ограничена в об­
ласти 
Fe={7^; ІапдЛ-тгІ 
где £- - произвольное положительное число. 
В [і] было доказано, что если 
||8-М111В-^С11<-|-. Я) 
то существуют операторы Z.± и ^2, такие, что 
LC» = (E->2i) (£- '^Za) .  
Очевидно, что собственные и присоединенные векторы опе­
ратора , соответствующих его собственному числу , 
являются собственшши и присоединенными векторами пучка 
LC'A) (см. [2]) .  
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в дальнейшем мы будем придерживаться обозначений статьи 
[2]. Суммируемость собственных: и присоединенных векторов 
пучка L(^) понимаем в смысле определения, приводимого 
Лидским в [З], стр. 17. 
Теорема 1. Пусть 
1) )arg (С|, ot <0(0 (^€Н), 
2) С € <Тр, где ZdLop<rCy и нигде не аннулируется, 
3) В>0 — ограниченный оператор, удовлетворяющий нера­
венству (1). 
Тогда для каадого вектора ^ е с RiZx)-H соот-
ветствущий ряд Фурье по системе собственных и присоединен­
ных векторов пучка L(А ), отвечающий его собственным чис­
лам, по модулю превосходящим число (Z ЦВ'^СЦ)^ суммируем к 
^  м е т о д о м  А б е л я  п о р я д к а  ^  п р и  р  ^ / 3  <  
Теорема 2. Если операторы fl и С удовлетворяют условиям 
1) В' С €сгр^ 
2)  j a rg  (  y^ j )  <  для всех  с  
<1 nnin ір'^, 2,}, 
3 )  R ( B  ' C ) ^ H  и  в ы п о л н я е т с я  ( l ) j  
то для любого вектора ^ ^  R( Е^) с RTzjj — H его ряд 
Фурье по системе собственных и присоединенных векторов пучка 
LCX)^ отвечающих его собственным числам, по модулю пре­
восходящим число II суммируем к | методом 
Абеля порядка а при ^ >ot ^ р. 
В этой теореме не требуется самосопряженности и даже ог­
раниченности оператора В . 
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о ПРИВОДИМОСТИ ЛИНЕЙНЫХ ДИФЕРЕНЦИАЛЬШХ ОПЕРАТОРОВ 
В.Олейников 
Лмнейный дифференциальный оператор порядка n'^Z 
с коэффициента!» - рациональными функцияюі от зі — на­
зывается приводимым над полем R.('h) рациональных функций, 
если 
L(y) = P((ary)), 
где Р и (й - линейные дифференциальные операторы поряд­
ка <rt с коэффициентами иа /?(^). 
Линейное дифференциальное уравнение L(\^ )  -  О назы­
вается линейно приводимым над если оно имеет реше­
ние удовлетворяющее линейноцу ди|ференциадь-
ноцу у]равнению порядка < г с коэффициентами из ^ (^). 
Легко показать, что уравнение линейно приводимо тогда и 
только тогда, когда приводим соответствующий дифференциаль-
, ный оператор. 
Уравнение L ( ^ ) - 0  называется дифференциально при­
водимым, если оно имеет решение удовлетворя­
ющее алгебраическому дифференциальному уравнению пордцка 
< г , т.е. уравнению вида (Q,(y)=0, где Q - много­
член над RCl:) (не обязательно линейный) от и, Ч 
' d '• / / ч л 
Теорема. Линейное уравнение LC<^)=.0 является диф­
ференциально приводима тогда и только тогда, когда, по 
крайней мере, одно из следующих (нелинейных) уравнений в 
частных производных относительно ^ 
(к.2л-,п) 
имеет среди решний алгебраическую функцию 
•^евые части выписанных уравнений подучены заменой в шого-
члене L((^, ц', соответственно и на ч' 
на на на |  , ^(^^і)на 
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н а  G k ^  и т.д. 
Сфорцулированиая теорема позволяет, в частности, уста­
навливать эквивалентность дифференциальной и линейной приво­
димости в широком классе линейных дифференциальных уравнений 
над RC^). Метод перехода от алгебраических дифференциальных 
уравнений к линейным основывается на некоторых специфических 
свойствах алгебраических функций многих переменных (см. [і 
Эти результаты находят применения в аналитической тео­
рии трансцендентных чисел. Шіенно, в сочетании с теоремой 
Шидловского [^З] они позволяют устанавливать трансцендент­
ность и алгебраичесі^ независимость значений ряда £-функ-
ций. 
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с сходимости ИГЕРАЦИОтОГО ПРОЦЕССА для одного 
КЛАССА НЕЛИНЕЙНЫХ УРАВНЕНИЙ С ПАРАМЕТРОМ 
А.Зарубин и М.Тиунчик 
В гильбертовом пространстве Н рассмотрим уравнение 
А  и  + Ям. + К и  = К  . (1) 
Здесь Д - линейный неограниченный замкнутый оператор с 
плотной областью определения О (А); К - нелинейный опе­
ратор, который имеет вид Коі- = К(и,и),где К(и,у/) линей­
но зависит от V ; Я - неотрицательный параметр. Предполо­
жим еще, что А - симметричный положительно определенный 
оператор. Тогда [і] можно ввести энергетическое простран­
ство Но , в котором норма определяется равенством Ций^ = 
= и на области определения можно ввести 
норму графика Сем. [2j) 
H u l l ,  ^  Ц и І І ^ ^  =  I I А  и  I I  .  
Пространство ^ ( А )  будет банаховым пространством. 
Для уравнения (1) рассмотрим итерационный процесс 
+ K(un, ) = Я. (г^ -  0,^, . . . )J (2) 
где Uo - произвольный элемент из . Изучим вопросы бы­
строты сходимости последовательйых приближений к одно­
му из точных решений уравнения (і) по норме пространства 
Предполагаем, что линейные уравнения (2) разрешимы в 
Теорема 1. Пусть для любых и, и £ выполнены ус­
ловия 
(  К ( и ,  )  ,  )  ^  О  ,  
(1 11 д  (Hullo) К ІІJ ((Л (о<!:<'() у 
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7 
где ^ - неотрицательная неубывасцая непрерывная функция. 
Тоі^ца 
/ / '/-г 4 /  
где - норма оператора вложения Но в Н . 
Теорема 2, Пусть выполнены условия теореііы 1 и 
Тогда при 
X >[2'''%(гс,Ші)ф Гс^^*7(2-2т)'^2^(^(Cjm)^]^ 
последовательные приближения сходятся по норме к элемен­
ту и , который является решением уравнения (1) и 
l |un,-u. l |^ ^  Ни , -  UoHo' 
Здесь 
с, = (2c,iio)(cii<iiif с/"" , 
С 
°  ^ ^ (С, т о )  
Замечание. Если в условиях предыдущих теорем г = і, то 
теорема 2 будет справедлива при 
л  > 2  [ /^ (CJ l lLI I )  -^m A Z C J I ^ I I )  C j i a i ] ^  
И 
о < ' ^ а ) =  д 7.2'' гс,іад • 
В качестве примера рассмотрим против шарнирно опертой 
по контуру квадратйой пластинки, лежащей на сплошном нели­
нейно упругом основании Сем. [3]): 
СйЛ^и + Яи + р = Я ( (ac^.Xj.) ^ Q ) 
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a = Аи, =0 ( .  (4) 
Здесь Q. - квадрат и 'dQ - гра­
нта этого квадрата. Все постоянные JD, Л, ^ положитель­
ны. 
Положии М = Lj_(Q)^ тогда = и -
= W ^iQ). Обозначим Au и К ( и ,  )  -  ^и ^  .  Нор­
ны в соответствующих пространствах таковы 
Пий, = 2)|(Ли11 , Hullo = . 
Итерационный процесс 
будет сходиться в Н, , если 
Л > 48 Н1|\ 
Тогда 
~ я'-" - 2'''^ • 
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о СКОРОСТИ СХОДИИОСГИ МЕГГОДА ФАЭДО—ГАЛЕРКИНА 
А. Зарубин 
В монографии Крейна R J рассматриваются уравнения с во-
змуц нными операторами. Здесь исследустся вопросы быстроты 
сходимости метода Фаэдо—Галеркина в пространствах Бохнера. 
Рассмотрим задачу 
u ' i i )  +  Aurt) +  К и С і )  =  f ( i ) , u ( o }  = 0  (1) 
в произвольном гильбертовом пространстве И . Здесь и  и  ' f  -
искомая и заданная функции, определенные на [О,'(J со значе­
ниями в Н ; А - замкнутый неограйиченный оператор с плот­
ной в Н областью определения; К - линейный оператор с об­
ластью определения (К) с D(A). Если на множестве D(A) вве­
сти норму і^іафика 
Hull = (ІьсКц -Ь І І А и І І н  ,  
то оно превращается в гильбертово пространство, обозаочае-
мое через . Будем считать, что компактно вложено в И. 
Через как обычно, обозначим гильбертово 
пространство всех сильно измеримых на [ 0 , ^ ]  с о  значениями 
в Н функций, для которых конечна норма 
= (  f l luWI l l ,  j  .  
Рассматриваются функции со значениями в гильбертовом про­
странстве и имеющие непрерывную производную первого по­
рядка в пространстве Н .В множестве всех таких функций вво­
дится норма 
= ( 5 (II + I! u 'U/Wy^ )  oUj 
Пространство OQl пополняется по этой норме..Пусть оператор 
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в сходен с  А  ъ  гжльберіовом проотранотве И (см. [2J). 
Более того, пусть операторы А п В образует острый угод 
(Auy I3u) ^ l l A u l l  I I S u l l .  Предположим, что операторы А"^! 
5"'* существуют и вполне непрерывны в Н . Обозначим через 
{(О;} полные ортонорнированные оиотемн собственных 
элементов данных операторов таких, что 
А сО і= ^ ^< ^ і  , , 
I 3 f ,  = Я ,  .  
Линейную оболочку элементов обозначим через Н"^. 
Пусть - оператор ортогонального проектирования Н на Н'^. 
В подпространстве Н"=Р"Н рассмотрим задачу 
иЧі) + Р^АиСі) + Р^КиШ = Pr,f(i) , и(0)^0. (2) 
Ее решения и^(і) называются приближенными решениями 
задачи (і), построенными по методу Фаэдо—^Галеркина. Следуя 
U.В.Келдышу (см., например, [3]), говорят,что оператор 
имеет конечный порядок р , если <°о при некотором 
p j  О  <  р  <  .  
Теорема 1. Пусть Тогда задача (1) имеет един­
ственное решение и.(і) из если А"^ имеет конечный по--
рядок f> (0< р< 4) а оператор К подчинен оператору А с 
порядком т 
II К ІІ с і( Д II ^ ) \/ \/ € J 
где О ^ тг < . 
Теорема 2. Пусть операторы А  v l  В  образуют острый угол 
и выполнены условия теоремы і. Тогда задача (2) при каждом 
П/имеет единственное решение. Приближенные решения Ur^i i) 
сходятся в . Предельный элемент есть решение за­
дачи (1). Имеет место оценка скорости сходимости 
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Метод Фаэдо—Гадеркина для абстрактных параболических 
уравнений вида (1) изучался в ряде работ П.Б. Соболевского 
и ею учеников. 
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ОПТИМАЛЬНЫЕ МЕТОДЫ РЕШЕНИЯ ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ 
Б.Габдулхаев 
1. В банаховом пространстве X расснотрин класс одно­
значно разрешимых линейных интегральных уравнений 
х ( і )  j  K( i , s )  x ( s )  o l s  -  i^d)  ,  ( l )  
определяемый классом коэффициентов . Пусть 
с X - произвольно фиксированное подпространство размер­
ности п , а - некоторое множество линейных (т.е. 
аддитивных и однородных) операторов из X на Хп, . Тогда 
приближенное решение уравнения (1) будем искать как точное 
решение приближенного уравнения вида 
Рп. j A (i: , s , )  o L $  =  (2) 
Задача состоит в том, чтобы среди приближенных уравне­
ний (2) выбрать то, решение которого в том или ином смысле 
наилучшим (оптимальным) образом аппроксимирует решение х* :^ X 
точного уравнения (1). Эта задача эквивалентна оптимальному 
выбору подпространств X и операторов е . 
Ниже рассматривается оптимизация на классе однозначно 
разрешимых уравнений (1) при , где г - целое не­
отрицательное число, а WSUJCCT) _ известный модуль непрерыв­
ности. Тогда, как известно, F = {сс*}=\)/ '"Н^,Где с -по­
ложительная постоянная, и можно говорить об оптимизации на 
классе F . 
Введем оптимальную оценку погрешности класса методов 
(2) на классе F ; 
VJF)  = inf inf sup l l x * -xX l l y  , О) 
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где inf берется по всевозиожныи подпространствам ^ 
размерности п  , Приближенный метод (і),(2) при с X 
® ^ будем называть оптимальным, асимптотически 
оптимальным, оптимальным по порядку на классе F, если вы­
полняются условия соответственно = ж-^ где 
/ sup (Нас*-эс^(( : JC* е F } J 
а зс° - решение уравнения (2) при = Х^° ^ = Р^° . 
В следующих трех пунктах приводятся некоторые результа­
ты автора (см., например, [2 - 5]), полученные при реяюнии 
поставленной выше задачи. Отметим, что эти результаты осно­
ваны на общей теории приближенных иетодов и на теории попе­
речников компактов в функциональных пространствах. 
2. Пусть 5^ = - множество всех линейных огра­
ниченных операторов из о обычной нормой на іг нлер-
ные подпространства . 
Теорема 1. Пусть X = С [Ч , ^ ]  и Тогда 
K(FJ ~г ^ 
и оптимальными по порядку на классе F  являются: 
а) метод сплайн-коллокации порядка m > r  с  равноотсто­
ящими узлами ~ - і-і- 2к/п , к = О,п. ; 
б) полиномиальный метод (1),(2) при и = 
= , 
где - множество всех алгебраических многочленов степени 
не тше n-^f , c^(f) - коэффициенты Фурье или же Фурье— 
Лагранжа функции ср е €[-"1,4] по системе полиномов Чебыше-
ва первого рода Т^(і), а треугольная матрица 
может иметь значения 
= COS С-ЬО- . 
Z n - ' l  '  ^  2  а  ^  
л ("Ті) ГУ - х' Kjjr sin 
(г + Y ^ п,+-і (n-t-^)s±n7r/(»^+'i) 
3. Пусть , а ^ - класс 
всех линейных ограниченных проекционных операторов  из  С Н / ]  
. удовлетворяющих условию ІІРЛпГ''и>( }--» О при п.-'о^. 
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Теорема 2 .  Пусть X = C C - i ' f ]  и f = W^Hu, . Тогда 
V J F )  ^ c . ( i )  ,  (6) 
И оптимальными по порядку являются: 
а) метод коллокации по узлам Чебьшева как первого, так 
и второго родов; 
б) метод моментов по системе полиномов Чебышева перво­
го рода; 
в) метод подобластей по точкам і^-со8(кТГ/п,) ^  к= 0,п. 
Ч. Пусть теперь X ^ обычной нормой, где^=р^9-
весовая функция, такая, что /^И) -тоже весовая функ­
ция, а / ^= Пусть <5\ = - множество всех линей­
ных операторов из на 56^ , таких, что Рг^  
неограничены, а ; С—•ограничены. Обозначим через 
систему ортогональных полиномов с  весом ^ ( і )  на 
'f ), а через if- корни полинома ^ 
Т'еорема 3. Пусть Х = ^ г,^ ^ . Тогда 
VJF)  
И оптимальным по порядку на классе F является полиноми­
альный метод коллокации по узлам ^ . 
Заметим, что при доказательстве теоремы 3 существенным 
образом использован результат Г.М.Вайникко по коллокадион-
ному методу (см., например, [і]). 
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8 
о МЕТОДЕ МЕХАНИЧЕСЖИХ КВАДРАТУР 
ДЛЯ РЕШЕНИЯ ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ 
СО СЛАБОЙ ОСОБЕННОСГЫ) 
Г. Вайнккко ж А. Педас 
1. Формулировка основного резулиата. Рассмотрим линей­
ное интегральное^ уравнение вида 
vtU) = \ ^(|{-б1)и(^)о(б + . (1) 
Шреписав^ (l) в^иде (см. [з], стр. 115) 
о о 
применим метод механических квадратур с формулой средних пря­
моугольников: 
|і= ft' Ц ae(K-jift)(|j-fei)+(>e(l(i-i)fe-6l)(^-f;+ 
О 
+ |(С1-д-)Я) у  С2) 
Здесь j)^) - приближенные значения ис­
комого решения а*(f) уравнения (1), Я = 1/П/. 
Теорема 1. Пусть ядро "а€('С) интегрального уравнения (1) 
дважды непрерывно дифференцируемо при о < 'С ^ 1 , удовлет­
воряет оценкам 
I  l l n ' C p  +  i )  ( 0 < t ' 4 i } ^  =  c o n e t J  j  ( 3 )  
l) const) ; (4) 
I 4 I Inf I+ l) (0<r <: i • ^''= const) J (5) 
где o^^soonat <,1^апг:»0 - некоторое целое число, и 
пусть оущеотвухт конечные пределы 
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'Г^ P e+'i J 
ІІШ i:: ^Cf) ; lim -—^ 
ІІпГІ"^ €"->0+ llnrl*^ 
Пусть свободный член ^ (-(:) уравнения (1) дважды непрерывно 
дифференцируем при і ^  і. Пусть, накотец,уравнение (1) 
имеет единственное решение а* (і). 
Тоі^ца система уравнений (2) имеет при достаточно боль­
ших п. единственное решение ^ хшра-
ведлива оценка 
яаах (C=conet), (б) 
В условиях теоремы 1 решение U.*(i) уравнения (1) не­
гладко. Точнее (см. [4]), и*£ С[0,1] П С^(0) 4. ) , причем 
{0<UliQ=con,t);(7) 
(o<UiiC2=const). (8) 
Если u.*(o) + 0 , и*іі)ФО , то ЭТИ оценки неулучшаемы в 
смысле порядка. Поэтому добиться высокой степени точности 
приближенных методов в условиях теоремы 1 довольно оложно. 
Для сравнения напомним, что в случае применения метода ме­
ханических квадратур с формулой средних прямоугольников не­
посредственно к уравнению (1) получается лишь оценка (ср., 
н а п р и м е р ,  [ 2 ,  4 ] )  п о р я д к а  0 ( Я ^  '  1 ,  
2, Схема декааательотва теереми 1. Положим 
обозначим через пространство сеточных функций 
на сетке 2, ...,п) с нормой 
ЦьСпІк - 1 . 
1 4 L 4 Ц 
Уравнение (1) и систему (2) рассмотрим как операторные 
уравнения u.= Ta + f и 
i^^ = T„Un + p„f (9) 
в банахотх пространствах Е =CLo,l] иБ^^=Ср^1оД] ооответст-
венно. Здесь операторы і Ь определены формулой 
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CpnixjltJ = a(t^) , t = 1,1,.Стандартными рассуждениями 
(op. [l, 2, 4]) устанавливается, чтоТ^—>7" компактно от­
носительно связмваощих отображений . По теореме сходи­
мости для операторнвгх уравнений (ом. [1], стр. 49) получаем, 
что при достаточно больших п уравнение (9) имеет единствен­
ное решение и 
рітПГи,*-Tapn^^*ll^^ С^З - const), 
В нашем случае эта оценка примет вид 
(10) 
и і і п  О  ^ = 1  ^  ' >  
где 
Оценка правой части неравенотва (•ІО) проводится на основании 
неравенств (3)-(5). (7)-(8) и 
йИ г 
j <1 X(>b^dA ^ 
2?i 
и в результате дает оценку (б),Подробные выкладки будут опуб­
ликованы в дальнейшем. 
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ОБ АППРОЕСИНАШга В ЗАДАЧАХ 
ОПГШЛЛЬНОГО УПРАВЛЕНИЯ 
0. Еарна 
1 (постановка задачи). Рассмотрим следующие задачи оп­
тимального управления: 
задача (І): найти weiiT A('w)(4/^ 
задача (II): найти реадизуищий минимум в задаче (I). 
Здесь W — некоторое множество (множество допустжмнх 
управлений); А ( • )  —  з а д а н н а я  н а  W  о п е р а т о р - ф у н к ц и я ,  
/{{'W): где И — банаховы пространства; /Гб) — 
заданная на 'Uf функция, € <Г ; Г С - ,  )  — заданннй 
наілГ^ІС функционал (критерии управления). Пусть ремния 
задач (I), (II) ивутся приближенно как ревенжя (при под­
ходящем значении индекса ) следующих задач: 
задача (І^): найти Ф. =min{4^ 
задача (11^: найти л/б^^^реализуіщнй минимум в задаче (І^). 
Здесь J— некоторая бесконечная последовательность индек­
сов (полуупорядоченное соотношением V направленное множе­
с т в о ) ;  —  н е к о т о р ы е  м н о ж е с т в а ;  В - ( • ) :  ~ ^ 0 ( ^ \  
где X;- — банаховы пространства; і.і_ -^іГ ^ 
Оказывается, что при определенных условиях имеет место 
сходимость а также сходимость в некото­
ром смысле 2® к (при 116 7,). Для доказательства мы 
налагаем добавочные требования на величины, встречающиеся 
в постановке задач (I) и (І^), а также требования, связы­
вающие задачи (I) и (Г). 
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2 (джс^)етная оходммостъ). Пусть М и М- (с^^) — 
я котсфне множества. Ны будем говорить [31, что задана схо­
дность , если задано однозначное отображение ііш , 
определенное на посладовательностях вхда'* { ^ с 
С < е  J ' )  и  с о  з н а ч е н и я м и  в М , причем^ : 
('і) т€М 3 {'тг^ ^.-6с Іію): На 
(2) ІІШ (м^ -г/тг ^ ^ '3''с.'Э ^ 
Иоследовательности ^ ^  lim) будем называть 
сходжщжжися (в /-\ ). Зажжеь ссеУ)  означает, что 
^^ {^с ' Если ясно, о какой 
оходнмостн идет речь, то будем писать просто 
Последовательность о t будем назы­
вать компактной (относительно сходимости м-,лл* )» если из 
каждой ее подпоследовательности можно извлечь сходящуюся 
подпоследовательност ь. 
3 (предположения). На будем предполагать, что выполнены 
следующие требования^ : 
кЮ AM^'CCU.'V)^ 
А2) Л(ог)и^О «.-О, 
Ві) ;6(S(2j] не зависит от 
вг') ^ Vs^>0 = 
(например, В^(г-) —фредгольмовы с индексом О)-
ВЗ) ^(Се^)— бикомпактные топологические пространства^ . 
^Через '0'^ 7'^... будем обозначать конфинальные подмно­
жества множества С/ , наделенные индуцированной топологией. 
Через ^(.ііт.) будем обозначать область определения 
отображения lim . 
^ Через t^(U,<r) будем обозначать пространство линей­
ных замкнутых операторов, действующих из^в'і^;^М) —об­
ласть определения оператора/4 (Г/ Через £>0^,^] бу­
дем обозначать пространство линейных ограниченных операто­
ров с ^{А ]-tC. 
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В4) ^о) — непреіивные функции на Z.- при каідом 
4  А- , с 5 , ^О): Л; 
В5) Ф. с /): К.сбЭ — непрерывные по совокупности пе-
реиенных функционалы-, 
СІ) заданы две сходимости^ г~^ " г.ІлГ" ^  причем 
(1) 2^ —> ^r (С(: 7) •=$> 2^ ••W СС(,1) 
(эти сходимости могут и совпадать), 
(2) каждая последовательность се "7 ] компактна отжоом-
тельно сходимости У 
С2) заданы сходимости ^ ^ и ^ ^  со свойотваіж^ : 
(1) с^ссс) ^ , 
(2) а67)^ Зс.ч7: 0<C,'(^r)M^^ , іЬ<:^ , 
(3) о (t€-T II (I ^ о с  <->7)  ^  
(4)^с^О Ц^н-^О Сс(:П). 
СЗ) пара (ЛО^СВ^с у^аі))—<г-регулярна 121 относшвжьво охо-
димостей . . . 
z -^.-W H4J(£D., 5-<'Г. )X.—»ЛГ {ce-D^) •=^ 
и.бДЧг^ьг)); ('c'e 
C4) функции ^о) сходятся к б) относительно сходиновтей 
, т.е. 2^. —6'б7')^ (сб-т;. 
С5) функционалы Фс, )/0 удовлетворяет следующим требо­
ваниям: 
(±)z^-^'ur х^-*ос (i'e J) ^  £>0 Зс^: 4.Сг.,Хс)^ 
(2)Г."Ч-ИГ,Х,-»<^ У/оо 3t^'; 4^.^^^x.)^Fr<w;cchl^ 
'* Элементы пространства 'КГобозначены через -иг, /ur) ^ 
элементы пространства — через элементы про­
странства и. —через сс^и,', ос^,... и т.д. 
'Через с,с\... будем обозначать константы, в разных 
местах, вообще говоря, разные. Запись означает, что 
константа может зависеть от величины . 
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4 (утверждения). Пусть шіпоішены все требования, пере­
численные в п. 3. Тоі7(а 
1) «Й/'ЛГ'йг)) не зависит от ілг и при всех tJ" сущест-
вуот обратные ^ 
2) задачи (I), (II) иневт решения, 
3) начиная с некоторого индекса ^ при всех € 2^. сущест-
вугт операторы причем НВ^гг^.щ ^ с, 
обозначай =. f с £ 7; с ^ ^ 
4) задачи (І-), (П^). имеют решения, 
5) ие ^), 
6) каждая последовательность {г t f ^ решений задач (ІІ^.) 
компактна относительно сходимости и 
(с^У)^ 'hT" — решение зад'ачи(Іі), 
х-( z f ) =8-(Е^= ocl^^r") 
7) пусть {х^Сг.-) 6 7] — некоторая последовательность функ­
ций \ таких, что I ^ пусть 
в.,Li:! найдены так, что |Фг? ,inf 
^4'; то последовательности {2^/^J] 
H{XtC^), компактны относительно сходимостей 
tj-"—решение задачи (II), 
х^-^ І: ) —?» А(^Т' ^ ('^) сс(:і ') . 
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МЕТОД ПОДОБЛАСТЕЙ В ПРОБЛЕМЕ СОБСТВЕНННХ ЗНАЧЕНИЙ 
Р. Керге 
Рассуотрші проблему собственных значении для краевой 
задачи с нелинейным вхождением параметра: 
Аа)х = хУ->а) -і-т р.и,х) = 0 ,  j=o Ч ' ' 
ср^(л)эс = (Л) Х^ЧЬ)] -О, 
Приближенное решение ищется в виде 
ocji) = і: , j = 0 <1 ^ 
коэффициенты определяются из условий С t-, -узлы Чебыімва) 
А ( Х )  o U  =  о  ,  i  =  о ,  ,  п . ,  
(Д) = о ^ к - ^YYi ^ (2) 
Задачи (^) и (2) равносильны (см. [ з ] ) ,  соответственно, 
уравнениям L(A)a: = 0 и LJAja^=0 , где LW,L^(X) при фик­
сированном Я - линейные операторы из Е = С'^'%ь] в F = 
= СОГР,Ь]ХС'^ (здесь С^[а,Ь] ={'^€ С [а,ь]:^(а)= 0} ) ж дейст­
вуют ПО формулам 
і ( Л ) х  =  ( 7 Л ( Л ) х  ,  
і г ^ ( Л ) х  = (  А^(Х)х J «р ,  (Л)  X,  .  .  .  ,  ;  
здесь 
= -I ; 
ос^ + 
- проектор Лаіранжа. 
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9 
Пусть - некоторая область; обозначим через S(L) 
и S(Lj спектры задач (1) и (2) в Л, 
Теорема, Пусть 
1) существует , при котором задача (1) имеет 
в лишь нулевое решение; 
2) коэффициенты р. (•^,Л) : [сі,Ь] ^ Л.-* € (j = 0/,. . .^ni-^) 
непрерывны по f и Д и голоморфны по ^ при каждом 
3) выполнены условия 
пл.аос LquLJ 1—и1-1—: - -U-Lj—L при ДА-^0. 
ЛХ 'ЭЯ I 
О ~ ^ > 
4) коэффициенты ( Х ) ^  (А) -"Л € голоморфны. 
ToiTia для каждого SCO существует последователь­
ность {Я^], 5CL^), (rv и справедливы 
оценки 
IA.-AJ ^ с , 
ІА.^-А.1 , 
d ( x l  , N ( L ( X J ) )  4  c - e f ® ,  
где £ = ma/x iwftxx (iL ^Д)зс — Ш)ос IL ^с' 
octU/ ^ X€W f 
|(x|l=^ 
(Г ' достаточно малое положительное число , с = с(сГ)=сог^і^ 
- взвешенные арифметические средние е S ( U )  ,  схо­
дящихся к Яо , эе - наибольшая длина корневых цепочек, W -
корневое подпространство задачи (1), соответствующее Хо , 
Если коэффициенты (j = o,...,m'i) непрерывны диф­
ференцируемы г ( г^О) раз по^.то W ^ ті 
Доказательство теоремы основано на проверке условия 
- бб -
общих теорем из [і], стр. 69-72, и [2]. Условия теоремы 
2)-4) обеспечивает голоморфность оператор-функции 
L 0 )  ^ С С ^ ' ^ С )  и выполнение условия |1L^(A)I| ^ 
^  ССЛ-О) =  CCRTV^T (KV^KUO) ДЛЯ любого замкнутого ограни­
ченного множества . Регулярная сходимость L^Q)-^LQ) 
у с т а н о в л е н а  в  [ з ] .  
Замечание. Теорема переносима на случай 
Асл)х = + ва)х( = о ^ 
где В (Я) при фиксированном Д - произвольная голоморфная опе­
ратор-функция со значениям в L^) ^  р > 4 . в частности, 
вСЛ) может быть дифференциальным оператором 
Ва)х = £' , 
или интегро-диф^ренциальным оператором 
в(Д)эс S 2Z ІІІ ds 
i J=0 <» d / 
с какими-нибудь условиями на ядра гаравсируБЩжмж 
действие и ограниченность интегральных операторов из С в L^. 
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9 
о СХОДШОСТЙ АІІІІРОКСШАЦИОННО-4ГГЕРАТИВНОГО МЕТОДА 
И. Саарнийт 
Пуоть в метрическом проотранстве £Г о метрикой 1.,,1 да­
но уравнение 
DC ^ Т ос (1) 
с оператором ТеіЕ-Е), имеющее решение jc*. Для приближен­
ного нахождения этого решения построим последовательность 
метрических (как правило, конечномерных) пространств 
/г = 1, 2, с метриками которые свяжем с про­
странством £ операторами г^е(£-•£„). Исходную задачу (1) 
заменим в пространотве задачей 
-Тг^ос^. (2) 
Пусть уравнение (2) имеет решение Е„. Пространства и 
операторы подберем так, чтобы ас.* аппроксими­
ровали х*££" в следующем смысле (см .- [11): 
к*, О , n~*Go. 
Приближенные решения задачи (1) будем страяігь 
при помощи аппроксимационно-итеративного метода (АШ) 
^ • сз) 
Здесь — начальное приближение, 
/г > - операторы пере хода, - целые числа. Рассматри­
ваемый метод является обобщением АШ, описанного в [2]. 
Пусть операторы удовлетворяют неравенству 
iTn^n.j'^n.^nln ^ (О 
где уч.^ - определенные на интервале > О, 
неотрицательные неубывающие функции такие, что 
у«-^(л)-^ О, t-roo, при V;>£LO,j>^). (5) 
В условии (5) через обозначена с-я суперпозиция функ­
ции , т.е. ум.^(д) =/<'„,(л), =/^ftC/<jr'(5)), L>\. 
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Теорема 1. Пусть выполняются условия (4) и (5), а так­
же неравенсФва 
U^4^:n-lU < 9п , 
Тогда при достаточно близком к начальном приближении 
существует последовательность такая, что АИІ 
(З) сходится, т.е. 
|2„,г„а;*|„-»0, п-^оо. 
.Более того, для добой последовательности О, п-*со, 
существует такая последовательность ^, что 
* К, а:'І„+ £,• 
Усилим требования, налагаемые на операторы 7]^. П^сть на 
интервале [0,^) имеет место неравенство 
где - определенная на этом инігервалв неотрицателшая не­
убывающая функция, удовлвтворяюцая условию, аналопчному (З). 
Кроме того, пусть для любой невозрастащей последовательно­
сти имеющей предел 6 , т.е. такой, что ifc^ 6j оо, 
выполняется условие 
t-oo \ с-^оо, (7) 
а в неравенстве (б) числа L  -  const, п.>1. 
Замечание 1. Если функция /с удовлетворяет условию (7)> 
то условие Сз) будет равносЕльно условию 
/і(б)<б при йеСО,з>). 
При сделанных предположениях справедлива 
Теорема 2. Пусть имеет место сходимость 
«.-^оо, (8) 
и сущестауютг числа ^ и oc'st 1 такие, что 
/.уч'^'Сб)<5 цри 
Тогда при достаточно близком к л:* начальном приближении 
существует целое чисшаг-»(у| что АИМ (3) сх дкгвя при любых 
ос^ г ос,, гь » 1. 
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Если последовательность О, «.-•оо, удовлетворяет 
условиям 
к, 4^1-іі» « ' г -
и 
, Г1>\, const, 
и существуют числа 945» и oc'^i таюю, что 
( / " +  - ^ ) С ^ )  $  6  п р и  €  [ О ,  р О ;  
то при ос^ > ос' 
12„, « I х;, г^г*и+ £„, п. г 1. 
Замечание 2. Ввиду неравенства 
^ \^ПУ I •^л'^п.-l^ ^ I »^n.-\ L-« 
сходимость (8) внтекает из условия 
/г-*ex. 
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о КШІІАКТНОК СХОДІШОСГИ РЕЗОЛЬВШ 
И ПОЛУГРУПП 
с. Пжокарев 
§ 1. Аппрокошацжя спектра 
Будем пользоваться поняткями н обозиаі>іенняжж 
Теорема 1. Пусть С(Е)^ An ^ С(Ек)^ опера»оів An 
имеет компактные резольвевты и ком­
пактно при некотором л € С • Тоі^а область регулярности 
Д ^ (А) An) ~ (С . 
Доказательство. Рассмотрим тсядесево Гильберта 
Из него следует, что >1 -^-уи.)32Сх/А) обратим для любого 
Лв^СА). Компактная сходимость резольвент дает (см. [іЗ) ре­
гулярную сходимость 
*,знвч»т, учиіыіая іоі факт, что о, 
получим (см.[^], стр.35) 
^ -> ['f 
Отсюда и из тождества Гильберта следует компактная сходимость 
іЯ(м-/Ап) для любого По теореме изИ 
имеем т.е. справедливо включение p(A)cA<t-
Пусть теперь Ло€-6'(А). Покажем, что Ан-ЬЛо и 
А-»-ХО р е гулярно согласованы. Предположим, что і і і^пЦ-Н и 
^п-ЬХо').>^лм ^ heN'cA/. Выберем yu,e J (А), тогда 
A n }  ( І А п - Ь Х ^ Х п  -  X h А > і ) у п — А ) ^  
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Ввіду -компактности •[^(уи.;Ап)Уу,3 отсюда следует, что 
посдедовахел^ость {Улі ^ -компактна. Пусть также 
61ііл}Ал)У»-^ ^ ; тотаа 
С ^ о - А А ) і С у г С ^ о - / ^ ) й ^ } А ) х  e S ) C A ) .  
Отсюда J6-+-(AO- ^ ) А  =  5 l ( j 4 ) A ) ^  ^  п о э т о м у  X  е < ^ ( А ) ,  
причем [(^+Ло)^—уЗ = 0. Таким образом, 
следовательно, б'6^)сД^. теорема доказана. ^ 
Шжажем теперь как можно переформулировать одно из 
условий теоремы 1. 
Теорема 2. Пусть ЛсП^(А)^ Ф. Для компактной схо­
димости резольвент 52^A;AW) ^С>^}А) необходимо, что­
бы для каждого ^eAcHj^cA) выполнялась импликация 
fUn|( = WO; = ^-компактна, (1) 
и достаточно, чтобы импликация (1) имела место хотя бы при 
одно» 5бДсПр(А), чіРФ . лч 
Доказательство. Пусть Эс[к/Ал)-—?5$(yU/Ay ком­
пактно для некоторого д е- П рСА)^ тогда при 
" Ш) и 1І^-і-'^)Хл!1 = С)(<)из равенства 
вдадует, чт«^^«іпактна. 
IfycTb, наоборот, выполнена импликация CD. Покажем, что 
из lUh II-'І Слб-л/) следует (Р-компактность последова­
тельности |^(^;Аг )з^уіЗ • Множество An)Уп] огра­
ничено и также ограничено, и по(4) 
{^С'5;АЛ^У ^} -компактно. Сам факт {Р-сходимости ре­
зольвент содержится в условии Л^Пр(А)^<1^.'Рвореиа доказана. 
Замечание 1. Равенство дает возможность до­
казать сходимость спектров и корневых аодпространств , а 
также оценки этих сходимостей. Для получения количественной 
информации см.[1,2]. 
Замечание 2. Компактную сходимость резольвент можно 
усмстреть, например, в случае аппроксимации оператора 
Лапласа в ограниченной области с помощью конечно-разностных 
операторов. 
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§ 2. СХвХПОСФЬ полугруш 
Определим условия 
(А) Существует число > е Q ^  (А„) П J fA) такое, что 
(в) существуют число М > О и деіотвжтельнвв число со та-
КИ0 что 
М/іл-^-оІ , R€X>6O; 
(С) Для некоторого ^ (pyWz)^ любого уи.>о и любого 
имеет место сходимость 
I I  — 1 1 —  
как только ^[ ;ух) = ^ 2: ; I^UyM-} . 
Теорема ABC. Цусть Аъ и A генерируют Со полугрушю, 
тогда условия (А) и (В) аквивалентны (С). 
Теорема 3. Пусть шполнено условие (В) н операторн 
А и, А к генерируют Со-полугруппы.Тогиа компактная оходс-
мость резольвент необходима и достаточна для того, чтобы 
£ "tAjv е компактно при "Ь > О. 
Доказательство. Достаточность. Ввиду теоремы ABC нужн© 
устгюовить лишь -компактность при любві 
ограниченной последовательности-! к}. Из оценки 
II ІІ^ М |і^у>(( , устанввлвииой в [з,4І имеем 
I I 1 1 = O B )  и  | | ( ! W + 5 ) e - ^ ^ y „ l l = W ) , - f c > o .  f f o  
теореме 2 последовательность (р-компактна. 
Необходимость будет доказана, если мы по-какем, что 
£^(л; А .) а) ХОТЬ ДЛЯ некоторого Л €• А^П ^ '(А'^и 
для любой ограниченной следует д((іІІ(Л/А »)Хп)")= О, 
где а - дискретная мера не компакт ноет и (см. [і], стр. 17). 
Учитывая представление 1Я(х;Аь)= 
о 
в силу условия (Б), по теореме Лебега устанавливаем сходж-
10 
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HOOTь резольвент. Взяв $eл > со і Ц->1 ^ имеем 
^ м(( І II J + 
^ С о 
к 
Последние два члена оправа за очет выбора & и К можно 
сделать сколь угодно малыми. Последовательность 
ф-к(міпактна при любом "fc € [е^ К 1; поэтому для доказатель­
ства равенства ^ 
^ f -fA>, т 
достаточно показать, что семейство |е равномерно 
непрерывно. Последнее утверждение выполняется в силу тожде­
ства 
^0-ЬАк__ J 
•fc-t 
и равномерной ограниченности 
(I A»e~^^|U ^ 
Теорема доказана. 
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о ННОГОИЕРНЫХ ДШіаРЕГНЫХ ОПЕРІТОРАХ 
ВВНЕРА—ХОИА 
F. Лепкк 
Опредедин линейный и оіраниченннй оператор, действуііций 
в пространстве соотношениеи 
і.г" 
где aj — заданные коиплеконые числа, такие что 
Z 1а;| < «>о , 
операторы сдвига (1^2'^) действуют по правилу 
fU'x)rk)= X {!<-]) , keZ", 
Z*^- челочисленная сетка вР'^. Для любого множества Dc2'^noa 
іЧі>) понимается подпростравотво сеточных функций, имевщих 
носитель в D , для которых конечна норма 
І|х||^р,-(Д|хГІ)іТ; 
соответствующий естественный проектор обозначим через PD-
Определим функцию (так называемый символ оператора Д) 
которая будет непрерывной по совокупности переменных 
и 2:л:—периодической по каждому из них. Определим также мно­
жество 
= (jir і = А , . . . , к } ^  
соответствующий ему проектор будем писать в сокраценном ві«д, 
Пользуясь введенными обозначениями, запишем оператор 
Винера«—Хвпфа в виде Р+А : ^^(2Л— 
Теорема 1. Для того, чтобы оператор Р+А был фредголь-
мошім с нулевым индексом, необходимы и достаточны следующие 
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условія: 
і О  а ( І ) ^ а ( і , , . . . , и ) Ф О  ,  
2° ind a, = ол,^ a = 
CkcL a^=-~:[aa<3 a fo,...,o, 
3° npH любом разбевнн множества индексов на 
два юпвресекающився подмножества ж {i^,...,es} с 
п.>>|,-4>2| н а+<і = іа и при любых изі? s-м р-
ное однородное уразненже ^нера—Хіжфа 
Акд. . .ч і і  ^  >  • • • » ^  ^  =  
= Рг/ ... X = О 
имеет в пространстве 6^(2/) лжжь нулевое решение. 
При (г в 4 и п« 2 условие 3° отпадает (фоіиально это 
соответствует тому, что при кш4 і >г= 2 не существует раз-
бжешій указанными в З^ свойствами). Отметим еще, 
что для к и пв 2 теорежа 1 кзвестна, а в случае н 
мы ее встречали в литературе формулировки этой теоремы. 
При изучении многомерного дискретного оператора Вжше-
9а<^«нфа (^Амы естественвш образом сталкивались с дискрет­
ными операяЧ[>ами Винера—1т$а с операторными коэффипиевтами. 
Буде обозначать их через Л . Повидимому такие операхоры 
представляют и самостоятельные интерес. 
Рассмотрим оператор о4 : 
Л х  ' Л к  X  ,  
где ХІІЛкІкови ХбKVz,Н), т.е. х^(х(і)), х(і)€Н, 
К I" 
Операгорн Н) действуют в комплексном гильбертовом 
•ространотве Н , (шератор сдвига (ксН) линеен и изо-
метричен в он действует по формуле 
(U'*x)(i)-x (і~к), і*2, 
Введем зависящий от параметра. -6 с 0? оператор 
Стаж нашвавмый символ оператора Д) соотножеяив|ж 
1  
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Теорема 2. Для оператора А справвдлвн раввівтва 
ікі И Ах II л,, и)= Си./ IIД (-6)^ Кн J 
Или •• II«л ft) ц. 
Пусть іужвве п жпроетранство шераігвра ЛШ. 
Теорема Пусть дли оператора Л выполненн следуіщжв 
условия: 
1° оператор ЛШ при каждом ieR фредгольмов с ну­
левым индексом; 
2® Л('^Ш=0 при каждом teR, 
Тогда оператор Л имеет ограниченный осфатный оператор 
Л <£(С''(£,И), С* (2,4)). Если выполнено условие 1®, то ус­
ловие 2® необходимо для обратимости оператора Л . 
Теорема 3 распространяется и на кольцоог.*" операторов, 
действующих в ССё'^И) и обладающих свойством: для каа^го 
ЛбОі'^ и каждого £>0 найдутся и Лк = 
= тівш.что 
lU-Z л.и-інб, 
ікк/( 
где = ікі= ІК4І + ..+Ік„ І. 
Символ оператора А & которой обозначим через ХШ , 
определим с помощью предельного процесса символов 
Г Лкй-''''^ (icR'™') таких операторов Z «4к W,", для ко-
торых ІІЛ-Z Лк^ II-— 
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ДЕКЮШІОЗЙЩОННЫЙ подход к ПОСТРОИМ) 
ПАРМЛЕІЬНЫХ МЕТОДОВ РЕШЕНИЯ НЕЛИНЕЙНЫХ УРАВНЕНИЙ 
А. Р008« 
в связи с появлением многопроцессорных вычислительных уст­
ройств и созданием сетей ЭВМ встал вопрос о разработке таких 
вычислительных схем, которые позволяют распараллеливать расчеты. 
Ыоашо выделить два основных подхода к построению параллельных 
методов вычислений. Первый подход - создание вычислительных ме­
тодов, учитывающих возможность параллельной работы нескольких 
вычислительных устройств, не принимая при этом во внимание воз­
можности декомпозиции исходной задачи Гз]. Второй подход опира­
ется, в первуі) очередь, на возможность декомпозиции исходной 
задачи. Настоящая работа посвящена второму подходу. 
В качестве примера рассмотрим один класс задач решения сис­
тем нелинейных уравнений - решение уравнений материального ба­
ланса (т.н. модели) химико-технологических систем (ХТС) в стати­
ке. Эта модель в самой общей постановке может быть выписана в 
виде 
где 
г(х ) = о (1) 
•  •  •  V  ( 2 )  
= 4 1 ^-мерные векторы, физи­
ческой природы которых здесь объяснять не будем, ^-  число аппа­
ратов в ХТС, ^ - система в общем с^дгчае нелинейных 
уравнений, которая определяет зависимость выхода Д аппарата « 
от его входа (модель аппарата te ). Структура ХТС описывается 
соотношениями 
о:, - Z jr.; + i/j, , , А/. 
J' >4 •J ^  ' ' ' (3) 
которне определяют, как связан вход >с-го аппарата с выхода­
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t 
МИ всех аппаратов. Задача состоит в решении системы (1) при 
сированных (входные потоки сырья). Так как система (1), 
как правило, имеет больщуіо размерность, то для её решения чаше 
всего применяются методы типа Гаусса-^-^ЗеЯделя [2,4]. jfa же пред­
лагаем выделить в модели (і)-(2) в отдельные грушы структурные 
соотношения и модели аппаратов и переписать модель ГГС в виде V 
(^К > • • • > Гк.) '  
д: -V. 
Далее для решения системы (4) можно применить, например, итера­
ционный процесс 
(5а) 
(56) 
где (к':4,...,А/) - начальные приближения. Нетрудно заметить, 
что системы нелинейных уравнений моделей аппаратов теперь можно 
решать параллельно на отдельных процессорах. Процесс (5) можно 
рассматривать как блочный метод Гаусса—Зейделя. Елотами здесь 
являются атруктурные соотношения (5а), с одной стороны, и сово­
купность нелинейных уравнений моделей аппаратов (56), с другой 
стороны. Разумеется, возможны различные варианты и развития при­
веденного подхода, зависящие как от специфики цредставленЕя мо­
делей аппаратов, так и от различных способов модификации вычис­
лительного процесса. Условия сходимости процессов типа (5) можно 
вывести неконструктивным или конструктивным (с учетом методов 
решения уравнений аппаратов) путями, например, как это описано 
в работе [і]. 
Отметим, что приведенная идея декомпозиции применима, пови-
димому, и к нелинейным уравнениям вообше, если их рассматривать 
в виде 
F ( X )  f ( e , ( x ) ,  .  .  .  ^  і ^ { х ) , л ) ш . О  ,  (б) 
где ради простоты представления F x . Вместо (6) можво 
писать 
О , (7а) 
Ч - 1 ( х ) ^ 0 ,  (7(3) 
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\ 
где Цл)• UtMу , Прменяя к уравнению (6) шш к систе-
не (7) различные численные методы, за счет учета структуры урав­
нения (6) получаем возможность распараллеливать расчеты. Приме­
нив в качестве простейшего примера к уравнениям (6) и (7) метод 
просто! итерации, получаем соответственно процессы 
, (8а) 
у" » Кх") ^ п^о, л ., . , (86) 
где х"—начальное приближение, и 
х"*'^ х" - ^ (9а) 
f ^ ( ( x ' } ,  п ^ 0 , 4 , . . .  ^  (96) 
где - начальные приближения. Нетрудно заметить, что в ме­
тоде (8) параллельно можно проводить вычисления выражений (86), 
а в методе (9) существует полный параллелизм вычислений. Метод 
(8), по существу, является лиіпь видоизмененной записью метода 
простой итерации для решения уравнения (6), и способ выбора ((х) 
не влияет, в принципе, на свойства этого метода. Сходимость же 
процесса (9) существенно зависит от выбора 1[х) . Условия сходи­
мости этого процесса определяют требования, которым должен удов­
летворять выбор вектора 1{х) . 
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ПРИНЦИП МАЖОРАНТ ДЛЯ ОДНОГО ОБОБЩЕНИЯ 
МЕТОДА ЭЙТКЕНА 
Х,'Еоішель 
Для решения нелинейного операторного уравнения 
х=ФМ (1) 
в полтупор^доченном банаховом пространстве X рассьютрим обоб-
щенный метод Эйткена в вице (ср, [і] ) 
( h ' 0 ,1,...), (2) 
где ЛА^-и(иШх„)Т' =U(x„) - некоторый 
итеративны! или проекционно-итеративный метод /П-о о порядка; 
и(х' х'] - разделенная разность оператора ( см. [3]). 
Вйесте с уравнением (1) рассмотрим вещественное мажо­
рантное уравнение 
t = '^(i) (3) 
и для его решения метод 
І.Н = і^-оЛ,-и а J (h= о, і ...), (4) 
где [1~ u(u(ijtj] ; ^(^h) - некоторіій 
итеративный метод /7?-ого порядка для решения уравнения (3). 
Приводим теорему о сходимости метода (2) при помощи ма­
жорантного уравнения (3), предполагая непрерывность операто­
ров U(x) и ФСх) (соответственно и(0 и (^(0 ) в окрестности 
решения X* уравнения (1) (соответственно решения і уравненшг 
(3)). 
Теорема. Пусть выполнены условия 
1° Хо -U(Ko)>0 , причем //Хо-(У(Хо)//^ 4"~^^4); 
2° ІА,Н- с , - ,  
3° a)Dir<-U(XV)-U(>^'K')iJ .  пртенГМЫП'ШП 
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Іі 
б ) / ^ ^  щ я п е и  l l f l S c  u ( i  I  J r  
B) и - П и і - и ( і ' П - и ( і ' П  
i H Ш 
если X, X , X принадлежат сфере 
IK-U(K)S (5) 
. W'X'lii'-f, X'4X', x-'^x", 
WX.)4X, u(Q^{, 
4^ уравнение (3) имеет положительное решение. 
Тоіда уравнение (I) имеет в сфере (5) решение X*, к ко­
торому сходится монотонно возрастаіщая последовательность 
(вычисленная по методу (2)) 
и(Ко) 4 L/(xJ 4 4 ... 4... 4А* (6) 
со скоростью 
Іх* - )(.J Li'-i, (7) 
іще І - наименьшее положительное решение уравнения (3); 4-
П-ое приближение по методу (4) к і*,' 
Взяв в качестве мажорантного уравнения (3) уравнение 
і - и И ) ^  ( 8 )  
получим, что справедливо 
Следствие. Пусть 
1° h . - U ( K , ) U % i  
2° ІіЛоКбо; 
3° а) irj lKIx '-x 'I} 
б )  I r j i - K I K ' - K ' l ;  
в) и-Г,І 4|-KJx'-X'l, 
если X',X', X*' принадлежат сфере 
//X-L/CXJ//4/*-^>2, ; (9) 
4° ^1/В,. 
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Тоіда уравнение (1) имеет в сфере (9) решение X*» к ко-
торсяву сходится последовательность (6) со скоростью (7), іде 
- наименьшее поло­
жительное решение уравнения (8); 
Отметим, что легко получить соответствующие результаты 
т а к ж е  д л я  с л у ч а е в  Х * і Х / і  ^  U ( K t ^  и  X * ,  X l U ( X n ) ^  Х »  
(ср. [і]). Большое значение имеет построение мо­
нотонных СХО.ЦЯЩИХСЯ последовательностей (6) и X*/Х», 4L/(X>,) 
в случае, если метод Xt,+i''U(X»} расходится начиная с какого-
то начального решения Хо» 
В статье [2] было доказано, что метод (2) имеет скорость 
сходимости 2/7?-У, Этот факт гораздо легче установить, исходя 
из оценки (7), чем в работе [2], 
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о РАСПРЕДЕЛЕНИИ ПОГРЕШНОСТИ ПРИ РЕШЕНИИ 
ЛИНЕЙНЫХ УРАВНЕНИЙ 
Д . Йерадзе 
Рассиотриы систему линейных алгебраических уравнений 
•зс = А X + 6, (1) 
где в - заданный, ах- искомый векторы л-мерного про­
странства Rn, А - вещественная матрица, спектральный радиус 
которой меньше,чем . Тоща, как известно, к точному реше­
нию X* системы (1) сходится метод последовательных прибли­
жений 
+  ^  ( і =  О , / I ,  Z , . . . )  ( 2 )  
при любом начальном приближении . При реализации 
итерационного метода (2) на каждом шаге появляется случай­
ная ошибка €»• . Поэтому фактически вычисления ведутся по 
равенствам 
= Ах. +6 + £»• (1=0,4,1,...). (3) 
Разность cf.= x*-a; будем называть погрешностью приближения 
Хі , вектор £і - - невязкой. Пусть последовательные 
приближения (З) ишутся до такого номера іо , при котором не­
вязка удовлетворяет неравенству 
\ \ е с ,  I I 6 C ^  
гле С* - заданчое положительное число. Вектор Д = <f.-, будем 
называть окончательной погрешностью. Будем считать, что 
liejUC* (0=0,-1.2,...), С^С*. 
І^сть собственные значения матрица А отличны от нуля 
и не все равны по модулю. Пусть П —подпространство Rn , 
натянутое на действительные и мнимые части собственных и 
присоединенных векторов матрицы А , отвечающих наибольшим 
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по мо^лю ее собственный значениян. Обозначим 
г і ( ( ( )  = ( хеК-;  }Г« ,П)<А],  <L>0,  
6„=(І-АГ5  (О, t*•-£•), е.,= (І-АГ5 (О,£ - - « • ) ,  
Піе S l O . f i o )  - шар Наконец, пусть 6-2. - такое мно­
жество в б'-окрестнооть которого совпадает с эллилоой-
дом (\6.і (предполагается, что С* настолько велико по 
сравненив с і* что 6-г определено). 
Так как по предположению то опре­
делена и конечна ыеличина а»4+ 11 А11 + 11А*^11+... . Черезй(К) 
обозначим множество /1 Пусть Р{^>.л) 
- вероятность того, что окончательная поітвшность Д лежит в 
множестве Slk, если начальное приближение равномерно рас­
пределено в шаре II 1  - ОС* II « 1. 
Теорема 1. При любом h,>0 справедливо равенство 
Доказательство. Имеют место равенства 
(Г .^СЬАГМс.-е . ) .  <Г.  = + 
Отсюда нетрудно усмотреть, что при любой Начальной погреш­
ности (ft окончательная погрешность Д будет принадлежать 
области Go , а в область G.» /1 погрешность А попадет 
только в том случае, когда S^tG.A О С-гу причем тог^а Д = 
= гГо. Теперь ясно, что вероятность того, что окончательная 
погрешность лежит в области Ge\(6-4 П G-x), стремятся к 
единице при л -» «» Далее , обозначим 
с помощью (З) получаем <f; ^ Si' + d". Из результата [I] вы­
текает, что, каково бы ни было при достеточно большом 
t слагаемое <f' окончательной погрешности с вероятностью, 
сколь угодно близкой к единице, принадлежит области 'UIK).  
Очевидно, что S" входит в сферу 11 а II £ а6* Следовательно, 
окончательная погрешность для достаточно больших, со сколь 
угодно близкой к единице вероятностью принадлежкг области 
+ Это завершает доказательство теоремы. 
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Из теоремы I можно получить более обозримые следствия 
для различных частных классов систем. 
Теорема 1 допускает обобщение на уравнения в гильберто­
вых пространствах (ср. [2]); вместо равномерного распределе­
ния начальной погтоешности используется распределение по ме­
ре Винера с дисперсией <$-*<». 
Отметим, что постановка задачи данной статьи была выд-
двинута на одном из семинаров М.А. Красносельского. ВГ1-3J 
аналогачный вопрос изучен для точных шчислений (2). 
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РЕАЛІВУЕМОСТЬ БЕСКОНЕЧНЫХ ФОРМУЛ В 
ПСЕВДОБУЛЕВЫХ АЛГЕБРАХ 
А.Таутс 
Определим семантическую модель, которая является обоб­
щением модели Бета. 
Пусть задано некоторое частично упорядоченное множество 
5, элементы которого будем называть аспектами. Пусть каж­
дому аспекту х поставлено в соответствие некоторое непус­
тое множество Nx* множество направлений, а каждоцу 
направлению из множества поставлено в соответствие не­
которое непустое множество аспектов, строго больших аспек­
та X, которых мы будем называть конкретизациями •х в дан­
ном направлении. Выбором направлений будем называть функцию 
ставящую кавдоцу S в соответствие некоторое нап­
равление 5?С'х) eA'gc. Цепью, согласующейся с выбором §?, 
будем называть последовательность аспектов зСо,...,Х^,..., 
такую, что при каждом п аспект является конкретиза­
цией аспекта в направлении ФС'Хп.). Если S t то 
будем говорить, что й исчерпывает х , если существует вы­
бор направлений та»ой, что кавдая цепь, начинающаяся с 
X и согласующаяся с S?, содержит аспекты, которые больше 
некоторого аспекта из множества (к . 
Семантическая модель назыв|ается правильной, если 
а) в точности тогда, если существует цепь, начи­
нающаяся с X и проходящая через ^ . 
б) Если й - одноэлементное множество, то/) исчерпывает 
только те аспекты, которые больше или равны единственноі^у 
элементу множества А . 
в) Если А исчерпывает х и эс $ ^  , то исчерпывает 
л 
Множество будем называть значением истинности, 
если й исчерпывает только свои элементы. 
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Доказывается, что ыножество значений истинности всякой 
правильной семантической модели, если их упорядочить по 
включению, образует полную псевдобулевую алгебру. 
Хотя не всякую полную псевдобулевую алгебру можно полу­
чить таким образом, но всякую полную псевдобулевую алгебру 
можно получить как подалгебру алгебры значений истинности 
некоторой правильной семантической структуры. 
йуіенно, пусть М - некоторая полная псевдобулевая алгеб­
ра. Будем называть буквой кавдый отличный от нуля элемент 
алгебры М вместе с некоторым, может быть, пустым кортежом 
знаков + и Данный элемент из М будем называть основой 
буквы, а кортеж - приложением буквы. Мы будем говорить, что 
буква а проще буква ^, а буква % сложнее буквы а , если 
основы этих букв одинаковые, а приложение буквы а. есть на­
чальный отрезок приложения буквы Q . 
Будем считать аспектами все непустые кортежи букв, осно­
ва первой буквы которых есть единица алгебры Л7, а основы 
букв, считая справа налево, строго убывают в смысле алгеб­
ры М. 
Аспект считается больше другого аспекта, если его можно 
получить из этого другого аспекта усложнением существующих и 
прибавлением новых букв. 
Если ас есть основа последней буквы некоторого аспекта, 
то аспект снабжается одним т.н. экстранаправлением и еще по 
одному направлению для каждого случая, когда х в алгебре М 
является дизъюнкцией элементов, строго меньших х. КЬикре-
тизациями в экстранаправлении считаются все аспекты, непос­
редственно следующие данному аспекту, а если направление 
характеризовано равенством х = х j. , то конкретизациями в 
этом направлении считаются все аспекты, получаемые из данно­
го аспекта прибавлением к концу одной буквы, основа которой 
меньше или равна некоторой а приложение пустое. 
Каадый отождествляется с множеством всех аспектов, 
основа последней буквы которых меньше или равна DC . 
Таким образом, при интерпретации формул можно ограничи­
ваться семантическими моделями. 
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При интерпретации форіогл надо указать каадому высказыва­
нию его значение истинности, а для кавдого обьекта - значе­
ние истинности его существования. Операции логики высказыва­
ний интерпретируются операциями псевдобулевой алгебры, а 
кванторы общности и существования следующим образом: 
значения истинности х  Р( X ) есть Лх Р^ос) ) ,  
а значения истинности 3 ос Р( х ) есть х ^ )» где 
есть значение истинности существования ос , а Р*'( х ) есть 
з н а ч е н и е  и с т и н н о с т и  Р  ( х  ) .  
Для вывода формул используем систецу Генцена, приспособ­
ленную для бесконечных формул. 
Кяждая выводимая формула тождественно равна единице. 
Если формула не выводима, то препятствием к построению 
контрамодели при исчислении высших порядков может оказаться 
обстоятельство, что модель окажется не множеством, а собст­
венным классом. 
Доказывается, что если (% - невыводимая форцула, для 
которой не существует такой контрамодели, где аспекты и 
объекты образуют множество, то существует невыводимая форцу­
ла ^ Оі такая, что именно аспекты любой ее контрамо­
дели образуют собственный класс. При этом вид формулы^ за­
висит только от мощности формулы Оі, а не от вида формулы 
Оі. 
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АЛГЕШЫ ЭНДОМСРФИЗМОВ И ИХ ОБОБЩЕНИЯ 
И.Валуцэ 
В абстрактной теории универсальных алгебр и других мате­
матических образованиях, как и во многих приложениях, важное 
место занимает изучение их эндоморфизмов. Наряду с полугруп­
пами эндоморфизмов рассматриваются и различные их обобщения. 
Можно указать три направления таких обобщений. 
1. Вместо эндоморфизмов рассматриваются соответствия, т. 
е. бинарные отношения, стабильные на универсальной алгебре 
іч]. Полугрупповая теория более развита для таких частных 
случаев соответствий как частичные эндоморфизмы, частичные 
автоморфизмы [l,2j и др. 
При изучении полугрупп эндоморфизмов и их обобщений по­
мимо структурных свойств изучаются вопросы определяемости 
основных систем своими полугруппами эндоморфизмов (что можно 
сказать об основных системах, если их полугруппы эндоморфиз­
мов, соответствий находятся в некотором отношении, например, 
изоморфны, гомоморфны и т.п.) и характеризации соответствую­
щих полугрупп (какие полугруппы изоморфны полугруппам эндо­
морфизмов, соответствий алгебр данного класса). В этих нап­
равлениях имеется большое число работ (Е.С.Ляпин, Л.М.Глус-
кин, А.В.Михалев и др.) 
Один из путей характеризации полугрупп всех отображений 
данного множества в себя указан Мальцевым в [3]. Подход 
Мальцева может быть применен и в некотохшх более сложных 
случаях, например, к характеризации полугрупп и эндоморфиз­
мов алгебр свободных в себе (см. [ij), а также полугрупп 
всех бинарных отношений данного множества. 
2. Внимание многих алгебраистов обращено к изучению раз­
личных алгебр эндоморфизмов в числе основных операций кото-
І«х фигурируют операции, отличные от умножения эндоморфизмов. 
В частности, рассматривается перенесэние над эндоморфизмами 
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алгебры - < (л , SB. > операций ^ ^ • Классическим 
объектом, получающимся на этом пути, является кольцо эндо­
морфизмов абелевой группы. Хотя операции to еможно ест­
ественным образом переносить над произвольными отображениями 
множества G в себя (см., например, [vj) особый интерес 
представляет тот случай, когда операции со е Я определяются 
так, что множество эндоморфизмов замкнуто относительно них. 
Плодотворность этого подхода для общей теории групп показана 
в [8]. В [1] некоторые результаты работы [8j перенесены на 
свободные в себя унитарно-поляризованные алгебры. Класс ал­
гебр называется унитарно-поляризованным (ср. [5]), если име­
ются такие основные или производные операции €-(*) и 
арности не менее двух, что выполняются товдества 
= и е/...e^ujse. для любой операции сО ^ 52 и 
ц ... иэсі tujg-'X на каком бы месте не стоял х. 
3. Учитывая, что каждый эндоморфизм является унарной 
операцией на б., согласованной со всеми основными операци­
ями алгебры ^ естественно перейти к рассмотре­
нию полиэндоморфизмов, т.е. к многоместным операциям пере­
становочных со всеми операциями из S2.. Понятие полиэндо­
морфизма тесно связано с понятием параметрической выразимо­
сти операций, введенной А.В.Кузнецовым (см., нацример, Сі], 
стр. 133). 
Волиэндоморфизмы групп описаны Хионом в работе [б]. По­
добным образом получается описание полиэндоморфизмов уни­
тарно-поляризованных алгебр [і]. Используя это описание,мож­
но характеризовать полиэндоморфизмы свободных в себя унитар­
но-поляризованных алгебр. 
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сложность ВЫЧИСЛЕНИЙ в МНОГООСНОВНЫ! АЛГЕБРАХ 
Я. Хенн 
С вычислениями часто связана задача оценки слохн ств 
вычисления при помощи операции из ^ производных вперация 
данной универсальной алгебры <A,Q> (СМ. СІ,4-Э]). Чаще все­
го рассматривается алгебра логики, т.е. А={0,1}, а Q - не­
который набор логических связок, например, Q={86,v,T} (см. 
[6-9]). Исследовался и случай 2<1А1 где ІАІ - мощнвсть 
множества А (см. [4,5]). Б связи с развитием теории првграм-
мирования и технологии ЭВМ [3] становится актуальным изуче­
ние сложности производных операции мн геісн вных алгебр. 
Пусть Л={А^,і€і} - система непустых мнвж сів (случай 
A j ^nA.j^^ не исключается). Всякое отображение f: А^^^ХА^Х... 
•••* ілГ называется а-арной операцией на А іида (іі,... 
...,in,3). Пусть Q - некоторай совокупность операции на Л. 
Дара называется многоосновной алгеброй (или лреств 
алгеброй). 
Подставляя на место аргументов операций из О. или «пе-
рации из Q подходящего типа, или переменные, принимающие 
значения из определенного множества А^ , получим производные 
операции алгебры 01 (в случаеІІІ=1 см., например, [21, стр. 
131-141). С каждой производной операцией f алгебры 01 свя­
зываются две меры сложности; глубина d^Cf) и размер 
(или d(f) и c(f) » если 0L известна). Положим, что 
1. d(x)=c(x)=0 для всякой переменной х, 
2. d(w)=c(w)=i для всякой операции weQ, 
3. если и> является it-арной операцией из О. , причем 
- уже определенные производные мерации или пе­
ременные соответствующих типов (так что операция(Xw-, 
определена) и если операцию* f, которую выражает формула 
b^(w^,...,w^) оннлвяяллредставить формулой меньшей сл хвесін, 
то d(f)=aax d(Wj^)+1, 
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Другими словами, d(f) - это минимум глубины формулы, а 
c(f) - минимальное число операции из Q в формуле, представ­
ляющей операцию f при помощи операции из Q . Если Q состоит 
толькв ив бинарных операций, то c(fи методом иь 
[7J можно доказать, что c(f)»(d(f) iog2d(f))/4, 
В многоосновных алгебрах упрощается представление мно­
гих операций. Пусть І={1,2}, , к^= {0,1,.., 
m>2 и пусть функция равенства f: определена 
при помощи 
1, х-=хр=...=х_ 
^  ® to ,  З іЗа  
Если Q состоит из бинарных операции h:A|->A2, g;A|-»A^, 
где 
ь(х,у)= {щ] 
х=у 
х^у 
[ Ч .  3 c = y j ^ m  
g(x,y)= j x=y=m, 
TO при четном n>2 (изменения при n нечетном очевидны) 
f(x^,...,^) = g(h(x^,...,x^/2)» (запись 
(х^,...,х^) имеет естественный смысл ввиду ассоциативнос­
ти h). Отсюда следует, что c(f)=n-l, d(f)= riog2ril , где че­
рез fxl обозначено наименьшее целое число»х. Известно [9], 
что в алгебре логикиJr={В,2}, где 2 состоит из всех бинар­
ных операций на множестве В={0,1}, имеем c^(f)=2n-3, 
d^Cf )=riog2(n-l)l +1. 
Аналогично упрощается представление пороговой функции 
T:A^-»>A^, где 
г і ,  Sx ,>m,  
(Хи , . . • |ЗС^)= I 
"  ^О,  Sx^<m.  
Если 1I:A|-» А2 И G;A|-*A  ^Определены формулами 
Ь(х,у)= 
g(x,y)= 
х+у, х+у<т 
а, Х+У»ІП, 
0, x+y<m. 
1, x+y»m, 
ТО ,... ,x^)=g(li(x^,... ,Ху^2),hCx^^2^'j, • • е ,Хц) ), откуда 
c(f)=n-1, d(f)= flog2nl, В ТО же время (см. [б]) c^^Cf) »2п-3* 
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в обоих примерах Ag и рассматриваемые функции полу­
чены как ограничения соответствующих представлений на 
Если требовать то в Q дадо прибавить одну опера­
цию. 
Верхние оценки сложности в общем случае не упрощаются. 
Пусть Dg^(n)=maz C5i(n)=max Cj^(f), где максимум ждет­
ся на множестве всех п-арных операций на Л. 
Теорема. Пусть 01=<А,^> - конечная (т.е. ІІІ<-, 
для всех і€і) многоосновная алгебра, где Q состоит нз всех 
бинарных операций на системе множеств А = Пусть iS--
=<в, s > - одноосновная алгебра, где 2 состоит из всех 
бинарных операций на множестве в и 1в|=:тах ІА^^І , Тогда при 
всех п>2 имеем Dj^(n)=D^(n), Cg,(n)=C^(n). 
Доказательство производится построением эпиморфизма 
(Х~*£- , сохраняющего сложность операции. 
Можно показать [5] , что для одноосновной алгебры ^5- = 
=<B,S>, где ІВІ =т и 2 состоит из всех бинарных <5пера-
ций на множестве В, имеем D^(n)$(n-2)11082^1+3, D^(n)> 
i-(n-if) riog2m1 +1. 
Следствие. Если 0[=<>l,Q > - конечная многоосновная ал­
гебра, в которой ^ состоит из всех бинарных операций на 
системе множеств Л = {А^,І€І} И тахІА^І =т, то 
(п-2) riog2iiil+1 ^ Dpj(n) < (п-2) [1082^1 +3. 
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о плотно ВЛОЖЕННЫХ ПРАВЫХ ЗДЕАШ ПОІШТЕГСРИЙ 
Э. Реди 
В работе обобщаются на похнкатегррия результаты статьи 
С 51 о плотно вложенных правых идеалах полугрупп. Я. Хенно Е'О 
дал обобщение этих же результатов на системы Меягера. 
Введем сп^ва необходимые понятия. Пусть (J,p поли­
граф (т.е. 7 является непустым подмножеством в -
объединении всех декартовых степеней множества J ) и обла­
дает свойством: из того, что (t7;...» ju)« 7, 
'Л ^ ' 'І.-Л. • • •. /л-' * '^7- "А. вытекает, что 
'j - ^ ^  ^ 7' 
Определение 1. Поликатегорией над полиграфом (i,p назы­
вается набор 
л  '  ( I ] .  
где 
1) каждой грани из J, взаимно однозначно со­
поставлено непустое множество причем они все разные 
и не пересекаются; 
2) П состоит из операций х^ х, . .., х,.. . , где х 
применима ко всем элементам при и 
U 4 1 ^ і і ' 
.0.x. I & /\у«-Г.т .л . 
іи*і > ^ 
3) при і і и< >1 для всех а € й е Aj^ , ее вы­
полняется равенство частичной коммутативности 
О. X (бхе) - $ X (aye); 
Ю для всех аеА'^м, /^л , с при Y і ct < д 
1 i V i ч выполняется равенство ассоциативности 
к . » if+i'-Y 
F Q X 6 ) X C » Q X  ( Ь  Х С  )  .  
13 
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Определение 2. Набор Л" ( 1\]\ П) называется пра­
вым идеалом поликатегории если имеем вклшения 
J ' S J ,  T i j n f ,  B f c -  s  
И, кроме того, 
X  Q  =  a)...]} € 
при всех В'-г^'п, , . .., ^ ^  • 
Определение 3. Пусть полиграф (7, X) таков, что ^ 'Я.  
Правый идеал 3 поликатегории Я называется плотно вло­
женным правым идеалом в классе (всех поликатегорий 
HaAfJ,^^)), если 
1) всякая ненулевая конгруэнция поликатегории инду­
цирует на ЗЬ ненулевую конгруэнцию, 
2) всякая собственная надполикатегория поликатегории Л 
из класса имеет ненулевую конгруэнцию, индуцирующую 
на Л нулевую конгруэнцию. 
Определение 4. Поликатегория Я называется унитарной 
пояикатегорией, если Л имеет все единицы еі , J е7, т.е. 
элементы е* еА^ , для которых 
а X е^' = а, e-» х fe = £ 
при всех 0'Г. . 
Определения понятий, которые здесь не приведены, можно 
найти в статьях [l,3j . 
Теорема 1. Всякую поликатегорию ^ можно вложить в 
такую унитарную поликатегорию С» (7» J, что все пра­
вые идеалы поликатегории А являются правыми идеалами и 
в поликатегории С (здесь '] U {\J ). 
с С J 
Теорема 2. Если поли категория »/? сожержит плотно вло­
женный в классе (где ^ ^  76 ) правый идеал ТЬ = 
= (^5 7'» Г7), то J" J тл Л является унитарной поли­
категорией. ^ 
Назовем элементы равнодействующими справа 
унарными элементами поликатегории если 
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a X « - a X 
при всех a € » (• С;/) ^  ]• 
Теорема 3. Поликатегория над полиграфом (J,]) с равно­
действующими справа унарными элементами не может быть плотно 
вложенной в классе правым идеалом какой-нибудь поли­
категории из (где у £ ), 
Исследование плотно вложенных левых идеалов поликатего­
рий проведено автором в статье [3] . 
Все правые идеалы поликатегории частичных многоместных 
функций , описанные в статье [2З , оказываются плотно 
вложенными. 
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АНАЛОГИ КВАЗИФРОБЕНИУСОВЫХ КОЛЕЦ ДЛЯ МОНОВДОВ 
П. Нормак 
В теории колец и модулей важную роль играют квазифробе-
ниусовые кольца. Разными авторами найдены различные усло­
вия - большинство из котфых имеют гшологический характер 
эквивалентные квазіфробениусовости кольца. 
В настоящей работе описаны моноиды, соответствующие раз­
личным условиям квазифробениусовости кольца. 
Моноид S называется совершенным слева, если для любо­
го левого S-полигона существует его проективное накрытие. 
Полигон А называется вполне проективным (вполне иньектив-
ным), если А - проективный образующий (иньективный кооб-
разующий) в категории левых 5-полигонов. Назовем полигон 
^-инъективным, если он иньективен и копроизведение любого 
бесконечного множества его копий также шьективио. Назовем 
полигон А простым, если он подщ>ямо нерааложжм и есгли его 
подполигонамж ЯВЖЯФТСЯ сам Л И, может быть, еще одноэлемент­
ный полигон Полигон А называется абсолютно чистым, если 
он чист в своей иньективной оболочке £(Д]. Все полигоны пред­
полагаются левыми. 
Предложение 1, Если полигон IljAi абсолютно чист и каж­
дый полигон A'l, содержит нулевой подполигон, то имеет место 
изоморфизм Е (iijАі.) » ilj f (At). 
Предложение 2. Следующие свойства моноида S эквивалентны: 
1) Копроизведение любого множества нньективных (слабо 
инъективных, слабо ^--инъективных, абсолютно чистых) S-no-
лигонов инъек''.'ивно (слабо инъективно, слабо «^-инъективно, 
абсолютно чисто, соответственно). 
2) Существуют инъективиые S-полигоны А и 3 такие,что 
полигон AU2> иньективен. 
3) Существует иньективный (абсолютно чистый) S-полигон 
АД 6, где полигоны А и 5 содержат нулевые подполжго-
ны. 
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4) Существует S-пояігон А (содержащжй нулевой под-
полжгон) такой, что полигон AILA жнъектівен (абсоютно 
чжст). 
5) Любые два левые идеала моноида S имеют непустое 
пересечение. 
Теорема 1. Следующие свойства моноида S эквпалентнн: 
1) Все свободные (вполне проективные, проективные, счет-
но-порожденно проективные) S-полигоны инъективны. 
2) Инъективная оболочка любого свободного £-полжг(жа 
инъективна. 
3) Моноид S является Х-жнъектжвным. 
4) S - саможньективный слева моноид с нулем. 
Дредложенже 3» Пусть моноид S комчутатнвен. Твгда А -
кообразующий в категории S-полигонов в том ж только в том 
случае, если А содержжт жяъехтжвную оболочку двбого простого 
S-полигона. 
Теорема 2« Пусть моноид 5 коммутативен. Тогда вте сво* 
бодные (вполне щ>оектжвные) S-ноіжгоші вполне жжъек^кввн в 
том и только в том случае, если 5 саможжъектжвеж а нулем 
и любой простой S-полжгон изоморфен некоторому идеалу мо­
ноида St 
Теорема 3. Следуюцже свойства моноида ^ эхвивалеятнн: 
1) Все инъективные ^-полигоны цроективжн. 
2) Все вполне инъективнне ^-полигоны (вполже) щ>оектжвші. 
3) Любой S-полягон является подполигоном некоторого 
свободного S-полигона. 
4) S - совершенный слева моноид и лобой конечно по­
рожденный 5-полигон изоморфен подполигоку некоторого про­
ективного S-полигона. 
5) S - единичная гигппа. 
Заметим, что в категории R -модулей условия, соответ­
ствующие условиям 1)-3) теоремы 1, '1)-4) теоремы 3 и первой 
части теоремы 2, эквивалентны квазифробениусовости кольца 
Московский государственный университет 
Кафедра высшей алгебры 
- 101 -
СИЛЬНАЯ ПЛОСКОСТЬ и ПРОЕКТИВНОСТЬ СПЛЕТЕНИЯ ПОЛИГОНОВ 
п. Нормак 
Пусть S и Т - коноіщы и А и 5 - левые 5- и Т-
полігоны, соответственно. Для элементов и <іе S 
определим элементы j-f, формулами Ud)ia)-•({€(.) а (л) и 
(^) "f" ; ае л. Для элементов (^i ;f'(j (^г//^ ) ^Sx 7"'^ 
определим их произведение формулой По­
лученный таким образом моноид называется сплетением моноидов 
S и Т и обозначается через Su^-'vTIA. Сплетением 
полигонов А и & называется ^^иг'ьТ)А]-полигон, определен­
ный на множестве Ахб где' Л) 
€  {SurbTlA)^ [a,{rj€ A x 6 .  
Полигон A называется сильно плоским, если функтор - «А 
сохраняет уравнители и коуниверсальные квадраты. 
Теорема 1. Левый (&<^'^Т]А]_полигон Aw-ub сильно плос<-
кий тогда и только тогда, когда полигоны А и Ь сильно 
плоские и выполняется одно из следующих условий: 
1) Для любых двух элементов существует эле­
мент іеТ такой, что 
2) Из равенства следует существование эле­
ментов , u.j^€ S таких, что и а,А = а^^ 
причем если то можно выбрать а, = 
3) Для любых двух элементов "t, t^eT существуют эле­
менты J е Т такие, что и из равенства 
s всегда следует существова­
ние элемента 6eS такого, что и -а^. 
Теорема 2. Левый (5 ілггТІА]-полигон А^-ьЬ проективен. 
тогда и только тогда, когда Ь - проективен и либо моноид 
Т содержит правый нуль и А проективен либо S'lr і^б 
и существует элемент deS такой, что -= 
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ПРОСТЫЕ ОТРАВА ПОЛУКОЛЬЦА 
В.Фляйш р 
Рассматриваются полукольца с мультипликативным нулем и 
единицей. Множество Л называется полукольцом с мультиплжкаг-
тивным нулем и единицей (в дальнейшем просто полукольцом}, 
если на нем определены две бинарные операции так, 
что (А , +) - коммутативная полугруппа, (Л ,•) - полугруппа 
с нулем О и единицей. Полукольцо называется простым справа, 
если на нем отсутствуют нетривиальные правые конгруэнции. 
Рассмотрение простых справа полуколец связано с вопросами 
гомологической классификации полуколец. Как показано в ([41, 
теорема 1) все правые циклические полумодули над полуколь­
цом Л свободны тогда и только тогда, когда Л--простое спра­
ва полукольцо. Следующая теорема дает полное описание прос­
тых справа полуколец. 
Теорема. Пусть Лг - простое справа полукольцо. Тогда 
имеет место одна из следующих возможностей: 
й) Л- - тело, 
2) А s(i,Oi - двухэлементная дистрибутивная структура, 
3) А s|l,0} - двухэлементный моноид с нулевым сложени­
ем, 
А sGuO -  мультипликативная  группа  G с  внешне при­
соединенным нулем, где сложение задается следующим правилом: 
^ ГX , если X = ц , 
«  1 0 ,  если хФ .  
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о РІДИКМЕ J o  ПОЧТИ-КОЛЬЦА 
К. Каа]^ 
В теории почти-колец определено несколько аналогов ра­
дикала Ддекобсона ^ из теории колец. Одним из наиболее 
удачншс среди них является Jt, , По определению /Д(?) - это 
пересвчвнже ядер всех простых циклических модулей над поч-
тж-кольцом R, 
в [і] доказано; что Jo является радикалом в смысле 
Куіюша - Амицура тогда и только тогда, когда 
= (I) 
во всяком почти-кольце R. Проблема о существовани почти-
колец, в которых (I) не выполняется, остается до сих пор 
открытой. Кроме того известно, что Jo не является идеально 
наследственным. 
В силу изложеннаіго высше представляет интерес изучать 
следутацие классы почти-колец 
^  = {R I  "'SO Jo( R )  для каждого идеала S в  R l  
В И доказано, что И содержит классы полупримарных, слабо 
артиновых и дистрибутивно порожденных (д.п.) почти-колец. 
Из [2] следует, что УС содержит класс д.п. почти-колец. 
Теперь удалось улучшить последние результаты. А именно, 
класс ^ О ^ содержит всякое почти-кольцо R , для которо­
го найдутся почти-кольца R^, Rz , ... , R^=R такие, что 
- д.п, и - идеал в R- , С = 1, ... . Улучше­
ние является существенным, так как идеал д.п. почти-кольца 
не обязан быть д.п. почти-кольцом. 
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ЗАМЕЧАНИЕ о БАЗИСЕ ТОВДЕСТВ АЛГЕБРЫ 
ВЕРХНИХ ТРЕУГОЛЬНЫХ МАТРИЦ 
У.Кадьвлайд 
Иіцвал тоад ств алгебры ^Сп,) верхних треугольных матриц 
порядка п, над полем нулевой характеристики найден Ю.Н.Іаль-
цевым [33t а для полей положительной характеристики, как 
автору стало иввестао, ответ был недавно найден П.Сид ровым. 
В данной заметке идеал товдеств для находится не за­
висящим от характеристики поля способом, основанным на ре­
зультатах работы [2] автора. 
1. Пусть К — поле и L — вектортое пространство над К. 
Фиксируем в L флаг подпространств 
0  = = L  (1 )  
и цусть г - некоторая алгебра эндоморфизмов пространства L, 
для которых флаг (1) является инвариантным рядом, такая, что 
аннулятор ряда (1) в совпадает с аннулятором для (1) в 
Ei^cIkL. , Далее, пусть 91 = _ подалгебра в 
Enclf((Lc/Li-^) всех тех эндоморфизмов, которые могут быть 
индуцированы действием £Г в факторе Lt/Li-^ . В осталь­
ном придерживаемся определений и обозначений заметки [2] и 
обзора [5] ,  
Естественные представления у точны и 
имеется изоморфизм представлений 
(ЦГ)^(Чи,з-ми/ц,Ю7...ч(Ци,,,Л). ' 2 )  
Согласно основной теореме работы Г2] из (2) следует равенст­
во 
ага,г;= ага<д;.йг('и/.,д)-...йг('а,.,ді(з) 
Цусть (Mjif) — любое точное представление К-алгебры 
^. Заметим, что вербальный идеал по многообразию аг ^  
в свободной счетноп^адвнной К-алг бр W совпадает с Т-
идеалом, который в W соответствует многообразию предетавл -
14 
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нлй \/агСМ f , Это проверяется развертыванием определе­
ний. 
Обозначим через Т идеал тождеств для многообразия ал­
гебр аг ІГ , а через 17 — идеал тоадеств многообразия 
. Приведенное выше замечание и анти­
изоморфизм полугруппы многообразий представлений с полугруп­
пой 7~-идеалоб алгебры ^ позволяют (3) переписать в виде 
формулы 
Т =т, • . . . ' T s  .  ( 4 )  
2. Рассмотрим одно приложение форіоглы (4). Цусть алгебра 
6Г содержит все эндоморфизмы из EncLi^L у относительно ко­
торых флаг (1) инвариантен, а пространство L конечномерно; 
скажем, dimn^L -і^ . Обозначим также dCmi^Li ? С -• о ^  
5 , ,  s  .  Ф и к с и р у е м  в  L  б а з и с ,  с о г л а с о в а н н ы й  с  
флагом (1). Тогда ^ — алгебра всех верхних блочно-треуголь-
ных матриц над К с размерами диагональных блоков, соответ­
ственно, Пі - J 6 = Л, .. ., S , а - полная матрич­
ная алгебра порядка над К . Формула (4) дает 
возможность найти идеал товдеств матричной алгебры через 
идеалы тождеств матричных алгебр 61 . В частности, имеет 
место / 
Теорема. Кд ал товдеств Т алгебры верхних треугольных 
матриц порядка п над полем К совпадает с , где Ті -• 
идеал тождеств алгебры К . 
При char К — О вта теорема превращается в отмечен­
ный выше результат Ю.Н.Мальцева о том, что идеал т _ порож­
дается многочленом , где 
обозначено ~ , а в случае ohar К > О 
она является ответом на вопрос 109 из Гі]. 
Из форцулы (4) может быть найден также базис тождеств 
алгебры £Г верхних блочно-треугольннх матриц в случае, если 
размеры диагональных блоков матриц из ^ не превышают числа 
Z, а поле К либо конечно, либо имеет характеристику нуль, 
ибо благодаря работам [^,6] известен бавис тождеств алгебры 
мі^^иц второго порядка над такими полями. 
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СВОБОДНЫЕ ЛУПЫ И БАЗИСНЫЙ РАНГ МНОГООБРАЗИЯ 
К-НИЛЬПОТЕНТНЫХ TS-ЛУП 
П.Горінчой 
Коммутативный группоид с единицей 1, удовлетворяющей 
тождествам называется Г$-лупой. 
Ассоциатором кратности 1 элементов (Х>Л',данной TS~ 
лупы L называется элемент АССО-
^ циатор кратности определяется индуктивно. ІГроизволь-
ная rS-лупа L называется ^-нильпотентной, если в L 
имеет место тождество 
(^мволом обозначается многообразие всех t-нильпотентных 
TS-луп. 
В силу результатов работы [і], .любая лупа L^. (Д, есть 
некоторое £-произведение L -
где А и 5 - группы показателя два. Операция в ^ -про­
изведении определяется правилом 
+ + f (1) 
где (,+ ) - групповая операция в линейных пространствах^ А и 
5. Отображение ^ удовлетворяет условиям 
= (2) 
с другой стороны, любое ^-произведение пространства Д 
и пространства 6 при условиях (І) и (2) является 2-ниль-
потентной Т5-лупой. 
Пусть - линейное пространство, имеющее счетный ба­
зис - целое, }. С каждым ненулевым эле­
ментом а е свяжем его вес II и II, по правилу 
^Группы, являющиеся TS-лупами, это в точности группы по­
казателя 2, т.е. линейные пространства над двухэлементным 
полем 2:^ Все рассматриваемые ниже пространства - линей­
ные пространства над 
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^  ^о }  .  (3 )  
По определению полагаем, что вес нулевого элемента равен 0. 
По линейному пространству ^ строим множество 
^ І0<І |и І /< | І  | ( ,  ¥ - Х  4  U + f / J .  (4) 
Из (3) и (4) вытекает, что ('и, ]е(Л^.(^,а+ )€ ІД .Но тогда 
бинарное отношение на множестве Н, определенное правилом 
ииво u,, = V, + , 
является эквивалентностью, причем классы эквивалентности 
двухэлементные множества Выписанный класс 
эквивалентности будем обозначать символом f s. множе­
ство всех классов эквивалентности, т.е. фактор-множество 6^/^-
символом У, 
Пусть А - линейное пространство с базисом У. Строим 
отображение ^ ^ продолжающее уже построенное 
отображение ^ ; (д —у - (д с помощью следующих 
правил: 
а) если (К, то ^ - В ^; 
б) если то f 
в) если 1|<діии/, то f f 
-  5 (u , a^  + >u)= §  (эсл ,  , э с^+^)=  ^ (^• +^с^эи)  = 0 ;  
г) 5 ^ 5 (<>-,0) = { (о для всех иеЛу; 
д) если и 4 о •=• V , II  ^ ih 11 ; {О'J О X ^ то в 
этом случае, в силу (3), (ч) и (5), легко получаем, что 
(-a-^-Vj^tje ІД , (^"^v-jV) е U[ ^ причем 
что  позволяет  положить  
J (u , v )= = .  (^в )  
Анализируя отображение ^ \ А ^  £r —у А , получаем, что 
равенства (6) верны для всех j € Д х/г. Это позво­
ляет построить f-произведение 
5  -  Л  jA ' ( (u ,o t ) l  
являющееся 2-нильпотентной TS-лупой. 
Для любого натурального п>^4 положим Хц,' 
Полагая ІК^-) и получаем, 
'JTO порождает в пространстве А некоторое под­
пространство Аи/ > 
- 109 -
15 
Из указанных выше построений |-произведение 
является подлупой лупы S -Л| А ддя любого ^. 
Теорема 1. Лупы и ^ являются свободными 2-ниль-
потентными Т5-лупами с множествами свободных образующих 
и X соответственно. 
Возьмем любое целое число В свободной 2-нильпо-
тентной TS-лупе S А выделим элемент 
%J=- )j 
где - подпространство щ^т]ранства Л- с базисом 
Теорема 2. Для любого 'f в любой (к+< )-порожденной 
2-нильпотентной Г$-лупе выполняется тождество 
Теорема 3. В свободной (ма)-порожденной 2-нильпотент­
ной Т$*-лупе 2. тождество 4^«/| не выполияется. 
Теорема 4. Многообразие всех Сл+'<)-нильпотентных TS-
луп имеет бесконечный базисный ранг. 
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ПОЛУПРЯМОЕ.ПРОИЗВЕДЕНИЕ ГРУППЫ И ПРЯМОГО ПРОИЗВЕДЕНИЯ ГРУПП 
П.Пуусвмп 
При изучении вопроса об определяемоети группы б в по­
лугруппой всех эндоморфизмов End полевно внать зависи­
мость меаду свойствами группы в и полугруппы End б . Неко­
торые примеры такого типа приведены в работах [1-2]. В дан­
ной работе мы дадим характеристику полупрямоку разложению 
G« H A C ( e ^ x . . . x ( 3 „ ) X K l ,  < 6 ; ,К> =6;ЛК,  
при помощи свойств полугруппы EndlS. 
Будем придерживаться следующих обозначений: 
J(G>) - совокупность всех идемпотентов полугруппы End6; 
К (X) = [ ^ е End G I ^ ^ ] , где х в Е nd в j 
K(3t)* - группа всех обратимых элементов полугруппы К(ас.) 
с  единицей х  (  х . «  Ж б  ) ) ;  
С(* )  Ends  I t  г де  x eEno lGj  
Если €i=H>K , xeЛ(б)) J»nx*K и ^(erx = H, то будем 
говорить, что идемпотвнт х соответствует полупрямок^у разло­
жению б»Нлк .  
Теорема, Если группа 6 разлагается в полупрямое произ­
ведение 
б  =  ( 1 )  
где  < і ,К>=<аіЛК то существуют 
€ 3 (S ), удовлетворяюще следуюі^ условиям: 
1 )  Лтл-=в ;ЛК ,  Кегзс : -Н\п .  . 6 :  ) ;  
2) = к , Kef* jt — Н 
3 )  Q i  =Кег  хПЛтас ;  Н "  П Кеf  oc .^  • ,  
4 )  x i x p  x - x ;  -ос .  ,  (  i . , j  e l / l , .  . , 4  ^ ) ;  
5) для каждой пары sj€(4, , i^j , существу­
ет z.i^ eJ(6), для которого в КСа^;) и в группе K(Zij)*^ 
существует единственная пара ее подгрупп, удовлет­
воряющая условиям: 
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 ) У: 4 СЫ) ; Vj 4 CUj) ; 
б) V;-at;, » Vj"^ • (x) . 
в) хілгасі» xt для кавдого j«feV] ; 
г) xj U3f-j «= 3Cj для каждого ц е ; . 
Наоборот, если существуют ^,х„е J(G) , обладающие 
свойствами 4) м 5), то группа 6 разлагается в полупрямое 
произведение (1), где и имеет место равен­
ства 1) - 3). 
Теорема является обобщением теоремн 1.7 работы Lll. 
Следствие 1. Если существуют 3(6) облада­
ющие свойствами 4) и 5) теоремы, то существует і^еЛ(б)* для 
которого *:«^=^st;exc при каждом , и сово­
купность всех таких 3(6) имеет свой двусторонний нуль. 
Этот нуль является идемпотентом, соответствующим полупрямоцу 
разложению (1). 
Следствие 2. Цусть группа G конечна, S=<a>^<b> и 
полугруппы всех эедоморфизмов групп 6 и L изоморфны. Тогда 
группа  L разлагается  в  полупрямое  произведение  L=<e>><d>,  
где , о(ь) » оЫ). 
В следствии 2 нельзя утвервдать, что группы €1 и L изо­
морфны (см. [31, теорема 3). 
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