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ALGEBRA LINEAL Y GEOMETRIA
JESUS H. PEREZ
Actualmente existe una cierta tendencia a creer que la Geornetri a J::ucl ideana es una
de las ramas de la Matematica ya terminadas, que no tiene nada nuevo que decir 0
en la cual 110 hay investigaciones que realizar. Realmente esto no es asi y como
todo conocimiento tambien evoluciona aproximandose cada vez mas al descubri-
miento de nuevas Ieyes de Ia natural eza e inteqrando sf: mas perfectamente con
otros conocimientos y otras ramas de la ciencia. Lo que podemos afirmar es que
el periodo "griego" de esta disciplina ha terrninado hace mucho tiempo, sin que
esto signifique la desaparicion de la geometria euclicleana ni tarnpoco la inefica-
cia de los conocimientos que nos legaron los griegos. En nuestros dias, gracias a
los avances de la Matematica en el presente siglo, nos encontramos ante una nue-
va epoca de la geometrfa euclideana que podri amos lIamar "epoca conjuntista" .
En este articulo, pretenclemos hacer una introducclcn rapida a la "Geometrfa eu-
clideana conjunti st{ Debemos advertir sinembargo que no se debe entender esta
ultima como la Geornetria "correcta". ni como la uni ca que se debe aprender 0 en-
sefiar : pienso que el desarrollo historico del conocimiento ci entifico debe respe-
tarse, si no estriclamente, al mencs en 10 fundamental.
(0) Esr e articulo es el t e x to de Ia 'c onfe ren c ia di ct a d a por e l auto r en el IV Coloquio Co-
lombiano de Mat em at ic a s, N, del E,
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Supongamos en 10 que sigue que, tenemos a nuestra di spo si cion una teoria de
conjuntos en la cual definiremos la Geometria Euclideana y presentaremos un mo-
delodeella.
Geometria fuelideana
Diremos que la Geometria euclideana es el estudio de estructuras del tipo si-
guiente: tres conjuntos S, J: ,} cuycs elementos llamaremos respectivamente
punto s, rectas, plcnos ; y una funcion d que llamaremos distal1cia y que satisfa-
cen una serie de condiciones (axiol11as) que a continuacion enumer amos
Axiomas de l nci denci a.
1- 0 T odas las rectas y pianos 5011 COI1JUl1tos de puntos.
1-1 Dados dos punros difererltes, existe exactamel1te l.ma recta que los contiene-
1- 2 Dados tres pUl1tos no colineales existe exa( tamente un plano que los con -
tiene .
1- 3 Si dos pianos diferentes se cortal1, el1tonces su interseccion es ul1a recta.
1- 4 Si dos punto s pert enecen a un plano, entonces la recta que los contiene es-
tii cOl1tenida err el plano.
1-5 Toda recta contiene al menos dos puntas. Todo plano contiene al menos
tres p1mtos no colineales. :::- contiene al menos cuatro plmtos no coplana-
res
Axiomas de l a distancia
0-0 EI dominic y codorninio de la tunc ion d son respectivamente :::- .Y :::-y U~ .
D-l ('. ~:::- entonces d(.\,rJ 2: 0.)1 .Y,\,
0-2 Si .Y,\, E:::- entonces d t x, \,) -z: 0 si y solo si .Y =: y .
9b
0-3 Si x,y E-S entonces d(x,y) = d(y,x).
Para enunciar el axioma siguiente, necesitamos la definicion:
Definicion: Se llama sistema de coordenadas para una recta L, toda funcion bi-
yectiva I: L ... JR tal que si x,yEL entonces
d(x,y) i:: I [Lx) - I(y) I
0-4 Toda recta L admite un sistema de coordenadas.
Axiomas cleseparacion .
Definicion: Si x,y,% E S decimos que z esta entre x e y (y escribimos
x - z - y) s i y solos i d (x. y) = d [x , z) + d (z , y) .
Definicion: Oados x , yES definimos x y como el conjunto de todos los
puntos z tales que x- z - y .
Definicion: un subconjunto K de 5 se dice convexo si y solo si si empre que
x,y Eo K se tiene que xy E K .
S-1 Supongamos que 17 es un plano y L una recta tales q'le L ~ 17. Exis-
ten entonces, H i- H 2 subconjuntos convexos de TT tales ql1e :
a) 1 L , H 1 ' H2 I es una particion de 7T.
b) Si x E H 1 ' Y E H2 entonces xy· () L es un punto ,
S - 2 Si 7T es un plano, existen H 1 ' H 2 subconjuntos convexos de Stale s
que
a) ! 7T, H 1 ' H 2 I es !.Inaparticion de S,
b) Si x ~ HI. Y E H2' entonce s xy n 7T es 1m punto,
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EJ ModeJo
Tomamos como conjunto S el con junto 1R3 _ S:' el conjunto de las varieda-
des lineales de dimension I y P el conjunto de las variedades lineales de di-
mension 2" La funcion d la definimos como d ix.v} = II x-« y II, donde II z 11=
2 2 2);
((}j+ 02 + 0'3 si z = (eij, 0:2_ 0:3), Para ver que este es un modele con-
juntista de la Geometria Euclideana debemos comprobar que se satisfacen tados
los axiomas enunciados en la definicion que hemos dado anteriorrnente. Los axio-
mas de la distancia se comprueban Iaci lmente y no vamos a demostrar aqui cada
uno de los otros. A titulo de ejemplo, veamos como se demuestran algunos de ellos.
1-1.- Supongamos que, x.y ~ IR3 Y x oj )' .. entonces, los puntos v.v son bari-
centri camente independientes y la variedad L = < I .Y.)' ! > engendrada por
ellos es de dimension j 0 sea que L es una recta que contiene evidentemente
a I x.)' I. Si . L' es una recta que contiene a I x.y I, siendo una variedad I
debe contener a L perc esto significa que L = L' 10 cual nos muestra que no
existe sino una sola recta que contiene a I .Y,)' I ~
EI axiorna 1-2 se comprueba analoqamente.
1- 3.- Suponqamos que 77 j , 772 son pi anos diferentes tales que 77111 772 oj ¢'
Tenemos la siguiente rel acion :
dim (77 1 V 772) + dim (77 1 fl 772
) = dim (77 1) + dim (772), dond e 77 1 V 772 es 1a
variedadlineal engendradapor 771 U772, Como 771,772 sonvariedades de
dimension 2 tendremos entonces :
dim (77 V 77 ) + dim(771" 77 ) = 41 2 2
(1)
De otra parte, se tiene que 2.:5 dim (771 V 772) :S 3 pues de un lado 771
772 C 77i v 7T2 Y del otro, la dimension de 1R
3 es3. Si suponemos que
dim (771 V 772) = 2 tendriamos que 77 = 77 V 77 = 77 10 cual no es posible1 1 2 2
pues hemos supuesto que 77I i 77
2
, Debemos tener entonces que dim (771 V 772)=







S-2 Supongamos que 77 es un plano osea una variedad de dimension 2. Es-
cogemos xo' x I' x2 e 77 barlcentricamente independientes y tales que la varie -
dad lineal engendrada porI "o : xl' x2 I sea 77. Como la dimension de 1R
3 es
3, podemos seleccionar x3 C 1R3 de manera que los vectores "o : xl ' x2' ?'3
sean baricentrlcamente independientes y que la variedad engendrada por I xo' xl_
x2' ;3! sea IR 3. En estas condiciones definimas
3 3
HI -- j ~ (X. x . I ~ Q. = 1 Y a .> 0 Ii> 0 1 1 iv o 1 3
3 3
H2 '" ~ (3. x . I ') (3 = y (33 < 0 I._ 1 1 i? 0 i1-0
Es faci l darse cuenta que los conjuntos HI' H2 son convexas y que 177, HI'
H 2 I es una partlclon de Jk3. Veamos para terminar que el conjunto xy (1 77
3 3
se reduce a un punta donde x = .~ Q; .v. es un punta de HI Y Y =.~ f3 i xi
1=0 • 1 1-0
es un punto de H 2' Se trata de ver entonces que existen t , Yo' Y 1 ' Y2 e 1R
unlcos tales que 0 < t < V +v+v =1~ , 0 '1 . 2 y que
f v + (1- t ) y = y x + y x + Y2 x2. 0 0 1 1
(2)
La ecuaci6n (2~ es equivalente a
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"- (I - /) (:33) x3 = Yo ·\0 + Y 1 .v I + Y 2 ": + 0, .\3
y utilizando la independencia baricentrica de los vectores .\0' .\{\2· ·\3 esta-
blecemos el sistema de ecuaciones
t 0: "- (J- t ) (3 = Yo 0 0
/ 0: 1 + (J- t ) (:31 = Y 1
/ Q2 .i. (J - t) (32 = Y2
/((3 +(1-/)(:33=0
cuya unica solucion esta dada por
(31 iXr (330:1
------------------
-(33+0:.3
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