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В настоящей работе рассматривается следующая система уравнений с обобщенными коэф-
фициентами на отрезке [0, ] :T a R= ⊂
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1, ,j q=  – функции ограниченной вариации на отрезке T . Без ограничения общности будем 
считать, что функции ( ), 1, ,jL t j q=  непрерывны справа, (0) (0 ) 0j jL L= − =  и ( ) ( ),j jL a L a− =  
1,  .j q=  
При решении нелинейных задач возникают принципиально неразрешимые трудности, свя-
занные с невозможностью корректного определения произведения обобщенных функций . Суще-
ствующие подходы к трактовке подобного рода систем уравнений можно классифицировать сле-
дующим образом .
Первый подход связан с попытками исследования задачи (1)–(2) в рамках теории обобщен-
ных функций и упирается в проблему умножения разрывных функций на обобщенные, которая 
возникает в выражении ( , ( )) ( ) .ij jf t x t L t  В работах [1; 2] вводится определение произведения раз-
рывной функции на обобщенную, а затем ищется решение дифференциального уравнения . 
Второй подход предполагает формальный переход к интегральному уравнению (см ., напр ., 
[3]), где интеграл понимается в определенном смысле, например, в смысле Лебега–Стилтьеса, 
Перрона–Стилтьеса и т . д . Однако при таком толковании решение интегрального уравнения за-
висит от типа интеграла и определения функции x(t) в точках разрыва L(t).
Третий подход (см ., напр ., [2]) опирается на идею аппроксимации искомого решения задачи 
(1), (2) решениями обыкновенных дифференциальных уравнений . Заметим, что решения, полу-
ченные в разных работах, даже в рамках одного подхода, вообще говоря, различны .
Еще один подход связан с алгебрами новых обобщенных функций . Впервые алгебра была 
построена в [4], а общий метод построения подобных алгебр описан в [5] . В данной работе ис-
пользуется алгебра, определенная в [6] (см . также [7]) . Согласно этим работам, уравнение (1) за-
меняется уравнением в дифференциалах в алгебре новых обобщенных функций . Решением по-
следнего будет новая обобщенная функция . Важнейшая особенность новых обобщенных функ-
ций состоит в том, что они определяются как классы эквивалентных последовательностей 
гладких функций и зависят от способа аппроксимации, что позволяет охватить решения, полу-
чающиеся в результате толкования задачи (1), (2) с помощью трех описанных выше подходов . 
Подобные задачи в одномерном случае рассматривались в [7; 8] . 
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Заменяя обычные функции, присутствующие в (1), на соответствующие им новые обобщенные 
функции получим запись уравнения в дифференциалах в алгебре мнемофункций (см., [6; 7]). 
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Если заменить в (3) каждую новую обобщенную функцию представителем класса ее опреде-
ляющего, получим запись задачи (3) на уровне представителей 
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Пусть t – произвольная фиксированная точка из отрезка T. Тогда t можно представить в виде 
t = τt + mthn, где [0, ), .t n th m Nτ ∈ ∈  Несложно видеть, что решение системы (4), (5) можно 
записать в виде 
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В одномерном случае в работах [7; 8] показано, что предел последовательности (6) зависит от 
связи между ( )j nγ  и .nh  Данная работа посвящена изучению общей ситуации.
Для описания предельного поведения задачи (4), (5) рассмотрим систему уравнений 
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где ( )jcL t  – непрерывная, а ( )jdL t  – разрывная составляющие функции ( ),jL t  1, ,j q= ; rµ  – 
точки разрыва функции ( ),L t  ( ) ( ) ( )d dr r rL L L∆ µ = µ + − µ −  – величина скачка. 
( , , ) (1, , , ) (0, , , ),i i iS x u x u x uµ = ϕ µ −ϕ µ  ,px R∈  ,qu R∈  ,Tµ∈  a ( , , , )i t x uϕ µ  находится из 
вспомогательной системы уравнений
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Здесь ,px R∈  ,qu R∈  ,Tµ∈  ( )H s  – функция Хевисайда, т. е. ( ) 1H s =  при 0,s ≥  ( ) 0H s =  
при 0.s <  Существование и единственность решения системы (7) для всех значений параметров 
,px R∈  ,qu R∈  Tµ∈  доказаны в [11].
Отметим некоторые частные случаи системы (7). Если ,b q=  то (7) можно записать в виде 
(8). Такие уравнения рассматривались в [2; 9]. Если 0,b =  то вспомогательная ситема имеет вид 
(9). Подобное исследовалось в [2; 8; 10].
Т е о р е м а 1. Пусть , 1, , 1, ,ijf i p j q= =  удовлетворяют условию Липшица и ограничены. 
( ), 1, ,jL t j q=  – непрерывные справа функии ограниченной вариации. Тогда при ,n →∞  0nh →  
( )j nγ →∞  так, что для 1,j b=  ( )j nn hγ →∞  и для 1,j b q= +  ( ) 0,
j
nn hγ →  решение ( )nx t  зада-
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чи Коши (4), (5) сходится к решению ( )x t  системы уравнений (7) в 1( ),L T  если 0 0( ) 0n tx x dtτ − →∫  
для всех  .t T∈  
В частных случаях аналогичные результаты были получены в [9; 10] .
Случай Ито . Для описания предельного поведения задачи (4), (5) рассмотрим систему уравнений 
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Существование и единственность решения системы (8) для линшицевых функций ijf  дока-
зано в [11] .
Т е о р е м а 2 ([9]) . Пусть , 1, , 1, ,ijf i p j q= =  удовлетворяют условию Липшица и огра-
ничены. ( ), 1, ,jL t j q=  – непрерывные справа функии ограниченной вариации. Тогда при ,n →∞  
0nh →  так, что 1 ( ),nn o h=  для всех t T∈  решение ( )nx t  задачи Коши (4), (5) сходится к ре-
шению ( )x t  системы уравнений (8), если для любого t T∈  выполняется 0 0( ) 0 .n tx xτ − →
В случае Стратоновича для описания предельного поведения задачи (4), (5) рассмотрим 
систему уравнений
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вытекает, что решение системы (9) существует и единственно .
Т е о р е м а 3 . Пусть , 1, , 1, ,ijf i p j q= =  удовлетворяют условию Липшица и ограничены. 
( ), 1, ,jL t j q=  – непрерывные справа функии ограниченной вариации. Тогда при ,n →∞  0nh →  
так, что (1 ),nh o n=  для всех t T∈  решение ( )nx t  задачи Коши (4), (5) сходится к решению ( )x t  
системы уравнений (9) для всех ,t T∈  если 0 0( ) 0n tx xτ − →  для любого  .t T∈  
П р и м е р . Рассмотрим следующую систему уравнений с обобщенными коэффициентами: 
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где ; ( )ija R t∈ δ  – функция Дирака и ( 1) 1 .x − =  Так как ( ) ( ),t H tδ =   где
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тогда из теоремы 1 следует, что последовательность решений nx  соответствующего уравнения 
(6) сходится к решению системы уравнений (7), которая в этом случае имеет вид
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Так как ( , ) (1, , ) (0, , ),i i iS x u x u x u= ϕ −ϕ  a ( , , )i x uϕ τ  находится из системы уравнений 
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Решением является следующая система:
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Если 1,τ =  имеем
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Откуда получаем
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При 0t <  решение (11) имеет вид
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тогда при 0t ≥  система (11) запишется 
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Таким образом, 
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является решением системы уравнений (10) . 
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NONAUTONOMOUS SYSTEMS OF DIFFERENTIAL EQUATIONS  
WITH GENERALIZED COEFFICIENTS IN THE ALGEBRA OF GENERALIZED FUNCTIONS
Summary
Some nonautonomous systems of differential equations with generalized coefficients are investigated in the algebra of 
generalized functions . The associated solutions of such systems of differential equations are obtained .
