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Abstract
In this paper, a few Hadamard-type inequalities for convex functions of 3 variables on a
rectanguler box are deﬁned. Mapping related to convex functions on a rectanguler box
are also described.
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1 Introduction
Assuming f : I  R ! R is a convex function deﬁned on the interval I of real numbers
and a < b: The following inequality,
f
(
a + b
2
)

1
b   a
b ∫
a
f(x)dx 
f(a) + f(b)
2
is known in the literature as Hadamard’s inequality for convex mappings. This famous
integral inequality can be traced back to the papers presented by Ch. Hermite [19] and
J. Hadamard [18]. Recently, several extensions, generalizations, reﬁnements and similar
results of Hadamard’s inequality have been added on; interested readers may refer to
[1, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 24, 25, 27]. In all of these papers, in [5],
Dragomir deﬁned the convex functions on the co-ordinates in the following manner:
Corresponding author. Email address: ahmetakdemir@agri.edu.tr Tel: +905052887872
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Consider the bidimensional interval ∆ := [a;b]  [c;d] in R2 with a < b and c < d:
A function f : ∆ ! R will be termed convex on the co-ordinates if the partial mappings
fy : [a;b] ! R; fy(u) = f(u;y) and fx : [c;d] ! R; fx(v) = f(x;v), are convex where
deﬁned for all x 2 [a;b] and y 2 [c;d]:
Recall that the mapping f : ∆ ! R is convex in ∆ if the following inequality:
f(x + (1   )z;y + (1   )w)  f(x;y) + (1   )f(z;w)
holds true for all (x;y); (z;w) 2 ∆ and  2 [0;1]: Therefore, in [5], Dragomir proved
the following lemma and established the following inequalities for convex functions on the
co-ordinates.
Lemma 1.1. Every convex mapping f : ∆ ! R is convex on the co-ordinates; however,
the converse is not generally true.
Theorem 1.1. Assuming f : ∆ := [a;b]  [c;d] ! R is convex on the co-ordinates on ∆.
Then the following inequalities are noted:
f
(a+b
2 ; c+d
2
)
 1
2
[
1
b a
b ∫
a
f
(
x; c+d
2
)
dx + 1
d c
d ∫
c
f
(a+b
2 ;y
)
dy
]
 1
(b a)(d c)
b ∫
a
d ∫
c
f(x;y)dxdy
 1
4
[
1
b a
b ∫
a
f (x;c)dx + 1
b a
b ∫
a
f (x;d)dx + 1
d c
d ∫
c
f (a;y)dy + 1
d c
d ∫
c
f (b;y)dy
]

f(a;c)+f(a;d)+f(b;c)+f(b;d)
4
(1.1)
The inequalities shown above are sharp.
In [5], Dragomir considered mapping those which connected closely with the inequali-
ties mentioned above and established the main properties of this mapping as given below:
Now, to map f : ∆ := [a;b]  [c;d] ! R is convex on the co-ordinates on ∆; and the
mapping can be deﬁned as H : [0;1]
2 ! R;
H(t;s) :=
1
(b   a)(d   c)
b ∫
a
d ∫
c
f
(
tx + (1   t)
a + b
2
;sy + (1   s)
c + d
2
)
dxdy
Theorem 1.2. Assuming f : ∆  R2 ! R is convex on the co-ordinates on ∆ = [a;b] 
[c;d]: Then:
(i) The mapping H is convex on the co-ordinates on [0;1]
2 :
(ii) The bounds now are,
sup(t;s)2[0;1]2 H(t;s) = 1
(b a)(d c)
b ∫
a
d ∫
c
f (x;y)dxdy = H(1;1)
inf(t;s)2[0;1]2 H(t;s) = f
(a+b
2 ; c+d
2
)
= H(0;0)Journal of Nonlinear Analysis and Application 3
(iii) The mapping H is monotonic nondecreasing on the co-ordinates.
For similar results refer papers [2, 3, 4, 5, 20, 21, 22, 23, 26].
In this paper, the convex functions on a rectanguler box have been deﬁned and proven
as a theorem similar to Theorem (1.1) on a rectanguler box; also, mapping related to the
convex functions on a rectanguler box has been established.
2 Main Results
First, the convex function on a rectanguler box can be deﬁned in the following manner:
Denition 2.1. Let us consider the rectangular box G = [a;b]  [c;d]  [e;f] in R3. The
mapping f : G ! R is convex on G if
f(tx + (1   t)u;ty + (1   t)v;tz + (1   t)w)  tf(x;y;z) + (1   t)f(u;v;w)
holds for all (x;y;z); (u;v;w) 2 G and t 2 [0;1]:
A function f : G ! R is convex on G is called the co-ordinated convex on G if the
partial mappings
fx : [c;d]  [e;f] ! R; fx(y;z) = f(x;y;z); x 2 [a;b]
fy : [a;b]  [e;f] ! R; fy(x;z) = f(x;y;z); y 2 [c;d]
fz : [a;b]  [c;d] ! R; fz(x;y) = f(x;y;z); z 2 [e;f]
are convex for all (y;z) 2 [c;d]  [e;f]; (x;z) 2 [a;b]  [e;f]; (x;y) 2 [a;b]  [c;d]:
To prove the main theorem in this paper following lemma is required.
Lemma 2.1. Every co-ordinated convex mapping f : G ! R is convex for the triple
co-ordinates, where G = [a;b]  [c;d]  [e;f]:
Proof. Assuming f : G = [a;b]  [c;d]  [e;f] ! R is convex on G: Recall the function
fx : [c;d]  [e;f] ! R; fx(y;z) = f(x;y;z); x 2 [a;b]
Then for t 2 [0;1] and (y1;z1); (y2;z2) 2 [c;d]  [e;f]; we have
fx(ty1 + (1   t)y2;tz1 + (1   t)z2) = f(x;ty1 + (1   t)y2;tz1 + (1   t)z2)
= f(tx + (1   t)x;ty1 + (1   t)y2;tz1 + (1   t)z2)
 tf(x;y1;z1) + (1   t)f(x;y2;z2)
= tfx(y1;z1) + (1   t)fx(y2;z2)
Therefore fx(y;z) = f(x;y;z) is convex on [c;d]  [e;f]; for all x 2 [a;b]: The fact that
fy : [a;b]  [e;f] ! R; fy(x;z) = f(x;y;z) is convex on [a;b]  [e;f] for all y 2 [c;d] and
fz : [a;b]  [c;d] ! R; fz(x;y) = f(x;y;z) is also convex on [a;b]  [c;d] for all z 2 [e;f]
and it proceeds in like manner, the details are omitted.4 Journal of Nonlinear Analysis and Application
Theorem 2.1. Assuming f : G = [a;b]  [c;d]  [e;f] ! R is convex on G: Then the
following inequalities are noted:
f
(
a+b
2 ; c+d
2 ;
e+f
2
)
 1
3(b a)
∫ b
a f
(
x; c+d
2 ;
e+f
2
)
dx + 1
3(d c)
∫ d
c f
(
a+b
2 ;y;
e+f
2
)
dy
+ 1
3(f e)
f ∫
e
f
(a+b
2 ; c+d
2 ;z
)
dz
 1
(b a)(d c)(f e)
∫ ∫ ∫
G f(x;y;z)dydzdx
 1
6
[
1
(b a)(d c)
∫ ∫
∆1 f (x;y;e)dydx + 1
(b a)(d c)
∫ ∫
∆1 f (x;y;f)dydx
+ 1
(b a)(f e)
∫ ∫
∆2 f(x;c;z)dzdx + 1
(b a)(f e)
∫ ∫
∆2 f (x;d;z)dzdx
+ 1
(d c)(f e)
∫ ∫
∆3 f(a;y;z)dzdy + 1
(d c)(f e)
∫ ∫
∆3 f (b;y;z)dzdy
]

f(a;c;e)+f(a;d;e)+f(b;c;e)+f(b;d;e)
8 +
f(a;c;f)+f(a;d;f)+f(b;c;f)+f(b;d;f)
8
(2.2)
where ∆1 = [a;b]  [c;d]; ∆2 = [a;b]  [e;f] and ∆3 = [c;d]  [e;f]:
Proof. Since f : G = [a;b]  [c;d]  [e;f] ! R is convex on G; the partial mappings
expressed as
gx : [c;d]  [e;f] ! R; gx(y;z) = f(x;y;z)
gy : [a;b]  [e;f] ! R; gy(x;z) = f(x;y;z)
gz : [a;b]  [c;d] ! R; gz(x;y) = f(x;y;z)
are convex for all (y;z) 2 [c;d][e;f]; (x;z) 2 [a;b][e;f]; (x;y) 2 [a;b][c;d]: Then by
the inequality of (1.1), it is seen that
gx
(
c + d
2
;
e + f
2
)

1
(d   c)(f   e)
∫ d
c
∫ f
e
gx(y;z)dydz
That is
f
(
x; c+d
2 ;
e+f
2
)
 1
(d c)(f e)
∫ d
c
∫ f
e f(x;y;z)dydz
= 1
(d c)(f e)
∫ ∫
∆3 f(x;y;z)dydz
Integrating this inequality on [a;b] with respect to x and dividing both sides of the in-
equalities (b   a), the following is noted
1
b a
∫ b
a f
(
x; c+d
2 ;
e+f
2
)
dx  1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dydzdx
= 1
(b a)(d c)(f e)
∫ ∫ ∫
G f(x;y;z)dydzdx
(2.3)
By a similar argument,
1
d c
∫ d
c f
(
a+b
2 ;y;
e+f
2
)
dy  1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dydzdx
= 1
(b a)(d c)(f e)
∫ ∫ ∫
G f(x;y;z)dydzdx
(2.4)Journal of Nonlinear Analysis and Application 5
1
f e
∫ f
e f
(a+b
2 ; c+d
2 ;z
)
dz  1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dydzdx
= 1
(b a)(d c)(f e)
∫ ∫ ∫
G f(x;y;z)dydzdx
(2.5)
By addition (2.3), (2.4) and (2.5), the second inequality of (2.2) is noted,
1
3(b a)
∫ b
a f
(
x; c+d
2 ;
e+f
2
)
dx + 1
3(d c)
∫ d
c f
(
a+b
2 ;y;
e+f
2
)
dy
+ 1
3(f e)
∫ f
e f
(a+b
2 ; c+d
2 ;z
)
dz
 1
(b a)(d c)(f e)
∫ ∫ ∫
G f(x;y;z)dydzdx
By the ﬁrst inequality of (1.1), it is noted,
f
(
a+b
2 ; c+d
2 ;
e+f
2
)
 1
2
[
1
d c
∫ d
c f
(
a+b
2 ;y;
e+f
2
)
dy + 1
f e
∫ f
e f
(a+b
2 ; c+d
2 ;z
)
dz
]
(2.6)
f
(
a+b
2 ; c+d
2 ;
e+f
2
)
 1
2
[
1
b a
∫ b
a f
(
x; c+d
2 ;
e+f
2
)
dx + 1
f e
∫ f
e f
(a+b
2 ; c+d
2 ;z
)
dz
]
(2.7)
f
(
a+b
2 ; c+d
2 ;
e+f
2
)
 1
2
[
1
b a
∫ b
a f
(
x; c+d
2 ;
e+f
2
)
dx + 1
d c
∫ d
c f
(
a+b
2 ;y;
e+f
2
)
dy
]
(2.8)
Totalling the inequalities (2.6)-inequality of (2.2) is deﬁned,
f
(
a+b
2 ; c+d
2 ;
e+f
2
)
 1
3
[
1
d c
∫ d
c f
(
a+b
2 ;y;
e+f
2
)
dy + 1
b a
∫ b
a f
(
x; c+d
2 ;
e+f
2
)
dx
+ 1
f e
∫ f
e f
(a+b
2 ; c+d
2 ;z
)
dz
]
Finally, by the third and last inequalities of (1.1), it is noted,
1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dxdydz  1
4
[
1
(b a)(d c)
∫ b
a
∫ d
c f (x;y;e)dydx
+ 1
(b a)(d c)
∫ b
a
∫ d
c f (x;y;f)dydx
+ 1
(b a)(f e)
∫ b
a
∫ f
e f(x;c;z)dzdx
+ 1
(b a)(f e)
∫ b
a
∫ f
e f (x;d;z)dzdx
]

∫ b
a f(x;c;e)dx+
∫ b
a f(x;c;f)dx+
∫ b
a f(x;d;e)dx+
∫ b
a f(x;d;f)dx
4(b a)
(2.9)
1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dxdydz  1
4
[
1
(b a)(d c)
∫ d
c
∫ b
a f (x;y;e) dxdy
+ 1
(b a)(d c)
∫ d
c
∫ b
a f (x;y;f)dxdy
+ 1
(d c)(f e)
∫ d
c
∫ f
e f(a;y;z)dzdy
+ 1
(d c)(f e)
∫ d
c
∫ f
e f (b;y;z)dzdy
]

∫ d
c f(a;y;e)dy+
∫ d
c f(a;y;f)dy+
∫ d
c f(b;y;e)dy+
∫ d
c f(b;y;f)dy
4(d c)
(2.10)6 Journal of Nonlinear Analysis and Application
1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dxdydz  1
4
[
1
(b a)(f e)
∫ f
e
∫ b
a f (x;c;z)dxdz
+ 1
(b a)(f e)
∫ f
e
∫ b
a f (x;d;z)dxdz
+ 1
(d c)(f e)
∫ f
e
∫ d
c f(a;y;z)dydz
+ 1
(d c)(f e)
∫ f
e
∫ d
c f (b;y;z)dydz
]

∫ f
e f(a;c;z)dz+
∫ f
e f(a;d;z)dz+
∫ f
e f(b;c;z)dz+
∫ f
e f(b;d;z)dz
4(f e)
(2.11)
Adding the inequalities (2.9)-(2.11) and computing the right hand side of the inequalities
given above, the third and last inequalities of (2.2) is deﬁned
1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dxdydz  1
6
[
1
(b a)(d c)
∫ b
a
∫ d
c f (x;y;e)dydx
+ 1
(b a)(d c)
∫ b
a
∫ d
c f (x;y;f)dydx
+ 1
(b a)(f e)
∫ b
a
∫ f
e f(x;c;z)dzdx
+ 1
(b a)(f e)
∫ b
a
∫ f
e f (x;d;z)dzdx
+ 1
(d c)(f e)
∫ d
c
∫ f
e f(a;y;z)dzdy
+ 1
(d c)(f e)
∫ d
c
∫ f
e f (b;y;z)dzdy
]

f(a;c;e)+f(a;d;e)+f(b;c;e)+f(b;d;e)
4
+
f(a;c;f)+f(a;d;f)+f(b;c;f)+f(b;d;f)
4
which completes the proof.
Next, for the mapping f : G = [a;b][c;d][e;f] ! R as above, the mapping can be
deﬁned as, H : [0;1]
3 ! R;
H(t;s;r) := 1
(b a)(d c)(f e)

∫ b
a
∫ d
c
∫ f
e f
(
tx + (1   t)a+b
2 ;sy + (1   s)c+d
2 ;rz + (1   r)
e+f
2
)
dxdydz:
The following theorem includes the properties of this mapping.
Theorem 2.2. Assumig f : G = [a;b]  [c;d]  [e;f] ! R is convex on G; then:
(i) The mapping H is convex on the co-ordinates on [0;1]
3 :
(ii) The bounds now are,
sup(t;s;r)2[0;1]3 H(t;s;r) = 1
(b a)(d c)(f e)
∫ ∫
G
∫
f(x;y;z)dydzdx = H(1;1;1)
inf(t;s;r)2[0;1]3 H(t;s;r) = f
(
a+b
2 ; c+d
2 ;
e+f
2
)
= H(0;0;0)Journal of Nonlinear Analysis and Application 7
(iii) The mapping H is monotonic nondecreasing on the co-ordinates.
Proof. (i) Fix s;r 2 [0;1]: For all ;;  0 with  +  +  = 1 and t1;t2;t3 2 [0;1];
it is noted,
H(t1 + t2 + t3;s;r) = 1
(b a)(d c)(f e)

∫ b
a
∫ d
c
∫ f
e f
(
(t1 + t2 + t3)x + (1   t1 + t2 + t3)a+b
2
;sy + (1   s)c+d
2 ;rz + (1   r)
e+f
2
)
dxdydz
= 1
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f
(

(
t1x + (1   t1) a+b
2
)

(
t2x + (1   t2) a+b
2
)
+ 
(
t3x + (1   t3) a+b
2
)
;
sy + (1   s)c+d
2 ;rz + (1   r)
e+f
2
)
dxdydz
  1
(b a)(d c)(f e) 
∫ b
a
∫ d
c
∫ f
e f
(
t1x + (1   t1) a+b
2
;sy + (1   s)c+d
2 ;rz + (1   r)
e+f
2
)
dxdydz
+ 1
(b a)(d c)(f e) 
∫ b
a
∫ d
c
∫ f
e f
(
t2x + (1   t2) a+b
2
;sy + (1   s)c+d
2 ;rz + (1   r)
e+f
2
)
dxdydz
+ 1
(b a)(d c)(f e) 
∫ b
a
∫ d
c
∫ f
e f
(
t3x + (1   t3) a+b
2
;sy + (1   s)c+d
2 ;rz + (1   r)
e+f
2
)
dxdydz
= H(t1;s;r) + H(t2;s;r) + H(t3;s;r):
Similarly, it is seen that
H(t;s1 + s2 + s3;r) = H(t;s1;r) + H(t;s2;r) + H(t;s3;r)
and
H(t;s;r1 + r2 + r3) = H(t;s;r1) + H(t;s;r2) + H(t;s;r3)
which completes the proof of (i).
(ii) Using the convexity of f on the triple co-ordinates on G and Jensen’s integral in-
equality, it is noted,
H(t;s;r)  1
(b a)
∫ b
a f
(
tx + (1   t)a+b
2 ; 1
(d c)
∫ d
c
[
sy + (1   s)c+d
2
]
dy
; 1
(f e)
∫ f
e
[
rz + (1   r)
e+f
2
]
dz
)
dx
= 1
(b a)
∫ b
a f
(
tx + (1   t)a+b
2 ; c+d
2 ;
e+f
2
)
dx
 f
(
1
(b a)
∫ b
a
[
tx + (1   t)a+b
2
]
; c+d
2 ;
e+f
2
)
dx
= f
(
a+b
2 ; c+d
2 ;
e+f
2
)8 Journal of Nonlinear Analysis and Application
Since H is convex on the co-ordinates, and it is noted that,
H(t;s;r)  rst
(b a)(d c)(f e)
∫ b
a
∫ d
c
∫ f
e f(x;y;z)dxdydz
+
rs(1 t)
(d c)(f e)
∫ d
c
∫ f
e f(a+b
2 ;y;z)dydz
+
rt(1 s)
(b a)(f e)
∫ b
a
∫ f
e f(x; c+d
2 ;z)dxdz +
st(1 r)
(b a)(d c)
∫ b
a
∫ d
c f(x;y;
e+f
2 )dxdy
+
t(1 s)(1 r)
(b a)
∫ b
a f(x; c+d
2 ;
e+f
2 )dx +
s(1 t)(1 r)
(d c)
∫ d
c f(a+b
2 ;y;
e+f
2 )dy
+
r(1 t)(1 s)
(f e)
∫ f
e f(a+b
2 ; c+d
2 ;z)dz + (1   r)(1   t)(1   s)f(a+b
2 ; c+d
2 ;
e+f
2 )
By using the inequalities of (2.2), the following is obtained,
H(t;s;r) 
1
(b   a)(d   c)(f   e)
∫ b
a
∫ d
c
∫ f
e
f(x;y;z)dxdydz
this completes the proof of (ii).
(iii) By using Hadamard’s inequality, it is seen that,
H(t;s;r)  H(0;s;r)
for all (t;s;r) 2 [0;1]
3 : Let 0  t1 < t2  1: By the convexity of H, for all (s;r) 2
[0;1]2; it is seen that,
H(t2;s;r)   H(t1;s;r)
t2   t1

H(t1;s;r)   H(0;s;r)
t1
 0:
Which completes the proof of (iii).
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