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Introduction
Cette the`se est consacre´e a` l’e´tude de the´matiques apparues re´cemment en Matie`re Condense´e
the´orique. Elle aborde des sujets divers, comme le magne´tisme quantique frustre´ en une et
deux dimensions, les mode`les de dime`res classiques, et les proble`mes de fermions en interac-
tion. Le domaine de la Matie`re Condense´e est vaste, tant dans la varie´te´ des proble´matiques
pose´es que dans les me´thodes pour les re´soudre. Avec le perfectionnement constant des tech-
niques expe´rimentales, apparaissent sans cesse de nouvelles re´ponses mais aussi de nouveaux
proble`mes. A ce titre, on peut citer le renouvellement permanent des ide´es autour de l’effet Hall
quantique depuis 1982 (de´ja` deux prix Nobel !), le myste`re toujours non re´solu de la supracon-
ductivite´ a` haute tempe´rature critique dans les oxydes de cuivre, les de´veloppements the´oriques
et expe´rimentaux sur le graphe`ne, l’apparition de nouveaux supraconducteurs a` base de fer...
Le de´veloppement des simulations nume´riques a paracheve´ la transformation de la physique
de la Matie`re Condense´e. La de´termination quasi-syste´matique des proprie´te´s d’un mode`le a`
l’aide de simulations a permis l’e´tude de syste`mes plus complexes, ou` les fortes corre´lations
entre particules rendent inope´rantes les approches traditionnelles. De nouvelles phases de la
matie`re ont ainsi e´te´ de´couvertes : glace de spins, supersolide, phases ne´matiques, liquide de
spin... Enfin, la Matie`re Condense´e the´orique se situe au point de croisement entre la physique
statistique et la me´canique quantique. Elle est donc parfaitement adapte´e au cadre de la the´orie
quantique des champs et a` ses me´thodes, notamment le groupe de renormalisation et la the´orie
des groupes.
Cette the`se est divise´e en trois parties, chacune traitant d’un sujet diffe´rent. La premie`re traite
des approches effectives du magne´tisme quantique frustre´ en deux dimensions, la deuxie`me des
proble`mes de fermions en interaction et la troisie`me du magne´tisme quantique en une dimension.
Nous nous sommes tout d’abord inte´resse´s a` mieux comprendre la physique non conventionnelle
de certains mode`les effectifs utilise´s pour de´crire le magne´tisme quantique dans la matie`re : les
mode`les de dime`res. En particulier, le mode`le de dime`res sur re´seau cubique pre´sente une tran-
sition de phase du second ordre entre un ordre colonnaire a` basse tempe´rature et une phase
critique a` haute tempe´rature ou` les corre´lations dime`res-dime`res de´croissent alge´briquement.
Le caracte`re tre`s diffe´rent de ces deux phases et la possibilite´ d’une transition continue entre
les deux en font un exemple typique de transition de phase ”exotique”. L’existence de ce type
de transition est encore aujourd’hui sujette a` controverse. En effet, contrairement a` la the´orie
usuelle des transitions de phase, ces transitions ne peuvent s’expliquer dans le cadre de la bri-
sure spontane´e de syme´trie d’un parame`tre d’ordre. Dans le cas du mode`le de dime`res, nous
avons pu de´montrer a` l’aide d’arguments de dualite´ que la transition entre la phase dipolaire
et la phase ordonne´e peut eˆtre comprise par le me´canisme de Higgs. La simulation du mode`le
de jauge sur re´seau correspondant a permis de confirmer l’existence d’une classe ge´ne´rique de
transitions exotiques.
Notre deuxie`me travail a e´te´ lie´ a` la possibilite´ de contourner le proble`me de signe qui empeˆche
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toute simulation Monte Carlo pour des syste`mes de fermions sur re´seau. Ici, nous cherchons a`
savoir si, en fixant l’e´nergie cine´tique d’un Hamiltonien de fermions, une fonction d’onde donne´e
peut eˆtre l’e´tat fondamental du syste`me, pour un choix approprie´ de l’e´nergie potentielle. Il
est en effet beaucoup plus aise´ de fixer la forme de l’e´nergie cine´tique a` l’aide des principes
ge´ne´raux de syme´tries que celle de la fonction d’onde. Cette e´tude a montre´ que certaines fonc-
tions d’onde ne pouvaient jamais eˆtre le fondamental d’un syste`me physique alors que d’autres
le pouvaient. On dit alors que la fonction d’onde est fondamentalisable (groundstatable en an-
glais, l’invention de ce mot est due au Prof. Claudio Chamon). Son application a` diverses
fonctions d’onde supraconductrices ou magne´tiques a permis l’obtention d’une varie´te´ d’Hamil-
toniens fermioniques dont l’e´tat fondamental et les proprie´te´s sont connus avec pre´cision. En
particulier, il a e´te´ possible d’obtenir des Hamiltoniens ou` ordre magne´tique et supraconducti-
vite´ sont simultane´ment favorise´s.
Dans un troisie`me temps, nous nous sommes attache´s a` de´crire des proble`mes de chaˆınes de
spins frustre´es a` l’aide d’un mode`le sigma non line´aire. Il est bien connu que les chaˆınes de
spins pre´sentent un comportement tre`s diffe´rent selon que le spin soit entier ou demi-entier :
dans le premier cas, les corre´lations spin-spin de´croissent alge´briquement avec la distance alors
que pour les chaˆınes de spin entier, les corre´lations sont de courte porte´e. Une approche sigma
non line´aire fait apparaˆıtre la distinction entre les deux cas, avec l’apparition d’un terme ”to-
pologique” dans l’action uniquement pour les spins demi-entier. Ici, nous nous inte´ressons a`
un mode`le de tube de spin ou` des triangles de spins sont couple´s antiferromagne´tiquement.
La description continue du mode`le fait intervenir un parame`tre d’ordre appartenant a` SO(3).
Nous discutons de cette approche dans le cas ou` les couplages entre spins ne sont pas tous
identiques. En particulier, nous analysons l’importance des de´fauts topologiques qui conduisent
a` une physique radicalement diffe´rente dans le cas isotrope et anisotrope. La possibilite´ de nou-
veaux points critiques dans le diagramme du tube de spin est souleve´e.
La premie`re et la seconde section contiennent d’importants travaux nume´riques en plus des
re´sultats analytiques. Bien que les sections soient bien de´limite´es, on trouvera de nombreuses
passerelles entre les diffe´rents sujets traite´s.
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Chapitre 1
Frustrated Magnetism in d > 1 and
effective approaches
Dans cette premie`re partie, nous allons nous familiariser avec la physique du magne´tisme
frustre´. L’e´tude du magne´tisme forme une branche spe´cifique du proble`me a` N corps. En phy-
sique the´orique, son analyse repose essentiellement sur des mode`les de ”spins” en interaction.
Diffe´rentes ”sortes” de spins ont e´te´ invente´s pour de´crire la matie`re. Certains sont de simples
fle`ches s’orientant comme l’aiguille d’une boussole. D’autres sont des ope´rateurs, assujettis a`
une certaine alge`bre, et agissant dans l’espace de Hilbert des e´tats. Dans le premier cas, on
parlera de magne´tisme classique, et on se re´fe`rera au deuxie`me cas comme celui du magne´tisme
quantique. Il existe de nombreux ponts entre les deux familles de mode`les. Souvent, lorsqu’un
proble`me quantique est trop complique´ a` re´soudre, on tente de se ramener a` un mode`le clas-
sique associe´ : on dit qu’on se place dans une ”approximation semi-classique”. Mais il existe
aussi des cas ou` cette approche n’est pas valable. Cela arrive quand le syste`me quantique est
”frustre´”. Dans ce cas, les proprie´te´s du mode`le, et notamment celles de l’e´tat fondamental,
sont de´termine´es par des effets purement quantiques. Des phases nouvelles, aux caracte´ristiques
exotiques, peuvent apparaˆıtre. La nature des transitions entre ces phases est, elle-aussi, inha-
bituelle.
Certaines de ces phases quantiques ont souleve´ un profond inte´reˆt : ce sont les phases de dime`res.
Une ”physique des dime`res” est ainsi apparue peu a` peu. C’est dans ce cadre que nous avons
effectue´ nos premiers travaux. En particulier, nous nous sommes attache´s a` comprendre cer-
taines transitions de phase non conventionnelles dans ces syste`mes.
Le de´roulement de cette premie`re partie se pre´sente comme suit : tout d’abord, nous intro-
duisons la notion de magne´tisme frustre´ en me´canique quantique sur l’exemple du mode`le de
Heisenberg. Puis, nous de´crivons comment les mode`les de dime`res peuvent fournir une ap-
proche effective pour la compre´hension du magne´tisme frustre´. Enfin, nous nous focalisons sur
le cas d’un mode`le particulier : le mode`le de dime`res en interaction sur re´seau cubique. Ce
syste`me pre´sente une transition de phase particulie`re. Nous proposons une explication pour
cette transition en cohe´rence avec d’autres the´ories apparues re´cemment dans la litte´rature.
Nos assomptions sont appuye´es par des simulations Monte Carlo.
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1.1 From quantum magnets to dimer models
Nous de´butons avec un bestiaire non exhaustif des diffe´rentes phases de la matie`re ren-
contre´es en magne´tisme frustre´. Celles-ci se divisent grossie`rement en deux cate´gories : les
phases ordonne´es de type Ne´el et les phases quantiques non ordonne´es magne´tiquement (nous
ne parlerons pas ici des phases ne´matiques). Apre`s avoir de´crit les proprie´te´s des diffe´rentes
phases de dime`res, nous nous tournons vers l’Hamiltonien de Rokhsar-Kivelson (RK), adapte´
a` la mode´lisation de ces phases. Cet Hamiltonien a un diagramme de phase riche et un point
critique particulier : le point RK. Ce point nous permet de faire le lien entre les e´tats de dime`res
quantiques et les mode`les de dime`res classiques que nous allons e´tudier par la suite.
1.1.1 Frustrated quantum magnets
In this section, we will mainly be interested in the quantum Heisenberg model with antifer-
romagnetic couplings :
Hˆ = J
∑
<ij>
Sˆi · Sˆj, (1.1)
where the sum is restrained to nearest neighbor interactions and J > 0. In this chapter, we will
essentially focus on spin-1/2 operators satisfying the well-known SU(2) Lie algebra :
[Sα, Sβ] = i"αβγS
γ. (1.2)
The analytic solution of this model is not known. On the other hand, the related classical
problem, where spin operators are replaced by standard vectors, is easier to address. That is
why, by looking at the possible solutions of (1.1), a good starting point is to look for a semi-
classical picture of the ground state, where quantum effects are added perturbatively into the
classical solution.
The semi-classical picture : the Ne´el state
The Ferromagnet Let’s first consider the case when J < 0. For spins 1/2, a ground state of
the Hamiltonian is the fully polarized ferromagnetic state :
|zˆ〉 =
∏
i
|i,+〉, (1.3)
where |i,+〉 is the single spin state with : Szi |i,+〉 = 12 |i,+〉. Other possible ground states can
be obtained by the application of the rotation operators :
|uˆ〉 = eiSztotφeiSytotθ
∏
i
|i,+〉, (1.4)
where Stot is the total spin and (θ,φ ) are the Euler angles of the unit vector u. These states
have a non-zero magnetization per site m = 〈Si〉 = 12u and they break the global SU(2) sym-
metry of the Hamiltonian. These states are the quantum version of the classical configurations
which minimize the classical energy of the system. Thus, for the ferromagnet, the classical and
quantum problems are in direct correspondence.
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Coordination 2 < Si.Sj >
Lattices number per bond M/Mcl
dimer 1 -1.5
1 square 2 -1
1 D Chain 2 -0.886 0
honeycomb 3 -0.726 0.44 bipartite
sq-hex-dod. 3 -0.721 0.63 lattices
square 4 -0.669 0.60
classical value -0.5 1
one triangle 2 -0.5
kagome 4 -0.437 0 frustrating
triangular 6 -0.363 .50 lattices
classical value -0.25 1
1 tetrahedron 3 -0.5
checker-board 6 -0.343 0 frustr. latt.
Tab. 1.1 – Quantum energy per bond and sublattice magnetization in the ground state of
the spin-1/2 Heisenberg Hamiltonian on various simple cells and lattices. The sq-hex-dod. is a
bipartite lattice formed with squares, hexagons and dodecagons. See [1] for references.
The Antiferromagnet Repeating the same argument for the case J > 0, a simple proposal
for the antiferromagnetic (AF) ground state on a square lattice would be :
|ΨAF0 〉 =
∏
i∈A,j∈B
|i,+〉|j,−〉, (1.5)
where A and B denotes the two sublattices. However, this state is not an eigenstate of (1.1). The
semi-classical Ne´el state, if it exists, emerges from the dressing of the state (1.5) by the quantum
fluctuations produced by Hˆ. The main assumption here is that these quantum corrections won’t
qualitatively change the classical picture but only renormalize the properties of the system, that
is, the ground state energy and its magnetization. Here are the main properties of the Ne´el state :
– It has a non zero magnetization per site m $= 0 whose value is smaller than the classical
magnetization given by state (1.5). The rescaling of the classical value depends on the
geometry of the lattice (see table 1.1). It breaks the SU(2) symmetry of the Hamiltonian
in the thermodynamic limit.
– Correspondingly, it has long-range spin-spin correlation functions.
– The ground state energy is renormalized by the zero-point energy of the quantum fluc-
tuations.
– It admits excitations in its spectrum, the magnons or ”spin-waves”. These carry a∆ S = 1
excitation. Contrary to an Ising-like state such as (1.5), these excitations are gapless.
These characteristics can be obtained in a simple perturbative way : the linear spin-wave
theory. We shall see an application of this theory in Chapter 3. The linear spin-wave theory tells
us that the standard excitations are oscillators-like, characterized by a dispersion law ωk. The
gapless excitations are due to the existence of soft points in the Brillouin zone, where ωk = 0,
and around which the dispersion law becomes linear. In particular, the order parameter is
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reduced by a factor :
m % 1− 1
N
∑
k∈BZ
[
1
ωk
− 1
]
. (1.6)
Thus, the renormalization of the order parameter is dominated by the fluctuations in the low
energy modes. Since ω(k) ∝ k around this point, it is straightforward to show that the sum
in (1.6) will be well defined only in dimension two or higher. In one dimension, the sum di-
verges, which is a first example of the breakdown of the perturbative semi-classical approach.
In fact, this last point can be related to a well-known result in condensed matter theory : the
Mermin Wagner theorem [2]. This states that no spontaneous breaking of a continuous
symmetry can occur in one dimension. In 1d, the quantum fluctuations will always be
strong enough to restore a continuous symmetry. The same theorem applies in two dimensions
at non-zero temperature because of the thermal fluctuations. Accordingly, we can picture the
landscape of quantum magnets following the semi-classical approach :
– in 1d, the system is always disordered.
– in 2d, the system is magnetically ordered at T = 0 and disordered otherwise.
– in 3d, the system undergoes a phase transition at a finite temperature between an ordered
state and a disordered state.
δ
O
β
γ
α
2U
1U
Fig. 1.1 – Left : the checkerboard lattice. Right : The Kagome lattice.
Most of these conclusions drawn from the spin-wave analysis are sufficient for many systems.
However, the existence of the semi-classical picture is in no way guaranteed. Indeed, strong
quantum fluctuations can destroy the classical order. First, as we just saw, the perturbative
approach is unfit to describe any 1d system like spin chains and magnetic ladders. The physics
of 1d systems is rich with many unusual effects due to the reduced dimensionality. The 1d case
will be reviewed in detail in chapter 3. Second, looking at Table 1.1, we see that for some special
geometries of the lattice in 2d , like the kagome lattice (Figure 1.1 left) and the checkerboard
lattice (Figure 1.1 right), the magnetization vanishes even at T = 0 in contradiction with the
perturbative scenario [3, 4]. Both are examples of ”pure” quantum phases of matter, in the
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Fig. 1.2 – A simple example of frustrated magnet : Ising spins on a triangle. Red links denote
frustrated bonds.
sense that they have no classical counterpart. Non perturbative approaches are necessary to
describe such a state. Note also that these are frustrated lattices. That is why, to understand
the breakdown of the Ne´el order, we need to introduce the notion of frustration.
Frustration
The paradigm of the frustrated spin system is certainly the classical Ising model on the
triangular lattice. Imagine to put three Ising spins (i.e up/down arrows) on the corners of a
triangle (see Figure 1.2). The spins interact antiferromagnetically and tend to anti-align. Two
configurations have then the same energy. The system is said to be ”frustrated” because it can-
not minimize its energy on all the bonds. On a triangular lattice, this ”degeneracy” will extend
to many configurations differing by local moves. Hence, the magnetization will be weakened
by the frustrating bonds. At a quantum level, the same mechanism holds for the ground state
properties. The frustration on the bonds enhances the quantum fluctuations around the ground
state, which brings down the magnetization. The Ising model on the triangular lattice provides
a first example of what is referred to as geometric frustration.
There is yet another possibility to frustrate the system : it is by adding competing interac-
tions. Consider for example the J1 − J2 model on the triangular lattice :
Hˆ = J1
∑
<ij>
Sˆi · Sˆj + J2
∑
<<ik>>
Sˆi · Sˆk, (1.7)
where we have included second nearest neighbor antiferromagnetic couplings. These additional
couplings clearly oppose the nearest neighbor interactions and if strong enough, they can lead to
a different ground state from the original Ne´el state. In fact, for 1/8 < J2 < 1, the competing
interactions lead to a continuous degeneracy of the ground state at the classical level. This
degeneracy is partially lifted by the effects of the spin-waves (the mechanism of selection of
the ground state for is actually not as simple as it looks. It involves the process of ”order by
disorder”, see below). On the square lattice, when J2 ∼ 0.5J1, the ground state displays no
magnetization at all, and is totally unconventional in the sense of the semi-classical picture.
Failure of the adiabatic continuation If the frustration is strong enough, the magnetiza-
tion will be reduced to zero, even at T = 0. That is why frustration is the essential ingredient
for the apparition of non-Ne´el states in quantum magnets in 2d. The kagome lattice, the che-
ckerboard lattice or the pyrochlore lattice in 3d (lattice of corner sharing tetrahedra) are all
highly frustrating. On contrast, simple bipartite lattices are very weakly frustrated and often
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develop a Ne´el order. The effect of frustration can be twofold. On one hand, it can select a par-
ticular magnetic order between various ground states by the mechanism of ”order by disorder”.
In this case, a given state has a larger density of low lying excitations which implies a smaller
zero point energy. This state is thus energetically ”favored” by the quantum fluctuations [5].
This is what happens for the J1 − J2 models [6]. On the other hand, it can have more drastic
effects. The ground state can become totally non-magnetic, the spin-spin correlations decay
exponentially to zero and the spin excitations change in nature and become gapped. This is
this last situation that we will focus on for now.
1.1.2 Non magnetic states
While the existence of non magnetic states in one dimensional systems was a well-known
fact, the possibility of having a state without magnetic order in d > 1 at T = 0 has been
debated at length. For example, the Heisenberg model on the non bipartite triangular lattice
has been a long-standing candidate for being non-magnetic but it was finally found to have a
small but non zero Ne´el order [7]. Finally, the first example of a truly non-magnetic state at
T = 0 was discovered by Shastry and Sutherland in 1981 [8]. Since then, many models have
been found to behave differently from the classical picture.
The Quantum paramagnet The simplest example of a singlet state that one can think of
is the quantum paramagnet, where spin variables are essentially free. It is a disordered phase
with no order and where spin-spin correlations decay fastly. It is the unique ground state of
the Heisenberg Hamiltonian (1.1) at T $= 0 in 2d, and above the critical temperature in 3d.
All spin excitations are gapped. As we will see in Chapter 3, the 1d problem at T = 0 is more
subtle. The quantum paramagnet state is rather trivial and not really in contradiction with the
semi-classical picture of above.
Valence Bond States If the couplings between the spins become very strong, we expect
that a spin-wave description of the theory should not work very well. On the contrary, one can
think of describing the ground state in terms of pairs of spins forming S = 0 singlet states over
short distances [9]. Such a pair can be written as :
|(ij)〉 = 1√
2
(| ↑i↓j〉 − |↓ i↑j〉) . (1.8)
States formed from such a superposition of singlets over the lattice are called Valence Bond
(VB) states (see Fig 1.3). Different kinds of VB states have been proposed to describe the low-
energy physics of frustrated magnets and beyond that, the physics of related materials such
as the high-Tc superconductors [10]. Models exist with long range [11] and short range [12]
versions of Valence Bonds. Here, we will concentrate on the latter case and essentially detail
two particular classes of short range VB states. These are :
– the Valence Bond Crystals.
– the Resonating Valence Bond states (also referred to as Spin Liquids).
Valence Bond Crystals
In some situations, the ground state of (1.1) is accurately described by a simple product
of singlet objects. For instance, the ground state of the Heisenberg model on the checkerboard
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Fig. 1.3 – Left : Classical picture of the Ne´el state. Right : Quantum valence bond state.
lattice is a product of plaquettes [4] :
|V BC〉 =
∏
∗
|α, β, γ,δ 〉 (1.9)
|α, β, γ,δ 〉 = |α,δ 〉|γ,β 〉+ |α,β 〉|γ,δ 〉.
where |α,β 〉 is a singlet. Such a phase does not show any magnetic long-range order. However,
it develops an order in the plaquettes as observed with exact diagonalization techniques. This
kind of phase is dubbed as a Valence Bond Crystal (VBC). VBC states are pure S = 0 states
and are identified by the following characteristics :
– The ground state is a superposition of a small number of singlet configurations.
– there exists long-range dimer-dimer or plaquette-plaquette correlations.
– the singlet order breaks some symmetries of the lattice in the thermodynamic limit.
– Spin-spin correlations are short-range.
– There exists only gapped spin excitations.
Fig. 1.4 – The two VBC ground states on the checkerboard lattice.
Realizations of VBC include the J1−J2 model on the hexagonal lattice [13] and presumably
on the square lattice close to the point of maximum frustration J2 ∼ 0.5J1 [5]. Exact diago-
nalization methods show also that dimer phases exist in the J −K model with ring-exchange
interactions [14]. Large-N limits of the Heisenberg model (where the SU(2) Lie algebra of the
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spin is extended to SU(N)) also provide several examples of Valence Bond Crystals [15, 16].
Significantly, no examples of VBC phases with pure spin-12 models on non bipartite lattice have
been found so far. It seems that bipartiteness is an essential ingredient for the stability of a
VBC phase.
An important distinction between the different VBC phases are the explicit VBC and the
spontaneous VBC. In the latter case, such as in the checkerboard lattice, the phase breaks
spontaneously the symmetries of the lattice in the thermodynamic limit. This therefore leads
to a degeneracy of the ground state. On the contrary, explicit VBC like the Shastry-Sutherland
model display a dimer order but do not break any additional symmetry since the Hamiltonian
is already non-symmetric. Experimentally, CaV4O9 is the first Heisenberg-like system where
the magnetic excitations were found to be gapped [17]. It can be represented by a Hamiltonian
with nearest neighbor and next nearest neighbor antiferromagnetic couplings on a depleted
square lattice where one site out of five is missing. Another example is the SrCu2(BO3)2 which
is a good realization of the Shastry-Sutherland model [18]. In both cases, we have explicit VBC.
Resonating Valence Bond states
On the opposite of the VBC, one could think of a frustrated system which allows many
different singlet configurations to be present in the ground state. Indeed, the off-diagonal part
of the Heisenberg Hamiltonian acts like a kinetic energy for the singlets and connects almost
any pair of dimer coverings. If the weights of the configurations were properly picked up in
the ground state, one could imagine that such a phase would be stabilized by resonances. This
idea of a Resonating Valence Bond state was first suggested by Anderson [9] by analogy with
Pauling’s idea of resonance in organic cycles. A RVB wavefunction reads :
|RV B〉 =
∑
C
AC|C〉, (1.10)
where |C〉 is a singlet configuration. Depending on the weights AC, long-range or only short-
range Valence Bonds can be allowed in the RVB wavefunction. In the first case, the system can
develop a magnetic long-range order [11]. In the latter, all the correlations are short-ranged
(spin liquid). The characteristics of a short-range RVB are :
– the ground state is a superposition of an exponential number of singlet configurations.
– there is nor magnetic order neither singlet order (all the correlation functions are short-
range).
– it does not break any symmetry in the thermodynamic limit.
– the excitations are gapped.
– the ground state exhibits a subtle topological degeneracy.
If not for the last point, we wouldn’t be able to distinguish the spin liquid from the quantum
paramagnet. As we will see, due to its topological properties, the spin liquid presents additional
features among which the possibility of carrying non-trivial excitations, the spinons. It can be
seen as a cooperative paramagnet : the energy scale of the interactions exceeds that set by the
temperature, and nonetheless no long-range order ensues. Unfortunately, all efforts to find a
realization of a spin liquid in a Heisenberg model has proven delusive so far. But the search for
the short range RVB latter led to the expansion of a new class of models, the quantum dimer
models.
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Fig. 1.5 – Separating a triplet in a VBC phase destabilizes the crystalline order. A ”string”
tension tends to bring the two spinons back together. By contrast, it is possible to move the
spinons in a RVB by a local rearrangement of the dimers.
Deconfinement of spinons Heuristically, the RVB state can be seen as a soup of disordered
dimers. The elementary excitations of both VBC and RVB states are S = 1 triplets created
by the breaking of a dimer. This excited triplet can be seen as a pair of spin-12 particles called
spinons. The deconfinement of the spinons are one of the most striking feature of a spin liquid.
In a crystal of dimer, separating two spinons will cost an energy increasing with the distance
between them since this separation means disordering more and more the aligned dimers (see
figure 1.5). On comparison, it won’t cost any additional energy to disjoin the two spinons in a
RVB since the dimers are already disordered. A similar mechanism involving holes and spinons
appears when the quantum dimer model is doped [19].
1.1.3 Quantum Dimer models
In 1988, Rokhsar and Kivelson [12] speculated their famous quantum hard core dimer model
(QDM) on the square lattice. Their original intention was to describe a system of interacting
Cooper pairs. But with no hallmarks of a spin liquid in the Heisenberg model, the QDM
eventually brought an entire set of new models for the search of unconventional phases of
matter. One of the greatest achievements of the QDM was the discovery of a real spin liquid
on the triangular lattice by Moessner and Sondhi [20]. Here, we will mainly focus on the QDM
on bipartite lattices.
Hilbert space
The underlying hypothesis behind the QDM is that the different singlet phases in spin
systems, VBC and short-ranged RVB, are gapped. If the spin gap is large enough, it will need a
lot of energy to break a singlet into a triplet and one can assume that the low-lying excitations
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are just rearrangements of the singlet structure. Accordingly, the manifold of low energy states
would be correctly spanned by the set of short-range valence bond coverings. Thus, the QDM
reduce a problem of interacting spins into a problem of interacting dimers. In a QDM, the
elementary degree of freedom is a dimer. The Hilbert space is defined by enforcing a hard
constraint on the sites of the lattice. This constraint consists of demanding that each site forms
a dimer with one, and only one, of its nearest neighbors. Therefore, the configurations included
in the dimer Hilbert space are the set of nearest-neighbor dimer coverings of the lattice 1.
Because of the hard-core constraint, the number of allowed configurations is much smaller
than in a spin model on the same lattice. For a square lattice with N sites, the Hilbert space
of the latter has a dimension 2N while the number of ways to cover the lattice with dimers
grows asymptotically as (1.3385...)N [21, 22]. It is important to stress out that dimers are
not independent degrees of freedom as spins are. If one tries to displace one dimer, the move
must be accompanied by a local rearrangement of the dimer configuration, as permitted by the
constraint.
The Rokhsar Kivelson model
The Rokhsar-Kivelson Hamiltonian is defined by :
HˆRK =
∑
Plaquettes
[−t (| !! !!〉 〈 !! !!|+ | !! !!〉 〈 !! !!|) + V (| !! !!〉 〈 !! !!|+ | !! !!〉 〈 !! !!|)] . (1.11)
The first term is a kinetic term, which flips two parallel dimers on a plaquette. The second term
is a potential energy proportional to the number of parallel dimers in a given configuration.
Interactions between plaquettes can be either attractive V < 0 or repulsive V > 0. Depending
on the relative sign of V and t, parallel dimers will be favored or penalized.
Topological properties The RK model gives us the first occasion to discuss the importance
of topology when dealing with statistical models on non-trivial geometries. The peculiar proper-
ties of the RK model appear when we impose periodic boundary conditions in the two directions
and lay down the lattice on a torus. As shown by Rokhsar and Kivelson, dimer configurations
on the torus can be labelled by winding numbers. To determine the winding numbers of a dimer
configuration C, one can consider one of the columnar configurations C0 as a reference configu-
ration and superpose C and C0 on a single graph (see Figure 1.6). Dimers in C are oriented from
one sublattice to the other, and inversely for C0. The transition graph between C and C0 appears
as a graph of oriented loops. The winding numbers count how many loops encircle the torus in
the two directions. The point is that these loops are non-contractible under the Hamiltonian
dynamics (1.11). Indeed, the Hamiltonian (1.11) does not connect configurations with different
winding numbers. In other words, the Hilbert space is divided in separated sectors which ”do
not talk to each other”. In the language of topology, these sectors correspond to the different
classes of the fundamental homotopy group of the torus given by :
Π1(torus) = Z× Z, (1.12)
hence the name topological sectors, each sector being associated with a pair of integers.
1Note that in the spin Hilbert space, the set of nearest neighbor Valence Bond configurations forms a
linearly independent family of vectors but it is not orthogonal. In the dimers Hilbert space, this family has been
orthogonalized.
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Fig. 1.6 – Left : a given (oriented) configuration of dimers. Middle : The reference configuration
we choose, Right : the transition graph made of closed loops. Loops are oriented to take care
of the bipartiteness of the lattice.
Note that the geometry of the lattice matters a lot when dealing with the topological division
of the space. Non-bipartite lattice, such as the triangular lattice, can have only non-oriented
graphs. This reduces the number of topological sectors to only four possibilities.
Perron-Frobenius theorem The Rokhsar Kivelson system holds another important pro-
perty. For V ≥ t ≥ 0, all the off-diagonal elements of (1.11) are negative and the diagonal
elements are positive. An important result of linear algebra, the Perron Frobenius theorem,
tells us then that the ground state of the system has zero energy, is unique (up to the topolo-
gical degeneracy discussed above), nodeless and has positive weights [23]. We will come back
to this theorem when discussing about fermions in Chapter 2.
Phase diagram Fixing t ≥ 0 and varying V from large positive values, we encounter the
subsequent phases :
– For 0 < t < V , staggered configurations with no flippable plaquettes are zero-energy
eigenstates of (1.11). Since the Hamiltonian is semi-definite positive in this case (with a
minimal energy per plaquette V − t > 0), or equivalently due to the Perron Frobenius
theorem, the staggered configurations are the (topologically degenerated) ground states.
On the square lattice, there are exponentially many such states. All other topological
sectors are higher in energy.
– For 0 < V < t : Quantum Monte Carlo computations show that the ground state is in a
plaquette phase down to 0.6t < V [24]. This phase should be interpreted in a mean field
sense : ordered plaquettes indicate the positions where the dimers have a larger probability
to sit. On such a position, a pair of parallel dimers constantly flips between the horizontal
and vertical configurations. This state does break the translational symmetry but conserve
the rotation symmetry.
– For V < 0, the system seeks to maximize the number of flippable plaquettes. The four
columnar configurations are energetically favored. The ground state breaks all the lat-
tice symmetries. Recent exact diagonalization results tend to indicate that there exists a
mixed phase between the columnar and the plaquette phase for 0 < V < 0.6t [25].
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Fig. 1.7 – Phase diagram of the quantum dimer model on the square and triangular lattice.
Contrary to the square lattice, the triangular lattice displays a whole RVB phase below the
RK point characterized by a gap to all excitations and short-range correlations for any local
observable [25].
To sum up, the QDM on the square lattice features three examples of VBC phases, one colum-
nar, one plaquette and one staggered, but there is no spin liquid phase.
Rokhsar-Kivelson point In addition, the model admits a particular critical point at V = t
where the ground state is given by the exact superposition of all dimer coverings :
|Ψ0〉 = 1√
Z
∑
C
|C〉. (1.13)
This can be seen from the fact that the RK Hamiltonian can be rewritten as a sum of positive
projectors :
HˆRK = V
∑
C,C′
[|C〉〈C|+ |C ′〉〈C ′|− |C〉〈C ′|−|C ′〉〈C|] , (1.14)
where C and C′ are two dimer configurations differing by the flip of two parallel dimers. Indeed,
one can check that the state (1.13) is annihilated by each of the projectors in (1.14).
The RK point shares many properties of the RVB spin liquid. In fact :
– The ground state wavefunction is the sum of all dimer coverings. It supports resonances
between different dimer configurations.
– The ground state exhibits a topological degeneracy. The sum of all configurations in
each topological sector is in fact a ground state. In particular, the different staggered
configurations remain zero-energy eigenstates at V = t as the unique member of their
topological sector.
– If one allows for monomers (i.e sites not linked to a dimer), there are deconfined at the
RK point.
The RK point exhibits a particular behavior : topological order. Topological order describes
the situation in which the ground states of the different topological sectors are exactly dege-
nerate. It is like conventional order where the spontaneous breaking of a symmetry leads to
18
1.2. UNCONVENTIONAL PHASE TRANSITIONS IN DIMER MODELS
degeneracy. However, it is different because there is no local order parameter which can be
used to distinguish one ground state from another. Instead, one has to rely on non-local ob-
jects such as winding numbers. Likewise, the absence of conventional order means that all local
dimer correlators are short-range. The RK point is a topologically degenerate point but it is
particular because dimer-dimer correlations are not short-range but decrease algebraically as
1/r2 (contrary to the spin liquid phase of the triangular lattice). This can be demonstrated
analytically with Pfaffians [21]. That is why it is more accurate to refer to the RK point as a
critical spin liquid.
The deconfinement statement can be understood rather easily. Imagine declaring two fixed
sites as hosting monomers. Now consider the RK Hamiltonian at its RK point with the two
monomers held fixed. The ground state still has zero energy and the wavefunction conserves
the form in (1.13) where the dimers now resonate everywhere except on the sites having the
monomers. As the ground state energy is totally independent of the separation between two
monomers, the monomers are deconfined. The RK point provides us a first example of deconfined
critical point. Further arguments for topological order and deconfinement of monomers at the
RK point will be given within a field theoretical approach in Chapter 2.
Finally, at the RK point, there is a striking correspondence between the ground state of the
QDM and the statistics of a non-interacting classical dimer problem. In particular, one can see
that the normalization factor Z of (1.14) is just the number of classical configurations of dimers
on the lattice. It is also easy to show that the expectation value of some diagonal operator in
the ground state at the RK point is equal to the average of the associated quantity in the
classical ensemble. This analogy can be extended to interacting dimer models, as we shall see
now.
1.2 Unconventional phase transitions in dimer models
La recherche d’un liquide de spin a fortement relance´ l’inte´reˆt pour les mode`les de dime`res
quantiques. Par ailleurs, l’e´tude de versions classiques de ces mode`les dans le cadre de la phy-
sique statistique a donne´ lieu a` de nombreux re´sultats. Kasteleyn [21] de´montra en premier que
la fonction de partition d’un mode`le de dime`res sans interactions peut se re´ecrire a` l’aide de
pfaffiens, ce qui permet de de´terminer analytiquement toutes les fonctions de corre´lations du
syste`me. En ge´ne´ral , ces mode`les peuvent aussi se re´ecrire sous forme de mode`les d’Ising [21, 26].
L’e´tude du cas classique a connu un regain d’inte´reˆt dernie`rement avec la de´couverte de tran-
sitions de phase non conventionnelles lorsque sont rajoute´es des interactions entre les dime`res.
Dans le cas ou` les interactions sont attractives, le syste`me passe d’une phase critique a` haute
tempe´rature a` une phase ordonne´e colonnaire. Sur le re´seau carre´, la transition est de type
Kosterlitz-Thouless [27]. Sur le re´seau cubique, elle est du deuxie`me ordre, avec des valeurs d’ex-
posants critiques plutoˆt inusuelles [28]. La spe´cificite´ de ces mode`les de dime`res tient dans l’exis-
tence d’une phase critique a` haute tempe´rature, avec des corre´lations dime`re-dime`re de´croissant
alge´briquement avec la distance. Cette phase re´sulte de l’impossibilite´ pour un site d’eˆtre relie´
a` deux dime`res. Meˆme a` tempe´rature infinie, il existe des corre´lations dans le syste`me. Pa-
ralle`lement, d’autres transitions de phase non conventionnelles sont apparues dans le domaine
du magne´tisme frustre´ [29, 30] qui remettent en cause la vision traditionelle des transitions de
phase [31]. Dans cette partie, en commenc¸ant par rappeler les liens entre mode`les classiques
et quantiques en interaction, nous de´taillons le mode`le de dime`re classique sur re´seau cubique
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et pre´sentons ses liens avec les autres transitions exotiques du magne´tisme. Nous explorons
la the´orie du point critique de´confine´ (deconfined quantum criticality) [32] pour expliquer ces
transitions.
1.2.1 From the QDM to interacting classical dimer models
It was first noted by Ardonne, Fendley and Fradkin [33] that quantum Hamiltonians that
can be fine-tuned to a RK point are not exclusively built from non-interacting classical dimer
models and that the RK point can be extended to a higher-dimensional region of parameter
space. From this point of view, the Rokhsar-Kivelson system can be seen as a particular member
of a whole family of Hamiltonians all sharing a closed analogy with a classical system. This
approach has been notably formalized within the Stochastic Matrix Form (SMF) decomposition
framework [34]. In the following, we will consider an example of an extended Rokhsar Kivelson
Hamiltonian with local interactions.
Remembering the particular form of the ground state (1.13) at the RK point, one can
imagine a state where the weights are not distributed equally between the configurations but
instead obey a Boltzmann law :
|Ψ0〉 = 1√
Z
∑
C
e−βEC/2|C〉, (1.15)
where, this time :
Z =
∑
C
e−βEC . (1.16)
The point of the SMF approach is to find a generalization of the Rokhsar-Hamiltonian which
admits (1.15) as its ground state. One possibility is given by :
HˆRK = V
∑
C,C′
[
e−β(EC′−EC)/2|C〉〈C|+ e−β(EC−EC′ )/2|C ′〉〈C′|− |C〉〈C ′|−|C ′〉〈C|] , (1.17)
where again C and C ′ are two ”neighbor” dimer configurations differing by a single flip. In
fact, this Hamiltonian is still decomposable into a sum of positive 2 × 2 projectors, and since
the state (1.15) annihilates each of these projectors, it is necessarily the ground state. The
normalization factor (1.16) reads as the partition function of a system with energy EC for each
classical configuration at the temperature T = β−1. For the quantum system, the set {EC, T}
just denotes some variational parameters and has not necessarily a physical meaning. The
analogy between the two systems takes its full significance when considering the average value
of any diagonal operator Oˆ in the configuration basis :
〈Oˆ〉quantum = 1
Z
∑
C
e−βEC〈C|Oˆ|C〉 = 〈O〉classical. (1.18)
In particular, if an ordering phase transition occurs at a temperature T in the classical dimer
model, the quantum dimer model will undergo a quantum phase transition for the same value of
T . It is worth noticing that the classical and the quantum models have the same dimension here
but are different in nature, contrasting with the prevailing analogy between a d dimensional
quantum mechanical system and its d+ 1 dimensional classical statistical counterpart [35].
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Fig. 1.8 – Example of flip between two decorated plaquettes. A decorated plaquette is defined
by its position, its orientation and the values of the 12 parameters mi defining the occupation
of the links of the neighboring plaquettes. Here m = {1, 1, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0}.
Example of local interactions In general, the quantum Hamiltonian (1.17) is non local
because the factors eEC−EC′ are not. A worthwhile choice for EC is then :
EC = vNC, (1.19)
where v is some energy scale and NC is the number of flippable plaquettes {p = " """ , " """ } in
configuration C. The SMF decomposition (1.17) can be rewritten in terms of local interactions
between decorated flippable plaquettes p∗. A decorated plaquette enfolds the information about
the orientation of a flippable plaquette and of its direct surrounding (see Figure 1.8 for an
illustration in 3d). This information can be encoded in a vector m ∈ {0, 1}n that lists whether
each of the n neighboring bonds is occupied by a dimer or not. Denoting |p∗〉 the state of the
decorated plaquette obtained from the flip of the central plaquette in |p∗〉, the Hamiltonian
reads :
Hˆ =
1
2
∑
p∈L
[
e−
v
2T (δNp)|p∗〉〈p∗|+ e v2T (δNp)|p∗〉〈p∗|−| p∗〉〈p∗|−| p∗〉〈p∗|] , (1.20)
where δNp represents the change in the number of flippable plaquettes when going from p∗ to
p∗ :
δNp = (m1 +m3 +m5 +m6 +m7 +m8)− (m2 +m4 +m9 +m10 +m11 +m12).
This Hamiltonian remains local although now the interactions extend to a longer range. At
T =∞, we recover the original RK Hamiltonian.
The classical model with energy given by (1.19) has been extensively studied both in two
and three dimensions. In 2d, if the dimer interaction is attractive, the classical system under-
goes a Kosterlitz-Thouless transition to an ordered state as the temperature is lowered [27].
Consequently, the quantum system (1.20) in 2d also experiences a quantum phase transition
which shares the hallmarks of a KT transition [36]. In 3d, the system passes through a phase
transition which seems to be of a totally new criticality class, (at least, the field theory descri-
bing the critical point has not been elucidated yet). In the last sections, we will present recent
works relative to this issue and propose a scenario for the transition.
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Fig. 1.9 – Phase diagram of the interacting dimer model on a cubic lattice.
1.2.2 The interacting classical dimer model on the cubic lattice
As already mentioned, the condition of close-packing prevents a system of dimers to develop
a fully disordered behavior even at infinite temperature. Subsequently, the high-temperature
phase always displays algebraic correlations between dimers. In 2d, this critical phase is the
analogue of the low-temperature phase of theXY ferromagnetic model, where the KT transition
is associated with the unbinding of pairs of vortices. In fact, there exists a direct mapping
between the XY model and the dimer model, which are dual to each other. In 3d, the duality
transformation is incomplete because, as we will see, the dimer transition on the cubic lattice
is not in the 3d XY universality class.
The model
The dimer model is defined via its partition function :
Z =
∑
C
e−βEC EC = vNC. (1.21)
v < 0 so that interactions favor alignment of nearest neighbor dimers on plaquettes of the cubic
lattice. In the following, we will put v = −1 as in ref. [28]. The phase diagram, obtained by a
worm-like Monte-Carlo algorithm, is shown on Figure 1.9.
Low Temperature phase At low temperature, the dimers all align to minimize the energy,
resulting in a 6-fold degenerate arrangement of dimers in the thermodynamic limit. The asso-
ciated local order parameter is the vector :
mα(r) = (−1)rαnα(r), (1.22)
where nα(r) is equal to 1 if the related bond is occupied, and 0 otherwise. The factor (−1)rα
takes into account the bipartiteness of the lattice, which will be crucial as we will see in the
following. For the six columnar configurations, the local order parameter reads :
M =
1
N
∑
r
m(r) =

 ±10
0
 ,
 0±1
0
 ,
 00
±1
 . (1.23)
Thus, the low temperature phase is singled out by a non-zero value of M = ||M||.
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High Temperature phase The high-temperature phase is strikingly different compared
to its counterparts in Ising-like models. Although no long-range order exists, the correlations
between dimers show an algebraic decay :
〈dα(r)dβ(0)〉 = 4pi
Kdim(T )
3rαrβ − δαβr2
r5
. (1.24)
The coefficient Kdim(T ) is called the stiffness and depends on T . The form of the correla-
tions, which are similar to the interaction energy between two electric dipoles, led to the name
Coulomb phase for this state of matter. This kind of algebraic liquid is not peculiar to the
dimers and has been found in other 3D models, notably in the study of spin ice on pyrochlore
lattices [37]. In both cases, the reason for a non exponential decay of the correlations is the pre-
sence of a local constraint or conservation law. In the case of the dimers, it is the close-packing
condition. For the pyrochlore compounds, it is a constraint on the sum of all spin variables in
each tetrahedron (the ”ice rule” [38]). Both cases can be summarized altogether by introducing
a fictitious electric field satisfying a Gauss law [37, 39] :
∇ · E(r) = ±1. (1.25)
In our case of interest, the electric field is defined via the occupation number on each bond :
E(r) = (−1)rn(r), (1.26)
so that E always goes from one sublattice to another. It is rather easy to see that the close-
packing condition reduces then to (1.25). The bipartiteness of the lattice is of extreme impor-
tance here. For instance, no Gauss law can be written in the triangular lattice (and corres-
pondingly, no algebraic liquid has been found so far). Afterwards, this conservation law and
the form of the correlations led some authors to postulate that the Coulomb phase should be
characterized in the continuum by a free electrostatic action :
S =
K
2
∫
d3x E2, (1.27)
which generates the dipolar correlations. The stiffness K is defined through the dimer fluxes :
K−1dim · L =
1
3
(〈Φ2x〉+ 〈Φ2y〉+ 〈Φ2z〉), (1.28)
with :
Φα =
∫ ∫
Σα
E · dS, (1.29)
which are conserved quantities. K−1dim acts like an order parameter for the Coulomb phase. On
the contrary, it vanishes in the columnar phase since 〈Φx〉 = 〈Φy〉 = 〈Φz〉 = 0. The evolution
of the columnar order parameter M and of K−1dim in function of T is shown on Figure 1.10.
The critical point Although the low temperature and the high temperature phases seem to
be physically very different, simulations pointed unambiguously towards a second-order phase
transition at Tc ≈ 1.675. This result was based on various measurements made on the cubic
system for very large sizes (up to L = 128) thanks to the high efficiency of the worm algorithm.
In particular :
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Fig. 1.10 – Evolution of the columnar order parameter and stiffness in function of the tempe-
rature for the dimer model on the cubic lattice [28].
– The histogram of the energy shows no sign of a double-peak structure at Tc as opposed
to what happens in a first order transition.
– The specific heat diverges with the system size at the transition, with a critical exponent
α ≈ 0.5 to compare with Cv ∼ L3 for a first order transition.
– Different quantities, such as the Binder cumulant B = 〈M
4〉
〈M2〉2 of the columnar order para-
meter, and the product K−1dim ·L are scale-invariant at the transition and exhibit a crossing
point.
A finite size scaling (FSS) analysis of the data allowed to extract the set of critical exponents :
ν = 0.50(4)
α = 0.55(6) (1.30)
η = −0.02(5).
This excludes some simple 3d universality classes such as O(2) or O(3). Furthermore, a latter
analysis of the probability distribution of the columnar order parameter [40] suggested the
emergence of a continuous symmetry at the critical point. Rather than pointing only around
the six allowed directions (1.23) of the low temperature phase, the order parameter has a non
zero expectation value in all the directions and acquires an enlarged O(3) symmetry at Tc
(see Figure 1.11). So, it seems that the cubic anisotropy drives the system into the columnar
phase at low temperature but is absent at the critical point. This supports the idea that the
cubic anisotropy is a dangerously irrelevant variable with respect to the transition, in the
renormalization group sense. We will come back to this point when analyzing the different
theoretical proposals for this transition.
Failure of the ”conventional” scenarios for the dimer transition. The standard pic-
ture of phase transitions is based on the concept of order parameter and its long wavelengths
fluctuations. Accordingly, to describe a phase transition, it is enough to search for an action
expressed as a power series in the order parameter, which respects all the original symme-
tries of the problem. In general, this action has a symmetric solution at high temperature,
and a non-symmetric one at low temperature. When crossing the critical point, the symmetry
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Fig. 1.11 – Probability distribution P (Mx,My, |Mz| ≤ 0.03) as a function of Nx and Ny below
(T = 1.66), at (T = 1.673) and above (T = 1.675) the critical temperature for different system
sizes [40].
is spontaneously broken. Wilson later argued that this process is renormalized by the ther-
mal fluctuations of the order parameter, and that only the leading terms in the power series
are relevant for the critical behavior. This is the so-called ”Ginzburg-Landau-Wilson” (LGW)
paradigm. Applying this scheme to the dimer transition above, one could propose the action :
S =
∫
d3x
(∑
α
(
1
2
(∇ ·Mα)2 + rM2α
)
+ u(M4x +M
4
y +M
4
z )
)
. (1.31)
The last term accounts for the six anisotropic solutions at low T . However, this action fails
to capture the physics of the high T phase. In particular, the correlation functions decay expo-
nentially above Tc, with a correlation length decreasing to zero at T =∞. That is qualitatively
different from the Coulomb phase, where the correlation length is infinite for any T > Tc. Mo-
reover, perturbative calculations, based on the ε-expansion, predicts a first-order scenario with
this action [41, 42] . Clearly, (1.31) does not take into consideration the local conservation law
(1.25) and is therefore inadequate for the dimer model.
Another starting point is to use the dual variables of the Coulomb phase. We first introduce
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a ”magnetic” field on the lattice by defining :
B(r) = E(r)− E0(r) (1.32)
E0(r) =
(−1)r
6

1
1
1
 . (1.33)
This field is divergence free. The simplest action on the lattice which should generate the correct
dipolar correlations is :
Z =
∫
[Dθ]
+∞∑
B(r)=−∞
exp
(
−
∑
r
[
K
2
B2 + iθ(r)(∇ ·B)]
)
(1.34)
Z ∼
∫
[Dθ]exp
(
− 2
K
∑
r
cos(∇θ)
)
, (1.35)
where the variables θ(r) are the Lagrange multiplier ensuring the divergence free constraint on
each site and we used the Villain approximation to derive the second line. The electrostatic
action is dual to a three dimensional XY model with an inverted temperature. The disordered
phase of the dimer model maps to the ordered phase in the XY language. The Goldstone mode
associated with the dual O(2) broken symmetry is the ”photon” gauge field B = ∇×A which
is effectively massless in the Coulomb phase [43, 44]. Nevertheless, there are two problems with
the 3d XY duality transform. First, it is unable to establish an equivalence with the columnar
phase at low temperature. A suitable redefinition of the electrostatic action, which includes
the ”background charges” (−1)r of the Gauss law, seems necessary. Secondly, and no least, the
dimer transition is not in the 3d XY class !
1.2.3 Emerging scenarios for generic unconventional phase transi-
tions
Some other unconventional phase transitions
In parallel with these intriguing results on the dimer model, numerical evidences of phase
transitions hardly apprehensible within the LGW framework were found in quantum frustrated
magnets. One example is given by a ring exchange model on the square lattice which consists
of nearest neighbor interactions plus four-spin interactions on the plaquettes [29]. By varying
the strength of the ring couplings, a transition between a columnar VBC and a Ne´el phase is
observed with QuantumMonte Carlo simulations. The numerics support a continuous transition
with new critical exponents. That is rather surprising as both phases across the transition
are characterized by apparently independent order parameters. A latter study [45] showed
that, quite similarly to the dimer model, the probability distribution of the columnar order
parameter in the ring-exchange model displays full isotropy near the VBC side of the transition
while deep in the VBC phase, it only orientates in the four preferred directions. Another
model with unconventional results is the classical O(3) ferromagnet in three dimensions with
no topological defects [30]. Classical Heisenberg models in three dimensions allow for non-
trivial configurations called ”hedgehogs”. The authors of [30] showed in their study that if
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these particular configurations are not allowed in the statistical ensemble, this has a radical
effect on the properties of the system and in particular on the criticality of the ferromagnetic-
paramagnetic transition. Indeed, new critical exponents, different from the O(3) universality
class, were calculated. These discoveries led to an intense theoretical activity to overcome the
apparent inconsistencies with the description of phase transitions given by the LGW theory.
In fact, the conventional theory predicts that if there is a direct transition between two phases
with different broken symmetries, it is generically first order. A new theory of critical points is
thus necessary to explain the continuous VBC-Ne´el transition. That could, in turn, give some
possible suggestions for the dimer problem we are focusing on. One of the most promising (and
still controversial) theoretical proposal is the deconfined quantum criticality (DQC) scenario.
We will review the main arguments supporting this theory, and its possible implications for the
dimer transition.
The deconfined quantum criticality scenario
The DQC theory proposes a coherent framework for continuous transitions between phases
with different broken symmetries. It mainly assumes the existence of a more fundamental de-
gree of freedom than the different order parameters of the two phases. These degrees of freedom
are not directly observable in the phases because they are confined, i.e they do not propagate
freely like independent particles. We already saw an example of such elementary block with the
spinons of the VBC phase (Figure 1.5). One could also think of the quarks in a nucleus. It is
argued in the DQC scenario that exactly at the critical point, this elementary blocks should
deconfine. The deconfined quantum critical point has thus very different properties from the
two phases it separates. Let us review the construction leading to the DCP.
To determine the properties of antiferromagnets, one can prospect microscopic Hamiltonians
like the Heisenberg model. Alternatively, it is also possible to begin with a continuum approach
able to reproduce the long wavelength fluctuations of the order parameter. This roadmap exists
and is given by the non-linear sigma model. There, the fluctuations of the staggered magneti-
zation m(r, t) (the Ne´el order parameter) on a square lattice are subject to the action :
S =
∫
d3x
1
2g
(∇µm)2 + iS
∑
r
A[m(r, t)](−1)r. (1.36)
where g is a coupling constant, and S is the magnitude of the spin. The vector m has norm 1.
The first term can be derived from a continuum version of the Heisenberg Hamiltonian (1.1)
using a basis of coherent states [46]. In the process, one goes to imaginary time to obtain a
classical action in three dimensions. The coupling constant g is inversely proportional to S.
The second term is more subtle : it is the sum of the Berry phases of each spin. The Berry
phase is equal to the area on the unit sphere enclosed by the path that makes a spin through
time (Figure 1.12)[47] . This geometrical phase derives from the coherent state representation
of the spin operators. The approximations underpinning the non-linear sigma model (1.36) are
valid for large S only. In practice, it has proved to give results in quantitative agreement with
experiments even for S = 12 materials [48, 49].
The action (1.36), without the Berry phase term, can be studied within the renormalization
group approach in perturbation theory. A 2 + ε expansion indicates a phase transition in
three dimensions between a Ne´el state at low coupling and a disordered state for g > gc. Non
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Fig. 1.12 – Representation of the Berry phase. At each site, the Ne´el order parameter draws a
closed path on the unit sphere through time. The Berry phase is given by the area enclosed by
the path.
frustrated microscopic models such as the Heisenberg model on a square lattice always fall into
the antiferromagnetic side of the phase diagram, as predicted by the linear spin-wave theory.
If one adds frustrating interactions, the value of g should increase and eventually lead to a
disordered phase at zero temperature.
When the (imaginary) Berry phase term is included, the picture changes radically. Let us briefly
resume the mechanism in hold here, which was first developed by Haldane [50]. The two crucial
ingredients in his analysis are the presence of tunneling events during the time evolution of the
system, the instantons, and the Berry phase term which can lead to destructive interferences
between these events. For smooth configurations of the field m(r, t) (i.e m(r, t) is continuous
and derivable through space and time), Haldane first argues that the total Berry phase is zero.
This is understandable if one remembers that the total Berry phase of a one dimensional spin
system is given by the skyrmion number :
Qxt =
1
4pi
∫
dxdt ∇tm · (m×∇xm) ∈ Z. (1.37)
which is an integer. Here, we assume that space and time have been compactified : limr→∞m(r, t) =
limt→∞m(r, t) = m0 so that the action (1.36) remains finite. This number is very similar to
the winding numbers in the quantum dimer models. It indexes topological sectors of spin confi-
gurations. The existence of different topological sectors is ascertained by the non triviality of
the second homotopy group of the sphere :
Π2(S
2) = Z. (1.38)
Because of the staggered factor in the imaginary part of (1.36), the total Berry phase on a
square lattice is simply given by the alternated sum of the Berry phases of each (x, t) plane :
StotBP = i2piS
∑
y
(−1)yQxt(y) (1.39)
If the configuration is smooth through time and space, Qxt is necessarily the same for all (x, t)
planes and the total Berry phase is zero. However, the conclusion is drastically different for a
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disordered phase. If spatial configurations at a fixed time are indexed by the spatial skyrmion
numberQxy, one can imagine that this number increases abruptly by one. Such an event is called
an instanton. Instantons allow tunneling between the different topological sectors classified by
Qxy. For spin systems, they are also called hedgehogs (see Figure 1.13). An instanton raises
or decreases the value of the integer Qxy by ±1. Haldane notes that in order to contribute to
the partition function, configurations must contain as many instantons (∆Qxy = +1) as anti-
instantons (∆Qxy = −1) so that the initial and final configurations are identical. Now, how do
the instantons influence the Berry phase ? First, it is easy to see that if a ±1 hedgehog occurs
centered at point r, there is a ±4pi vortex in the local Berry phase SBP (r) = A[m(r, t)] (see
figure 1.14). To fully define SBP (r), it is then necessary to introduce discontinuity lines joining
anti-vortices to vortices in the (x, y) plane across which SBP (r) jumps by 4pi (Figure 1.15). The
contribution to the Berry phase given by such a line is [50, 51] :
SCBP = ipiS∆Q
∑
r′∈C
(−1)r′ (1.40)
where C denotes the discontinuity line,∆ Q denotes the strength of the instanton and r′ ∈ C are
the sites to the right of C on a crossed bond. Note that the precise location of the line is a gauge
choice, since the Berry phase only depends on the positions of the vortices (in fact, using (1.40)
one can show that a closed discontinuity line always contributes by a factor exp(i4piS) = 1). Let
us first discuss the case∆ Q = 1. For even spins, the Berry phase (1.40) is always a multiple of
2pi. For odd spins and half-integer spins, it depends on the position of the vortices. For instance,
if S = 1/2, SCBP can take four values : pi/2, pi, 3pi/2 and 2pi. Thus, a slight displacement of
an instanton by one lattice site changes completely the Berry phase (see Figure 1.15). If one
assumes that the (real) dynamic part of the non-linear sigma model (1.36) is insensitive to such
a microscopic displacement, it is clear that destructive interferences will take place between
these events in the partition function.
However, some tunneling events are still allowed. In fact, if the skyrmion number Qxy changes
by ±4 between two planes, the total Berry phase is still a multiple of 2pi and there are no
interferences. In other words, there can be no tunneling between two planes with Qxy = 1
and Qxy = 2, but tunneling between Qxy = 1 and Qxy = 5 is still allowed. Thus, for S = 12 ,
the relevant Hilbert space decomposes into four distinct noncommunicating sectors indexed by
Qxy (mod 4). This results in a fourfold topological degeneracy of the ground state. Working on
a SU(N) generalization of the Heisenberg model, Sachdev and Read demonstrated that this
translates into a columnar VBC phase for the spin model at g > gc [15, 16]. In Chapter 3, we
will see another example of a non trivial interaction between Berry phase and instantons in a
1d model.
A useful representation which connects spins and instantons is the CP1 field theory. Concre-
tely, we can rewrite the unit vector m by the use of the spinor z :
mα = z†σαz (1.41)
z =
(
z1
z2
)
, zα ∈ C / |z1|2 + |z2|2 = 1. (1.42)
This representation has a gauge redundancy since a change in the overall phase of the spinor :
z(r)→ eiφ(r)z(r) (1.43)
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Fig. 1.13 – A monopole event, taken to occur at the origin of spacetime [32]. An equal-time
slice of spacetime at the tunnelling time is represented. (a) contains the vector (nx, ny) ; the
spin configuration is radially symmetric, and consequently a similar picture is obtained along
any other plane passing through the origin. Similarly, (b) is the representation of (nx, nz) along
the x axis, and a similar picture is obtained along any line in spacetime passing through the
origin. The monopole above has nˆr = r/|r|.
Fig. 1.14 – The mapping of the 2d square lattice to the order parameter sphere defined by the
field m(r, t) can be visualized as an elastic grid wrapped around the sphere. Here, we impose
the boundary condition : limr→∞m(r, t) = ez. If there is a local Ne´el order, the grid size on the
sphere is very small. In this case, Qxy = 0. A tunneling event that allows Qxy to change by +1
is a process where the area enfolded by one plaquette on the sphere (denoted here by the red
dots) is dilated enough to allow the sphere to pass through, after which the grid contracts back
to its normal size. The new configuration obtained totally wraps the sphere and has skyrmion
number Qxy = 1.
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Fig. 1.15 – Representation of the square lattice with one instanton and one anti-instanton for
S = 1/2. The local Berry phase is continuous everywhere except across the dashed line where
it jumps by 4pi. The total Berry phase is given by formula (1.40) (Blue points have (−1)r = 1,
red points have (−1)r = −1).
does not change the value of m. The non linear sigma model itself can be written in terms of
the spinor fields zα. A gauge invariant action in terms of z reads :
SCP1 =
∫
d3x | (∇µ + iAµ) z|2. (1.44)
The corresponding partition function is :
Z =
∫
[DzDz]δ(|z|2 − 1)
∫
[DA]eiSCP1 . (1.45)
Since the action is quadratic in the A field, the integration can be performed simply by solving
the equations of motion :
δSCP1
δA
= 0, (1.46)
which leads to :
Aµ =
i
2
(zα∇µz'α − z'α∇µzα) . (1.47)
This completes the substitution :
1
2g
∫
d3x (∇µm)2 = 1
g
∫
d3x (Dµz)
2. (1.48)
Instanton events have a nice interpretation in term of the gauge field A. Using the definition
of A, the hedgehog quantum number reads :
Q =
∫
d2x (∇µAν −∇νAµ) ∈ Z. (1.49)
Thus, an instanton is also a monopole of the gauge field and acts as a source of magnetic flux.
The existence of such monopole is possible if the gauge field A is defined modulo 2pi, i.e if it is
a compact gauge field. In particular, it was first shown by Polyakov [52] that for a free action
with a compact gauge field :
SCED =
K
2
∫
d3x (∇×A)2, (1.50)
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monopoles always proliferate in 2 + 1 dimensions. If we soften the constraint on the zi fields
(1.42), the minimal model proposed in [32] able to describe the Ne´el-VBC phase transition is
then :
SAF−VBC =
∫
d3x|(∇µ − iAµ)zα|2 + r|zα|2 + u|z2α|2 +
K
2
(∇×A)2 + SBerry. (1.51)
Let us reinterpret the phase transition between Ne´el and VBC phases within this formalism.
The Ne´el phase corresponds to the condensation of the spinon field 〈S〉 = 〈z†σz〉 $= 0. Mo-
nopoles are absent in this phase. The VBC phase is the disordered phase where < zα >= 0
and monopoles proliferate. But the proliferation is constrained by the Berry phase term which
leads to a fourfold topological degeneracy with broken lattice symmetries. Thus, the transition
looks like a Higgs mechanism with a spinon matter field zα except that the usual photon phase
is gapped here because of the monopoles. The authors suggest that this transition could be
second order.
Now, let us turn to the issue of confinement. Another important result of Polyakov is that
if one places two charges separated by a distance r in a medium described by (1.50), the
charges interact through a potential V (r) ∼ r and thus cannot separate freely (see also [43]).
By contrast, the interaction potential is V (r) ∼ 1r in a medium without monopoles. Thus, in
order to have deconfinement, one needs to remove monopoles. In our case of interest, this is
partly achieved by the Berry phase term, which forbids monopoles with Q $= 4, 8, .... However,
the remaining monopoles are still able to confine if one thinks of the disordered phase as a VBC
phase in a QDM. The crucial assumption of the authors of ref. [32] is that creation of quadrupled
monopoles is an irrelevant process at the critical point, very like the cubic anisotropy for the
dimer model 2. This hypothesis is supported by the calculation of the scaling dimension of
the monopole creation operator on the generalized CPN−1 for large N [53]. If the monopoles
are completely absent, the gauge field is non compact (i.e real) and charges (the spinons) can
deconfine and propagate freely. Thus, the field theory describing the critical point should be
expressed in terms of a non compact gauge field :
SNCCP1 =
∫
d3x|(∇µ − iAµ)zα|2 + r|zα|2 + u|z2α|2 +
K
2
(∇×A)2. (1.52)
This is the NCCP1 (non compact CP1) field theory. First simulations on a lattice version of
this field theory indicated a second order transition with a set of critical exponents apparently
describing a new universality class [54]. Finally, note that if monopoles are forbidden, the
different topological sectors of the theory are not connected and we have an extensive topological
degeneracy, like for the Rokhsar Kivelson Hamiltonian at the RK point.
However, in latter studies following these theoretical developments, the existence of the
deconfined quantum critical point has been hotly debated. The problem is that quantum com-
putations are often hard to implement in frustrated quantum spin systems because of the sign
problem. And detailed studies of the action (1.52) with classical Monte Carlo have pointed to
very weakly first-order transitions [55]. In the next section, we will see how much the dimer
model may be related to this scenario.
2Creation of monopoles is indeed a dangerously irrelevant process since creation of monopoles is strongly
relevant deep in the disordered phase.
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Lattice gauge theory of the dimer model
We will now detail the approach of ref. [56] which makes the connection between the dimer
model and the action (1.52) of the DQC. The different steps below were already discussed for
related 3D quantum bosonic models [57]. Our starting point will be the free electrostatic action
(1.27) but we will keep the information about the bipartiteness of the lattice in the Gauss law
(1.25). Thus, we postulate the following effective action :
Z =
∫ pi
−pi
[Dθ]
+∞∑
Ei(r)=−∞
e−Sa−SB (1.53)
Selec =
K
2
∑
r
E2i (r) (1.54)
Scond = i
∑
r
θ(r)
(∇iE0i (r)−∇iEi (r)) , (1.55)
assuming the E field is integer-valued. The integration over the angular variables ensures that
the Gauss law is respected. In the next steps, we will perform successive duality transformations
to make this theory more transparent. Using Poisson’s formula, the partition function can be
rewritten :
+∞∑
Ei(r)=−∞
e−S[Ei(r)] =
+∞∑
ui(r)=−∞
∫ +∞
−∞
[DE] e(−S[Ei(r)]−
P
r i2piEiui(r)). (1.56)
The integer fields u(r) are associated to the dual currents :
qi = "ijk∇juk. (1.57)
Changing variables : Bi = Ei − E0i , we can rewrite the action as :
S = S˜a + S˜B (1.58)
S˜a =
∑
r
(
K
2
B2i − iBi (∇iθ − 2piui)
)
(1.59)
S˜B =
∑
r
(
KBiE
0
i + i2piE
0
i ui
)
. (1.60)
The first term of S˜B vanishes since :
E0 = − 1
12
∇ (−1)r , (1.61)
and ∇ ·B = 0. The second term can be written in terms of the currents qi by introducing the
gauge vector X0 :
E0i =
1
2pi
h0i (1.62)
h0i = "ijk∇jX0k [2pi] . (1.63)
X0i is a static field on the spatial links of the dual lattice.X
0
i is defined modulo 2pi since changing
E0i by 1 does not influence the second term of S˜B. A gauge choice of X0 is represented on figure
1.16.
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Fig. 1.16 – a) By definition, h0 gives a flux of ±pi/3 through each spatial placket of the dual
lattice with the flux oriented from the A to B sublattice of the direct lattice. b) A gauge choice
that realizes the h0 flux [57].
The S˜B term can be then rewritten :
S˜B = −i
∑
r∗
qkX
0
k . (1.64)
We complete the duality mapping by introducing the dual gauge field :
B =
1
2pi
"ijk∇jAk. (1.65)
At this point, the action reads :
S =
∑
r
K
8pi2
(∇×A)2 − iq · (A+X0). (1.66)
If we do the summation over the gauge field A now, we will end up with an action in terms of
current loops interacting via a long-range Coulomb potential. The long wavelengths properties
of the model (the only ones which matter at the phase transition) should not vary much if we
add an extra short-range interaction. This is known to be true when X0 is absent [58, 43]. So,
with the help of an extra term :
S = β−1
∑
r
q2, (1.67)
we can perform the sum on the divergence-free currents q with an inverted Villain transforma-
tion and obtain :
S [Ai,χ] =
K
8pi2
∑
r∗
(∇iAj −∇jAi)2 − β
∑
r∗
cos
(∇kχ− Ak −X0k) , (1.68)
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where r∗ stands for the positions of the sites of the dual cubic lattice. Let us discuss the physics
of (1.68). When the static vector X0 is absent, this model is a lattice superconductor model
(LSM) :
S [Ai,χ] =
K
8pi2
∑
r∗
(∇iAj −∇jAi)2 − β
∑
r∗
cos (∇kχ− Ak) . (1.69)
It can be derived from the Ginzburg Landau theory of superconductivity by freezing the am-
plitude fluctuations of the superconductive order parameterΦ( r) = |Φ(r)|eiχ(r) [59]. Like in
the standard theory of superconductivity, the system undergoes a phase transition at a finite
temperature through the Higgs mechanism. However, the transition is somewhat more subtle
in the case of the LSM because of the gauge symmetry χ→ χ+λ, A→ A+∇λ. A non gauge
invariant quantity such as 〈cos∇χ〉 has necessarily a vanishing expectation value [60, 61]. Ne-
vertheless, the low and high temperature phase can still be discriminated by the correlations
of the magnetic field [62]. At high temperature, the gauge field is free and the correlations are
long-range :
〈Bi(r)Bj(0)〉 = 4pi
2
K
3rαrβ − δαβr2
r5
. (1.70)
At the critical temperature, the field acquires a mass and displays short-range correlations. The
universality class of this theory is of the inverted XY type, the LSM being dual to the simple
XY model [58, 63]. What happens now if we add the static vector X0 ? The high temperature
phase probably remains unchanged and still displays dipolar correlations. On the other side,
the low temperature phase will certainly feature some lattice symmetries breaking. To gain
some insight in the nature of the phases, we will allow for amplitude fluctuations of the field
Φ(r) and consider a ”soft” spin version of our model :
S˜ = −
∑
〈rr′〉
(t0rr′Φ
∗
rΦr′ + c.c.+ r0|Φr|2 + u0|Φr|4). (1.71)
Here, we have suppressed the gauge field A. It will be reintroduced at the end. The hopping
amplitudes trr′ = te
iX0
rr′ contains the frustration of the model. For the gauge choice of Fig. 1.16
b), they read :
tr,r+xˆ =
√
3
8
(
1 + ieipi(x+y)
)
+
√
1
8
(
1− ieipi(x+y)
)
eipiz ,
tr,r+yˆ =
√
3
8
(
1− ieipi(x+y)
)
+
√
1
8
(
1 + ieipi(x+y)
)
eipiz ,
tr,r+zˆ = 1 .
The kinetic energy can be diagonalized in Fourier space. The lowest energy states are :
Ψ1(r) =
1 + (
√
3−√2)eipiz√
2(3−√6)
, (1.72)
Ψ2(r) =
1− (√3−√2)eipiz√
2(3−√6)
× e
ipix − ieipiy√
2
. (1.73)
At the kinetic energy level, any linear combination
Φ(r) = φ1Ψ1(r) + φ2Ψ2(r), (1.74)
35
CHAPITRE 1. FRUSTRATED MAGNETISM IN D > 1 AND EFFECTIVE APPROACHES
is at the bottom of the band, and there is a continuum of states for the fieldΦ( r) to condense to.
Non-linear terms will lift the degeneracy. This can be analyzed near the condensation transition
by treating φ1 and φ2 as slowly varying fields and deriving Ginzburg-Landau theory of these.
By examining the action of the lattice symmetries, the resulting Ginzburg-Landau functional
is required to be invariant under the following transformations (in our specific gauge) :
Tx : φ1 → φ∗1 , φ2 → −φ∗2 ;
Ty : φ1 → φ∗1 , φ2 → φ∗2 ;
Tz : φ1 → φ∗2 , φ2 → φ∗1 ;
R90◦,Rxy : φ1 → e−ipi/4φ∗1 , φ2 → eipi/4φ∗2 ;
R90◦,Rxz : φ1 → φ
∗
1 + φ
∗
2√
2
, φ2 → φ
∗
1 − φ∗2√
2
.
The 90◦ rotations are about the dual lattice sites. The hopping Hamiltonian is invariant (modulo
gauge transformations) under the above lattice symmetries if we also complex-conjugate trr′ →
t∗rr′ because of the “staggered flux” pattern — this is the reason for having φ
∗s on the right
hand sides. The simplest invariants are |φ1|2 + |φ2|2 and
4
(|φ1|6|φ2|2 + |φ1|2|φ2|6)− 6|φ1|4|φ2|4 − (φ∗1φ2)4 − (φ1φ∗2)4 .
The latter can be given a clearer form if we introduce a vector N :
I8(φ1,φ2) = N
2
xN
2
y +N
2
yN
2
z +N
2
zN
2
x , (1.75)
with
Nα(φ1,φ2) ≡ φ†σˆαφ . (1.76)
We write down the continuum action for the two-component complex field φ(r) that respects
the above symmetries :
S=
∫
d3x
[
|(∇µ − iAµ)φ|2 + r|φ|2 + u4|φ|4 + v8I8(φ)
]
+
K
2
(∇×A)2, (1.77)
where we have restored the gauge field Aµ. Note that the non-compactness of the field origi-
nates from the absence of monomers in the original dimer model. Thus, the continuum version
of the lattice model (1.77) is the NCCP1 theory with an additional term accounting for the
cubic anisotropy. This theory is similar to the standard theory of superconductivity. But due to
the presence of the static vector X0 in the lattice action, we end up with two complex matter
fields instead of one. We can now explicitly derive the nature of the low temperature phase.
When r < 0 the field φ condenses. For v8 < 0, there are six favored configurations of the N
field :
N =

 ±10
0
 ,
 0±1
0
 ,
 00
±1
 . (1.78)
Each breaks the translational and rotational symmetries of the lattice and can be associated to
a columnar configuration of the dimer model. For v8 > 0, there are eight configurations which
minimize the energy :
N =
1√
3

 ±1±1
±1
 . (1.79)
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These correspond to an order of boxes for the field φ (the three dimensional analogues of the
plaquette phase). The case v8 < 0 is able to reproduce the behavior of the microscopic dimer
model with a direct transition between a columnar phase and a dipolar phase. Moreover, the
criticality of the transition is related to the NCCP1 field theory with an additional term. The
fact that this term is of eighth order in the field φ makes it very likely that it is irrelevant
in the continuum, and that the effective theory has an emergent global O(3) symmetry at the
critical point.
Interestingly, Powell and Chalker have been able to relate the classical dimer model and
the NCCP1 action from another approach [64]. The authors noted that the dimer model on
the cubic lattice can be mapped to a two-dimensional quantum problem of hard-core bosons
on the kagome lattice. The transition between columnar and Coulomb phase translates into a
transition between a bosonic superfluid (whose Goldstone phase mode is the ”photon” of the
Coulomb phase) and a crystalline Mott insulator at fractional filling. Rewriting the problem
in terms of dual vortex fields and addressing the question of the symmetries of the cubic and
kagome lattice as we have done, the authors concluded that the continuum theory describing
the dimer transition should be in the NCCP1 class.
A new interpretation of the scaling law of the stiffness in the dimer model. In the
dimer model, it was observed that at the transition :
K−1dim · L = 〈φ2〉 ∼ O(1), (1.80)
We would like to give a brief argument concerning the anomalous dimension of the gauge fieldA
at the critical point of (1.77) which is coherent with this observation. The argument is actually
not specific to the NCCP1 model but is common to any theory with a U(1) gauge symmetry [65].
Gauge invariance at the critical point imposes some conditions on the renormalization flow of
the coupling constants of the model. Consider the anomalous dimension of the gauge field
propagator defined as :
ηA = − lim
p→0
∂ lnZA
∂ ln p
. (1.81)
ZA is the gauge field renormalization factor and p is the momentum of the gauge field pro-
pagator. If we introduce a charge e to describe the coupling between the gauge field and the
matter field, the conservation of the gauge symmetry under the RG transformation imposes
the following renormalization law :
e = Z
1
2
Ae0. (1.82)
Here, e0 denotes the ”bare” charge which, after renormalization, gives e. Thus, gauge field and
charge must renormalize according to the same renormalization factor. The corresponding RG
beta function for the dimensionless charge eˆ2 = e2/p is :
βeˆ =
∂eˆ2
∂ ln p
= eˆ2
(
1− ∂ lnZA
∂ ln p
)
(1.83)
On approaching the critical point, βeˆ2 = 0 and thus :
ηA = 1. (1.84)
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This result is perfectly consistent with the scaling law of the stiffness in the original dimer
model. By definition :
[〈φ〉] = d
2
+
ηA
2
− 2. (1.85)
so that : [〈φ2〉/L] = ηA = 1 (1.86)
K−1dim · L ∼ 1. (1.87)
Criticality of the NCCP1 field theory.
Let us review now the theoretical advances on the criticality of the NCCP1 theory. Earlier
studies of the ε expansion of the model pointed towards a first-order transition [66]. However,
this scenario also predicted a first-order transition for the standard theory of superconductivity
with a single complex field, which is known to be of the invertedXY type. Thus, the ε expansion
seems to break down. Since then, simulations on various microscopic models supposed to fall in
the NCCP1 universality class gave contradictory results. The first simulations of O. Motrunich
and A. Vishwanath [54], which supported the existence of the DQC point, were later proven to
be misinterpreted [55]. Other models which showed a continuous-like behavior on small system
sizes eventually led to discrepancies for very large systems [67]. On the other hand, the transition
in the dimer model is clearly of the second-order type. That is why the direct simulation of
the lattice gauge action (1.68) can give many insights since it is at the interplay between the
purely microscopic model and the field theory (1.77). This is the simulation of this model that
we will present in the next section altogether with a simulation of an extended dimer model.
1.3 Simulation of a lattice gauge model.
A large part of this work has been consecrated to the simulation of the lattice gauge theory :
S [Ai,χ] =
∑
r
[K
2
(∇iAj −∇jAi)2 − β cos
(∇kχ− Ak −X0k) ], (1.88)
(for now, we will write the constant in front of the quadratic term K and set β = 1/T ). This has
been done through a classical Monte Carlo simulation whose principle will be presented next.
This model has proved difficult to simulate for several reasons. First, it contains many degrees
of freedom (one angular field and one vector field with three components) and is a priori slow
to thermalize and average with a local update algorithm. Secondly, as for the related models
in the NCCP1 class, one has to reach considerable system sizes to determine unambiguously
the order of the transition. Thus, heavily parallelized simulations are needed as well as large
clusters. Yet, when the model of interest contains two independent parameters β and K like
(1.88), it is possible to circumvent the problem of the size by analyzing the transition while
varying both parameters. The technique employed in this case, named the ”flowgram method”,
is a numerical technique based on renormalization group arguments [68]. It has been successfully
employed before to discriminate continuous transitions from very weakly first order ones [55].
We will detail this method and its applications to our model below. The analysis of the results
of the Monte Carlo simulations also use the finite size scaling theory (FFS). It will allow us to
extract a set of critical exponents to compare with the ones of the original dimer model.
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1.3.1 Simulation techniques
Principle of Classical Monte Carlo simulations
The usual goal in a Monte Carlo simulation of a thermal system is the calculation of the
expectation value < O > of a given observable, like the energy E or the magnetization M [69,
70]. In statistical mechanics, one computes averages from the Boltzmann distribution :
〈O〉 =
∑
µ exp(−βEµ)Oµ∑
µ exp(−βEµ)
, (1.89)
where the sum runs over all states. The number of states is exponentially large in the number
of degrees of freedom N , and it is practically impossible to perform this sum except if N is
really tiny. In Monte Carlo methods, rather than summing all the states in (1.89), one samples
a small fraction of these states. This leads to an estimate of the average, which will not be
exact but will have statistical errors. In general, this gives a pretty good estimation of the
average, because the sums appearing in Eq. (1.89) may be dominated by a small number of
states, with all the other states, the vast majority, contributing a negligible amount even when
we add them all together. Of course, this estimate will become more and more accurate as the
number of states in the sample is large. We generate states using an iterative procedure which,
after a finite time τ0, visits states with the correct Boltzmann probability distribution. Hence,
the estimate of the observable is :
〈O〉est = 1
T − τ0
T∑
τ0
O(t), (1.90)
where t denotes a configuration generated by the algorithm, O(t) is the value of O in the
configuration at ”time” t, and T − τ0 is the number of measurements.
Almost all Monte Carlo schemes rely on Markov processes as the generating engine for the set
of states used. In a Markov process, if the system is in a given state µ, it can move to a new
state ν with a transition probability P (µ→ ν) depending only on the properties of the current
states µ and ν, and not on any other states the system has passed through before. Because of
the conservation of probability, the transition probability obeys :∑
ν
P (µ→ ν) = 1. (1.91)
Note that P (µ→ µ) is in general different from zero, so there exists a finite probability that the
new state generated will be the same as the old one. When using repeatedly a Markov process,
we create a Markov chain of states. The probability distribution Pµ(t) of being in the state µ
at time t is subject to the master equation :
Pµ(t+ 1) =
∑
ν
P (ν → µ)Pν(t). (1.92)
Using the condition (1.91), it can be rewritten as :
Pµ(t+ 1)− Pµ(t) =
∑
ν ,=µ
(
P (ν → µ)Pν(t)− P (µ→ ν)Pµ(t)
)
. (1.93)
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Fig. 1.17 – Acceptance ratio for different choices of functions F .
To be the equilibrium distribution, the Boltzmann weight must be stationary :∑
ν ,=µ
(
P (ν → µ)P eqν (t)− P (µ→ ν)P eqµ (t)
)
= 0. (1.94)
A sufficient condition for P (µ→ ν) is to satisfy the detailed balance :
P (ν → µ)P eqν (t) = P (µ→ ν)P eqµ (t) ∀ (µ,ν ). (1.95)
To reproduce the Boltzmann weights (which are all different from zero), the process also has
to be ergodic : for any pair of configurations, there should be always a path joining the two,
with non-zero rates at each intermediate step.
A common way of implementing an elementary Monte Carlo move is to first choose a ”trial”
state µ as the possible state for the system at time t+1. The probability that the trial state is
µ if the system is in state ν at t is given by a ”proposal” probability g(ν → µ) which is often
chosen to be symmetric. State µ is then accepted according to an acceptance ratio A(ν → µ),
i.e :
P (ν → µ) = A(ν → µ)g(ν → µ). (1.96)
where 0 < A(ν → µ) < 1. The detailed balance condition reads :
A(ν → µ)
A(µ→ ν) = exp(−β∆E), (1.97)
with∆ E = Eµ−Eν . This is satisfied by A(ν → µ) = F (e−β∆E) where F (x) is any function such
that 0 ≤ F (x) ≤ 1 and F (x) = xF ( 1x). A popular choice is given by the Metropolis algorithm
for which :
F (x) = min(x, 1). (1.98)
We plot on Figure 1.17 the acceptance ratio for the Metropolis algorithm, the heat bath algo-
rithm F (x) = x1+x and F (x) =
1√
x . The acceptance for Metropolis is very large which makes it
the most wildly used algorithm.
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Fig. 1.18 – The three components of the gauge field and the nine associated magnetic field
components which need to be updated during a Monte Carlo step.
Application of the Metropolis algorithm to the lattice gauge model
The lattice gauge theory (1.88) contains 4 degrees of freedom per site : χ, Ax, Ay, Az. It is
convenient to work directly with A instead of B so that no gauge fixing is needed. Our trial
state is chosen by updating a spin variable χ(r) picked randomly on the lattice, and the field
A on another random site :
χ(r) → χ(r) + θ
Ax(r
′) → Ax(r′) + αx
Ay(r
′) → Ay(r′) + αy
Az(r
′) → Az(r′) + αz.
To calculate the difference in energy between the old and the new state, we need to update
the value of the magnetic field B on the nine plaquettes associated to the change of A (Figure
1.18). When this is computed, we accept the move if∆ E > 0 or according to the probability
ratio exp(−β∆E) if∆ < E. On one Monte Carlo step (or ”sweep”), we perform a change for
each lattice site on average.
Error bars
The simulations were carried out with the ALPS simulation librairies [71]. This platform
of codes is specifically adapted to implement simulations on parallel clusters. It also provides
standard estimates of errors. Before detailing the methods used in ALPS to calculate these
errors, let us review some basic ideas about averages and variances. We are given a sample of
T random variables, Oi, i = 1, 2...T , which we suppose for now are uncorrelated (we take the
equilibration time τ0 = 0). We denote sample average by an overbar and define the sample
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mean and variance by :
O¯ =
1
T
T∑
i=0
Oi (1.99)
σ2O = O¯
2 − O¯2. (1.100)
This sample mean is an estimator of the exact average < O >. If we imagine performing
many repetitions of the simulation, then an average over the sample means will, to a good
approximation, correspond to the exact average :
〈O¯〉 = 1
N
N∑
i=0
〈Oi〉 = 〈O〉. (1.101)
This sample mean is said to be an unbiased estimate for the exact mean, in the sense that
the average of the sample mean is the exact mean. After calculating its average, it would be
interesting to determine the variance of the sample mean σ2O¯. One can show that an unbiased
estimate for it is given by :
σ2O¯ =
〈σ2O〉
N − 1 . (1.102)
So, if we have many samples of data, we can have a precise estimation of the exact mean of an
observable and of its variance. However, there are some cases where it is not possible to estimate
the error in a quantity with the direct method above. First, the N measurements need to be
independent which is clearly not verified in our MC procedure. The value of O in two states
separated by just a single MC step are very similar since the Metropolis algorithm performs
only local changes. Secondly, consider a quantity like the susceptibility :
χO =
< O2 > − < O >2
L3
. (1.103)
Even if we could evaluate σO¯2 and σO¯ directly, it will be much harder to determine σχO , since 〈O〉
and 〈O2〉 are not independent quantities. Fortunately, the ALPS librairies provide two methods
to calculate the statistics of correlated sets of data : the jackknife and the bootstrapmethods.
Jackknife method Considering our set of N data, the Jackknife method consists of forming
the N subsets where one value of the total set has been removed. For any quantity C (an average
< O > or something similar to the susceptibility χO), we can define the jackknife average on
every subset α = 0, ...N :
C¯α =
1
N − 1
N−1∑
i=0
Cαi . (1.104)
The jackknife estimate of the quantity is then given by :
〈C¯〉 = 1
N
N∑
α=0
C¯α. (1.105)
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One can show that this is an unbiased estimator i.e 〈Cα〉 → C as N becomes large. The
uncertainty in this estimate is given by[69] :
σJackknife =
√√√√ N∑
α=0
(C¯α − C˜)2, (1.106)
where C˜ is the estimate using all the data.
Bootstrap method Whereas jackknife considers N new data sets, each of them containing
all the original data points minus one, the bootstrap uses Nboot data sets each containing N
points obtained by random (monte Carlo) resampling of the original set of points. A point can
be picked up twice in this new sample, or none. The bootstrap average is given by :
C¯β =
1
N
N∑
i=0
Cβi , (1.107)
and its estimate is :
< C¯ >=
1
Nboot
Nboot∑
β=0
C¯β. (1.108)
Again, as N becomes large, this gives an accurate prediction for C. The uncertainty in this
estimate is given by :
σBootstrap =
√
< C¯2 > − < C¯ >2. (1.109)
Both techniques will be commonly used to determine average expectation values and error
bars in our simulations.
Measurements and Finite size scaling
In this section, we will define the quantities of interest for our model and present the tool
we used to analyze the data : the finite size scaling (FSS) analysis. The finite size scaling is a
method to calculate critical exponents based on the scaling laws of the different quantities with
the size L of the system.
Thermodynamic quantities The most direct way to check the order of a phase transition
is to look at the probabilities distribution of the action S. At a first order transition, the free
energy has two degenerate minima corresponding to two gaussian peaks in the distribution of
S. The distance between the peaks grows like Ld with the system size L. At a second order
phase transition, there is one single peak. One can measure the second moment of the action
per site defined as follows :
M2 =
〈S2〉 − 〈S〉2
L3
. (1.110)
At the critical point, provided the system exhibits one diverging lenght scale, the second moment
is expected to exhibit a peak with scaling :
M2 = L
α/νM˜2
(
L1/ν(T − TC)
)
(second order). (1.111)
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On the contrary, the divergence of M2 at a first order transition is in general much faster :
M2 ∝ Ld (first order). (1.112)
It is often difficult to have a good estimate of α/ν from the measure of the second moment
alone, especially when α < 0. An alternative is to study the third moment of the action M3
[72] but this requires many more MC sweeps. An attempt to compute M3 on our model failed
to produce any accurate estimate of α.
Columnar Order Parameter Generally, lattice gauge theories lack any simple local order
parameter. One has then to refer to gauge field correlators to characterize different phases [62].
This is not the case here as we can define a gauge-invariant order parameter related to the
lattice symmetry breaking. In the original microscopic model, the dimers tend to order as the
temperature is lowered. Equivalently, in the coarse grained model, the magnetic fieldB arranges
in staggered flux lines in one particular direction. We therefore define the local order parameter :
ci(r) = (−1)r−riBi(r), (1.113)
and the associated global parameter :
C =
1
L3
‖C‖ = 1
L3
‖
∑
r
c(r)‖.
At low T , we expect one of the components of the vector C to be non-zero. The origi-
nal columnar states of the dimer model are represented by the configurations with : C =
{±C, 0, 0} , {0,±C, 0} , {0, 0,±C}. In a disordered state as the Coulomb phase, no staggered
flux should be observed and the order parameter C should be equal to 0. To detect precisely
the critical temperature, we also define the Binder cumulant :
B =
< C4 >
3 < C2 >2
. (1.114)
Exactly at the transition, the Binder cumulant is a scale invariant quantity and obeys the
scaling law :
B = B˜
(
L1/ν(T − TC)
)
. (1.115)
It is possible to extract ν alone from its derivative dB/dT or by performing a collapse for
different system sizes.
Gauge field propagator To characterize the correlations of the field, we determine the
propagator of the magnetic field [73]. Defining the Fourier transform of the magnetic field :
Bˆν(p) =
∑
i
eipriBiν , (1.116)
we introduce the quantity :
Gµν(p) =
1
L3
〈Bˆµ(−p)Bˆν(p)〉 ≡
(
δµν − pµpν
p2
,
)
G(p), (1.117)
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which is just the Fourier transform of the two points correlation function of the field. We
measure this correlator in the direction zˆ and use a momentum transverse to that direction
pmin = 2pixˆ/L :
Gzz(pmin) = G(pmin). (1.118)
The general structure of G(p) is :
G(p) =
p2
p2 +Σ( p)
, (1.119)
G(pmin) = 1 if the gauge field presents dipolar correlations and G(pmin) → 0 if the field has
short range correlations. At the Higgs transition, the transverse correlator should exhibit a
scaling behavior similar to the stiffness K−1dim in the dimer model [73, 74] :
p−1G(p) ∼ f˜ (L1/ν(T − TC)) , (1.120)
expressing that ηA = 1.
1.3.2 The flowgram method
Principle
The flowgram method is an advanced version of the FFS analysis which was first presented
by Kuklov and coauthors in Ref. [55]. This method relies on the demonstration that the large
scale behavior for a given value of K is identical to that at a smaller value of K where the
nature of the transition can be easily determined. As an illustration, let us consider the phase
diagram of Figure 1.19, function of the two parameters (T,K). For a fixed value of K, the
system undergoes a phase transition at a critical temperature TC depending on K : TC = f(K),
drawing a critical line separating the two phases. We suppose that there exists a specific point
on this line (T ∗,K∗), for which all the properties of the system are scale invariant. This is
the case for a continuous transition. Now, according to the renormalization group picture, if
we cross the critical line at the point (T1,K1), the system will flow towards the critical point.
Concretely, that means that when we increase the system size L, all the properties at T1,K1
will approach those of the critical point. Of course, if we cross the critical line at a point T2,K2
closer to (T ∗,K∗) than the first point, we will reach the critical regime faster. More precisely,
there should exist a scaling transformation which maps the behavior of a finite system of size
L1 at T1,K1 to the behavior of a smaller system of size L2 < L1 at T2,K2, as predicted by the
RG equations. If Q is a given observable, this translates into :
Q(T1,K1, L1) = Q(T2,K2, L2). (1.121)
In the case of a first-order transition, this flow equation remains valid but instead of flowing
towards a critical point, the system flows towards an instability : the point of coexistence of
the two phases. The flowgram method is just a numerical investigation of these renormalization
arguments. The key elements of the method are :
– Introduce a definition of the critical point for finite-size systems consistent with the ther-
modynamic limit and insensitive to the transition order.
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Fig. 1.19 – Hypothetic phase diagram between the Coulomb phase and the columnar phase.
For a second order transition, all the points on the critical line renormalize towards the critical
point (T ∗,K∗).
– At the transition point, compute a quantity Q which should be scale invariant at a fixed
point, vanishes in one phase and diverge in another.
– Study the flow of this quantity with the system size L for different values of the parameter
K.
Observing how the quantity Q scales with L allows to study the order of the transition.
If the quantity saturates at some finite value, the transition is continuous. If it diverges, it is
first order. However, this doesn’t help much if we confront systems with very-weakly first order
driven process. In this case, it is often hard to distinguish a saturation from a slightly positive
slope. However, we can make use of the ideas above and try to perform a collapse between the
different flows. Three cases can arise :
– A collapse of the different flows is doable and the resulting collapse is converging : the
transition is continuous.
– A collapse is doable but it diverges : the transition is first order.
– No collapse is doable. There are probably different critical regimes in the range of para-
meters K considered.
In general, the last point signals the presence of a tricritical point, separating two different
regimes.
Another example of NCCP1 theory on the lattice
We will review here some important results of Kuklov and coauthors relative to the study
of a NCCP1 lattice model [55]. In their original paper, the authors studied two different loop
models. The first one is defined by :
S1 = U
(
j21(r) + j
2
2(r)
)
+ gQr−r′ (j1(r) + j2(r)) (j1(r′) + j1(r′)) , (1.122)
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where ji(r) are integer currents variables defined on the bonds of the cubic lattice and subject
to the zero-divergence constraint ∇ · ji = 0, and Qr−r′ is the lattice version of the Coulomb
potential. Using the duality approximation of Villain, it is equivalent to the action :
S ′1 =
1
U
(cos(∇θ1 −A) + cos(∇θ2 −A)) + 1
g
(∇×A)2, (1.123)
which, in the continuum limit, should describe the DQC. The second model is a short range
version of S1 :
S2 = U
(
j21(r) + j
2
2(r)
)
+ V δr−r′ (j1(r) + j2(r)) (j1(r′) + j1(r′)) . (1.124)
Despite the difference in the range of the interactions, the gross features of the phase diagram
are surprisingly similar in both models. Both display a bicritical point above which three phases
can appear : a superfluid, a paired phase and an insulator. Each phase is characterized by a
different expectation value of the two complex scalar fields :Ψ 1 ∼ eiθ1 andΨ 2 ∼ eiθ2 . In the
superfluid, the two fields have condensed < Ψ1 >$= 0, < Ψ2 >$= 0. The paired phase has
< Ψ1 ∗ Ψ2 >$= 0 but < Ψ1 >= 0, < Ψ2 >= 0. The insulator has only vanishing expectation
values. In the context of the DCQ theory, the superfluid phase is the analogue of the Ne´el
state (remember that Sα ∼ Ψ†σαΨ) and the insulator is the analogue of the VBC phase
(where no fields have condensed). The transitions between the different phases can be studied
by considering the winding numbers of the currents ji :
Wi =
1
L
∑
r
jir, (1.125)
and the associated stiffnesses : K−1i =<W
2
i > /L. Very much like in the dimer model, a scale-
invariant point means that K−1i · L ∼ O(1). On the opposite, since K−1i $= 0 in the superfluid
phase, a first-order transition will cause K−1i ·L ∝ L. Thus, the superfluid stiffness is a perfectly
adapted quantity for a flowgram study. To perform the flowgram, one also needs to define an
operational critical temperature. Here, a suitable definition is given by the condition that the
ratio of probabilities of having zero and non-zero winding numbers is some fixed number C of
the order of unity :
p (Wi = 0)
1− p (Wi = 0) = C. (1.126)
In the thermodynamic limit, this tends to the real critical temperature since the ratio of pro-
bability is zero in the superfluid phase and infinite in the insulating phase.
Focusing on the region where a direct transition between the superfluid and the insulator
takes place, we show on Figure 1.20 left the flowgram of the quantity R− =< (W1−W2)2 > ·L
for the short range action S2. It saturates to some finite value for V ! 0.5 and increases for
larger V (the picture is similar when studying R+ =< (W1 +W2)2 > ·L). One deduces that
there are two different regimes of criticality present in the model : for V < 0.5, the transition
is second-order, for V > 0.5 it is discontinuous. Separating them is the tricritical point. A
contrario, the flowgram of R− for the long range action S1 displays no sign of saturation at all
coupling constants g (Figure 1.20 right).
This study, along with the analysis of the energy histograms at the transition, dismissed
the possibility of a direct continuous transition between the insulator phase and the superfluid
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Fig. 1.20 – Left : Flowgram of R− for the superfluid-insulator transition in the short range
model. The separatrix is located at the tricritical point given by VTP ∼ 0.5. Right : Flowgram
of R− for the superfluid-insulator transition for a long range model. There is growth without
saturation for all couplings g [55].
in model (1.122). It is important to stress out that older standard FSS analysis on the same
action did not detect the first order transition. The specific heat, in particular, showed no sign
of the strong divergence characteristic of these processes. Numerical estimates have even been
extracted for α and ν. However, it seemed that the size of the systems in the simulations were
not sufficient to reach the true critical regime.
In their paper, Motrunich and Vishwanath studied another lattice model supposed to simu-
late the NCCP1 field theory :
S3 = −J
2
∑
i,µ
z†izi+µe
iAµ +
K
2
(∇×A)2, (1.127)
where z = (z1, z2) is the CP
1 field :
∑
α |zα|2 = 1. At the transition between the insulator
and the superfluid, both specific heat and stiffness seemed to behave in agreement with a
continuous scenario (the specific heat did not diverge abruptly, the stiffness approximately
featured a crossing point). To support their view, the authors performed a flowgram analysis
and argued for the existence of a tricritical point (Figure 1.21 left). However, their conclusions
were later invalidated by the collapse of the data carried out by Kuklov et al (Figure 1.21
right) [75]. Eventually, all the results on second-order transitions in classical models such as
(1.127) were argued to be artifacts due to small sizes. To conclude this paragraph, we see the
importance of performing a flowgram analysis when simulating a model related to the NCCP1
field theory. Many lattice versions of this theory have a very large but finite correlation length at
the transition. Before concluding on the critical exponents of a NCCP1-like model, one should
make sure that the transition is indeed continuous.
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Fig. 1.21 – Left : Flowgram of the stiffness times L : ρ×L for the superfluid-insulator transition
for the model 1.127 [54]. The authors misinterpreted the weak slope of the flows for small g as
a sign of saturation. Right : Collapse of the same set of data by Kuklov et al [75]
.
1.3.3 Results
Action and Order parameters
We first take K = 1 in our model and present the measurements related to the action S
(1.88). We first checked that the probability distribution of the action revealed no double peak
structure up to L = 64, supporting the scenario of a second order transition. The second moment
of the actionM2 displays a peak at the transition point (see Figure 1.22 left). The height of the
peak slowly grows up to L = 32 and then converges within error bars for larger systems. The
critical temperature TM2c = 1.05(1) is estimated from the position of the maximum. The fact
that M2 converges at the transition indicates a critical exponent α negative, as in the 3d XY
universality class. We also simulated the non frustrated version of the model (i.e without the
X0). The evolution of the second moment is presented on Figure 1.22 right. The convergence
of M2 seems faster in the frustrated case. This kind of behavior was already observed in the
NCCP1 model of Motrunich and Vishwanath. This suggests an exponent α larger (in absolute
value) than for the 3d XY universality class although it is difficult to give a precise value.
We now consider the low-temperature phase. In Figure 1.24, C is observed to vanish at high
T, to take a non-zero value as T decreases and to finally behave as 1/T at low T as can be
understood from the equations of motion. The Binder cumulant of the order parameter admits
a crossing point for different systems sizes (see Fig. 1.25). This is characteristic of a second
order transition and leads to an estimate T colc = 1.044(5). An estimation of the exponent ν
from the derivative dB/dT allow to bound 0.70 < ν< 0.82. The diplayed scaling is exposed in
the left inset of Figure 1.25 for the temperatures T = 1.04 and T = 1.05 around the estimated
Tc. The other inset shows the best data collapse of the curves according to the scaling form
with ν = 0.73 and Tc = 1.044. We find that acceptable data collapses can also be obtained for
values in the rather broad range ν = 0.65− 0.85.
To characterize the high T phase and detect its Coulomb nature, we study the evolution of
the transverse magnetic field correlator at small momentum. The evolution of G(pmin) with T
is shown in Figure. 1.24. At high T , G(pmin)→ 1 and the gauge field is gapless. As T is lowered,
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Fig. 1.22 – Left : Second moment M2 versus T for different system sizes for the frustrated
model. Inset : Zoom on the peak. Right : Second moment of the action for the unfrustrated
model.
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Fig. 1.24 – Columnar order parameter C and transverse magnetic field correlator G(pmin) as
a function of T for different system sizes. Right : Evolution of the susceptibility in function of
the temperature. Sc displays two peaks, one at TC and another one below. The two probably
merge in the thermodynamic limit. Inset : Scaling of the maximum at TC with the system size.
The last fourth points give an estimate η ∼ 1.3, the last third points η ∼ 1.0, the last two
points η ∼ 0.8
G(pmin) decreases and the field becomes massive due to the Higgs mechanism. Assuming the
scaling ansatz (1.120), we observe a crossing of L.G for different system sizes at TGc = 1.035(5)
(see Fig. 1.25 right). The scaling versus L of the numerical derivative LdG/dT leads to an
independent estimate ν = 0.73(5) (see left inset of Fig. 1.25 right), agreeing with the less
precise values obtained from the Binder cumulant. The value of α obtained with hyperscaling
α = 2 − νd agrees with the convergence of M2. The data collapse of L.G obtained with this
value of ν is also of good quality (see right inset).
We made several attempts to measure other exponents, in particular the exponent η cha-
racterizing the decay of correlations of the order parameter. It can be deduced from the critical
behavior of the susceptibility :
Sc =
1
T
< C2 > − < C >2
L3
=
1
T
L
2−η
ν χ˜
(
L1/ν(T − TC)
)
. (1.128)
Unfortunately, the susceptibility (1.128) displays important finite size effects in a wide range of
temperature (Figure 1.24 right), which prevents any precise estimation of η. Another attempt
to extract the scaling exponent β of the order parameter gave the rather broad estimation :
0.15 < η< 0.45.
Flowgram analysis
So far, if the transition looks well continuous, we cannot totally exclude a very weak first-
order process, with a very large but finite correlation length. In order to confirm this, we change
the value of the stiffness K and implement the flowgram method. For each K, we define the
operational critical temperature Tc(L) for a size L as the temperature where the Binder ratio is
equal to Bc = 1.41. With such a choice, TC(L) converges towards the critical temperature T∗
(see Figure 1.26) as L increases independently on the nature of the transition. Moreover, we
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Fig. 1.25 – Left : Binder cumulant of the columnar parameter versus T . Left inset : Divergence
of the derivative dB/dT close to Tc versus system size (log-log scale). Right inset : Binder
cumulant scaling collapse. Right : L.G versus T for different system sizes. Left inset : Scaling of
the derivative LdG/dT versus system size L (log-log scale). Right inset : Data collapse of L.G.
checked that the qualitative features of the flowgram were independent of the specific choice of
Bc for 1.3 ≤ Bc ≤ 1.45.
Fig. 1.26 – The critical temperature for a pair of parameters (L,K) is defined to be the
temperature where Bc is hold fixed. For instance, for Bc = 1.3, as L increases, Tc(L)→ T ∗ ∀K.
We compute for each value of K and L the value of L.G and recover the flows. It is presented
on Figure 1.27 in the range K ∈ [0.36, 2.2]. It is observed that when K is smaller, the flows
look more and more converging. To confirm this fact, we tried to perform a collapse of the
flows. If all the curves within an interval K ∈ [K1,K2] can be collapsed into a single master
curve by rescaling the system size, then it implies that the order of the transition remains the
same within the interval. We have succeeded in performing a collapse of the curves by rescaling
L→ C(K)L with :
C(K) = 2.0/K + 0.4/K2. (1.129)
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Fig. 1.27 – Flowgram of L.G for different values of K. The flows are more and more converging
as K diminishes, indicating the proximity of a critical point. Right : Collapse of the flowgram
into a single converging graph.
The collapse is clearly converging. This suggests that scale invariance is reached and goes in
favor of a continuous transition in the interval considered, confirming the previous analysis at
K = 1.
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Fig. 1.28 – the three fully parallel cubes contributing an amount v4 to the energy of a dimer
configuration.
1.3.4 Generalized interacting dimer model on the cubic lattice
Before ending with the problematic of phase transitions in dimer models, we would like to
present briefly some up-to-date results on a generalized version of the microscopic dimer model.
As we already emphasized, the transition in the interacting dimer model on the cubic lattice
between the columnar phase and the Coulomb phase is second-order with exponents close to
the O(n) tricriticality class. That the dimer model would be directly fine-tuned to a tricritical
point would be rather intriguing given the simplicity of the model. However, this possibility
cannot be simply dismissed without any further investigations. Here, we check this eventuality
by adding additional cubic interactions between dimers and search for a critical line in the
phase diagram. Thus, the energy of a dimer configuration is now given by :
EC = v2Nplaquettes + v4Ncube. (1.130)
The first term counts how many parallel plaquettes there are in a configuration C. The
second term counts the number of cubes with fully parallel dimers (Figure 1.28). For v4 < 0, this
interaction is non frustrating and leads to the same columnar configurations at low temperature.
The simulations were performed within the ALPS librairies using the same kind of worm-like
algorithm that was used to simulate the original dimer model. This method allows one to make
non local moves in the dimer configurations by changing the positions of dimers along a closed
loop, which can be quite large. This is done by inserting two monomers, called the tail and
the head of the worm, on a random site, and then move the head according to a local detailed
balance condition [76, 77]. When the head has finally rejoined the tail, a new configuration
has been obtained. This kind of algorithm results in small autocorrelation times and permits
one to treat large systems. To illustrate the situation, we present the histograms of the energy
distribution at v4/v2 = 0.4 and v4/v2 = 0.2 on figure 1.29. For v4/v2 = 0.4, the histogram
features a nice double peak structure at the transition. For v4/v2 = 0.2, there is no sign of a
double peak at TC up to L = 80.
Further indications of a continuous transition are given by the FSS analysis of the Binder
cumulant of the columnar order parameter (1.22) and its associated susceptibility, the stiffness
(1.28) and the specific heat. For instance, for v4/v2 = 0.2, we have been able to extract the
following critical exponents for relatively large systems (L ≤ 80) :
0.46 ≤ ν ≤ 0.48
α ≈ 0.52
η ≈ 0.01.
These are completely consistent with the data (1.31) for v4 = 0. Conversely, the simulations
performed for v4/v2 = 0.4 clearly favor a discontinuous transition, with the specific heat and the
susceptibility scaling like the volume of the system. However, we want to stress out that it is very
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Fig. 1.29 – Left : Energy histogram at T ≈ TC for v4/v2 = 0.2 and L = 80. Right : Energy
histogram at T ≈ TC for v4/v2 = 0.4 and L = 80.
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Co
lum
na
r o
rde
r L = 16
L = 24
L = 32
L = 40
L = 56
1.6 1.65 1.7 1.75 1.8 1.85 1.9 1.95 2 2.05 2.1
T
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
Sti
ffn
ess
1.84 1.842 1.844 1.846 1.848 1.85 1.852 1.854 1.856 1.858 1.86
T
0
0.2
0.4
0.6
K-
1*
L
1
1.2
1.4
1.6
1.8
Bi
nd
er
L = 16
L = 24
L = 32
L = 40
L = 56
L = 64ν = 0.46(6)
ν = 0.48(0)
Fig. 1.30 – Left : Evolution of the columnar order parameter and the stiffness K−1 in function
of the temperature. The low-temperature phase is columnar ordered while the high temperature
phase presents algebraic correlations. Right : Evolution of the Binder cumulant and K−1 · L.
The two quantities present a crossing point. The scaling exponent ν can be extracted from the
scaling law of the derivative of both quantities with respect to the temperature. Note, however,
that the two quantities do not cross exactly at the same point.
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Fig. 1.31 – Left : Specific heat in function of the temperature. Note the presence of a ”shoulder”
on the left of the peak signaling the transition. This broad prominence does not scale with the
system size and has been already observed in the original model [28] and in another extended
version [78]. It is absent in the lattice gauge theory of our own. Inset : scaling of the peak at
TC ≈ 1.85 with the system size. Right : Evolution of the susceptibility with the temperature.
At small system sizes, the data show two peaks, similar to what we obtained for the lattice
gauge theory. Inset : scaling of the peak at TC with the system size.
risky to conclude on an extension of the continuous scenario at this point. For instance, other
data indicate that histograms and scaling exponents seem to vary smoothly between v4/v2 = 0.2
and v4/v2 = 0.4, supporting an adiabatic continuation between all points v4 $= 0. A decisive
information should be provided by a flowgram analysis. This study is under way. Finally, note
that some previous attempts to conserve the exotic criticality of the dimer model by either
adding extra interactions [78] or favoring a given subset of the columnar configurations [79]
failed, as the transition turned out to be first order as soon as the modifications were introduced
in the model.
Conclusion
Les re´sultats obtenus par la simulation du mode`le de jauge sur re´seau sont clairement en
faveur d’une transition du second ordre. Concernant les exposants critiques, il semble qu’ils
soient le´ge`rement diffe´rents de la classe d’universalite´ XY 3d, bien que cette e´ventualite´ ne
puisse eˆtre totalement e´carte´e.
Ceci soule`ve de nombreuses questions concernant notre mode`le, son lien avec la the´orie
NCCP1 et le mode`le microscopique de dime`res. Tout d’abord, on peut se demander pourquoi
on ne trouve pas une transition du premier ordre comme dans les autres versions sur re´seau
du mode`le NCCP1. Le fait est que notre the´orie de de´part ne contient qu’un seul champ de
matie`re χ, contrairement aux mode`les de´veloppe´s par Motrunich et Vishwanath. Ne´anmoins,
les diffe´rents mode`les pre´sentent tout de meˆme des comportements tre`s similaires, notamment
en ce qui concerne l’analyse du scaling du moment M2. Une explication cohe´rente est que ces
the´ories aboutissent toutes a` la meˆme description dans le continu, mais tendent vers des valeurs
de parame`tres diffe´rents pour la the´orie des champs. Cette hypothe`se accre´dite l’ide´e d’un
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point tricritique dans le diagramme de phase de la the´orie NCCP1. Une seconde interrogation
vient lorsqu’on compare ces re´sultats avec les lois d’e´chelle du mode`le de dime`res original. Les
estimations des exposants critiques ne sont pas du tout en accord. Vu la valeur des exposants
pour les dime`res, on pourrait penser que ce mode`le se trouve pre´cisement au point tricritique.
Nos travaux les plus re´cents sur une extension de ce mode`le ne nous permettent pas encore
d’infirmer cette hypothe`se. L’e´tude du cas frustrant v4 > 0 pourrait s’ave´rer de´terminante.
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Groundstatability of fermionic
wavefunctions.
Ce second chapitre a trait a` l’e´tude des syste`mes de fermions en interaction. Trouver l’e´tat
fondamental d’un Hamiltonien a` N corps est en ge´ne´ral une taˆche extreˆmement ardue. Dans le
cas des fermions, le proble`me est encore complique´ par la pre´sence d’un proble`me de signe qui
empeˆche toute simulation Monte Carlo Quantique. La seul me´thode applicable est le DMRG
(density matrix renormalization group) essentiellement limite´ au cas unidimensionel.
Pour simuler des mode`les de fermions, nous allons donc adopter une approche inverse. Au
lieu de tenter de re´soudre l’e´quation de Schro¨dinger pour un Hamiltonien donne´, nous al-
lons chercher une me´thode syste´matique pour construire les Hamiltoniens parents de fonctions
d’onde fermioniques (c.a.d les Hamiltoniens qui admettent cet e´tat comme e´tat fondamen-
tal). Ce proble`me admet beaucoup de solutions, dont certaines sont triviales. Il est par contre
beaucoup plus inte´ressant si l’on de´cide de contraindre l’e´nergie cine´tique de l’Hamiltonien a`
prendre une forme ”physique”. De simples conside´rations de localite´ et de syme´trie suffisent.
Dans ces conditions, il n’est pas toujours possible pour une fonction d’onde quelconque d’avoir
un Hamiltonien parent. Autrement dit, la fonction d’onde doit obe´ir certaines conditions pour
pouvoir eˆtre l’e´tat fondamental du syste`me. Si ces conditions sont remplies, on dira que la
fonction d’onde est fondamentalisable (groundstatable). Cette e´tude adresse la question de la
fondamentalisation des fonctions d’onde fermioniques. En premier lieu, on s’inte´ressera a` faire
apparaˆıtre les diffe´rences fondamentales entre bosons et fermions : dans le premier cas, il existe
une analogie avec un syste`me classique et les conditions de fondamentalisation sont triviales,
dans le second, il n’y a pas d’analogie quantique-classique et les conditions peuvent eˆtre tre`s
complexes. En particulier, nous mettrons en valeur les liens entre le proble`me que nous posons
et le proble`me de signe. Par la suite, nous verrons comment ces ide´es peuvent eˆtre imple´mente´es
dans un cadre nume´rique. Nous de´taillons la proce´dure pour obtenir l’Hamiltonien a` partir de
la fonction d’onde en spe´cifiant les crite`res de validite´ de notre de´veloppement. Ces ide´es seront
applique´es a` des cas concrets : en partant de fonctions d’onde supraconductrices ou antiferro-
magne´tiques, nous reconstruisons les Hamiltoniens parents avec une tre`s bonne pre´cision. Des
cas moins e´vidents, comme celui des fonction d’ondes projete´es ou des e´tats mixtes (contenant
supra et ordre magne´tique), seront aussi examine´s.
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2.1 Defining groundstatability
Dans cette premie`re partie, nous faisons le lien entre la section pre´ce´dente, de´die´e aux
dime`res, et le cas des fermions. On s’inte´resse notamment a` la question suivante : existe-t-il
une construction analogue aux Hamiltoniens de dime`res Rokshar Kivelson pour des proble`mes
de fermions ? Pour cela, nous commencons par reprendre en de´tail le cas des Hamiltoniens RK
avec l’approche SMF (stochastic matrix form). Le paralle`le entre physique classique et physique
quantique aux points RK est e´tendu aux proprie´te´s hors-e´quilibre. Nous verrons notamment
que l’e´quation de Schro¨dinger peut se re´e´crire sous la forme d’une e´quation maˆıtresse pour
le syste`me classique. On peut aussi adopter l’approche inverse et commencer l’e´tude par un
syste`me classique. En introduisant une dynamique locale de type Langevin, on aboutit a` un
Hamiltonien quantique de type RK. Cette analogie ne tient pas pour les syste`mes de fermions
car les taux de transition de l’e´quation maˆıtresse ne sont alors plus tous positifs.
2.1.1 The stochastic matrix approach
From quantum mechanics to classical dynamics.
The generalized Rohksar Kivelson Hamiltonian provided a first example of what we will
call a ”Frobenius Hamiltonian”, in the sense that it follows the Perron-Frobenius theorem. As
we saw, the ground state of the Hamiltonian is closely connected to the partition function of a
classical system of the same dimension. We would like to develop this analogy here and try to
extend it to models which do not necessarily fulfil the Frobenius conditions. The discussion will
be rather formal for the moment. We will then discuss physical examples in the forthcoming
sections.
Consider a Hamiltonian Hˆ and the Schro¨dinger equation :
i
d
dt
|Ψ〉 = Hˆ|Ψ〉. (2.1)
We will suppose this Hamiltonian has a non-degenerate ground state |Ψ0〉. We shift the lowest
eigenvalue so that |Ψ0〉 is annihilated by Hˆ :
Hˆ|Ψ0〉 = 0 (2.2)
Hˆ|Ψn〉 = εn|Ψn〉 εn ≥ 0. (2.3)
We suppose the Hilbert space to be countable and consider one given basis {|C〉}. To make the
connection with the preceding discussion on the dimer models, we will write the decomposition
of the GS in this basis as :
|Ψ0〉 = 1√
Z
∑
C
e−
EC
2 |C〉 EC ∈ C. (2.4)
In the case of the dimers, EC ∈ R and we can interpret the normalization factor Z as the
partition function of an equilibrium distribution. As a matter of fact, this analogy can be
completed by performing the similarity transformation :
Wˆ = −QHˆQ−1, (2.5)
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where Q is a diagonal matrix with QCC′ = e−
E∗C
2 δCC′ . We also introduce the vector |P 〉 = Q|Ψ〉.
When going to imaginary time τ = it, the Schro¨dinger equation reads :
d
dτ
|P 〉 = Wˆ |P 〉. (2.6)
For now, we will skip the quantum notations and write simply |P 〉 = P as a classical vector.
The similarity transformation has been judiciously chosen so that :
∑
C
WCC′ = −
(∑
C
e−
E∗C
2 HCC′
)
e−
E∗C′
2 = 0. (2.7)
Equation (2.6) can be rewritten again :
d
dτ
PC =
∑
C ,=C′
(WCC′PC′ −WC′CPC) . (2.8)
One recognizes the standard form of a master equation. Of course, the stationary vector is given
by : ∑
C′
WCC′P0C′ =
∑
C′ ,=C
(WCC′P0C′ −WC′CP0C) = 0, ∀C (2.9)
with
P0 = Q|Ψ0〉 = 1√
Z
∑
C
e−.(EC)|C〉 ∈ R. (2.10)
To finish, we analyze the ”detailed balance” condition :
WCC′P0C′ −WC′CP0C = 0 ⇐⇒
e−
E∗C
2 HCC′e
E∗C′−EC′
2 −HC′Ce−
E∗C′
2 e
E∗C−EC
2 = 0 ⇐⇒
e2i argHCC′ = e2i/(EC′−EC) ⇐⇒
argHCC′ = 9 (EC′ − EC) [pi] ∀(C, C ′). (2.11)
Frobenius-like systems
Not necessarily do the equations (2.8),(2.9) and (2.11) retain a probabilistic interpretation
since in general both P and Wˆ have complex elements. However, there is a sufficient condition
for which this analogy is valid. In fact, when all the off diagonal elements are real and negative :
HC ,=C′ ≤ 0, (2.12)
the Perron Frobenius theorem tells us that the ground state wavefunction is positive in the
basis {|C〉} and so all EC ∈ R. Then, the matrix Wˆ has all the nice properties of a stochastic
matrix :
WC ,=C′ ≥ 0 ∀(C, C ′) (2.13)∑
C
WCC′ = 0 ∀C′. (2.14)
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The first equation illustrates that WC ,=C′ are transition rate probabilities and hence are posi-
tive. From the second ensues the conservation of the probabilities through time. Moreover, the
detailed balance condition holds since argHCC′ = 9 (EC′ − EC) = 0. In this perspective, the
ground state corresponds to the equilibrium distribution of the master equation (2.8) which
satisfies the detailed balance. The solutions of Eq. (2.8) can be interpreted as probabilities at
any time given that they are probabilities initially. They are of the form :
PC(τ) =
∑
n
ane
−|λn|τψR,nC , (2.15)
and relax to the Boltzmann distribution as τ → ∞. ψnR are the right eigenvectors of the
stochastic matrix, λn are the eigenvalues. Introducing also the left eigenvectors ψnL, the matrix
Wˆ reads :
WCC′ =
∑
n
λnψ
L,n
C ψ
R,n
C . (2.16)
By looking at the similarity transformation (2.5), we can make the one-to-one correspondence
[34] :
λn = −εn (2.17)
ψR,nC = e
−EC2 〈C|εn〉 (2.18)
ψL,nC = e
EC
2 〈εn|C〉. (2.19)
Thus, given a quantum Hamiltonian respecting the condition (2.12), we can deduce a classical
stochastic system for which :
– The equilibrium distribution is given by the normalization factor of the ground state.
– The relaxation rates are the opposite of the energy eigenvalues.
– The eigenfunctions are directly related to the eigenstates of the Hamiltonian.
In the special case of the original Rokhsar Kivelson at its RK point, Hamiltonian and stochastic
matrix are proportional and their eigenfunctions are identical. Two useful corollaries result from
this picture. First, as already said, the expectation value of a diagonal operator in the quantum
basis is equal to its thermal counterpart. If the classical system undergoes a phase transition,
so will its quantum analogue. In the same manner, equal time correlation functions, quantum
and classical, will share the same behavior.
Furthermore, one can prove that the correlations of the classical system at different times
are equal to the dynamic correlations of the quantum system in imaginary time [80]. Indeed,
classically, the dynamic correlation function between two observables A and B is defined as :
〈A(τ)B(0)〉classical =
∑
CC′
ACP (C, τ |C′, 0)BC′P0C′ , (2.20)
where P (C, τ |C′, 0) is the conditional probability that, the system being in configuration C′ at
initial time,it is in configuration C at time τ . This reads :
P (C, τ |C′, 0) =
∑
n
ane
−|λn|τψR,nC , (2.21)
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with :
1 =
∑
n
anψ
R,n
C′ . (2.22)
Given the orthogonality condition on the eigenstates, we get :
P (C, τ |C ′, 0) =
∑
n
e−|λn|τψL,nC′ ψ
R,n
C . (2.23)
Finally, the dynamic correlation function reads :
〈A(τ)B(0)〉classical =
∑
n
e−|λn|τ A¯nB¯n, (2.24)
with A¯n =
∑
C ACψ
R,n
C and similarly for B¯n.
The dynamic quantum correlation function is defined by :
〈A(t)B(0)〉 = 〈eiHˆtA(0)e−iHˆtB(0)〉. (2.25)
In imaginary time, it takes the form :
〈A(t)B(0)〉quantum = 〈Ψ0|e−HˆτA(0)eHˆτB(0)|Ψ0〉 (2.26)
=
∑
n
〈Ψ0|A(0)|εn〉〈εn|eεnτB(0)〉 (2.27)
=
∑
n
e−|λn|τ A¯nB¯n = 〈A(τ)B(0)〉classical. (2.28)
The interest of this last point is manifest for numerical computations. Calculating Monte
Carlo time correlations in the classical system, one equivalently measures the correlation func-
tions of the quantum model and can, in principle, deduce its spectrum. This has notably been
applied for QDMs on the triangular and the rectangular lattices [81, 82]. In fact, this algorithm
turns out to be a special case of the more general continuous time Diffusion Monte Carlo algo-
rithm [83], where the (quantum) Monte Carlo dynamics becomes classical if the ground state
wave function is known exactly.
From classical dynamics to quantum mechanics : Quantum field theory of the QDM
in 3+1 dimensions.
The reverse path can also be achieved : embedding a classical model with linear dynamics,
one can build a quantum Hamiltonian at its ”RK point”. The point is to construct a stochastic
matrix which is local and admits the Boltzmann distribution of the classical model as its equi-
librium distribution. Then, by performing the inverse of the similarity transformation (2.5), a
generalized Rokhsar Kivelson Hamiltonian can be obtained.
Going to the continuum, one can similarly derive quantum field theories in d + 1 dimensions
from statistical field theories in d dimensions. A well-known example of that is the interacting
dimer model on the square lattice. Its disordered phase at high temperature features algebraic
correlations whose exponent varies with the temperature. An accurate description of this phase
is given by a free gaussian field theory in 2d [84]. Now, by implementing a Langevin dynamic
for the field, one can obtain a new quantum field theory which is critical in 2 + 1 dimensions.
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This theory has the particularity of being invariant under time-independent conformal transfor-
mations of the two-dimensional space and thus displays the same features of a conformal field
theory at each time slice [33]. Let us now apply a similar procedure on the 3d interacting dimer
model of our own. We will obtain a critical field theory in 3 + 1 dimensions. For this purpose,
we will use a description of the dimers in terms of the gauge field A and restrict ourself to
the Coulomb phase. In the disordered phase, we assume the equilibrium functional to take the
form :
P0[A] =
1√
Z
∫
[DA] exp−Scla[A] |Ψ [A]〉, (2.29)
with :
Scla[A] =
K
2
∫
d3x (∇×A)2 . (2.30)
We now embed the system with a Langevin dynamics :
∂Ai (r, t)
∂t
= −K δS [A]
δAi (r, t)
+ ηi (r, t) , (2.31)
modeling the local flips of the parallel plaquettes in the original microscopic model by a random
noise. To be local, we choose η to be a purely delta correlated noise in space and time. If the
field A(r) obeys a Langevin equation, then its probability distribution P [A] will obey a Fokker
Planck equation for the probability distribution of the gauge field :
∂P [A]
∂t
=
∫
d3x
[
δ
δA(x)
(
δ
δA(x)
− δScla[A]
δA
)
P [A]
]
. (2.32)
This equation is just the continuum version of the master equation (2.6). In Fourier space, it
reads :
∂P [A˜]
∂t
=
∑
q,ij
δ
δA˜i,q
(
δ
δA˜i,−q
+K (q2δij − qiqj) A˜j,q)P [A˜]. (2.33)
The equilibrium distribution Po [A] obeys the two conditions :
∂Po[A˜]
∂t
= 0 and (2.34)(
δ
δA˜i,−q
+K (q2δij − qiqj) A˜j,q)Po[A˜] = 0. (2.35)
The first condition is the stationarity condition. The second ensures that we are well at equili-
brium (zero fluxes). We now introduce Ψ= P
P
1/2
o
and perform the (inverse) similarity transfor-
mation which transforms the Fokker Planck equation into its Schro¨dinger form :
∂Ψ
∂t
= −ĤΨ (2.36)
Ĥ =
∑
q ,=0
∑
i
(
− δ
δA˜i,q
+
K
2
(
q2δij − qiqj
)
A˜j,−q
)
(2.37)
×
(
δ
δA˜i,−q
+
K
2
(
q2δij − qiqj
)
A˜j,q
)
. (2.38)
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which reads in real space :
H =
∫
d3x
[
− δ
δAi (x)
+
K
2
OijAj (x)
]
×
[
δ
δAi (x)
+
K
2
OijAj (x)
]
.
with Oij the transverse operator : Oij = −∆δij + ∂i∂j. Quantifying the system by imposing the
usual canonical commutation relations :[
Aˆi(x), pˆij (y)
]
= iδ(x− y)δij,
we obtain the quantum Hamiltonian :
Hˆ =
∫
d3x
(
pˆi2i +
(K
2
)2 (
OijAˆj
)2)
,
and the 3+1 action simply reads :
S3+1 =
∫
d4x
(
A˙2 −
(K
2
)2
(∇×∇×A)2
)
. (2.39)
Let us discuss a little bit this action. First, since there is no mass term, this theory is critical
and reproduces well the equal-time correlations of the dimer model :
〈Bα(r, t)Bβ(r, t)〉 = 4piK
3rαrβ − δαβr2
r5
. (2.40)
Secondly, we see that there is no penalty for an overall magnetic flux across the system (
∫
LB ·
dl $= 0). In the gauge field point of view, the winding numbers distinguishing the topological
sectors of the dimer model are equivalent to the net flux of the magnetic field through the three
surfaces Sx = LyLz ,Sy = LxLz and Sz = LxLy. For instance, the staggered states on the cube
corresponds to topological sectors where the flux in one direction can be maximal. In contrast,
the columnar states correspond to vanishing fluxes in every direction. The fact that the action
does not contain a term proportional to B reflects the topological degeneracy of bipartite RK
points. This motivates the following modification of (2.39) to describe the system near its RK
point [85] :
S3+1 =
∫
d4x
(
A˙2 + r(∇×A)2 − u (∇×∇×A)2
)
. (2.41)
Here r controls the phase transition. On a crude level, when r $= 0 we can neglect the fourth
derivative term compared to the laplacian. Then, if r > 0, the action favors configurations with
a non-zero magnetic flux, and hence the staggered configurations. If r < 0, such configurations
will be penalized and the topological sectors with zero fluxes will be preferred. At r = 0, we find
the RK point. The first studies of the QDM on the cubic lattice are in qualitative agreement
with this simple picture. Numerics reveal also the presence of a spin liquid close to the RK
point [85, 39]. Its characteristics are a gapless spectrum, an algebraic decay of dimer-dimer
correlations but no topological degeneracy. This phase, corresponding to r ! 0, is dubbed
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as the Coulomb liquid. The disparity between the Coulomb liquid and the RK point is most
striking in terms of deconfinement of monomers. In the microscopic dimer model, a monomer
is a defect, a site which violates the hard-core constraint. In terms of the magnetic variables,
it corresponds to a magnetic monopole. The density of monopoles ρ contributes to a magnetic
flux : ∫
Σ
d2xB · dS =
∫
V
d3xρ(r). (2.42)
The presence of monopoles implies that the gauge field A is compact so we can continue to
write :
∇ ·B = ρ (2.43)
B =
1
2pi
∇×A, (2.44)
but A is now defined modulo 2pi. The solution of this equation is given by :
B(r) =
∫
d3r′ρ(r′)
r− r′
|r− r′|3 . (2.45)
We can now understand the deconfinement of the monomers at the RK point. If r $= 0, the
action (2.41) reads in terms of the monopole density :
S ∼
∫
d3r B2 =
∫
d3rd3r′
ρ(r)ρ(r′)
|r− r′| . (2.46)
Thus, the monomers still interact via an attractive long range force. On the contrary, at the
RK point we get :
SRK ∼
∫
d3r (∇×B)2 =
∫
d3r′d3rρ(r)ρ(r′)δ(r− r′), (2.47)
so the interaction is short range. At a certain distance, there is no more attractive interaction
forcing the monomers to be bound by pairs and they can propagate as free particles. Thus, RK
point and Coulomb liquid are different in nature when considering monomers. That should be
contrasted with the case of non-bipartite lattices where the RK point is an end-point of the
liquid phase [20]. Finally, note that if we had led the same kind of analysis in 2d, we would have
found complete confinement of monomers out of the RK point, with an interaction growing
logarithmically with the distance.
Non-Frobenius like systems
Looking for some probabilistic interpretation of the Schro¨dinger equation (2.1) when the
Hamiltonian does not fulfill the Frobenius condition (2.12), we can repeat the steps of the
preceding section and end up again with a master equation. Unfortunately, the stochastic
matrix elements WC ,=C′ are not necessarily positive anymore and thus cannot be interpreted
as transition rates. There is another major difference between the Frobenius and the Non-
Frobenius case. In the beginning of our procedure, we supposed |Ψ〉 to be a priori the ground
state. Suppose now that Hˆ annihilates |Ψ〉 but that we don’t know if this is the ground state
or an excited state. The Hamiltonian can still be written :
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Hˆ = −
∑
C ,=C′
HCC′
(
ΨC′
ΨC
|C〉〈C|+ ΨC
ΨC′
|C ′〉〈C′|− |C〉〈C ′|−|C ′〉〈C|
)
, (2.48)
assuming that noΨ C vanishes. Under which conditions is |Ψ〉 the ground state ? For the Fro-
benius case, It is simply that :
ΨC > 0 ∀C. (2.49)
If |Ψ〉 does not fulfill this condition, |Ψ〉 is an excited state. But when the HCC′ are positive
or negative (or even complex), we have no criteria to make sure that |Ψ〉 is indeed the ground
state ! This raises the interesting issue of searching for conditions analogous to (2.49) in the case
of a complicated sign structure for theHCC′ . It is a fundamental question in Quantum Mechanics
if one thinks that many problems in Condensed Matter cannot reduce to the Frobenius case.
In this chapter, we will focus on this question and try to shed a new light on the subject.
2.1.2 The groundstatability problem
First, we address the problem of groundstatability of a wavefunction. Behind this barba-
ric word of our own, emerges the issue of finding the conditions for a wavefunction to be the
ground state of a given Hamiltonian [86]. Of course, we do not search for an answer when the
Hamiltonian is fully defined ; that would be equivalent to look for the solution of the Schro¨din-
ger equation. In our approach, we specify only the off-diagonal elements of the Hamiltonian.
Think that in the vast majority of many-body problems, it is the kinetic energy part of the
quantum Hamiltonian that is best known microscopically, and it is the detailed form of the
interactions between the particles, the potential energy term, that is harder to determine from
first principles. A paradigmatic example is the case of high temperature superconductors : while
a tight-binding model captures the kinetic term, it is not clear that there is superconductivity
with only an onsite repulsion and thus, that the problem is accurately described by the Hub-
bard model alone. Fixing the off-diagonal elements, we ask if a particular wavefunction can be
the ground state. The problem reduces then to find all the requirements on the wavefunction
for this to be true. As we will see, the form of the diagonal elements of the Hamiltonian derives
uniquely from these requirements.
We will present this approach by starting with a single degree of freedom and then gradually
turn on to the many-body problem. We hold on the generic case of interacting fermions for the
forthcoming section.
Groundstatability of a single degree of freedom
Let us first deal with a very simple example : the case of a single spin-1/2 degree of freedom.
Consider a Hamiltonian of the form :
Hˆ = −σˆx + Vˆα, (2.50)
where σˆx is the usual spin-flip operator and Vˆα is a diagonal operator in the {|↑〉, |↓〉} basis. Here,
we will not specify Vˆα and try to diagonalize Hˆ ; instead , we will consider the wavefunction :
|Ψα〉 = 1√
2(1 + α2)
[(1− α) |↑〉+ (1 + α) |↓〉] , (2.51)
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and ask what is the condition on α so that |Ψα〉 is the ground state of Hˆ, for some proper choice
of Vˆα (we will suppose that α ∈ R). To answer that question, the first step is to make |Ψα〉 an
eigenstate of Hˆ by imposing Hˆ|Ψα〉 = 0 (so that |Ψα〉 is an eigenstate of Hˆ with energy zero).
The expression of Vˆα follows immediately and we can rewrite Hˆ in a matrix form as :
Hˆ =
( 1+α
1−α −1
−1 1−α1+α
)
. (2.52)
The two eigenvalues of this problem are :
λ1 = 0
λ2 =
1 + α
1− α +
1− α
1 + α
.
Now, it is easy to see that |Ψα〉 will be the ground state of Hˆ if and only if |α| < 1 (i.e. if the
wavefunction elements are all positive). We will say that |Ψα〉 is groundstatable for |α| < 1. On
the contrary, when |α| > 1, |Ψα〉 is an excited state of the problem and no longer groundsta-
table. At the boundary between the two cases, one component of the wavefunction vanishes at
α = ±1. Then, the potential energy blows up and the eigenvalue λ2 goes from +∞ to −∞.
Thus, at this point, the Hamiltonian is ill-defined. A fundamental thing to note is that the
property of groundstatability for a given wavefunction is directly related to the kinetic energy
operator we consider. Had we chosen a different operator, we would have reached a different
conclusion on α. The point is that once this operator is fixed, the problem is uniquely defined.
So, if we summary the resolution of the single spin problem :
– First, the wavefunction is made an eigenstate by imposing Hˆ|Ψ〉 = 0. This later deter-
mines the choice of the diagonal operator Vˆ .
– The parameter space appears to be divided into regions where the wavefunction is the
ground state, and others where it cannot be.
– The separation is marked by a singularity in the Hamiltonian.
2.1.3 Groundstatability in many-body physics
Let us generalize now to a finite dimensional hermitian matrix. Take a Hamiltonian HC,C′ ,
where C,C ′ index the states in the dH-dimensional Hilbert space, for example the spatial
configurations of particles on a finite lattice. Suppose that the off-diagonal elements HC ,=C′ are
known, and one wants to determine if the vector (state) with componentsΨ C can be the ground
state if the matrix elements in the diagonal are properly picked. There are two steps in the
problem : the first is trivial, to make |Ψ〉 an eigenstate, and the second is the problem we pose,
whether it can be the ground state.
We start by determining the diagonal elements from the condition that |Ψ〉 is an eigenstate.
For simplicity, we shift again the eigenvalue λΨ to zero, and solve for the dH variables HCC in
the diagonal : ∑
C′
HCC′ ΨC′ = 0 ⇒ HCC = −
∑
C′ ,=C
HCC′
ΨC′
ΨC
, (2.53)
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so the Hamiltonian can be written as
Hˆ = −1
2
∑
C ,=C′
HCC′
[ΨC′
ΨC
|C〉〈C|+ ΨC
ΨC′
|C ′〉〈C ′| (2.54)
−|C〉〈C ′|−| C ′〉〈C|
]
,
The problem of groundstatability is that it is not guaranteed, with the Hamiltonian HCC′
now determined, that |Ψ〉 is the ground state, and not an excited state. What are the conditions
on the vector componentsΨ C for it to be the ground state ? If the off-diagonal matrix elements
are all non-positive, the condition of groundstatability in this case is thatΨ C > 0, ∀C. This
is the case of matrix Hamiltonians for bosonic systems, and the strictly negative or zero off-
diagonal elements is related to the absence of a sign-problem in the Hamiltonian. The problem of
the single spin 1/2 mentioned in the introduction falls in this category. One can also think of the
RK Hamiltonians for (t, v) ≥ 0 in dimer models, and the AKLT Hamiltonians in spin chains [87].
If some off-diagonal elements of the Hamiltonian are non positive, we lack any general theorem
to conclude on the groundstatability of the wavefunction. Sometimes, it is possible to find a
gauge transformation to come back to the simpler case with all strictly negative or zero off-
diagonal elements ; this happens for some spin models, like the antiferromagnetic Heisenberg
Hamiltonian, where the sign structure of the ground state is given by the Marshall rule [88].
However, in fermionic problems and some frustrated magnets, the problem remains unsolved.
Hamiltonians with a separable form
As an illustrative example, let us present a class of models where the question of groundsta-
tability can be completely and analytically answered even in the absence of a Marshall-like rule.
The problem of groundstatability is defined for a given choice of kinetic energy operator, and
we will choose here the off-diagonal elements of the Hamiltonian to be separable into products
of wC , wC′ ∈ R :
H(±)C ,=C′ = ±wCwC′ . (2.55)
The kinetic energy is thus specified by the choice of a dH-dimensional vector |w〉. The trouble
with these models is that they are highly non local since the basis elements of the Hilbert
space are all connected to one another. However, they are interesting because they illustrate
the fundamental difference between the presence/absence of a sign problem in the system ;
essentially, the parameter space can be separated into disconnected groundstatable regions in
the (+) case, whereas in the (−) case the groundstatable region is just made of a single block.
Let us consider the two possibilities : H(+)C ,=C′ = +wCwC′ or H
(−)
C ,=C′ = −wCwC′ . Now, given a
vectorΨ C , we construct the diagonal elements according to Eq. (2.53) so thatΨ C is an eigen-
vector with eigenvalue zero. The Schro¨dinger equation for any eigenstate |ψλ〉 = ∑C ψλC |C〉
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with energy λ reads :
Hˆ|ψλ〉 = λ|ψλ〉
±
∑
C′ ,=C
wCwC′ ψ
λ
C′ =
(
λ±
∑
C′ ,=C
wCwC′
ΨC′
ΨC
)
ψλC
±
∑
C′
wCwC′ ψ
λ
C′ =
(
λ±
∑
C′
wCwC′
ΨC′
ΨC
)
ψλC
wC(
λ±∑C′ wCwC′ ΨC′ΨC )
∑
C′
wC′ ψ
λ
C′ = ±ψλC .
and it is then straightforward to show that all eigenvalues λ are solutions of the equation :
f±(λ) =
∑
C
w2C
λ± (∑C′ wC′ΨC′)wC/ΨC . = ±1. (2.56)
λ = 0 is indeed, by construction, a solution. The state |Ψ〉 is the ground state if all other
solutions of Eq. (2.56) are positive.
0
λ
-1
0f
( - ) case
0
λ
1
0
( + ) case
Fig. 2.1 – (color online) Solutions of the Schro¨dinger equation (2.56) (circles) for a three
dimensional Hilbert space when λ = 0 is the ground state energy. Notice the positions of the
poles with respect to zero in the two cases.
Case (-) The solutions of f−(λ) = −1 satisfy λ ≥ 0 if all poles of the function f−(λ) are
positive (see figure 2.1 Left). That implies the strict relation between the signs of groundstatable
vectorΨ C and those of |w〉 :
ΨC = sgn(wC) |ΨC |. (2.57)
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This is a simple example of a Marshall sign rule. In this case, the signs of the wC ’s can be
gauged away by the transformation :
|C〉 → sgn(wC) |C〉. (2.58)
In this new basis, the Hamiltonian elements obey the Perron-Frobenius condition :
HC ,=C′ → H˜C ,=C′ = −|wC ||w′C |, (2.59)
and the ground state wavefunction has the simplest sign structure :
ΨC → Ψ˜C = |ΨC | > 0. (2.60)
Let us remark that, although the Heisenberg Hamiltonian has not a separable form, it is a
very similar gauge transformation which is employed to prove that the exact ground state on
the square lattice has a sign structure defined by the Marshall sign [89]. As a matter of fact,
Quantum Monte Carlo simulations on the square lattice are not spoiled by the sign problem,
contrary to many frustrated spin models, where such a rule is missing.
Case (+) The solutions of f+(λ) = +1 satisfy λ ≥ 0 if one and only one of the poles of
the function f+(λ) is negative (see Figure 2.1 Right). This leads to dH distinct sectors in the
Hilbert space, each sector corresponding to the choice of which of the dH poles is selected to
be the negative one. More explicitly, the condition on the poles is equivalent, forΨ C $= 0, to :
wC¯ΨC¯/(
∑
C′
wC′ΨC′) > 0 for C¯ (2.61)
wCΨC/(
∑
C′
wC′ΨC′) < 0 for C $= C¯. (2.62)
Each of these inequalities split the Hilbert space into two pieces via a hyperplane, and the dH
conditions lead to a simplex, and the choices of the C¯ to dH such simplexes. For instance, we
compared the situation between H(−)C ,=C′ = −1 and H(+)C ,=C′ = +1 in a three dimensional space.
On Fig. 2.2 is shown a section of the parameter space (Ψ1,Ψ2,Ψ3 = 1). The regions where
|Ψ〉 is the ground state are depicted in red. In the (+) case, there is one single groundstatable
region. By contrast, the (−) case presents three triangles sharing corners.
In most of the cases, the edges of the simplexes correspond to the cancellation of one of the
ΨC in the wavefunction. Indeed, coming from a groundstatable region, if one componentΨ C
changes sign, the inequalities (2.61 and 2.62) are violated. On the edge,Ψ C = 0, the associated
diagonal element HCC is infinite [see Eq. (2.53)] and one of the positive eigenvalues diverges
towards +∞ and reappears at −∞. Another edge is given by the equation∑wCΨC = 0. In this
case, the whole hamiltonian is reduced to the projector Hˆ = |w〉〈w| (this corresponds to the
diagonal line on Fig. 2.2) and there are only two eigenvalues : 0 and 1. From this point of view,
boundaries between groundstatable and non-groundstatable either corresponds to ill-defined
Hamiltonians or to highly degenerate problems, the first case being the most common one.
The sign problem for fermions.
Fermionic systems are intrinsically plagued by the sign problem. Think that the tight binding
model :
Hˆ = −t
∑
<ij>
c†icj + h.c, (2.63)
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1 Ψ1
Ψ2 Ψ2( − ) (+)
−1
+1
0
Ψ
0
Fig. 2.2 – Examples of the domains where a wavefunction |Ψ〉 = (Ψ1,Ψ2,Ψ3) is groundsta-
table : we fixΨ 3 = 1, and show the regions in the (Ψ1,Ψ2) plane where the wavefunctions are
groundstatable. (−) H(−)C ,=C′ = −1 (Frobenius case) and (+) H(+)C ,=C′ = +1 (non-Frobenius case),
for C,C ′ = 1, 2, 3.
where c†i stands for the creation operator of a spinless fermion, and < . > denotes nearest-
neighbor hopping, one of the most usual (and simple) models in Condensed Matter theory,
cannot be simulated by Quantum Monte Carlo ! This is so because the fermions anticommute,
whatever the relative distance between them :{
ci, c
†
j
}
= δij. (2.64)
In fact, although the Hamiltonian looks perfectly local, the off-diagonal elements of (2.63)
depend on the position of all the fermions, and not only on the fermion which hops. To see
this, remember that when defining a basis for a Hilbert space of fermions, a convention of sign
must be chosen for the configuration basis and one must stick with this convention whatever
happens. Consider for instance the 4×4 lattice with 5 (spinless) fermions represented on figure
2.3. We choose a convention of sign by putting numbers on the sites and ordering the fermions
by decreasing site numbers. In Fock space, the first configuration reads :
|C1〉 = c†18c†14c†5c†3c†1|0〉. (2.65)
Suppose now we hop the electron from site 3 to site 8. We obtain :
Tˆ8→3|C1〉 = c†18c†14c†5c†8c†1|0〉 = −|C2〉. (2.66)
The minus sign is due to the presence of a fermion on site 5. If it wasn’t there, 〈C2|Tˆ |C1〉 would
be positive. Thus, even in a system without interactions, fermions still ”feel” the presence of
each other, non regarding of the distance between them.
One can understand this result from another point of view. In 1d, there exists a transfor-
mation, called Jordan-Wigner, which maps the fermionic tight-binding model (2.63) to a local
Heisenberg model [90]. If one tries to perform the same transformation in two dimensions, the
resulting spin Hamiltonian is highly non-local, with strings of spin operators meddling the local
couplings. Alternatively, one could say that fermions are always ”frustrated” in 2d. The 1d case
is special because since fermions cannot stand on the same site, local hoppings cannot change
the fermions ordering in the wavefunction and there is no sign problem.
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Fig. 2.3 – Two fermionic configurations differing by the local hop of one electron.
Finally, to come back to the groundstatability problem, we expect that the feature we
encountered in the separable case study should remain : generically the set of groundstatable
wavefunctions within the Hilbert space is largely fragmented into regions. In the case of the
example, there are order dH , the dimension of the Hilbert space, regions. This is to be contrasted
to the case where there is no fermion sign problem, where there is one single region. This
fragmentation of the groundstatable set should be a generic feature of systems with fermionic
sign problems. Moreover, we also expect the diagonal part of the Hamiltonian to abruptly
change form when it leaves a groundstatable region and to become singular at the boundary
(the edges of the simplexes). These abrupt changes in the Hamiltonian can be used as telltales
that the wavefunction, as function of some parameter, exits a groundstatable region.
It is important to point out that, within a given groundstatable region, many phases of matter
can exist. Order parameters computed from a groundstatable wavefunction can be used to
classify the phases. The groundstatable regions thus do not delimit single phases ; what they do
demarcate are the regions where a wavefunction can possibly correspond to a state of matter,
for a fixed kinetic energy term in the Hamiltonian. As an example, think of the quantum Ising
chain in a transverse field. The model undergoes a phase transition from a ferromagnetic phase
to a paramagnetic phase for a critical value of the field hC . It is well known that this model
can be mapped to a fermionic Hamiltonian with a Jordan-Wigner transformation. Using a
Bogoliubov transformation, it can be written as a Hamiltonian of free particles with energy
Ek > 0. Thus, in both phases, the ground state is the vacuum, while creating particles means
visiting excited states. At the critical point, the particle spectrum becomes gapless but the
energy levels do not cross. The groundstatability of the vacuum is not altered although the
system sustains a phase transition.
2.2 Fermionic wavefunctions
Nous pre´sentons dans ce chapitre les fonctions d’ondes fermioniques pour lesquelles nous al-
lons mener notre e´tude. La plupart sont obtenues par une approche champ moyen du mode`le de
Hubbard, les plus connues e´tant la fonction d’onde supraconductrice BCS et l’onde de densite´ de
spin (spin density wave SDW). Apre`s avoir rappele´ brie`vement comment ces fonctions de´coulent
du Hamiltonien du Hubbard, nous analysons leurs proprie´te´s. La repre´sentation de ces fonctions
d’onde dans l’espace de configuration spatial des fermions est de´termine´e et ge´ne´ralise´e. Enfin,
nous rappelons la physique des fonctions d’onde projete´es et leur inte´reˆts pour mode´liser les
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syste`mes de fermions fortement corre´le´s.
2.2.1 From the Hubbard model
The Hubbard model is, with the Heisenberg Hamiltonian, the masterpiece of modern Conden-
sed Matter Theory. Its apparent simplicity should be contrasted with the fact that many of
its properties are still wildly debated. The ground state is assumed to be complicate. In most
cases, its analytical form is unknown, with the remarkable exception of the one dimensional
case. There, the ground state correlations and excitations have been understood using several
methods such as the Bethe Ansatz, Bosonization or the perturbative renormalization group.
However, many of these techniques are specialized to one dimension. From now on, the compre-
hension of the Hubbard model in two and three dimensions relies on a combination of controlled
approximation schemes and numerical results extrapolated to large system sizes. The Hubbard
model properties are explained in specific parameter regimes. Let us review briefly some of the
basics. The one band Hubbard model consists of two terms :
Hˆ = −t
∑
<rr′>
c†rσcr′σ + h.c+ U
∑
r
nr↑nr↓, (2.67)
where crσ is a fermionic annihilation operator at site r with σ =↑, ↓ and nrσ = c†rσcrσ is the
occupation number. The first term is a nearest-neighbor hopping which allows fermions to
move on the lattice. The second term is an on-site repulsion between fermions with opposite
spins. The Hubbard model can be derived as an effective limit of a more realistic model with
Coulomb interactions between fermions [89]. It depends on the ratio t/U but also on the density
of particles and temperature. Two extreme limits are well understood.
The tight-binding model : t >> U In the case where the repulsion is weak compared to
the fermion hopping, one essentially recovers the physics of a tight-binding model where the
particles move freely on the lattice. The ground state is given by a band structure, depending
on the geometry of the lattice, where one fills the band from the bottom with fermions. The
limit separating the empty states of the band from the full states is called the Fermi Surface
(FS) and is solely a function of the density at zero temperature. The associated momentum is
the Fermi momentum kF . The ground state can be written as :
|Ψt−b〉 =
∏
k
ϕt−bk c
†
k↑c
†
−k↓|0〉, (2.68)
with :
ϕt−bk = 1 k ∈ FS
= 0 k /∈ FS.
The energy of this state is given by :
Et−b = −2t
∑
k∈FS
εk = −2t
∑
k∈FS
(cos(kx) + cos(ky)) . (2.69)
From this picture is constructed the essential notions of band theory. In a real compound,
several bands, created from the different atomic energy levels, coexist. If all the bands are
either totally full or totally empty, the material is said to be a band insulator. Conversely, if
one band is not completely full, it is a conductor.
73
CHAPITRE 2. GROUNDSTATABILITY OF FERMIONIC WAVEFUNCTIONS.
Fig. 2.4 – Two fermion configurations with a virtual hopping. The antiferromagnetic configu-
ration favors the most virtual hopping and thence is stabilized by the kinetic energy.
The large U limit : U >> t Suppose now that the repulsion U is large and consider
the situation at half-filling. The Hilbert space can be divided into two sectors : the lattice
configurations having only singly occupied sites and the others containing doubly occupied
sites, the latter being highly penalized energetically. Starting from the lowest energy sector,
any displacement of charge is very costly in energy since it creates a double occupancy. Thus,
the charge degrees of freedom are completely frozen in the system. This is a simple illustration of
a Mott insulator. However, when taking the kinetic term into account, not all the configurations
in the lowest energy sector are equivalent. Imagine for instance, the process of hopping twice
the same fermion like in figure 2.4. Such a process is called virtual hopping because it virtually
costs no energy : the energy lost when forming the double occupancy is regained in the second
step when returning back to the original configuration. By doing so, the system also gains
some kinetic energy. The antiferromagnetic states are the configurations which maximize this
kinetic contribution. In fact, applying second order perturbation theory in power of t/U on the
Hubbard model (2.67), one recovers the antiferromagnetic Heisenberg model :
Hˆ =
4t2
U
∑
<i,j>
Si · Sj. (2.70)
At half-filling and large U , it is thus expected that the Hubbard model displays some Ne´el
order. At other fillings, there are low-energy spin and charge excitations which are governed by
the t− J model :
Hˆ = −t
∑
<rr′>
c†rσcr′σ + h.c+ J
∑
<i,j>
Si · Sj. (2.71)
The Variational Quantum Monte Carlo method
A first step towards the understanding of a quantum Hamiltonian is to search for its ground
state. In the absence of an exact solution, a judicial choice of a family of variational states
|Ψ{α}〉, where {α} is a set of variational parameters, can be fruitful. The variational theorem
states that :
〈Ψ{α}|Hˆ〉|Ψ{α}〉
〈Ψ{α}|Ψ{α}〉 = E{α} ≥ E0, (2.72)
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where E0 is the exact ground state energy. A systematic improvement of the ground state energy
and wavefunction can be achieved by minimizing the left-hand side of (2.72) with respect to ever
larger families of variational states. The variational approach is conceptually straightforward
and numerically easy to hand with. In fact, the energy E{α} can be measured by Classical
Monte Carlo simulations, hence avoiding the sign problem that curses the Quantum Monte
Carlo methods. On the other hand, the variational approach for the ground state may be
grossly misleading for several reasons. First, since the energy is mostly sensitive to short-range
correlations, the long-range correlations are generally missed out. Secondly, one should never
forget that the variational method provides at best a lower bound to the ground state energy.
Now, it can be that d−wave superconductors minimizes well the energy of the Hubbard model
with respect to a broad family of states, but this does not guarantee that the real ground state
does contain superconductivity at all [91, 92]. VMC is mainly useful to compare between states
with different physics. One can rule out that a state should be preferred from another because
it has a lower energy. In the following, we present several variational wavefunctions used in the
study of the Hubbard model, starting with mean field solutions.
2.2.2 Mean Field Solutions
The spin-density wavefunction
Let us briefly remind how one derives the SDW wavefunction from a mean-field analysis of
the repulsive Hubbard model. When U is large, it is expected that the wavefunction displays
antiferromagnetism at half-filling. So, it seems reasonable to search for a mean-field solution
that favors a magnetically ordered state. The Hubbard model (2.67) is SU(2) invariant. That
can be made explicit by rewriting the Hamiltonian in the following way :
Hˆ = −t
∑
<rr′>
c†rσcr′σ + h.c−
2U
3
∑
r
S2r, (2.73)
where Sr =
1
2c
†
rστσσ′crσ′ is the value of the spin at site r and τ are the usual Pauli matrices. We
will here search for a mean field solution with antiferromagnetic order :
〈Sr〉 = −3U
4
M0 cos(q · r), (2.74)
with q = (pi,pi ). Using the basic mean-field approximation which neglects the fluctuations
around the ground state, the second term in (2.73) is reduced to :
−2U
3
∑
r
S2r ∼M0 ·
∑
r
Sre
iqr. (2.75)
We now go to Fourier space in order to diagonalize the Hamiltonian. In our case of interest, we
will consider M0 along the zˆ direction. That is particularly simple because the two spin sectors
of the Hamiltonian decouple :
Hˆ =
∫ ′
Ψ†k,↑H↑kΨk,↑ +Ψ†k,↓H↓kΨk,↓ (2.76)
Hσk = Ek
(
cos 2θk σ sin 2θk
σ sin 2θk − cos 2θk
)
Ψkσ =
(
ck,σ
ck+q,σ
)
, (2.77)
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where the integral has been limited to the upper half of the Brillouin zone and we have with
the following definitions :
cos 2θk =
εk
Ek
(2.78)
sin 2θk =
M0
2Ek
(2.79)
Ek =
√
ε2k +
M20
4
. (2.80)
The 2× 2 Hamiltonians are easily diagonalized with a Bogoliubov transformation :{
ck↑ = ukdk,↑ + vkdk+q,↑
ck+q↑ = vkdk,↑ − ukdk+q,↑ , (2.81)
{
ck↓ = ukdk,↓ − vkdk+q,↓
ck+q↓ = −vkdk,↓ − ukdk+q,↓ (2.82)
with :
uk = cos θk =
1√
2
√
1− εk√
ε2k +∆
2
AF
(2.83)
vk = sin θk =
1√
2
√
1 +
εk√
ε2k +∆
2
AF
(2.84)
and :
∆AF =
M0
2
. (2.85)
Note that these transformations preserve the spins but not the momentum of the particles. The
ground state energy reads :
EGS = −
∫
εk<0
dk
√
ε2k +
M20
4
. (2.86)
Thus, the repulsive interactions gap the (charge) spectrum. The ground state itself reads :
|SDW 〉 =
∏
εk<0
(
ukc
†
k↑ + vkc
†
k+q↑
)(
ukc
†
k↓ − vkc†k+q↓
)
|0〉. (2.87)
Properties Let us first look at < S >. It is straightforward to show that this vanishes
identically for the SDW. For the z component :
〈Sz〉 = 〈
∑
k
(nk↑ − nk↓)〉, (2.88)
which cancels at half-filling. In the same way :
〈Sx〉 = 〈
∑
k
(c†k↑ck↓ + c
†
k↓ck↑)〉 = 0, (2.89)
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since this operator does not conserve the number of same spin particles. On the contrary, the
SDW ground state has a non-zero expectation value of the staggered magnetization (it was
eventually built in this purpose) :
〈M z〉 =
∑
k
〈c†k+q↑ck↑ − c†k+q↓ck↓〉
=
(∑
k<kF
+
∑
k>kF
)
〈c†k+q↑ck↑ − c†k+q↓ck↓〉
=
∑
k<kF
〈0|
∏
p<kF
dp↑(vkd
†
k,↑ − ukd†k+q,↑)(ukdk,↑ + vkdk+q,↑)
∏
p<kF
d†p↑|0〉
− 〈0|
∏
p<kF
dp↓(−vkd†k,↓ − ukd†k+q,↓)(ukdk,↓ − vkdk+q,↓)
∏
p<kF
d†p↓|0〉
+
∑
k>kF
...
= 4
∑
k<kF
ukvk.
Because the staggered magnetization transforms as a vector under rotations, the SDW cannot
be a singlet (the latter being invariant under rotations).
The BCS wavefunction
A superconducting pairing is expected when U < 0 in the Hubbard model from a renorma-
lization group approach [93]. Assuming a non zero expectation value for the BCS coupling :
∆k = U〈ck↑ck↓〉, (2.90)
a similar mean-field derivation leads to the BCS ground state :
|BCS〉 =
∏
k
(
u˜k + v˜kc
†
k↑c
†
k↓
)
|0〉, (2.91)
with
u˜k =
1√
2
√
1 +
εk
E˜k
v˜k =
1√
2
√
1− εk
E˜k
, (2.92)
and E˜k =
√
ε2k +∆
2
k. The ground state is built from pairs of fermions with opposite spins and
momentum. There are different possibilities for choosing∆ k in (2.90) . We will mainly consider
two of them :
∆k = ∆SC s wave (2.93)
∆k = ∆SC(cos(kx)− cos(ky)) d wave. (2.94)
In the mean-field Hamiltonian,∆ k represents the gap to the excited states. It is the minimal
energy needed to break a fermions pair. d−wave superconductivity is important because it
occurs in high-Tc materials such as cuprate compounds.
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2.2.3 Other Fermionic wavefunctions of interest
Spatial representation of fermionic wavefunctions
The BCS wavefunction (2.91) was written in the grand canonical ensemble for which the
number of particles N can fluctuate. However, in numerical simulations, it is often more conve-
nient to work with a fixed number of particles. Let us examine the example of the BCS wave-
function :
|BCS〉 =
∏
k
(
u˜k + v˜kc
†
k↑c
†
k↓
)
|0〉 ∝ exp
(∑
k
ϕkc
†
k↑c−k↓
)
|0〉, (2.95)
with ϕk = v˜k/u˜k. Projecting on the state with exactly N particles yields (P = N/2 being the
number of pairs) :
|BCSN〉 ∝
(∑
k
ϕkc
†
k↑c
†
−k↓
)P
|0〉 =
∑
k1...kp
ϕk1c
†
k1↑c
†
−k1↓...ϕkpc
†
kp↑c
†
−kp↓|0〉. (2.96)
Now, we have to project the wavefunction on real space. For non-interacting fermions, particles
are just Bloch plane waves :
〈Rσi |c†kσ|0〉 = eik·R
σ
i . (2.97)
Now, if we want to write the N−body wavefunction, we have to fully anti-symmetrize respect
to the exchange of two particles. For this purpose, we can couple opposite spins into singlets
and use determinants for same spin particles :
〈
{
R↑i ,R↓j
}
|BCSN〉 ∝
∑
kl
ϕkl det[e
ikl·R↑j ] det[e−ikl·R
↓
j ]. (2.98)
Using the very definition of a determinant of a matrix A :
detA =
∑
εσ
∏
iσ(i)
Aiσ(i), (2.99)
where σ(i) is a permutation of index i, and εσ is the signature of this permutation this can be
shown to be equivalent to [94, 95, 96] :
〈{R↑i ,R↓j}|BCSN〉 =
1
A det[ϕ(R
↑
i −R↓j)], (2.100)
where ϕ(r) is the inverse Fourier transform of ϕk and A is a normalization factor. This result
can also apply to the non interacting wavefunction (2.68) with ϕt−bk . Finally, in the case of the
SDW, the one-body wavefunction reads :
〈R↑i |d†k↑|0〉 = αk↑(R↑i ) = cos θkeik·R
↑
i + sin θke
i(k+q)·R↑i (2.101)
〈R↓i |d†k↓|0〉 = αk↓(R↓i ) = cos θkeik·R
↓
i − sin θkei(k+q)·R↓i , (2.102)
which means that the two-body wavefunction is :
ϕSDW (R↑i ,R↓j) =
∑
k,εk<0
αk↑(R↑i )α−k↓(R↓j), (2.103)
and the antisymmetrized N-body wavefunction :
〈{R↑i ,R↓j}|Ψp0〉 = det[ϕSDW (R↑i ,R↓j)]. (2.104)
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Projected states
If U is very large, then we will work exclusively in the projected subspace, i.e in the subspace
with no doubly occupied sites. In this case, the trial wavefunctions have the form :
|Full.Proj.〉 =
∏
r
(1− nˆr↑nˆr↓) ||Ψ0〉, (2.105)
where |Ψ0〉 is a non projected wavefunction. But this is exactly the general form of a RVB state !
In fact, the original proposal of Anderson for high-Tc superconductivity was a RVB state with
|Ψ0〉 = |BCS〉 [10]. Earlier variational calculations showed that the Anderson wavefunction was
energetically as good as the SDW at half-filling, and even favored at low doping [95]. Later, it
proved to be an extremely accurate variational ansatz for the J1 − J2 model close to the point
of maximum frustration J2 ≥ 0.5J1 [97]. Now, the form of the two-body wavefunction (2.100)
is not restricted to the BCS states. In fact, any even function ϕ(r) is a reasonable choice for a
variational study. For instance, one can consider a state with :
ϕ(r) =
1
rl
. (2.106)
A similar state with the same two-body function ϕ(r) but with a different sign structure has
been studied before [11]. On the square lattice, if one enforces singlets to hold only between the
two sublattices, the Marshall sign rule is respected. When projecting out double occupancy,
the state develops a staggered magnetization as soon as l < 5. The choice l = 3 turns to give a
remarkable good wavefunction for the Heisenberg Hamiltonian, with the ground state energy
and spin-spin correlations in extreme accordance with results obtained by direct Quantum
Monte Carlo measurements [98].
Now, if one would like to investigate the case of large but finite U , there is no physical
reason to completely rule out double occupancy. Instead, it is interesting to consider partially
projected wavefunctions :
|Part.Proj.〉 =
∏
r
(1− αnˆr↑nˆr↓) |Ψ0〉, (2.107)
where 0 < α< 1. In the case of |Ψ0〉 = |BCS〉, Laughlin showed that this state is the
(unique) ground state of the so-called Gossamer superconductor [99]. The off-diagonal terms
in the Gossamer Hamiltonian are correlated to the occupation numbers ni,σ of sites involved
in the hopping, and the hopping is long-range (with exception of the half-filled mean-field
effective model). The potential energy of the Gossamer Hamiltonian contains both a strong
attractive interaction and an on-site repulsion between electrons [100]. It is unstable toward
antiferromagnetism and contains a very small amount of d− wave superconductivity (hence the
name ”gossamer”).
Mixed states
It is possible to use a trial wavefunction that allows for a continuous description of the
paramagnetic, antiferromagnetic and superconducting phase. T. Giamarchi and C. Lhuillier
proposed to replace the pairing of free fermions in the BCS state by the pairing of two quasi-
particles carrying the excitations of the antiferromagnetic phase [101]. This enlarged variational
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state reads :
|BCS − SDW 〉 =
∏
k
(
u˜k + v˜kd
†
k↑d
†
k↓
)
|0〉. (2.108)
Now, by varying the two parameters∆ AF and∆ SC , one can see what kind of correlations is
favored in the Hubbard phase diagram. We propose an alternative solution :
ϕx(R
↑
l ,R
↓
m) = x ϕ
s
BCS
(R↑l −R↓m) + ϕSDW(R↑l ,R↓m). (2.109)
This function depends on three parameters∆ SC , ∆AF and x. When x = 0, one recovers the
pure SDW state. For large values of x, the wavefunction reproduces a BCS state, the two limits
x = ±∞ differing by an overall sign. Although it is not obvious at first, this form also admits
a decomposition in terms of single particle wavefunctions, as we will show in the next section.
Building the many body Detϕ many-body wavefunctions from one particle wave-
functions
It is possible to generalize the results in Refs. [95, 94] and write many-body wavefunctions
(built by creating particle pairs) in terms of a determinant of a matrix built from functions
ϕ(R↑, R↓) of two variables, the positions R↑ and R↓ of up and down particles. It is actually
interesting to ask the reverse question, and find out the conditions on a function ϕ(R↑, R↓) so
that the determinant of a matrix constructed from this function corresponds to a many-body
wavefunction built by creating particles in pairs. The reason for addressing this question is
that one can then use such function ϕ(R↑, R↓) to contruct interesting many-body states where
different types of order co-exist.
We would like to determine how to write an arbitrary function ϕ(R↑, R↓) in terms of single
particle wavefunctions :
ϕ(R↑, R↓) =
∑
k
φk α
↑
k(R
↑) α↓f(k)(R
↓). . (2.110)
The positions R↑ and R↓ take values over the N lattice sites Ra, a = 1, . . . , N . We can thus
consider the function ϕ as a N ×N matrix ϕab ≡ ϕ(R↑ = Ra, R↓ = Rb). First, let’s note that
the matrices ϕ†ϕ and ϕϕ† are hermitian and thus diagonalizable :
ϕϕ† α↑λ = ελ α
↑
λ (2.111)
ϕ†ϕ α↓λ = ελ α
↓
λ. (2.112)
That the eigenvalue is common can be seen as follows :
ϕ† (ϕϕ†) α↑λ = ελ ϕ
† α↑λ (2.113)
ϕ†ϕ (ϕ† α↑λ) = ελ (ϕ
† α↑λ). (2.114)
and therefore (ϕ† α↑λ) is an eigenstate of ϕ
†ϕ with eigenvalue ελ. Indeed, we can actually pair
up the eigenvalues of ϕ†ϕ and ϕϕ† : α↓λ ∝ (ϕ† α↑λ) and α↑λ ∝ (ϕ α↓λ). More precisely, we can
write (ϕ† α↑λ) = φ
∗
λα
↓
λ and (ϕ α
↓
λ) = φλα
↑
λ, where |φλ|2 = ελ.
We can thus construct an operator ϕˆ as follows :
ϕˆ =
∑
λ
φλ |α↑λ〉〈α↓λ| (2.115)
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from which we can write back the function ϕ(R↑, R↓) by sandwiching ϕˆ between 〈R↑| and |R↓〉 :
ϕ(R↑, R↓) =
∑
λ
φλ α
↑
λ(R
↑) α↓λ
∗
(R↓) . (2.116)
What we need now is a symmetry so that α↓λ
∗
(R↓) = α↓f(λ)(R
↓) that enables us to identify
Eq. (2.110) with (2.116).
Notice that if ϕ(R↑, R↓) is a real function, and if the spectrum of ϕϕ† is non degenerate,
then its eigenvectors |α↓λ〉 are necessarily real and one has α↓λ
∗
(R↓) = α↓λ(R
↓). To get a non
trivial function f , it is important that all eigenvalues are degenerate (except maybe at some
particular point where f(λ) = λ). Suppose now that every eigenspace Eλ has dimension 2. For
each corresponding eigenvalue ελ, we can choose two real orthonormal vectors |αλ〉 and |αg(λ)〉
as a basis for Eλ. Form this, we can define a new complex basis of Eλ by :
|βλ〉 = 1√
2
(|αλ〉+ i|αg(λ)〉) (2.117)
|β∗λ〉 =
1√
2
(|αλ〉 − i|αg(λ)〉) (2.118)
This basis is orthogonal as one can check from the calculation of 〈β∗λ|βλ〉. Since |β∗λ〉 is an ei-
genvector of ϕ†ϕ, we can rename it |βf(λ)〉 with 〈βf(λ)|βλ〉 = 0. The identification of Eq. (2.110)
with (2.116) is then complete.
What do we need to make the spectrum of ϕ†ϕ degenerate ? For simplicity, let’s call the
operator ϕ†ϕ = Hˆ since it is Hermitian. Now, suppose that Hˆ commutes with the parity
operator Pˆ . This means that you can find a common basis diagonalizing simultaneously Hˆ and
Pˆ . But, this does not necessarily means that the spectrum of Hˆ is doubly degenerate (one can
think of the problem of a particle in a well where the spectrum is non degenerate and each
eigenfunction has a definite parity). What we need is a third operator Aˆ, which commutes with
Hˆ but not with Pˆ . Consider an eigenstate |v〉 common to Hˆ and Aˆ. Then :
Aˆ|v〉 = Av|v〉 (2.119)
Hˆ|v〉 = Ev|v〉 (2.120)
Consider now the state |u〉 = Pˆ |v〉. This is also an eigenstate of H with energy Ev since :
Hˆ|u〉 = HˆPˆ |v〉 = Pˆ Hˆ|v〉 = Ev|u〉 (2.121)
Now, the question is : are |u〉 and |v〉 different states ? Suppose that |u〉 is also an eigenstate of
Aˆ :
Aˆ|u〉 = Au|u〉 (2.122)
Then :
AˆPˆ |v〉 = Au|u〉 (2.123)
Pˆ Aˆ|v〉 = Av|u〉 (2.124)
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If (AˆPˆ−Pˆ Aˆ)|v〉 $= 0, then the two states are different and the spectrum of Hˆ will be degenerate.
In most cases, this should be true since [Aˆ, Pˆ ] $= 0 unless |v〉 is annihilated by the operator
[Aˆ, Pˆ ]. The latter should correspond to accidental cases.
Hence, we need an additional operator which commutes with φ†φ but not with Pˆ to be sure that
φ†φ has a degenerate spectrum. Considering the BCS and SDW wavefunctions, a correct choice
appears to be Rˆpi/2, the rotation of the lattice by pi/2. The BCS wavefunction is clearly invariant
under such an operator since it depends only on the relative distance between particles. The
SDW is also invariant under such a transformation if one looks at the form of the coefficients uk
and vk in (2.168). Thus, Rˆpi/2 commutes with φ (and with φ†φ). However, it does not commute
with Pˆ . Since the eigenstates of φ†φ depend on the positions of the down spins, we will have
in general : (
Rˆpi/2Pˆ − Pˆ Rˆpi/2
)
α↓λ $= 0
and the spectrum of φ†φ will be degenerate.
2.3 Numerical procedure
Nous nous tournons maintenant vers l’e´tude de la fondamentalisation des fonctions d’onde
fermioniques que nous venons de pre´senter. Notre proble`me est apparemment simple et bien
de´fini : pour une e´nergie cine´tique de type saut a` plus proches voisins telle que de´finie par
(2.63), nous voudrions savoir quelles sont les conditions ne´cessaires et suffisantes sur la fonction
d’onde pour qu’elle soit l’e´tat fondamental du syste`me. La partie manquante de l’Hamiltonien,
l’e´nergie potentielle, peut eˆtre facilement de´duite en imposant encore une fois que l’Hamiltonien
annihile la fonction d’onde. Sa forme ope´ratorielle peut eˆtre e´value´e nume´riquement au prix
d’approximations raisonnables. Par contre, nous ne disposons pas de crite`re analytique tel que
les conditions (2.61-2.62) du cas se´parable pour nous dire si la fonction d’onde est un e´tat excite´
ou l’e´tat fondamental de l’Hamiltonien que nous construisons. Nous verrons dans les prochaines
sections qu’un crite`re nume´rique peut nous aider a` re´pondre a` cette question.
2.3.1 Inverse Monte Carlo Method
Let us now turn into a more practical application, and show how one can implement the
procedure of finding the potential energy term for which a given fermionic many-body state
|Ψ〉 is the ground state, given a kinetic energy. We will consider specifically the case where
the kinetic energy comes from a tight-binding hopping term on a lattice, which is common in
many strongly-correlated electronic problems. We consider the case of fermions on a square
lattice, and detail below the numerical procedure used to evaluate the potential energy of the
Hamiltonian.
Expression of the potential in the configuration basis.
Shifting the ground state energy to zero, the Hamiltonian
HˆΨ = VˆΨ − t
∑
<ij>
c†iσcjσ +H.c. (2.125)
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that we seek should satisfy
HˆΨ|Ψ〉 = 0 (2.126a)
HˆΨ|λn〉 = "n|λn〉, "n ≥ 0, (2.126b)
for all eigenstates |λn〉. The i,σ label the site and the spin of the fermions, respectively. (Hereaf-
ter we set the energy scale t = 1.) The potential VˆΨ depends only on the fermionic occupation
operators niσ and is uniquely determined by the condition Eq. (2.126a) provided |Ψ〉 is ground-
statable. We will focus here on the general form of this potential, addressing the question of
groundstatability for more specific cases.
We treat this problem in the configuration basis {|C〉}, where a basis element stands for a set
of positions of the 2N fermions, say {R↑l }l=1,...,N for the up spins and {R↓m}m=1,...,N for the down
spins. The anticommutation relations between fermionic operators also require enumerating
the fermions and keeping the same ordering for each configuration. The action of the kinetic
operator Tˆ on an ordered configuration C can be understood by introducing a configuration
C˜ ′ such that HC′C ≡ 〈C ′|Tˆ |C〉 = 〈C ′|C˜ ′〉, where C ′ is another ordered configuration differing
from C by the local hopping of a single electron. If configuration C˜ ′ is correctly ordered, HCC′
is equal to −1, otherwise it is equal to +1. Thus, to determine the sign of 〈C ′|Tˆ |C〉 one has to
consider the positions of all the fermions in C and C ′.
In this study, the fermionic many-body wavefunctions will take the form :
|Ψ〉 = 1√N
∑
C
JC det (φC) |C〉, (2.127)
where JC is a Jastrow factor (or partial Gutzwiller projector) that depends on the fermion
occupation numbers in configuration C, and φC is a N ×N matrix with elements that depend
on the position of the particles in configuration C, [φC ]lm ≡ ϕ
(
R↑l −R↓m
)
, with ϕ a func-
tion characterizing the correlations between pairs of fermions. In the configuration basis, the
potential VˆΨ reads :
〈C|VˆΨ|C〉 ≡ VC = −
′∑
C′ ,=C
HCC′
JC′
JC
det(φC′)
det(φC)
, (2.128)
supposing there are no vanishing determinants. The primed sum is over configurations C˜ ′
that differ from C by the hopping of a single electron. To evaluate the sum, rather than
determining HCC′ for each pair of configuration C and C ′, we can use the fact that det(φC′) =
〈C|C˜ ′〉 × det(φC˜′) to rewrite the potential VC as a function of configurations C˜ ′ :
VC = −
∑
C˜′
′ JC˜′
JC
det(φC˜′)
det(φC)
, (2.129)
We then compute VC by calculating all the ratios det(φC˜′)/ det(φC˜). Recall that [φC ]lm ≡
ϕ
(
R↑l −R↓m
)
. Notice that, by working directly with the positions R↑l and R
↓
m, issues of orde-
rings of configurations disappear from the problem.
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Monte Carlo algorithm
Of course, we cannot calculate each VC considering the size of the Hilbert space. Instead, we
will perform an importance sampling method, following the classical Monte Carlo approach, to
generate a sequence of many-body configurations distributed according to |ΨC|2. Let us detail
the steps of the algorithm which is due to Ceperley, Chester and Kalos [102]. We start from
a random configuration C on the lattice. For a 2N -fermions system, it is characterized by the
N ×N matrix φC. We compute and store its inverse matrix φ−1C . Then, we choose one fermion
and move it to another site. The move is not necessarily local but must not violate Pauli
principle (no same spin fermions on the same site). We obtain a new configuration C ′. The
move is accepted with a probability ratio |ΨC′|2/|ΨC|2. This ratio can be easily evaluated since
the matrix φC′ differs from φC by the modification of one row or one column, depending if an
up or down spin hopped. Suppose for instance, that the Ith up spin has been removed from its
position R↑I to a new position R
′↑
I . Using basic properties of determinants, it is straightforward
to show that :
R =
ΨC′
ΨC
=
∑
j
ϕ
(
R′↑I ,R↓j
) [
φ−1C
]
jI
. (2.130)
The move is accepted according to the Metropolis algorithm. Finally, to complete the sweep,
one has to update the inverse matrix :
[
φ−1C
]
jI
→
[
φ−1C
]
jI
R
, (2.131)
[
φ−1C
]
ji
→ [φ−1C ]ji − [φ−1C ]jI N∑
k=1
(
R′↑I ,R↓k
) [
φ−1C
]
kj
R
. (2.132)
This algorithm is very fast and efficient because updating the inverse matrix only needs to be
done when the move is accepted. Rejected moves cost almost nothing in CPU time so that
a high acceptance ratio is not necessary here. That is why we can make non local moves.
Moreover, with this method, the time scales ∼ N2, in contrast to ∼ N3 for directly evaluating
the determinants of the updated configurations.
Linear Least Squares evaluation
Every 2N sweeps, we compute the potential VC and store the L relative distances between
the fermions. We do so for a large number of configurations N . To evaluate the operator VˆΨ,
we would like to search for the best two-body approximation to the interaction, neglecting
three-body and higher order terms :
HˆΨ = H˜ +O(nˆinˆjnˆk) + ...,
H˜ = Tˆ + E + U
∑
i
nˆi↑nˆi↓ +
1
2
∑
i,=j
Vij nˆinˆj, (2.133)
where nˆi ≡ nˆi↑+ nˆi↓. (Notice that for fixed particle number the onsite potential can be written
with Vii = U , with a constant shift absorbed into E.) The coefficients Vij are evaluated through
a linear least square method (LLS) using the DGGLSE subroutine of LAPACK for C++. This
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routine solves the generalized least squares problem defined by :
min
x
‖Ax− V ‖2 subject to Bx = d. (2.134)
In our case, A is a N ×L matrix enclosing the positions of the fermions in each configuration,
V is a vector made of the N VC values of the potential and x embodies the set of unknown
coefficients Vij. In a LLS method, one tries to minimize the sum of the residual squares :
S = min
x
‖Ax− V ‖2 =
N∑
C=1
(
V˜C − VC
)2
, (2.135)
where ˆ˜V stands for the approximated potential in (2.133). In the DGGLSE routine, this is achie-
ved through an orthogonal decomposition of the matrix A. Because one can always change the
constant E by a shift in all the coefficients Vij, we add the additional constraint
∑
|i−j|>R Vij = 0
such that the last L/2 coefficients average to zero (L being the size of the lattice). Under these
assumptions, the least square problem (2.134) has a unique solution.
It appears that the sum of the residuals S can be related to a more physical quantity : the
overlap δ between the wavefunction |Ψ〉, ground state of Hˆ, and the ground state |Ψ˜〉 of H˜.
Using perturbation theory on δH = H˜ − HˆΨ, we can write the (unormalized) ground state
wavefunction of H˜ as
|ψ˜〉 = |Ψ〉+
∑
n,=0
|n〉
〈n|
(
HˆΨ − H˜
)
|Ψ〉
En
+ . . . , (2.136)
where |n〉 and En are the eigenstates and eigenvalues of Hˆ. The norm of this state, 〈ψ˜|ψ˜〉, can
be related to the squared residuals S = 〈Ψ|(HˆΨ − H˜)2|Ψ〉 :
〈ψ˜|ψ˜〉 = 1 +
∑
n,=0
∣∣∣〈n|(HˆΨ − H˜) |Ψ〉∣∣∣2
E2n
+ . . .
≤ 1 + 1
E21
∑
n,=0
∣∣∣〈n|(HˆΨ − H˜) |Ψ〉∣∣∣2 + . . .
≤ 1 + 1
E21
∑
n
〈Ψ|
(
HˆΨ − H˜
)
|n〉〈n|
(
HˆΨ − H˜
)
|Ψ〉+ . . .
= 1 + S/E21 + · · · . (2.137)
Overlapping |Ψ〉 with the normalized state |Ψ˜〉 = |ψ˜〉 1√
〈ψ˜|ψ˜〉
yields (up to second order in
perturbation theory in δH)
δ = |〈Ψ|Ψ˜〉|2 ≥ 1
1 + S/E21
. . (2.138)
Therefore the squared residuals S = 〈Ψ|(HˆΨ − H˜)2|Ψ〉 which we obtain by approximating the
potential energy VΨ by a two-body interaction are a measure of the overlap between the ground
states of HˆΨ and its two-body approximation H˜. The smaller S, the closer the overlap is to 1.
One can bound the overlap between the two wavefunctions by noticing that, even if the system
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is gapless, the excitation energy E1 should be controlled by the finite size L of the system, and
thus if S is found to be much smaller than E21 , the overlap will remain close 1. In estimating the
overlap hereafter, we use the worst case scenario that the system is gapless, with a wavevector
2pi/L for the lowest energy excitation. (In the computations of δ below, we also assumed linearly
dispersing modes with a velocity of order unity.)
Order parameters and related quantities.
To characterize a state, we need to compute expectation values of order parameters. Those
are determined in the MC process exactly like for classical simulations :
〈Oˆ〉 =
∑
C |ΨC|2OC∑
C |ΨC|2
. (2.139)
The main difference with a classical system is the existence of off-diagonal long-range order. In
the canonical ensemble, the SC order parameter φ = |〈c†r↑c†r↓〉| is obviously zero. However, we
can replace this quantity by :
Φ (r− r′) = 1
N
√∑
rr′
〈c†r′↑c†r′↓cr↑cr↓〉. . (2.140)
The SC order parameter φ is defined in terms of off-diagonal long-range order (ODLRO) in this
correlation : in the limit |r− r′|→∞ , if a state displays long-range s wave superconductivity
then Φ( r− r′) → φ2. In the case of d−wave superconductivity, the SC correlation function
reads :
Φα,β(r− r′) = 〈B†rαBr′β〉, (2.141)
where :
B†rα ≡
1
2
(c†r↑c
†
r+αˆ↓ − c†r↓c†r+αˆ↑) (2.142)
creates a singlet on the bond (r, r + αˆ). Again,Φ α,β → ±φ2 for large |r − r′|. The + (−) sign
corresponds to αˆ ‖ (⊥) to βˆ.
One can extract additional information on what is happening when varying the variational
parameters of a wavefunction by probing the fidelity of the wavefunction [103, 104]. The fidelity,
in this context, is a measure of the overlap between two adjacent states in parameter space :
F = |〈Ψx|Ψx+δx〉|2, (2.143)
where x is a parameter. It has been proposed as a useful quantity to expose phase transitions
[104]. Indeed, at a critical point, F displays a drop that increases with system size, because the
two states |Ψx〉 and |Ψx+δx〉 describe two different phases of matter. In particular, it would be
interesting to study the evolution of the fidelity at a boundary between a groundstatable region
and a non groundstatable one. As we already said, the two concepts of phase transitions and
loss of groundstatability are not directly connected : one can change phase without changing
of ground state. There are cases though where the two should correspond : it is when a phase
transition comes along with a crossing level. There, the fidelity should display a drop and the
wavefunction become an excited state.
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r=5  +12
r=1
(π,π)
(0,0)
Fig. 2.5 – Left : Real space picture of the L2 + 1 lattice for L = 5, with periodic boundary
conditions applied along the opposite edges of the tilted square indicated by dashed lines.
Right : The k-space Brillouin zone of the “tilted lattice” for L = 5 [105].
Lattice
We computed the potential and the associated overlap for several wavefunctions. In each
case, we considered a tilted lattice of size L2 + 1 with odd L and periodic boundary conditions
to avoid singularities of d-wave BCs wavefunctions in reciprocal space. For a d-wave state,
∆k = 0 on the Brillouin zone (BZ) diagonals, which leads to a singularity in ϕ(k) at all k-
points |kx| = |ky| with "k ≤ 0. For a numerical calculation, it is thus best to avoid these k-points
by appropriate choice of the lattice and boundary conditions. One possibility is to work with
periodic boundary conditions on a tilted lattice [96, 105]. These lattices have L2 + 1 sites with
odd L ; an example with L = 5 is shown in Fig. 2.5(a).
The corresponding Brillouin Zone is a tilted square of allowed k-points shown in Fig. 2.5(b).
More generally, the allowed k-points are the solutions of exp(ikxL + iky) = 1 and exp(ikyL −
ikx) = 1. This leads to the (L2 + 1) solutions :
kx = 2pi(mL− n)/[L2 + 1] (2.144)
ky = 2pi(m+ nL)/[L
2 + 1], (2.145)
with :
m = −(L− 1)/2, . . . ,+(L− 1)2, (2.146)
n = −(L− 1)/2, . . . ,+(L− 1)2, (2.147)
and the single additional point k = (pi,pi ) corresponding to (m,n) = ((L+ 1)/2, (L− 1)/2).
Thus, the singular diagonal lines |kx| ± |ky| are avoided in this scheme. Note however that
the k = 0 point has still to be taken into account. When studying the d-wave state, we take
ϕ(k = 0) to be a very large but finite number. We carefully checked that our results were
independent of this choice.
10000 sweeps are usually considered for equilibration. Then, up to N = 80000 configura-
tions are taken for the LLS method. Computations have been made for various system sizes
(L = 13, 15, 17, 19) at half filling (N = 170, 226, 290, 362).
We would like to emphasize here the difference between our method and the traditional
Variational Monte Carlo (VMC) method. Given a wavefunction |Ψ〉, the VMC method provides
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an upper bound for the ground state energy of a Hamiltonian Hˆ, i.e., in VMC the Hamiltonian
is given, and a wavefunction is the target. By varying the parameters contained in |Ψ〉, one
can find the best choice which minimizes the energy and then compute other operator averages
such as order parameters or correlations functions. However, it is also possible that the real
ground state of the system is so different from |Ψ〉 that it cannot be reached by a variation in the
parameters. This systematic uncertainty is not encountered in our approach as the Hamiltonian
HˆΨ derives uniquely from |Ψ〉, i.e., we inverted the target to be the Hamiltonian and not the
wavefunction. If |Ψ〉 is groundstatable, it is the ground state of HˆΨ by construction.
2.4 Fermionic Hamiltonians of groundstatable wavefunc-
tions.
Nous pre´sentons maintenant les Hamiltoniens obtenus a` partir de diverses fonctions d’onde
fermioniques. Nous commenc¸ons par ve´rifier la ve´racite´ de notre proce´dure en e´tudiant les po-
tentiels de´rive´s de fonctions d’onde solutions exacts de proble`mes a` N corps. En dimension
1, un exemple non-triviale est fourni par la fonction d’onde de Calogero-Sutherland. Dans ce
cas, les interactions entre fermions de´croissent alge´briquement avec le carre´ de la distance. En
partant de la fonction d’onde, nous retrouvons quantitativement la forme de ce potentiel avec
notre me´thode de Monte Carlo inverse´. En dimension supe´rieur, seul le cas libre est connu exac-
tement. Ce cas est ne´anmoins inte´ressant car il fournit non seulement un e´tat fondamentalisable
mais aussi des e´tats non fondamentalisables (les e´tats excite´s de l’Hamiltonien tight-binding).
Le passage de l’un aux autres nous permet de conjecturer un crite`re nume´rique pour le chan-
gement de statut de la fonction d’onde. Ici, la quantite´ d’inte´reˆt majeur est l’overlap δ liant
Hamiltonien exact et Hamiltonien a` deux corps. Cet overlap pre´sente une chute brutale au point
ou` la fonction d’onde perd son statut d’e´tat fondamental. A partir de la`, nous analysons les
re´sultats obtenus a` partir des fonctions d’onde BCS s et d wave. Les Hamiltoniens construits
sont en accord qualitatif avec les analyses champ moyen plus anciennes. Dans le cas s wave, le
potentiel est attractif et de tre`s courte porte´e. Dans le cas d wave, le potentiel oscille, avec un
terme dominant donne´ par l’interaction a` plus proches voisins V1. La fonction d’onde densite´
de spin fournit un potentiel re´pulsif de longue porte´e. Enfin, nous de´battons de la fonction
d’onde mixte (2.109). En faisant varier l’importance de l’antiferromagne´tisme par rapport a`
la supraconductivite´, nous pouvons changer le signe de l’interaction, passant d’une interaction
re´pulsive entre fermions a` une interaction attractive. Dans certains cas, cette transition peut
se faire de manie`re continue. Dans d’autres, la transition est clairement du premier ordre.
2.4.1 Fermions in 1D.
The potential obtained from the LLS expansion should give an adequate description of the
Hamiltonian when interactions are predominantly two-body. Accordingly, when three-body and
higher interactions are totally absent, it should reproduce the exact form of the Hamiltonian.
Hence, to check the consistency of our method, we would like to begin with a fermionic system
with only two-body interactions whose ground state is known exactly, and try to recover the
Hamiltonian starting from the wavefunction. Unfortunately, we lack any exact results in two
dimensions. So, we will preliminarily step back to the one dimensional case where exact results
are known, and investigate systems of N interacting fermions on a ring.
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The Calogero Sutherland wavefunction.
An appropriate case is the Hamiltonian with an inverse-square potential :
Hˆ = −
∑
i
∂2
∂x2i
+
2λ(λ− 1)pi2
L2
∑
i<j
1
sin2
(
pi(xi−xj)
L
) . (2.148)
Depending on the value of λ, the potential can be either attractive (λ < 1) or repulsive (λ >
1), λ = 1 corresponding to the non-interacting case. The ground state wavefunction of this
Hamiltonian has been found by Sutherland [106] to be of the product form :
Ψ(x1, ...xN) =
∏
j>k
sinλ
(
pi(xj − xk)
L
)
. (2.149)
Let us now apply our procedure to the wavefunction (2.149). The configuration basis is
the set of positions of N spinless fermions on a ring of size L. For N configurations |C〉, we
calculate VC using Eq. (2.53) and then perform the LLS method. We do not have to worry about
groundstatability here, since the wavefunction is always the groundstate for any λ. The potential
energy we obtain is presented in Fig. 2.6 for different values of λ, L = 302 and N = 80000. We
plot the set of linear coefficients {U, Vij} as function of the distance between sites |i − j|. As
shown, we recover a potential falling algebraically with the distance. The potential is attractive
for λ < 1, repulsive for λ > 1, and vanishes in between (for λ = 1). Indeed, the precise
dependence of the potential energy on the distance is found in quantitative agreement with
that in the Hamiltonian 2.148, with our method returning an exponent γ = 2.01± 0.1 for the
power law decay shown in Fig. 2.6 (bottom panel). For each value of λ studied, the overlap δ
is found to be larger than 99.99%.
The free fermion wavefunction
It is important to show that the procedure is well consistent with what we already know
from other approaches. Coming back to fermions with spins, we reconsider the derivation of
the non-interacting wavefunction. From (2.98), it can read :
|Ψt−b〉 = 1
L!d
∑
C
Γ↑CΓ
↓
C|C〉. (2.150)
Γ↑C = det[e
ikl·R↑i ] is the Slater determinant constructed from the N positions R↑I of the up
particles in configuration C and the N kl vectors of the reciprocal lattice embedded in the
Fermi Surface. The Hamiltonian we build reads :
Hˆ = Vˆ + Tˆ (2.151)
with :
Tˆ = −
∑
<C,C′>
(|C〉〈C ′|+ |C′〉〈C|) (2.152)
Vˆ =
∑
<C,C′>
(
Γ↑C′Γ
↓
C′
Γ↑CΓ
↓
C
|C〉〈C|+ Γ
↑
CΓ
↓
C
Γ↑C′Γ
↓
C′
|C ′〉〈C′|
)
, (2.153)
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Fig. 2.6 – Top : Two-body potentials Vij as function of the distance |i − j| between sites for
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different values of λ.
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where again < C, C ′ > stands for a pair of configurations differing only by the local move of one
fermion. What we will demonstrate is that :∑
<C′> Γ
↑
C′Γ
↓
C′
Γ↑CΓ
↓
C
= −Et−b0 ∀ C, (2.154)
where Et−b0 is the ground state energy of the tight-binding model. First, let us show that the
ratio in (2.154) is a constant independent of the configuration C. Note that the denominator
of the ratio is fully antisymmetric with respect to the exchange of same spin particles. The
exchange of a up with a down particle is already ensured by the fact that up and down spins
are coupled into singlets. Now consider all configurations C ′ related to C by a move to the right
of a single up fermion. There exist N such configurations (notwithstanding the fact that some
have a zero weight because they disobey Pauli’s principle). Consider for example the Slater
determinant associated to the move of the Ith up fermion :
Γ↑CI =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
eik1R
↑
1 eik2R
↑
1 ... eikNR
↑
1
... ...
a1eik1R
↑
I a2eik2R
↑
I ... aNeikNR
↑
I
... ...
eik1R
↑
j eik2R
↑
j ... eikNR
↑
j
... ...
eik1R
↑
N eik2R
↑
N ... eikNR
↑
N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.155)
where ai = eikix . This determinant is obviously antisymmetric with respect to the exchange of
two particles different from particle I. The permutation of particle I with any other particle j
gives :
P (I ↔ j)Γ↑CI = −Γ↑Cj , (2.156)
so that the sum in the numerator of (2.154) is indeed antisymmetric with respect to the exchange
of same spin particles. Because the Slater determinant is the only totally antisymmetric function
of the Rσi , numerator and denominator are necessarily proportional and the ratio is a constant
independent of C. In 1d, It is easy to prove that the constant is indeed the ground state energy
if one remembers that Slater determinants are also Vandermonde determinants.
Γ↑C =
∏
i
z(N−1)/2i
∏
j<k
(
z↑j − z↑k
)
, (2.157)
where zk = eiR
↑
k(2pi/L). Considering again the configurations CI where the Ith up spin of C has
been moved to the right, one gets :
∑
I
Γ↑CI
Γ↑C
= eipi(N−1)/L
∑
I
∏
m,=I
zIei2pi/L − zm
zI − zm . (2.158)
Comparing the factor in front of zI in the numerator and the denominator, one gets :
∑
I
Γ↑CI
Γ↑C
=
N−1
2∑
n=−N−12
ei2pin/L. (2.159)
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Doing so for the left direction and for the down spins, we find the expression of the constant :
E = 2
N−1
2∑
n=−N−12
cos
(
2pin
L
)
. (2.160)
The Hamiltonian built from the free fermion wavefunction finally reads :
Hˆ = −Et−b0 −
∑
<C,C′>
(|C〉〈C ′|+ |C′〉〈C|) , (2.161)
which is the tight-binding model with its ground state energy shifted to zero. In fact, this was
necessarily to be so since when we fix the kinetic energy, the potential derives uniquely from
the choice of the wavefunction.
2.4.2 Fermions in 2D
In two dimensions, things are less simple for two reasons : first, except for very particular
cases, we do not know if a wavefunction will be groundstatable or if it will be an excited state.
Secondly, there are in general three-body and higher order terms in the potential that makes the
expansion (2.133) not exact and that will result in a reduction of the overlap δ. A good way to
proceed then is to start from wavefunctions we know a priori are groundstatable (i.e. by other
means) and then adiabatically deform them. By continuity, the resulting wavefunctions should
also be groundstatable unless a boundary is met. Moreover, as long as the deviation of the
overlap away from δ = 1 is small, the expansion (2.133) should be relevant. How can we detect
a boundary then ? Of course, we do not have any analytical criteria such as the inequalities
(2.61-2.62) here but we can make some basic assumptions guided by what we learned from
the separable case. At a boundary, the diagonal part of the Hamiltonian is ill-defined so we
expect some kind of singularity in the Hamiltonian (notice that even the simple spin 1/2
example in the introduction displayed such singular behavior as one crossed the boundary of
groundstatability). The singular behavior signaling the boundary of a groundstatable region can
appear in the set {U, Vij} or in the overlap δ. In a finite system, that means a strong dependance
of the Hamiltonian with the system size. Note the difference with a phase transition, where it
is the wavefunction which displays singular behavior at a critical point as the Hamiltonian is
smoothly varied ; here the problem is inverted, as it is the Hamiltonian that is singular at the
boundary of the groundstatable region as the wavefunction is smoothly varied.
The deformed non-interacting wavefunction
Our starting point will be the Gutzwiller wavefunction for non-interacting electrons. It is
defined by JC = 1 and
ϕk(ξk < 0) = 1
ϕk(ξk > 0) = 0 (2.162)
where ϕk is the Fourier transform of ϕ(r) and ξk = −2t (cos kx + cos ky) − µ0 , µ0 being the
chemical potential [107]. It is the ground state of the tight-binding model where the operator Vˆ
reduces to a constant. This type of wavefunction is very useful because by changing the shape
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Fig. 2.7 – (color online) Representation of the function ϕx in k-space. The dot line corresponds
to the Fermi sea of the non-interacting system.
of the Fermi sea, one can also generate a set of excited states of the tight-binding model. These
are, by definitition, non groundstatable. Having at our disposal a groundstatable wavefunction
and a set of non-groundstatable wavefunctions, we can ask the question how do we go from one
to another. This can be studied by considering the deformed wavefunction |Ψx〉 defined by :
ϕxk = 1 0 ≤ |k| ≤ k1
ϕxk = 1− x k1 < |k| ≤ kF
ϕxk = x kF < |k| < k2 (2.163)
ϕxk = 0 k2 ≤ |k| ≤ pi,
kF being the Fermi momentum. A particular choice of k1 and k2 is represented in k-space on
Fig. 2.7. By varying x from 1 to 0, we start in the ground state of the tight binding model and
end in an excited state. During the process, we necessarly lose groundstatability.
We studied the potential obtained from ϕx as function of x with the LLS method (see
Fig. 2.8). For x $= 0, the two-body approximation shows a fast-decaying potential. We focused
on the evolution of the Hubbard term U of this potential. As x increases from 0, U becomes
first more and more negative, then abruptly changes sign around a critical value xC ≈ 0.55,
becomes largely positive, and finally steps back to zero. Increasing the system size, the turna-
round of U around xC becomes more and more brutal. This behavior is also noticed in the other
coefficients Vij. Another interesting feature is observable through the evolution of the overlap
δ as function of x (see Fig. 2.9, left panel). The overlap exhibits a growing drop around xC ,
indicating the presence of large 3-body and higher order terms in the expansion of Vˆ . In the
thermodynamic limit, the brutal change in the form of the potential should eventually lead to
a singularity in the Hamiltonian as function of x. We interpret the significant change in the
nature of the potential and the fast increase of the correction to the overlap with system size
near xC as signatures of the boundary of the groundstatable region. Precisely, for x < xC the
state |Ψx〉 is indeed the groundstate of the (attractive) Hamiltonian we are constructing, and
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for x > xC it is just an excited state of the (repulsive) Hamiltonian.
One can extract additional information on what is happening near xC by probing the fidelity
of the wavefunction. We computed the evolution of the fidelity for |Ψx〉 with δx = 0.005 (Fig. 2.9,
top right). The fidelity does not display any drop around xC . This fact suggests that the point
xC cannot be interpreted as a critical point (includying a first order transition). Instead, the
situation appears to be that it is the Hamiltonian itself that becomes singular at xC (indeed
much similarly to the simple case of the single spin S = 1/2 discussed in the introduction).
We observe two drops of F at x = 0 and x = 1. To understand this, we measured the
superconducting BCS order parameter :
|〈Φ〉| = lim
|r−r′|→∞
1
N
√∑
rr′
〈c†r′↑c†r′↓cr↑cr↓〉 . (2.164)
For 0 < x < 1, the system develops superconductivity (Fig. 2.9, bottom right). Like the fidelity,
the SC order parameter is unable to detect the loss of groundstatability at xC ; the wavefunction
is continuous (again, it is the derived Hamiltonian that is not) and thus the order parameter
derived from this wavefunction is non-singular at xC . But with our analysis of δ, we now know
that, for x > xC , |Ψx〉 is not the ground state of the Hamiltonian that we constructed and so
we cannot conclude on the presence of superconducting order in the ground state. Finally, note
that one could have chosen a different parametrization for the function ϕx and a different final
excited state. For example, we checked several choices of k1 and k2. The evolution of U and δ
have been found to be similar, just with different values for xC .
The analysis of the Gutzwiller wavefunction gives us the basic steps to follow in order to
determine if a wavefunction is groundstatable : start from a wavefunction that is known to
be the ground state of a Hamiltonian with a given kinetic energy, then change continuously
a parameter and observe whether there is some rapid evolution of the potential and of the
overlap. If no such feature appears, then the potential obtained from the LLS is indeed the
potential for which |Ψ〉 is the ground state of the Hamiltonian HˆΨ.
BCS wavefunctions
Introducing BCS pairing correlations between fermions, one can consider a superconducting
wavefunction with
ϕs,dk =
∆s,dk
ξk +
√
ξ2k +∆
s,d
k
2
, (2.165)
where
∆sk = ∆
∆dk =∆(cos kx − cos ky),
and (as in the non interacting case) ξk = −2t (cos kx+cos ky)−µ0. Here ∆and µ are parameters
(related, but not equal to the actual gap and chemical potential of the system). At half filling,
we take µ = 0 and vary the parameter∆ . We then compute {U, Vij} and δ for various system
sizes. Let us first discuss groundstatability in this case. The BCS wavefunctions can be obtained
adiabatically from the Gutzwiller wavefunction starting from∆ → 0. By adiabatically we mean
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Fig. 2.8 – Left : Evolution of the potential for the deformed wavefunction (2.164 with L = 15
and |i−j| < 5 at different values of x. At large distances, the potential identically vanishes. Full
lines denotes potentials for which the wavefunction is the groundstate. Dashed lines indicate
non groundstatable wavefunctions. Right : evolution of the Hubbard term U as function of x
for different system sizes.
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Fig. 2.9 – (color online) Left : Evolution of δ as function of x for the deformed Gutzwiller
wavefunction and different system sizes. Top-Right : evolution of the fidelity F as function of
x for L = 15. Bottom-Right : evolution of the superconducting order parameter | < Φ > | as
function of x
that we did not find any singularity in either the Hamiltonian extracted from the wavefunction
or the overlap δ going from this limit to a finite∆ . This is understandable as we expect
to open a gap by increasing∆ . Starting from a known groundstate wavefunction, we should
remain groundstatable as long as we do not close the gap. Moreover, in the case of the BCS
wavefunctions, groundstatability is further supported by the fact that these wavefunctions are
the ground states of a mean-field effective Hamiltonian.
The potentials obtained for the s-wave state with L = 15 are presented in Fig. 2.10 top. It
shows a short distance two-body negative interaction whose strength is rapidly increasing with
∆. The potential vanishes when the fermions are separated by at least three lattice sites. So
we see that the s wavefunction seems a rather good approximation for the attractive Hubbard
model. The evolution of the overlap as function of ∆ is shown in the Inset. We find δ > 0.994
for∆ ≤ 2.0, so the two-body approximation seems reasonable for these values. Surprisingly,
the overlap seems to converge to a finite value as function of∆ ( !). The two-body potentials for
the d-wave case are presented in Fig. 2.10 bottom. The potentials show a complicate behavior
as function of the distance with positive and negative coefficients in the limit of large∆ . The
main common feature is the presence of a large negative nearest neighbor interaction term V1,
which is consistent with previous mean-field analysis [108]. Additional terms on a longer range
are also non-zero due to the symmetry of the wavefunction. Comparing the magnitude of the
potentials in the two cases, we find that the d-wave potential is always a lot weaker than the
s-wave case. However, the overlap is smaller in the d-wave than in the s wave case which means
that the two-body approximation is less relevant for this symmetry.
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Fig. 2.10 – (color online) Two-body potentials Vij as function of the distance |i − j| between
sites, evaluated at half filling. Top : the s-wave superconductor. Bottom : d-wave superconduc-
tor. Insets : The overlap is always larger than 98.5% for the wavefunctions considered.
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Fig. 2.11 – (color online) Potential Vij as function of distance for partially projected BCS wave
function with∆ BCS = 0.5. Inset : evolution of the overlap as function of α
Partially projected BCS wavefunctions
We also consider the partial Gutzwiller projections of BCS wavefunctions. These functions
are defined (for the d-wave case) by ϕk = ϕdk and a Jastrow factor
JC =
∏
i
(1− αni↑ni↓) . (2.166)
For 0 < α< 1 this factor both penalizes double occupancy and is positive. Recalling the
groundstatability conditions obtained from the separable case, we expect that the wavefunction
remains groundstatable as long as the signs in the wavefunction are not changed. Notice also
from (2.53) that a diagonal element of the Hamiltonian becomes ill-defined (crossing from ±∞
to ∓∞) if the wavefunctionΨ C for a configuration C changes sign. Thus, the groundstatability
of this projected BCS wavefunction is expected from by the fact that multiplication by a positive
Jastrow factor does not change any signs of the BCS wavefunction.
Figure 2.11 presents the evolution of the potential Vij for different values of α and ∆ = 0.5.
The potential shows a large positive on-site potential growing with α and a smaller negative
short range interaction also growing with α. Thus, for values of U ∼ 10 relevant for high-Tc
superconductivity, we see that a projected BCS wavefunction is favored by a nearest neighbor
attraction of order V1 ∼ −3. A Hubbard term alone is not enough. Moreover, from the evolution
of the overlap, we see that as α gets closer to 1, the two-body approximation is less and less
justified. In fact, for α = 1 the wavefunction is the resonating valence bond state proposed by
Anderson [10]. A better model to describe such a state would be a t−J model where interactions
are mediated through spin exchange. This is not allowed in our study since the Heisenberg part
of the t−J model also contains off-diagonal interactions. The point α = 1 is a boundary where
the partially projected wavefunction loses its groundstatability.
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SDW wavefunction
A spin-density wave state can be generally found in presence of repulsive interactions, as
expected from a mean-field solution of the Hubbard model. The SDW wavefunction is defined
by :
ϕSDW(R↑l ,R
↓
m) =
∑
k
αk(R
↑
l ) α−k(R
↓
l ), (2.167)
where the sum is restricted to the non interacting Fermi sea and
αk(R
σ
l ) = uke
ik·Rσl + σ vk e i(k+Q)·R
σ
l , (2.168)
with Q = (pi,pi ) and :
u2k =
1
2
1− ξk√
ξ2k +∆
2
SDW

v2k =
1
2
1 + ξk√
ξ2k +∆
2
SDW
 .
Is the SDW groundstatable ? Yes, since we can recover the Gutzwiller limit by letting∆ SDW → 0
without encountering any singularity. The SDW wavefunction should remain groundstatable
for any finite∆ SDW . The potential is presented in Fig. 2.12. It shows a repulsive potential with
a very slow decay. The magnitude of the potential grows with∆ SDW . We find that the potential
is well fitted by an algebraic decay V (r) ∼ 1/rβ with β decreasing when∆ SDW increases.
We find 0.3 ≤ β ≤ 0.6 for 0.1 ≤ ∆SDW ≤ 2.0. However, it is very hard to calculate this
exponent with accuracy because our system is not large enough for the potential to really
decrease to zero. We also cannot totally exclude the possibility of a very large but finite range
for the potential. The best fit for a system of size L = 25 with N = 313 and∆ SDW = 0.2 is
V (r) = exp(−r/5.9)/r0.4 (see second inset of figure 2.12). Similarly to what we found in the
case of the BCS wavefunctions, the two-body form is a good approximation for the potentials
obtained from SDW wavefunctions as long as∆ SDW is not too large (the overlap δ > 99% for
∆SDW < 2).
Comparison with mean-field theory.
To check the consistency of our Hamiltonians, we have compared the results on the s and d
wave BCS states and SDW state to a previous mean-field treatment of the t−U−V Hamiltonian.
This model includes nearest neighbor interactions in addition with the on-site Hubbard term :
Hˆ = −t
∑
<rr′>
c†rσcr′σ + U
∑
r
nˆr↑nˆr↓ + V
∑
〈rr′〉
nrnr′ . (2.169)
The two approaches, although starting from opposite point of views, should give qualitatively
similar results as far as V|i−j|>1 is small in the two-body potential. The phase diagram of the
t − U − V model in the mean-field approximation obtained by Dagotto and coworkers is pre-
sented on Fig. 2.13. Let us review the different phases :
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Fig. 2.12 – (color online) Two-body potentials Vij as function of the distance |i − j| between
sites, evaluated at half filling for the Spin density wave antiferromagnet. Inset : The overlap
is always larger than 99% The second inset for the SDW wavefunction shows the best fit for
L = 25 and∆ SDW = 0.2.
– For U < 0 and U/4 ! V < 0, the model is in a s-wave SC phase.
– For −1 < U < 1, −0.75 < V < 0 and |V | " |U |, the model is in a d-wave SC phase.
– For U > 0 and 0 < V ! U/2, the model is in a SDW phase.
There are also two other phases, the charge density wave (CDW) and the phase separation
(PS) intervening in this phase diagram but we did not consider them in our analysis of ground-
statability. Now, if we compare these results with our predictions for the potential, we see that
they are in perfect agreement. In particular, the d-wave superconductivity is well reproduced
by a potential with a nearest-neighbor interaction larger than the Hubbard term. Also, both
the mean field and the groundstatability approaches predict the possibility of d-wave supercon-
ductivity with a small U > 0 and V < 0. The results for the SDW are also coherent with the
mean field picture for small U, V > 0. For larger values of the couplings, the comparison makes
less sense given the importance of the long-range couplings in our potential.
Now, the method is not restricted to these simple cases. Indeed, It can be applied to any
parametrization of ϕ(r). For example, one could search for the Hamiltonian for which a long-
range wavefunction (e.g., with ϕ(r) ∼ 1/rα) is the ground state. The problem here will be not
so much finding the Hamiltonian but knowing if we are actually starting the procedure from the
real groundstate or from an excited state. Again, we should rely on some adiabaticity argument
to answer this question.
Mixed BCS-SDW wavefunction
Several possibilities exist to construct wavefunctions with both BCS and AF order [101,
109, 110]. These in general rely on mean-field solutions of Hamiltonians having BCS and SDW
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Fig. 2.13 – Phase diagram of the t−U−V model in the mean-field approximation, at half filling
[108], SDW denotes a spin-density-wave state, CDW a charge density wave, PS corresponds
to phase separation, whille SS and DS are superconducting states with s and d symmetry,
respectively
couplings. Here, we will consider a different wavefunction defined by :
ϕx(R
↑
l ,R
↓
m) = x ϕ
s
BCS
(R↑l −R↓m) + ϕSDW(R↑l ,R↓m). (2.170)
and we will take∆ BCS = ∆SDW = 0.5. Although it is not obvious at first, this form also admits
a decomposition in terms of single particle wavefunctions, as shown in the appendix.
We would like to study the groundstatability of this wavefunction and the evolution of the
potential Vˆx as function of x. For very large positive or negative x, the wavefunction reduces
to the usual s-BCS wave function (2.165). For x = 0, this is the pure SDW wavefunction. The
potential we obtain for an arbitrary x is presented in Fig. 2.14. Starting from large negative
values of x, the potential is attractive on a short distance. It does not vary much as soon
as x < −0.3. When x is approaching zero, the potential becomes more and more repulsive.
The transition is not smooth (see Fig. 2.14 left). At some point, the Hamiltonian displays an
attractive long-range potential with a short range repulsion around x = −0.06. This is quite
unexpected since the s wave BCS corresponds to a short range attractive potential and the
SDW to a long-range repulsion. Then, for a short range of very small and negative values of x
(−0.03 ≤ x < 0), the potential becomes purely repulsive with a Hubbard term larger than in
the pure SDW case, i.e. U(x = −0.02) > U(x = 0). Finally, from x = 0 to x large and positive,
the potential turns from repulsive to attractive in a very smooth way (see Fig. 2.14 right).
The evolution of the overlap δ is shown in Fig. 2.15 left. It displays a large drop in the
whole region −0.2 < x < 0. But it is large and constant for all positive values of x up to zero.
Another interesting information is given by the fidelity, shown in Fig. 2.15 right. The fidelity is
very close to 1 for all positive x. In contrast, it displays a sharp drop around x = −0.06 which
grows with the system size.
The fact that nothing happens in both the fidelity and the overlap δ for x ≥ 0 leads us to the
conclusion that the process of going from x = +∞ to x = 0 preserves the groundstatability of
the wavefunction. Therefore, we are able to find an adiabatic path between the BCS state and
the SDW state. In contrast, for x = −∞ to x = 0, we face a phase transition near x = −0.06 ;
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Fig. 2.14 – (color online) Evolution of the potential as function of x around the pure SDW
state
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Fig. 2.15 – (color online) Evolution of the overlap and the fidelity as function of x around the
pure SDW state.
this transition is probably first-order, given 1) the sharpness in the drop of the fidelity, and 2) the
fact that the states at x = ±∞ are the same (they differ by an overall sign of the wavefunction)
and thus cannot be separated by a second order transition. This particular evolution is peculiar
to the mixtured considered in (2.109). For instance, the wavefunction proposed by Giamarchi
and Lhuillier in Ref. [101] does not display this behavior.
To gain some insights from what happens close to the phase transition, we also measured
the two order parameters : the AF order parameter m defined by
m =
1
N
∑
r
(−1)r(nr↑ − nr↓) (2.171)
and the SC order parameter (2.164). The evolution of the order parameters as function of x
are presented in Figure 2.16. Let us first discuss the evolution of the AF order parameter.
Starting from x large and negative, the magnetization steadily increases from zero. It then
displays a maximum at x = −0.06 and finally decreases back to zero for x large and positive.
So we find that the maximum of the magnetization does not correspond to the pure SDW
state but rather to the SDW state with small additional BCS correlations. The study of the
superconducting order is also very interesting : 〈Φ〉 is maximum for large values of |x| and
it vanishes at x = 0.0 as expected. But It also displays an unexpected local maximum at
x = −0.06. In the range −0.12 < x < 0, both superconductivity and magnetism are not
competing but rather supporting each other. Notice also that the state with x = −0.12 and
the pure SDW state share the same characteristics : they have the same value of m and no
BCS order at all. What does this corresponds to in terms of the Hamiltonian ? Turning back
to Fig. 2.14, we see that the maximum of both orders corresponds to a potential with a short
range repulsion and a long-range attraction. However, It is hard to draw a clear conclusion on
this potential since the variation of the overlap δ is pretty large near x = −0.06. Nonetheless, it
appears that we can trust the results on the potential for−0.04 ≤ x < 0 where the overlap is still
large. As we already discussed, this corresponds to a purely repulsive potential with a Hubbard
term larger than in the pure SDW case. A more detailed investigation of this phase could give
interesting results on the possibility of having BCS order with purely repulsive Hamiltonians.
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Fig. 2.16 – (color online) Evolution of the staggered magnetization per site and the SC order
parameter for L = 13 as function of x. Inset : Evolution of the Fidelity as function of x
2.4.3 Conclusion
En conclusion, nous avons vu que l’approche choisie dans cette e´tude, partir de la fonction
d’onde pour reconstruire l’Hamiltonien parent, peut donner de nouvelles informations sur des
mode`les non simulables par des me´thodes classiques. En particulier, nous avons pu obtenir
des re´sultats significatifs sur des syste`mes de fermions en interaction qui ont normalement un
proble`me de signe.
La fiabilite´ de notre me´thode nume´rique a tout d’abord e´te´ teste´e sur la fonction d’onde de
Calogero-Sutherland en retrouvant la forme approprie´e de l’Hamiltonien. En deux dimensions,
nous avons pu illustrer la perte de fondamentalisation, en e´tudiant les variations de l’e´nergie
potentielle et de l’overlap δ lorsqu’on de´forme la surface de Fermi de la fonction d’onde libre.
L’overlap montre une chute brutale au point ou` la fonction d’onde change de statut, chute s’ac-
centuant lorsque la taille du syste`me augmente. En ce point, bien que la fonction d’onde soit
parfaitement de´finie et continue, l’Hamiltonien devient singulier. Il serait inte´ressant de trouver
d’autres exemples de syste`mes fermioniques pouvant continument passer du statut d’e´tat fon-
damental a` celui d’e´tat excite´ pour pouvoir montrer le caracte`re ge´ne´rique du comportement
de δ. L’analyse de fonctions d’onde BCS et SDW fait apparaˆıtre des re´sultats parfaitement en
accord avec les approches champ moyen plus anciennes : l’e´tat supraconducteur a` syme´trie s
est favorise´ par des interactions attractives fortes et de tre`s courte porte´e alors que l’e´tat de
syme´trie d est ge´ne´re´ par un potentiel plus faible en amplitude ou` les interactions entre plus
proches voisins sont pre´dominantes. L’e´tat antiferromagne´tique onde de densite´ de spin re´sulte
lui d’un Hamiltonien re´pulsif avec des interactions de longue porte´e. Dans tous les cas, l’overlap
reste tre`s proche de 1 pour une large gamme de parame`tres, ce qui conforte l’approximation
du potentiel a` deux corps. Nous avons aussi mene´ l’e´tude de fonctions partiellement projete´es.
Etant donne´ que le projecteur ne change pas le signe de la fonction d’onde, ces e´tats sont
force´ment fondamentalisables si l’e´tat non projete´ posse`de cette proprie´te´. Le potentiel obtenu
dans le cas d’une fonction BCS fait apparaˆıtre un terme de Hubbard qui croˆıt lorsque la double
occupation de sites est pe´nalise´e. Le cas des fonctions RVB ou` les sites doublement occupe´s
sont comple`tement interdits apparaˆıt comme un point singulier dans notre approche. Enfin,
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nous nous sommes inte´resse´s a` un cas plus complexe de fonction d’onde pouvant contenir les
e´tats supraconducteurs et antiferromagne´tiques. L’e´tude des parame`tres d’ordre fait apparaˆıtre
un point non trivial autour duquel supraconductivite´ et ordre magne´tique sont simultane´ment
favorise´s. Le potentiel associe´ contient sans doute une interaction attractive de longue porte´e
associe´e a` une re´pulsion de courte porte´e.
De nombreux de´veloppements sont possibles a` partir de cette e´tude. Tout d’abord, on pourra
penser a` finir d’explorer l’espace des parame`tres pour la fonction d’onde mixte BCS-SDW (ici,
nous n’avons que conside´re´ le cas ou` les valeurs des coefficients∆ e´taient e´gales). La meˆme e´tude
pour un e´tat de syme´trie d re´serve probablement beaucoup de surprises et de nouveaute´s. Un
autre ensemble de fonctions d’onde a` conside´rer serait les fonctions de type ϕ(r) ∼ 1/rα. Il reste
a` de´terminer un moyen pour prouver qu’elles sont effectivement l’e´tat fondamental du syste`me.
Plus ge´ne´ralement, l’approche que nous suivons devrait permettre de savoir si certaines phases
exotiques, comme les non-liquides de Fermi, sont permises dans la nature. Au lieu de chercher
des Hamiltoniens qui admettent un tel e´tat pour solution, on peut nume´riquement construire
les Hamiltoniens cibles en partant de la fonction d’onde et de termes cine´tiques locaux. La
question de savoir si les phases correspondantes sont effectivement re´alise´es dans la matie`re
revient a` savoir si l’e´tat est fondamentalisable ou pas.
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La physique du proble`me a` N corps en dimension 1 est particulie`re tant dans ses effets que
dans les me´thodes employe´es pour la comprendre. Ici existent des phases telles qu’on n’en trouve
pas dans les dimensions supe´rieures, comme le liquide de Luttinger pour les chaˆınes de fermions
ou l’e´tat de Haldane pour les chaˆınes de spins. Cela est duˆ au fait que les corre´lations entre
particules sont extreˆmement fortes en une dimension, et que les fluctuations quantiques y jouent
un roˆle tre`s important. Le cas des chaˆınes de spins est riche de cette physique particulie`re. On
pourrait penser qu’en application du the´ore`me de Mermin-Wagner [2], le cas unidimensionnel
se limite a` un e´tat banalement de´sordonne´, analogue quantique de la phase paramagne´tique du
mode`le d’Ising, ou` les spins se meuvent de fac¸on inde´pendante. En re´alite´, les e´tats de´sordonne´s
des chaˆınes de spins se rapprochent plutoˆt des e´tats RVB que nous avons rencontre´s en deux di-
mensions : ils sont souvent associe´s a` un ordre topologique et peuvent pre´senter des corre´lations
a` courte ou a` longue porte´e. Un des re´sultats primordiaux sur les chaˆınes non frustre´es est la
conjecture de Haldane. Ce dernier a postule´ que le mode`le de Heisenberg pour n’importe quel
spin demi-entier a toujours des corre´lations spin-spin qui de´croissent alge´briquement avec la
distance alors que les chaˆınes de spins entiers ont des corre´lations exponentielles [111]. Cette
conjecture a e´te´ plus tard ge´ne´ralise´e aux syste`mes en e´chelle [112] et on en connaˆıt aujourd’hui
de nombreuses ve´rifications expe´rimentales [113]. En une dimension, l’effet de la frustration sera
d’autant plus fort que les fluctuations quantiques y tiennent un roˆle pre´ponde´rant. Dans notre
recherche de phases exotiques, il est donc essentiel de se pencher sur le cas frustrant. Dans ce
chapitre, nous e´tudierons l’exemple du tube de spin triangulaire avec spins entiers. La ge´ome´trie
triangulaire permet d’introduire naturellement de la frustration. Les proble`mes de spins entiers
sont particulie`rement inte´ressants car ils posse´dent naturellement un ordre ”cache´” [87]. En ef-
fet, bien qu’e´tant de´pourvus d’un parame`tre d’ordre local, il est parfois possible de caracte´riser
certaines de leurs phases en fonction d’un parame`tre d’ordre non local, associe´ a` une brisure
de syme´trie non triviale. C’est cette varie´te´ de phases, ainsi que la nature des transitions, que
nous cherchons a` de´terminer dans notre proble`me.
Notre mode`le consiste en une chaˆıne de spins S ou` les spins sont couple´s par triangle. Tous
les couplages sont antiferromagne´tiques. Il y a trois constantes de couplage pertinentes dans ce
proble`me : le couplage paralle`le J‖ le long de la chaˆıne, et deux couplages inter-chaˆınes diffe´rents
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J⊥ et αJ⊥ avec 0 ≤ α. L’Hamiltonien s’e´crit :
Hˆ = Hˆ‖ + Hˆ⊥ (3.1)
Hˆ‖ = J‖
∑
i,a
(Si,a · Si+1,a)
Hˆ⊥ = J⊥
∑
i
(Si,3 · Si,1 + Si,2 · Si,3 + αSi,1 · Si,2) ,
ou` i = 1...N est l’indice de la chaˆıne et a = 1, 2, 3 est l’indice du barreau. Le parame`tre
d’anisotropie α permet de controˆler l’importance de la frustration.
Ce proble`me a de´ja` e´te´ e´tudie´ dans des cas d’inte´reˆts diffe´rents. Dans le cas des spins S = 1/2, on
peut utiliser la bosonisation [114], des approches effectives de type couplage fort ou le DMRG
(Density Matrix Renormalization Group) [115, 116]. Une e´tude du groupe de T. Sakai met
notamment en e´vidence un diagramme de phase riche posse´dant une phase gappe´e et dime´rise´e
et d’autres phases aux corre´lations critiques. Un autre moyen pour obtenir des informations
sur ce genre de syste`mes consiste a` conside´rer de grandes valeurs de S et a` introduire autour
de l’e´tat d’e´quilibre classique des fluctuations quantiques. Ces fluctuations peuvent alors eˆtre
traite´es perturbativement (de´veloppement en ondes de spins) [117] ou non perturbativement
(mode`le sigma non line´aire) [118, 119, 120]. Dans le cas qui nous inte´resse, nous appliquons ces
diffe´rentes me´thodes pour obtenir une image nouvelle et cohe´rente du tube de spins entiers.
Nous commenc¸ons par une approche de couplage fort, en analysant la physique d’un seul
triangle, classique et quantique, puis en ajoutant un faible couplage longitudinal J‖. Ensuite,
nous introduisons la physique des spins entiers, du string order parameter et des syme´tries
cache´es. A l’aide d’une transformation non locale, nous proposons un parame`tre d’ordre apte a`
distinguer les diffe´rentes phases du mode`le. Notre analyse est confirme´e par un calcul DMRG
pour le cas S = 1 ou` en fonction de α, deux nouveaux points critiques semblent eˆtre observe´s.
Pour mieux comprendre la possibilite´ de points critiques dans le mode`le, nous nous tournons
finalement vers une approche grand S, en pre´sentant un calcul d’ondes de spin, puis en de´rivant
le mode`le sigma non line´aire. Nous mettons l’accent sur l’apparition d’un terme imaginaire dans
l’action, et montrons que sa pre´sence peut expliquer les points critiques observe´s [121].
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
Fig. 3.1 – The geometry of the system studied.
3.1 Strong coupling approach : J‖ << J⊥.
3.1.1 Classical equilibrium configurations
We start by determining the classical configurations of spins which minimize the energy of
one triangle. So, we replace the spins Sa by vectors na of length S. Given the symmetry of the
problem, one can search for solutions of the form :
n1 = S

sin θ
0
cos θ
 , n2 = S

sin θ′ cosφ
sin θ′ sinφ
cos θ′
 , n3 = S

0
0
1
 . (3.2)
The classical equations of motion are :
∂H
∂θ
= − sin θ + α cos θ sin θ′ cosφ− α sin θ cos θ′ = 0
∂H
∂θ′
= − sin θ′ + α sin θ cos θ′ cosφ− α cos θ sin θ′ = 0 (3.3)
∂H
∂φ
= −α sin θ sin θ′ sinφ = 0.
There can be two solutions of these equations. The first is given by :
n1 = S

0
0
− 1
 , n2 = S

0
0
− 1
 , n3 = S

0
0
1
 . (3.4)
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Fig. 3.2 – Left : The collinear configuration which minimizes the energy for 0 ≤ α ≤ 0.5.
Right : the coplanar configuration which minimizes the energy for 0.5 ≤ α.
This corresponds to the collinear configuration of figure (3.2) and it is independent of α. The
second solution corresponds to :
n1 = S

sin θ
0
cos θ
 , n2 = S

− sin θ
0
cos θ
 , n3 = S

0
0
1
 , (3.5)
with :
cos θ = − 1
2α
. (3.6)
This is the coplanar solution of figure (3.2) right. This solution minimizes the energy in the
interval 0.5 ≤ α whereas the former is valid for 0 ≤ α ≤ 0.5. At α = 0.5, the two classical
states are identical. The two kinds of configuration are both continuously degenerate but have
a different degree of degeneracy. For 0 < α ≤ 0.5, any collinear configuration such as (3.4)
minimizes the energy. Thus, choosing a ground state is equivalent to picking up an oriented
axis. One can say that the order parameter is an element of the sphere S2. This also corresponds
to the unfrustrated case of the open ladder. For 0.5 < α, all classical ground states derive by a
global rotation of the triad (n1,n2,n3). This, in turn, requires to choose an oriented axis and
an angle. Thus, the order parameter can be now taken to be a member of the rotation matrix
group SO(3). Note however that the full symmetry of the triangle C3v is not preserved as the
anisotropy is turned on, since it is reduced to a simple Z2 inversion symmetry with respect to
one axis.
3.1.2 Ground state of the quantum triangle.
Let us now understand how does this classical picture change under the laws of quantum
mechanics. Introducing the triangle spin J = S1 + S2 + S3 and the bond spin S12 = S1 + S2,
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the rung Hamiltonian reads :
Si,3 · Si,1 + Si,2 · Si,3 + αSi,1 · Si,2
=
J2
2
+ (α− 1)S
2
12
2
− (2α+ 1)S(S + 1)
2
=
J(J + 1)
2
+ (α− 1)S12(S12 + 1)
2
− (2α+ 1)S(S + 1)
2
where we have replaced the spin operators by their eigenvalues. To determine the ground state,
we need to label each state by their value of total spin J and their intermediate spin S12. For
α = 1, the S12 levels are degenerate and the ground state is obtained for the smallest value of J .
Thus, the ground state is the singlet state |0, S〉 (if J = 0, S12 = S necessarily). When turning
on the anisotropy, other levels will compete with this state. It is straightforward to show that
the sequence of ground states |J, S12〉 between α = 1 and α = 0 is :
|0, S〉 → |1, S + 1〉 → ...→ |S − 1, 2S − 1〉 → |S, 2S〉 (3.7)
On Figure 3.3, we plot the evolution of the main energy levels for S = 2. The first level crossing
happens for α = S1+S . The last level crossing occurs at α = 0.5. From this last result we can
conclude that the point α = 0.5 corresponds to the entrance into the open unfrustrated ladder
regime given by α = 0 for both classical and quantum problems. On the other side of the
isotropic point, the sequence of ground states is given by :
|0, S〉 → |1, S − 1〉 → ...→ |S − 1, 1〉 → |S, 0〉 (3.8)
The first crossing takes place at α = 1+SS and the last one occurs at α = 1+S. After this point,
the triangle consists of two spins coupled into a singlet plus one isolated spin. We recover the
classical limit when S →∞.
0 0.5 1 1.5 2 2.5 3 3.5
α
-10
-5
0
5
10
15
| 2,4 >
| 1,3 >
| 0,2 >
| 1,1 >
| 2,0 >
J = 2J = 1J = 0J = 1J = 2
Fig. 3.3 – Spectrum of a single triangle for S = 2 as a function of α as given by the two
sequences (3.7) and (3.8). The higher energy levels are not represented.
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If we now add a small longitudinal coupling J‖ << α, J⊥, it is trustworthy that the above picture
will not be qualitatively altered, since phases in integer spin chains are generally gapped. We
then obtain the sketch of Figure 3.4. 2S + 1 phases can be differentiated and classified by the
value of the spin triangle J . However, we need to know how to effectively make the distinction
between them. As we will see in the next chapter, this can be achieved with a non local string
order parameter. The nature of the phases with J = 0 and J $= 0 is totally different. In the
former case, the tube just consists of a trivial superposition of singlets. We will refer to this
phase as the singlet phase. In the latter, the properties of the tube are more similar to those of
a single chain with S = J spins, and we will refer to them as Haldane-like phases. We will see
that Haldane-like phases can be separated into two groups, the one with odd J and the other
with even J .
Fig. 3.4 – Conjectured phase diagram in the strong coupling approach. J⊥ = 1. We distinguish
2S possible Haldane-like phases labelled by the value of the total spin of the triangle plus one
singlet phase centered around α = 1.
3.2 Hidden topological order in quantum spin tubes.
According to Haldane’s conjecture, non frustrated integer spin chains always display a gap.
The nature of this gap has generated an intense activity over the years after its prediction. It
has been confirmed numerically by various methods and since the first synthesis of quasi-one-
dimensional compounds, it has been measured in real materials. From the theoretical point of
view, several methods have been introduced to shed light on the nature of this gap, like the
non linear sigma model in the large S limit, the Valence Bond Solid picture or bosonization
techniques. For a review on one-dimensional spin liquids and relevant references to the different
approaches, the reader is referred to the excellent textbook of P. Lecheminant [122]. In the
following, we will present some of the important notions for the study of integer spin chains.
We will first take the example of the simple Heisenberg chain with S = 1. We will then extend
these notions to the case of the frustrated spin tube for arbitrary S.
3.2.1 The Heisenberg integer chain.
The Haldane phase is the ground state of the unfrustrated antiferromagnetic Heisenberg
chain with spin S = 1 :
Hˆ = J
∑
i
Si · Si+1. (3.9)
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Contrary to the S = 12 where much is known analytically from Bethe ansatz methods [123],
there is no analytical result for S = 1. Probably, the simplest approach to study the physics of
the spin-1 Heisenberg chain consists to add a biquadratic interaction to the model :
Hˆ = J
∑
i
[
Si · Si+1 + β(Si · Si+1)2
]
. (3.10)
This extended Heisenberg Hamiltonian is exactly solvable for β = 13 since it can be recast as
a sum of projectors. Introducing the bond spin operator : Ji,i+1 = Si + Si+1, the Hamiltonian
reads :
Hˆ 1
3
= J
∑
i
[
J4i,i+1
12
− J
2
i,i+1
6
− 2
3
]
Hˆ 1
3
= J
∑
i
[
P2(i, i+ 1)− 2
3
]
,
where P2(i, i + 1) is the operator that projects the bond spin Ji,i+1 onto the subspace of
magnitude 2. This is an example of an AKLT Hamiltonian [87]. To determine the ground state,
it is convenient to write each original S = 1 spin as two fictitious 1/2 spins in a triplet space.
The ground state is then obtained by coupling into a singlet state all nearest-neighbor 1/2
spins :
|ΨV BS〉 =
∏
i
(
| ↑(2)i−1↓(1)i 〉 − |↓ (2)i−1↑(1)i 〉
)
. (3.11)
Indeed, one can check that the maximum eigenvalue of Jzi,i+1 for each bond is 1. Now, if |ΨV BS〉
had a component with bond spin J = 2, a global rotation of the full wavefunction would
produce a component with Jzi,i+1 = 2. Since the state (3.11) is rotationally invariant, that is
not possible. Thus Ji,i+1 ≤ 1 and |ΨV BS〉 is annihilated by each of the projectors P2(i, i + 1).
Since the Hamiltonian is a sum of positive projectors, |ΨV BS〉 is the ground state of Hˆ 1
3
. This
is called a valence bond state (to not be confused with the valence bond crystal (VBC), the
VBS state does not break the translation symmetry of the Hamiltonian). In their seminal
work, Affleck and coauthors proved that this ground state is unique when periodic boundary
conditions are imposed and that the spin-spin correlation function decays exponentially in such
a state [87]. Another interesting feature of the VBS state is the existence of edge spins for
open boundary conditions (see figure 3.5). In this case, the ground state is four fold degenerate
with two spin-1/2 degrees of freedom remaining unpaired at each end of the chain. Three of
these states constitute a spin triplet while the last one forms a singlet. The interest of the
VBS approach stems from the fact that the properties of the VBS state are not special to
the AKLT Hamiltonian but extend to a larger range of parameter β. In particular, numerical
investigations [124] of the phase diagram of the biquadratic Hamiltonian (3.10) showed that
all models with |β| < 1 belong to the same phase. Thus, the Heisenberg problem with β = 0
should be accurately described by the VBS picture.
The VBS picture can be actually extended to the generic integer S spin chain [125]. In this
case, one uses Schwinger bosons to express the form of the VBS states. The VBS states are the
exact ground states of certain Hamiltonians and are expected to represent the ground states
accompanied by the Haldane gap in integer S spin chains.
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Fig. 3.5 – VBS state for S = 1 and periodic and open boundary conditions. For a closed chain,
the ground state is unique. For an open chain, the ground state is four-fold degenerate.
Topological order
Despite the exponential decay of correlations in the Haldane phase, there is a subtle form of
antiferromagnetic ordering. A simple way to exhibit this hidden order is to reckon the VBS state
in the conventional Sz representation. Since Jzi,i+1 < 2 in the VBS state, a typical configuration
will have the following structure :
|↑↓ 0...0 ↓ 0...0 ↑ 0...0 ↓↑ ...〉, (3.12)
that is, each ↑ spin is followed by a ↓ spin with an arbitrary number of 0 states in between.
Thus, the VBS state displays a ”dilute” Ne´el order [126, 127]. Because of the arbitrariness
in the number of 0 sites, the long-range antiferromagnetic order is invisible in the spin-spin
correlation function. However, it is possible to render this order perceptible by examining the
non-local string order parameter defined by :
Oα = − lim
|i−j|→∞
〈Sαi exp
(
ipi
j−1∑
k=i+1
Sαk
)
Sαj 〉 (3.13)
To see how this parameter works, note that the argument of the exponential is the net ’charge’
in the line connecting the two sites i and j. If the two end sites are ↑ and ↓ respectively, the
net charge is easily shown to be zero. Conversely, if the two end sites both have the same
charge, the string charge is precisely the opposite. Hence all non-zero contributions to the
string parameter enter with the same overall sign and is infinite-ranged. The properties of the
dilute Ne´el order was further elucidated when Kennedy and Tasaki first realized that the long
range order 〈Oα〉 $= 0 was related to a spontaneous breaking of a hidden Z2 × Z2 symmetry if
one performed a special non-local unitary transformation [128]. Oshikawa later generalized this
transformation to arbitrary integer spins [125]. It reads :
V =
∏
j<k
exp
(
ipiSzjS
x
k
)
(3.14)
Let us explain the action of this operator for S = 1. In this case, in the Sz basis,
exp (ipiSx) =
 0 0 −10 −1 0
−1 0 0
 . (3.15)
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Thus, each factor exp(ipiSzi S
x
j ) will flip the spin at site j and multiplies the state vector by −1
when Szi = ±1 while it will have no influence if Szi = 0. The interesting thing is that both the
Heisenberg Hamiltonian and the string order parameter transform to local operators by V :
Hˆ → ˆ˜H =
∑
i
(−Sxi Sxi+1 + Syi eipi(Szi +Sxi+1)Syi+1 − Sxi Sxi+1) (3.16)
Oαstring → lim|k−j|→∞〈S
α
j S
α
k 〉 (3.17)
The symmetry of the transformed Hamiltonian is reduced to global rotations about the x, y
and z axis by angle pi. Therefore, it has a Z2×Z2 symmetry. The string order parameter, which
transforms into a local ferromagnetic order parameter, measures this symmetry breaking. For
S = 1, it is natural to associate the four fold degeneracy due to the discrete symmetry breaking
with the existence of four degenerate edge states.
Now, as it has been demonstrated by Oshikawa, the hidden symmetry is not broken for all
integer Heisenberg chains. In fact, if one calculates the expectation value of the string order
parameter (3.13) for a VBS state with arbitrary S, one finds that it does vanish if S is even [125].
Thus, even S spin chains do not have a string order parameter. This is of particular relevance
for our spin tube problem because we can now make use of the string order parameter to
distinguish between the different Haldane-like phases with odd and even spins, and eventually
detect the quantum phase transitions between them.
3.2.2 The quantum spin tube
We now apply the ideas of Oshikawa to the case of our spin tube. One can define the
following non-local transformation :
V =
∏
j<k
exp
(
ipiJ zj J
x
k
)
(3.18)
where J is the total spin of the triangle. Remembering how does a vector operator change under
a SU(2) transformation, it is straightforward to show that the spin operators transform into :
V Sxi,aV
−1 = Sxi,a
∏
i<k
exp (ipiJ xk )
V Syi,aV
−1 =
∏
k<i
exp (ipiJ zk )S
y
i,a
∏
i<k
exp (ipiJ xk )
V Szi,aV
−1 =
∏
k<i
exp (ipiJ zk )S
z
i,a
We define two string order parameters to detect the Z2 × Z2 symmetry breaking :
Ox = − lim
|k−i|→∞
〈
Jxi exp
(
ipi
k∑
l=i+1
Jxl
)
Jxk
〉
(3.19)
Oz = − lim
|k−i|→∞
〈
Jzi exp
(
ipi
k−1∑
l=i
Jzl
)
Jzk
〉
(3.20)
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Applying the unitary transformation (3.18), these parameters reduce to the local ferromagnetic
order parameters :
O˜α = VOαV −1 = lim
|k−i|→∞
〈Jαi Jαk 〉 (3.21)
Now, let us look at the Hamiltonian (3.1). Under the non local transformation, it becomes :
H˜ = H˜‖ + H˜⊥ (3.22)
H˜‖ = J‖
∑
i
( ∑
a=1,2,3
Sxi,aS
x
i+1,a
)
exp(ipiJ xi ) +
( ∑
a=1,2,3
Szi,aS
z
i+1,a
)
exp(ipiJ zi+1)
+
( ∑
a=1,2,3
Syi,aS
y
i+1,a
)
exp(ipi(Jxi + J
z
i+1))
H˜⊥ = J⊥ (Si,1 · Si,3 + Si,2 · Si,3 + αSi,1 · Si,2)
Note that the rung part remains invariant under the non-local transformation. The global
continuous SU(2) symmetry of the original Hamiltonian has been lowered to a discrete Z2×Z2
symmetry, i.e it is invariant under the rotation of all spins around the x and z axis by an
angle of pi. Importantly, this Hamiltonian is still local. Thus, we have succeeded in defining an
order parameter (3.19-3.20) which, according to Oshikawa’s argument, should be non zero in
all Haldane-like phases with odd S. In a dual language, these phases correspond to the broken
symmetry phases of the local Hamiltonian (3.22).
3.2.3 The special case of S = 1
According to our strong coupling approach, we expect three different phases for S = 1 : one
trivial singlet phase around α = 1, surrounded by two Haldane-like phases. For small J‖, we
expect some quantum phase transitions to occur around αc1 ∼ 0.5 and αc2 ∼ 2.
Bosonization analysis attempt
To determine the nature of the phase transition, one can derive an effective model by keeping
both lowest singlet and triplet on each triangle. This should adequately reproduce the properties
of the spin tube as long as the other energy levels are well higher in energy (J⊥ >> J‖). The
effective model can be written as a spin-1/2 ladder where each triangle of the tube becomes
a rung of the ladder (two S = 1/2 coupled spins make a singlet and a triplet and so we have
the same number of degrees of freedom per unit cell). Because of the symmetry of the original
model, the interactions between the fictitious spin-1/2 are necessarily SU(2) symmetric, and
since we are in the strong coupling limit, we can limit them to nearest and next-nearest neighbor
interactions. The most general form for such a ladder is :
Hˆeff =
∑
i
Jx (Si,1 · Si+1,1 + Si,2 · Si+1,2) + JySi,1 · Si,2 + Jd (Si,1 · Si+1,2 + Si,2 · Si+1,1) (3.23)
+ KxSi,1 · Si+1,1 × Si,2 · Si+1,2 +KySi,1 · Si,2 × Si+1,1 · Si+1,2 +KdSi,1 · Si+1,2 × Si,2 · Si+1,1
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Fig. 3.6 – The spin-1/2 ladder representing the spin tube in a strong coupling limit for 0.5 <
α < 1.0 and 1.0 < α< 2.0.
It consists of all possible spin-spin exchange couplings plus additional biquadratic couplings.
The constants Jy, Jd, Kx, Ky, Kd, Jx can be expressed in function of the original couplings J‖, J⊥
and α. The model can be studied in the limit {Jy, Jd, Kx, Ky, Kd} << Jx, via abelian bozoni-
sation. In this case, one rewrites the ladder Hamiltonian as a sum of two Hamiltonians of free
bosons weakly coupled by the different parameters. The model is shown to be equivalent to a
Hamiltonian of a triplet and a singlet of massive Majorana fermions [129]. The masses of the
different excitations depend on the values of the spin couplings and can possibly cancel. A vani-
shing mass corresponds to a quantum critical point. Depending on which of the triplet mass or
the singlet mass cancels, the criticality of the theory (in the language of conformal field theory,
one refers to the ”central charge” of the theory c) will be different. When the triplet mass is
zero, the central charge is 3/2, when the singlet mass is zero c = 1/2 and if both masses vanish
altogether c = 2. It can also happen that the transition is first order, depending on the sign
of marginally relevant couplings which are quartic in the Majorana fields [130]. In practice, it
appeared difficult to gain a clear insight on the properties of the spin tube from this approach.
First, if we start from the strong coupling limit J⊥ >> J‖ in the tube, we generally end up
in the effective model with Jy, Jd > Jx, which is the opposite limit where the bosonization
procedure is valid. Secondly, it appears, as shown in [130], that one must consider the effects
of some irrelevant operators to really deduce the nature of the possible phase transitions in a
system like (3.23), and not simply generalize the formula given in [129]. Thus, the study of the
generic ladder (3.23) is largely beyond the scope of this thesis.
DMRG data
We present here the DMRG data obtained by S. Capponi on the spin-1 tube for J‖ = 0.1J⊥
and 0 ≤ α ≤ 2.0. Two quantities were evaluated to detect the presence of a critical point : the
spectral gap and the von Neumann entropy.
Spectral gap The gap is defined differently depending on the boundary conditions. For open
boundary conditions (OBC), in a Haldane-like phase, the real gap should be calculated between
the S = 1 sector and the S = 2 sector since the sectors S = 0 and S = 1 are already degenerate
because of the edge states. On the contrary, for a singlet-like state, the gap is defined between
the S = 0 sector and the S = 1 sector. For periodic boundary conditions, there are no edge
states and thus, the gap is uniquely defined to be between S = 0 and S = 1. The evolution
of the gap is presented on Figure (3.7) (left for OBC and right for PBC). For OBC on largest
system sizes, the DMRG indicates that the gap between S = 0 and S = 1 is almost zero for
α ! 0.57 and α " 1.92 and increases in between. The gap between S = 1 and S = 2 also
lets appear a striking difference between α < 0.57, α > 1.92, and the middle region. It is
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Fig. 3.7 – Spin gap of the spin-1 tube in function of the anisotropy parameter. J‖ = 0.1 and
J⊥ = 1. Left : open boundary conditions. Right : periodic boundary conditions.
almost constant in the first case and increases in the second. Extrapolation of the data around
αc1 = 0.57 and αc2 = 1.92 for large system sizes may indicate a gapless critical point. The PBC
data are consistent with this picture : the gap between the singlet and the triplet state is roughly
constant up to α ≤ 0.57, displays a drop around the critical value and then sharply increases.
Note that this is in accordance with the qualitative picture of the strong coupling limit. For
small α, we expect the spin tube to be in a Haldane-like phase, where E(S = 0) = E(S = 1)
and the gap essentially depends on the value of J‖ and is thus independent of the anisotropy
parameter. On the opposite, for α close to 1, the system is in the singlet phase for which the
gap is proportional to 1− α.
Von Neumann entropy Another quantity of interest here is the Von Neumann entropy of
a finite segment of the chain. It is defined by :
S(6) = Tr(ρ0 ln ρ0) (3.24)
where ρ0 = Tr0ρ is the reduced density matrix associated to a block of 6 spins. This quantity
is known to behave fundamentally differently for critical and non-critical systems [131, 132]. It
saturates at a finite value when the system is non critical while it increases logarithmically for
critical systems. The analytic expression of S0 is given by :
S(6) =
c
6
ln
[
N
pi
sin
(
pi6
N
)]
+ g (3.25)
where c is the central charge, and g is a constant. The Von Neumann entropy is represented
on Figure 3.8 in function of d(6) = (N/pi) sin(pi6/N). For α = 0.5 and α = 0.6, the entropy
converges to a finite value. For α = 0.57 however, it does not saturate. Instead, it displays a large
periodic oscillation. Such an oscillation has already been observed in other critical spin chains
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Fig. 3.8 – Plot of the Von Neumann entropy in function of d(6) for different values of the
anisotropy parameter.J‖ = 0.1, J⊥ = 1.
and might be related to the existence of soft modes at k = 0 and k = pi in the problem [133].
The decay in the correlation function is not simply algebraic at the critical point because it is
multiplied by an oscillatory factor. Because of the oscillations, it is hard to distinguish what
is the best fit between c = 32 and c = 2. For instance, we obtain a good fit for c = 3/2 at
αc2 = 1.92 but c = 2 seems better for αc1 = 0.57. Nevertheless, the possibility of c = 1 or c =
1
2
can be clearly ruled out.
It is very interesting to note that there is no such critical point in the whole phase diagram
of the two-leg ladder with S = 1. In this case, whatever the magnitude and sign of the rung
coupling J⊥, the gap remains finite. This has been confirmed by Quantum Monte Carlo simu-
lations [134], non linear sigma model approaches [135] and bosonization studies [136]. Another
distinction with the two-legged ladder is the existence of edge states for α ≤ 0.57 and α > 1.92
for the tube. There are no such states in the two-leg ladder. This can be understood with the
following hand-waving argument : if one tries to couple weakly two S = 1 chains, the edge
states will immediately couple and form a singlet. On the contrary, if one tries to do the same
with three chains, there will be one remaining spin-1/2 degree of freedom at each end of the
tube (two at α = 1). It would be interesting to confirm the existence of topological order in the
Haldane-like phases by computing numerically the string order parameters (3.19-3.20). Moreo-
ver, that would help us to definitely rule out the possibility of a first order transition between
the singlet phase and the Haldane-like phase.
3.3 Large S approach
We complete our study by examining our problem from a completely different point of
view : the large S approaches. These include the non-interacting and interacting spin waves
expansions, the non linear sigma model and its affiliated renormalization group study. Large
S approaches are constructed in the limit S >> 1 but prove generally to work well for values
of spin as small as S = 1/2. Another underlying hypothesis is that they are supposed to
accurately describe the system in the weak coupling limit J⊥ << J‖ [137]. Large S techniques
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furnish relevant information on the nature of the low energy modes and their velocities, the
ground state energy and its magnetization, the system susceptibility... For our case of interest,
it will tell us more about the properties of the excitations in the spin tube and the possible
critical points in its phase diagram.
3.3.1 Linear spin-wave theory
The spin wave approach is a powerful tool in the theory of magnetism since it can be applied
to any kind of Heisenberg model with a complicated ground state. In effect, this approach is
a modus operandi to investigate the effects of quantum fluctuations. Basically, the spin wave
modes are obtained from the linearized classical equations of motion. To lowest order in 1/S,
spin waves are independent harmonic oscillators which can be quantized semiclassically. They
correspond to low-energy modes around the classical ground state. The standard spin-wave
approach has been found to give very accurate description of the zero-temperature physics of
a number of two and three-dimensional spin models, one example being the S = 12 Heisenberg
antiferromagnet on the square lattice [138]. Spin waves are generally introduced within the
Holstein-Primakoff formalism [139]. Here, we will follow a different but equivalent path which
may be more physically appealing. We will detail the calculations for the ”frustrating” case
0.5 ≤ α.
To treat perturbatively the quantum fluctuations, we start by introducing small deviation
fields "i,a around one classical configuration :
Si,1 =

(−1)i
(
S sin θ
(
1− 12("x
2
i,1 + "
y2
i,1)
)
+
√
S cos θ"xi,1
)
(−1)i√S"yi,1
(−1)i
(
S cos θ
(
1− 12("x
2
i,1 + "
y2
i,1)
)
−√S sin θ"xi,2
)

Si,2 =

(−1)i
(
−S sin θ
(
1− 12("x
2
i,2 + "
y2
i,2)
)
+
√
S cos θ"xi,2
)
(−1)i√S"yi,2
(−1)i
(
S cos θ
(
1− 12("x
2
i,2 + "
y2
i,2)
)
+
√
S sin θ"xi,2
)

Si,3 =

√
S"xi,3
(−1)i√S"yi,3
(−1)iS
(
1− 12("x
2
i,3 + "
y2
i,3)
)
 .
The " variables satisfy the following algebra :[
"xi,a, "
y
i,a
]
= i (3.26)
so that the spin degrees of freedom obey the standard SU(2) commutation relations. We now
perform an expansion in power of 1/S. In this calculation, it is assumed that S is sufficiently
large so that a truncation to lowest order is a good approximation of the quantum fluctuations.
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Fig. 3.9 – The three real low energy modes deduced from the linear spin wave theory : Y x, Xy
and Zy.
We will also take J⊥ = J‖ = J since this does not change qualitatively the results of the spin
wave expansion. Going to Fourier space, we find :
Hˆ = JS2
(
E ′0 +
1
S
∑
k
(
X †kMXk Xk + Y†kMYk Yk
)
+O
(
1
S
√
S
))
, (3.27)
with X †k =
(
"xk,1, "
x
k,2, "
x
k,3
)
, Y†k =
(
"yk,1, "
y
k,2, "
y
k,3
)
and the two matrices :
MXk =
 12α + 1 + cos k − 14α − 14α− 14α α2 + 1 + cos k 14α − α2− 14α 14α − α2 α2 + 1 + cos k
 (3.28)
MYk =
 12α + 1− cos k 12 121
2
α
2 + 1− cos k α2
1
2
α
2
α
2 + 1− cos k
 . (3.29)
A diagonalization of these two matrices yields the low energy modes of the problem. The
eigenvalues of MX are :
(1 + cos k, 1 +
3
4α
+ cos k, 1− 1
4α
+ α+ cos k).
One of these is a low-energy mode at k = pi. It is associated with the eigenvector : "x†Y = (1, 1, 1).
This corresponds to a rotation of the triad around the yˆ axis (figure 3.9 left). The eigenvalues
of MY are :
(1− cos k, 1− cos k, 1
2α
+ α+ 1− cos k).
There are two low-energy modes around k = 0 associated to the respective eigenvectors :
"y†Z = (0, 1,−1) and "y†X = (−2α, 1, 1). The first represents a rotation around the zˆ axis (figure 3.9
center), the second stands for the rotation around the xˆ axis (figure 3.9 right). Long-wavelength
twists of the classical ground state will cost asymptotically no energy in the thermodynamic
limit. In fact, these are the three Goldstone modes associated with the broken symmetry of the
problem.
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To diagonalize the Hamiltonian, we need to perform successive canonical transformations
in order to preserve the commutation relations (3.26). This is achieved through two similarity
transformations and a rescaling :
MX → M ′X = P−1MXP
MY → ∆Y = P−1MYP
Yk → PYk
Xk → PXk
(3.30)
{ Yk → √∆YYk,
Xk → Xk/
√
∆Yk
(3.31)
 M
′X → ∆X = Q−1√∆YM ′X√∆YQ
Yk → QYk
Xk → QXk
(3.32)
where∆ X and∆ Y are two diagonal matrices. This set of transformations is equivalent to a
Bogoliubov transformation in the Holstein-Primakoff formalism. The Hamiltonian takes now
the simple form :
Hˆ = JS2E ′0 + JS
∑
k,a=1,2,3
(
1
2
ω2k,aXˆ
2
k,a +
1
2
Yˆ 2k,a
)
+O(
√
S). (3.33)
At first order in 1S , the interacting Heisenberg model reads as a system of decoupled oscillators.
The three dispersion relations reads :
ωk,1 =
√
A(α, k)−
√
B(α, k)
ωk,2 =
√
A(α, k) +
√
B(α, k)
ωk,3 =
√(
1− 1
4α
+ α+ cos k
)
(1− cos k)
A(α, k) =
1
8α2
(
1 + α
(
3− cos k + (9− 8 cos2 k)α+ 4(1 + cos k)α2))
B(α, k) = 1 + α(6− 2 cos k + 3(1 + cos k(−2 + 3 cos k))α+ 2(−9 + cos k(3 + 16 cos k))α2 +
(−7 + 8 cos k(2 + 3 cos k))α3 + 8(1 + cos k)α4 + 16(1 + cos k)2α5),
and we recover the three low energy modes, two at k = 0 and one at k = pi. We show the three
dispersion relations at α = 1, 0.8 and 0.5 on figure 3.10. The three velocities in function of α
are given by :
cX =
√
3 + 8α+ 6α2 + 16α3
2 + 4α+ 2α2 + 16α3
cY =
√
3 + 12α+ 6α2
2 + 8α+ 2α2
(3.34)
cZ =
√
1− 1
8α
+
α
2
.
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Fig. 3.10 – Dispersion relations of the spin waves for three different values of the anisotropy
parameter.
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Fig. 3.11 – Evolution of the velocities of the spin waves in function of α.
They are displayed on figure 3.11.
Let us discuss the two limits α = 1 and α = 0.5. In the former, we find that cX = cZ . Thus,
the velocities of the spin waves corresponding to rotations around the xˆ and the zˆ axis, which
define the plane of the original triad, are equal, while rotations around the yˆ axis propagate at
a different speed. This is in agreement with previous spin-wave analysis of the antiferromagnet
on the triangular lattice [117]. For α = 0.5, the dispersion relation of the X mode and the Z
modes are symmetric respect to k = pi/2 and the two velocities cX and cY are equal. This is
reminiscent of the situation for the open chain. An analogous situation is found when α→∞.
One can make the connection with the Holstein Primakoff approach by remembering the
canonical commutation relations : [
Xˆk,a, Yˆk,a
]
=
i
ωk,a
, (3.35)
and introduce the bosonic operators : ak,a =
1√
2
(√
ωk,aXˆk,a +
1√
ωk,a
Yˆk,a
)
. The Hamiltonian can
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be rewritten as :
Hˆ = JS2E ′0 + JS
∑
k,a=1,2,3
ωk,a
(
a†k,aak,a +
1
2
)
. (3.36)
For 0 < α< 0.5, there is one single bosonic operator instead of three and two low energy modes
at k = 0 and k = pi.
We would be tempted to conclude that the system is magnetically ordered with quantum
fluctuations acting as small ”decorations” of the classical order. This is indeed what happens
in two dimensional cases such as the triangular lattice [117]. However, it is clearly untrue here
as it can be seen from the expectation value of 〈X2a〉 :
〈X2a〉 =
1
N
∑
k
〈X2k,a〉 ∝
1
N
∑
k
1
ωk,a
. (3.37)
In one dimension, this quantity diverges like logN . Thus, fluctuations are larger and larger as
the system grows. This demonstrates the impossibility of ordering in a quantum spin chain, in
accordance with the Mermin-Wagner theorem.
3.3.2 Low energy degrees of freedom
One could question the interest of performing a spin-wave analysis while it eventually breaks
down. The reason for this calculation is that we need the semi-classical approach to identify
the Goldstone modes of the system, in order to construct the non-linear sigma model. The
motivation of this construction is twofold : first, the sigma model provides the simplest conti-
nuum theory describing the order parameter dynamics of an antiferromagnet. Secondly, when
carefully handled out, the sigma model provides a unique way to understand some striking non
perturbative effects, such as the difference between integer and half-integer spins in one dimen-
sion. Thus, what we are really interested in is a development of the spin variables in terms of
their low degrees of freedom, with the study of the non linear sigma model in mind. We already
described these low degrees of freedom. They correspond to the rotations of a triad around the
three axis depicted on figure 3.9. We refer to them as modes Y x, Xy, and Zy. Remembering
that we want ultimately to concentrate on a quantum problem, we must also add the conjugate
modes Y y, Xx and Zx in order to reproduce the correct SU(2) commutation relations satisfied
by the quantum spin operators. Expressing the spin vectors in function of the different modes,
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we obtain :
Si,1 = (−1)i

sin θ + cos θ
2xY√
3
2yZ√
2
+
2yX√
4α2+2
cos θ − sin θ 2xY√
3
+

cos θ
2xZ√
2
+ cos θ
2xX√
4α2+2
2yY√
3
− sin θ 2xZ√
2
− sin θ 2xX√
4α2+2

Si,2 = (−1)i

− sin θ + cos θ 2xY√
3
− 2yZ√
2
+
2yX√
4α2+2
cos θ + sin θ
2xY√
3
+

− cos θ 2xZ√
2
+ cos θ
2xX√
4α2+2
2yY√
3
− sin θ 2xZ√
2
+ sin θ
2xX√
4α2+2

Si,3 = (−1)i

2xY√
3
− 2α√
4α2+2
"yX
1
+

− 2α√
4α2+2
"xX
2yY√
3
0
 .
This can be rewritten in a more compact form by introducing an infinitesimal SO(3) rotation
matrix Ri = exp
(
imiJˆ
)
with Jˆ standing for the generator of SO(3), and a vector Li if we
identify :
L =

−2α√
4α2+2
"xX
2yY
3
− 2xZq
2− 1
2α2
 m = i

2α√
4α2+2
"yX
2xY
3
2yZq
2− 1
2α2
 .
Finally, this reads very simply :
Si,a = (−1)iRina + (Li − (Li · na)na). (3.38)
The number of degrees of freedom on the left and on the right hand side of this equation is the
same. Thus, we can regard this operation as a change of variables. But, the new fields Ri and
Li are the natural variables if one is interested in a long wavelength description of the problem.
3.3.3 Non Linear σ model
After having derived the low energy modes of the theory, we can now focus on the construc-
tion of the non linear sigma model (NLsM). The first point is to define a suitable local order
parameter. In our case, it is dictated by the geometry of the classical configurations of lowest
energy :
classical collinear configuration ←→ order parameter : S2(≡ O(3)/O(2)) unit vector
classical coplanar configuration ←→ order parameter : SO(3) rotation matrix.
The underlying idea behind the construction of the NLsM is then to consider the system in its
symmetry-broken phase and to take into account quantum fluctuations (or thermal fluctuations
for classical versions) around the direction of the order parameter. It is actually not necessary
that the system admits a broken-symmetry phase (it has none in 1d), it just needs to be at least
124
3.3. LARGE S APPROACH
ordered locally (this can be realized by considering a strong coupling J‖ or a low temperature for
a classical system). The continuum limit is then reached within a Hamiltonian formalism or a
path integral (lagrangian) approach [141]. One of the greatest possibilities given by the NLsM is
that it can be investigated with renormalization group techniques for which one can determine
the nature of the possible fixed points governing the physics at long wavelengths. The quantum
NLsM for triangular geometries and its RG analysis have already been extensively studied by
Azaria et al. [120]. We shall refer later to their work for the characterization of the spectrum. For
now, our starting point will be different. We will build the NLsM in the lagrangian formalism,
following in this way the construction of Dombre and Read [118]. This path integral approach
is particularly illustrative regarding the construction of the Berry phases. These complex terms
will play a major role in our analysis of the quantum spin tube.
Coherent spin states
To perform the path integral approach,. we would like to remind the reader a few results
about coherent states and their properties. Coherent states can be seen as the intermediary
stage between the standard SU(2) representation of spin states and classical states. A quantum
spin of magnitude S requires for its description a Hilbert space of dimension (2S + 1). In the
semi-classical limit however, the spin operators can be replaced by vectors :
S =
√
S(S + 1)n, (3.39)
where n = {cos θ cosφ, sin θ sinφ, sin θ}. Here, the unit vector parametrizes the set of states :
|n〉 = eiθu·S|S, S〉, (3.40)
where u = (zˆ×n)|zˆ×n| . Taking the quantization axis as zˆ as usual, the operator U = exp(iθu · S)
entering the definition (3.40) acts like a rotation by an angle θ around zˆ×n (see Fig. 3.12 left).
The connection between coherent states and classical vectors can be regarded as follows. First,
note that :
〈n|S|n〉 = Sn. (3.41)
This is because :
〈n|S|n〉 = 〈S, S|U †SU |S, S〉 (3.42)
= 〈S, S|R(u, θ)S|S, S〉, (3.43)
where R(u, θ) is the three-dimentional rotation matrix of angle θ and axis u and we made use
of the transformation law of a vectorial operator under SU(2). The result (3.41) comes then
immediately. It means that the expectation value of the spin operator in the coherent state |n〉
is precisely the vector n with size S. The second important result is :
〈n1|n2〉 =
(
1 + n1 · n2
2
)S
eiΦ(n1,n2,zˆ)S, (3.44)
whereΦ( n1,n2, zˆ) is the solid angle enfolded by the three unit vectors (see figure 3.12 right).
This needs a little more work to prove. The point is to go back to the two dimensional repre-
sentation of SU(2) where things are easy to handle with :
|S, S〉 = |↑↑ ... ↑〉 = (|↑〉⊗ )2S (3.45)
eiθu·S =
(
eiθu·
σ
2
)2S
, (3.46)
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Fig. 3.12 – Left : Representation of the unit vector n obtained by a rotation of zˆ around u.
Right : The solid angle delimited by the three unit vectors zˆ, n1 and n2.
where |↑〉 denotes the up state of a spin-1/2 operator. Thus, we get :
〈↑| e−iθ1u1·σ2 eiθ2u2·σ2 |↑〉 = 〈↑|
(
cos
θ1
2
− i(u1 · σ) sin θ1
2
)(
cos
θ2
2
− i(u2 · σ) sin θ2
2
)
|↑〉
=
(
cos
θ1
2
cos
θ2
2
+ sin
θ1
2
sin
θ2
2
ei(φ1−φ2)
)
. (3.47)
With the help of a good book of geometry, we can make the identification with (3.44). Result
(3.44) indicates that in the limit S →∞, two coherent states are orthogonal. Finally, one can
show, with the same kind of argument, that :
〈n1|S|n2〉 = S
[
n2 +O
(
1√
S
)]
〈n1|n2〉. (3.48)
Construction of the path integral
The coherent spin state representation is an efficient tool to mold a quantum partition
function into a path integral, from which an effective action can be constructed [142]. In the
large but finite S limit, however, the representation becomes non trivial, requiring also the
inclusion of off-diagonal elements. Here, we shall consider a system with 3N sites and introduce
a set of coherent spin states at each site, labeled by the site coordinates i, a and a euclidean
time variable τ . The starting point for building a path integral is to evaluate the partition
function :
Z = Tr exp(−βHˆ). (3.49)
Following the standard approach, we view the temperature as the analogue of imaginary time
and cut the interval [0, β] in small time slices ε. Z is represented by :
Z = lim
T→∞
∫
n(0)=n(β)
[Dn]
T∏
j=1
〈ni,a(τj)|1− εHˆ|ni,a(τj+1)〉, (3.50)
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where [Dn] is the normalized measure on the discrete 3N × T euclidean space-time. For large
but finite S, we can use (3.48) twice, which yields :
〈ni,a(τj|Hˆ|ni,a(τj+1)〉 ≈ S2〈ni,a(τj)|ni,a(τj+1〉H({ni}), (3.51)
where H({ni,a(τ)}) stands for the classical Hamiltonian. For finite S, we must retain off-
diagonal overlaps between coherent states. The overlaps contain purely quantum mechanical
effects, not visible in the classical limit S → ∞. Summing over the time slices, the partition
function reads :
Z = lim
T→∞
∫
n(0)=n(β)
[Dn]
[
T∏
j=1
〈ni,a(τj)|ni,a(τj+1)〉
]
exp
(
−S2
∫ β
0
dτH({ni,a(τ)})
)
. (3.52)
The remaining question is what to do with the off-diagonal elements. For paths slowly varying
with τ , it can be approximated by :[
T∏
j=1
〈ni,a(τj)|ni,a(τj+1)
]
≈ exp
(
iS
∑
i,a
A(ni,a)
)
, (3.53)
where A(ni,a) is the Berry phase for adiabatic path of the spins we introduced in the first
chapter. However, we would like to emphasize that we are guaranteed smooth paths in time
only in the limit of large spins, where the overlap of coherent states drops rapidly as the state
vectors begin to differ. For values of spins of O(1), we must assume that the partition function is
dominated by paths sufficiently smooth in τ for this approximation to be valid. In other words,
for small spins, we can only hope to model low frequency processes. In this regime, recalling
the trace condition |n(0)〉 = |n(β)〉, and taking the zero temperature limit, we finally obtain :
Z =
∫
[Dn] exp
(
iS
∑
i,a
A(ni,a)− S2
∫ β
0
dτH({ni,a(τ)}
)
. (3.54)
We would like to stress again the purely quantum origin of the Berry phase term : in the
classical limit S = ∞ off-diagonal overlaps in (3.44) vanish, leaving only a unit factor for
diagonal overlaps. As first realized by Haldane [50], the sum over the Berry phases conspires
with the integrated Hamiltonian to precisely produce a sigma model action.
The NLsM of the anisotropic tube.
In the long wavelength limit, the fine scale of the lattice becomes irrelevant and the lattice
spacing a can be taken to zero. To obtain a well-defined continuum limit, we need to choose a
local order-parameter field which has a smooth spatial variation on the scale of a. To do so, we
make use of the following ansatz :
Si,a(t) = S
Ri(t)((−1)ina + aLi(t))
|Ri((−1)ina + aLi(t))| , (3.55)
which is identical to (3.38) at first order in a. Here however, to make a coherent calculation,
we will need to keep the development up to second order in a :
Si,a = SRi
(
(−1)ina + a(Li − (na.Li)na) + (−1)ia2
((
−L
2
i
2
+
3
2
(na.L)
2
)
na − (na.L)L
))
.
(3.56)
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The magnetization of the whole triad is then given by :∑
a
Si,a = SRi
(
α− 1
α
(−1)izˆ + 3aTLi + (−1)ia2
(
−α− 1
α
L2
2
+
3
2
∑
a
(na.L)
2na − α− 1
α
LzL
))
,
(3.57)
where :
Tαβ = δαβ − 1
3
∑
a
naαnaβ.
We will set J‖ = J⊥ = 1 for simplicity and concentrate on the effects of the anisotropy parameter
α. Let us first focus on the Berry phase term. Using equation (3.56), we obtain at first order
in a :
StotBP = iS
∑
i,a
ω[R2i(na + a(L2i − (L2i · na)na))]− ω[R2i+1(na + a(L2i+1 − (L2i+1 · na)na))]
StotBP = iS
∑
i,a
ω[Rina](−1)i + i3aS
∫
dτdx TL ·V,
where Vα = −12εαβγ(R−1∂τR)βγ . The Berry phase is constituted of two terms but for reasons
that will become clear later, we do not wish to take the continuum limit of the first term. The
Hamiltonian part, at second order in a, reads :
SH = a
2S2
∫
dxdτ
(−PSint − 6TL · L+ Tr[P (R(x,τ )−1∂xR(x,τ ))2]) . (3.58)
with :
PSint =
1
2
(∑
a
Si,a
)2
− 1− α
2
(Si,1 + Si,2)
2 .
=
1
128α5
(−64α4(−1 + α)(L2x + L2y) +
16α2(4L2yα
3(5 + 4α) + L2z(1− 4α2)2 + L2x(1 + 4α+ 4α3))).
It is important to consider the development at second order in (3.56) or one would have mista-
kenly neglected the first part of PSint. Now, since the action is quadratic in Li, we can integrate
the field out and finally express the action solely in terms of the SO(3) matrix field R(x, t) :
S =
∫
dxdτ S2
(
Tr[P (R(x,τ )−1∂xR(x,τ ))2] + Tr[Q(R(x,τ )−1∂τR(x,τ ))2]
)
+iS
∑
i,a
ω[Rina](−1)i.
(3.59)
The two operators P and Q are given by :
P =
 2− 12α2 0 00 0 0
0 0 1 + 12α2

and
Q =
 qX 0 00 qY 0
0 0 qZ

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with :
qX =
−20− 329α− 116α2 + 868α3 + 672α4 + 1808α5 + 448α6 − 64α7
4(1 + 16α+ 4α2)(−1− 4α+ 96α2 + 64α3 + 144α4 + 64α5)
qY =
−2− 36α− 63α2 + 84α3 + 188α4 + 224α5 + 368α6 + 64α7 + 64α8
4α(1 + 12α+ 4α2 + 16α3)(−1− 8α+ 128α2 + 96α3 + 16α4)
qZ =
20 + 311α+ 44α2 + 860α3 + 480α4 + 784α5 + 704α6 + 64α7
4(−1 + 8α+ 4α2)(1 + 16α+ 4α2)(1 + 12α+ 4α2 + 16α3) .
Velocities It is easy to deduce the velocities of the Goldstone modes from the matrix P and
Q. We first need to introduce the susceptibility tensor :
χab = −Tr(QKaKb) (3.60)
and the spin-stiffness tensor :
ρab = −Tr(PKaKb) (3.61)
where K ∈ Lie[SO(3)]. The Goldstone modes velocities are given by ca =
√
(ρa/χa) [120] and
we find :
cX =
√
1 +
1
8α
+
2 + α
4 + 8α2
cY =
√
4
3
+
α
3
+
1
12α
(3.62)
cZ =
√
1− 1
8α
+
α
2
.
Surprisingly, the expressions of cX and cY deduced from the spin waves calculation (3.35)
and the ones given by the NLsM (3.63) do not coincide. The distinction is particularly acute
away from α = 1 (Figure 3.13). We are not sure where does this come from but it might be
due to the difference between eq. (3.38) and eq. (3.56). Such non agreement between the two
methods is rather unconventional but might actually be found in other anisotropic frustrated
models [140].
Alternate form of the NLsM To understand better the evolution of the model in function
of α, it is interesting to recast the NLsM on a different form, by remembering that a SO(3)
matrix is nothing but a set of three orthonormal vectors : (eb)a = Rab. The first term reads :
Tr[P (R((x,τ ))−1∂xR((x,τ )))2] = −Tr[P∂xR((x,τ ))−1∂xR((x,τ ))] = −
∑
ab
Pa(∂xea)
2
b . (3.63)
Using the fact that e2 = e3 × e1, we have :
(∂µe2)
2 = (∂µe1)
2 + (∂µe3)
2 − 2(e3 · ∂µe1)2, (3.64)
which finally leads for the action :
S = SNLσM1 + SNLσM3 + Scoupling (3.65)
SNLσMa =
1
2g˜a
∫
dxdτ
(
c˜a(∂τea)
2 +
1
c˜a
(∂xea)
2
)
Scoupling = −γ
2
∫
dxdτ(e3 · ∂τe1)2.
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Fig. 3.13 – Evolution of the velocities of the Goldstone modes in function of α. Full line : NLsM
model calculation. Dashed line : spin waves calculation.
In particular, the coupling constants read :
g˜X =
4α3(−1 + 4α(2 + α))
(1− 4α2)2
g˜Z =
4α3(1 + 4α(3 + α+ 4α2))
(1 + 2α2)3
The evolution of the coupling constants g˜a and γ are represented on figure 3.14 as functions of
α. Let us review two interesting limits :
– For α = 1, there is a SO(2) symmetry between e1 and e3 : g˜1 = g˜3 (and c˜1 = c˜3.) Indeed,
one can check that the action (3.59) is invariant under global right rotations :
R→R UR, (3.66)
with UR ∈ SO(2), since P and Q commute with UR for α = 1. This symmetry is the
continuous version of the discrete C3v symmetry group of the isotropic triangle [119].
However, this symmetry is broken to Z2 as soon as the anisotropy is turned on.
– For α = 0.5, g1 →∞ and γ → 0. The theory reduces to a NLσM for one single vector :
SNLσM =
1
2g˜3
∫
dxdτ
(
c˜3(∂τe3)
2 +
1
c˜3
(∂xe3)
2
)
. (3.67)
Thus, the e1 field becomes a spurious degree of freedom with null stiffness ! This is
consistent with the collinear picture in the range 0 ≤ α ≤ 0.5. Such a model is in
fact well described by the fluctuations of a single unit vector e3.
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Fig. 3.14 – Evolution of the couplings constants of the action (3.66) in function of α.
RG analysis It is possible to carry out a RG analysis of the theory (3.59). This has been
conducted in detail in the thesis of D. Mouhanna [120]. For instance, the RG analysis of the
antiferromagnet on the triangular lattice has been performed, both in the quantum and the
classical case. It has been shown that it admits a non trivial fixed point, satisfying qX = qY = qZ
and pX = pY = pZ , governing the physics of the phase transition between a Ne´el ordered state
and a disordered state. This fixed point has an enlarged symmetry compared to the original
model. In our case, it is possible to obtain the six flow equations associated to the evolution of
the spin stiffness tensor and the susceptibility tensor. The RG analysis of the anisotropic tube
will be discussed in a forthcoming publication [121].
3.3.4 Berry phases and instantons
For the moment, we notice that the continuous part of the sigma model does not make
any distinction between integer and half-integer spins. A simple large-N expansion of the ac-
tion (3.66) shows that the model is gapped in both cases, with a unique ground state [143].
However, it is known that for S = 12 , the SO(3) sigma model should accurately describe the
Majumdar-Gosh model, whose ground state is dimerized [144]. Conversely, there is no dimeri-
zation for S = 1 where the ground state is unique. As a matter of facts, in a NLsM approach,
the difference between integer and half-integer spins can only be explained by the presence of
topological defects in the theory. Up to now, we have left over these defects by considering only
continuous space-time configurations of the field R(x,τ ). However, there can also be configu-
rations containing vortices with singular cores. For classical antiferromagnets on the triangular
lattice, these vortices are known to be the driving force of a topological phase transition [145].
Here, we would like to investigate their effects on the quantum case, in the spirit of the work of
Rao and Sen [146]. Starting with a brief introduction on the SO(3) manifold, we then detail the
influence of the singularities on the NLsM, and specifically on the Berry phase term. Similarly
to the example of the square lattice in the first chapter, we will see that the mechanism differen-
tiating half-integers and integers spins lies in the destructive interferences between instantons
caused by the Berry phases. For integer spins, an additional consequence is the emergence of 2S
peculiar values of α that we naturally associate with the critical points of the strong coupling
approach.
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Fig. 3.15 – Two loops in the SO(3) manifold : a trivial loop contractible to a point and a non
trivial one linking two opposite points of the sphere.
Topology of SO(3)
Instantons are topological defects associated to the symmetry group of the order parameter.
SO(3) is a Lie group which forms a differentiable manifold. This manifold is isomorphic to a ball
in three dimensions whose diametrically opposite points on the surface are identified (Figure
3.15). This can be easily seen if one associates to the rotation around an axis n by an angle
θ, the vector θn with θ ∈ [−pi,pi ]. An important property of SO(3) is that it is a non simply
connected manifold. A manifold is simply connected if it is connected (that is, there always
exists a continuous path between two points of the manifold) and if all loops are contractible
to points. It is clear that SO(3) is not simply connected because of the redundancy between
two opposite points on the surface of the sphere (identified to a rotation about an axis n of
angle pi and the rotation about the same axis of angle −pi). A path linking such two points will
not be contractible to a point. Topologically speaking, this is equivalent to say that the SO(3)
manifold has a non trivial fundamental homotopy group :
pi1(SO(3)) = Z2. (3.68)
In other words, closed paths in the SO(3) manifold can be separated into two topological
classes, a trivial one (which reduces to a single point) and one with a ”winding”. Considering
the evolution of a matrix R(t) through time, an element of the non trivial class is :
R(t) =
 cos θ(t) sin θ(t) 0− sin θ(t) cos θ(t) 0
0 0 1
 , (3.69)
with θ(t = −∞) = 0 and θ(t = +∞) = 2pi. Conversely, the trivial class will consist of matrices
which stay close to the identity matrix at all times. One can also think of matrices configurations
in one spatial dimension R(x).
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Fig. 3.16 – Evolution of the chain from the two different topological sectors.
Instantons
Let us consider now our 1 + 1 dimensional problem. Suppose we start from a configuration
in the trivial sector where all e1 vectors point up and all e2 vectors point right (see Fig 3.16).
If nothing ”sudden” happens, i.e if the time evolution process is sufficiently smooth, the chain
should visit other configurations but stay in the trivial topological class. However, it is also
possible that some non trivial configurations arise during time evolution that will connect the
two classes of path. These are the instantons. A couple of instanton (going from the trivial to
the non-trivial class) and anti-instanton (i.e the opposite) is represented on Fig (3.16). In the
continuum, an instanton will appear as a singularity. It is clear that such an event is unlikely
to happen if the tube is ordered. However, since the model is disordered at long wavelengths,
these events will eventually proliferate.
Determination of Berry phases.
Now, it may be that the proliferation of instantons is constrained by the Berry phase term,
similarly to what happens for the NLsM on the square lattice. Here, we would like to evaluate :
Stot′BP = iS
∑
i,a
ω[Rina](−1)i. (3.70)
which is the discrete part of the total Berry phase (3.58) that we let apart. For this purpose,
we follow Dombre and Read again and consider a first path R(τ) satisfying the boundary
conditions and a second one R′(τ) = R(τ) + δR(τ) infinitesimally close to R(τ). It is easy to
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determine the difference of Berry phases between the two paths :
δS ′BP = iS
∑
a
ω[(R+ δR)na]− iS
∑
a
ω[Rna]
= iS
∫
dτ
∑
a
(δRna) · (∂τRna ×Rna)
= iS
∫
dτ
∑
a
(R−1δRna) ·
(
(R−1∂τR)na × na
)
= iS
∫
dτ
∑
a
(εαβγnaα(R−1δR)ββ′naβ′(R−1∂τR)γγ′naγ′
δS ′BP = iS
∫
dτ
(
Vδ(R−1δR)ββ′
∑
a
(naδnaβnaβ′)− Vβ(R−1δR)ββ′
∑
a
naβ′
)
= −iS
∫
dτVβ(R−1δR)ββ′
(∑
a
naβ′
)
,
because of the antisymmetry of the matrix (R−1δR).
Isotropic case, α = 1
In the isotropic case, we have the important result that :
δS ′SP = 0 (3.71)
and any smooth change in the history of R(τ) will not change the value of the Berry phase of
the triad. Thus, this quantity can be used to index the two classes of pi1(SO(3)), exactly like
the hedgehog number classified the configurations of the spins in two dimensions. Because the
quantity is a topological invariant, we just need to calculate it for one path representing each
class. For the trivial class, we can take the identity matrix so that
∑
a ω[R(t)na] = 0 [4piS]. For
the non-trivial class, we can consider the rotation of the triad around an arbitrary axis. In this
case, the Berry phase of the triad will be 2piS [4piS]. So, the alternating sum (3.70) reads :
Stot′BP = iS
∑
i,a
2piqi(−1)i, (3.72)
where qi = 0, 1 depending on which class the matrix Ri belongs to. Consequently, the total
Berry phase will be 0 or 2piS depending on the number of non-trivial paths. If S is an integer,
the Berry phase has no effect. But if S is a half-integer, we see that there are two different
values for SBP , defining two different vacua.
To see the influence of the instantons on the system, we remember the arguments of Rao and
Sen [146]. An instanton is a discontinuity in the Berry phase of two neighboring triads. Because
of closed boundary conditions in the partition function, an instanton necessarily comes with an
anti-instanton. As we saw, the creation of such a pair links the two vacua labelled by SBP = 0
and SBP = 2piS. The instantons are situated on the links of the lattice (as they lived on the
plaquettes in the (2+1)d case). A pair of instanton,anti-instanton defines a string of a given
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Fig. 3.17 – Two space time configurations differing by the shift of one instanton. The two
crosses represent the positions of the singularities. A straight line represents a trivial path in
SO(3) while a loop is a non-trivial path. The Berry phase associated with each loop is ±2piS
depending on the sublattice.
size. If this size is even, the Berry phase of the string is 0 ; if it is odd, it is 2piS (Fig 3.17).
It is then easy to see that if S is half-integer, there will be destructive interferences between
paths with strings of different sizes. In particular, if we shift an instanton by one lattice site, we
expect the dynamical contribution from the Hamiltonian to not change, but the Berry phase
to change by 2piS. For instance, the two paths of Figure 3.17 will contribute in the partition
function :
Z = ...+ (1 + e2ipiS)eSNLσM + ... (3.73)
For half-integer spins, instantons-anti-instantons are killed by destructive interferences.
Thus, the two topological sectors q = 0, 1 are non connected and the ground state is topo-
logically degenerate. As shown by Read and Sachdev in a large N analysis of the (2+1)d
Heisenberg model [15], this kind of destructive interferences between instantons leads to a VBC
order in the disordered phase. This is indeed the case here : the isotropic model is known to be
dimerized by DMRG and bosonization. On the opposite, integer spins allow instanton events
to proliferate and the two vacua are well connected. This ”tunneling” between vacua lifts the
degeneracy and the ground state is therefore unique. It is important to stress out the difference
with the instantons of the O(3) sigma model in (2+1)d. In this latter case, Haldane’s argument
suggests that there are 1,2,4 degenerate ground states depending on the value of S (even, odd,
half-odd). However, instantons are not totally destroyed in the square lattice : the argument
only implies that the skyrmion number has to change by 1,2 or 4. This is because the second
homotopy group considered is isomorphic to Z. Here, we have only two classes and so the
”charge” qi of our instantons can be only 0 or 1. Consequently, the Berry phase cancellation
implies a total disappearance of these events for half-integer spins.
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Anisotropic case, α $= 1
For α $= 1, the difference in Berry phase between two matrices R and R+ δR belonging to
the same topological class is :
δS ′BP = −iS
∫
dτ Vβ(R−1δR)ββ′
∑
a
naβ′ = i
S
2
1− α
α
∫
dτ δe3 · (∂τe3 × e3). (3.74)
In the anisotropic case, the Berry phase can no longer be used to classify topological classes.
For example, the path contribution to the partition function from the two configurations drawn
on figure 3.17 is now :
Z = ...+ e2ipiSL
(
ei
S
2
1−α
α
R L
0 dx
R
dτ ∂xe3·(∂τe3×e3) + ei2piSei
S
2
1−α
α
R L+1
0 dx
R
dτ ∂xe3·(∂τe3×e3)
)
eSNLσM + ...
(3.75)
Here, we have been careful to write the total Berry phase as a continuous integral over the
string. By doing so, we made the approximation that the order parameter R(x, t) is sufficiently
smooth so that the derivatives ∂xei are well-defined. This development is valid if we stay in a
given topological sector of SO(3). For a configuration with many instantons, we should separate
the contributions from the different topological sectors and write it as a sum of integrals :
Stot′BP = i
∑
i,a
2piSqi(−1)i + iS
2
1− α
α
P−1∑
i=0
∫ xi+1
xi
dx
∫
dτ ∂xe3 · (∂τe3 × e3), (3.76)
where {x1, ..., xi} denotes the position of the P instantons. Note that without instantons (i.e
if R(x, t) is a smooth field everywhere), we can regroup all the integrals into a single one and
this term identically vanishes :∫ +∞
−∞
dx
∫
dτ ∂xe3 · (∂τe3 × e3) =
∫ ∫
dxdτ [∂τ (e1 · ∂xe2)− ∂x(e1 · ∂τe2)] = 0, (3.77)
given the periodic boundary conditions we imposed.
Half-integer spins For half-integer spins, repeating the argument that led us to the twofold
degeneracy of the ground state for α = 1, we find with (3.75) that the different instantons-anti-
instantons contributions do not cancel out anymore. The two topological sectors are connected
and the topological degeneracy is lifted. Consequently, we can make use of an important result
for spin chains, the Lieb-Schultz-Mattis theorem [147], to conclude that the system is in a
gapless phase. This theorem states that spin Hamiltonians with local interactions and an half-
integer spin per unit cell like (3.1) are either critical or topologically degenerated. Since we can
rule out the possibility of a degeneracy here, the system is necessarily critical. We can connect
this with the DMRG analysis of the anisotropic spin-1/2 tube pointing at a collapse of the
spin gap as α ! 0.93 and α " 1.07 [116]. However, here, we find that the system becomes
critical immediately when the anisotropy is turned on. The difference between the behavior at
large S and the one at S = 1/2 might come from a renormalization of the critical value αc
necessary to break the dimerization and to close the gap. It is indeed possible that the coupling
(1− α)/α appearing in front of the Berry phase flows in the RG sense, as it might happen for
the topological term in the O(3)/O(2) sigma model [148, 149].
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In the particular limit α = 0.5, the symmetry of the order parameter reduces to O(3)/O(2) ∼=
S2. There are no instantons in this case since :
Π1(S
2) = 1 (3.78)
It is then straightforward to show that (3.76) reduces to :
Stot′BP = i
S
2
∫ +∞
−∞
dx
∫
dτ ∂xe3 · (∂τe3 × e3) = 2ipiSn (3.79)
where n is an integer. We recall that the other field e1 gets zero stiffness and decouples, so
that (3.77) is not valid at this specific point. Regrouping this last result with what we learnt
from the analysis of the dynamical part of the action, we recover the form of the NLσM for a
single chain with the same topological term that classifies the second homotopy group of the
sphere (the skyrmion number). For integer S, this term is always proportional to 2pi and thence
plays no role. The model is gapped according to the large N expansion, or alternatively, to the
form of the RG beta function. For half integer S, however, the conclusion is radically different.
Again, there are two different vacua, one with SBP = 0 and another with SBP = pi. In this case,
it is assumed that the model is gapless [111]. This is clearly a non-trivial result which has not
yet been demonstrated formally. However, it is known analytically from Bethe solution that the
spin 1/2 Heisenberg chain is gapless [123]. This conjecture is also reinforced by experimental
results [150] and numerical probes of the sigma model with a topological term [151].
Integer spins An interesting point is a possible extension of this conjecture to larger spins in
our system. Reconsider the Berry term due to the anisotropy (3.76). We would like to rewrite
the sum of integrals into a single one :
i
S
2
1− α
α
P−1∑
i=0
∫ xi+1
xi
dx
∫
dτ ∂xe3 ·(∂τe3×e3) ≡ iS
2
1− α
α
∫ +∞
−∞
dx
∫
dτ ∂xe3 ·(∂τe3×e3) (3.80)
Let us explain how this is possible. We saw that the integral on the right hand side of (3.80)
must vanish for any smooth configuration of the field R(x, t). Nevertheless, it is possible that
the field e3(x, t) is smooth but that R(x, t) is not (see for instance fig 3.16 : the vectors e1 and
e2 change sharply of direction where the instantons take place but e3 remains constant). In this
case, writing the Berry phase as a single integral is allowed and this integral will be different
from zero. However, we must emphasize that the identification (3.80) is not totally complete,
since we elude all the instantons events where e3 is discontinuous. If we believe that eq. (3.80)
holds, one recognizes a topological term for the unit vector e3. But this time, it is multiplied by
a factor (α− 1)/α. For a single chain, it is known that such a term will not lead to a significant
change in the spectrum of the model [149]. However, there are some 2S particular values of α :
αc =
S
S − (p+ 12)
→ Stot′BP = ipi(2p+ 1) − S < p+
1
2
< S (3.81)
for which the Berry phase reduces again to an odd multiple of pi. For instance, for S = 1, one
finds :
S = 1→ αc1 = 2
3
,αc2 = 2 (3.82)
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Thus, we would be tempted to conjecture that there are 2S critical points in the phase diagram
of the NLsM. Of course, we connect these points with what we already learnt from the strong
coupling approach. The full anisotropic sigma model at these points read :
S =
∫
dxdτ
(
1
2g˜a
(
c˜a(∂τea)
2 +
1
c˜a
(∂xea)
2
)
+ γ(e3 · ∂τe1)2 + i2p+ 1
4
∂xe3 · (∂τe3 × e3)
)
(3.83)
These possible critical points are slightly different from Haldane’s conjecture due to the presence
of the second field e1, which makes instantons costly energetically, at least at the bare level. A
complete study of the last equation should include a RG treatment with the topological term.
This is a daunting task which has yet to be performed.
Conclusion
Cette e´tude du spin tube anisotrope nous a permis de pre´senter l’influence de la frustration
sur les syste`mes magne´tiques quantiques en une dimension. A l’aide de diverses techniques,
nous avons pu poser comme conjecture l’existence de 2S points critiques dans le diagramme
de phase du mode`le. Re´sumons brie`vement les re´sultats de notre approche. Nous avons vu
tout d’abord qu’avec une simple analyse de couplage fort, on peut extraire 2S transitions
correspondant a` un changement du spin total du triangle. Les diffe´rentes phases du mode`le
peuvent alors eˆtre distingue´es par la valeur d’un parame`tre d’ordre non local, le parame`tre
d’ordre de corde, caracte´ristique d’une syme´trie topologique ”cache´e”. Nous avons mene´ des
investigations DMRG dans le cas particulier du spin 1, ou` nous avons pu observer certaines
de ces phases, ainsi que deux points ”critiques”. Puis, nous avons de´rive´ un calcul d’ondes
de spin pour de´terminer les degre´s de liberte´ de basse e´nergie du syste`me. Finalement, nous
avons construit un mode`le sigma non line´aire a` partir duquel nous avons pu retrouver 2S points
particuliers dans le diagramme de phase en e´tudiant les phases de Berry. Pour conclure cette
e´tude, il reste a` construire le diagramme de flow du syste`me et a` en e´tudier les points fixes. Cette
taˆche est faisable en l’absence du terme topologique mais est bien plus complexe en pre´sence de
celui-ci. Finalement, nous voudrions conclure sur l’ordre des transitions entre les 2S+1 phases.
Bien que nous donnons diverses indications allant dans le sens d’une transition du second ordre
(effondrement du gap pour le DMRG, conjecture pour le NLsM similaire a` celle de Haldane),
nous ne pouvons de´finitivement e´carter la possibilite´ d’une transition du premier ordre. Une
e´tude plus de´veloppe´e de mode`les effectives en couplage fort pourrait s’ave´rer inte´ressante dans
ce cas.
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Conclusion
Dans cette the`se, nous avons aborde´ certaines des proble´matiques les plus re´centes en
Matie`re Condense´e the´orique. Celles-ci sont lie´es a` la de´couverte de nouveaux mate´riaux depuis
une vingtaine d’anne´es, dont les proprie´te´s ne peuvent pas s’expliquer a` l’aide de la physique
du solide ”traditionnelle”. Le cas d’e´cole est bien entendu celui des supraconducteurs a` base de
cuivre, dont le me´canisme de conduction n’est pas encore compris 23 ans apre`s les premie`res
observations expe´rimentales, mais on peut penser aussi a` des mate´riaux plus re´cents, comme
les e´chelles de spins ou les pnictides (mis en e´vidence en 2008 [152]). Tous ces solides ont
la particularite´ de pre´senter des diagrammes de phase riches, me´lant phases magne´tiques et
phases supraconductrices sous certaines conditions de tempe´rature, de pression ou de dopage.
Les techniques utilise´es avec succe`s pour de´crire les me´taux, essentiellement des approches de
type champ moyen ou` les interactions entre particules sont moyenne´es, s’ave`rent inefficaces.
Au contraire, il est crucial de prendre en compte l’effet des interactions pour pouvoir acce´der
a` ces nouvelles phases. En particulier, des mode`les simples contenant de la frustration, c’est
a` dire des interactions qui s’opposent les unes aux autres, peuvent exhiber certaines des pro-
prie´te´s exotiques rencontre´es dans le monde re´el. C’est pourquoi nous avons choisi dans de
cette the`se de nous inte´resser ”au magne´tisme frustre´” et aux ”fermions fortement corre´le´s”, en
e´tudiant diffe´rents exemples d’interactions en compe´tition, en obtenant de nouveaux re´sultats
de´montrant le caracte`re non conventionnel des mode`les associe´s et en pre´sentant de nouvelles
techniques d’approches pour mieux les comprendre.
Ne pas ne´gliger les interactions dans un mode`le a un couˆt. Dans la plupart des cas, le proble`me
n’est plus soluble analytiquement. Il convient donc de trouver un moyen de traiter les fortes
corre´lations entre particules sans en revenir au cas du champ moyen qui ne nous satisfait pas.
Les me´thodes analytiques sont nombreuses mais souvent adapte´es a` un certain type de mode`le.
Pour les mode`les de spins que nous avons pre´sente´, nous avons surtout de´taille´ des approches
”effectives” : e´tude de mode`les de dime`res pour le magne´tisme quantique frustre´ en deux dimen-
sions et construction d’un mode`le sigma non line´aire pour les chaˆınes de spins. Les me´thodes
nume´riques sont aussi tre`s varie´es. Dans notre cadre, nous nous sommes focalise´s sur des al-
gorithmes de Monte Carlo, dans un cadre classique (dime`res en trois dimensions) et dans un
cadre quantique (fermions en deux dimensions).
La premie`re partie de cette the`se traitait du magne´tisme frustre´ en deux dimensions, des
mode`les de dime`res, et des transitions de phase exotiques les concernant. Il est maintenant
largement admis que certains mode`les de spins quantiques en deux dimensions ne de´veloppent
aucun ordre magne´tique a` tempe´rature nulle. Au lieu d’utiliser les habituelles ondes de spins,
une description efficace de ces syste`mes peut se faire a` l’aide de pairs de singulet. Ces sin-
gulets peuvent s’ordonner de fac¸on a` briser la syme´trie du re´seau ou former un ensemble
de´sordonne´. Un moyen de comprendre la physique des singulets est d’oublier les degre´s de li-
berte´ de spins et conside´rer le singulet comme le degre´ de liberte´ fondamental du proble`me. On
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aboutit aux mode`les de dime`res. Il existe des versions quantiques et classiques de ces mode`les.
Tous posse`dent la contrainte fondamentale que chaque site du re´seau n’est lie´ qu’a` un et un
seul dime`re. Ceci engendre de tre`s fortes corre´lations entre degre´s de liberte´ car les dime`res ne
peuvent se mouvoir de fac¸on inde´pendante les uns des autres. Le cas classique permet d’e´tudier
facilement l’effet des interactions en pre´sence de ces contraintes. Dans le cas d’un mode`le ou`
les interactions favorisent un alignement des dime`res, une transition de phase du second ordre
entre un e´tat colonnaire et un e´tat ”critique” dipolaire apparaˆıt. La nature de cette transition,
en contradiction apparente avec la the´orie ge´ne´rale des transitions de phase de Ginzburg et
Landau, est vraiment non conventionnelle. Au cours de ce premier travail, nous nous sommes
attache´s a` analyser la transition a` l’aide d’arguments de dualite´ et nous avons pu argumenter
qu’elle pouvait eˆtre comprise simplement a` l’aide d’un me´canisme de Higgs. Nous avons pu
ainsi relier cette transition a` un cadre plus ge´ne´ral, celui des points critiques de´confine´s et de
la the´orie NCCP 1. L’utilisation de puissantes ressources nume´riques, ainsi qu’une technique
re´cente et sophistique´e d’e´chelles de taille finie, la me´thode du flowgram, nous a permis de
conclure quant au caracte`re continu de la transition. Certaines questions demeurent cependant,
notamment l’inade´quation entre les exposants critiques du mode`le de dime`re microscopique et
la the´orie de jauge. Une hypothe`se plausible est que le mode`le microscopique soit directement
situe´ a` un point tricritique. Pour la tester, il est inte´ressant de regarder des extensions de ce
mode`le en y ajoutant d’autres interactions. De pre´ce´dentes tentatives vont effectivement dans
le sens d’une tricriticalite´ pour le mode`le original. Nous proposons une alternative. Dans tous
les cas, il resterait a` comprendre la raison d’un comportement si singulier.
Dans la deuxie`me partie, nous nous sommes attache´s a` un tout autre proble`me. Il s’agissait
plus ici de de´velopper une nouvelle me´thode pour obtenir des informations sur les syste`mes
de fermions en interaction. Dans le cas ge´ne´ral, il n’est pas possible de simuler des mode`les
d’e´lectrons sur un re´seau bidimensionnel (a` cause du fameux proble`me de signe) mis a` part
pour de tre`s petites tailles. Par exemple, l’e´tat fondamental d’un syste`me tre`s simplifie´ comme
le mode`le de Hubbard (mode`le souvent mis en avant pour de´crire les supraconducteurs a` base
de cuivre) n’est pas encore connu et ses proprie´te´s restent tre`s controverse´es. La de´termination
syste´matique des caracte´ristiques des mode`les fermioniques constitue donc un de´fi nume´rique
pour les anne´es a` venir. Dans ce travail, nous sommes partis de la simple constatation que
ce n’est pas tant la nature d’un mode`le qui nous inte´resse que la nature de sa solution. Au
lieu de tenter de re´soudre un mode`le donne´ pour savoir s’il admet des proprie´te´s exotiques,
on peut essayer de construire ab initio un mode`le qui admet un e´tat fondamental exotique en
supposant des contraintes simples et physiques sur la forme de son Hamiltonien. Comme nous
le montrons, il est facile de construire un mode`le physique qui admet un e´tat donne´ comme e´tat
propre. Il est par contre beaucoup plus difficile d’argumenter que cet e´tat propre est bien l’e´tat
de plus basse e´nergie du syste`me. En fait, nous avons montre´ qu’une fois l’e´nergie cine´tique
fixe´e dans l’Hamiltonien, il existe des e´tats qui peuvent eˆtre e´tat fondamental, et d’autres qui ne
le peuvent pas. On dit que les premiers sont fondamentalisables (groundstatable). Il est impor-
tant de savoir si un e´tat est fondamentalisable ou pas, puisque cela revient a` savoir si celui-ci
peut eˆtre effectivement re´alise´ dans la nature. Nous avons illustre´ ce proble`me sur de nom-
breux exemples. Tout d’abord, nous avons rappele´ que pour les mode`les de bosons et de spins
non frustre´s, la condition de fondamentalisation de´coule simplement du the´ore`me de Perron-
Frobenius (et de ses corollaires, comme la re`gle du signe de Marshall) et peut donc eˆtre trouve´e
analytiquement. Pour les fermions, ce the´ore`me ne s’applique pas a` cause des lois d’anticom-
mutation entre particules. On peut par contre de´terminer des crite`res nume´riques pour savoir
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si un e´tat est fondamentalisable ou pas. Nous avons illustre´ ces crite`res sur plusieurs fonctions
d’onde, notamment une fonction d’onde de fermions libres de´forme´e, des fonctions d’onde BCS
de syme´tries s et d, une fonction d’onde de densite´ de spin et des fonctions partiellement pro-
jete´es. Pour chacune, nous avons pu reconstruire le Hamiltonien qui admet ces e´tats comme
e´tat fondamental, en contraignant la forme de l’e´nergie cine´tique a` eˆtre celle d’un saut a` plus
proches voisins. Le passage du statut d’e´tat fondamental a` celui d’e´tat excite´ est visualise´ par
une chute violente dans le recouvrement entre la fonction d’onde e´tudie´e et la fonction associe´e
au Hamiltonien a` deux corps. Nous avons finalement analyse´ des e´tats contenant de la supra-
conductivite´ et de l’antiferromagne´tisme. Nous sommes parvenus a` obtenir des Hamiltoniens
favorisant simultane´ment ces deux types d’ordre. On peut penser a` de nombreuses extensions de
ce travail dans les anne´es a` venir. En particulier, il devrait eˆtre possible de ge´ne´raliser la forme
de l’e´nergie cine´tique pour prendre en compte des interactions de type spin-spin et des mode`les
de type t − J ou des termes de sauts de´pendants de l’occupation des sites. Plus important, il
serait aussi inte´ressant de comparer les re´sultats de cette approche avec d’autres obtenus par
diagonalisation exacte pour valider nos crite`res de fondamentalisation.
Dans la troisie`me partie, nous nous sommes focalise´s sur un troisie`me proble`me : celui des
chaˆınes de spins frustre´es. La physique des syste`mes unidimensionnels est particulie`re car c’est
la` ou` les effets quantiques sont les plus importants. Ces syste`mes sont toujours de´sordonne´s en
vertu du the´ore`me de Mermin-Wagner. De fac¸on remarquable, la valeur du spin (et le nombre
de barreaux pour une e´chelle) controˆle entie`rement les proprie´te´s du syste`me : les chaˆınes de
spins demi-entiers pre´sentent ge´ne´ralement des corre´lations alge´briques alors que les corre´lations
de´croissent exponentiellement dans le cas des spins entiers. Lorsque la frustration entre en jeu,
on peut obtenir d’autres comportements plus varie´s (dime´risation, ordre ne´matique). Ici, nous
nous sommes inte´resse´s a` un syste`me de tube de spin triangulaire. La ge´ome´trie triangulaire
est l’exemple le plus naturel de ge´ome´trie frustrante. Il e´tait de´ja` connu que l’e´tat fondamen-
tal du tube triangulaire pour des spins 1/2 est dime´rise´. Dans cette e´tude, nous nous sommes
inte´resse´s au cas ge´ne´rique des spins S entiers, avec un parame`tre d’anisotropie supple´mentaire
nous permettant de controˆler la force de la frustration. Une premie`re analyse de couplage fort
montre que le syste`me admet 2S + 1 diffe´rentes phases, indexe´es par la valeur du spin total
du triangle. Lorsque cette dernie`re est non nulle, on parle de phases de Haldane. Pour ces
e´tats, il est possible de de´finir un parame`tre d’ordre non local, symptomatique d’une brisure
de syme´trie cache´e, et associe´ a` des e´tats de bords. Ce parame`tre d’ordre de corde permet de
distinguer entre les phases de Haldane avec spin total pair ou impair. Par la` meˆme, il permet de
de´tecter les 2S transitions de phase quantiques pre´sentes dans le tube anisotrope. L’existence
de phases de Haldane a e´te´ confirme´e dans le cas du spin 1 par DMRG a` l’aide de l’e´tude
des gaps. D’autre part, deux points critiques semblent eˆtre observe´s, a` des valeurs cohe´rentes
avec l’approche de couplage fort. Finalement, nous avons montre´ que l’existence de 2S valeurs
particulie`res de constante de couplage anisotrope peut eˆtre re´interpre´te´e dans le cadre d’un
mode`le sigma non line´aire comme un effet d’interfe´rences entre instantons et phases de Berry.
Cette conjecture ge´ne´ralise en quelque sorte la conjecture de Haldane pour le mode`le sigma
non line´aire SO(3). Elle reste encore a` eˆtre e´toffe´e par d’autres e´tudes. Certaines pistes allant
dans ce sens peuvent eˆtre suivies. Il serait par exemple inte´ressant de calculer le parame`tre
d’ordre de corde que nous avons de´fini pour le cas du spin 1, afin de voir si la transition est
bien du second ordre. Dans une approche de couplage fort, il est aussi inte´ressant de de´finir des
mode`les effectives comme l’e´chelle de spins 1/2 ou des mode`les de bosons de coeur dur. Dans
certaines limites, ces mode`les peuvent fournir de nombreuses re´ponses graˆce a` la bosonisation.
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Enfin, comme nous l’avons vu, on ne peut faire l’e´conomie d’une analyse du mode`le sigma non
line´aire a` l’aide du groupe de renormalisation, si possible avec terme topologique.
En conclusion, cette the`se nous a permis d’aborder sous trois angles diffe´rents ces the`mes ac-
tuelles de la Matie`re Condense´e the´orique que sont la frustration et l’e´tude des particules en
forte interaction. Nous espe´rons qu’elle apporte une vision large et originale sur les possibilite´s
que ce domaine a encore a` offrir a` la communaute´ physicienne.
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Mots ClÃ©s: FRUSTRATION - DIMERES CLASSIQUES - FERMIONS - FONDAMENTALISATION - 
ORDRE TOPOLOGIQUE - MODELE SIGMA NON LINEAIRE. 
 
 Au cours des trente derniÃ¨res annÃ©es, les expÃ©riences en physique du 
solide ont permis la dÃ©couverte de comportements nouveaux et inattendus chez un 
certain nombre de matÃ©riaux, notamment la supraconductivitÃ© Ã  haute 
tempÃ©rature critique chez les oxydes de cuivre ou l'effet Hall fractionnaire 
dans les semiconducteurs. Tous ces milieux se caractÃ©risent par de trÃ¨s fortes 
interactions entre particules qui rendent les approches perturbatives 
traditionnelles non valides mais qui permettent l'Ã©mergence d'une physique 
riche et non conventionnelle. Dans cette thÃ¨se, nous dÃ©veloppons des mÃ©thodes 
analytiques et numÃ©riques qui permettent de mieux comprendre comment 
fonctionnent les systÃ¨mes fortement corrÃ©lÃ©s et nous illustrons certaines de 
leurs propriÃ©tÃ©s exotiques. Notre travail se concentre sur trois exemples de 
tels systÃ¨mes: le cas des modÃ¨les de dimÃ¨res classiques en trois dimensions, 
le problÃ¨me des fermions en deux dimensions, et l'effet de la frustration sur 
le magnÃ©tisme quantique en une dimension. Dans la premiÃ¨re partie, nous 
dÃ©montrons l'existence d'une transition de phase non conventionnelle dans un 
modÃ¨le de dimÃ¨res en interaction Ã  l'aide de simulations Monte-Carlo sur des 
systÃ¨mes de grande taille. Dans une deuxiÃ¨me partie, nous introduisons le 
concept de fondamentalisation d'une fonction d'onde et son application Ã  la 
recherche d'Ã©tats fondamentals d'Hamiltoniens fermioniques rÃ©alisables. Enfin, 
nous prÃ©sentons un problÃ¨me de tube de spin frustrÃ© oÃ¹ nous montrons 
l'existence d'un ensemble de transitions de phase quantiques entre des ordres 
topologiques diffÃ©rents, et oÃ¹ nous mettons en valeur le rÃ´le des dÃ©fauts 
topologiques dans la physique des systÃ¨mes fortement corrÃ©lÃ©s.  
 
Key words: FRUSTRATION - CLASSICAL DIMERS - FERMIONS - GROUNDSTATABILITY - 
TOPOLOGICAL ORDER - NON LINEAR SIGMA MODEL  
 Over the past thirty years, experiments in Solid State Physics have led to 
the discovery of intriguing phenomena in new materials, such as high temperature 
superconductivity in copper oxides or the fractional quantum Hall effect in 
semiconductors. These compounds are essentially characterized by strong 
interactions between particles which induce interesting new behaviors but makes 
any perturbative approach to eventually break down. In this PhD thesis, we 
present some analytical and numerical results relevant for the study of 
different strongly correlated materials altogether with some new methods to 
investigate their properties. Our work is divided into three parts, each 
focusing on different aspects of the problem. In the first part, we investigate 
an unconventional phase transition in an interacting dimer model. With the help 
of highly-parallel Monte Carlo simulations, we show the very nature of the 
transition. On a second part, we introduce the problem of the groundstatability 
of a given wavefunction and its application to find the ground state of physical 
fermionic Hamiltonians. Finally, we present the problem of a frustrated spin 
tube, where we find a series of quantum phase transitions between topologically 
ordered phases, and put emphasis on the importance of the topological effects in 
the physics of these compounds.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
