We present a graph pattern engine, EmptyHeaded, that uses recent algorithmic advances in join processing to compile patterns into Boolean algebra operations that exploit SIMD parallelism. The EmptyHeaded engine demonstrates that treating graph patterns as a general join processing problem can compete with and often outperform both specialized approaches and existing OLAP systems on graph queries. The core Boolean algebra operation performed in EmptyHeaded is set intersection. Extracting SIMD parallelism during set intersections on graph data is challenging because graph data can be skewed in several different ways. Our contributions are a demonstration of this new type of engine with Boolean algebra at its core, an exploration of set intersection representations and algorithms for set intersections that are optimized for skew. We demonstrate that EmptyHeaded outperforms specialized graph engines by over an order of magnitude and relational systems by over two orders of magnitude. Our results suggest that this new style of engine is a promising new direction for future graph engines and accelerators.
INTRODUCTION
Graph processing is a hot topic in data-management research due to high value applications including marketing analytics in web companies [3, 12] , threat assessment [47] , and trade analysis in finance [6] . As a result, there has been a flurry of activity around processing graphs via specialized engines (PowerGraph, Graph-X, Galois, Snap-Ringo, Ligra, Neo4j, and SociaLite), OLAP engines (Vertica) [17] , or a combination of accelerators and OLAP engines such as SAP HANA [49] . We propose a new approach to building general purpose engines based on a new class of algorithms that use Boolean algebra (set intersection and unions) as their core operations. Our approach is motivated by recent algorithmic advances and current hardware trends.
Algorithmic Advances. Recently Ngo et al. [45] designed a simple approach to compile an arbitrary join query (or graph pattern) to a sequence of set intersection operations and loops. This approach relies on what we call the min property: the running time of the intersection algorithm is upper bounded by the length of the smaller of the two input sets. When the min property holds, a worst-case optimal running time for any join query is guaranteed. For cyclic queries that are common in graphs, any relational algebra based plan is provably slower by factors that depend on the size of the data. These factors can be large. For example, our engine executes the triangle listing query, which is common in graph workloads [39, 43] , in time O(N 3/2 ) while any relational algebra plan takes at least Ω(N 2 ) where N is the number of edges in the graph-a factor of √ N . While graph engines implement algorithms for some common queries including triangle counting that happen to be worst-case optimal, they do not make use of the recent theoretical framework that provides worst-case optimal algorithms for arbitrary graph-pattern queries.
borhood sets: each node stores the set of adjacent nodes (neighbors) in the graph. Graph queries perform intersections and unions on these neighborhood sets. For common graph queries over real data, we found that set intersection typically accounts for over 95% of the overall runtime.
The most popular approach for graph representation is to represent all neighborhood sets in the graph using a unsigned integer representation (uint) flattened into a single array [22, 54] . For uint sets, several SIMD set intersections are proposed in the literature [24, 25, 30] . Here, a central problem is cardinality skew, in which the size of neighborhood sets may be drastically different. So-called galloping algorithms allow one to run in time proportional to the size of the smaller set, which copes with skew and satisfies the min property. However, for sets that are of similar size, galloping algorithms may have additional overhead. Thus, Emp-tyHeaded finds a simple hybrid algorithm that preserves the min property (and so our worst-case guarantees) while performing empirically well on real data.
EmptyHeaded selects between a uint and bitset representations at three different levels of granularity: the graph level, the set level, and the block level.
Graph Level. At the graph level, we must be able to efficiently process graphs that are sparse, dense, or somewhere in-between. For sparse data, EmptyHeaded follows standard practice and represents all sets using the uint representation. For dense data, one could use a bitvector for all set representations in which there is one bit for each possible edge in the graph. A bitvector enables optimal use of SIMD hardware with dense data such as a complete graph. However, there may be a quadratic increase in memory usage over using all uint representations if the graph is sparse. We propose a simple two-level structure that combines uint and bitvector that we call a bitset. In a bitset, the data is divided into a set of blocks, where each block contains a bitvector whose size is determined by the hardware (e.g., one cacheline). The bitset representation can be dramatically faster on moderately dense datasets. 1 Choosing between these representations can be challenging as the optimal representation choice depends on characteristics of the data, such as density. More precisely, we define the density of a neighborhood set as the cardinality of the set divided by its range. In graphs, density is not constant across all neighborhood sets: some are dense while others are sparse. We call this density skew, which makes it difficult to optimize set representations at the graph level [26] . 2 Set Level. To combat density skew, we allow neighborhood sets in the graph to have heterogeneous representations: dense neighborhoods can be represented using a bitset and sparse neighborhoods using a uint. This approach faces two challenges: (1) we need new heterogeneous algorithms that preserve our theoretical guarantees and perform well empirically, and (2) we need to choose a set representation many more times and at a finer granularity than the graph level. We solve (1) by designing an algorithm to deal with intersections between the uint and bitset representations which preserves the min property in a straightforward way. For (2), we develop a simple cost model to choose a representation for a set based on density. We find making decisions at this granularity can outperform graph-level decisions by over an order of magnitude in overall performance: a 13.4x performance increase on the highly skewed Google+ dataset and a 1.6x increase on the sparse LiveJournal dataset. Moreover, we find that on real data our simple optimizer is within 2× of an (infeasible) oracle optimizer that, at the granularity of each Boolean algebra operator, always selects the highest performing set representations and algorithm; in contrast our optimizer does not have this workload knowledge and chooses a single layout for each neighborhood set.
Block Level. Skew can occur within neighborhood sets: sets may contain dense regions and large sparse regions. In EmptyHeaded, we choose to represent each fixed-sized block (say 128 bits) within a set using either the bitset or a uint representation. There is, however, overhead to making decisions at this fine level of granularity. While this approach improves performance on synthetic data, on real world data we found that it had similar but not dramatically better performance compared to other approaches.
As a result of our exploration, EmptyHeaded selects the middle ground: an optimizer which makes representation decisions at the set level. We find that this optimizer is able to deliver high performance across a range of 10 real-world data sets and queries. Moreover, we extend the underlying model to capture (1) breadth-first search (BFS) in which we show that our generic approach may be faster than many special built graph systems, and (2) similarity queries motivated by data mining. We demonstrate that EmptyHeaded's optimizations can have an even larger impact on performance for such queries.
Our contributions and an outline are as follows:
• In Section 2, we describe the architecture of the first graph engine based on a generic worst-case optimal join engine and Boolean algebra. We show a 3x-502x performance improvement over existing systems.
• In Section 3, we perform a detailed study of set representations and intersection algorithms at several levels of granularity. We present a series of automatic optimizers to select intersection algorithms and set representations based on data characteristics at runtime.
• In Section 4, we validate the robustness of our optimizers on real data sets across drastically different data characteristics. We demonstrate across a variety of real data sets that our optimizer always maintains performance within 2x of an infeasible oracle optimizer.
Finally, we consider several extensions that suggest our model may be applicable to a wide class of graph-based applications beyond standard pattern matching and join processing.
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Related work
Our work extends previous work in four main areas: join processing, graph processing, SIMD processing, and set processing.
Join Processing. The first worst-case optimal join algorithm was recently derived [45] . The LogicBlox (LB) engine [56] is the first actual database engine to use a worstcase optimal algorithm. Moreover, recent efforts have extended this algorithm to GPUs [58] . We continue in this line of work. The algorithm in EmptyHeaded is a recent simplification of the worst-case optimal join algorithms [45] that uses only Boolean algebra operations, an approach we exploit for the first time in this paper. Additionally, our algorithm satisfies a stronger optimality property that we describe in the next section, which enables us to outperform LB on some graph pattern queries. Although Empty-Headed's join processing works for any relational query, we evaluate EmptyHeaded in graph processing for two reasons:
(1) cyclic queries are common in graph applications, and the worst case optimal algorithm has an asymptotic advantage over traditional methods for cyclic queries; and (2) graph data is highly skewed, which makes it challenging to extract SIMD parallelism. We hope to apply these ideas to more traditional OLAP settings in future work.
Graph Processing. Due to the increase in main memory sizes there is a trend toward developing shared memory graph analytic engines. Researchers have released high performance shared memory graph processing systems, most notably SociaLite [53] , Green-Marl [22] , Ligra [54] , and Galois [46] . With the exception of SociaLite, each of these systems proposes a new domain specific language for graph analytics. SociaLite, based off of datalog, presents a system that more closely resembles a relational model. Other engines such as PowerGraph [19] , Graph-X [20] , and Pregel [37] are aimed at scale out performance. The merit of these specialized approaches against traditional OLAP engines is a source of much debate [57] , as some researchers believe general approaches can compete with and outperform these specialized designs [20, 38] . Recent products, such as SAP HANA, integrate graph accelerators as part of a general OLAP engine [49] . We hope our work contributes to the debate of which portions of the workload can be accelerated.
SIMD Processing. A significant amount recent research
has focused on taking advantage of the hardware trend of increasing SIMD parallelism. DB2 Blu integrated an accelerator supporting specialized heterogeneous representations designed to increase SIMD parallelism. DB2 Blu not only demonstrated impressive performance using their techniques to perform predicate filters and aggregates, but showed that their techniques could significantly decrease memory usage [48] . Our approach is similar in spirit to DB2 Blu, but applied specifically to join processing. Other approaches such as WideTable [36] and BitWeaving [35] investigated and proposed several novel ways to leverage SIMD parallelism to speedup scans in OLAP engines. Even further, researchers have looked at optimizing popular database structures, such as the trie [23] , and classic database operations [60] to leverage SIMD parallelism. Our work is the first to consider heterogeneous representations to leverage SIMD parallelism as a means to improve join processing.
Set Processing. In recent years there has been interest in SIMD sorted set intersection techniques [24, 25, 30, 52] . Techniques such as the SIMDShuffling algorithm [25] break the min property of set intersection, but often work well on graph data, while techniques such as SIMDGalloping [30] which preserve the min property rarely work well on graph data. We experiment with these techniques and slightly modify our use of them to ensure min property of the set intersection operation and run with peak performance. We use this as a means to speed up set intersection which is the core operation in our approach to join processing.
EMPTYHEADED ENGINE
As shown in Figure 1 , the components of EmptyHeaded are similar to a traditional DBMS. The user formulates queries in a language similar to Datalog; the query compiler translates them to a logical plan that contains iterators and set operations. We briefly discuss the query compilation strategy here and provide a more detailed description in the full version of this paper. The key technical decisions for this paper are the physical representation, described in more detail in Section 3. The query engine executes the logical plan produced by the query compiler on the optimized representation chosen by the storage engine.
Query Compiler
The graph is stored as a node relation node(id, a1, . . . , an) and an edge relation edge(src, dest, a1, . . . , an) in which ai are value attributes. The user may write simple selections over the value attribtues and may write join conditions using the src, destination and id. In addition, EmptyHeaded supports simple aggregations. The query compiler translates the query into the set of operations supported by the storage manager; the operations are listed in Figure 2 .
Example 2.1. Figure 1 gives an example query that lists the triads of suspects that have all called each other. As shown, EmptyHeaded generates C++ code that invokes storage manager operations listed in Figure 2 . This compilation uses dictionary encoding to desugar all constants. On a graph with N edges, the running time of the algorithm is O(N 3/2 ) which is asymptotically optimal in worst-case running time and is better than any relational algebra plan, which takes Ω(N 2 ).
The seemingly ad hoc algorithm used in the preceding example is used in many graph systems for triangles-but we are unaware of a compiler that is able to generalize to other query patterns. Using recent theory we generate a query plan that has a worst-case optimal running time for any join query [45]-a property not shared by relational databases (except LogicBlox). EmptyHeaded uses a simplified compilation that achieve this worst-case optimal run time for any join query [45] ; moreover, this translation uses only the operators in Figure 2 . 3 The optimality of the query relies only on what we call the min-property: Definition 1. A set intersection algorithm A has the min property, if for any number of sets X1, X2, . . . , X k , A computes k i=1 Xi in timeÕ(min i=1,...,k |Xi|) in whichÕ hides logarithmic factors in |Xi| and factors that depend on k.
If one uses a pairwise set intersection algorithm with the property that X∩Y can be computed in timeÕ(min{|X|, |Y |}), then by sorting the sets by cardinality one can ensure the min-property. We consider pairwise set intersections for the rest of this paper. Some intersection algorithms do not have the min property: it is critical both theoretically and empirically in cases for which the input set sizes are dramatically different. We focus on optimizing set intersections empirically while preserving the min property.
Storage Engine
The task of the storage engine is to encode the sets in graphs in a way that enables efficient query processing. n of f set1 . . . of f setn block1 . . . blockn Figure 7 : Example of the bitset representation that contains n blocks and a sequence of offset and blocks, which are bitvectors.
Graph Representation
Adjacency lists or Compressed Sparse Row (CSR) is the standard for in-memory graph representation. It offers fast access to the neighborhood of a node and is memory efficient. Two arrays represent the graph: The vertex array stores pointers to the start of each neighborhood in the adjacency array which contains the data for all neighborhoods sequentially in memory. All neighborhoods in the CSR datastructure use the uint set representation. CSR is a space efficient way of representing graphs in memory. CSR enables hardware prefetching while streaming over the edges of the whole graph by storing the neighborhood sets contiguously in memory.
The storage manager in EmptyHeaded uses CSR to represent graphs but with a twist: the storage engine treats each neighborhood as a set, which may be encoded using a different representation. CSR, as referenced from here on out refers to when all neighborhood sets are represented using the uint representation. Next, we describe these set encodings in more detail.
Set Representation
A key aspect of EmptyHeaded's design is that it can use multiple set representations. EmptyHeaded supports five different set representations that have previously been studied in the literature: uint (integer array), prefix short, bitset, variant, and bitpacked. We focus on the uint and bitset representations as they yielded the highest performance in our experiments, but include details about the other representations in the full version of this paper. We decide between the uint and bitset representations based on the experiments in Section 3 which show that the best representation is a function of the data characteristics of the set. The uint representation is standard and we explain the bitset representation in more detail.
BITSET. The bitset representation stores a set of pairs (offset,bitvector) as shown in Figure 7 . The offset is the index of the smallest value in the bitvector. Thus, the representation is a compromise between sparse and dense representations. We refer to the number of bits in the bitvector as the block size. For example, if the first offset, of f set1, has value 2 and the block size is 128, then at least one value is present in the range from 2 * 128 to (2+1) * 128−1 and the actual values are stored in a bitvector at slot 1. EmptyHeaded supports block sizes that are powers of two with a default of 128. 4 As shown, we pack the offsets contiguously, which allows us to regard the offsets as a uint representation; in turn, this allows EmptyHeaded to use the same algorithm to intersect the offsets as it does for the uint representation.
Execution Engine
EmptyHeaded's execution engine takes as input a sequence of set operations and loop constructs generated by the query compiler. All set representations are chosen by the storage Algorithm 1 uint intersection optimizer # | S1 | > | S2 | def i n t e r s e c t ( S1 , S2 ) : i f | S1 | / | S2 | > t h r e s h o l d return i n t e r s e c t S I M D G a l l o p i n g ( S1 , S2 ) e l s e : return i n t e r s e c t S I M D S h u f f l i n g ( S1 , S2 ) 
OPTIMIZING FOR SKEW
An important feature of EmptyHeaded is the capability to select the set representation and set intersection algorithm that optimize performance in the presence of both cardinality skew and density skew. We describe how we optimize for cardinality skew on the uint representation by selecting amongst advanced SIMD intersections algorithms proposed in the literature. This discussion of the uint algorithms serves as a building block for our discussion about how we select amongst uint and bitset representations at the graph, set, and block levels. We explore the effectiveness of these techniques using synthetic data.
Cardinality Skew
The skew in the degree distribution of graph data causes set intersections to operate on sets with different cardinalities. We first explore standard SIMD algorithms for pairwise set intersections between uint neighborhood sets.
UINT ∩ UINT. EmptyHeaded implements five SIMD set intersection algorithms for uint. Here we discuss three of the algorithms and omit two algorithms that have similar performance characteristics:
SIMDShuffling iterates through both sets block-wise and compares blocks of values using SIMD shuffles and comparisons [25] .
SIMDGalloping iterates through the smaller set and performs a scalar binary search in the larger set to find a block of data with a potential match and then uses SIMD comparisons [30] .
BMiss uses SIMD instructions to compare an upper prefix of values to filter out unnecessary comparisons (and therefore unnecessary branches) [24] . Once potential matches are found, this algorithm uses scalar comparisons to check the full values of the partial matches.
BMiss is designed to perform well on intersections with low output cardinalities, as the algorithm is efficient at filtering out values that do not match.
Discussion.
To test cardinality skew we set the range of the sets to 1M and set the cardinality of one set to 64 while changing the cardinality of the other set. Confirming the findings of others [24, 25, 30, 52] , we find that SIMDGalloping outperforms other intersection algorithms by more than 5x with a crossover point at a cardinality ratio of 1:32. In contrast to the other two algorithms, SIMDGalloping runs in time proportional to the size of the smaller set. Thus, SIMDGalloping is more efficient when the cardinalities of the sets are different. Figure 3 shows that when the set cardinalities are similar, we find that SIMDShuffling and BMiss outperform SIMDGalloping by 2x. We also vary the range of numbers that we place in a set from 10K-1.2M while fixing the cardinality at 2048. Figure 4 shows the execution time for sets of a fixed cardinality with varying ranges of numbers. BMiss is up to 5x slower when the sets have a small range and a high output cardinality. When the range of values is large and the output cardinality is small the algorithm outperforms all other algorithms by up to 20%.
We find that no one algorithm dominates the others, so EmptyHeaded switches dynamically between uint algorithms. Based on these results, EmptyHeaded's query engine uses SIMDShuffling unless the ratio of the sizes of sets exceeds 32, in which case we choose SIMDGalloping as shown in Algorithm 1. As we see in Figure 3 and Figure 4 , switching to SIMDShuffling provides runtime benefits in the cases where the cardinalities are similar. SIMDGalloping satisfies the min property, and so trivially does Algorithm 1. Thus, our worst-case optimality of the join algorithm is preserved.
Density Skew
We study the optimization space for density skew by comparing the performance of set representation decisions that are made at three different granularities: (1) the graph level, (2) the set level, and (3) the block level.
Graph Level
Set representation decisions at the graph level, by definition, do not address density skew. The canonical representation for graphs in memory is to represent all neighborhood sets as using the uint representation. Unfortunately, it is difficult to fully exploit the power of SIMD instructions using this representation as only four elements fit in a single SIMD register. 5 In contrast, bitvectors can store 256 elements in a single SIMD register. However, bitvectors are inefficient on sparse data and can result in a quadratic blow up of memory usage. Therefore, one would expect unsigned integer arrays to be well suited for sparse graphs and bitvectors for dense graphs. In the following, we discuss the intersection algorithm of the bitset representation in more detail.
BITSET ∩ BITSET. In Section 2.2.2 we described how our bitset is conceptually a two-layer structure of offsets and blocks. Offsets are stored using uint sets. Each offset determines the starting identifier of the corresponding block. To compute the intersection of a pair of sets represented using bitset, we first find the common blocks between the bitsets by intersecting the offsets using Algorithm 1. Then, we load the data from the common blocks into AVX 256-bit registers and use a SIMD AND instructions to compute the intersection. In the best case in which all bits of the registers are 1, a single hardware instruction computes the intersection of 256 values.
Discussion. To compare the impact of density on the bitset and the uint representations, we vary the densities of two sets and measure the intersection time. We generate sets with a uniform distribution and a fixed range of 1M while changing the cardinalities to control the densities. We pick the ranges and cardinalities of the sets to reflect real-world values like the examples listed in Table 1 . We find that the bitset intersection outperforms the best uint intersection algorithm by nearly two orders of magnitude on sets with high density because it leverages a much higher effective throughput due to intra-cycle parallelism. On sparse sets, the best uint intersection algorithm outperforms the bitset intersection by over two orders of magnitude because the bitset intersection wastes comparisons on elements that are not in the set. Figure 5 illustrates this trend. Because of the sparsity in real-world graphs, we found that uint often provides the best performance at the graph level.
Set Level
Real-world graphs often have a large amount of density skew, so both uint and bitset sets are useful to represent sets with different data characteristics. In the following, we describe our set intersection implementations between heterogeneous representations and then discuss a simple optimizer that picks representations at the set level.
UINT ∩ BITSET. To compute the intersection between a uint and a bitset, we first intersect the uint values with 5 Only SSE instructions contain integer comparison mechanisms, therefore we are forced to restrict ourselves to a 128 bit register width the offsets in the bitset. We do this to check if it is possible that some value in a bitset block matches a uint value. As bitset block sizes are powers of two in EmptyHeaded, this can be accomplished by masking out the lower bits of each uint value in the comparison. This check may result in false positives. To find the actual intersection, for each matching uint and bitset block, we check whether the corresponding bitset blocks contain the uint value by probing the block. Notice that this algorithm satisfies the min property with a constant that is determined by the block size.
Output Representation. For heterogeneous set intersections, we need to choose how to represent the output. Ideally, EmptyHeaded would choose the representation of the result of an intersection based on the data characteristics. However, estimating data characteristics like the output cardinality of a set operation is a hard problem [13] , and it may be too costly to reinspect the data after each operation. In EmptyHeaded, we opted to follow a simple model to pick a layout for the result of a set operation. If we intersect two sets that have the same representation, we store the result in that representation and if we intersect a uint with a bitset, we store the result as a uint. The motivation behind this model is that the intersection of two sets can be at most as dense as the sparser set. We find that this simple scheme works well in our experiments.
Discussion. To test the performance of the heterogeneous intersection, we measure the wall clock time it takes for a single thread to compute the intersection between pairs of sets with different cardinalities and representations. We generate these sets by fixing the range to 1M and varying the cardinality of both sets. We found that our uint and bitset intersection can provide up to a 6x performance increase over the best homogeneous uint intersection and a 132x increase over a homogeneous bitset intersection. We show in Section 4.3.2 that the impact of mixing representations on real data can increase overall query performance by over an order of magnitude.
We represent dense sets as bitsets and sparse sets using uints. Creating an automatic optimizer is a challenging task as graphs can have high density skew. Although we know the data characteristics of a given set while selecting its representation, it would be infeasible for the optimizer to consider the data characteristics of all other sets to be intersected with this set, as that depends on the query. Changing the set representation of a given set affects the choice of the representations of the sets that it is intersected with. Even if we knew all intersections at the outset, it is still a difficult problem to find the best global configuration.
Algorithm 2 shows a simple optimizer which selects the representation for a set in isolation based on its cardinality and range. It selects the bitset representation when each value in the set consumes at most as much space as an AVX register and the uint representation otherwise. The optimizer uses the bitset representation with a block size equal to the range of the data in the set. We find this to be the more effective than a fixed block size because it lacks the overhead of storing multiple offsets for a smaller block size. In our experiments on real data, we find that our simple optimizer provides results within 2x of an infeasible optimal described in Section 4.3.1.
Algorithm 2 Set representation optimizer
def g e t r e p r e s e n t a t i o n t y p e ( S ) :
i n v e r s e d e n s i t y = S . r a n g e / | S | i f i n v e r s e d e n s i t y < S I M D r e g i s t e r s i z e : return b i t s e t e l s e : return u i n t
Block Level
Selecting a representation at the set level might be too coarse if there is internal skew. For example, set-level representation decisions are too coarse grained to optimally exploit a set with a large sparse region, followed by a dense region. Ideally, we would like to treat dense region separately from sparse one. To deal with skew at a finer granularity, we propose a composite set representation that regards the domain as a series of fixed-sized blocks; we encode values in sparse blocks using the uint layout and dense blocks using bitsets. We propose a simple intersection scheme for this representation and demonstrate that on synthetic data it can outperform all other layouts by 2x.
Our composite representation divides its data into two regions, a bitset and a uint region, encapsulating the previously presented representations. When encoding a set using the composite representation, the system checks the density of each block and decides in which region to store it. Our implementation accepts block sizes that are powers of two, so computing the block corresponding to a given value can be done using a shift.
Composite ∩ Composite. We perform intersections of our composite representation by intersecting the cross product of the uint and bitset representations underneath. The uint and bitset intersections, as well as the uint and uint intersections all produce a uint output. To compute the uint region of the result, we merge these outputs. The bitset region of the result is simply the bitset intersection of the bitset regions of each set.
Discussion.
To benchmark the performance of our composite type, we generate sets with internal skew by having two regions: (1) a region with a fixed range of 5M. We change the density of this region by varying the cardinality from 16-131K, and (2) a dense region with 500K consecutive values. Intuitively, when the region in (1) is dense, then a bitset should perform best, while in the sparse region no single type should be better. Figure 6 illustrates the performance of the composite type in comparison with uint and bitset. Our experiments show that our composite type outperforms the bitset when the sparse region is sparse. As the sparse region gets denser, the performance gap between the bitset with a block size 128 gets smaller. The uint type is not competitive in the range of data we present because the dense region is best represented using the bitset representation.
Implementation Details
We briefly discuss details of EmptyHeaded's query engine that apply to all granularities in some form.
Overhead. The overhead for supporting multiple representations and multiple intersection algorithms is different for each granularity that we consider. To enable automatic selection of uint set intersection algorithms, we pay the cost of branching each time the intersection function is called. For representation decisions EmptyHeaded incurs no overhead when selecting at the graph level. At the set level we use switch statements to route operations from our generic set type to the operations of the underlying representation. Finally, at the block level we incur the overhead of merging results.
Materialization. Before running queries, EmptyHeaded materializes the graph choosing specialized representations for each set in the graph. During the materialization, Empty-Headed allows views to be created through performing selections on attributes of the graph and decides how to represent each set according to the configured granularity. The process is parallelized and in our experiments on real data we found that it typically takes less than 20% of the execution time in triangle counting. This cost can be amortized when running multiple queries on the same graph.
Node Ordering. EmptyHeaded encodes the nodes of a graph as integers using dictionary encoding. Dictionary encoding is a common technique used in OLAP and graph engines to compress the columns of a relation. Graph analytic engines use the same technique on edge relations and refer to the assignment of entries in the dictionary as node ordering. Formally, there is a mapping π(vi) that assigns each node vi a unique integer, which implicitly orders the nodes. The choice of π(vi) affects the internal skew of a sets the graph. Node ordering may impact the performance of a class of symmetrical queries like triangle without selections [15, 28, 51] .
The key idea of this method is given an undirected graph, one creates a new directed graph that preserves the number of triangles by defining a unique orientation of the edges. This new directed graph has the property that no node has a degree more than √ N where N is the number of edges in the original graph. Node ordering in combination with this symmetry preserving technique affects the density skew of the data which will be processed. As others have shown, ordering by degree improves query performance by up to 5x in the case of triangle counting, but we found that for general queries that contain selections, predicates, or that lack symmetry, node ordering does not alter performance by more than 40%. In addition, we experimented with different seven different ordering schemes and we found that for synthetic graphs with a large power law coefficient, breadthfirst ordering is up to 15% more efficient than ordering by degree.
Parallelization. EmptyHeaded supports parallel query processing through parallel for-loops and parallel iterations over sets. We use the C++11 thread support library for multithreading because we found during our preliminary testing that OpenMP introduces too much overhead. For most queries, the skewed cardinality distribution makes it necessary to use load balancing. We implement a simple dynamic load balancing strategy with a fixed chunk size that assigns work by atomically incrementing a value that keeps track of the outstanding work. For most of the queries in this paper, we found it to be sufficient to parallelize the outermost loop. 
EXPERIMENTS
We compare EmptyHeaded with state-of-the-art systems on 6 real world datasets to validate our approach. We validate our contributions by demonstrating how much of the performance gains can be attributed to our techniques.
Experiment Setup
We describe the metrics and the experiment setting.
Datasets. Table 2 provides a list of the 5 datasets that we use for the microbenchmarking experiments as well as the Twitter dataset which we include in our comparison to other systems. LiveJournal, Orkut, and Patents are graphs with a low amount of density skew and Patents is much smaller graph in comparison to the others. Twitter is one of the largest publicly available datasets and is a standard benchmarking dataset which contains a modest amount of density skew. Higgs is a medium sized graph with a reasonable amount of density skew and Google+ is a graph with an extreme amount of density skew. Thus, we expect to perform best on the Higgs and Google+ datasets as they have the largest amount of density skew.
Metrics. We measure the performance of EmptyHeaded and other competitors. For end-to-end performance, we measure the wall-clock time that it takes each system to complete the query. This measurement excludes the time used for data loading, data statistics collection, index creation and result printing for all systems unless explicitly stated. We repeated each measurement seven times, eliminated the lowest and the highest value and report the average.
Competitor Systems. We compare EmptyHeaded against specialized graph analytics systems and general purpose analytics engines. The graph analytics systems that we compare to are PowerGraph [19] , a commercial system Database-X (DB-X), and Snap-R [34] . Each system provides a highly optimized shared memory implementations of the triangle counting query. Shared memory graph systems such as Ligra [54] and Galois [46] are compared against EmptyHeaded in Section 5.2 on the BFS application for which they provide optimized implementations. For more advanced queries, we compare against LogicBlox, a commercial system that implements a worst-case optimal join algorithm. We also compared our performance to SociaLite [53] , Vertica, Post-greSQL, and Graph-X [20] and found that each of these systems was at least two orders of magnitude slower on all queries. We compare solely to LogicBlox on more advanced queries because LogicBlox provides the same worst case guarantees as our system in combination with a relational model making queries easy and succinct to express. Experiment Setting. We ran all experiments on a single machine with a total of 48 cores on four Intel Xeon E5-4657L v2 CPUs and 1 TB of RAM. We compiled the C++ systems (EmptyHeaded, Snap-R, PowerGraph) with g++ 4.6.4 (-O3) and ran the Java based systems (DB-X, Log-icBlox) on OpenJDK 7u65 on Ubuntu 12.04 LTS. For Java based systems, we allowed parallel garbage collection and do not count the garbage collector threads towards the number of worker threads. For all systems, we chose buffer sizes and heap sizes that were at least an order of magnitude bigger than the dataset itself so we avoid garbage collection.
End-to-End Comparison
We validate that EmptyHeaded outperforms competitor systems in terms of end-to-end performance on several queries listing common subgraph structures, such as cliques, cycles, and paths connected to cliques. Competitor systems may have extra overhead for fault tolerance, work distribution, and task scheduling. Our comparison between Emp-tyHeaded and these competitor systems is intended only to demonstrate that existing work for graph analytics has not obviated the factors that we study here.
Graph Analytics Systems
We benchmark several graph analytic systems and compare their performance. We start with the triangle counting query as it is widely used in graph processing applications and is implemented by many systems. Additionally, graph engines are often tuned for this query, nevertheless Emp-tyHeaded consistently outperforms specialized implementations by 3x-502x. However, these specialized systems are often inflexible and either do not support richer queries or require one write their own algorithm. Thus, we also benchmark against LogicBlox which provides higher language level optimizers.
Triangle Counting. The results from this experiment are in Table 3 . On very sparse datasets with low density skew (such as the Patents dataset) our performance gains are modest as it is best to represent all sets in the graph using the uint representation which is what many competitor systems already do. Unsurprisingly, on datasets with a larger degree of density skew, our performance gains become much more pronounced. For example, on the Google+ dataset, with a density skew of 1.17, our set level optimizer selects 41% of the neighborhood sets to be represented as bitsets and achieves over an order of magnitude performance gain over representing all sets as uints. In addition, our lightweight parallelization method scales nearly linearly on all datasets, handling load imbalance better than systems like Snap-R which fails to scale properly on the Patents dataset due to the overhead of OpenMP. 6 LogicBlox outperforms or performs close to DB-X on the Higgs and Google+. Both of these datasets contain relatively large density skew, but the Higgs dataset has larger cardinalities than Google+. LogicBlox performs well on the Higgs dataset as they use a "-" indicates that the field does not apply. "-SR" is Empty-Headed without optimizations. "-Y" is EmptyHeaded without generalized hypertree decomposition.
Leapfrog Triejoin algorithm which optimizes for cardinality skew by obeying the min property. In Section 4.3.2 we demonstrate that up to 13.4x of our performance gain comes from our set representation and intersection choices which are factors other systems do not consider. PowerGraph represents each neighborhood using a hash set (with a cuckoo hash) if the degree is larger than 64 and otherwise represents the neighborhood as a vector of sorted node IDs. PowerGraph incurs additional overhead due to its programming model and parallelization infrastructure in a shared memory setting. DB-X uses a CSR representation and runs Java code for queries which might not be as efficient as native code. Snap-R prunes each neighborhood on the fly using a simple merge sort algorithm and then intersects each neighborhood using a custom scalar intersection over the sets. We note that the runtimes in Table 3 do not reflect the cost of pruning the graph in our system or PowerGraph, while DB-X and Snap-R times include this time in their overall runtime. 7 LogicBlox is full featured commercial system that is partially based in Java and therefore incurs inefficiencies that EmptyHeaded does not. LogicBlox by default uses all system resources, 8 so we perform all comparisons to LogicBlox running EmptyHeaded with 48 threads (using all CPUs). 7 In Snap-R we found that depending on the density skew in the graph the pruning time could account for 2%-46% of the single thread runtime for the triangle counting query. 8 Configuration options to run on a single thread are not exposed to the user. 
Relational Systems
We extend our study beyond triangle counting query to more complex queries to demonstrate the capabilities of our system. We benchmark LogicBlox on two common graph queries: counting the number of 4-cliques (called K4) in a graph and counting the number of lollipops which are 3cliques with a path off the end (called L3,1). As mentioned earlier we also benchmarked standard relational systems like Vertica or Postgres but found them to be much slower than LogicBlox so we report only the results from LogicBlox. Table 4 demonstrates how EmptyHeaded outperforms Log-icBlox on more advanced queries by an order of magnitude. LogicBlox times out when counting 4-cliques on the high density skew Google+ dataset, but completes the query in 17 minutes on the Orkut dataset. Our representation and algorithmic choices allow EmptyHeaded to complete the 4clique query faster on the high density skew Google+ dataset than the low density skew Orkut dataset. We observed our optimizations enabling factors of up to 19.7x in performance for these more sophisticated patterns.
As referenced in Footnote 3, we use a slightly stronger algorithm than LogicBlox. We use the Yannakakis algorithm in conjunction with the worst case optimal algorithm to provide higher performance. We measure the impact of this optimization by running an implementation of the L3,1 query without the Yannakakis's algorithm ("-Y") in Table 4 . We see that this algorithm, which is not implemented by Log-icBlox, has a large effect on EmptyHeaded's runtime. It can range from 1.8x on datasets with little density skew to almost 835x on the Higgs dataset which has high density skew.
Optimizer Evaluation
We compare how closely our system performs to an (infeasible) oracle optimizer to evaluate the performance of each of the optimizers EmptyHeaded proposes. We also detail the effect of each of our contributions by evaluating the performance of EmptyHeaded while removing features.
EmptyHeaded Optimizer
We introduce the concept of an oracle optimizer to provide a lower bound cost for our overall query runtime. We also describe the optimizers EmptyHeaded uses in more detail.
Oracle. The oracle optimizer provides an infeasible lower bound baseline to evaluate our system's performance at different granularities. The oracle is infeasible because it is allowed to choose any representation and intersection combination while assuming perfect knowledge of the cost of each intersection. We implement the oracle optimizer by sweeping the space of all representation and algorithm combinations that EmptyHeaded considers while only counting the cost of the highest performing combination for each intersection.
To determine if our system should make representation decisions at a graph, set, or block level we compare each approach on the triangle counting query to the time of the oracle optimizer. We found that on real graph data choosing representations at a set level provided the best overall performance. Table 5 demonstrates that choosing at the set level is at most 1.6x off the optimal performance. Choosing at the graph and block levels can be up to 7.3x and 3.2x respectively slower than the oracle. Representation decisions at the graph level do not optimize at all for density skew and therefore are the least robust across graph datasets. Representation decisions at the block level are fine-grained and compensate for density skew, but are too fine grained on the graph datasets we consider and do not outweigh their increased overhead. Real graph data often has a high density skew across sets making the middle level set optimizer perform the most robust across the graph datasets we consider.
Overhead is unavoidable when making fine grained representation decisions at the set level or block level. At the set level we must incur an extra conditional check on the type of the set before performing any operation over the set. At the block level we must call four set intersection functions (the cross product of types in our composite type) and merge the final uint outputs into a single array to maintain the property that this is a sorted set representation.
A natural question to ask is: are these overheads substantial on real graph data and real queries? We modify both optimizers to always pick the uint representation and compare the execution time for these optimizers to graph level selection of a uint (no overhead). Table 6 shows the relative overhead of both optimizers across different datasets on the triangle counting query. The overhead ranges from 1%-25% of the total runtime for our set level optimizer and from 5%-36% for our block level optimizer. The amount of overhead we pay for each dataset is linked to its size and density skew as these are the two factors that can amortize this overhead. For example, the small Patents dataset with a low density skew of 0.09 consistently has the highest overhead at each level. The block level optimizer overhead is more pronounced on graph data due to the fact that the majority of sets in a graph are extremely sparse or extremely dense. Thus the sets do not contain a high enough level of internal skew to outweigh the cost making such fine grained decisions when compared to the set level optimizer.
Performance Breakdown
EmptyHeaded enables representation and algorithmic choices as well as explicit vectorization that other systems do not consider. To detail where our performance comes from we run the triangle counting query and measure the time it Table 7 : Relative time when disabling features on the triangle counting query. "-S" is EmptyHeaded without SIMD. "-R" is EmptyHeaded using uint at the graph level.
takes to complete the query while removing these features.
We demonstrate that when we remove the representation and vectorization features of our system we can experience over an order of magnitude slowdown on real graph data. Table 7 shows the relative time to complete the triangle query features of our system disabled on unpruned data. The "-SR" column is the one that most closely resembles the implementation of the graph analytics competitors we compare to in Table 3 . Our use of SIMD instructions can enable up to a 1.8x performance increase and our use of representations can enable up to a 3.9x performance increase. The amount of SIMD parallelism leveraged is highly intertwined with our representation decisions. Therefore we notice this 3.9x performance decrease on datasets with high density skew when we solely use a uint representation ("-R") because the amount available SIMD parallelism is decreased significantly. Finally, we also tested removing the decision between SIMD galloping and the SIMDShuffling algorithm for the uint intersections but found this feature had only a 10% performance impact on overall query runtime. In total, Table 7 shows our vectorization and representation features have merit and are needed to attain optimal performance on graph queries over skewed data.
EXTENSIONS
We extend EmptyHeaded to cover queries that use set union and difference that are optimized in a similar fashion as our set intersection implementations. We briefly discuss two extensions to EmptyHeaded that we implemented and evaluated. We first extend EmptyHeaded to two simple similarity queries that are both easy and efficient to implement in EmptyHeaded. Next, we discus an implementation of breadth-first traversal in EmptyHeaded. These extensions use EmptyHeaded the low-level library (similar to a graph DSL) instead of the datalog-like query interface.
Similarity Queries
Some rich queries inspired by data mining can be implemented in EmptyHeaded. Both of these queries can be encoded in high-level datalog-like languages, so we compare them to LogicBlox.
Common Neighbors. If we would like to identify people in a social network that are similar, a potential approach could 
Symbiosity.
A potential approach to finding nodes in a social network that are well connected is to identify patterns in the connections of a node. This query lists all nodes where at least N % of the neighbors are connected by an outgoing and an incoming edge. It computes the intersection of the set of incoming and the set of outgoing edges and compares it to the total number of neighbors.
We demonstrate in Table 8 that our optimizations can have an even larger impact on similarity queries. The common neighbors query computes intersections on highly skewed sets as it requires intersections between the largest set and other sets in the graph. Our representation and algorithm techniques improve the performance by up to 44x for this query. We outperform LogicBlox despite our naive implementation which intersects every set with the largest set.
In the Symbiosity query, EmptyHeaded achieves no performance gains due to the data containing less density skew and because running at 48 threads lowers the impact of our optimizations on such short running queries. EmptyHeaded outperforms LogicBlox significantly because the query is relatively complicated to express in LogicBlox' query language (multiple steps and aggregations) and LogicBlox has a higher overhead, especially for such short running queries.
BFS
BFS is a simple but widely studied example of an application that uses Boolean algebra. Algorithm 3 shows how we implement a simple BFS algorithm using just the set difference operators in EmptyHeaded. Table 9 demonstrates that our algorithm provides competitive performance to state-ofthe-art competitor systems using a single thread. BFS is widely implemented in graph processing systems, and we compare to the most highly optimized shared memory approaches. This suggests that our optimizations may be of interest beyond graph pattern matching.
There is still room for improvement in EmptyHeaded for recursive queries. When running on 48 threads, we found that Ligra provides up to a 5x performance advantage over EmptyHeaded. As recent research has shown [10] , similar representation decisions to the ones EmptyHeaded considers can be used to attain high performance. Indeed, Ligra implements these recent advances in order to accomplish high performing traversals. We believe that our general optimizations can extend to common graph patterns, such as BFS, and still yield competitive high performance to highly optimized graph analytics systems such as Ligra.
CONCLUSION AND FUTURE WORK
We demonstrated the first engine that exploits the link between worst-case optimal join processing and Boolean algebra for graph processing. Our approach can provide strong worst case running times and can lead to over an order of magnitude performance gain over standard approaches. We performed a detailed study of set representations to exploit SIMD parallelism on modern hardware. We showed that over an order of magnitude performance gain can be achieved through selecting amongst algorithmic choices for set intersection and set representations at different granularities of the data. In addition, we showed that on popular graph queries our prototype engine could outperform specialized graph analytics engines by over an order of magnitude and relational systems by over two orders of magnitude. Our study suggests that this type of engine is a first step toward unifying standard SQL processing and graphs.
This work is only a first step in this direction, and we highlight several natural problems our study can be extended to address in the future:
• Multi-Node Parallelism. We believe the impact of our tradeoffs should be evaluated in a multi-node setting. Widely used systems such as GraphX [20] , PowerGraph [19] , and Pregel [37] provide scale out capabilities to efficiently handle graphs beyond the capacity of a single node. We are optimistic that our results can be applied within a single execution node. Additionally, new theory has been proposed for such scale-out systems that we plan to leverage [7, 9] .
• Life Cycle of Data. We consider only a fraction, albeit an important one, of the complete life cycle of data in this study. Our study is useful for hot data, but a robust system must have the capabilities to process cold data from disk. We hope to create a system that spans the complete life cycle of data in the future.
• Dynamic Graphs. Finally, graphs which evolve over time occur in real-life workloads [3, 12, 42] . We hope to extend our system provide low latency mutations and efficient aggregates over changing data in the future to meet the demands of this realistic workload.
APPENDIX A. APPENDIX FOR SECTION 2 A.1 Query Compilation
For completeness, we recap the interesting points of our compiler which is based on Ngo, Rudra, and Ré's survey [45] . EmptyHeaded's query compiler works in two phases: (1) in phase 1, it produces an object called a generalized hypertree decomposition (GHD), an existing notion from theory [14, 21] , and (2) in phase 2, our query compiler translates that GHD to the set operations that EmptyHeaded supports.
We illustrate this process on the triangle and lollipop query, the lollipop query being where we see significant runtime improvement versus standard worst-case-optimal algorithms.
Example A.1. Our examples will be the triangle query: EmptyHeaded supports both COUNT or a non-trivial projection, but for clarity we omit this.
Optimal Bounds on Output Size
A key idea is how to tightly bound the worst-case output size of a join query. We present these results informally, and we refer the reader to Ngo et al. [45] for a more complete survey. We first need some definitions.
A hypergraph is a pair H = (V, E), consisting of a nonempty set V of vertices, and a set E of subsets of V , the hyperedges of H. Natural join queries and graph pattern queries can be expressed as hypergraphs; this language plus simple selections and aggregations is the language supported by EmptyHeaded. In particular, there is a direct correspondence between a query and its hypergraph: there is a vertex for each attribute of the query and a hyperedge for each relation. We will go freely back and forth between the query and the hypergraph that represents it.
A recent result of Atserias, Grohe, and Marx [8] (AGM) showed how to tightly bound the worst-case size of a join query using a notion called a fractional cover. Fix a hypergraph H = (V, E). Let x ∈ R |E| be a vector indexes by edges, i.e., with one component for each edge, such that x ≥ 0. We say that x is a feasible cover (or simply feasible) for H if for each v ∈ V we have e∈E:e v xe ≥ 1 A feasible cover x is also called a fractional hypergraphcover in the literature.
AGM showed that if x is feasible then it forms an upperbound of the query result size |O| as follows:
To search for the tightest upperbound, we try to minimize the right-hand-side expression. Since the expression is positive in any non-trivial case, we can equivalently minimize the log of this expression. Combining this with the above constraints, minimizing the right-hand side is equivalent to the following linear program:
Thus, we can derive an optimal bound efficiently.
Example A.2. For simplicity, let |Re| = N for e ∈ E. Consider the triangle query x = (1, 1, 0) is a feasible cover. Via Equation 1, we derive that |O| ≤ N 2 . That is, with N tuples in each relation we cannot produce a set of output tuples that contains more than N 2 . However, a tighter bound can be obtained using a different fractional cover x = (0.5, 0.5, 0.5) using Equation 1 yields the upper bound N 3/2 . This bound is tight if one considers the complete graph on √ N vertexes. Remarkably, the optimal solution to the above LP is tight as well up to constant factors that depend on the query: there are instances that produce Ω(N 3/2 ) tuples. One can check that the lollipop has a cover (0.5, 0.5, 0, 1) that yields a bound of N 2 , which is also worst-case optimal.
The NPRR algorithm was the first algorithm that had a running time to match these worst-case size bounds [44] . If there are fewer tuples in the output than the worst case, we can sometimes achieve a better runtime. Let O denote the size of the output. For the lollipop query, we will describe below that EmptyHeaded runs in time O(N 3/2 +O) in which N is the number of tuples in the database and O is the size of the actual output set. In the worst-case, |O| = Ω(N 2 ) but it can be much smaller. When counting, |O| is a single number and this difference is even greater than in the listing case. The key technical device to capture this, is something called a GHDs that we describe next.
(1) Generalized Hypertree Decompositions Our presentation directly follows Afrati et al. [7] . Let H be a hypergraph. A generalized hypertree decomposition (GHD) of H is a triple D = (T, χ, λ), where:
• T (V (T ), E(T )) is a tree; Figure 8 : We show the lollipop query and two GHDs for it with different widths.
• λ : V (T ) → 2 E(H) is a function associating a set of hyperedges to each vertex t of T ;
such that the following properties hold:
1. For each e ∈ E(H), there is a vertex t ∈ V (T ) such that e ⊆ χ(t).
For each
v ∈ V (H), the set {t ∈ V (T )|v ∈ χ(t)} is connected in T .
For every t ∈ V (T ), χ(t) ⊆ ∪λ(t).
Consider a query Q that joins a set of n relations R0, ..., Rn−1, where the schemas of the relations contain m attributes A0, ..., Am−1. We could rephrase these definitions and properties as follows. A GHD of Q is a triple D = (T, χ, λ), where:
• T (V (T ), E(T )) is a tree;
• χ : V (T ) → 2 V (H) is a function assigning a set of attributes to each vertex t of T ;
• λ : V (T ) → 2 E(H) is a function assigning a set of relations to each vertex t of T ;
1. For each relation Ri, the attributes of Ri are contained within at least one vertex t's attributes.
2. Let TA i be the subgraph in T containing only the vertices that are assigned Ai. For each Ai, TA i is connected.
3. For every t ∈ V (T ), the attributes assigned to t is contained within the relations assigned to t. Figure 8 shows two GHDs of the lollipop query from Example A.1. In the figure, the attribute values on top of each vertex t is the χ assignments for t and the λ assignments are explicitly shown. The width of a GHD D is the max t∈V (T ) {|λ(t)|}, i.e., the maximum number of relations assigned to any vertex t. The generalized hypertree width (ghw) of a hypergraph H is the minimum width of all hypertree decompositions of H. The width of a query captures its degree of cyclicity. In general, the larger the width of a query, the more "cyclic" it is. By definition, a query is acyclic if and only if its hypergraph is acyclic. Equivalently, acyclic queries are exactly the queries with width 1 [14] . We generated the decompositions by hand for the queries in this paper.
Example A.3. For the triangle counting query the best GHD produces 1 bag containing the attributes ABC. The width of this GHD is 2. For the lollipop query we describe 2 GHD's. The first has 1 bag containing the attributes ABCD. The width of this GHD is 3. The second contains 2 bags with the attributes ABC and CD respectively. Here the bag containing ABC has a width of 2 and the bag containing CD has a width of 1. For e v e r y tv ∈ ∩ F ∈E:
Qt ← G e n e r i c −J o i n ( V − I , E , t :: tv ) 10 Q ← Qt ∪ {t :: tv} × Qt 11
Return Q
We use one further refinement due to Ngo et al. [45] . The idea is to combine the worst-case bounds and the tree decomposition to achieve fractional widths that may be smaller than the above widths. In particular, for each bag we use the worst-case optimal algorithm (shown in Algorithm 4). In particular, we replace |λ(t)| with the best possible bound from the preceding section.
Example A.4. The Worst-case bound on the lollipop query is 2 where we assign the fractional cover (1, 0, 0, 1). Thus this query can return up to N 2 tuples. If the GHD produces two bags, as shown in Figure 8 , we can assign fractional edge covers of (1/2, 1/2, 1/2) and (1) to each bag each with a bound of 3/2 and 1 respectively. This provides a fractional GHD bound of 3/2. This naturally corresponds to an algorithm: On each bag of the decomposition, we run NPRR or another worst-case optimal algorithm. This produces an acyclic query on which we run Yannakakis's algorithm, which runs in time linear in the input plus (actual) output size. Suppose bag b ∈ T produces an output of size at most N w b , then the above algorithm runs in time O(N w * + O) where w * = max b∈T w b . Thus, it is natural to select a GHD that has the smallest w * .
(2) Compiling Set Intersections
On on each bag in the decomposition, we run the generic worst-case optimal join algorithm shown in Algorithm 4. After the generic join algorithm produces a result in each bag we are left with an acyclic query and use Yannakakas' algorithm [59] to communicate the results between each bag. We describe how this algorithm generates
We briefly overview the worst-case optimal generic join algorithm that our query compiler executes; the work of Ngo et al. [45] provides more details.
We give a small example of running the compilation routine. Here R[t] denotes the set of tuples that match t in R i.e.
R[t] = {s ∈ R : t[A] = s[A]
for each A ∈ attr(t) ∩ attr(R)} for tA ∈ πAR ∩ πAS do with body Generic − Join({B, C}, E, tA). In turn, with two more calls this generates;
If the input data is a graph stored in the edge index, some of the above checks are unnecessary. For example, R[ta] = S[ta]. Also, there is only a single relational symbol E, the edge relation. With these simplifications, we get the translation in Figure 1 .
Here, we have explicitly unrolled the cross product.
A.2 Additional Set Representations
We discuss three additional set representations that Emp-tyHeaded implements pshort, variant, and bitpacked. The pshort representation groups values with a common upper 16-bit prefix together and stores each prefix only once. The variant and bitpacked representations use difference encoding which encodes the difference between successive values in a sorted list of values (x1, δ2 = x2 − x1, δ3 = x3 − x2, . . . ) instead of the original values (x1, x2, x3, . . . ). The original array can be reconstructed by computing prefix sums (xi = x1 + i n=2 xn). The benefit of this approach is that the differences are always smaller than the original values, allowing for more aggressive compression. Previous work found that the variant and bitpacked representations both compress better and can be an order of magnitude faster than compression tools such as LZO, Google Snappy, FastLZ, LZ4 or gzip [30] .
byte-1 byte-2 bits[0-2] bits[3-5] length bits/elem δ data data data 3 3 0 2 6 Figure 11 : Example of a bitpacked representation.
A.2.1 P-Short
The Prefix Short (pshort) representation exploits the fact that values which are close to each other share a common prefix. The representation consists of partitions of values sharing the same upper 16 bit prefix. For each partition, the representation stores the common prefix and the length of the partition. Figure 9 shows an example of the pshort representation.
A.2.2 Variant
The variant representation or Variable Byte encoding is a popular technique that was first proposed by Thiel and Heaps in 1972 [29] . The variant representation encodes the data into units of bytes where the lower 7 bits store the data and the 8th-bit indicates whether the data extends to another byte or not. The decoding procedure reads bytes sequentially. If the 8th bit if it is 0 it outputs the data value and if the 8th bit is 1 the decoder appends the data from this byte to the output data value and moves on to the next byte. This representation is simple to implement and reasonably efficient [29] . Figure 10 shows an example of the variant representation.
A.2.3 Bitpacked
The bitpacked representation partitions a set into blocks and compresses them individually. First, the representation determines the maximum bits of entropy of the values in each block b and then encodes each value of the block using b bits. Lemire et al. [30] showed that this technique can be adapted to encode and decode values efficiently by packing and unpacking values at the granularity of SIMD registers rather than each value individually. Although Lemire et al. propose several variations of the representation, we chose to implement the bitpacked with the fastest encoding and decoding algorithms at the cost of a worse compression ratio. Figure 11 shows an example of the bitpacked representation.
Instead of computing and packing the deltas sequentially, we use the techniques from Lemire et al. [30] to compute deltas at the granularity of a SIMD register:
(δ5, δ6, δ7, δ8) = (x5, x6, x7, x8) − (x1, x2, x3, x4)
Next, each delta is packed to the minimum bit width of its block SIMD register at a time, rather than sequentially. In EmptyHeaded, we use one partition for the whole set. The deltas for each neighborhood are computed by starting our difference encoding from the first element in the set. For the tail of the neighborhood that does not fit in a SIMD register we use the variant encoding scheme. 
|S1| / |S2|

B.1 Additional Set Intersection Algorithms for Unsigned Integer Arrays
We explore 5 unsigned integer representations presented in the literature.
SIMDShuffle iterates through both sets block-wise and compares blocks of values using SIMD shuffles and comparisons [25] . V1 iterates through the smaller set one-by-one and checks each value against a block of values in the larger set using SIMD comparisons [30] . V3 is similar to Lemire V1 but performs a binary search on four blocks of data in the larger set (each the size of a SIMD register) to identify potential matches [30] . SIMD Galloping is similar to Lemire V1 but performs a scalar binary search in the larger set to find a block of data with a potential match and then uses SIMD comparisons [30] . BMiss uses SIMD instructions to compare parts of blocks of values and filter potential matches then uses scalar comparisons to check the full values of the partial matches [24] . Figure 12 shows that the SIMDGalloping and V3 algorithm outperform all other algorithms when the cardinality difference between the two sets becomes large. Figure 13 shows that the V1 and SIMDShuflling algorithms outperform all other algorithms, by over 2x, when the sets have a low density. Based on these results, by default we select the SIMDShuflling algorithm, but when the ratio between the cardinality of the two sets became over 1:32, like others [24, 30] , we select the SIMDGalloping algorithm. Because the sets in graph data are typically sparse, we found the impact of selecting the SIMDGalloping on graph datasets to be minimal, often under a 5% total performance impact.
B.2 Set Intersection Algorithms for Additional Set Representations
We discuss the intersection algorithms of the set representations that EmptyHeaded implements but are omitted from the main paper. pshort ∩ pshort. The pshort intersection uses a set intersection algorithm proposed by Schlegel et al. [52] . This algorithm depends on the range of the data and therefore does not preserve the min property, but can process more elements per cycle than the SIMDShuffling algorithm. The pshort intersection uses the x86 STNII (String and Text processing New Instruction) comparison instruction allowing for U-Int/U-Int U-Int/Bitset P-Short/Bitset P-Short/P-Short Bitset/Bitset uint ∩ pshort. For the uint and pshort set intersection we again take advantage of the STNII SIMD instruction. We compare the upper 16-bit prefixes of the values and shuffle the uint representation if there is a match. Next, we compare the lower 16-bits of each set, 8 elements at a time using the STNII instruction.
variant and bitpacked. Developing set intersections for the variant and bitpacked types is challenging because of the complex decoding and the irregular access pattern of the set intersection. As a consequence, EmptyHeaded decodes the neighborhood into an array of integers and then uses the uint intersection algorithms when operating on a neighborhood represented in the variant or bitpacked representations.
Intersection Performance. Figure 14 displays the highest performing representation combinations and their relative performance increase compared to the highest performing uint algorithm while changing the density of the input sets in a fixed range of 1M. Unsurprisingly, the variant and bitpacked representations never achieve the best performance. On real data, we found the variant and bitpacked types typically perform the triangle counting query 2x slower due the decoding step. While our experiments on synthetic data show moderate performance gains from using the pshort representation, we found that on real data that the pshort representation is rarely a good choice for a set in combination with other representations.
B.3 The Impact of Node Ordering
Because EmptyHeaded maps each node to an integer value, it is natural to consider the performance implications of these mappings. Node ordering can affect the performance in two ways: It changes the ranges of the neighborhoods and, for queries that use symmetry breaking, it affects the number of comparisons needed to answer the query. In the following, we discuss the impact of node ordering on triangle counting with and without symmetry breaking.
We explore the impact of node ordering on query performance using triangle counting query on synthetically generated power law graphs with different power law exponents. We generate the data using the Snap Random Power-Law graph generator and vary the Power-Law degree exponents from 1 to 3. The best ordering can achieve over an order of magnitude better performance than the worst ordering on symmetrical queries such as triangle counting.
We consider the following orderings:
Random random ordering of vertices. We use this as a baseline to measure the impact of the different orderings.
BFS labels the nodes in breadth-first order.
Strong-Runs first sorts the node by degree and then starting from the highest degree node, the algorithm assigns continuous numbers to the neighbors of each node. This ordering can be seen as an approximation of BFS.
Degree this ordering is a simple ordering by descending degree which is widely used in existing graph systems.
Rev-Degree labels the nodes by ascending degree.
Shingle an ordering scheme based on the similarity of neighborhoods [16] .
In addition to these orderings, we propose a hybrid ordering algorithm hybrid that first labels nodes using BFS followed by sorting by descending degree. Nodes with equal degree retain their BFS ordering with respect to each other. The hybrid ordering is inspired by our findings that ordering by degree and BFS provided the highest performance on symmetrical queries. Figure 15 shows that graphs with a low power law coefficient achieve the best performance through ordering by degree and that a BFS ordering works best on graphs with a high power law coefficient. Figure 15 shows the performance of hybrid ordering and how it tracks the performance of BFS or degree where each is optimal. We find this ordering to be the most robust ordering for symmetrical queries. Each ordering incurs the cost of performing the actual ordering of the data. Table 10 shows examples of node ordering times in EmptyHeaded. The execution time of the BFS ordering grows linearly with the number of edges, while sorting by degree and reverse degree depend on the number of nodes. The cost of the hybrid ordering is the sum of the costs of the BFS ordering and ordering by degree.
B.4 Graph Compression
Techniques to compress sorted sets of integers has been applied in the past to achieve aggressive compression on social networks [16, 18] . Primarily research on compression in social networks focuses on finding a node ordering that minimizes the amount of randomness (therefore increasing achievable compression ratios) in graph. These techniques are applied as a means of decreasing the memory usage required for a given social network. Our work is slightly different as our primary concern is not to decrease memory usage, but rather to increase data level parallelism through compression. 9 We provide a brief background on the compression of social networks then present compression numbers EmptyHeaded achieves on the more advanced set representations. The set representations we preset here are the ones aimed at achieving higher compression ratio instead of a higher overall runtime performance on queries.
Previous work found a close relation between density skew and the compressibility of a graph and thus proposed node orderings as a technique to better compress graphs [16] . The authors suggest to assign similar ids to nodes with similar neighborhood sets by estimating the similarity of neighborhoods using an approximation of the Jaccard similarity coefficient. We implement this ordering and call it the Shingle ordering scheme in Section B.3. Table 11 shows how data ordering and EmptyHeaded's additional set representations can be used to achieve up to 3x compression of social networks in memory. More aggressive techniques to compress social networks exist, but still our techniques often use less memory usage than the conventional 32 bits per edge. We do not display bitset numbers as representing a graph as a collection of bitsets exponentially increases memory usage. We do not include meta data (such as size of set and number of bytes) in our calculation of bits per edge. The variant representation, generally the slowest set representation always performs well in terms of compression in conjunction with the Shingle ordering. BFS is the data ordering scheme which consistently delivered the second best compression ratios. Table 12 shows how the variant and bitpacked types, which consistently achieve the best performance, take the longest to encode.
C. APPENDIX FOR SECTION 4 C.1 Materialization
Before running queries, EmptyHeaded materializes the graph by choosing and constructing the specialized representations for each set in the graph. In Section 3.3 we present the materialization process and here briefly provide some results to demonstrate the actual cost of this process on the datasets which we benchmark in Section 4. Figure 16 displays how the cost of materialization is typically under 10% of the total runtime. On extremely sparse datasets, which have a low output cardinality, the overhead can account for up to 30% of the total runtime as see in the Patents dataset.
C.2 Triangle Counting on Additional Datasets
In Table 14 we present the runtime numbers for triangle counting in EmptyHeaded on all datasets in Table 13 . Here we verify that our optimizations are robust regardless of the characteristics of the graph. The numbers in Table 14 present the best numbers observed in our system across all orderings and representations. Typically ordering by degree worked best on these datasets, but we found that on datasets such as LiveJournal and Patents, that a BFS ordering provided around a 10% performance increase over ordering by degree. On many of the sparse datasets with low density skew, such as the Patents or California dataset, using a uint representation easily yielded the highest performance. On the Higgs dataset we found that the pshort representation yielded the highest performance due to the caching effects of achieving nearly 2x compression on this smaller dataset (see Section B.4). On datasets with larger density skew, such as Google+, dataset we found that our set level optimizer provided the best performance. The set level optimizer again works best on larger datasets such as the Twitter dataset, which has a moderate amount of density skew, as the overhead of the set level optimizer is mitigated on such a large dataset.
C.3 Additional Relational Systems
We briefly describe our setup of the competitor systems and discuss the results for the K4 and L3,1 queries.
C.3.1 SociaLite
We benchmarked all queries using commit ba67522 from the official GitHub repository [1]. We were in contact with the main author of the system to make sure that implemented efficient queries. Further, we made sure that So-ciaLite had enough heap space (more than an order of magnitude of the uncompressed input).
C.3.2 PostgresSQL
We benchmarked all queries using version 9.3.5 of Post-greSQL. We configured the sizes of PostgreSQL's buffers to be more than an order of magnitude larger than the input size in uncompressed text form. Before running the queries, we created indices and used ANALYZE to collect statistics (both excluded from the running time). We stored the edge relation on a RAM disk using tablespaces.
C.3.3 Vertica
We benchmarked all queries using version 7.1.1-0 of Vertica. We used ANALYZE STATISTICS to collect statistics before running the queries (not timed). We based our queries on the triangle counting query described in a blog post on the official Vertica blog [2] . To benchmark Vertica in a multithreaded setting, we create a resource pool and assign the corresponding number of threads to it (using EXECUTIONPARALLELISM). The database containing the edge relation was stored on a RAM disk.
C.3.4 LogicBlox
We benchmarked all queries using version 4.1.6.bb12dfe7f0d5 of LogicBlox. We ran the queries using the exec command to avoid the overhead associated with addblock. We were in contact with the authors of LogicBlox to ensure that we ran the queries correctly.
C.3.5 Results
Vertica and PostgreSQL perform poorly on K4 and L3,1. Even on the smallest dataset, EmptyHeaded outperforms PostgreSQL by more than two orders of magnitude and Vertica performs only slightly better. On the smallest dataset, EmptyHeaded outperforms Vertica by more than 30x single threaded and more than two orders of magnitude in the multithreaded case. These results illustrate that traditional OLTP and OLAP systems perform poorly on typical graph pattern queries.
Compared to the other competitors, SociaLite performs K4 well on sparse datasets and is the only other system that does not time out when computing L3,1 on datasets other Table 14 : Triangle counting runtime (in seconds) across in-memory graph analytics systems on additional datasets. "-" indicates that the system was incapable of running the query. Table 16 : Relative time when disabling features on the triangle counting query. Symmetrically filtered refers to the data preprocessing step which is specific to symmetric queries. "-S" is EmptyHeaded without SIMD. "-R" is EmptyHeaded using uint at the graph level.
than Patents. For K4, SociaLite outperforms LogicBlox on LiveJournal and Patents but LogicBlox performs better on Higgs and Orkut. This might be a hint that LogicBlox has a better asymptotic running time due to its worst-case optimal join algorithm. As we discussed earlier, a naive worst-case optimal join algorithm can be far from optimal for cases other than the worst-case for L3,1 which might explain why SociaLite outperforms LogicBlox on this query. In the cases where SociaLite and LogicBlox do not time out, they are at least two orders of magnitude slower than EmptyHeaded except on Patents where the smallest difference is more than 4x.
C.4 The Effect of Pruning
We explore the effect of node ordering on query performance with and without the data pruning that symmetrical queries enable. For this experiment, we measure the effect of the node orderings introduced in Section B.3 on five datasets with different set representations. We show that node ordering only has a substantial impact on queries that enable symmetry breaking and that our representation optimizations typically have a larger impact on the queries which do not enable symmetry breaking, which is the more general case.
We use the relative triangle counting performance on 5 datasets with a random ordering and ordering by degree as a proxy for the impact of node ordering. For each dataset, we measure the triangle counting performance with random ordering and ordering by degree (the default standard), with and without pruning, and with the EmptyHeaded set level optimizer and with a homogeneous uint layout. We call pruned data on symmetrical queries symmetrically filtered. We report the relative performance of random ordering compared to ordering by degree. Table 17 shows that ordering does not have a large impact on queries that do not enable symmetry breaking. In addition, Table 17 shows that our optimizer is more robust to various orderings in the special cases where symmetry filtering is allowed. Table 16 shows that our optimizations typically have a larger impact on data which is not symmetrically filtered. This is important as symmetrical queries are infrequent and their symmetrical property breaks with even a simple selection. Finally, Table 15 shows that the overhead of our set level optimizer is mitigated when the data is not symmetrically filtered. 
