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Abstract
For all sufficiently large odd integers n, the following version of Higman’s embedding
theorem is proved in the variety Bn of all groups satisfying the identity x
n = 1. A
finitely generated group G from Bn has a presentation G = 〈A | R〉 with a finite set of
generators A and a recursively enumerable set R of defining relations if and only if it
is a subgroup of a group H finitely presented in the variety Bn. It follows that there
is a ’universal’ 2-generated finitely presented in Bn group containing isomorphic copies
of all finitely presented in Bn groups as subgroups.
Key words: generators and relations in groups, finitely and recursively presented groups,
Burnside variety, van Kampen diagram, Turing machine, S-machine
AMS Mathematical Subject Classification: 20F05, 20F06, 20F50, 20F65, 20E06,
20E10, 03D10, 20F10, 03D25
1 Introduction
The celebrated theorem of G. Higman [7] asserts that a finitely generated group is recursively
presented if and only if it is a subgroup of a finitely presented group. This theorem detects a
deep connection between the logic concept of recursiveness and properties of finitely presented
groups.
The Higman embedding G →֒ H of a recursively presented group G makes the finitely
presented group H quite large, saturating it with free subgroups. Therefore there were no
nontrivial analogies of Higman’s theorem in proper subvarieties of the variety of all groups.
(The statement is trivial if every finitely generated group of a variety V is finitely presented
in V.) O. Kharlampovich finished the paper [10] on the following question:
Is every finitely generated group with the identity xn = 1 and recursively enumerable set
of defining relations embeddable into a group given by this identity and a finite set of relations
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(n is a large number) ? In other words, is the analogy of Higman’s embedding theorem true
in the variety Bn ?
Even earlier the same problem was formulated in [11] (problem 12.32) by S.V. Ivanov :
Prove an analogue of Higmans theorem for the Burnside variety Bn of groups of odd
exponent n >> 1, that is, prove that every recursively presented group of exponent n can be
embedded in a finitely presented (in Bn) group of exponent n.
Recall that the Burnside variety of exponent n ≥ 1, denoted by Bn, is the class of all
groups satisfying the identical relation xn = 1. So Bn is the class of groups having finite
exponent dividing n. Every m-generated group of this variety is isomorphic to a factor group
of the m-generated free group B(m,n) in Bn, which in turn is isomorphic to the factor group
of a free group F (m) of rank m modulo the normal subgroup F nm generated by all powers
gn, where g ∈ Fm. (If two words from F (m) have equal images in the free Burnside group
B(m,n), we say that these words are equal modulo the Burnside relations.)
The group G is called finitely presented in the variety Bn if G ∼= B(m,n)/N for some
m ≥ 1, where N is a normal closure of a finite subset R ⊂ B(m,n), in other words, G
satisfies the identity xn = 1 and have a presentation 〈a1, . . . , am | R ∪ S〉 in the class of all
groups, where R is a finite set of relators and every relator from S is an n-th power in the
free group F (a, . . . , am).
Theorem 1.1. There is a constant C such that for every odd integer n ≥ C, the following
is true.
A finitely generated group G satisfying the identity xn = 1 has a presentation G = 〈A | R〉
with a finite set of generators A and a recursively enumerable set R of defining relations if
and only if it is a subgroup of a group H finitely presented in the variety Bn.
The embedding property of Theorem 1.1 holds for groups G with countable sets of gener-
ators as well. Furthermore, the group H can be chosen with two generators. More precisely,
we have
Corollary 1.2. There is a constant C such that for every odd integer n ≥ C, the following
is true.
Let a group G from the variety Bn be given by a countable set of generators x1, x2, . . .
and a recursively enumerable set of defining relations R in these generators. Then G is a
subgroup of a 2-generated group E finitely presented in Bn.
Proof. The group G is isomorphic to the factor group B(∞, n)/N , where B(∞, n) is the free
Burnside group of exponent n with countable set of free generators x1, x2, . . . and N is the
normal closure of the set R in B(∞, n).
We will use a theorem of D. Sonkin (Theorem 2.2 [29]). According to this theorem the
2-generated free Burnside group B(2, n) with free basis (a, b) has a subgroup K with the
following properties.
The subgroup K is generated by a countable set of words w1, w2, ... in the generators a, b
such that this set is recursive, K is a free Burnside group of exponent n with free generators
w1, w2, . . ., and K has Congruence Extension Property (CEP). CEP means that every normal
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subgroup of K is the intersection of a normal subgroup of B(2, n) with K. Equivalently, a
normal closure in K of arbitrary subset S ⊂ K is the intersection of the normal closure of S
in B(∞, n) with K.
Now the group G can be presented as the factor group K/M , where M is the normal
closure in K of a set S, where S = {r(w1, w2, . . .) | r(x1, x2, . . .) ∈ R}. So the set S is a
recursively enumerable set of words in the generators a, b.
By CEP, we have M = K ∩P for the normal closure P of S in B(2, n). Hence we obtain
that G ∼= K/M = K/K ∩ P ∼= KP/P , where KP/P is a subgroup of the two generated
group B(2, n)/P and P is the normal closure in B(2, n) of the recursively enumerable set of
words S. By Theorem 1.1, the group B(2, n)/P is, in turn, a subgroup of a finitely presented
in Bn group H .
It remains to embed the group H in a 2-generated finitely presented in Bn group. If
H ∼= B(m,n)/L, then we repeat the above trick using that B(m,n) is embeddable in B(2, n)
as a CEP-subgroup. Indeed, the group B(m,n) is a retract of B(∞, n), and so a CEP-
subgroup. Since the CEP property is transitive, B(m,n) is isomorphic to a CEP subgroup
K ′ of B(2, n).
The normal subgroup L becomes a normal closure of a finite set R′ in K ′. Therefore L
is the intersection of K ′ with the normal closure Q of R′ in B(2, n). Hence the group H is
embeddable in the 2-generated finitely presented in Bn group E = B(2, n)/Q, as required.
The next statement is similar to another Higman’s theorem [7].
Corollary 1.3. For every sufficiently large odd integer n, there exists a 2-generated finitely
presented in Bn group E containing, as subgroups with pairwise trivial intersections, isomor-
phic copies of all recursively presented groups {Gi}
∞
i=1 of exponents dividing n.
Proof. The set of finite presentations Gi = 〈Ai | Ri〉 in Bn is recursively enumerable. One can
assume that the finite sets Ai-s are disjoint and obtain a recursive presentation 〈X | ∪iRi〉,
where X = ∪iAi = {x1, x2, . . .}. By Dyck’s lemma the group G defined by this presentation
in Bn admits a retraction ρi onto every Gi, where ρi is identical on Ai and maps all other
generators from X to 1. Therefore G contains an isomorphic copy of every group Gi. So
does the 2-generated finitely presented group E ≥ G given by Corollary 1.2. By Theorem
1.1, every recursively presented group from Bn is also embeddable in E.
The next corollary shows that there are finitely presented in Bn groups with undecidable
word problem. Recall that the first examples of a finitely presented groups with undecidable
word problem were constructed by W.W. Boone [4] and P.S. Novikov [14]. M.Sapir [27]
obtained the first example of a finitely presented in a variety V group of finite exponent
with undecidable word problem. Then O. Kharlampovich [10] found finitely presented in
varieties Bn groups with undecidable word problem, provided n = pr, p was an odd prime,
and either r had an odd divisor ≥ 665 or r ≥ 248. Sapir and Kharlampovich referred to the
property that non-cyclic free Burnside groups of large exponent n are infinite ([16, 1, 9]),
and both of them simulated the work of Minskiy’s machine in a normal subgroup of smaller
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exponent. Therefore the exponent n was a composite number in their examples. We obtain
new examples now, in particular, for all large prime exponents:
Corollary 1.4. For every sufficiently large odd integer n ≥ C, there exists a 2-generated
finitely presented in Bn group with undecidable word problem.
Proof. We will use the properties of the subgroup K ≤ B(2, n) defined in the proof of
Corollary 1.2, and chose a recursively enumerable but non-recursive subset T in the set of
free generators W = {w1, w2, . . .}. Let N be the normal closure of T in B(2, n), and so
the group G = B(2, n)/N is recursively presented. A word wi ∈ W in the generators a, b
of B(2, n) is trivial in G iff it belongs to N . By CEP, this condition is equivalent to the
property wi ∈ T , because W is the free basis of K. Since the set T is not recursive, the word
problem in G is undecidable. By Corollary 1.2, the finitely generated group G is a subgroup
of a finitely presented in Bn group H with two generators. Hence the word problem in H is
undecidable too.
The following proposition will be considered at the end of this paper since the proof of
it is based on a few lemmas needed for the main theorem. Recall that a subgroup A ≤ B is
called Frattini embedded in the group B (see [31]) provided two elements of A are conjugate
in B if and only if they are conjugate in A.
Proposition 1.5. The embeddings G →֒ H, G →֒ E and Gi →֒ E given by Theorem 1.1,
Corollary 1.2 and Corollary 1.3 enjoy the following additional properties.
(1) The group G (every group Gi) is a CEP subgroup in H (resp., in E).
(2) The group G (every group Gi) is Frattini embedded in H (resp., in E).
W.W. Boone and G. Higman obtained a pure algebraic characterization of groups with
decidable word problem. They proved in [5] that the word problem is decidable in a finitely
generated group G iff G is embeddable in a simple subgroup of a finitely presented group.
Similar characterization can be obtained in the varieties Bn (n is a large odd). We do not
include it in the present paper since the proof is based on a modification of the more elaborate
techniques from [18] (in particular, from Chapter 11).
There are two main ingredients in the proof of Theorem 1.1: diagram analysis of the con-
sequences of defining relations and programming of machines producing the set of relations
of the group G. The work of a Turing machine or of an S-machine has finite program; a
proper interpretation of their commands in terms of finite sets of group relations leads to the
proof of the classical Higman’s theorem. In the present paper, we should make the ”machine
relations” compatible with Burnside relations so that their union does not kill nontrivial
elements of G.
Recall that the first finitely generated infinite groups satisfying the Burnside identity
xn = 1 for a large odd exponent n were constructed by P.S. Novikov and S.I. Adian (see
[15], [16], [1]). Much shorter proof, although with a worse estimate for the exponent n,
was given in [17] (see [18] for other results). Among the extensions and the applications of
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our approach, we emphasize the development presented in the joint paper of Olshanskii and
Sapir [22], which is the important tool of the current exposition too.
As in [18] and [22], the concept of A-map is permanently used in the diagram part of
this paper. To define it, we use so called contiguity submaps Γ between two cells (or faces,
regions) Π1 and Π2 of a planar map, i.e. very thin submaps in comparison with the perimeters
|∂Π1| and |∂Π2|. Loosely speaking, the A-property says that |∂Π1| << |∂Π2| if Γ is not too
short in comparison with |∂Π1|. (See accurate definitions and basic properties of A-maps in
Section 2). Note that there are no groups or van Kampen diagrams in Chapter 5 of [18]; the
properties of A-maps obtained there used global estimates for surface maps on regarded as
metric spaces. Lemmas 2.3 and 2.4 borrowed from [18] make redundant the local analysis of
cancellations and inductive classification of periodic words typical for [16], [1]. In particular,
Lemma 2.4 helps to prove that the free Burnside group B(m,n) is infinite. This follows from
well-known Prochet - Thue - Morse examples [25, 30, 13] of infinite sets of aperiodic words
in 2-letter alphabet.
We start with a version of Higman’s embedding of a recursively presented group G in
a finitely presented group G˜ . Then we impose Burnside relations wn = 1 on G˜: at first
we consider the words in so called a-generators of G˜, then inductively introduce the periods
w depending on a- and θ-generators, finally the periods depend on all the generators of G˜.
At each of these steps, the van Kampen diagram with standard metric do not satisfy the
hyperbolic properties of A-map since the inductively defined groups G(i) have many abelian
subgroups. However they becomes A-maps with respect of special metrics. In particular, as
in [22], we prescribe length 0 to every a-letter when introducing periods w depending on a-
and θ-letters only, and even θ-letters get length 0 when all the generators are involved.
It was proved in [22] that the inductive transitions G(0) → . . . → G(i) → . . . → G(∞)
with surjective homomorphism are successful, i.e. the diagrams over G(∞) are A-maps, if
the original presentations of G(0) and of G˜ = G(1/2) have Properties (Z1), (Z2), (Z3) (see
Subsection 3.1). Property (Z1) imposes some restrictions on the relations of G(0) implying
that the corresponding cells can be further regarded having rank 0 in diagrams. Property
(Z2) is imposed on hub relations used for the Higman’s embedding. (This property is empty,
if the set of hubs empty.) Property (Z3) is related to the known property of periodic words
(see [6]) saying that simple periods of the same long periodic word are equal up to cyclic
permutation. (Various inductive generalizations of such properties of periodic words were
obtained in [16, 1]; for more direct generalizations formulated in different terms, see [18, 22].)
Property (Z3) reduces the information we need on periodic words to the following condition.
(*) Let W be a word of positive length which is not a conjugate of a shorter word in
G(1/2), and X be a 0-word (i.e. every letter of X has length 0). Assume that the word
W−4XW 4 is also equal in G(0) to a 0-word Y . Then (WX)n = W n in G(0).
(The exponent 4 can be replaced with 3, but here we use the exponent from [22].)
To obtain Condition (*), we simplify the diagram ∆ corresponding to the equality
W−4XW 4 = Y . Changing the pair (W,X) by conjugate pairs in G(0), we step-by-step
remove unwanted cells until ∆ becomes a diagram over the group M whose relations simu-
late the work of the machineM recognizing the relations of G. After further transformations
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one can find trapezia in ∆ corresponding to some computations of M. The labels of ”hori-
zontal” lines of a trapezium are the words Wi-s in a computation W0 → W1 → . . . → Wk,
where Wi is obtained from Wi−1 by an application of some rule θi, and the product θ1 . . . θk
is called the history h of this computation. It turns out that Condition (*) is a consequence
of the properties of M-computations. For example:
(**) If two computations with histories h and ghg−1 both start and end with the same
word W (under some restrictions), then g is equal, modulo the Burnside relations, to a word
g′ such that there is a computation with history g′ starting and ending with the word W .
The designing of a machine M recognizing the recursively enumerable set of defining
relations of given group G and satisfying conditions like (**), is the central point of this
paper. The crucial issue and the important difference in comparison with [22] is the following.
In the beginning, we know nothing about the Turing machine enumerating the defining
relations of G, except for the existence of such a machine, whereas the S-machine M from
[22] was explicitly defined to produce the words of the form wn in some alphabet. (Note
that S-machines invented by M. Sapir in [28] are more suitable for many group-theoretic
applications than classical Turing machines working with positive words only, see [21].)
Now we start with a Turing machine M0 having a few additional properties (e.g., no
configuration can appear in a computation of M0 two times). Then each command of M0
should be transformed in a set of rules of an S-machine. Unfortunately, known constructions
become insecure when one interprets the computations of S-machine by trapezia, because the
cells corresponding to the relations ofG and to the Burnside relations can be inserted between
the horizontal bands, which distorts the computation. In [22], we had very concrete S-
machine which produced arbitrary word w, and a after number of properly defined rewritings
one obtained the required relator wn. Those rewritings were organized and controlled so that
arbitrary interference of unwanted cells replaced wn with some word (w′)n, which was also
a relator. But now M0 looks like a black box device without information about its internal
workings.
Therefore we suggest a new way of replacement of a Turing machineM0 with an equivalent
S-machine M1. For every command θ of M0, we construct an S-machine M(θ), and for every
configuration W of M0, we define a configuration W = F (W) of M1, where the inductive
definition of the function F is based on aperiodic endomorphisms ψj of 2-generated free
semigroup. For example, if θ inserts a letter aj at the end of some tape, then the canonical
word of M(θ) replaces the whole tape subword w of W with a word φj(w) = wjψj(w), where
wj is an aperiodic word with a small cancellation property. The S-machine M1 is a union of
all M(θ)-s.
The machine M1 has a number of helpful properties. For instance, if some tape has a
word w in the beginning of a computation and the word w′ at the end, then either w′ and
w are equal in the free group or they have different canonical images in the free Burnside
group. This and other features make M1 interference-free, i.e. arbitrary replacements of the
tape words with equal words modulo the Burnside relations, during a computation changes
the output with an equal word modulo the Burnside relations too.
Many copies of M1 gives us M2, since one needs this modification to obtain Property
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(Z2) later. Then we should add a machine T which translates the language recognized by
M0 into the language recognized by M1. Such a modification adds one more tape which
does not belong to M2, but T just cleans up this tape, and so it is easy to control possible
unwanted “noise” during a computation.
Note that M1 and the main machine M do not satisfy the usual definition of S-machine
from [28], [21], [24]. So we have to give a more general definition, where the tape alphabets
of θ-admissible words are replaced with finitely generated subgroups (depending on the rule
θ) of free groups. As a consequence, some rules cannot be written in ”‘inserting”’ form now,
and a rule θ may insert a word in sectors locked by θ.
In sections 10 and 11, we get back to groups and diagrams and obtain the required
embedding G →֒ H starting with the Higman-type embedding G →֒ G˜, where the finite set
of defining relations of G˜ is based on the rules of the machine M. It turns out that the
canonical mapping of G to the Burnside quotient H of G˜ is injective, which completes the
proof of Theorem 1.1. Section 11 is closer to Sections 8 - 10 of [22], although some proofs
are different and shorter now.
2 Maps and diagrams
Planar maps and van Kampen diagrams are standard tools to study the presentations of
complicated groups (see, for example, [12] and [18]). Here we present the main concepts
related to maps and diagrams. A van Kampen diagram is a labeled map, so we start with
discussing maps.
2.1 Graphs and maps
We are using the standard definition of a graph. In particular, every edge has a direction,
and every edge e has an inverse edge e−1 (having the opposite direction). For every edge e,
e− and e+ are the beginning and the end vertices of the edge.
A map on a surface X (in this paper, on a disk or on an annulus) is simply a finite
connected graph drawn on X which subdivides this surface into polygonal 2-cells (= cells).
Edges do not have labels, so no group presentations are involved in studying maps. On
the other hand the properties of maps help finding the structure of van Kampen diagrams
because every diagram becomes a map after we remove all the labels.
Let us recall the necessary definitions from [18].
A map is called graded if every cell Π is assigned a non-negative number, r(Π), its rank.
A map ∆ is called a map of rank i if all its cells have ranks ≤ i. Every graded map ∆ has a
type τ(∆) which is the vector whose first coordinate is the maximal rank of a cell in the map,
say, r, the second coordinate is the number of cells of rank r in the map, the third coordinate
is the number of cells of maximal rank < r and so on. We compare types lexicographically.
Let ∆ be a graded map on a surface X . The cells of rank 0 in ∆ are called 0-cells. Some
of the edges in ∆ are called 0-edges. Other edges and cells will be called positive. For every
path p in ∆, there are the beginning and the end vertices p− and p+. We define the length
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of a path p in a map as the number of positive edges in it. The length of a path p is denoted
by |p|, in particular, |∂(Π)| is the perimeter perimeter of a cell Π and |∂(∆)| is the perimeter
of a disk map ∆.
We assume that
(M1) the inverse edge of a 0-edge is also a 0-edge,
(M2) if Π is a 0-cell, then we have either |∂Π| = 0 or |∂Π| = 2,
(M3) for every cell Π of rank r(Π) > 0 the length |∂(Π)| of its contour is positive.
2.2 Bands
A Van Kampen diagram over a presentation 〈X | R〉 is a planar map with edges labeled
by elements from X±1 (and therefore paths labeled by words), such that the label of the
contour of each cell belongs to R up to taking cyclic shifts and inverses [18]. In §11 of
[18], 0-edges of van Kampen diagrams have label 1, but in [22] and in this paper, 0-edges
will be labeled also by the so called 0-letters. All diagrams which we shall consider in this
paper, when considered as planar maps, will obviously satisfy conditions (M1), (M2), (M3)
from Section 2.1. By van Kampen Lemma, a word w over X is equal to 1 modulo R if and
only if there exists a van Kampen disk diagram over R with boundary label w. Similarly
(see [12], [18]) two words w1 and w2 are conjugate modulo R if and only if there exists
an annular diagram with the internal counterclockwise contour labeled by w1 and external
counterclockwise contour labeled by w2.
There may be many diagrams with the same boundary label. Sometimes we can reduce
the number of cells in a diagram or ranks of cells by replacing a 2-cell subdiagram by another
subdiagram with the same boundary label. The simplest such situation is when there are
two positive cells in a diagram which have a common edge and are mirror images of each
other, i.e. the labels of the boundary paths of these cells starting with this edge are equal.
In this case one can cancel these two cells (see [12]). In order strictly define this cancellation
(to preserve the topological type of the diagram), one needs to use the so called 0-refinement.
The 0-refinement consists of adding 0-cells with (freely trivial) boundary labels of the form
1aa−1 or 111 (see [18], §11.5). A diagram having no such mirror pairs of positive cells is
called reduced.
As in the book [26] and our the papers [28], [3] and [19], one of the main tools to study
van Kampen diagrams are bands and annuli.
Let S be a subset of X . An S-band B is a sequence of cells π1, ..., πn, for some n ≥ 0 in
a van Kampen diagram such that
• Each two consecutive cells in this sequence have a common edge labeled by a letter
from S.
• Each cell πi, i = 1, ..., n has exactly two S-edges (i.e. edges labeled by a letter from
S).
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• If n = 0, then the boundary of S has form ee−1 for an S-edge e.
Figure 1 illustrates this concept. In this Figure, edges e, e1, ..., en−1, f are S-edges, the
lines l(πi, ei), l(πi, ei−1) connect fixed points in the cells with fixed points of the corresponding
edges.
 
 
 ✒ ✻
❅
❅
❅■
✁
✁
✁✕
❅
❅❅■
e
π1 π2 πn
f
e2 en−1S
. . .
. . .
l(π1, e1) l(π2, e1) l(π2, e2) l(πn−1, en−1) l(πn, en−1)
q2
q1
e1q r q r ...✻ ✻ ✻ ✻r q ✻rr
 
 
 ✒
l(π1, e)
❅
❅
❅■
l(πn, f)
Fig. 1.
The broken line formed by the lines l(πi, ei), l(πi, ei−1) connecting points inside neigh-
boring cells is called the connecting line B. The S-edges e and f are called the start and end
edges of the band.
The counterclockwise boundary of the subdiagram formed by the cells π1, ..., πn of B has
the form e−1q1fq
−1
2 . We call q1 the bottom of B and q2 the top of B, denoted bot(B) and
top(B). (Both of them are the sides of B.)
We say that two bands S and T cross if their connecting lines cross (see Figure 2b). We
say that a band is an annulus if its connecting line is a closed curve. In this case the start
and the end edges of the band coincide (see Figure 2a).
★
✧
✥
✦
✬
✫
✩
✪π1 = πnπ2
π3
πn−1  
♣ ♣
a
♣ ✬ ✩✬ ✩
❅
❅
 
 
♣ ♣ ♣
π1
π γ1 γm π′
πn
S
T♣ ♣ ♣
b
Fig. 2.
2.3 Bonds and contiguity submaps
Now let us introduce the main concepts from Chapter 5 of [18]. Consider a map ∆. A path
in ∆ is called reduced if it does not contain subpaths of length 2 which are homotopic to
paths of length 0 by homotopies involving only 0-cells. We shall usually suppose that the
contour of ∆ is subdivided into several subpaths called sections. We usually assume that
sections are reduced paths.
By property (M2), if a 0-cell has a positive edge, it has exactly two positive edges. Thus
we can consider bands of 0-cells having positive edges. The start and end edges of such
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bands are called adjacent. (We obtain a simple generalization of the cancellation of a pair of
positive cells in a diagram replacing the common edge of their boundaries with two adjacent
edges.)
Let e and f be adjacent edges of ∆ belonging to two positive cells Π1 and Π2 or to sections
of the contour of ∆. Then there exists a band of 0-cells connecting these edges. The union
of the cells of this band is called a 0-bond between the cells Π1 and Π2 (or between a cell
and a section of the contour of ∆, or between two sections of the contour). The contour of
the 0-bond has the form p−1esf−1, where p and s are paths of length 0 because every 0-cell
has at most two positive edges.
Now suppose we have chosen two pairs (e1, f1) and (e2, f2) of adjacent edges such that
e1, e2 belong to the contour of a cell Π1 and f
−1
1 , f
−1
2 to the contour of a cell Π2. Then we
have two bonds E1 and E2. If E1 = E2 (that is e1 = e2, f1 = f2) then let Γ = E1. Now let
E1 6= E2 and z1e1w1f
−1
1 and z2e2w2f
−1
2 be the contours of these bonds. Further let y1 and
y2 be subpaths of the contours of Π1 and Π2 (of Π1 and q, or q1 and q2, where q, q1 and
q2 are some segments of the boundary contours) where y1 (or y2) has the form e1pe2 or
e2pe1 (or (f1uf2)
−1 or (f2uf1)
−1). If z1y1w2y2 (or z2y1w1y2) is a contour of a disk submap
Γ which does not contain Π1 or Π2, then Γ is called a 0-contiguity submap of Π1 to Π2 (or
Π1 to q or of q1 to q2). The contour of Γ is naturally subdivided into four parts. The paths
y1 and y2 are called the contiguity arcs. We write y1 = Γ
∧
Π1, y2 = Γ
∧
Π2 or y2 = Γ
∧
q.
The other two paths are called the side arcs of the contiguity submap.
The ratio |y1|/|∂(Π1)| (or |y2|/|∂(Π2)| is called the degree of contiguity of the cell Π1 to
the cell Π2 or to q (or of Π2 to Π1). We denote the degree of contiguity of Π1 to Π2 (or Π1
to q) by (Π1,Γ,Π2) (or (Π1,Γ,q)). Notice that this definition is not symmetric and when
Π1 = Π2 = Π, for example, then (Π,Γ,Π) is a pair of numbers.
We say that two contiguity submaps are disjoint if none of them has a common point
with the interior of the other one, and their contiguity arcs do not have common edges.
Now we are going to define k-bonds and k-contiguity submaps for k > 0. In these
definitions we need a fixed number ε, 0 < ε < 1.
Let k > 0 and suppose that we have defined the concepts of j-bond and j-contiguity
submap for all j < k. Consider three cells π,Π1,Π2 (possibly with Π1 = Π2) satisfying the
following conditions:
1. r(π) = k, r(Π1) > k, r(Π2) > k,
2. there are disjoint submaps Γ1 and Γ2 of j1-contiguity of π to Π1 and of j2-contiguity
of π to Π2, respectively, with j1 < k, j2 < k, such that Π1 is not contained in Γ2 and
Π2 is not contained in Γ1,
3. (π,Γ1,Π1) ≥ ε, (π,Γ2,Π2) ≥ ε.
Then there is a minimal submap E in ∆ containing π,Γ1,Γ2. This submap is called a
k-bond between Π1 and Π2 defined by the contiguity submaps Γ1 and Γ2 with principal cell π
(see Figure 3).
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The contiguity arc q1 of the bond E to Π1 is Γ1
∧
Π1. It will be denoted by E
∧
Π1.
Similarly E
∧
Π2 is by definition the arc q2 = Γ2
∧
Π2. The contour ∂(E) can be written in
the form p1q1p2q2 where p1, p2 are called the side arcs of the bond E.
✖ ✕
☛ ✏
✛
✚
✘
✙✛ ✘
Π1
q1
q2
Π2
✤
✣
❄
✻
✛
✲
v1
v2
t π
Fig. 3.
Bonds between a cell and a section of the contour of ∆ or between two sections of the
contour are defined in a similar way.
Now let E1 be a k-bond and E2 be a j-bond between two cells Π1 and Π2, j ≤ k and
either E1 = E2 or these bonds are disjoint. If E1 = E2 then Γ = E1 = E2 is called the
k-contiguity submap between Π1 and Π2 determined by the bond E1 = E2. If E1 and E2
are disjoint then the corresponding contiguity submap Γ is defined as the smallest submap
containing E1 and E2, bounded by these submaps and segments of ∂Π1 and ∂Π2, and not
containing Π1 and Π2 (see Figure 4).
✫ ✪
✬ ✩
✬
✫
✩
✪
✬
✫
✩
✪
✞✝ ☎✆ ✞✝ ☎✆ ✞✝ ☎✆ ✞✝ ☎✆
✞✝ ☎✆ ✞✝ ☎✆ ✞✝ ☎✆ ✞✝ ☎✆
❆
❆
❈❈ ✄✄❈❈ ✁ ❈❈ ✓
❆ ✄✄ ❆ ❈❈
✧✧ ✚ ❏
❏
Fig. 4.
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The contiguity arcs q1 and q2 of Γ are the intersections of ∂(Γ) with ∂(Π1) and ∂(Π2). The
contour of Γ has the form p1q1p2q2 where p1 and p2 are called the side arcs of Γ. The ratio
|q1|/|∂(Π1)| is called the contiguity degreecontiguity degree of Π1 to Π2 with respect to Γ
and is denoted by (Π1,Γ,Π2). If Π1 = Π2 = Π then (Π,Γ,Π) is a pair of numbers.
Contiguity submaps of a cell to a section of the contour and between sections of the
contour are defined in a similar way. (In this paper we do not use notion ”degree of contiguity
of a section of a contour to” anything.)
We are going to write “bonds” and “ contiguity submaps” in place of “k-bonds” and
“k-contiguity submaps”. Instead of writing “the contiguity submap Γ of a cell Π to ...”, we
sometimes write “the Γ- contiguity of Π to ...”.
The above definition involved the standard decomposition of the contour of a contiguity
submap Γ into four sections p1q1p2q2 where q1 = Γ
∧
Π1, q2 = Γ
∧
Π2 (or q2 = Γ
∧
q if q
is a section of ∂(∆)), we shall write p1q1p2q2 = ∂(Π1,Γ,Π2), and so on.
As in [18] (see §15.1) we fix certain real numbers parametes
ι << ζ << ε << δ << γ << β << α
between 0 and 1 where ”<<” means “much smaller”. Here “much” means enough to satisfy
all the inequalities in Chapters 5, 6 of [18]. We also set
α¯ =
1
2
+ α, β¯ = 1− β , γ¯ = 1− γ, h = δ−1, n = ι−1
.
2.4 Condition A
The set of positive cells of a map ∆ is denoted by ∆(2) and as before the length of a path in
∆ is the number of positive edges in the path. A path p in ∆ is called geodesic if |p| ≤ |p′|
for any path p′ combinatorially homotopic to p.
The condition A has three parts:
A1 If Π is a cell of rank j > 0, then |∂(Π)| ≥ nj.
A2 Any subpath of length ≤ max(j, 2) of the contour of an arbitrary cell of rank j in ∆(2)
is geodesic in ∆.
A3 If π,Π ∈ ∆(2) and Γ is a contiguity submap of π to Π with (π,Γ,Π) ≥ ε, then
|Γ
∧
Π| < (1 + γ)k, where k = r(Π).
A map satisfying conditions A1, A2, A3 will be called an A-map. As in [18], Section 15.2,
a (cyclic) section q of a contour of a map ∆ is called a smooth section of rank k > 0 if:
1) every subpath of q of length ≤ max(k, 2) is geodesic in ∆;
2) for each contiguity submap Γ of a cell π to q satisfying (π,Γ,q) ≥ ε, we have
|Γ
∧
q| < (1 + γ)k.
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Remark 2.1. This definition implies that every geodesic section q of positive length in ∂∆
is smooth of rank k = |q|.
It is shown in [18], §§16, 17, that A-maps have several “hyperbolic” properties. (They
show that A-maps of rank i are hyperbolic spaces with hyperbolic constant depending on i
only.) The next three lemmas are Lemma 15.8, Theorem 16.1 and Theorem 16.2 from [18].
(The proof of Lemma 2.4 is contained in the proof of Theorem 2 [18].)
Lemma 2.2. In an arbitrary A-map ∆, the degree of contiguity of an arbitrary cell π to an
arbitrary cell Π or to an arbitrary smooth section q of the contour ∂∆ via arbitrary contiguity
submap is less than α¯. 
Lemma 2.3. (a) Let ∆ be a disk A-map whose contour is subdivided into at most 4 sections
q1, q2, q3, q4 and r(∆) > 0. Then there exists a positive cell π and disjoint contiguity
submaps Γ1, Γ2, Γ3, Γ4 of π to q
1, . . . ,q4 (some of these submaps may be absent) such that
the sum of corresponding contiguity degrees
∑4
i=1(π,Γi,qi) is greater than γ¯ = 1− γ.
(b)Let ∆ be an annular A-map whose contours are subdivided into at most 4 sections q1,
q2, q3, q4 regarded as cyclic or ordinary paths, and r(∆) > 0. Then there exists a positive
cell π and disjoint contiguity submaps Γ1, Γ2, Γ3, Γ4 of π to q
1, . . . ,q4 (up to three of these
submaps may be absent) such that the sum of corresponding contiguity degrees
∑4
i=1(π,Γi,qi)
is greater than γ¯. 
Lemma 2.4. Let ∆ be a disk or annular A-map. Assume that there is a cell Π in ∆ and a
contiguity submap Γ of Π to a section q of the boundary with (Π,Γ,q) ≥ ε. Then there is a
cell π of ∆ and a contiguity submap Γ′ of π to q such that r(Γ′) = 0 and (π,Γ′,q) ≥ ε. 
3 Factor groups of finite exponent
3.1 Axioms
Recall that in Chapter 6 of [18], it is proved that for any sufficiently large odd n, there exists
a presentation of the free Burnside group B(m,n) with m ≥ 2 generators, such that every
reduced diagram over this presentation is an A-map. The method from [18] was generalized
in [22] to Burnside factors of non-free groups in the following way.
In [18], 0-edges are labeled by 1 only, and (trivial) 0-relators have the form 1 · . . . · 1 or
a·1·...·1·a−1 ·1·...·1. In [22], we enlarged the collection of labels of 0-edges and the collection
of 0-relations. Namely, we divide the generating set of our group into the set of 0-letters and
the set of positive letters. Then in the diagrams, 0-letters label 0-edges. We shall also add
defining relators of our group which have the form uavb−1 where u, v are words consisting of
0-letters only (we call such words 0-words), and a, b are a positive letters, as well as defining
relations without positive letters, to the list of zero relations. The corresponding cells in
diagrams will be called 0-cells.
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Let G be a group given by a presentation 〈X | R〉. Let X be a symmetric set (closed
under taking inverses). Let Y ⊆ X be a symmetric subset which we shall call the set of
non-zero letters or Y -letters. All other letters in X will be called 0-letters.
By the Y -length of a word A, written |A|Y or just |A|, we mean the number of occurrences
of Y -letters in A. The Y -length |g|Y of an element g ∈ G is the length of the Y -shortest word
w representing element g. A word w in generators is called minimal (cyclically minimal) in
a group if it is not equal (resp., not conjugate) in this group to a shorter word.
Let G(∞) be the group given by the presentation 〈X | R〉 inside the variety of Burnside
groups of exponent n. We will choose a presentation of the group G(∞) in the class of
all groups, that is we add enough relations of the form An = 1 to ensure that G(∞) has
exponent n. This infinite presentation will have the form 〈X | R(∞) = ∪Si〉 where sets Si
will be disjoint, and relations from Si will be called relations of rank i. Unlike [18, Chapter
6], i runs over 0, 1/2, 1, 2, 3, . . . . (i = 0, 1, 2, . . . in [18, Chapter 6].) The set R will be equal
to S0 ∪ S1/2. The detailed description of sets Si will be given below. We shall call this
presentation of G(∞) a graded presentation.
As in [18], we proved in [22] that (reduced) diagrams over R(∞) are A-maps. This goal
was achieved if R satisfies conditions (Z1), (Z2), (Z3) presented below. While listing these
conditions, we also fix some notation and definitions.
(Z1) The set R is the union of two disjoint subsets S0 = R0 and S1/2. The group 〈X | S0〉 is
denoted by G(0) and is called the group of rank 0. We call relations from S0 relations
of rank 0. The relations from S1/2 have rank 1/2. The group 〈X |R〉 is denoted by
G(1/2).
(Z1.1) The set S0 consists of all relations from R which have Y -length 0 and all relations
of R which have the form (up to a cyclic shift) ay1by
−1
2 = 1 where y1, y2 ∈ Y
+, a
and b are of Y -length 0 (i.e. 0-words).
(Z1.2) The set S0 implies all Burnside relations u
n = 1 of Y -length 0.
The subgroup of G(0) generated by all 0-letters is called the 0-subgroup of G(0). Elements
from this subgroup are called 0-elements. Elements which are not conjugates of elements from
the 0-subgroup are called essential. An essential element g from G(0) is called cyclically Y -
reduced if a shortest word A representing g is cyclically Y -reduced, i.e. no cyclic permutation
of A has a subword of lengths 2 equal to a 0-word. It is shown in [22] (Lemma 3.5) that an
element g is cyclically Y -reduced if and only if it is cyclically minimal (in rank 0), i.e. it is
not a conjugate of a Y -shorter element in G(0).
Notice that condition (Z1.1) allows us to consider Y -bands in van Kampen diagrams
over S0. Maximal Y -bands do not intersect.
(Z2) The relators of the set S1/2, will be called hubs. The corresponding cells in van Kampen
diagrams are also called hubs. They satisfy the following properties
(Z2.1) The Y -length of every hub is at least n.
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(Z2.2) Every hub is linear in Y , i.e. contains at most one occurrence y±1 for every letter
y ∈ Y .
(Z2.3) Assume that each of words v1w1 and v2w2 is a cyclic permutation of a hub or of
its inverse, and |v1| ≥ ε|v1w1|. Then an equality u1v1 = v2u2 for some 0-words u1,
u2, implies in G(0) equality u2w1 = w2u1 (see Figure 5).✬
✫
✩
✪
✬
✫
✩
✪
❄ ❄
✲
✲
✛
✛
u1
v1
v2
u2
w2
w1
Fig. 5.
A word B over X is said to be cyclically minimal in rank 1/2 if it is not a conjugate in
G(1/2) of a word of smaller Y -length. An element g of G(0) is called cyclically minimal in
rank 1/2 if it is represented by a word which is cyclically minimal in rank 1/2.
(Z3) With every essential element g ∈ G(0) we associate a subgroup 0(g) ≤ G(0), normal-
ized by g. If g is cyclically Y -reduced, let 0(g) be the maximal subgroup consisting
of 0-elements which contains g in its normalizer. By Lemmas 3.3 (2) and 3.4 (3) from
[22], arbitrary essential element g is equal to a product vuv−1 where u is cyclically
Y -reduced. In this case we define 0(g) = v0(u)v−1. It is proved in Lemma 3.7 [22] that
0(g) is well defined.
(Z3.1) Assume that g is an essential cyclically minimal in rank 1/2 element of G(0) and
for some x ∈ G(0), both x and g−4xg4 are 0-elements. Then x ∈ 0(g).
(Z3.2) For every essential cyclically minimal in rank 1/2 element g ∈ G(0), there exists
a 0-element r such that gr−1 commutes with every element of 0(g) 1
The following statement is given by Lemma 3.12 and Lemma 3.13 in [22].
1We noticed in Section 3.1 [22] that (Z3.2) can be replaced with the weaker condition (Z3.2’): For every
essential cyclically minimal in rank 1/2 element g ∈ G(0), the extension of 0(g) by the automorphism
induced by g (acting by conjugation) satisfies the identity xn = 1. Condition (Z2.3’) goes back to S.V.
Ivanov’s paper [8].
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Lemma 3.1. Suppose that R satisfies conditions (Z1.1), (Z1.2), and (Z3.2). Then for every
essential element g ∈ G(0) which is cyclically minimal in rank 1/2, and every x ∈ 0(g) we
have (gx)n = gn and gnx = xgn. 
In [22], the approach from [18, Chapter 6] was adapted to diagrams over a presentation
satisfying (Z1), (Z2), (Z3). The construction is defined below .
3.2 The construction of a graded presentation
Here we recall several concepts analogous to the concepts in [18], chapter 6. They were
introduced in [22] by induction on the rank i.
We say that a certain statement holds in rank i if it holds in the group G(i) given by
Ri = ∪
i
j=0Sj .
Recall that a word w is A-periodic if it is a subword of some power of the word A.
Up to the end of this section, the Y -length of a word W will be called simply length and
will be denoted by |W |.
Let us define simple words of rank i = 0, 1/2, 1, 2, ... and periods of rank i = 1, 2, 3, . . ..
Let S0 = R0 and S1/2 be the set of hubs. Thus the groups G(0) and G(1/2) = G are defined
by relations of the sets R0 and R1/2 = S0 ∪ S1/2, respectively. A word A of positive length
is said to be simple in rank 0 (resp. 1/2) if it is not a conjugate in rank 0 (resp. 1/2) either
of a word of length 0 or of a product of the form BlP for an essential B, where |B| < |A|
and P ∈ 0(B) in rank 0.
Remark 3.2. It follows from the definition that a simple word in rank 0 is not a conjugate
in rank 0 of any shorter word. Also if two words of the same length are conjugate in rank 0
and one of them is simple in rank 0, then the other one is simple in rank 0 as well.
Suppose that i ≥ 1, and we have defined the sets of relators Rj , j < i, and the corre-
sponding groups G(j) of ranks j < i. Suppose also that we have defined simple words of
ranks j, j < i, and periods of rank j, 1 ≤ j < i.
For every i = 1/2, 1, 2, 3, .. let i− denote i − 1 if i > 1, 1/2 if i = 1 or 0 if i = 1/2.
Similarly i+ is 1/2 if i = 0 or 1 if i = 1/2 or i+ 1 if i ≥ 1.
For every i ≥ 1 consider the set X ′i of all words of length i which are simple in rank i−,
and the equivalence ∼i− given in Lemma 3.3 (we apply it for the smaller rank here). Now
choose a set of representatives Xi of the equivalence classes of X
′
i . The words of Xi are said
to be periods of rank i. The set of words Ri (defining the group G(i) or rank i) is the union
of Ri− and Si = {A
n, A ∈ Xi}.
Let A be a word of positive length. We say that A is simple in rank i ≥ 1 if it is not a
conjugate in rank i either of a word of length 0 or of a word of the form BlP, where B is
a period of rank j ≤ i or an essential word with |B| < |A|, and P represents a word of the
subgroup 0(B).
Lemma 3.3. ([22], Lemma 3.24) The following relation ∼i is an equivalence on the set of
all simple in rank i words: A ∼i B by definition, if there are words X,P,R, where P ∈ 0(A),
R ∈ 0(B) (in rank 0), such that AP = XB±1RX−1 in rank i. 
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Let R(∞) = ∪∞i=0Ri. The set R(∞) defines the group G(∞), which is the inductive (=
direct) limit of the sequence of epimorphisms G(0)→ G(1/2)→ G(1)→ . . .→ G(i)→ . . .
If Π is a cell of a diagram over R(∞) with the boundary labeled by a word of the set Sj ,
then, by definition, r(Π) = j. The boundary label of every cell of a rank ≥ 1 has a period A
defined up to cyclic shifts.
For j ≥ 1, a pair of distinct cells Π1 and Π2 of rank j of a diagram ∆ is said to be a
j-pair, if their counterclockwise contours p1 and p2 are labeled by A
n and A−n for a period
A of rank j and there is a path t = (p1)− − (p2)− without self-intersections such that the
label Lab(t) is equal, in rank j−, to an element of 0(A). Then Lab(t) and A
n commute in
rank j− by Lemma 3.1, and so the subdiagram with contour p1tp2t
−1 can be replaced in ∆
by a diagram of rank j−. As a result, we obtain a diagram with the same boundary label as
∆ but of a smaller type.
Similarly, a pair of hubs Π1, Π2 with counterclockwise contours p1, p2 forms a
1
2
-pair,
if the vertices (p1)− and (p2)− are connected by a path t without self-intersections such
that the label of the path p1tp2t
−1 is equal to 1 in G(0). Consequently, any diagram can
be replaced by a reduced diagram having no j-pairs, j = 1/2, 1, 2, ..., i.e. by a g-reduced
diagram with the same boundary label(s)2.
The following statement is a part of Proposition 3.19 [22].
Lemma 3.4. If the presentation of a group G satisfies properties (Z1), (Z2), (Z3) then all
g-reduced diagrams over the presentation 〈X | R(∞)〉 are A-maps. Every relator from Si,
i ≥ 1, is of the form An for a cyclically reduced word A of Y -length i. The group G(∞)
defined by this presentation is the factor group G/〈gn, g ∈ G〉. 
Remark 3.5. If Y = X , S0 = S1/2 = ∅, then G is the free group with basis X and trivial
subgroups 0(g), and so Conditions (Z1), (Z2), (Z3) obviously hold. In this case, the factor
group G(∞) = G/〈gn, g ∈ G〉 is the free Burnside group B(X ) of exponent n with free set
of generators X . Therefore g-reduced diagrams over G(∞) = B(X ) are A-maps.
The following two lemmas will be explicitly used in Section 11.
Lemma 3.6. ([22], Lemma 3.25). Every word X is conjugate in rank i ≥ 0 either of a
0-word or of a word AlP , where |A| ≤ |X|, A is either a period of rank j ≤ i or a simple in
rank i word and P represents in rank 0 an element of the subgroup 0(A).
If X is not simple in rank 0 and is not conjugate to a 0-word in rank 0, then |A| < |X|.

Note that the second sentence of Lemma 3.6 is not formulated in Lemma 3.25 [22], but
it follows from the first phrase of the proof.
Lemma 3.7. ([22], Lemma 3.32). Let ∆ be a g-reduced diagram of rank i with the contour
p1q1p2q2, where Lab(q1) and Lab(q2) are periodic words with simple in rank i periods A and
B, resp., and |A| ≥ |B|. Assume that |p1|,p2| < α|B|, |q1| >
3
4
δ−1|A| and |q2| > δ
−1|B|.
2Recall that in [18], §13.2, such diagrams are called reduced. But in this paper we shall consider different
kinds of reduced diagrams, so we call diagrams without j-pairs g-reduced; “g” stands for “graded”.
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Then the word A is a conjugate in rank i of a product B±1R, where R represents an element
of the subgroup 0(B), and |A| = |B|. Moreover, if the words Lab(q1) and Lab(q2)
−1 start
with A and B−1, resp., then A is equal in rank i to Lab(p1)
−1B±1R Lab(p1). 
4 Aperiodic endomorphisms
The rules of the S-machines introduced in this paper will use words from an infinite set W
of positive words in the 2-letter alphabet {a, b}. This set has the following properties.
(A) For arbitrary two distinct words u and v from W, their maximal common prefix
(common suffix) has length at most 1
5
min(|u|, |v|) (where |w| is the length of a word w). In
particular, the subgroup generated by W in the free group F = F (a, b) is a free group with
basis W.
(B) Suppose in some product of words from W±1 after all cancellations, we have a non-
empty B-periodic subword V of length ≥ 2|B|. Then either B is freely conjugate of a some
product of words from W±1 or |V | ≤ 11|B|.
(C) The subgroup B generated by W in the free Burnside quotient B(a, b) = F/F n of F
is the free Burnside group of exponent n with basis W.
For every large enough odd n, such infinite set W was constructed by D. Sonkin in [29].
Choose now (w1,w1(a),w1(b)), (w2,w2(a),w2(b)), . . ., disjoint triples of distinct words
fromW. With every triple (wj,wj(a),wj(b)) we associate the subgroupH(j) = gp{wj(a),wj(b)},
the left coset K(j) = wjH(j) and the endomorphism ψj of the free group F (a, b) to F (a, b)
(and of the free Burnsine group of exponent n B(a, b) to B(a, b)) such that
ψj(a) = wj(a) and ψj(b) = wj(b)
Remark 4.1. It follows from Property (A) of the set W (from (C)) that every ψj is a
monomorphism of F (a, b) (of B(a, b)) and ψj(F (a, b))∩ψj′(F (a, b)) = {1} (resp., ψj(B(a, b))∩
ψj′(B(a, b)) = {1}) if j 6= j
′. In other words, H(j) ∩H(j′) = {1}, and the images of these
two subgroups in B(a, b) have trivial intersection too.
Let φj be the mapping F (a, b) → F (a, b) and B(a, b) → B(a, b) given by the formula
φj(u) = wjψj(u). Property (A) of the set W implies |u| < |φj(u)| for every u ∈ F (a, b).
Remark 4.2. By Remark 4.1, every mapping φj is injective both on F (a, b) and on B(a, b).
Besides we have φj(F (a, b))∩φj′(F (a, b)) = ∅ (resp., φj(B(a, b))∩φj′(B(a, b)) = ∅) if j 6= j
′
by Property (A) (resp., by (C)) of the set W. In other words, K(j) ∩ K(j′) = ∅, and the
images of these two cosets in B(a, b) have empty intersection too.
Lemma 4.3. Assume that w0 ∈ F (a, b) and for s = 1, . . . , t, we have wi = φ
ǫi
ji
(wi−1), for
some mappings φji-s, where ǫi = ±1 and we write wi = φ
−1
ji
(wi−1) if wi−1 = φji(wi). If
wt = w0, then the reduced form of the word φ
ǫ1
j1
. . . φǫtjt is empty.
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Proof. Assuming that the word φǫ1j1 . . . φ
ǫt
jt is reduced we will induct on t with obvious state-
ment for t = 0. By Remark 4.2, we cannot have ǫi−1 = 1 and ǫi = −1 for any i. Thus, we
may assume that ǫ1 = . . . = ǫl = −1 for some l ≤ t and ǫl+1 = . . . = ǫt = 1. If 1 ≤ l < t,
then by Remark 4.2, the equality w0 = wt implies φi1 = φjt. It follows that u1 = ut−1. So
the inductive conjecture can be applied to the series u1, . . . , ut−1.
It remains to assume that ǫ1 = . . . = ǫt = 1. In this case t = 0, since for t > 0, we have
|u0| < |u1| < . . . < |ut|, a contradiction.
Lemma 4.4. Let w0, . . . , wt be words representing elements of the free group F (a, b), where
for every i = 1, . . . , t, we have either wi = φj(wi−1) or wi−1 = φj(wi) for some j = j(i).
Then there is a sequence of positive words u0, . . . , ut such that
(1) ui = φj(ui−1) or, respectively, ui−1 = φj(ui) for the same φj as above, i = 1, . . . , t;
(2) ul = 1 (empty word) for some l ≤ t, and every ui is an image of 1 under a product
of some ψj-s;
(3) if w0 = wt, then u0 = ut.
Proof. We will induct on the length t of the sequence with obvious base t = 0.
Assume t > 0 and for some i we have φl(wi+1) = wi = φj(wi−1). Then l = j by Remark
4.2, and wi+1 = wi−1 in F (a, b). Hence one can apply the inductive conjecture to the
sequence w0, . . . , wi−1, wi+2 . . . wt of length t − 2, obtain a sequence u0, . . . , ui−1, ui+2 . . . ut
with conditions (1)-(3), and define ui = φj(ui−1), ui+1 = ui−1. obtaining the required
sequence of length t.
Therefore one may assume that for some l ∈ [0; t], the mappings act as follows: wl 7→
. . . 7→ w0 and wl 7→ . . . 7→ wt. Then we define ul = 1, and by induction ui+1 = φji+1(ui) for
i ≥ l and ui−1 = φji(ui) for i ≥ l. Clearly, we obtain Properties (1) and (2). It remains to
prove Property (3).
Suppose 1 ≤ l < t. If w0 = φj(w1) and wt = φj′(wt−1), then j = j
′ by Remark 4.2. Then
the equality w0 = wt implies w1 = wt−1 in F (a, b). Since we may assume by induction that
u1 = ut−1, we obtain u0 = φj(u1) = φj(ut−1) = u1, as required.
It remains to assume that all the mappings are arranged as w0 7→ . . . 7→ wt. Then
|w0| < |w1| < . . . < |wt|, contrary to the assumption w0 = wt. Thus, Property (3) is
proved.
Lemma 4.5. Let w0, . . . , wt be words representing elements of the free group F (a, b), where
for every i = 1, . . . , t, we have either wi = φj(wi−1) or wi−1 = φj(wi) for some j = j(i).
Then either w0 and wt are equal in F (a, b) or these two words represent different elements
of B(a, b).
Proof. Assume that for some i, we have φl(wi+1) = wi = φj(wi−1). Then l = j by Remark
4.2 and wi+1 = wi−1 in F (a, b). Hence inducting on t, one can replace t with t− 2.
Thus, we may assume that for some l ∈ [0; t], the mappings are directed as follows:
wl 7→ . . . 7→ w0 and wl 7→ . . . 7→ wt. Suppose 1 ≤ l < t. Then w0 = φj(w1) and
wt = φj(wt−1) for the same φj by Remark 4.2. Then the equality w1 = wt−1 implies w0 = wt
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in F (a, b) and w1 6= wt−1 implies w0 6= wt in B(a, b) since the mapping φj is injective on
B(a, b). Hence to complete the proof, one can consider a shorter sequence w1, . . . , wt−1 again.
Ir remains to assume that all the mappings are directed as w0 7→ . . . 7→ wt. Under
this assumption, we will prove that w0 6= wt in B(a, b) if t > 0. Proving by contradic-
tion, we may assume that we have a counter-example with the shortest first word w0. It
follows that the word w0 is minimal in B(a, b), i.e. it is not equal to a shorter word. In-
deed if w0 = v0v
′
0, where |v0| < |w0| and v
′
0 is trivial in B(a, b), then applying the first
mapping φj1 we would obtain v0v
′
0 → wj1ψ(v0)j1ψj1(v
′
0), which is equal to wj1ψj1(v0) in
B(a, b) since ψj1 is a homomorphism of B(a, b). Therefore φj1(w0) = φj1(v0), and by induc-
tion, φjt(. . . (φj1(w0))) = φjt(. . . (φj1(v0))) in B(a, b), and v0 would begin a shorter counter-
example.
Let wt = φj(wt−1). If w0 is also a φj-image in F (a, b), i.e. w0 = φj(w) for some word w,
then we have a sequence w 7→ w0 7→ . . . 7→ wt−1 of the same length but with |w| < |w0| and
w = wt−1 in B(a, b) by Remark 4.2, a contradiction. Hence we may assume further that w0
is not a φj-image in F (a, b).
The equality w0 = wt in B(a, b) provides us with a g-reduced van Kampen diagram ∆
over the presentation of B(a, b) defined in Section 3.2 (see Remark 3.5) with boundary path
pq, where Lab(p) ≡ w0, Lab(q) ≡ w
−1
t . (We use symbol ≡ for letter-by-letter equality of
words.) Since wt is a φj-image, there is a subdiagram Γ of minimal type with contour pr,
where Lab(r)−1 is a φj-image in F (a, b). Γ has at least one cell of positive rank, because w0
is not a φj-image.
By Lemma 2.3, there is a cell Π in Γ such that the sum of degrees of contiguity of Π to
p and to r is greater than γ¯. However the degree of contiguity of Π to the geodesic path p
cannot exceed α¯ by Remark 2.1 and Lemma 2.2. Hence the degree of contiguity of Π to r
is > γ¯ − α¯ > 1/3. By Lemma 2.4, we have a cell π of positive rank in Γ with immediate
contiguity to r of degree ≥ ε (see Figure 6).
❅
❅
❅
❅
❅
❅
π
Lab(p) ≡ w0 p
r
r′
Γ
Γ′
Figure 6
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Since (1) the boundary label of π is a power An for some cyclically reduced word A, (2)
the label of r−1 is a reduced form of a word from the coset K(j) = wjH(j) of H(j), and
(3) εn > 30, Properties (A),(B) of the set W imply that A15 is a subword of a word from
the subgroup H(j), and A is freely conjugate to a word from the subgroup H(j) of F (a, b),
i.e. a cyclic permutation A′ of A belongs to H(j). Property (A) of the set W guarantees
that a subpath x of r labeled by (A′)±14 can be replaced with the complement of x in ∂π
so that for the obtained path r′, we again have Lab(r′−1) ∈ K(j). However the type of the
subdiagram Γ′ with contour pr′ is strictly less than the type of Γ. Thus, the lemma is proved
by contradiction.
Recall that a subgroup L of a group K is called malnormal if xLx−1 ∩L = {1} for every
x ∈ K\L. This property is transitive, i.e., if M is a malnormal subgroup of L and L is
malnormal in K, then M is malnormal in K.
Lemma 4.6. The canonical image H˜(j) of the subgroup H(j) ≤ F (a, b) in the group B(a, b)
is malnormal in B(a, b).
Proof. Assume we have an equality z−1uz = v in B(a, b), where the words u and v represent
elements of H(j) with non-trivial images in B(a, b). We claim that z represents an element
from H˜(j) too.
According to Remark 3.5, we have a diagram ∆ over the presentation of B(a, b) with
four boundary sections labeled by z, u, z−1 and v, resp. Identifying two of them, we obtain
an annular diagram ∆0 with two boundary sections p1 and p2 labeled by u and v, where the
vertex o1 = (p1)− = (p1)+ is connected with the vertex o2 = (p2)− = (p2)+ by a simple path
q labeled by the word z. If ∆0 is not a g-reduced diagram, then one can make reductions
preserving the labels of p1 and p2 and changing q by q
′, where the labels of q and q′ are
equal modulo the relations of B(a, b) (see Section 13 in [18]). So we may regard ∆0 as a
g-reduced diagram.
Now we will induct on the number k of positive cells in ∆0. If k = 0, then we have the
conjugation of u and v in the free group F (a, b). So the statement follows from Property
(A) of the set W.
If k ≥ 1, then by Lemmas 2.3 (b) and 2.4, we get a positive cell π in ∆0 with immediate
conjugacy to p1 or to p2 of degree ≥ ε, and as in the proof of Lemma 4.5, one can change p1
(or p2) by a homotopic path p
′
1 such that the word Lab(p
′
1) belongs to H(j), it is nontrivial
in B(a, b), the annular diagram bounded by p′1 and p2 has k− 1 positive cells, and the path
q′ connecting (p′1)− and p2 is homotopic to q. So by the inductive conjecture, z belongs to
H˜(j).
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5 Machines
5.1 Turing machines
We will use a model of recognizing Turing machine (TM) close to the model from [28]. A
TM with k tapes and k heads is a tuple
M = 〈A, Y,Q,Θ, ~s1, ~s0〉
where A is the input alphabet, Y = ⊔ki=1Yi is the tape alphabet, Y1 ⊃ A, Q = ⊔
k
i=1Qi is the
set of states of the machine, Θ is a set of commands, ~s1 is the k-vector of start states, ~s0 is
the k-vector of accept states. (⊔ denotes the disjoint union.) The sets Y,Q,Θ are finite.
We assume that the machine normally starts working with states of the heads forming
the vector ~s1, with the head placed at the right end of each tape, and accepts if it reaches the
state vector ~s0. In general, the machine can be turned on in any configuration and turned
off at any time.
A configuration of tape number i of a M is a word uqv where q ∈ Qi is the current state
of the head, u is the word to the left of the head, and v is the word to the right of the head,
u, v are words in the alphabet Yi. A tape is empty if u, v are empty words.
A configuration U of the machine M is a word
α1U1ω1α2U2ω2...αkUkωk
where Ui is the configuration of tape i, and the end-markers αi, ωi of the i-th tape are special
separating symbols.
An input configuration w(u) is a configuration, where all tapes, except for the first one,
are empty, the configuration of the first tape (let us call it the input tape) is of the form
uq, q ∈ Q1, u is a word in the alphabet A, and the states form the start vector ~s1. The
accept configuration is the configuration where the state vector is ~s0, the accept vector of the
machine, and all tapes are empty.
To every θ ∈ Θ, there corresponds a command (marked by the same letter θ), i.e., a pair
of sequences of words [V1, ..., Vk] and [V
′
1 , ..., V
′
k ] such that for each j ≤ k, either both Vj = uqv
and V ′j = u
′q′v′ are configurations of the tape number j, or Vj = αjqv and V
′
j = αjq
′v′, or
Vj = uqωj and V
′
j = u
′q′ωj , or Vj = αjqωj and V
′
j = αjq
′ωj (q, q
′ ∈ Qj ).
In order to execute this command, the machine checks if every Vi is a subword of the
current configuration of the machine, and if this condition holds the machine replaces Vi by
V ′i for all i = 1, . . . , k. Therefore we also use the notation: θ : [V1 → V
′
1 , . . . , Vk → V
′
k ], where
Vj → V
′
j is called the j-th part of the command θ.
Suppose we have a sequence of configurations w0, ..., wt and a word H = θ1 . . . θt in the
alphabet Θ, such that for every i = 1, ..., t, the machine passes from wi−1 to wi by applying
the command θi. Then the sequence w0 → w1 → . . .→ wt is said to be a computation with
history H. In this case we shall write w0 ·H = wt. The number t will be called the time or
the length of the computation.
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A configuration w is called accepted by a machine M if there exists at least one compu-
tation which starts with w and ends with the accept configuration.
A word u in the input alphabet A is said to be accepted by the machine if the correspond-
ing input configuration is accepted. (A configuration with the vector of states −→s 1 is never
accepted if it is not an input configuration.) The set of all accepted words over the alphabet
A is called the language LM recognized by the machine M .
We do not only consider deterministic Turing machines, for example, we allow several
transitions with the same left side. A Turing machine M is called symmetric if with ev-
ery command θ : [V1 → V
′
1 , . . . , Vk → V
′
k ], it contains the inverse command θ
−1 : [V ′1 →
V1, . . . , V
′
k → Vk]. Given a deterministic machine M , one can extend the set of commands
by adding θ−1 for every θ ∈ Θ. The obtained (non-deterministic) Turing machine Sym(M)
is called the symmetrization of M .
A computation of a machine is called reduced if the historyH of it admits no cancellations,
i.e. H has no 2-letter subwords of the form θθ−1. Clearly, every computation can be made
reduced (without changing the start or end configurations of the computation) by removing
consecutive mutually inverse rules.
We will use the following additional properties of Turing machines; most of them were
formulated in [2, 3, 20]
Lemma 5.1. For every deterministic Turing machine M recognizing a language L there
exists a Turing machine M0 with the following properties.
1. The language recognized by M0 is L.
2. M0 is symmetric.
3. If C : w0 → . . .→ wt is a reduced computation of M0 and w0 ≡ wt, then t = 0 .
4. If a computation C : w0 → . . .→ wt of M0 with length t > 0 starts and ends with input
configurations of M0 then both w0 and wt are accepted by M0.
5. The machine M0 accepts only when all tapes are empty.
6. Every command of M0 or its inverse has one of the following forms for some i
[q1ω1 → q1ω1, ..., qi−1ωi−1 → qi−1ωi−1, qiωi → aqiωi, qi+1ω → qi+1ωi+1, ...] (1)
[q1ω1 → q1ω1, ..., qi−1ωi−1 → qi−1ωi−1, qiωi → q
′
iωi, qi+1ω → qi+1ωi+1, ...] (2)
[q1ω → q1ω1, ..., qi−1ωi−1 → qi−1ωi−1, αiqiωi → αiq
′
iωi, qi+1ωi+1 → qi+1ωi+1, ...] (3)
where a belongs to the tape alphabet of tape i, qj , q
′
j are state letters of tape j.
7. The letters used on different tapes are from disjoint alphabets. This includes the state
letters.
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Remark 5.2. (1) Only one part (number i) of the commands (1, 2, 3) is changing.
(2) If the head observes the right markers at the beginning of a computation, it will
observe the right markers during the whole computation. If the head does not observe the
right markers at the beginning, then no command is applicable, and so the computation is
trivial.
Proof. Properties (1), (2), and (5) are provided by Lemma 2.3 [20] for the machine M0 =
Sym(M).
The same lemma 2.3 [20] (Properties (b),(c)) says that the history of every reduced
computation C of M0 has the form H = H1H
−1
2 , where H1 and H2 are histories of M , and
M can be chosen so that the same configuration cannot occur twice in a computation of
M . Hence to prove Property (3) by contradiction, one may assume that both H1 and H2
are non-empty. Since H1 6= H2, we have H1 = H2H
′ (or H2 = H1H
′) for some non-empty
H ′ since the machine M is deterministic and the computations C and C−1 start with the
same configuration. But then w0 ·H2 ≡ (w0 ·H2)H
′, a contradiction, since H ′ is a history of
M-computation.
To prove Property (4), we first modify the deterministic machine M and obtain a deter-
ministic Turing machine M ′ working as follows.
After the initial command (or commands) changing the states of the heads only (but
preserving tape words), the work of M ′ is subdivided in three Steps.
Step 1. M ′ copies the input word from the first tape to two auxiliary tapes with numbers
k + 1 and k + 2 by deleting letter-by letter from the first tape and inserting the copies of
erased letters to the last two tapes. Connecting rule is applied when the first tape is empty.
It changes the states of all the heads.
Step 2. M ′ works as M but uses the k+ 1-st tape as the input one. It keeps the k + 2-d
tape unchanged. The copy of the accept command of M connects this Step with the next
one. So the tapes 1, 2, . . . , k + 1 are empty when this command applies.
Step 3. M ′ letter-by-letter erases the content of the tape number k+2 and finally accepts.
Let M ′′ = Sym(M ′). By Property (3), we have w0 6= wt and as there, the history is
H = H1H
−1
2 , where H1 and H2 are histories of M
′-computations. Here both H1 and H2
must contain the commands of both Steps 1 and 2 since w0 6= wt and the definition of
Step 1 imply that w0 · H
′ 6= wt · H
′′ for arbitrary histories without commands of Step 2.
Furthermore, both H1 and H2 have to involve the commands of Step 3, because Step 2 does
not change the (different) copies of the input words obtained on the tape number k + 2. So
by the definition of M ′, both w0 and wt are accepted words for M , and therefore for M
′ and
M ′′.
Property (6) is obtained in Lemma 3.1 [28] by means of division of every tape in two
parts, which does not affect (1) - (5), and so we get a modification M ′′′. However the analogs
of (1, 3) are a bit weaker there, e.g. the analog of (1) in [28] allows to change the states of
many heads:
[q1ω → q
′
1ω, ..., qi−1ω → q
′
i−1ω, aqiω → q
′
iω, qi+1ω → q
′
i+1ω, ...] (4)
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But this can be easily improved. For example, if one has q1 → q
′
1 and q2 → q
′
2 for a
command θ, then it is possible to introduce a new state letter q and replace θ with three
commands θ1: q1 → q, q2 → q2, θ2: q → q, q2 → q
′
2, and θ3: q → q
′
1, q
′
2 → q
′
2 changing each
only one state letter. Since the new letter q is involved in these three commands only, it is
easy to see that the modified machine keeps the properties (1) - (5). The same trick works
if one head inserts/deletes a letter and the same head (or another one ) changes the state.
Therefore Property (6) follows by induction.
To obtain (7), one can just prescribe the number of the tape to the tape and state letters
as the additional index and change the commands of the machine accordingly. The machine
M0 is built.
Remark 5.3. (1) The Steps 1 - 3 of the Turing machines M ′′ = Sym(M ′) constructed in
the proof of Lemma 5.1 (4) (which are also the Steps of M0) will be applied in the proof of
Lemma 6.10.
(2) The rewriting commands of Step 1 have the form
θa : aq1ω1 → q1ω1, . . . , αk+1qk+1 → αk+1qk+1a, αk+2qk+2 → αk+2qk+2a
for every a ∈ A. When we replace such a command with several commands θa,1, . . . , θa,m
using the trick from the proof of item (6) of Lemma 5.1, we introduce a number of auxiliary
states of the heads, where every state is used for the transition from some θa,i to θa,i+1 only
for some i and does not used in any other command.
Therefore if an M0-computation C : w0 → . . . . . . → wt has no those auxiliary state
letters in w0 and in wt, then every command θa,i can occur in the history H of C only in the
block-subword b = (θa,1 . . . θa,m)
±1. In particular, such a block has a unique command θ′(b)−1
(command θ′′(b)) of the form (1) that deletes the letter a from the first sector (resp., inserts
the copies of a in sectors k + 1 and k + 2.
In cases (1), (1), and (3), we say that the head Qi is working for θ, and so there is exactly
one working head for every command of M0.
5.2 S-machines (modified) as rewriting systems
There are several equivalent definitions of S-machines (see [29]). However we need a more
general definition in comparison with that was used in [28], [23] or [24], and below the finite
sets of letters Y (θ) are replaced with finitely generated subgroups of free groups. Besides,
some parts of the rules θ having form aqb → cq′d cannot be written as q → (a−1c)q′(db−1),
because now the words a, b, c, d in the tape alphabet are not necessarily belong to Y (θ). In
particular, some rules may now insert/deletes words in locked sectors.
A “hardware” of an S-machine S is a pair (Y,Q), where Q = ⊔si=1Qi and Y = ⊔
s
i=0Yi for
some s ≥ 2. We always set Ys = Y0 = ∅ and if Qs = Q0 (i.e., the indices of Qi are counted
modulo s), then we say that S is a circular S-machine.
The elements from Q are called state letters or q-letters of an S-machine, the elements
from Y are tape letters or a-letters of an S-machine. The sets Qi (resp. Yi) are called parts
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of state and tape letters of Q (resp. Y ). The number of a-letters (resp. q-letters, θ-letters)
in a word W is called the a-length (resp., q-length, θ-length) of W denoted by |W |a (|W |q,
|W |θ, resp.).
The language of admissible words of an S-machine S (the language of S-admissible words)
consists of reduced words W of the form
q1u1q2 . . . ur−1qr, (5)
where r ≥ 1, every qi is a state letter from some part Q
±1
j(i), ui are reduced group words in
the alphabet of tape letters of the part Yk(i) and for every i = 1, ..., r−1, one of the following
holds:
• If qi is from Qj(i) then qi+1 is either from Qj(i)+1 or is equal to q
−1
i and k(i) = j(i) + 1.
• If qi ∈ Q
−1
j(i) then qi+1 is either from Q
−1
j(i)−1 or is equal to q
−1
i and k(i) = j(i).
Every subword qiuiqi+1 of an admissible word will be called the Q
±1
j(i)Q
±1
j(i+1)-sector of that
word. An admissible word may contain many Q±1j(i)Q
±1
j(i+1)-sectors.
Usually parts of the set Q of state letters are denoted by capital letters. For example, a
part P would consist of letters p with various indices.
If an admissible word W has the form (5), W = q1u1q2u2...qr, and qi ∈ Q
±1
j(i), i = 1, ..., r,
ui are group words in tape letters, then we shall say that the base of an admissible word
W is the word Q±1j(1)Q
±1
j(2)...Q
±1
j(r). Here Qi are just symbols which denote the corresponding
parts of the set of state letters. Note that, by the definition of admissible words, the base is
not necessarily a reduced word.
Instead of saying that the parts of the set of state letters of S are Q1, Q2, ..., Qs we will
write that the standard base of the S-machine is Q1...Qs.
The software of an S-machine with the standard base Q1...Qs is a set of rules Θ. Every
θ ∈ Θ is given by
(1) a family {Yi(θ)}
s
i=0 of finitely generated subgroups Yi(θ) ≤ F (Yi) of free groups and
(2) a sequence
[a1q1b1 → a
′
1q
′
1b
′
1, ..., asqsbs → a
′
sq
′
sb
′
s],
where qi ∈ Qi, ai, a
′
i are reduced words from the group F (Yi−1), bi, b
′
i are reduced words from
F (Yi) (recall that Y0 = Ys = ∅) for every i.
Each component aiqibi → a
′
iq
′
ibi is called a part of the rule. In most cases it will be clear
what the sets Yi(θ) are. By default we assume that Yi(θ) is the whole free group F (Yi).
Every rule θ = [a1q1b1 → a
′
1q
′
1b
′
1, ..., asqsbs → a
′
sq
′
sb
′
s] has the inverse one
θ−1 = [a′1q
′
1b
′
1 → a
−1
1 q1b
−1
1 , ..., a
′
sq
′
sb
′
s → a
−1
s qsbs]
It is always the case that Yi(θ
−1) = Yi(θ).
Thus the set of rules Θ of an S-machine is divided into two disjoint parts, Θ− Θ+ and
Θ− such that for every θ ∈ Θ+, we have θ−1 ∈ Θ− and for every θ ∈ Θ−, we have θ−1 ∈ Θ+
(in particular Θ−1 = Θ, that is any S-machine is symmetric).
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The rules from Θ+ (resp. Θ−) are called positive (resp. negative).
To apply a rule θ = [a1q1b1 → a
′
1q
′
1b
′
1, ..., asqsbs → a
′
sq
′
sb
′
s] to an admissible word p1u1p2u2...pr
(5) where each pi ∈ Q
±1
j(i), means
• to check for every subword piuipi+1 if the following word belongs to the subgroup
Yj(i)(θ):
(a) b−1j(i)uia
−1
j(i)+1, when pi ∈ Qj(i) and pi+1 ∈ Qj(i)+1,
(b) aj(i)+1uia
−1
j(i)+1, when pi+1 ∈ Qj(i)+1 and pi = p
−1
i+1,
(c) b−1j(i)uibj(i), when pi ∈ Qj(i) and pi+1 = p
−1
i ,
and if this property holds,
• replace each pi = q
±1
j(i) by (a
−1
j(i)a
′
j(i)q
′
j(i)b
′
j(i)b
−1
j(i))
±1
• if the resulting word is not reduced or starts (ends) with a-letters, then reduce the
word and trim the first and last a-letters to obtain an admissible word again.
It follows from the definitions that if W ′ is obtained by applying a rule θ (we write
W ′ =W · θ), then the inverse rule is applicable to W ′ and W ′ · θ−1 =W .
Remark 5.4. The application of every rule θ of S is effective since the membership problem
is decidable for any finitely generated subgroup of a free group.
Remark 5.5. If a, b, a′, b′ ∈ Yi(θ), then the component aqib → a
′q′ib
′ of a rule θ can be
written in the equivalent form qi → cq
′
id, where c and d are the reduced forms of the products
a′a−1 and b′b−1, respectively.
For example, applying the rule [q1 → a
−1q′1b, q2 → cq
′
2d] to the admissible word q1b
−1q2dq
−1
2 q
−1
1
(where a, b, c, d are just letters) we first obtain the word
a−1q′1bb
−1cq′2ddd
−1(q′2)
−1c−1b−1(q′1)
−1a,
then after trimming and reducing we obtain
q′1cq
′
2d(q
′
2)
−1c−1b−1(q′1)
−1
If a rule θ is applicable to an admissible word W , we say that W belongs to the domain
of θ. In other words, W is θ-admissible.
We call an admissible word with the standard base a configuration of an S-machine.
We usually (but not always) assume that every part Qi of the set of state letters contains
a start state letter and an end state letter. Then a configuration is called a start (end)
configuration if all state letters in it are start (end) letters. As Turing machines, some
S-machines are recognizing a language. In that case we choose an input sector, say, the
Q1Q2-sector, of every configuration. The a-projection of that sector (i.e. the word obtaining
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by deleting of q-letters) is called the input of the configuration. In that case, the end
configuration with empty a-projection is called the accept configuration.
A computation of length t ≥ 0 is a sequence of admissible words W0 → . . . → Wt such
that for every 0 = 1, ..., t− 1 the S-machine passes from Wi to Wi+1 by applying one of the
rules θi from Θ. The word h = θ1 . . . θt is called the history of the computation. Since Wt is
determined by W0 and the history h, we use notation Wt =W0 · h and say that W0 belongs
to the domain of h.
If by means a computation, the S-machine can take an input configuration with input u
to the accept configuration, we say that the word u is accepted by the S-machine. We define
accepted configurations (not necessarily start configurations) similarly. All accepted words u
form the language recognized by the S-machine.
A computation is called reduced if its history is a reduced word. Clearly, every com-
putation can be made reduced (without changing the start or end configurations of the
computation) by removing consecutive mutually inverse rules. The domain of a reduced
form of a history h can be larger than the domain of h.
Lemma 5.6. Suppose the base of an admissible word W is QiQ
−1
i (resp., Q
−1
i Qi). Assume
that each rule θ of a computation W ≡ quq−1 → . . .→W ′ ≡ q′u′(q′)−1 (resp., W ≡ q−1uq →
. . .→W ′ ≡ (q′)−1u′q′) with history h has a component aθ,iqib
−1
θ,i → a
′
θ,iq
′
i(b
′
θ,i)
−1, Assume that
the mapping θ 7→ b−1θ,i b
′
θ,i (θ 7→ a
−1
θ,i a
′
θ,i) extends to a monomorphism λ of the free Burnside
group B on θ-letters of the history to the free Burnside group B = B(Yi+1) with basis Yi+1 (to
B = B(Yi)). Then u
′ is equal to u modulo the Burnside relations if and only if the λ-image
of h belong to the centralizer of u in B.
Proof. We consider the base QiQ
−1
i only. By induction on t, we see that u
′ is equal to the
word v−1uv in B, where v = λ(h), which proves the lemma.
If for some rule θ = [a1q1b1 → a
′
1q
′
1b
′
1, ..., asqsbs → a
′
sq
′
sb
′
s] of an S-machine S, the subgroup
Yi(θ) is trivial then we say that θ
±1 locks the QiQi+1-sector. In that case we denote the i-th
part of the rule as follows: aiqi
ℓ
→ aiq
′
i. Since the admissible words are reduced, the definition
of rule application implies
Lemma 5.7. If the i-th component of the rule θ has the form viqi
ℓ
→ v′iq
′
i, then the base of
any θ-admissible word cannot have subwords QiQ
−1
i or Q
−1
i+1Qi+1.

Remark 5.8. The above definition of S-machines can be compared with the definition of
multi-tape Turing machines. The main differences are that the heads of Turing machines
are near-sighted, but the heads of S-machines are farsighted : they do not ”see” the nearest
tape letters but know if the whole tape words belong to distinguished cosets associated with
the subgroups Yi(θ).
Since S-machines are symmetric, for every computation C : W0 → W1 → . . . → Wt,
there is an inverse one C−1 : Wt → Wt−1 → . . . → W0. An S-machine can work with
words containing negative letters, and words with ”non-standard” order of state letters. In
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particular, the mirror copy of the computation C is the computation W−10 → W
−1
1 → . . .→
W−1t with the same history. Many properties of computations obviously hold for their mirror
copies.
5.3 Primitive machines
For a set of letters A, let A′ and A′′ be disjoint copies of A, the maps a 7→ a′ and a 7→ a′′
identify A with A′ and A′′, resp. Let
−→
Z =
−→
Z (A) and
←−
Z =
←−
Z (A) be the S-machines with
tape alphabet A′ ⊔A′′, state alphabet {L} ∪ P ∪ {R}, where P = {p(1), p(2), p(3)} and the
following positive S-rules. For
←−
Z we have the rules
ξ1(a) = [L→ L, p(1)→ (a
′)−1p(1)a′′, R→ R], a ∈ A
Comment: The head can move from right to left, replacing the word in alphabet A′ by its
copy in the alphabet A′′. (However, the inverse rules can move the head from right to left.
Also an application of the rule can insert/delete two letters, one letter from the left and one
letter from the right of the p-letter.)
ξ2 := [L
ℓ
→ L, p(1)→ p(2), R→ R]
Comment: When the head meets L, it turns into p(2).
For
−→
Z , we define the rules
ξ3(a) = [L→ L, p(2)→ a
′p(2)(a′′)−1, R→ R]
Comment: The head p(2) can move from left to right, replacing the word in A′′ by its copy
in A′.
ξ4 = [L→ L, p(2)
ℓ
→ p(3), R→ R]
Comment: When the head reaches the right end of the tape, it turns into p(3).
Remark 5.9. For every a ∈ A, i = 1, 3, it will be convenient to denote ξi(a)
−1 by ξi(a
−1).
It is clear from the definition ξi(a) that this does not lead to a confusion.
Lemma 5.10. Assume that C : W0 → ... → Wt is a reduced computation of
−→
Z (of
←−
Z )
with history h. Suppose the base B = B(C) of C contains LP or PR. Then Wi 6= Wj if
0 ≤ i < j ≤ t.
Furthermore, if Wi contains the subword Luip (subword puiR) for some tape word ui
and the corresponding subword of Wj is Lujp (resp., pujR) for the same p-letter p, then the
history of the computation Wi → . . .→ Wj is trivial in the free Burnside group of exponent
n provided uj is equal to ui modulo the Burnside relations.
Proof. It suffices to assume that B ≡ LP or B ≡ PR.
Let the machine
−→
Z start with a word Wi ≡ Luip(2), ends with Wj ≡ Lujp(2), where
ui, uj are words in A
′-letters, and does not apply the rule ζ4. Then uj is freely equal to
uiu, where u is the copy a
′
i+1 . . . a
′
j of the reduced history hij ≡ ξ3(ai+1)...ξ3(aj) of this
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computation, and so Wj 6= Wi. If Wi ≡ Luip(2) and Wj ≡ Lujp(3), then Wi and Wj have
just different state letters.
It is not possible that Wk ≡ Lukp(3) for 0 < k < t since in this case both transitions
Wk−1 → Wk and Wk+1 → Wk were the applications of the rule ζ4, and the history h were
not reduced. If t = 2 and both W0 and W2 contain p(3) we have the same contradiction,
since the history should be equal to ζ−14 ζ4. If t > 2 and W0 ≡ Lu
′
ip(3) and Wt ≡ Lujp(3),
then uj 6= ui as in the previous paragraph since W1 ≡ Luip(2) and Wt−1 ≡ Lujp(2) in this
case.
Thus, the statement of the lemma is proved for the machine
−→
Z and the subbase LP .
The proof of the Lemma is finished since other properties are similar.
We also need two simple machines depending on the mappings ψj and φj defined in
Section 4. Now A = {a, b}. The machine
←−
Z (φj) replaces a word with the φj-image of it. As
←−
Z =
←−
Z (A), the S-machines
←−
Z (φj) has tape alphabet A
′⊔A′′, state alphabet {L}∪P ∪{R},
where P = {p(1), p(2), p(3)} and the following positive S-rules depending on ψj .
ξ′1(c) = [L→ L, p(1)→ (c
′)−1p(1)w′′j (c), R→ R], c ∈ A = {a, b},
where w′′j (c) is the copy of wj(c) in the alphabet A
′′, and the finitely generated subgroup
A′′(ξ′1(c)) ≤ F (A
′′) corresponding to this rule is the the copy H ′′(j) of the subgroup H(j) ≤
F (A) in F (A′′), i.e. this rule cannot be applied unless the words in the PR-sectors (and in
PP−1-, R−1R-sectors if any occur) belong to H ′′(j).
ξ′2 := [L
ℓ
→ L, p(1)→ w′jp(2), R→ R],
where w′j is the copy of the word wj in the alphabet A
′, A′(ξ′2) = {1} and A
′′(ξ′2) = H
′′(j).
So the rule ξ′2 (the rule (ξ
′
2)
−1) is applicable only if the sector LP is empty (resp., if the tape
word of this sector is w′j).
Comment: The difference in comparison with
←−
Z =
←−
Z (A) is that the replacements a′ 7→
ψj(a
′) given by the rules ξ′1(a) (a ∈ A) use the monomorphism ψj , and the rule ξ
′
2 inserts
the word w′j into the LP -sector .
The machine
−→
Z (φj) has the positive rules
ξ′3(c) = [Lw
′
j → Lw
′
j , p(2)w
′′
j (c)→ w
′
j(c)p(2), R→ R],
where A′(ξ′3(c)) = H
′(j) and A′′(ξ′3) = H
′′(j).
The next rules is
ξ′4 = [Lw
′
j → Lw
′
j , p(2)
ℓ
→ p(3), R→ R]
Here A′(ξ′4) = H
′(j), and A′′(ξ′4) = {1}.
Comment: The work of the machine
←−
Z (φj) followed by the work of
−→
Z (φj) replaces the
configuration Lup(1)R with Lφj(u)p(3)R.
We have the following analog of Lemma 5.10.
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Lemma 5.11. Suppose C : W0 → ...→Wt is a reduced computation of
←−
Z (φj) or of
−→
Z (φj)
for some j. Assume that the base B = B(C) of C contains LP or PR. Then Wi 6= Wj if
0 ≤ i < j ≤ t.
Furthermore, if Wi contains the subword Luip (subword puiR) for a tape word ui and the
corresponding subword of Wj is Lujp (resp., pujR) for the same p-letter p, then the history of
the computation Wi → . . .→Wj is trivial in the free Burnside group of exponent n provided
uj is equal to ui modulo the Burnside relations.
Proof. It suffices to repeat the argument of the proof of Lemma 5.10 but instead of a non-
trivial copy of the word a′i+1 . . . a
′
j, we now have a (copy of the) nontrivial ψj-image of such
word for the machine
←−
Z (φj) since the homomorphism ψj is injective by Remark 4.1.
Lemma 5.12. Let QQ′ be a sector of the standard base of one of the machines
←−
Z ,
−→
Z
←−
Z (φj),
−→
Z (φj) and Y
′ or Y ′′ be the tape subalphabet of this sector. Assume that a rule η does not
lock the sector QQ′ and have a word xuy in the domain, where x ∈ Q, y ∈ Q′. Then for
every rule ξ of the same machine having at least one word xvy in the domain, we have
Y ′(ξ) ≤ Y ′(η) (resp., Y ′′(ξ) ≤ Y ′′(η)).
Proof. This property can be checked by the inspection of every rule. For instance, if QQ′ =
LP and η = ξ′1(c), then ξ is either ξ
′
1(d) for a letter d ∈ {a
±1, b±1}, or ξ = ξ′2. In both cases
the required inequality follows from the definition of these rules.
Remark 5.13. Let C : W0 →W1 → . . .→Ws be a computation of
←−
Z or of
−→
Z , or of
−→
Z (φj)
with standard base, and u′l, v
′′
l be the tape words of the LP - and PR-sectors of the word Wl,
l = 0, . . . , s. Let π : F (A′) → F (A′′) be an isomorphism, such that π(a′) = a′′ for every
a ∈ A. Then it follows from the definition of Z-machines that the reduced forms of the words
π(u′j)v
′′
j are equal for all l = 0, . . . , s.
We will refer to this property as ‘projection argument’. For the computations of the
machine
←−
Z (φj) having no rules (ξ
′
2)
±1 in the history, it states that the reduced form of
ψj(ul)vl is unchanged in a computation with standard base, where ul and vl copy the words
u′l and v
′′
l in the alphabet A = {a, b}.
Remark 5.14. Assume that W0 ≡ Lup(1)vR and a reduced computation C : W0 → W1 →
. . . → Ws of
←−
Z starts with W0 → W1 = W0 · ξ1(a), a ∈ A
±1, where the last letter of u
is not a′ and the word v does not start with a′′. Then we have W1 ≡ Lu(a
′)−1p(1)a′′vR
with reduced subwords u1 ≡ u(a
′)−1 and v1 ≡ a
′′v. Since u1 and v1 are non-empty, the
word W1 is in the domains of the rules ξ1(b) (b ∈ A
±1) only, and b 6= a−1 in the transition
W1 → W2 = W1 · ξ1(b) since C is a reduced computation. Hence the products u2 ≡ u1(b
′)−1
and v2 ≡ b
′′v1 are reduced too, and so on. Therefore all the rules in the history of C are of
the type ξ1(c) for c ∈ A
±1 and both LP - and PR-sectors of Ws are non-empty. Under above
assumption, we say that the application of the first rule ξ1(a) to W0 is wrong.
Similarly we define wrong applications of ξ3-rules of
−→
Z .
The definition of a wrong application of a rule ξ′1(c) of the machine
←−
Z (φj) is similar, but
now we assume that c′ is not the last letter of u and the word v is a copy of the ψj-image
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of a reduced word which does not start with c−1. The definition of a wrong application of a
rule ξ′3(c) of the machine
−→
Z (φj) is also similar: we assume that u (resp., v) is a a copy of
φj-image (a copy of ψj-image) of a reduced word which does not end with c
−1 (does not start
with c).
Lemma 5.15. Assume that for some rule ξ of
←−
Z or of
−→
Z , or of
←−
Z (φj), or of
←−
Z (φj), the
canonical image A˜ of the subgroup A′(ξ) (or of the subgroup A′′(ξ)) in B(a′, b′) (resp., in
B(a′′, b′′) contains nontrivial in A˜ words u and z−1uz for some z ∈ B(a′, b′) (resp. z ∈
B(a′′, b′′). Then the word z belongs in A˜ too.
Proof. We consider (non-trivial) A′(ξ) only. The statement is obvious if A˜ is the whole
B(a′, b′). Otherwise A′(ξ) is equal to a subgroup H ′(j), and therefore the statement follows
from Lemma 4.6.
6 Encoding of the rules of Turing machines by primi-
tive machines
Let M0 = 〈A, Y (0), Q,Θ, ~s1, ~s0〉 be a Turing machine satisfying the conditions (1) - (7) of
Lemma 5.1 with the tape alphabet Y (0) = ∪ki=1Yi(0); it recognizes a language L in the input
alphabet A. We will construct an S-machine M1 that simulates the work of M0 by applying
the mappings φj instead of the command of M0.
Recall that M0 is symmetric, and every rule θ has at most one active head insert-
ing/deleting a letter or changing the state. Separating the commands of M0 into two parts,
we say that inserting commands are positive. If a command does not change tape words,
then we may randomly choose the sign for this command and the opposite sign for the inverse
command. We also may assume that there are no duplicate commands, i.e. every command
of M0 is uniquely determined by the set of parts of it, and there is no command θ = θ
−1.
If the tape subalphabet Yi(0) of M0 has letters ai1, ..., ai,ki, then we chose disjoint triples
of different words (wi1,wi1(a),wi1(b))..., (wi,ki,wi,ki(a),wi,ki(b)) in the alphabet {a(i), b(i)}
in accordance with Section 4, where the words are taken from the (infinite) set W with
Properties (A)-(C), and for every aij , we define the endomorphisms
ψij : a(i) 7→ wij(a), b(i) 7→ wij(b))
of the groups F (a(i), b(i)) and of B(a(i), b(i)), and define the mappings φij on these groups
by the rule φij(u) = wijψij(u).
The tape alphabet of M1 is Y = ⊔
k
i=1Yi, where Yi = Y
′
i ⊔ Y
′′
i with Y
′
i = {a
′(i), b′(i)} and
Y ′′i = {a
′′(i), b′′(i)}. The standard base of M1 is
Q0P1Q1P2 . . . PkQk,
where ⊔ki=1Qi is the set of states of M0, Q0 = {q0}, and
Pi = {pi, pθ,i(1), pθ,i(2), pθ,i(3) | θ ∈ Θ
+, i = 1, . . . , k}
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For every positive command θ of M1 we introduce a set of positive rules Ξ
+(θ) of M1.
The S-mashine M(θ) (part of M1) with the set of rules Ξ
+(θ) works as follows.
If θ is given by formula (1), i.e. it has a unique working head Qi with part qiω → aijqiω,
where aij ∈ Yi(0) = {ai1, . . . , ai,ki}, then M(θ) has the following set of rules Ξ
+(θ).
(1) pi
ℓ
→ pθ,i(1), pj
ℓ
→ pj for j 6= i, qs → qs for every qs from the left-hand side of (1),
i.e., the p-letter of the working sector gets a θ-index.
Defining the rules of S-machines below we often omit their idling parts of the
form q → q.
(2) This gives start to the work of the copy of
←−
Z (φij) working with the alphabet Yi
(instead of A) and having the standard base Qi−1PiQi (instead of LPR). When the state
letter pθ,i(1) meets the left state letters qi−1, the copy of the rule ξ
′(2) is applicable, i.e.
pθ,i(1)→ w
′
ijpθ,i(2), and also pi−1
ℓ
→ pθ,i−1(1), (6)
which activates Pi−1-head (the head Pk if i = 1, i.e. the i-index is taken modulo k).
(3) The machine
←−
Z (θ, i − 1) (a copy of
←−
Z working on Yi−1) is switched on now. When
pθ,i−1(1) meets qi−2, a copy of the rule ξ(2) applicable, and by definition, this rule should
also switch on the machine
←−
Z (θ, i− 2) on the base Qi−3Pi−2Qi−2, i.e. we have similar work
subsequently on the bases between Qi−1 and Qi, Qi−2 and Qi−1, . . . Q0 and Q1, Qk−1 and
Qk, . . . Qi and Qi+1. So machine
←−
Z (φij) (for some j) works only between Qi−1 and Qi, in
other intervals, p-letters just subsequently run from right to left.
(4) The last rule changing pθ,i+1(1) by pθ,i+1(2) switches on the machine
−→
Z (θ, i+ 1), the
letter pθ,i+1(2) runs until it reaches qi+1 and becomes pθ,i+1(3), simultaneously giving start to
−→
Z (θ, i+2), whose work follows by the subsequent work of
−→
Z (θ, i+3), . . . ,
−→
Z (θ, i−1) (i-index
is taken modulo k),
−→
Z (φij), i.e. again, the copy of the machine
−→
Z (φij) works between Qi−1
and Qi only.
(5) Finally, the rule with parts pθ,i(3) → pi (i = 1, . . . , k) erases the θ-index in every
p-letter and makes possible the work of a machine M(θ′) (but M(θ′) cannot start working
unless θ′ can be applied for the states of heads (q1, . . . , qk)).
Comment. The described work of M(θ) with the standard base replaces the tape word
u in the Qi−1Pi-sector with φ
′
ij(u) (where φ
′
ij copies φij in the alphabet Y
′
i ) if the command
θ of M0 inserts the letter aij from the left of qi. Indeed, at Step (2) we can obtain the copy
of φ′ij(u) in the alphabet Y
′′
i , and the machine
−→
Z (φij) rewrites it in the alphabet Y
′
i at Step
(4). The ”useless” work of Z-machines in other sectors will be exploited for the control of
computations, especially if the base is not standard.
If the command θ of M0 has type (2), then the work of the machine M(θ) differs in
comparison with the case (2) as follows. At Steps (2) and (4), the work of machines
←−
Z (φij)
and
−→
Z (φij) is replaced with the work of
←−
Z (θ, i) and
−→
Z (θ, i), respectively; the rule changing
pθ,i+1(1) by pθ,i+1(2) also changes qi by q
′
i.
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Comment The described work of M(θ) just replaces qi with q
′
i.
If the command θ of M0 has type (3), then the machine M(θ) works as follows.
(1’) qi−1
ℓ
→ qi−1, pi
ℓ
→ pθ,i(2), pi−1
ℓ
→ pθ,i−1(1),
Comment This rule checks that there are no letters between qi−1 and pi and immediately
switches on the machine
←−
Z θ,i−1.
(2’) Then as above the machines
←−
Z θ,i−1,...,
←−
Z θ,1,
←−
Z θ,k,...,
←−
Z θ,i+1 work subsequently until
the rule qi
ℓ
→ q′i, pθ,i+1(1) → pθ,i+1(2) completes moving of the p-letters to the left and
changes the Qi-letter.
(3’) The obtained set of state letters makes possible the work of the machine
−→
Z θ,i+1. In
turn, this machine will switches on the machine
−→
Z θ,i+2 after the rule pθ,i(2)
ℓ
→ pθ,i(3), and
so on. Finally, the rule pθ,i(2)
ℓ
→ pθ,i(3) follows by the rule pθ,j(3)
ℓ
→ pj, where the latter
one is applicable simultaneously for all j = 1, . . . , k.
Definition 6.1. For every positive word u in the alphabet Yi(0) of M0, we define the word
fi(u) in the alphabet Y
′
i = {a
′(i), b′(i)}. If u = 1 (i.e. u is empty), then we define fi(u) = 1,
and by induction, if u ≡ vaij for some aij ∈ Yi(0), then
fi(u) = φ
′
ij(fi(v)) = w
′
ijψ
′
ij(fi(v)),
where w′ij , ψ
′
ij, φ
′
ij copy wij, ψij , φij, resp., in the alphabet Y
′
i .
Lemma 6.2. If fi(w) = φij(u) for some words w and u, then u is a positive word and the
last letter of w is aij.
Proof. It follows from Property (A) of the set of positive words W that φij-images of words
u are positive for positive words u only. The second statement is true by the definition of
fi(v) and Remark 4.2.
For every configuration W = α1u1q1ω1 . . . αkukqkωk of the Turing machine M0, we define
the configuration W = F (W) ≡ q0f1(u1)p1q1 . . . qk−1fk(uk)pkqk of the S-machine M1. The
start (stop) configuration of M1 is the F -image of the start (stop) configuration of M0.
Lemma 6.3. If W0 → . . . → Ws is a computation of M0, then there is a computation
F (W0)→ . . .→ F (W1)→ . . .→ F (Ws−1)→ . . .→ F (Ws) of M1.
Proof. Arguing by induction, we may assume that s = 1. Let W1 = W0 · θ. If θ = θ1
is a positive command of type (1), and so it changes the i-th sector inserting a letter aij :
αiuiqiωi → αiuiaijqiωi, then the work of the S-machine M(θ) defined above can transform
the configuration F (W0) = . . . qi−1f(ui)piqi . . . to
. . . qi−1w
′
ijψ
′
ij(fi(ui))piqi . . . = . . . qi−1φ
′
ij(fi(ui))piqi . . . = . . . qi−1fi(uiaij)piqi . . . = F (W1),
as required. If θ−1 is a positive command of type (1), then the application of θ is possible
only if the last letter of ui is aij, that is ui ≡ viaij for some word vi. Therefore there is a work
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of M(θ−1) transforming F (W1) = . . . qi−1fi(vi)piqi . . . to F (W0). The inverse computation
takes F (W0) to F (W1), as required.
If θ has type (2), then W1 is obtained from W0 by replacement of qi with q
′
i (or vice
versa). Therefore the same is true for the words F (W0) and F (W1), and the machine M(θ)
can execute the similar replacement as well.
If θ is of type (3), the statement is also clear since the canonical work of M(θ) is possible
because the word ui is empty and so fi(ui) = 1. The machine M(θ) just replaces qi with q
′
i
or vice versa.
Lemma 6.4. Let C : W0 → . . .→ Ws (s > 0) be a reduced computation of M(θ) with stan-
dard base for some positive command θ of M0. Suppose the state letters of the configurations
W0 and Ws have no θ-indices while other configurations have θ-indices. Then the computa-
tion C is unique, i.e. there is no other reduced computation of M(θ) starting with W0 and
ending with Ws. If Qi is the working head for θ, then the only Qi−1Pi- and PiQi-sectors of
W0 and Ws are different, namely,
(1) for a command θ given by (1), these sectors of W0 are qi−1upiqi for some reduced
word u in the alphabet {a′(i), b′(i)} (and some qi−1 ∈ Qi−1, qi ∈ Qi), and Ws has the sectors
qi−1φ
′
ij(u)piqi, or vice versa;
(2) for a command θ given by (2), these sectors of W0 are qi−1upiqi for some reduced
word u in the alphabet {a′(i), b′(i)}, and Ws has the sectors qi−1upiq
′
i, or vice versa;
(3) for a command θ given by (3), the sectors of W0 are qi−1piqi and Ws has the sectors
qi−1piq
′
i, or vice versa.
In particular, if W0 = F (W0) for some W0, then Ws = F (W0 · θ
±1).
Proof. Assume that the command θ is given by (1). The history of C can start from the
rule pi
ℓ
→ pθ,i(1) ((1) in the definition of M(θ)) or with the inverse rule with pθ,i(3)
ℓ
→ pi
(i = 1, . . . , k, (5) in the definition of M(θ)) since the state letters of W0 have no θ-indices.
We consider the first case only.
Since C is reduced, the next rule has to be the rule of the form ξ′1(c) of a machine
←−
Z (φij)
for some j ∈ {1, 2}. Here c′ = c(ij) is the last letter a(i)±1 or b(i)±1) of u since otherwise
the p-letter would never loose its θ-index by Remark 5.14. Hence this rule moves the letter
pθ,i(1) left replacing c
′ with the copy of the word wij(c)
±1 in the alphabet Y ′′i . For the same
reason the subsequent rules move it until it meets qi−1. Remark 5.14 now implies that no
rules of type ξ′1(c) are applicable anymore. Hence the next rule has to be of type (6). It
changes pθ,i(1) by w
′
ijpθ,i(2) and switches on the machine
←−
Z (θ, i − 1). Then the rules of
type ξ1(c) of
←−
Z (θ, i− 1) move left the Pi−1-head until it meets qi−2 and turns into pθ,i−1(2)
switching on the machine
←−
Z (θ, i− 2), and so on, until
−→
Z (θ, i− 1) completes work, swithes
on the machine
−→
Z (φij) and the final rule executes the transformation pθ,j(3) → pj for all
j = 1, . . . , k.
Note that the rules of
←−
Z (φij) later-by-letter replace the word u with the ψ
′′
ij-image of it
and insert w′ij from the left of the P -head, while the rules of
−→
Z (φij) just replace subwords v
′′
from the subgroup H ′′(ij) by the copies v′ ∈ H ′(ij), where the subgroup H(ij) is generated
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by wij(a) and wij(b). In other sectors, the words have been replaced with copies twice, and
so Property (1), of the lemma follows.
If θ has type (2), then the proof can be obviously modified. If θ has type (3), the above
argument works as well, because the canonical work of M(θ) verifies that the Qi−1Pi-sector
has no tape letters.
The last statement follows from the previous one and the inductive definition of the
functions fi and F .
Remark 6.5. By Lemma 6.4, the computation C starting with W0, ending with Ws and
satisfying the assumptions of this lemma is unique, but it can start either from the rule of
one of the types (1) and (1’) or from a rule of one of the types (5) and (3’) (as in the
definition of M(θ) for a positive rule θ). In the former case, we say that C is the canonical
computation of M(θ), and in the later case, C is the canonical computation of M(θ−1).
Thus, for any θ (positive or negative), the canonical computation of M(θ) is determined by
the command θ and the first admissible word W0.
Lemma 6.6. A computation C : W0 → . . .→Ws of the machine M(θ) with a base Qi−1PiQi
has the following property. If the state letters of the words W0 and Ws have no θ-indices
but other words Wk have θ-indices, then the Qi−1Pi-sector words w0 and ws of W0 and Ws
satisfy one of the conditions: either ws ≡ w0 or ws = φ
′
ij(w0), or w0 = φ
′
ij(ws) for some
mapping φ′ij.
Proof. If the working head of the command θ of M0 is Qi′ with i
′ 6= i, then only rules of
←−
Z (θ, i) and
−→
Z (θ, i) can change the Qi−1Pi- and PiQi-sectors, and ws ≡ w0 by the projection
argument (Remark 5.13) since the sector PiQi is locked by the rules having no θ-indices.
Assume now that Qi is the working command of M0 and, as in the proof of Lemma 6.4,
assume that we have the part pi
ℓ
→ pθ,i in the first rule of C. Then as there, we see that the
machine
←−
Z (φij) has to start and complete its work switching on the machine
←−
Z (θ, i − 1),
and so on. However we have no Pi−1 (and many other heads) in the base now. So after
an application of a number of rules of
←−
Z (θ, i − 1), which change nothing since the base
is Qi−1PiQi, the machine
←−
Z (φij) can be switched on again. (Also such a return work can
happen after an idling work of Z(θ, i− 2) and return work of Z(θ, i− 1), and so on.)
So the computation C can finish either with the work of
−→
Z (φij) as in Lemma 6.4, and
we get ws = φ
′
ij(w0), or the last admissible word ws looses θ-indices after a return work
of
←−
Z (φij) starting with the rule inverse to (6). But in the latter case all the rules of this
second switching on of
←−
Z (φij) has to be uniquely determined (for the similar reason as for
the first switching on), and the second work of
←−
Z (φij) is just inverse to the first one. Hence
we obtain ws = w0, and the lemma is proved.
A computation C : W0 → . . . → Ws → . . . → Wt is called the product C
′C′′ of two
subcomputations C′ : W0 → . . .→Ws and C
′′ :Ws → . . .→ Wt.
Lemma 6.7. Let C : W0 → . . . → Ws be a reduced computation of the S-machine M1,
where W0 = F (W0) for some configurations W0 of M0 and the state letters of Ws have no
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θ-indices. Then there is a reduced computation W0 → . . .→Wt of the Turing machine M0
with a history H = θ1 . . . θt such that C = C1 . . . Ct, where Ci is the canonical computation of
M(θi) starting and ending with configurations F (Wi−1) and F (Wi), and Ws = F (Wt).
Proof. We can decompose C = C1 . . . Ct, where Cl : Wil−1 → . . . → Wil is a computation,
without θ-indices in the state letters of the first configuration Wil−1 and the last one Wil
only. Then by Lemma 6.4, Ci is a canonical computation of a single S-machine M(θi)
since the θ-index can be changed only after a rule erasing θ-index. The product θ1 . . . θt is
reduced, because by Remark 6.5 the equality θi = θ
−1
i−1 would imply that the histories of the
computations C−1i−1 and Ci start with the same rule, contrary to the assumption that C is a
reduced computation.
By the assumption, W0 = F (W0). Assume by induction that for l > 0 we have a
computation W0 → . . . → Wl−1 of M0 starting with W0 and ending with Wl−1 such that
Wil−1 = F (Wl−1).
Assume first that θi has type (1). If θi is a positive rule, we can define Wl = Wl−1 · θi
and Wil = F (Wl) by Lemma 6.4 and the inductive definition of the functions fi and F .
If θi is negative, the word Wil−1 is obtained from Wil after a canonical computation
of M(θ−1i ) by Lemma 6.4. If Wil has a subword qi−1upiqi, then the configuration Wil−1 =
F (Wl−1) contains the subword qi−1φij(u)piqi by Lemma 6.4 (1). By the inductive conjecture,
the subword φij(u) of Wil−1 is equal to fi(v) for some v. Hence by Lemma 6.2, the word
v ends with the letter aij i.e. v ≡ v
′aij, and so φij(u) = fi(v) = φij(fi(v
′)), which implies
u ≡ fi(v
′) since the mapping φij is injective by Remark 4.2. It follows that Wl−1 belongs to
the domain of the rule θi, and we define Wl = Wl−1 · θi. Then by the definition of θi, the
word Wl has the subword piv
′qiωi, and the equality u ≡ fi(v
′) implies that Wil = F (Wl), as
desired.
If θi is a command of type (2), then both θ and M(θ) just replace qi with q
′
i, and the
statement becomes clear. If θi is a command of type (3), then the word Wl has the required
form as well by Lemma 6.4 (2), since 1 is the fi-image of the empty word.
Lemma 6.8. If L is the language recognized by M0, then the language recognized by M1 is
f1(L) = {f1(u) | u ∈ L}.
Proof. Given an accepting computation
α1uq1ω1α2q2ω2αkqkωk → . . .→ α1q
′
1ω1α2q
′
2ω2αkq
′
kωk
of M0, Lemma 6.3 provides us an M1-accepting computation
q0f1(u)p1q1p2q2 . . . pkqk → . . .→ q
′
0p1q
′
1p2q
′
2 . . . pkq
′
k
since fi-image of the empty word is 1. Therefore the word f1(u) is accepted by M1.
Let now a word U in the alphabet {a′(1), b′(1)} be accepted by a computation C : W0 →
. . . → Wt of M1, where W0 ≡ q0Up1q1 . . .. Note that the accept word Wt is of the form
F (W) since 1 is the fi-image of the empty word. Applying Lemma 6.7 to the computation
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C−1, we see that that U = f1(u) for some positive word u. Now the same lemma applied to
C, provides us with an accepting computation W0 → . . . → Wt of M0, where W0 is of the
form α1uq1ω1α2q2ω2αkqkωk, i.e. the word u is accepted by M0.
Lemma 6.9. There are no reduced computations C : W0 → . . .→ Ws of the S-machine M1
with standard base such that s > 0, W0 ≡Ws, and the state letters of W0 have no θ-indices.
Proof. Proving by contradiction, we consider the factorization C = C1 . . . Cm, where Cl :
Wil−1 → . . .→ Wil and each Cl is a canonical computation of some M(θl). We have m ≥ 1,
and it follows from Remark 6.5 that the product θ1 . . . θm is reduced.
If a head Qi is the working head for a rule θl of the form (1), then by Lemma 6.4, the
tape word wil−1 in the sector Qi−1Pi of Wil−1 is replaced with a word wil = φ
′
ij(wil−1) in Wil
(or vice versa) by M(θl). If the head Qi is not working for the command θl or θl has type
(3), then the restriction of the canonical computation Cl to sectors Qi−1PiQi does not change
the tape words of these sectors by the projection argument (i.e. Wil−1 has the same sectors
Qi−1PiQi as Wil).
Thus by Lemma 6.6, we have a sequence of words w0, wi1 , . . . , wim in the sectors Qi−1Pi,
where for every pair wik−1 , wik we have either wik−1 = wik or wik is a φ
′
ij-image of wik−1 for
some mapping φ′ij of F (a
′(i), b′(i)), or vice versa. Then we can obtain a sequence of positive
words u0, ui1, . . . , uim with properties (1) - (3) of Lemma 4.4. In particular, u0 = uim if
w0 = wim .
It follows that all the computations C1, . . . , Cm can be modified and replaced with canon-
ical computations C′1, . . . , C
′
m, where the restriction of C
′
l to the sector Qi−1Pi transforms the
word Uil−1 to Uil, where every Uik is obtained from Wik by replacement of the subword wik
with uik .
The modified computation C′l differs from Cl not only in the sectors Qi−1PiQi; but in
the other sectors we just vary the number of the rules changing nothing there, since the
modifying rules work in the sectors Qi−1PiQi only. So one can subsequently make such
changes for every i and obtain an M1-computation C
′ : V0 → . . . → Vt with V0 ≡ Vt. Here
V0 = F (W) for some M0-admissible word W by Lemma 4.4, because every tape subword vi
of V0 is the image of 1 under a product of mappings of the form φ
′
ij.
Note that after the modification of C, the product C′1 . . . C
′
m is reduced since C
′
l and Cl
start/end with the same rule inserting/erasing the θ-index. Since V0 = F (W), we obtain by
Lemma 6.7, a reduced computation of M0 with positive length and equal the first and the
last configurations. But this contradicts Property (3) of Lemma 5.1.
Lemma 6.10. Let C : W0 → . . . → Ws be a reduced M1-computation with s > 0, standard
base and history h. Assume that both words W0 and Ws are input configurations. Then both
of them are M1-accepted and uniquely determined by h.
Proof. By Lemma 6.9, we have Ws 6= W0, and so the corresponding input words u0 and us
are different.
Let C = C1 . . . Ct be the factorization, where every factor Cl is the canonical computation
of some machine M(θ). The product H = θ1 . . . θt is reduced by Remark 6.5.
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Since u0 6= us, there are commands in H sending a letter from the input tape to the
tapes k − 1 and k (Step 1 according to Remark 5.3 (1), but we now subtract 2 from the
numbers of auxiliary tapes). Let D = C′1 . . . C
′
l be the (first) maximal subcomputation of C
corresponding to the commands of this kind, where every C′r (1 ≤ r ≤ l) is a product of the
factors Cm-s corresponding to a block of θ-commands of M0, according to the definition of
block given in Remark 5.3.
Since the sector Qk−1Pk is empty in the beginning of D, the computation C
′
1 replaces it
with φ′kj(1) = w
′
ij for some j by Lemma 6.4 (1). Similarly C
′
2 can replace the word w
′
ij with
a longer φ′kj′ image of it (not by φ
−1
kj′-image by Remark 4.1, since j
′ 6= j, because C′1 and C
′
2
do not correspond to mutually inverse subwords of H). It follows that one never obtains
1 again in the sector Qk−1Pk during D, and so D is not a suffix of C, because Ws has this
sector empty.
Since the transition of M0 to Step 2 is possible with empty first tape only (after a
command of type (3)), we have nothing in the sector Q0P1 at the end of the computation
D, according to the definitions of the machines M(θ)-s (see the rules (1’) - (3’)). Hence the
input word u0, and so the input configuration W0 is completely determined by the histories
of D and C. Furthermore by Lemma 6.7, the input configuration W0 has the form F (W0)
for an input word of M0, because D
−1 starts with the empty word 1 = f1(1) in Q0P1-sector.
We have a similar form for Ws, which is also determined by the history of C.
Therefore we can apply Lemma 6.7 to the entire computation C now. The obtained
reduced computation W0 → . . . → Wt of M0 has accepted configurations W0 and Wt by
Lemma 5.1 (4). Therefore by Lemma 6.8, the word W0 (and similarly, the word Ws) is
accepted by M1, as required.
7 Main machine
7.1 Translator machine
An auxiliary input-output S-machine T is designed for translation of arbitrary language L
of positive words in a finite alphabet A = {a1, . . . , ak} into the language f(L).
The tape alphabet of T is A ⊔ Y ′ ⊔ Y ′′, where Y ′ = {a′, b′} and Y ′′ = {a′′, b′′}. The set
of state letters of T is {K} ⊔ {L} ⊔ P ⊔ {R}, where P = {p, pa(1), pa(2), pa(3) | a ∈ A}.
The input configuration of T is KuLpR, where the input word u is a reduced word in the
alphabet A±1, and the output configuration is KLvpR, where the output word v is a word
in Y ′.
The set o positive rules of T consists of the following rules of ’submachines’ T (aj)-s,
corresponding to letters aj ∈ A, j = 1, . . . , k.
(1) The rule
K → K, L→ L, p
ℓ
→ paj (1), R→ R
prescribes an a-index aj to p and gives start to
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(2) the work of the machine
←−
Z (aj), which is a copy of
←−
Z (φ1j) working with the alphabet
Y = Y ′ ⊔ Y ′′, i.e. the P -head starts moving left replacing every letter in the LP -sector with
the ψ′′1j-image of the copy of it in the PR-sector. (So the subgroup Y
′′(ξ′aj ,1) associated with
every rule ξ′aj ,1 is H
′′(1j), the image of F (a′′, b′′) under the homomorphism ψ′′1j .) When the
state letter paj (1) meets L,
(3) the next rule ξ′(2) = ξ′2(aj) is applicable:
K → K, ajL
ℓ
→ L, paj (1)→ w
′
1jpaj (2), R→ R
(4) Then the machine
−→
Z (aj) (a copy of
−→
Z (φ1j) working on Y ) is switched on.
When paj (2) meets R, a ‘copy’ of the rule ξ
′(4) is applicable: paj (2)
ℓ
→ paj (3), and the
rule paj (3)
ℓ
→ p removes the a-index..
Comment. The work of the machine T (aj) in sectors LPR is similar to the work of M1
(moreover, it is a copy of the work of M(θ) restricted to the base Qi−1PiQi if the command
θ of M0 adds aj to the a-word on tape number i) , i.e. it can replace the tape word u of the
LP sector with the copy of φ′1j(u) in the alphabet Y
′. Such a computation also deletes the
last tape letter in the sector KL if it ends with aj.
Remark 7.1. The definition of canonical computations C of the machine T (aj) is the same
as the definition of the canonical work of M(θ) in Remark 6.5. The role of θ-index is played
by a-index aj of p-letters. We say that the canonical computation of T (aj) starts with the
application of the rule p
ℓ
→ paj (1) and the canonical computation of T (a
−1
j ) starts with the
application of the rule p
ℓ
→ paj (3).
Lemma 7.2. There exists a computation W0 → . . . → Ws of T starting with an input
configuration W0 ≡ KuLpR and ending with an output configuration KLvpR if and only if
u is a positive word in the alphabet A and v = f1(u
∗), where u∗ ≡ ait . . . ai1 is the mirror
copy of u ≡ ai1 . . . ait .
Proof. If u ≡ ai1 . . . ait a positive word, then starting with the input configuration, after the
canonical work of the machine T (ait), we obtain the configurationKai1ai2 . . . ait−1Lφ1,it(1)pR.
Then one can subsequently switch on the machines T (it−1), . . . , T (i1) and obtain
KLφ1,i1(φ1,i2(. . . φ1,it(1) . . .))pR = KLf1(u
∗)pR
by the inductive definition of f1.
Conversely, given a reduced T -computation C : W0 ≡ KuLpR → . . . → KLvpR, we
consider the sectors LPR, where the machine T works as the machine M(θ) for a command
θ of the form (3).
Therefore the argument of Lemma 6.7 gives v = f1(w) for some (positive) w and the
factorization C = C1 . . . Ct, where Cl is the canonical work of some T (a
±1
jl
). Hence this factor-
ization corresponds to a reduced word u0 in the alphabet A, and since every T (a
±1
j ) multiplies
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the sector KL by (aj)
∓1 from the right, we have u0 ≡ u
∗, because the word u is erased in
the final configuration.
Let us prove now that there are no negative letters in u ≡ ai1 . . . ait . Assume ait = a
−1
j
for some j. Then the computation should start with the canonical work of T (a−1j ) inserting
aj in the sector KL, since otherwise it will increase the length of the sector KL forever by
Remark 5.14. So T (a−1j ) replaces 1 in the sector LP with the inverse image under φ
′
j,1, which
does not exists since arbitrary φ′j,1-image has positive length. Thus, we have ait = aj . If
ait−1 = a
−1
j′ , then j
′ 6= j, and similarly we obtain φj,1(1) = φj′,1(∗), contrary to Remark 4.2.
Proceeding by induction, we see that the whole word u is positive and w ≡ u0 ≡ u
∗.
7.2 The machine M
Let L be a large integer. Consider now L − 1 copies of the machine M1, denote them by
M
(i)
1 , i = 1, . . . , L− 1, We denote the state and tape letters of M
(i)
1 accordingly, by adding
superscript (i) to all tape and state letters and to all rules. Let Ξ(M1) be the set of positive
rules of M1 and B be the standard base of M1, B
(i) be the copy of the word B with new
superscript (i) added to all letters. We now consider the S-machine M2 with the rules
ξ(M2) = [ξ
(1), .., ξ(L−1)], ξ ∈ Ξ(M1)
(we shall denote ξ(M2) by ξ too) and the standard base
{t(1)}B(1){t(2)}B(2)...{t(L−1)}B(L−1){t(L)}, (7)
where t(i)-s are just separating lettrs. The start/stop words are defined accordingly (every
letter in the standard base is replaced by the corresponding letter in the stop word of M
(i)
1 ).
For every admissible word W of M1 with the standard base we denote by W (M2) the
corresponding admissible word t(1)W (1)t(2)W (2) . . . of M2 with the standard base (of M2),
where W (i) is the i-th copy of W . By definition, W (M2) is an input of M2 if W is an input
word of M1, and so M2 has L− 1 input sectors.
The letters in the copy W (i) of the word W are equipped with the extra superscript (i).
Thus every a-letters and every q-letter of M2 has this extra index. We call it the superscript
of a letter.
By definition the part of a rule ξ of M2 coincides with corresponding part of some rule
ξ(i), except for t-letters t(1), . . . t(L), which are separating but never working: t(i) → t(i) for
every rule ξ.
Notice that for every rule ξ of M2 and every admissible word W of M1 with the standard
base of M1, we have W · ξ = W
′ if and only if W (M2) · ξ = W
′(M2). So there is no sense
of the obtained extension of M1 if we are interested in the properties of computations, but
the inequality L >> 1 will be helpful for the study of groups and diagrams associated with
machines.
Next, we want to connect M2 to the translator machine, and at first we extend the base
of M2. By definition, the standard base of the S-machine M3 is obtained from the standard
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base of M2 by adding one t-letter t
(0) from the left: {t(0)}{t(1)}B(1) . . . But M3 works exactly
as M2 since every rule ξ of M2 is extended by trivial part t
(0) ℓ→ t(0). i.e. the new sector
t(0)t(1) is always locked by M3. However now we are able to connect M3 with the translator
T .
Let M4 be the machine with the standard base of the same form as M3, that is
{t(0)}{t(1)}B(1){t(2)}B(2) . . . {t(L)}
The analogy ξ¯ of every rule ξ of T works in the sector t(0)t(1) as the rule ξ in the sector KL,
and ξ¯ copies in every two sectors Q
(i)
0 P
(i)
1 Q
(i)
1 (i = 1, . . . , L− 1), the work of ξ in the sectors
LPR. Thus M4 is built to simultaneously translate the content of the sector t
(0)t(1) to each
of the input sectors Q
(i)
0 P
(i)
1 of the machines M2.
To connect the S-machine M4 and M3 we introduce the connection rule ξ(43) which locks
all the sectors of M3 except for the input sectors Q
(i)
0 P
(i)
1 and replaces all state letters of M4
with the corresponding letters of M3. (However we will not introduce more indices, since it
will be clear from the context if a rule ξ belongs to M3 or to M4.)
Denote by M5 the obtained union of the machines M4 and M3. The input configuration
of M5 is the input configuration of M4 (and so the input sector of M5 is t
(0)t(1)) and the
accept configuration of M5 is the accept configuration of M3. The main machine M is the
circular form of M5: we identify t
(L) = t(0), and the superscripts are taken modulo L for M .
So the standard base B(M) of M is the standard base B(M3) of M3 However computations
of M can have arbitrary long finite base, for example, B(L−1)t(L−1)B(L)t(0)t(1)B(1) . . ..
Lemma 7.3. Let Q′Q′′ be a sector with a tape alphabet Y¯ of the standard base of M . Assume
that there exist two words q′uq′′ and q′vq′′ with base Q′Q′′ belonging to the domains of two
rules η and ξ, resp., and η does not lock the sector Q′Q′′. Then
(1)we have Y¯ (ξ) ≤ Y¯ (η);
(2) if ξ locks the sector Q′Q′′, then the application of ξ changes either state q′ or q′′.
Proof. The inclusion is obvious if Y¯ (ξ) is the trivial subgroup or Y¯ (η) = Y¯ . Otherwise both
rules ξ and η belong to a copy of one of the machines
←−
Z ,
−→
Z (φj)
←−
Z (φj),
−→
Z (φj), T (aj). In the
later case Q′, Q′′ 6= K since Y¯ (ξ) is nontrivial subgroup and Y¯ (η) 6= Y¯ , and so the machine
T (aj) copies
−→
Z (φj) and
←−
Z (φj) in the sector Q
′Q′′. (See Comment after the definition of
T (aj).) Therefore Statement (1) follows from Lemma 5.12. Statement (2) can be checked
by inspection of the list of M-rules. (For example, for the pair ξ1(c), ξ2 and QQ
′ = Q
(j)
i−1P
(j)
i ,
the rule ξ2 changes the p-letter.)
Let L be a recursively enumerable set of positive words in some alphabet A = {a1, .., ak}.
Then the set L∗ = {w∗ | w ∈ L} (where w∗ ≡ ait . . . ai1 if w ≡ ai1 . . . ait) is recursively
enumerable as well. Therefore there is a Turing machine M0 recognizing the language L
∗,
and one may assume that M0 satisfies the conditions (1) - (7) from Lemma 5.1. We now
assume that the construction of M1, of other auxiliary S-machines, and of the main machine
M are based of the Turing machine M0 recognizing the language L
∗.
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So by Lemma 6.8, the machine M1 recognizes the language f1(L
∗). It follows from the
definition of the machines M2 and M3 that the language of their accepted words is also
f1(L
∗). The difference in comparison with M1 is that the standard bases of M2 and M3 have
L− 1 input sectors, and an input configuration is accepted iff all the input words are copies
(with L− 1 different superscripts) of the same word from f1(L
∗). This observation leads to
Lemma 7.4. The language recognized by the machine M is L.
Proof. If u ∈ L, then by Lemma 7.2, there is a computation (of the translator machine T
and) of the machine M4 transforming the input configuration t0ut1 . . . of M with input u in
the input configuration of M3 with input words f1(L
∗) (with different superscripts), which
is accepted by M3 as we noticed above. Therefore the word u is accepted by M .
Conversely, assume that an input configuration with input u is accepted by a reduced
computation C : W0 → . . . → Ws of M. The history h of C has the form h1ξ(43)h2, where
h1 is the history of the translator machine T . Assume that h2 contains the rule ξ(43)
−1,
and so h2 = h3ξ(43)
−1h4, where h3 is the history of the machine M3. Then by Lemma
6.10, the subcomputation with history h3 starts with an accepted input configuration of the
machine M3. Thus the last configuration of the subcomputation with history h1 has the
form t0t1vp1q1 . . ., where v = f1(w
∗) for some w ∈ L by Lemma 6.8. Moreover by Lemma
7.2, we have w ≡ u, since the mapping f1 is injective. So u ∈ L, as desired.
Now assume that h2 does not contain rule ξ(43)
−1, i.e. it is the history of an accept-
ing computation of M3. Then we obtain the subword t0t1vp1q1 in the beginning of the
subcomputation with the history h2 as in the previous paragraph, and so u ∈ L again.
Lemma 7.5. Let C : W0 → W1 → . . . → Ws be a reduced computation of M with a base
Q
(j)
i−1P
(j)
i Q
(j)
i and a history h. Assume that the state p-letters of W0 and Ws have neither
θ-indices no a-indices, and the tape words u0 and us of the Q
(j)
i−1P
(j)
i -sectors of the words W0
and Ws are equal modulo the Burnside relations. Then us ≡ u0.
Proof. The history h of the computation C can be factorized as (χ0)h1χ1h2χ2 . . . ht(χt),
where χj = ξ(43)
±1 or χj is empty and each hl corresponds to the canonical work of
M(θ±1) for some command θ of M0 or to the canonical work of T (a
±1
j ). Let Wil =
W0(χ
±1)h1(χ
±1)h2(χ
±1) . . . hl(χ
±1). If u0, . . . , ut are tape words of the sector Q
(j)
i−1P
(j)
i of
the words W0 = Wi0 , . . . ,Wit , then by Lemma 6.6, for every pair (ul−1, ul), we have either
ul = φ
′
ij(ul−1) for some mapping φij or ul−1 = φ
′
ij(ul), or ul ≡ ul−1. Since us and u0 are
equal modulo the Burnside relations, we have us ≡ u0 by Lemma 4.5, and the statement of
the lemma follows.
Lemma 7.6. Assume that for some rule ξ of of M and the tape alphabet Y¯ of some sector,
the canonical image Y˜ of the subgroup Y¯ (ξ) in the free Burnside group B(Y¯ ) contains both
nontrivial in Y˜ words u and z−1uz for some z ∈ B(Y¯ ). Then the word z belongs to Y˜ too.
Proof. The statement is obvious if Y (ξ) = Y¯ . Otherwise ξ is a copy of a rule of one of the
machines
←−
Z ,
−→
Z ,
←−
Z (φj),
←−
Z (φj). Therefore the statement follows from Lemma 5.15.
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8 Interference of Burnside relations
In this section, we want to show that changing tape words by equal words in the free Burnside
group, one cannot essentially spoil computations of M . From now, the language L is the
language of positive words in the generators of the group G, which represent the identity of
G. Since the group G from the formulation of Theorem 1.1 is recursively presented group of
finite exponent, this language is recursively enumerable and arbitrary relation w = 1 of G is
a consequence of the relations with left-hand sides from L, i.e. G = 〈A | L〉.
We say that two words in the tape subalphabet Y¯ of some sector are congruent if they
represent the same element of the group G if Y¯ is the input alphabet of M , and they
represent the same element of the free Burnside group of exponent n with basis Y¯ if Y¯ is a
tape alphabet of a non-input sector.
An admissible word is said to be regular if it has no subwords qwq−1, where q is a q-letter
and w is an a-word congruent to 1. An M-computation W0 → . . .→ Ws is called regular if
W0 (or, equivalently some Wj for 0 ≤ j ≤ s) is regular.
Definition 8.1. We say that two regular M-admissible words W and W ′ are congruent
(W ′ ∼= W ) if they have the same vector of state letters q(1) . . . q(l) and their tape words wj,
w′j between q(j) and q(j + 1) are congruent for every j = 1, . . . , l − 1.
Remark 8.2. Note that if two words W and W ′ are congruent and η-admissible for some
rule η, then the words W · η and W ′ · η are also congruent, because multiplication of the
congruent tape words by the same words from the left/right preserves the congruence.
Definition 8.3. We say that C : W0 → . . . → Ws is a quasi-computation with history
h = η1 . . . ηs if every word Wr is regular and ηr+1-admissible (r = 0, . . . , s−1), and for every
r = 1, . . . , s− 1, we have Wr ∼= Wr−1 · ηl and Ws =Ws−1ηs. If the history h is reduced, then
the quasi-computation C is called reduced.
It follows from Remark 8.2 that for every quasi-computationW0 → . . .→Ws with history
h, there is a reduced quasi-computation W0 → . . .→W
′
s′ whose history is the reduced form
of h and W ′s′
∼= Ws. The inverse quasi-computation C
−1 with history h−1 is V0 → . . .→ Vs,
where V0 ≡Ws, Vs ≡ V0, and Vi ≡Ws−i−1 · ηs−i for i = 1, . . . s− 1.
Lemma 8.4. Let C : W0 →W1 → W2 be a reduced quasi-computation with history h = η1η2
and base Q′Q′′ for some base letters Q′ and Q′′. If the rule η2 (the rule η1) does not lock this
sector, then there is a regular M-computation C′ : W ′0 → W
′
1 →W
′
2 (resp., W
′
2 →W
′
1 → W
′
0)
with history h (with history h−1), where W ′0 ≡ W0, W
′
1 ≡ W
′
0 · η1, and W
′
2
∼= W2 (resp.,
W ′2 ≡W2, W
′
1 ≡W
′
2 · η
−1
2 , and W
′
0
∼= W0).
Proof. Let Y¯ be the tape alphabet of the sector Q′Q′′. Since the word W1 is η2-admissible
and has the same state letter as the wordW0 ·η1 (which is η
−1
1 -admissible), we have Y¯ (η
−1
1 ) ≤
Y¯ (η2) by Lemma 7.3. Therefore the word W
′
1 = W0 ·η1 is η2-admissible. Since it is congruent
to W1, the word W
′
2 =W
′
1 · η2 is congruent to W1 · η2 = W2 by Remark 8.2.
The second statement of the lemma follows from the first one after one replaces C with
C−1.
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Lemma 8.5. Let C :W0 → . . .→Ws be a reduced computation of M with base t
(i)B(i)t(i+1),
(which is the subbase of the standard base ofM), where ti 6= t0. Assume that |W0|a = |Ws|a =
0 and each of W0, Ws has the vector of state letters, which is a part of either start or end
configuration of M . Then C is a restriction of a quasi-computation D : V0 → . . .→ Vs with
standard base, where each of V0, Vs is either an accepted input configuration of M or the
accept configuration, and the restriction of D to the subbase t1 . . . tL is a computation.
Proof. We obviously can extend C to the base t(1)B(1)t(2) . . . t(L−1)B(L−1)t(L) since the rules
of M act uniformly on each subbase t(k)B(k)t(k+1), k 6= 0. We will use the same notation C
for such an extension. So it remains to extend C to the sector t0t1.
The history h can be written as h = h1χ1h2χ2 . . . hl, where χk = χ(43)
±1 (k = 1, . . . , l−1),
and h1, . . . , hl are the histories of either M3 or M4. We will induct on the number l, and so
we make the assumption of the lemma weaker allowing the last admissible word be in the
domain of rule χ(43)±1 too (which unlock sectors Q
(j)
0 P
(j)
1 ). So by the inductive conjecture,
we can extend the computation with history h1χ1h2χ2 . . . hl−1 and obtain either the empty
sector t0t1 at the end on the quasi-computation or a word u from the language L in this
sector if hl−1 is a history of M4.
If hl is a history of M3, then before the aplication of χl , one can replace u with the
congruent empty word since u = 1 in G the further extension is obvious since every rule of
M3 locks the sector t0t1.
Let now hl be a history ofM4. We first assume that χl−1 = χ(43)
−1. Then either h−1l−1 is a
history of an accepting computation E : U → . . .→ U ′ ofM3 (if l = 2) or it is a computation
of M3 starting and ending with input configurations. In both cases U is an accepted input
configuration of M3 (see Lemma 6.10 for the second case). Thus, the input tape word v
of U (in the sector Q
(1)
0 P
(1)
1 ) belongs to the language f1(L
∗) (see Section 7.2). So there is
u ∈ L such that v = f1(u
∗), and by Lemma 7.2, one can extend the subcomputation of C
with history hl to the sector t0t1, and obtain at the end the accepted input configuration
t0ut1 . . . tL.
It remains to assume that l = 1. Then hl is a product g1 . . . gk, where every gr is the
history of the canonical work of a submachine T (a±1ir ) for some letter air . Note that gs−1
and gs cannot be associated with a and a
−1 for some a ∈ Y ±10 since the computation C is
reduced. Hence the word a±1i1 . . . a
±1
ik
is reduced to. The canonical work of every machine
T (air) corresponds to the application of the mapping φ1,ir to the sector Q
(j)
i−1P
(j)
i . Hence if
k ≥ 1, then we have a contradiction with Lemma 4.3. If k = 0, then the sector t0tl can be
left empty under the computation with history hl, as required.
We say that a history h is stable if all the rules of h do not change the states of the heads
of the S-machine M . According to the definition of M this means that all rules from h are
the copies of the rules ξ1(∗) or all of them are copies of the rules ξ3(∗) of Z-machines, or all
the rules are copies of the rules ξ′1(∗) of the machine
←−
Z (φij), or all the rules are copies of
the rules ξ′3(∗) of the machine
−→
Z (φij). (Only one working p-head from the standard base of
M1 or of T is moving, although the standard base of M has L − 1 copies of such a moving
head).
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A reduced history is called simple if it has no non-empty maximal stable subhistories h,
such that the word h is trivial in the free Burnside group of exponent n.
Lemma 8.6. For every quasi-computation W0 → . . . → Ws with a history h, there is a
quasi-computation W ′0 → . . .→ W
′
s′ with a simple history h
′ such that W ′0
∼= W0, W
′
s′
∼= Ws,
and h′ is equal to h modulo the Burnside relations.
Proof. Assume that h is not simple, i.e. a nontrivial maximal stable sub-quasi-computation
D : Wj → . . . → Wl has history h0 trivial in the free Burnside group. Since D is stable,
the words Wj and Wl have the same vector of state letters. They also have congruent tape
subword in each sector. Indeed, if the working head Pi of D works as the running head in
one of the machines
←−
Z (θ, i),
−→
Z (θ, i), then it consequently inserts/deletes the copies of letters
from h0 in the tape alphabets from the left and from the right, and so D does not change
sector words modulo the Burnside relations. If Pi works as in
−→
Z (φij), then every rule from
h0 multiplies the sector tape words by the (copy of the) corresponding generator of the group
H(j). So D changes tape words by equal words modulo the Burnside relations too. If Pi
works as in
←−
Z (φij), then one may assume that D corresponds to the positive command θ
and use both above arguments.
Since we have Wl ∼= Wj , the sub-quasi-computation D can be removed from C. The
obtained quasi-computation can be made reduced. This procedure proves the lemma.
Two reduced histories h ≡ h1g1h2g2 . . . glhl and h
′ ≡ h′1g1h
′
2g2 . . . glh
′
l, where hi, h
′
i are
all maximal stable subhistories (here h1 or/and hl can be empty), are called congruent if
h′i = hi (i = 1, . . . , l) in the free Burnside group of exponent n.
Lemma 8.7. Let C :W0 →W1 →W2 be a reduced quasi-computation with a history h = η1η2
and the base (Q
(j)
i−1P
(j)
i Q
(j)
i )
±1 for some i ∈ {1, . . . , k}, j ∈ {1, . . . , L− 1}. Suppose that the
rule η2 locks one of the sectors Q
(j)
i−1P
(j)
i , P
(j)
i Q
(j)
i , but not both.
Then there is a reduced regular M-computation C′ starting with W0 whose simple history
h′ is congruent to h and the last word of C′ is congruent to W2.
Proof. (a) We will omit superscripts and assume that η2 belongs to
←−
Z (φij) and locks the
sector Qi−1Pi. Then we assume first that W0 · η1 = qi−1upθ,i(1)vqi for some a-words u and
v. The congruent word is W1 ≡ qi−1pθ,i(1)v
′qi (and so it is η2-admissible). We consider an
extension D of the computation W0 → W0 · η1 by a stable computation of
←−
Z (φij) with the
moving state letter pθ,i(1), which erases the word u from the left. Since u is equal to the
empty word in the free Burnside group, the same extension replaces v by a word v′′v, where
v′′ is trivial modulo the Burnside relations since v′′ is (a copy of) the image of u under a
homomorphism ψ′ij .
If E is the reduced form of D, we have that the history of E is congruent to h and the
last admissible word is equal to (the reduced form of) qi−1pθ,i(1)v
′′vqi The only difference in
comparison with W1 is the occurrence v
′′v instead of v′. Since v′′v and v′ are equal modulo
the Burnside relations, it remains to obtain C′ applying Lemma 8.4 to the quasi-computation
in sector PiQi whose history is product of the last rule of E and η2.
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IfW0 ·η1 = qi−1upθ,i(2)vqi and therefore we haveW1 = qi−1w
′
ijpθ,i(2)v
′qi, where u = w
′
iju
′,
u′ ∈ H ′(ij), and u is equal to w′ij modulo the Burnside relations. Then instead of
←−
Z (φij)
in the previous paragraph, now we exploit the machine
−→
Z (φij), which however moves left
erasing the word u′ and copying this word from the right of the Pi-head in the PiQi-sector.
If the rule η2 locks the sector PiQi, one can also argue as above. For example, if W0 ·η1 =
qi−1upθ,i(1)vqi and v is trivial in the free Burnside group, then by Property (C), it is a trivial
word in the free Burnside subgroup H ′′(ij) freely generated by the words w′′i (a) and w
′′
ij(b).
Hence there is an extension D of the computation W0 → W0 · η1 by a stable computation
with the moving state letter pθ,i(1) of
←−
Z (φij), which erases the word v. The history of this
moving is trivial modulo the Burnside relation, and so the word u will be replaced by a
congruent word, and one can finish as above but using that the sector Qi−1Pi is unlocked by
η2 now.
If η2 belongs to a copy of
←−
Z and
−→
Z , then in the sectors Qi−1PiQi, we have the work of
’more primitive’ machines copying, and the proof is easier.
Remark 8.8. In the first (the second) variant of Lemma 8.4 and in Lemma 8.7, the con-
structed computation C′ depends on the first word W0 (resp., the last word Ws) and the
history of C only. In particular, the replacement of W1 with a congruent word can change
the quasi-computation C, but cannot change the computation C′.
Lemma 8.9. Let C : W0 → . . . → Ws be a quasi-computation with simple history h =
η1 . . . ηs and the base Q
(j)
i−1P
(j)
i Q
(j)
i for some i ∈ {1, . . . , k}, j ∈ {1, . . . , L− 1}. Suppose that
(1) exactly one rule of the history locks both Q
(j)
i−1P
(j)
i - and P
(j)
i Q
(j)
i -sectors, namely, the
first rule η1 or
(2) exactly two rules of the history lock both Q
(j)
i−1P
(j)
i - and P
(j)
i Q
(j)
i -sectors, namely, the
first rule η1 and the last rule ηs.
Then there is a reduced regular M-computation C′ starting withW0 whose (simple) history
h′ is congruent to h such that the last admissible word of C′,
(a) under the assumption (1), is congruent to Ws and
(b) the under assumption (2), is Ws.
Proof. We will omit the superscripts (j) in the proof. Inducting on t, we want for every
prefix h(t) of h of length t, 1 ≤ t ≤ s, to construct a regular reduced computation C′(t) of M
such that the history h′(t) of C′(t) is congruent to h(t) and the last admissible word of C′(t)
is congruent to Wt. Since under assumption (2), the last rule of of h = h(s) locks all the
sectors, the last word of the computation with history h′(s) must be equal to Ws. If t = 1
this property is trivial with h′(1) = h(1).
Assume that t ≥ 2 and the required C′(t − 1) : V0 → . . . → Vit−1 is constructed, where
Vit−1
∼= Wt−1. If the rule ηt unlocks both sectors Qi−1Pi and PiQi, then we can apply Lemma
8.4 to the quasi-computation Vit−1−1 → Wt−1 → Wt and obtain the required computation
C′(t) : V0 → . . . → Vit−1 → W
′
t , where W
′
t
∼= Wt with history h
′(t) congruent to h(t).
Similarly, if ηt locks only one of the sectors, then we can apply Lemma 8.7 to the quasi-
computation Vit−1−1 → Wt−1 →Wt and obtain C
′(t).
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Assume now that ηt locks both sectors. It follows from the assumption (2) that Vis−1 ≡
qi−1upvqi ∼= Ws−1, where both u and v are congruent to the empty word since the rule ηs
locks both sectors Qi−1Pi and PiQi and the word Ws−1 is ηs-admissible. Therefore the words
u and v are freely trivial by Lemma 6.6 and Lemma 4.5. We obtain the required computation
C′ extending C′(s− 1) with Vis−1 → Vis−1 · ηs ≡Ws.
Definition 8.10. We call the base Q(1)Q(2) . . .Q(k) of a computation or a quasi-computation
C : W0 →W1 → . . .→Wt revolving if k > 1 and Q(1) = Q(k).
If the computation C with revolving base has history h, then for every j = 1, . . . k there
is the computation (quasi-computation) C′ : W ′0 → W
′
1 → . . .→ W
′
t with history h and the
revolving base Q(j)Q(j+1) . . . Q(k)Q(2) . . . Q(j− 1)Q(j), where every word W ′i is obtained
from Wi by the corresponding cyclic permutation of the sectors; C
′ is a cyclic permutation
of C. So Q(1)Q(2) . . . Q(k) can be regarded as the circular base of C.
Lemma 8.11. Let C : W0 → . . . → Ws be a quasi-computation with a revolving base, with
simple history h = η1 . . . ηs, and let the copies of the word (Q
(j)
i−1P
(j)
i Q
(j)
i )
±1 (with equal or
different superscripts but with the same i ≥ 1) occur in the cyclic base of C m > 0 times.
Suppose that at least one rule ηr locks both Q
(j)
i−1P
(j)
i - and P
(j)
i Q
(j)
i -sectors. Then there is a
quasi-computation C′ : W ′0 → . . .→W
′
s′ such that
(a) the simple history h′ of C′ is congruent to h;
(b) the restriction of C′ to every subbase of the form (Q(j)i−1P
(j)
i Q
(j)
i )
±1 is a reduced regular
M-computation;
(c) if the restriction D of C to a subbase Q′Q′′, where neither Q′ nor Q′′ is equal to
P
(∗)
i , is a computation of M , then the restriction D
′ of C′ to this subbase is also a regular
computation of M ;
(d) the first and the last admissible words of C′ are congruent to W0 and Ws, respectively;
(e) if the state letters of an admissible word W ′l have neither θ-indices nor a-indices,
then either the (Q
(∗)
i−1P
(∗)
i )
±1-sectors of W ′l are all empty or they are all non-trivial in the free
Burnside group of exponent n.
Proof. Since the rule ηr locks the sectors (Q
(j)
i−1P
(j)
i )
±1 and (P
(j)
i Q
(j)
i )
±1, the letters P
(j)
i (with
arbitrary superscript (j)) can occur in the revolving base (taken up to cyclic permutations)
solely between (Q
(j)
i−1)
±1 and (Q
(j)
i )
±1 by Lemma 5.7.
Assume first that
(1) exactly one rule of the history locks both Q
(j)
i−1P
(j)
i - and P
(j)
i Q
(j)
i -sectors, namely, the
first rule η1, or
(2) exactly two rules of the history lock both Q
(j)
i−1P
(j)
i - and P
(j)
i Q
(j)
i -sectors, namely, the
first rule η1 and the last rule ηs.
Since in the beginning all m pairs of the sectors are empty, the computation C(t), we
defined by induction in the proof of Lemma 8.9, is the same (up to superscripts) for all pairs
of such sectors. (See Remark 8.8.) Therefore the statements (a), (b), and (d) follow from
Lemma 8.9.
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Consider now a sector Q′Q′′, where neither Q′ norQ′′ is equal to P
(∗)
i and the restriction of
C to this sector is an M-computation. Then the modification of the work of the P (∗)i -heads
needed for the inductive construction of C′(t), does not change the configurations in the
Q′Q′′-sector at all by the definition of M ; it can just extend the computation in this sector
by a longer trivial computation. This proves the statement (c) under the above assumption.
Assume now that the history h of C has l > 0 rules χ1, . . . , χl simultaneously locking
all Q
(∗)
i−1P
(∗)
i - and P
(∗)
i Q
(∗)
i -sectors. So, h ≡ h0χ1h1 . . . χlhl, where the subhistories h0, . . . , hl
contain no such rules for given i. Then we consider the quasi-computations with subhistories
h0χ1, χ1h1χ2,... and apply the statements of Lemmas 8.9 and 8.11 under assumptions
(1) or (2) formulated above. (More precisely, the assumption (1) works for the inverse
subcomputation with history χ−11 h
−1
0 .)
To obtain Property (e), we apply Lemma 6.6 to the subcomputation of C′±1 (in the
sectors (Q
(j)
i−1P
(j)
i Q
(j)
i )
±1) starting with the rule locking both sectors and ending with W ′l .
Then the statement follows from Lemma 4.5. Thus, the lemma is proved.
Lemma 8.12. Let C : W0 → . . .→Ws be a quasi-computation with a revolving base, a simple
history h = η1 . . . ηs, and let the copies of the word (with equal or different superscripts but
with the same subscript i) occur in the base of C m > 0 times. Suppose the base of C has
no subwords of the form (P
(j)
i )
±1(P
(j)
i )
∓1 and at least one rule of h locks one of the sectors
Q
(j)
i−1P
(j)
i and P
(j)
i Q
(j)
i but no rule locks both these sectors.
Then there is a reduced M-computation C′ with Properties (a) - (e) of Lemma 8.11.
Proof. It follows from the assumption of the lemma that every occurrence of (P
(j)
i )
±1 in
the revolving base appears in a subword (Qi−1PiQi)
±1. We first assume that there is a
rule locking Qi−1Pi-sectors in h and there is a rule locking PiQi-sectors. The word W0 has
subwords of the form (qi−1upvqi)
±1 (where we omit the superscripts and the indices at p). For
different subbases Qi−1PiQi of W0, the pairs (u, v) can be different but the first components
of such pairs are congruent. Indeed, all of them are empty in the word Wl obtained after
the application of the rule locking the Qi−1Pi-sectors, and the application of arbitrary rule
preserves congruence of words by Remark 8.2. The second components are also congruent
by the same reason.
For the beginning, we can therefore replace all such pairs in different subwords with the
pair (u, v), changing the admissible word W0 by a congruent word, and so the word W1 of
the quasi-computation can be left unchanged. Indeed, this can be done by Lemma 8.4 if the
rule η1 does not lock Qi−1Pi-sector (PiQi-sector); otherwise the words in all Qi−1Pi-sectors
(resp., all PiQi-sectors) of W0, are copies of the same word.
Now one can repeat the inductive construction of C′(t) and C′ given in the proof of Lemma
8.9. Since the initial subwords of W0 with the base of the form Qi−1PiQi are just copies of
each other, the computations C′(t) can be built simultaneously for all subbases (Qi−1PiQi)
±1
by Remark 8.8. So we obtain Properties (a) - (d) of Lemma 8.11 arguing as in Lemma 8.9.
If one of the two sectors Qi−1Pi and PiQi is unlocked by all the rules from h, then there
is no need to modify W0 making the a-words in such sector equal.
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To obtain Property (e) from Lemma 8.11, we consider a word W ′l without θ-and a-indices
and two computations C1 : W
′
l → . . . → W
′
s and C2 : W
′
l → . . . → W
′
0. If a Q
(∗)
i−1P
(∗)
i -sector
of W ′l contains a non-empty word w trivial in the free Burnside group of exponent n, then
we can replace W ′l by a word W
′′
l with empty Q
(∗)
i−1P
(∗)
i -sectors and replace W
′
l · η
′
l+1 with a
congruent word W ′′l ·η
′
l+1. So, we obtain a quasi-computation starting with W
′′
l . Then again,
this quasi-computation gives a computation C′1 starting with W
′′
l . Similarly we obtain a
computation C′2. The computation (C
′
2)
−1C′1 has Property (e), because by Lemmas 6.6 and
4.5, any word Wk without θ-indices in this computation has empty Q
(∗)
i−1P
(∗)
i -sector word w
provided w is trivial modulo the Burnside relations.
Lemma 8.13. Let C :W0 → . . .→Ws be a quasi-computation with a revolving base having
no subwords of the form (P
(j)
i )
±1(P
(j)
i )
∓1 and with a simple history h = η1 . . . ηs. Then
there is a quasi-computation C′ starting with a word congruent to W0, ending with a word
congruent to Ws, whose simple history h
′ is congruent to h, and the restriction of C′ to every
sector Q′Q′′ is a regular computation provided Q′ /∈ {t(0), (t(1))−1}.
If the base (or a cyclic permutation of it) has a subword Q
(j)
i−1P
(j)
i Q
(j)
i and C has an
admissible word Wr without θ-indices and a-indices, then in every such admissible word W
′
r
of C′, every Q
(∗)
i−1P
(∗)
i -sector is either empty or non-trivial in the free Burnside group of
exponent n.
Proof. If we have a 2-letter subbase of the form QiQ
−1
i or Q
−1
i Qi, then such sectors can-
not be locked by Lemma 5.7, and the restrictions of C to such base can be replaced with
computations having the same history, due to Lemma 8.4.
By the definition of admissible words and the assumption of the lemma, a base letter
(P
(j)
i )
±1 can occur only in the subbases (Q
(j)
i−1P
(j)
i Q
(j)
i )
±1 of the revolving base.
If the history h of C has rules locking the sectors Q
(j)
i−1P
(j)
i and rules locking the sectors
P
(j)
i Q
(j)
i , then the restrictions of C to such subbases can be replaced with computations by
Lemmas 8.11 and 8.12.
In the remaining cases, there are no rules in h locking the sectors P
(j)
i Q
(j)
i or there are no
rules locking the sectors Q
(j)
i−1P
(j)
i . If nothing is locked, then we refer to Lemma 8.4 again.
Otherwise one can apply Lemma 8.12. To complete the proof, we recall that by Lemmas 8.11
(c) and 8.12, the restrictions of the quasi-computation C to the subbases (Q
(j)
i−1P
(j)
i Q
(j)
i )
±1
with different subscripts i can be modified one-by-one.
9 Revolving quasi-computations
We say that a reduced computation (a quasi-computation) W0 → . . . → Ws with a history
η1 . . . ηs is idling if Wi−1 · ηi ≡ Wi−1 for every i = 1, . . . , s. An admissible word W of M is
passive if there exists a rule of M such that the computation W →W · η is idling.
Lemma 9.1. Let C : W0 → . . .→ Wt be a quasi-computation of M with history h nontrivial
modulo the Burnside relations, with all rules fromM3 or all rules fromM4, and with revolving
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base B(C). Assume thatW0 andWt are passive words with equal vectors of state letters. Then
either
(1) W0 ∼= Wt or
(2) all the state letters of all words Wl (0 ≤ l ≤ t) are equal to the same p
±1, where p ∈
P
(j)
i for some i, j. Furthermore, for some command θ of M0, all the transitions Wj →Wj+1
are obtained by application of the rules ξ1(θ, i)(∗)
±1 of a machine
−→
Z (θ, i) or all of them are
obtained by application of the rules ξ3(θ, i)(∗)
±1 of a machine
←−
Z (θ, i), or all of them are
obtained by application of the rules ξ′1(θ, i)(∗)
±1 of a machine
←−
Z (φij), or all of them are
obtained by application of the rules ξ′3(θ, i)(∗)
±1 of a machine
−→
Z (φij).
Proof. If the base B(C) has P -letters only, then we have Property (2) since a p-letter can
be changed only by a rule locking a PiQi-sector or locking a Qi−1Pi-sector. (We often omit
superscripts.) So one may assume that there is Q-letter in the base. Since the words W0
and Wt are passive, every p-letter from P
±1
i stays in these words either near a letter Q
±1
i or
near a letter from Q±1i−1.
Assume first that the history h is simple. Let we have a subword (Qi−1PiP
−1
i Q
−1
i−1)
−1
(or Q−1i P
−1
i PiQi) in the revolving base. Then the Pi-letters cannot start running since they
cannot stop running returning to the Q-head by Lemmas 5.10, because the maximal stable
subhistory of a simple history cannot be trivial in the free Burnside group. So the three
sectors Q−1i P
−1
i PiQi of W0 do not change, up to congruence, in C.
By the projection argument (see Remark 5.13), we have for W0 and Wt, the same a-
projections of the subwords in subsectors Qi−1PiQi unless the machine
←−
Z (φij) works. Note
also, that these subwords cannot be of the forms qi−1u
′piqi and qi−1piu
′′qi with non-empty
u′, u′′ since W0 and Wt are passive. So we obtain Condition (1) if no
←−
Z (φij) works, because
the sector t0t1 is locked by M3 and sectors t0t1 and t
−1
1 t1 are impossible for a computation
of M4 having passive words.
It remains to consider the work of
←−
Z (φij)under the assumption that Property (1) is false.
The Pi-head of one of such submachine has to run through the whole sector from Qi to Qi−1
since W0 and Wt are passive. (It cannot start running from a Q-head and return to the same
head by Lemma 5.11.) This submachine starts working of a machine M(θ) for a command
θ of type (1). After the Pi-head reaches Qi−1, it locks the sectors Qi−1Pi and Pi−1Qi−1 and
gives start to
←−
Z (θ, i − 1), which also completes its canonical work since W0 and Wt are
passive. Similarly, we obtain the work of each Z-machine from the definition of M(θ), and
every sector of the base will be locked by at least one rule. Hence the revolving base has to
contain the standard base of M1, which contradicts to the assumption that the words W0
and Wt are passive.
If h is not simple, then we can replace it with a simple history h′ by Lemma 8.6. If we
have got Condition (2) for the quasi-computation with history h′, the same property holds
for C since only a stable quasi-computation can have a base consisting of P -letters.
Definition 9.2. We say that a regular computation of M or a quasi-computation C : W1 →
. . .→Wt is revolving if
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(a) the base B(C) is revolving,
(b) W0 ∼= Wt,
(c) the history of h is simple and non-trivial modulo the Burnside relations, and
(d) no subword of the (cyclic) word W±10 is congruent to an M-accepted configuration.
Lemma 9.3. Let C :W0 → . . .→Ws be an idling revolving quasi-computation with cyclically
reduced history h, and a quasi-computation C′ : W ′0 → . . .→W
′
s′ have history h
′ freely equal
to ghg−1 for some word g. If W ′0 ≡ W0, then there is a computation W0 → . . . → Wt with
history g satisfying either Condition (1) or Condition (2) of Lemma 9.1. In the latter case
both C and C′ satisfy Condition (2) as well.
Proof. Note that either all the rules of h belong to M3 or all of them belong to M4 since
the connecting command ξ(43)±1 changes all state letters an so it cannot occur in idling
computations.
We have h′ ≡ fh0f
−1, where the right-hand side is reduced and h0 ≡ h1h2 is a cyclic
permutation of h ≡ h2h1 with non-empty h1. So in the free group, we have ghg
−1 =
fh1hh
−1
1 f
−1. Therefore g−1fh1 belongs to the centralizer of h, and if h is a power of r,
where r is not a proper power, then we obtain g = fh1r
l for some integer l.
Since h′ ≡ fh0f
−1, we have a quasi-computation W ′0 → . . .→ V with history f extended
to a quasi-computation W ′0 → . . . → V → . . . V
′ with history fh0, which starts with a
quasi-computation W ′0 → . . .→ V → . . . V
′′ with history fh1.
Recall that by Lemma 7.3, every sector of the base is either locked by every rule of h or
is unlocked by every rule of h, because h is idling. Since the rules of non-empty h1 and r are
contained in h, one can extend the above quasi-computation and obtain a quasi-computation
C′ : W ′0 → . . .→ U with history fh1r
l = g.
Note that the first word W ′0 ≡ W0 is passive since the nontrivial idling computation C
starts with W0. The word U is also passive since the last rule of r
−1 (i.e. the last rule of h)
or the last rule of h1 (if l = 0) is applicable to U , and it changes nothing since the word U
has the same base as the words of C. Now the reference to Lemma 9.1 completes the proof
of the lemma, because Condition (2) for a non-trivial g implies the same condition for C and
C′ since all these quasi-computations have the same base.
Lemma 9.4. Let C : W0 → W1 → . . .→ Wt be a non-idling revolving quasi-computation of
M with a base B(C) and cyclically minimal in B(Ξ+) history h corresponding to the rules of
the machine M3. Then C satisfies Condition (2) of Lemma 9.1.
Proof. Assume first that the history h is stable. Then every rule of h belongs to some
←−
Z (θ, i)
(or to
−→
Z (θ, i), or to
←−
Z (φij), or to
−→
Z (φij)). Then the letters staying from the right and from
the left of Pi = P
(j)
i in the revolving base B(C) cannot be either Qi−1- or Qi-letters by
the assumption Wt ∼= W0 and Lemmas 5.10 and 5.11, because the stable history h is not
congruent to the empty word. Hence by the definition of admissible word, we should have
the subword P−1i PiP
−1
i in B(C). (The base B(C), being revolving, can be regarded as cyclic
word). Using the same argument, we obtain PiP
−1
i PiP
−1
i Pi, and the entire base B(C) is
(PiP
−1
i PiP
−1
i . . . Pi)
±1. Therefore p will never be replaced with other state letter during the
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quasi-computation since only a rule locking the sector Qi−1Pi or the sector PiQi can change
the states of the head Pi. Thus, under the above assumption, the lemma is proved.
We may now assume that h is not stable. Since C is revolving, one can construct a
quasi-computation Cm with history hm for arbitrary m ≥ 1. Every stable subhistory of hm
is a subhistory of a cyclic permutation of h, because h is not stable. Therefore hm is simple
history since h is a cyclically minimal word. Moreover, we can construct an infinite in both
direction ”quasi-computation” D whose history is periodic with period h.
Since the history h is not stable, the p-letter of a machine
←−
Z (θ, i) (or
−→
Z (θ, i), or
←−
Z (θ, i),
or
←−
Z (φij)), starts working with some Wl. The Pi-head eventually stops working since the
histories of C and D are not stable. It stops running when the next rule locks the sector
Qi−1Pi of the revolving base (or the sector PiQi) taken up to cyclic permutations.
Then by the definition of M1 and M , the sector Pi−1Qi−1 is also locked by the last rule,
we have Pi−1 in the revolving base, and the machine
←−
Z (θ, i−1) has to start working. (There
is no difference if we obtain Pi+1 and
←−
Z (θ, i + 1) starts working.) In turn, the machine
←−
Z (θ, i − 1) will soon or later switch on the next one, and so on. (Here we keep in mind
that the P -head cannot start and return to the same Q-head by Lemmas 5.10, because
the maximal stable subhistory of a simple history cannot be trivial in the free Burnside
group.) Reversing the history, we see that the machine
←−
Z (θ, i) was switched on right after
the machine
←−
Z (θ, i+1) stopped working. It follows that the quasi-computation with history
hm includes for some m, the canonical work of every
←−
Z (θ, i), i = 1, . . . , k.
Therefore every sector of the base B(C) is locked by at least one rule from h. We obtain
similar conclusion when starting with
−→
Z (θ, i), or
←−
Z (θ, i), or
←−
Z (φij). Thus, by Lemma 5.7,
the revolving base B(C)±1 must be (a cyclic permutation) of a power of the standard base.
Besides, it follows that the same machine M(θ) cannot canonically work permanently, and
there are rules in h erasing the θ-index of the state letters. So the quasi-computation C has
a word Wl without θ-indices.
Consider the quasi-computation E : Wl → . . . → W0 → . . .→ Wl of positive length. By
Lemma 8.13, there is a computation F of positive length starting and ending with words W
and W ′ congruent to Wl and having history h(F) congruent to h(E). Moreover, by Lemma
8.13, we may assume that all Qi−1Pi-sectors of W and W
′ are either empty or non-trivial in
the free Burnside group. Now by Lemma 7.5 for F , we have W ≡ W ′, and Lemma 6.9 for
F gives a contradiction. So h is stable, and the lemma is proved.
Lemma 9.5. Let C : W0 → . . . → Wt be revolving quasi-computation whose history h is
cyclically minimal modulo the Burnside relations and contains a rule of the machine M4.
Then h has the rules of M4 only and either
(1) C is an idling quasi-computation, or
(2) all the state letters of all words Wl (0 ≤ l ≤ t) are equal to the same p
±1, where
p ∈ P
(j)
1 for some j, all rules of h are rules ξ
′
1(ak)
±1 of a machine
←−
Z (φk1), or the rules
ξ′3(ak)
±1 of a machine
−→
Z (φk1).
Proof. If the maximal M4-quasi-computation C
′ of C is idling, then all the rules of h have to
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belong to M4 since the states of the heads are not changed by C
′. Then we have option (1).
So we may assume further that C′ is not idling.
Assume first that every rule of h belongs to the copy of a machine T (a±1l ). Since C is not
idling, some P -letter is working in this quasi-computation as it follows from the definition
of T and M4. (When the rule ζ2(aj) inserts/deletes a letter from the left of L it locks the
sector LP , and so there is a working P -head if L is working head.)
Then (as in Lemma 9.4) the letters staying from the right and from the left of P = P
(j)
1 in
the revolving base B(C) cannot be Q
(j)
0 or Q
(j)
1 by the assumptionWt
∼= W0 and Lemmas 5.10
and 5.11, because the history is simple. Hence we obtain the word P−1PP−1 in B(C),..., and
the entire base B(C) is (PP−1PP−1 . . . P )±1. Therefore the letter p will never be replaced
with other state letter during the quasi-computation since a rule changing the states of the
head P
(j)
1 locks the sector Q
(j)
0 P
(j)
1 or the sector P
(j)
1 Q
(j)
1 . Thus, the statement of the lemma
follows.
Second, proving by contradiction, we assume now that all the rules of h belong toM4, but
do not belong to a copy of the same T (a±1l ). It follows that the P
(j)
1 -head eventually stops
running in C and meets a neighbor Q
(j)
1 -head (or Q
(j)
0 -head). Since the P
(j)
1 -head changes
the state when it ends running, and Wt ∼= W0, P
(j)
1 -head has to meet another neighbor Q
(j)
0
(resp. Q
(j)
1 ). (The P -head cannot start and return to the same Q-head by Lemmas 5.11.)
Now we consider the restriction D : V0 → . . . → Vt of C to the subbase Q
(j)
0 P
(j)
1 Q
(j)
1 ,
We have a configuration Vm without a-indices in the computation D (Otherwise D has to
correspond to the work of a single machine T (a±1k ).)
There exists a quasi-computation E : Vm → . . .→ V0 → . . .→ Vm. By Lemma 8.13, there
is a computation E ′ of positive length starting and ending with words V and V ′ congruent to
Vm and having history h(E
′) congruent to h(E). Moreover, by Lemma 8.13, we may assume
that all Q
(j)
0 P
(j)
1 -sectors of W and W
′ are either empty or non-trivial in the free Burnside
group. By Lemma 7.5, for E ′, we have V ≡ V ′.
The history h(E ′) is a product h1 . . . hl, where every hr is the history of the canonical work
of a submachine T (a±1ir ) for some letter air . Note that hs−1 and hs cannot be associated with
a and a−1 for some a ∈ Y ±10 since the computation C is reduced. Hence the word a
±1
i1
. . . a±1il
is reduced to. Recall that the canonical work of every machine T (air) corresponds to the
application of the mapping φ1,ir to the sector Q
(j)
0 P
(j)
1 . Hence we have a contradiction with
Lemma 4.3.
Assume finally that there are rules of the machine M3 in h, and so there is the rule
ξ±1(43) connecting the machines M4 and M3 This rule locks all sectors except for the input
sectors of the machine M3, and therefore there is a subbase (P
(i)
1 Q
(i)
1 )
±1 in the revolving
base.
A rule of M3 next to ξ(43)
±1 starts moving the P
(i)
1 -head, and this head has to meet Q
(i)
0
and so on, which again means that the base of C (without the first or the last letter) is a
cyclic permutation of a power of the standard subbase.
Since the rule ξ(43) changes the state letters, we have both ξ(43) and ξ(43)−1 in the
history. So there is a subhistory ξ(43)h′ξ(43)−1 in h or in a cyclic permutation of h, where
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h′ is a history of M3-quasi-computation.
Since the sector t0t1 is locked by M3, by Lemma 8.13, we have the M-computation
V → . . .→ V ′ ofM3 with reduced history between the applications of ξ(43) and ξ(43)
−1. So
only input sectors of these words can be non-empty. Thus the restrictions U and U ′ to the
standard base ofM2 are input words. By Lemma 6.10, both of them are accepted byM2, and
so V and V ′ are (without the first or the last state letter) accepted by M3, since the sectors
with different superscripts have to be copies of each other being determined by the history.
Hence the word W0 (without the first or the last state letter) or a cyclic permutation ofW
±1
0
is congruent to a word accepted by M contrary to the assumption of the lemma saying that
the quasi-computation C is revolving.
Lemma 9.6. Let C1 :W0 →W1 → . . .→Ws be a revolving quasi-computation with a history
h cyclically minimal in the free Burnside group B(Ξ+). Let C2 : W0 ≡ W
′
0 → W
′
1 → . . . →
W ′s′ be another revolving quasi-computation whose history h
′ is freely equal to ghg−1 for a
reduced word g. Then there is computation with a history g′: W0 → . . . → W0 · g
′ ∼= W0,
where g′ is equal to g modulo the Burnside relations.
Proof. If C1 is an idling quasi-computations, then by Lemma 9.3, either we obtain the re-
quired property of g or C1 satisfies Condition (2) of Lemma 9.1. If C1 has a rule of M4,
then we come to the same conclusion by Lemma 9.5. If C1 is not idling computation of M3,
then again we obtain Condition (2) by Lemma 9.4. It remains to assume that C1 satisfies
Condition (2). Since C2 has the same base, it satisfies Condition (2) as well.
Let D : p−1u0p → . . . → p
−1utp (the sector index is omitted) be the restriction of C1
to a P−1P -sector. (The case PP−1 is similar.) Note that this computation satisfies the
assumption of Lemma 5.6, and using notation of that lemma we obtain that λ(h) belongs to
the centralizer Z of u0 in B. Similarly, Z contains λ(ghg
−1). The centralizer of nontrivial
element u0 is the unique cyclic subgroup of order n containing u0 (see [18], Theorem 19.5),
and so λ(g) ∈ Z by [18], Theorem 19.6. Observe that Z is also the centralizer of the non-
trivial λ(h). It follows that the images λ(g) and λ(h) commute, and so do g and h since λ
is a monomorphism.
The projection of the equality ghg−1 = h to the free Burnside subgroup B0 generated
by the rules of the stable computation with history h gives us g′h(g′)−1 = h, where the
rules of g′ are among the generators of B0, and therefore there is a stable computation
W0 → . . . → W0 · g
′ with history g′. Since λ(g′) commutes with λ(h), we have λ(g′) ∈ Z
too, and therefore W0 · g
′ ∼= W0 by Lemma 5.6. Besides, λ(g
′) belongs to the centralizer
Z ′ ≤ Z of λ(h) in λ(B0), and since both subgroups Z
′ and Z have order n, they are equal,
and therefore λ(g) ∈ λ(B0). Since λ is a monomorphism, we have g ∈ B0, and so g
′ is equal
to g modulo the Burnside relations.
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10 Groups and diagrams related to the machine M
10.1 Construction of the embedding
We are going to introduce a group M associated with the machine M. Since we will use
the main properties of M (given by Lemmas 8.5, 8.13 and 9.6) only and shall not use many
details, we re-denote the machine M accepting the language L of positive relators of the
group G by M and simplify notation as follows.
(1) For the set of (state) q-letters {t(0)}⊔{t(1)}⊔Q
(1)
0 ⊔P
1
1 ⊔Q
(1)
1 ⊔ . . .⊔{t
(L)} introduced
in Subsection 7.2, we also will use the uniform notation Q = ⊔Nj=0Qj , where Q0 = {t
(0)},
Q1 = {t
(1)}, Q2 = Q
(1)
0 ,...,QN = {t
(L)} = {t(0)}. The number of t-letters L is chosen large
enough, so that N ≥ n.
(2) The set of a-letters of M isY = ⊔Nj=1Yj including the input alphabet A ⊂ Y1.
(3) The set of rules of M is now denoted by Θ.
(4) If u is an input word in the alphabet A±1, then the corresponding input configuration
of M is denoted by Σ(u).
The finite set of generators of the group M consists of q-letters from Q, a-letters from
Y, and θ-letters from N copies Θ+j of Θ
+, i.e., for every θ ∈ Θ+, we have N generators
θ0, θ1, . . . , θN , where θN = θ0.
The relations of the group M correspond to the rules of the machine M ; for every
θ = [U0 → V0, . . . UN → VN ] ∈ Θ
+, we have
Uiθi+1 = θiVi, θia = aθi, i = 1, ..., N (8)
for every word a from the set of free generators of the subgroup Yi(θ) ≤ F (Yi). The first
type of relations will be called (θ, q)-relations, the second type of relations are (θ, a)-relations.
Finally, the group G˜ is given by the generators and relations of the group M and two
more relation, namely the hub-relations
Σ0 = 1, and Σ1 = 1, (9)
where Σ0 is the accept word of the machine M and Σ1 is the start word Σ(1) (where the
input subword u is empty).
Suppose a configuration W ′ of M is obtained from a configuration W by an application
of a rule θ : [U0 → V0, . . . , UN → VN ]. This implies that W = U0w1U1 . . . wNUN , W
′ =
V0w1V1 . . . wNVN , where every wi is a word in the alphabetYi(θ), and thereforeW
′ = θ−10 Wθ0
in M by Relations (8), since θ0 ≡ θN .
Now suppose u ∈ L. Then u is recognized by the machine M by Lemma 7.4, and so the
word Σ(u) is accepted by the machine M and therefore it is conjugate to Σ0 in the group
M. Consequently, we have that Σ(u) = 1 in G˜ by (8, 9).
Note that the word Σ(u) is obtained from Σ1 by inserting the subword u. It follows from
(9) that u = 1 in G˜ too. Since we identify the alphabet A of the input sector t0t1 with the
alphabet of the generators of G˜, Dyck’s lemma implies the following.
57
Lemma 10.1. The mapping a 7→ a (a ∈ A) extends to a homomorphism of the group G to
G˜.
10.2 Bands and trapezia
To study (van Kampen) diagrams over the group M we shall use their simpler subdiagrams
such as bands and trapezia, as in [19], [28], [3], etc.
We will consider q-bands, where the set Z from the definition in Subsection 2.2 is one
of the sets Qi of state letters for the S-machine M, and θ-bands for every θ ∈ Θ, where
Z = {θ0.θ1, . . . , θN}.
The following is a consequence of the definition of the relations of M .
Lemma 10.2. ([24], Lemma 5.4). Let e−1q1fq
−1
2 be the boundary of a θ-band T with bottom
q1 and top q2 in a reduced diagram.
(1) If the start and the end edges e and f have different labels, then T has (θ, q)-cells.
(2) For every (θ, q)-cell πi of T , one of its boundary q-edges belongs to q1 and another
one belongs to q2. 
To construct the top (or bottom) path of a Z-band T , at the beginning one can just form
a product x1 . . .xn of the top paths xi-s of the cells π1, . . . , πn (where each πi is a Z-bands
of length 1). If this product is not freely reduces, then one obtains the freely reduced form
after a number of folding of the subsequent edges with mutually inverse labels.
Remark 10.3. (1) No θ-letter is being canceled in the word W ≡ Lab(x1) . . . Lab(xn) if T is
a q-band since otherwise two neighbor cells of the band would make the diagram non-reduced.
So for every subword θ(1)uθ(2) of the reduced top/bottom label V of a q-band, the subword
u in a-letters is uniquely defined by the pair (θ(1), θ(2)) of θ-letters.
We will call an arbitrary reduced word V in θ- and a-letters θ-defined if for every subwords
θ(1)uθ(2) and θ(3)u′θ(4), the equalities θ(1) = θ(3) and θ(2) = θ(4) imply the equality of the
middle a-words: u′ ≡ u.
(2) By Lemma 10.2 (2), there are no cancellations of q-letters of W if T is a θ-band.
If T is a θ-band then a few cancellations of a-letters (but not q-letters) are possible in W.
We will always assume that the top/bottom label of a θ-band is a reduced form of the word
W .
In the next lemma, by trimmed word w we mean the maximal subword of w starting and
ending with q-letters.
Lemma 10.4. (1) The trimmed bottom and top labels W1 and W2 of any reduced θ-band T
containing at least one (θ, q)− cell are M-admissible and W2 ≡W1 · θ.
(2) If W1 is a θ-admissible word and W2 = W1 · θ, then there is a reduced θ-band with
trimmed bottom label W1 and trimmed top label W2.
Proof. (1) By Lemma 10.2 (2), we have W1 ≡ q
±1
1 u1q
±1
2 . . . ukq
±1
k+1, where q
±1
j and q
±1
j+1 are
the labels of q-edges of some cells π(j) and π(j +1) such that the subband connecting these
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cells has no (θ, q)-cells. Therefore by Lemma 10.2 (1), all the θ-edges of T between π(j) and
π(j + 1) have the same label. It follows from the list of (θ, a)-relations that the subwords
qiuiqi+1 of the word W1 satisfy the definition of admissible word with ui ∈ F (Yj(i)) if
qi ∈ Qj(i) or q
−1
i ∈ Qj(i)+1. Hence W1 is admissible, and so is W2. The word ui is a reduced
form of a product bc1 . . . csa, where the words c1, . . . , cs are the bottom labels of (θ, a)-cells
of the band T , and so c1 . . . cs ∈ Yj(i)(θ), b is the subword in the part ∗qib → ∗ (or in
b−1q−1i ∗ → ∗) of the rule θ and a is the subword of the part aqi+1∗ → ∗ (or in the part
∗q−1i+1a
−1 → ∗) of θ. In all these cases, the word ui satisfies the requirement for applying
of the rule θ. (For example, if qi ∈ Qj(i) and qi+1 ∈ Qj(i)+1, then b
−1uia
−1 ∈ Yj(i)(θ), as
required; the other cases are similar.) Thus, the word W1 belongs to the domain of the rule
θ. Likewise W2 belongs to the domain of θ
−1 and finally, W2 =W1 · θ since the bottom and
top labels of the (θ, q)-cells of T are, resp., the left-hand sides and the right-hand sides of
the parts of θ.
(2) If we have qi ∈ Qj(i) and qi+1 ∈ Qj(i)+1, then one can construct a part of T taking
two cells Πi and Πi+1 corresponding to the (θ, q)-relations involving the letters qi and qi+1,
respectively, and connecting Π1 and Π2 by a band of (θ, a)-cells, such that the bottom labels
c1, . . . , cs of these (θ, a)-cells form a product freely equal to the word b
−1uic
−1 (we use the
notation of item (1) here). This is possible since by the definition of θ-application, we have
b−1uic
−1 ∈ Yj(i)(θ). The trimmed bottom label of the obtained θ-band (including Π1 and
Π1) is equal to qiuiqi+1.
The reader can easily verify that the same conclusion is true if one or both letters qi and
qi+1 are negative. Since such a construction works for every i = 1, . . . , k, one obtain a longer
θ-band with trimmed bottom and top labels W1 and W2, resp.
We say that a reduced θ-band is regular if the trimmed top and bottom labels of it are
regular admissible words.
We shall consider the projections of words in the generators of M onto Θ (all θ-letters
map to the corresponding element of Θ, all other letters map to 1), and the projection onto
the alphabet {Q0⊔. . .⊔QN−1} (every q-letter maps to the corresponding Qi, all other letters
map to 1).
Definition 10.5. The projection of the label of a side of a q-band onto the alphabet Θ is
called the history of the band. The projection of the label of a side of a θ-band onto the
alphabet {Q0, ...,QN−1} is called the base of the band, i.e., the base of a θ-band is equal to
the base of the label of its top or bottom.
We call a Z-band maximal if it is not contained in any other Z-band. Counting the
number of maximal Z-bands in a diagram we will not distinguish the bands with boundaries
e−1q1fq
−1
2 and fq
−1
2 e
−1q1, and so every Z-edge belongs to a unique maximal Z-band.
We say that a Z1-band and a Z2-band cross if they have a common cell and Z1∩Z2 = ∅.
Sometimes we specify the types of bands as follows. A q-band corresponding to one of
the letter Qi of the base is called a Qi-band. For example, we will consider ti-band (or just
t-band) corresponding to the part {ti}.
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By definition, the group H(Y) is the factor group of M obtaining from the presentation
of M by adding of a-relations, i.e. all relations w = 1, where the word w in the alphabet
Y±1 is trivial in the free Burnside group B(Y), and all relations w = 1, where w is a word
in the subalphabet A = Y1 trivial in the group G. So there is a homomorphism G→ H(Y).
The H(Y)-diagrams are considered over this presentation. Let us call such a disk diagram
∆ minimal H(Y)-diagram if it is reduced, every θ-band in it is regular and ∆ contains no
θ-annuli. A reduced diagram over the presentation of M (i.e. an H(Y)-diagram without
a-cells) is said to be minimal if it has no θ-annuli.
Lemma 10.6. For every disk diagram ∆ over H(Y) (over M), there is a minimal diagram
∆′ over H(Y) (resp., over M) with the same boundary label and the following properties.
Every θ-band of ∆ shares at most one cell with any q-band; ∆ has no q-annuli.
Proof. Proving by contradiction, we consider a counter-example ∆ with minimal number of
cells.
Assume that a θ-band T and a q-band Q cross each other two times. By the minimality
of the counter-example, these bands have exactly two common cells π and π′, and ∆ has no
cells outside the region bounded by T and Q. Then Q has exactly two cells since otherwise a
maximal θ-band starting with a cell π′′ of Q, where π′′ /∈ {π, π′}, has to end on Q, bounding
with a part of Q a smaller counter-example. (We use that a θ-band cannot end on an a-cell.)
For the similar reason, T has no (θ, q)-cells except for π and π′. Therefore by Lemma 10.2
(2), these two cells have the same labels of θ-edges, so these two neighbor in Q cells are just
mirror copies of each other, since the label of a q-edge together with the label of a θ-edge
completely determine the boundary label of a (θ, q)-cell. Thus, the diagram is not reduced,
a contradiction.
If ∆ has a q-annulus Q, then the boundary ∂∆ is the outer boundary component of
Q, and there must be a θ-band starting and ending on ∂∆. It crosses Q two times, a
contradiction.
Assume that ∆ has a θ-annulus T . Then T has no (θ, q)-cells since otherwise some q-
band crosses the annulus T twice. Notice that every (θ, a)-cell corresponds to a commutator
relation (8), and so the inner label and the outer label of T are equal. Hence one can
identify the two boundary components of T and remove all the (θ, a)-cells of T . Such a
surgery preserves the boundary label of ∆ but decreases the number of (θ, a)-cells. So after
several surgeries of this type, we obtain the required minimal diagram ∆′.
Assume now that a diagram ∆ over H(Y) has a non-regular θ-band T . Then by Lemma
10.2, there is a subband T ′, whose the first and the last cells π and π′ have mutual inverse
boundary labels, they are connecting with a subband T ′′ having no (θ, q)-cells, and the
top/bottom labels of T ′′ are congruent to 1. Then T ′′ can be replaced with a subdiagram
with a-cells only, so that π and π′ get adjacent θ-edges. Hence this pair of cells becomes
cancellable. Decreasing the number of (θ, q)-cells, we obtain the desired diagram ∆′.
Corollary 10.7. The homomorphism G→ H(Y) given by the mapping a 7→ a is injective.
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Proof. One should prove that an equality w = 1 in H(Y) for a word w in the alphabet A±1
implies the same equality in G.
By Lemma 10.6, there exists a minimal H(Y)-diagram ∆ with boundary label w. Then
neither θ-band nor q-band can start on ∂∆ since w has neither θ- nor q-edges. It follows
from Lemma 10.6 that ∆ has neither (θ, q)- nor (θ, a)-cells, and so the equality w = 1 follows
from a-relations only.
Note that the replacement of letters from Y\A with 1 in an a-relation provides us with a
a-relation again. So the equality w = 1 is a consequence of a-relations depending on letters
from A only. These a-relations hold in G since G is a group of exponent n. Hence we get
w = 1 in G.
Definition 10.8. Let ∆ be a reduced diagram overM (resp., a minimal diagram over H(Y)),
which has boundary path of the form p−11 q1p2q
−1
2 , where p1 and p2 are sides of q-bands, and
q1, q2 are maximal parts of the sides of θ-bands such that Lab(q1), Lab(q2) start and end
with q-letters.
p1
q1
p2
q2
Trapezium
❆
❆
❆
❆
π1
πn
πi
e0
ei−1
ei
q1
q2
Band
en
Figure 7
Then ∆ is called a trapezium (respectively, quasi-trapezium). The path q1 is called the
bottom, the path q2 is called the top of the trapezium, the paths p1 and p2 are called the
left and right sides of the (quasi-)trapezium. The history of the q-band whose side is p2
is called the history of the (quasi-)trapezium; The base of Lab(q1) is called the base of the
(quasi-)trapezium.
❛✄✂  ✁ ✄✂  ✁✄✂  ✁ ✄✂  ✁
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Remark 10.9. Notice that the top (bottom) side of a θ-band T does not necessarily coincide
with the top (bottom) side q2 (side q1) of the corresponding trapezium of height 1, and q2
(q1) is obtained from top(T ) (resp. bot(T )) by trimming the first and the last a-edges if
these paths start and/or end with a-edges.
By Lemma 10.6, any maximal θ-band of a (quasi-)trapezium ∆ connects the left side
and the right side of ∆. So one can enumerate them from the bottom to the top of ∆:
T1, ..., Th. The following lemma claims that every trapezium (quasi-trapezium) simulates a
computation ofM (resp., quasi-computation). (Similar statements can be found in [22]. For
the formulations (1) and (3) below, it is important that M is an S-machine. The analog of
this statement is false for Turing machines. - See [21] for a discussion.)
Lemma 10.10. (1) Let ∆ be a trapezium with history θ1 . . . θd (d ≥ 1). Assume that ∆ has
consecutive maximal θ-bands T1, . . .Td, and the words Uj and Vj are the trimmed bottom and
the trimmed top labels of Tj , (j = 1, . . . , d). Then the history of ∆ is a reduced word, Uj, Vj
are admissible words for M, and
V1 = U1 · θ1, U2 ≡ V1, . . . , Ud ≡ Vd−1, Vd = Ud · θd.
(2) For every reduced computation U → . . . → U · h ≡ V of M with |h| ≥ 1 there exists
a trapezium ∆ with bottom label U , top label V , and with history h.
(3) Let ∆ be a quasi-trapezium with history θ1 . . . θd (d ≥ 1) and consecutive maximal
θ-bands T1, . . .Td. Let the words Uj and Vj are the trimmed bottom and the trimmed top
labels of regular θ-bands Tj , (j = 1, . . . , d). Then the history of ∆ is a reduced word, Uj, Vj
are regular admissible words for M, and
V1 = U1 · θ1, U2 ∼= V1, . . . , Ud ∼= Vd−1, Vd = Ud · θd.
(4) For every reduced quasi-computation U0 → U1 → . . . → Ud with history h =
θ(1) . . . θ(d) where d ≥ 1 there exists a quasi-trapezium ∆ with bottom label U0, top label
Ud, and with history h.
Proof. (1) The equalities Vi = Ui · θi follow from Lemma 10.4 (1). The equalities Vi−1 ≡ Ui
are true because every cell of ∆ is a θ-cell, and so there are no cells between the top of the
band Ti−1 and the bottom of Ti−1.
(2) Given a reduced computation C : U ≡ W0 → . . . → Ws ≡ V , then by Lemma 10.4
(2) one can construct a reduced band Ti for every subcomputation Wi−1 → Wi. Since the
trimmed top label Wi of Ti coincides with the trimmed bottom label of Ti+1, the obtained
bands can be glue up. The obtained diagram ∆ is reduced since the history of C is reduced,
and so the cells from different θ-band cannot form reducible pairs. Clearly, the history of C
is equal to the history of the constructed trapezium.
(3) We have regular θ-bands Ti-s corresponding to the letters θi of the history and the
equalities Vi = Ui ·θi as in the proof of Statement (1), but now there are a-cells corresponding
to a-relations between the neighbor bands Ti and Ti+1. Since the q-edges of the (θ, q)-cells
from the neighbor θ-bands belong to the same q-bands, we have the equalities of the form
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vij = ui+1,j modulo the a-relations for the corresponding sector words of the words Vi and
Ui+1. However vij and ui+1,j are the words in the same subalphabet Yk ⊂ Y since the words
Vi and Ui+1 are admissible by Lemma 10.4 (1). They are regular since every θ-band of a
quasi-trapesium is regular. Hence the homomorphism mapping all the letters from Y\Yk to
1 shows that the words vij and ui+1,j are equal modulo the Burnside relations of the group
B(Yk) (and modulo the relations of G if the sector is the input one forM). Hence Ui+1 ∼= Vi,
as required.
(4) As in the proof of Statement (2), one can start constructing ∆ with the subsequent
regular θ-bands T1, . . . identifying the q-edges of the neighbor bands. The congruence Wi ∼=
Wi−1 · θi implies that for the corresponding sector subwords vi−1,j and uij of these two
words, we have equalities modulo the Burnside relations of B(Yk), k = k(j) (or modulo
G-relations). It remains to glue up each hole having boundary label vi−1,ju
−1
ij with the
corresponding a-cell.
11 More Burnside relations
11.1 Burnside relations without q-letters
In this subsection, we study presentations of some auxiliary groups. Let us start with the
group H(a) generated by the set ∪Nj=1Θ
+
j ∪ Y and defined by all (θ, a)-relations and all
a-relations. It follows from these relations that there is a retraction of H(a) onto the free
group F (∪jΘ
+
j ). Furthermore, H(a) is the multiple HNN-extension of the subgroup K(a)
generated by Y with stable letters from ∪jΘ
+
j . If θi belongs to some Θ
+
i , then the subgroup
Y˜i(θ) of K(a) associated with θi is the image of the subgroup Yi(θ) in the free Burnside
group B(Yi) (in G if i = 1) and the conjugation by θi is identical on Y˜i(θ).
Lemma 11.1. Every subgroup Y˜i(θ) is malnormal in the group K(a).
Proof. The group K(a) is generated by the set Y of all a-letters. The a-relations can be
imposed as follows. At first we impose the relations on the words in the subalphabet Y1 = A
and impose the Burnside relations on the words in the subalphabetYj fro every j = 2, . . . , N .
We obtain the free product P of G and free Burnside groups B(Yj), j = 2, . . . , N . Then
imposing all the Burnside relations on P we obtain the group K(a) ∼= P/P n, which is called
the free product of the groups G and B(Yj) (j = 2, . . . , N) in the Burnside variety Bn.
A few properties of free multiplication in Bn can be found in Subsection 36.1 of [18]. The
operation oni∈JGj studied there coincides with the free product operation in Bn if the factors
Gj-s belong to Bn. In particular, we have Gj ∩ xGjx
−1 = {1} if x /∈ Gj , i.e. the factors Gj
of a free product in Bn are malnormal subgroups. In particular we have that the subgroups
G and B(Yj) (j = 2, . . . , N) are malnormal in K(a).
It follows from the definition of the machineM, that every subgroup Yj(θ) is either equal
to the free group F (Yj) or trivial, or is the copy of some H(ij) (we have no latter variant
if j = 1, i.e. if Yj(θ) = G). Therefore its image Y˜i(θ) is either obviously malnormal in G
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or in B(Yj) or it is malnormal in one of these groups by Lemma 4.6. Now the statement
of the lemma follows from the previous paragraph since the malnormality is a transitive
property.
We will verify the conditions (Z1), (Z2), and (Z3) from Section 3.1 for the group H(a)
under the assumption that a-letters are zero-letters and θ-letters are non-zero letters. So one
can talk of reduced, cyclically reduced and essential words as they were defined in Section
3.1. Now R0 = S0 is the union of the set (θ, a)-relations and the set of a-relations; the set
S1/2 is empty.
Lemma 11.2. The presentation of H(a) satisfies the conditions (Z1), (Z2) and (Z3).
Proof. Since the set S1/2 is empty, Condition (Z2) holds. Condition (Z1) follows from the
definition of H(a). It remains to verify Condition (Z3).
Assume that g is an essential cyclically reduced word and for some x ∈ K(a)\{1}, g−4xg4
is also a 0-elements, that is g−4xg4 ∈ K(a). Then there are no pinches in g4 regarded as
a product in the HNN-extension H(a), and every time one obtains only one pinch in the
middle when reducing the product g−4xg4 to the normal form in the HNN-extension. Hence
the product g−1xg = x′ is a 0-element too.
Let g = y0θ(1)y1 . . . θ(k)yk be the normal form of g in the HNN extension H(a), where
θ(1), . . . , θ(k) are stable letters or their inverses (k ≥ 1). Then the element y−10 xy0 must
belong to the subgroup Y˜i(θ) for some i and θ, and so θ(1) commutes with y0xy
−1
0 in H(a).
Similarly we obtain that θ(2) commutes with y−11 y
−1
0 xy0y1, and so on, and x
′ = y−1xy, where
y = y0y1 . . . yk.
We also have the next pinch θ(1)−1y−10 x
′y0θ(1), and therefore the product
y−10 x
′y0 = y
−1
0 y
−1xyy0 = (y
−1
0 y
−1y0)(y
−1
0 xy0)(y
−1
0 yy0)
is also in Y˜i(θ). By Lemma 11.1, we have y
−1
0 yy0 = y1 . . . yky0 ∈ Y˜i(θ) as well. Hence θ(1)
commutes with y(1)−s(y−10 xy0)y(1)
s for every s, where y(1) = y1 . . . yky0.
Changing g by a cyclic permutations, we similarly obtain that arbitrary θ(m) commutes
with y(m)−s(y0y1 . . . ym−1)
−1x(y0y1 . . . ym−1)y(m)
s for every s, where y(m) = ym . . . yky0 . . . ym−1.
Using these commutativity relations k times and taking into account that every y(m) is a
cyclic permutation of the product y, we have
g−1y1−sxys−1g = (y0θ(1)y1 . . . θ(k)yk)
−1y1−sxys−1(y0θ(1)y1 . . . θ(k)yk) =
(y1θ(2) . . . θ(k)yk)
−1y(1)1−sy−10 xy0y(1)
s−1(y1θ(2) . . . θ(k)yk) = . . . = y
−sxys,
because y0 . . . yk−1y(k)
s−1yk = y
s. Hence by induction on s, we obtain equalities g−sxgs =
y−sxys for every s ≥ 0. Since y ∈ K(0), Conditions (Z3.1) holds. Condition (Z3.2) follows
as well since the definition of y does not depend on the choice of x in 0(g).
Lemma 11.2 and Lemma 3.4 provide us with
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Corollary 11.3. There exists a graded presentation of the factor group H(a,∞) of H(a)
over the subgroup generated by all n-th powers of elements of H(a), such that every g-reduced
diagram over this presentation satisfies Property A from Section 2.3.

We denote by H(θ, a) the group H(a,∞) from Corollary 11.3, that is the group generated
by ∪jΘ
+
j ∪ Y, which is subject to all Burnside relations w
n = 1 in this alphabet (and so
H(θ, a) ∈ Bn), all relations of G in the subalphabet A, and all (θ, a)-relations.
Lemma 11.4. The mapping identical on the set of generators A of the group G and trivial
on other generators from ∪Θ+j ∪Y is a retraction of the group H(θ, a) onto the subgroup G.
Proof. Indeed, this mapping preserves all defining relations of H(θ, a) since Gn = {1}.
Lemma 11.5. Let θ(1), . . . , θ(m) be different rules from Θ+ and θj(1), . . . , θj(m) be their
copies from some set Θ+j . Assume that x(i) = c(i)θj(i)d(i) for some group words ci, di over
Y (i = 1, . . .m). Then
(a) the words x(i) freely generate a free Burnside subgroup, which is the retract of H(θ, a),
(b) The mapping x(i) 7→ θ(i) (i = 1, . . .m) defines an isomorphism between the free
Burnside groups B(x(1), . . . , x(m)) and B(θ(1), . . . , θ(m)).
Proof. We preserve the set of defining relations of H(θ, a) if we replace all the generators,
except for θj(1), . . . , θj(m), with 1. Hence there is a homomorphism of H(θ, a) onto the
free Burnside group B(θj(1), . . . , θj(m)) such that x(i) 7→ θj(i). The mapping θj(i) 7→ x(i)
(i = 1, . . . , m) also defines a homomorphism since all the relations wn = 1 hold in H(θ, a),
which proves te lemma.
Corollary 11.6. (a) A product of several letters x(i)±1 (i = 1, . . . , m) is minimal (cyclically
minimal) word w in H(θ, a) if and only if the image of w under the mapping x(i) → θ(i)
(i = 1, . . .m) is minimal (cyclically minimal) in B(Θ).
(b) The top label of a q-band is trivial in the group H(θ, a) if and only if the bottom label
is trivial in H(θ, a).
Proof. (a) This follows from Lemma 11.5, because a-letters have length 0.
(b) The top label is freely equal to a product of the words having the form x(i)±1 =
(c(i)θ(i)d(i))±1 for θ ∈ Θ+j , where c(i), d(i) are words over Y. The bottom label is a product
of the words y(i) of the similar form with middle terms from Θ+j+1, or from Θ
+
j−1 and the
corresponding factors of these products have the same θ in the middle. It follows from
Lemma 11.5 (a) that the top label is trivial in H(θ, a) if and only if the bottom one is
trivial.
We say that a reduced (disk or annular) diagram over H(a) is minimal if it contains no
θ-annuli. Similarly, a reduced diagram ∆ over H(θ, a) is minimal if it is g-reduced and has
no θ-annuli.
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Lemma 11.7. (1) For every (disk or annular) diagram ∆ over H(a) (over H(θ, a)), there
is a minimal diagram ∆′ over H(a) (over H(θ, a)) with the same boundary label(s).
(2) If ∆ is an annular diagram with boundary components p and q, a path s connects the
vertices p− and q− in ∆, and the word Lab(p) is not a conjugate of a word of θ-length 0 in
H(a) (resp., in H(θ, a)), then there is a path s′ in the diagram ∆′, such that Lab(s) = Lab(s′)
in H(θ, a).
Proof. In a disk diagram ∆, θ-bands can be eliminated exactly as in the proof of Lemma
10.6 since their top and bottom have the same label. The same trick works for annular
diagrams, since if a θ-annulus surrounds the hole of ∆, then we have an annular subdiagram
with boundary components p and the top (or the bottom) of this annulus. It follows that
Lab(p) is conjugate to a word of θ-length 0, a contradiction.
Note that the modifications of ∆ (i.e. eliminating of θ-band and g-reductions) are ’local’,
i.e. the path s can be replaced with a homotopic path which does not cross the modified
subdiagram. Thus, Statement (2) follows.
Let now H(Θ) be the factor group of H(Y) over the all relations wn = 1, where w is
a word in generates Θ ∪ Y. In other words, H(Θ) is the factor group of the free product
H(θ, a) ⋆ F (Q) over all (θ, q)-relations.
We will call a reduced disk diagram ∆ over H(Θ) minimal if it has no q-annuli and every
subdiagram of ∆ over H(θ, a) or over H(Y) is minimal.
Lemma 11.8. For every disk diagram ∆ over H(Θ), there exists a minimal diagram ∆′
with the same boundary label.
Proof. Assume ∆ contains a q-annulus Q. Proving by contradiction we may assume that
the inner subdiagram ∆1 of Q has no q-annuli. Since the top/bottom of Q has no q-edges,
∆1 has no (θ, q)-cells, i.e., it is a diagram over H(θ, a). So the label of the inner boundary
component of Q has trivial in H(θ, a) label. By Corollary 11.6 (b), the label of the outer
boundary component of the annulus Q is also trivial in H(θ, a). So the annulus Q together
with ∆1 can be replaced with a diagram without (θ, q)-cell. One can continue decreasing the
number of (θ, q)-cells and obtain the required minimal diagram ∆′ using Lemmas 11.8 and
10.6.
Lemma 11.9. The canonical mapping a 7→ a defines an embedding of the group G in H(Θ).
Proof. This mapping defines a homomorphism G→ H(Θ) by Corollary 10.7. Assume that
a word v in the generators A of G is trivial in H(Θ) and consider a minimal diagram ∆ for
this equality. By Lemma 11.8, it has no q-annuli, and therefore ∆ has no (θ, q)-cells at all
since the boundary ∂∆ has no q-edges. Hence v = 1 in the group H(θ, a). By lemma 11.4,
v = 1 in G, which completes the proof.
Lemma 11.10. The mapping sending every θ-generator θj ∈ Θ
+
j of H(Θ) (of H(Y)) to the
corresponding history letter θ ∈ Θ+ and every q- and a-generator of H(Θ) (of H(Y)) to 1,
66
extends to a homomorphism of H(Θ) (resp., of H(Y)) to the free Burnside group B(Θ+)
(to the free group F (Θ+), resp.).
For every j, the restriction of this mapping to the subgroup generated by Θ+j is an iso-
morphism.
Proof. The image of every relator of H(Θ) under this mapping is either 1 or a word of the
form un. Therefore the first statement follows from Dyck’s lemma. For the restriction to
H(Θ+j ), there is an obvious inverse homomorphism given by θ 7→ θ
(j), which proves the
second statement of the lemma for H(Θ). The proof for the group H(Y) is similar.
11.2 Diagrams with one maximal q-band
Lemma 11.11. (1) Let ∆ be a g-reduced annular diagram over H(Θ) with boundary compo-
nents s1 and t1t2s2, containing a unique maximal q-band Q with history h, start/end edges
t1 and t2 and boundary t1y1t2y2, where s1 is contained in the region bounded by the closed
path y1 ( left part of Figure 9). Assume that h 6= 1 in the free Burnside group B(Θ
+) and
the annular subdiagram ∆1 with boundary components s1 and y1 is minimal over H(θ, a)
and contains a positive cell π with contiguity degree ≥ ε to y1 via a contiguity subdiagram Γ
of rank 0, where y1 is regarded as the path starting and ending at the vertex (t1)+.
Then there exists a minimal annular diagram ∆′ with boundary components s′1 and t
′
1t
′
2s
′
2,
where Lab(s′1) ≡ Lab(s1), Lab(s
′
2) ≡ Lab(s2), Lab(t
′
1) ≡ Lab(t1), Lab(t
′
2) ≡ Lab(t2) ( right
part of Figure 9), such that
(a) ∆′ has a unique maximal q-band Q′ with boundary t′1y
′
1t
′
2y
′
2,
(b) the history h′ of Q′ is equal to h modulo the Burnside relations,
(c) the type of the annular subdiagram ∆′1 over H(θ, a) with boundary components s
′
1 and
y′1 is less than τ(∆1).
(d) If a simple path z connects the vertices (s1)− and (s2)− in ∆1, then there exists a
simple path z′ connecting the vertices (s′1)− and (s
′
2)− in ∆
′
1 such that the words Lab(z
′) and
Lab(z) are equal in the group H(θ, a).
✎✍ ☞✌
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❍
π
Γ
p1 p2
∆1
s1
Q
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y′2
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(2) Similar statement holds for disk diagrams ∆, ∆1 and ∆
′ and a single maximal q-band
Q, where ∆ has the boundary t1s1t2s2 and Q has boundary t1y1t2y2 ( Figure 10).
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Proof. (1) Let ∂(π,Γ,y1) = p1q1p2q2; then Lab(q1) is a u
±1-periodic word, where un is
the boundary label of ∂π. We will assume that it is u-periodic. So |q1|θ > εn|u|θ and
|p1|θ = |p2|θ = 0 since r(Γ) = 0 (when regarding a-edges as 0-edges).
Since u is a simple period of some rank k > 0, no θ-band can start and also end on
q1. The same property holds for the subpath q2 of y1 by Lemma 10.6 (1). Therefore every
maximal θ-band of Γ starts on q1 and ends on q2. It follows that the words Lab(q1) and
Lab(q2) have equal θ-projections; in particular, |q2|θ = |q1|θ and Lab(q
−1
2 ) is a v-periodic
word with |v|θ = |u|θ, because the side label of a reduced q-band is θ-defined (see Remark
10.3 (1)). Thus, the word v can be chosen so that the θ-projection of v is the θ-projection
of u.
Replacing now Γ with a smaller contiguity diagram Γ′ with ∂Γ′ = p′1q
′
1p
′
2q
′
2, we may
assume that Lab(q′1) ≡ u
l, Lab(q′2)
−1 ≡ vl, |q′1|θ = |q
′
2|θ and l >
εn
2
. Therefore
x1u
l = vlx2 (10)
in the group H(a), where |x1|θ = |x2|θ = 0. The word v is cyclically reduced since the history
h is reduced.
Remark 11.12. If Q0 is a subband of Q with history h
2
0 corresponding to v
2 and Q0 = Q1Q2,
where Q1 has history h0, then the top and the bottom of Q1 have equal labels since both
occurrences of h0 start with the same rule. This makes possible the following surgery: one
can construct a q-band by inserting, between Q1 and Q2, a q-band with history of the form
hd0.
Assume that the word v is not simple in rank 0. Then By Lemmas 3.6, there is a simple
in rank 0 word w such that for some word x, we have
v = xwbgx−1 (11)
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in rank 0, where g ∈ 0(w) and |w|θ ≤ |v|θ. Since the word v is cyclically reduced in rank
0, one can choose x with θ-length 0. Indeed, otherwise we have that either the product xw
or the product wgx−1 (and therefore wx−1 since g ∈ 0(w)) has a 2-letter subword equal
to a 0-word in rank 0. It follows that xwx−1 is equal to yw′y−1, where |w′|θ = |w|θ and
|y|θ < |x|θ. By Remark 3.2, the word w
′ is also simple. We obtain v = yw′bg′y−1, with
g′ = (y−1x)g(y−1x)−1 and g′ ∈ 0(w′) (see Condition (Z3)). So the element x in (11) can be
shorten.
Now it follows from (11) that vl = xwblx′x−1 for some x′ ∈ 0(w) since w normalizes the
subgroup 0(w). Together with (10), this implies the equality
vlx2 = xw
blx′x−1x2 = x1u
l (12)
in rank 0, where both u and w are simple in rank 0 and x2, x, x
′, x1 have θ-length 0. Since
l > εn
2
> δ−1, we can apply Lemma 3.7 to equality (12) and conclude that u = x′′w±1x3(x
′′)−1
in rank 0 for some word x′′ and some x3 ∈ 0(w). We obtain a contradiction because u is
simple in rank 0 but |w|θ < |v|θ = |u|θ.
Thus, v is a simple word of rank 0, and we may apply Lemma 3.7 to the diagram Γ′ with
periodic labels ul and v−l of the contiguity arcs. It follows that v = Lab(p′1)u
±1zLab(p′1)
−1
in rank 0 for some z ∈ 0(u). By Lemma 3.1 for H(a), we have (u±1z)n = u±n. Hence
vn = Lab(p′1)u
±nLab(p′1)
−1 (13)
in H(a).
The right-hand side of (13) is the label of the closed path starting at the vertex (p′1)−
and bounding ∂π. So one can insert it in y1 to bypath π and obtain an annular diagram E
of smaller type than ∆1. To obtain ∆
′
1 we glue up the diagram of rank 0 corresponding to
the equality (13) to E and obtain the desired ∆′1.
However passing from ∆1 to ∆
′
1, we insert the subpath labeled by v
n in y1 . So we have
to change the q-band Q accordingly, i.e. using Remark 11.12, we insert in Q a q-band with
history h±n0 with possible reduction of the history of the obtained q-band Q
′. Now we see
that the path y2 is modified too. But the label of y
′
2 is equal to the label of y2 modulo
the relations of H(θ, a), and so one can glue up a number of cells corresponding to these
relations to y′2 so that these additional cells and the diagram ∆2 with boundary s2y2 form
a diagram ∆′2.
The diagram ∆′ is built from ∆′1, Q
′ and ∆′2 (with subsequent reductions if needed).
Property (d) follows from Lemma 11.7 (2). Indeed, if Lab(s1) is conjugate of a word of
length 0 in H(θ, a), then so is Lab(q1). Then Lemmas 11.5 (b) and 11.10 imply that h is a
conjugate of 1 in B(Θ+), despite of the assumption of the lemma.
(2) The proof is similar.
Lemma 11.13. Let D be a reduced q-band with boundary x1y1x2y2, where y1 and y2 are
the top and the bottom of D. Then
(a) there exists a q-band D′ with boundary x′1y
′
1x
′
2y
′
2, where Lab(x
′
i) = Lab(xi) (i = 1, 2),
the top y′1 of D
′ has label equal to Lab(y1) in H(θ, a) and Lab(y
′
1) is minimal in H(θ, a)
word.
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(b) there exists a reduced q-band D0 with boundary x01y
0
1x
0
2y
0
2, where Lab(x
0
j ) ≡ Lab(xj)
(j = 1, 2), such that the top y01 having label equal to Lab(y1) in H(θ, a) and Lab(y
0
1) ≡ uvu
−1,
where v is cyclically minimal in H(θ, a) word.
Proof. (a) Consider the first version. One may assume that the history h of D is nontrivial
in B(Θ) since otherwise by Lemmas 11.5 (b) and 11.10, Lab(y1) = 1 in H(θ, a), and the
statement of the lemma is obviously true.
Let S1 be a minimal word equal to Lab(y1) in H(θ, a) and ∆1 a minimal diagram over
H(θ, a) with boundary s1y1, where Lab(s1) ≡ S
−1
1 . We attach ∆1 to D along the path y1,
and denote the obtained diagram by ∆.
If ∆1 has a positive cell, then by Corollary 11.3 and Lemma 2.3, ∆1 has a cell Π with
the sum of contiguity degrees to s1 and to y1 at least γ¯. However the degree of contiguity
to s1 is less than α¯ by Lemma 2.2 and Remark 2.1, since s1 is a geodesic path in ∆1. Hence
the contiguity degree to y1 is at least γ¯ − α¯ > 1/3. Therefore by Lemma 2.4, ∆1 has a
positive cell π and a diagram of contiguity Γ of rank 0 of π to y1 with (π,Γ,y1) > ε. Using
now Lemma 11.11 (2), we can replace ∆1 with a diagram ∆
′
1 of smaller type with boundary
s1y
′
1 and replace D with a reduced q-band D
′ having the same labels of the start and end
edges and having top label Lab(y′1) equal to Lab(y1) in H(θ, a). We can continue decreasing
the types of ∆′1,∆
′′
1, . . . until we get a diagram ∆
(k) of rank 0 and a reduced q-band Dk
whose top label Lab(y
(k)
1 ) is is equal to Lab(y1) in H(θ, a) and equal to S1 in rank 0. Hence
|y
(k)
1 |θ = |s1|θ and the top label of D
′ = Dk is a minimal in H(θ, a) word, as required.
(b) The word Lab(y1) is conjugate in H(θ, a) to a cyclically minimal word S1, and so
there exists a minimal annular diagram ∆1 over H(θ, a) whose inner boundary component is
labeled by S−11 and the outer component of the boundary has label Lab(y1). Therefore one
can obtain an annular diagram ∆ identifying the boundary segments of ∆1 and D labeled
by Lab(y1). Then we can reduce the type of ∆1 as in item (a) (but using the statement (1)
of Lemma 11.11), and the modifications of y1 do not change its label modulo the relations of
H(θ, a). Finally we will replace ∆1 with an annular diagram E without positive cells, where
one of the boundary label is the cyclically minimal word S−11 and therefore every θ-edges of
these boundary is adjacent to an edge of y01. (See Figure 11.)
Hence Lab(y01) is of the form uvu
′, where v is equal to a cyclic permutation of S1 u and u
′
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are the labels of side arcs of some subbands of the band D0 obtained after the modifications
of D, and the θ-edges of these arcs have to be mutually adjacent in the diagram E of rank
0. It follows that u′ ≡ u−1 since side labels of q-bands are θ-defined. Statement (b) is
proved.
11.3 Axioms for H(Θ)
In this section we start with the groupG(0) = H(Θ). The q-letters are now non-zero letters,
while θ- and a-letters are regarded as 0-letters. The groupH(Θ) satisfies all Burnside relation
un = 1 of q-length zero, so we have Property (Z1.2) defined in Section 3.1. Property (Z1.1)
follows from the definition of (θ, q)-relations.
By definition, the group G(1/2) is the factor group of G(0) modulo the hub relations.
Lemma 11.14. Property (Z2) holds in the group G(1/2).
Proof. Since we have chosen N ≥ n for the number of q-letters in the hubs, Property (Z2.1)
holds. Since all q-letters of the hubs are pairwise distinct, we also obtain Property (Z2.2).
Then we will use the notation and the diagram ∆ from the definition of (Z2.3). Let us
denote by Γ the subdiagram of ∆ with boundary p1q1p2q2, where Lab(p1) ≡ u1, Lab(q1) ≡
v1, Lab(p2) ≡ u
−1
2 , Lab(q2) ≡ v
−1
2 (see Fig. 5 in Subsection 3.1). We may assume that Γ is
a minimal diagram over the group G(0) = H(Θ).
Since we have |v1|q ≥ ε|v1w1|q and one can choose L > 3εn, at least three maximal
t-bands start in Γ on q1. By Property (Z2.2) they cannot end on q1. They cannot end on p1
or p2 either since |p1|q = |p2|q = 0. So they end on q2, and therefore there are two maximal
t-bands Qi and Qi+1 connecting q1 and q2 and corresponding to t-letters t
(i) and t(i+1) with
{i, i+ 1} 6= {0, 1}.
To prove that the boundary label of ∆ is trivial in G(0) = H(Θ), one may cut off
subdiagrams over H(Θ) from ∆ or glue up such diagrams to ∆. We will define such surgeries
below. At the end, we will obtain a spherical diagram, whose boundary label is the empty
word obviously equal to 1 in H(Θ), as desired.
First of all we replace the subdiagram Γ with the smaller subdiagram Γi bounded by
Qi, Qi+1, and the subpaths q¯1 and q¯2 of q1 and q2,resp. By Lemma 11.8, Γi contains no
q-annuli. So every maximal q-band of Γi connects q¯1 and q¯2. Let D0 = Qi, . . . ,Dm = Qi+1
be all these consecutive q-bands starting on q¯1.
By Lemma 11.13, it is possible to replace the band D0 with a band D
′
0 having minimal
in H(θ, a) label of the top. (This operation can also change the boundary label of the whole
diagram modulo the relations of H(θ, a).) By Lemma 11.5 (b), the bottom label of D′0 is
also a minimal word. We may keep notation D0 for the modified q-band.
Consider now the minimal subdiagram E over H(θ, a) between D0 and D1 bounded by
these two q-bands and by subpaths x1, x2 of q¯1 and q¯2. If E has a positive cell, then by
Lemma 2.3, it has a cell Π with the sum of contiguity degrees to x1, x2 and to the sides (i.e.
top/bottoms) of D0 and D1 at least γ¯. However the first two contiguity degrees are 0 since
x1 and x2 have no θ-edges, and the degree of contiguity to the side of D0 is < α¯ by Lemma
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2.2 and Remark 2.1 since the label of this side is minimal in H(θ, a). Hence the degree of
contiguity of Π to the side of D1 is > γ¯− α¯ > 1/3, and therefore by Lemma 2.4, there exists
a positive cell π in E with contiguity diagram of rank 0 to the side of D1 and wit degree of
contiguity at least ε. Now Lemma 11.11 helps us to reduce the type of E (but the type of
diagram over H(θ, a) between D1 and D2 may increase). Repeating such operation we may
obtain a modified subdiagram E without cells of positive ranks. Thus, we may assume that
E is a diagram over the group H(a).
It follows that the projections of side labels of the bands D0 and modified D1 (for which we
keep the same notation) on the alphabet Θ are equal, and therefore the side labels of D1 are
also minimal over H(θ, a) by Lemma 11.5 (b). Therefore one can eliminate now all positive
cell from the subdiagram settled between D1 and D2 at the expense of the modifications
between D2 and D3, and so on. Thus one may assume now that the whole Γi is a diagram
over the group H(Y).
By Lemma 10.6, every maximal θ-band of Γi crosses every q-band of Γi exactly once,
and so we obtain a quasi-trapezium ∆i bounded by Qi, Qi+1 and containing all θ-bands of
Γi. By Lemma 10.10, ∆0 corresponds to some quasi-computation C, and C should start/end
with the start/end rules of M since the labels of the paths q¯1 and q¯2 are the subwords of
hub relation. Since these rules lock all sectors between t(i) and t(i+1), there are no a-cells
between q¯1 (q¯2) and the nearest θ-band, i.e. ∆i = Γi.
Since the side label of D0 = Qi is minimal in H(θ, a), the history of Γi is simple by
Corollary 11.6 (b), and by Lemmas 8.13 and 10.6, there is a trapezium Γ′i with the same top
and bottom labels whose history is congruent to the history of Γi, and so the side labels are
equal in H(θ, a) to the side labels of Γi by Lemma 11.5 (a). Hence the replacement Γi by
Γ′i does not change the boundary label of the whole diagram modulo the relations of H(Θ).
So we further assume that Γi is a trapezium and C is a computation. (See Figure 12.)
We can now construct a copy Γi+1 of Γi by adding 1 to all superscripts of edges if i+2 6= 0
(mod L). This diagram over H(Y) can be inserted between two the hubs (with identification
the t-band Qi+1 in Γi and Γi+1). Similarly we can connect the hubs by t-bands Q0,..., QL,
and the holes between them will be filled in with the diagrams Γl-s, but with one exception:
to obtain a spherical diagram one should fill in the hole between the t-bands Q0 and Q1
with bases t(0) and t(1). Indeed this is possible by Lemma 10.10 since the computation C
can be extended by Lemma 8.5 so that the whole between Q0 and Q1 is glued up with a
quasi-trapezium too. This complete the construction of the sherical diagram and the proof
of Lemma 11.14.
Lemma 11.15. Let w be an essential element represented by a cyclically minimal in rank 1/2
word W and x be a 0-element such that w−4xw4 is a 0-element y in H(Θ). Then x ∈ 0(w)
and there is a 0-element c in H(Θ) such that the product wc−1 commutes with every element
from 0(w).
Proof. We subdivide the proof in several steps.
0. Note that if w′ = ywy−1 and x′ = yxy−1 for some 0-element y, then the statement of
the lemma holds for the pair (w, x) iff it holds for (w′, x′) since 0(ywy−1) = y0(w)y−1.
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1. It follows that we may assume that the word W starts with some q-letter q0. Let ∆
be a minimal diagram over H(Θ) with boundary p1q1p2q2, where the section p1 has labels
representing x, Lab(q1) ≡ Lab(q2)
−1 ≡W 4, and |p1|q = |p2|q = 0.
Since the word W is cyclically minimal in H(Θ), there is no maximal q-band in ∆, which
starts and ends on q1 (on q2). (Otherwise W were conjugate of a word of length |W |q − 2.)
Hence each of them starts on q1, ends on q2, and one can enumerate them counting from
p1: D1, . . . ,Dm (m ≥ 4). So we have a diagram over H(θ, a) between p1 and D1, it can be
assumed empty, and so x is represented by the side label of D1. We may assume that the
history of D1 is non-trivial in B(Θ), since otherwise x = 1 in H(Θ) by Lemmas 11.5 (a) and
11.10, and so x ∈ 0(w).
2. Let y1x1y2x2 be the boundary of D1 with sides y1 = p1 and y2. Since the labels of
q1 and q
−1
2 start with the same letter, we have Lab(x2) ≡ Lab(x1)
−1. So by Lemma 11.13
(b), one can construct a q-band D01 with boundary y
0
1x
0
1y
0
2x
0
2, where Lab(x
0
2) ≡ Lab(x
0
1)
−1,
Lab(y02) is equal to Lab(y2) in H(θ, a), Lab(y
0
2) is vsv
−1 for some word v, with cyclically
minimal s in the group H(θ, a). Similarly, we have Lab(y01) ≡ utu
−1 with cyclically minimal
t by Lemma 11.5 (b). Therefore we preserves the boundary label of ∆, when replacing
the band D1 with the band D
0
1 (and inserting an auxiliary diagrams over H(θ, a) to the
top/bottom of D01). Let E be the modified ∆. We may assume that all q-bands of E are
reduced, all the subdiagrams over H(θ, a) are minimal, and E has no q-annuli by Lemma
11.8.
Note that |u|q = 0, and now we can replace the partition p1q1p2q2 of ∂∆ with the parti-
tion y(z1q1)p2(q2z2), where Lab(y) ≡ t and Lab(z
−1
1 ) ≡ Lab(z2) ≡ u. Furthermore, adding
edges to the boundary, we have a diagram E ′ with boundary y(z1q1z3)(z
−1
3 p2z4)(z
−1
4 q2z2),
where Lab(z3) ≡ Lab(z4) ≡ u. This partition corresponds to simultaneous conjugation of
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the element x and w by the word u of q-length 0. Therefore we may replace (x, w) with the
conjugate pair (x′, w′), where x′ = t (see item 0). Finaly, the beginning z1x1 of the path
z1q1z3 is homotopic in E
′ to the path lr, where l is a q-edge cutting the band D01 and r is
a subpath of y−12 . Let E
′′ be the diagram, where the boundary subpath z1x2 is replaced by
lr, and similarly we replace the subpath x2z2. (See Figure 13.) The replacement of E
′ with
E ′′ does not change the pair (x′, w′), but in E ′′ the element x′ is represented by a cyclically
minimal word and the word W ′ representing w′ starts with the q-letter Lab(l).
✲
✛
z1
y
z2
x1
x2
l
E ′′
q1
q2
r
Figure 13
Remark 11.16. The replacement of the pair (x, w) with the pair (x′, w′) (and the diagram
∆ with E ′′) is possible if the history of D1 is reduced but not necessarily cyclically reduced.
Let us call such a modification of the pair (x, w) and the diagram ∆ the cyclic reduction of
the band D1 in ∆.
The advantage of the obtained diagram is that the band D1 is replaced with the band
having cyclically minimal in H(θ, a) labels of the top and the bottom and the modified paths
q1 and q
−1
2 start with q-edges. Now we may re-establish the original notation x, w,p1, . . . but
assume that the first maximal q-band D1 of ∆ has labels of the top and bottom cyclically
minimal in the group H(θ, a).
If the θ-letters of Lab(p1) belong to a subalphabet Qj , then the label of the opposite
side of the band D1 has θ-letters from Qj′, where j
′ = j ± 1 (modN) by the definition of
(θ, q)-relations.
3. Let q¯1 (resp., q¯
−1
2 ) be the subpath of q1 (of q
−1
2 ) starting with the vertex (q1)− (with
(q2)+) and labeled by Wq0, where q0 is the first letter of W . All q-edges of q¯1 are connected
with q-edges of the subpath q¯2 by the q-bands D1, . . . ,Ds, where s− 1 = |W |q. Let Γ be the
subdiagram of ∆ bounded by q¯1, q¯2, D1 and Ds (D1 and Ds are included in Γ).
Since Lab(q¯1) ≡ Lab(q¯2)
−1, identifying q¯1 and q¯
−1
2 in ∂Γ, except for the last edges of
these paths labeled by q0, one obtains an annular diagram Γ(0). The q-bands D1, . . . ,Ds−1
becomes q-annuli in Γ0. We denote by Q1, . . . ,Qs−1 the reduced forms of these annuli, where
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Q1 = D1 by item 3. We do not change Ds, and so there is a cutting path p connecting two
vertices on Q1 and Ds, whose label is equal to Wq0 in H(Θ).
The chamber Γ1 bounded by Q1 and Q2 can be made minimal annular diagram over
H(θ, a) according to Lemma 11.7 (2). Since the side labels of Q1 are cyclically minimal in
H(θ, a), there are no positive (over the presentation of H(θ, a)) cells in this chamber with
contiguity degree ≥ α¯ to the side of Q1 by Lemma 2.2. Using Lemma 11.11 (as in Lemma
11.13), one can reduce the type of Γ1 and finally transform it in an annular diagram over
H(a) (at the expense of the modification of the next chamber Γ2). This transformation does
not change the band D1, and according to Lemma 11.11 (d), it preserves the label of a simple
path homotopic to p modulo the relations of H(Θ).
Recall that by item 1, the history of Q1 is nontrivial in B(Θ). Therefore the retraction
from Lemma 11.5 (a) shows that the side labels of Q1 are not conjugate in H(θ, a) to a word
of θ-length 0. Hence applying Lemma 11.7 (2), we may assume that Γ1 is a minimal diagram
over H(a).
Since both Q1 and Q2 are reduced annuli, every maximal θ-band of Γ1 must start on
the boundary of Q1 and end on the boundary of Q2. Since the boundary labels of Q1
are cyclically minimal in H(θ, a) the same is true for the boundary labels of Q2 by Lemma
11.5(b). Therefore the next chamber Γ2 between Q2 and Q3 can be transformed in a minimal
annular diagram over H(a) too. The iteration of this procedure makes the boundary labels of
all q-annuli of Γ(0) cyclically minimal over H(θ, a) and all the chambers Γi minimal annular
diagrams over the group H(a). According to Lemma 11.11 (d), the procedure preserves,
modulo the relations of H(Θ), the label of a cutting simple path p′ connecting p− and p+
in the modified annular diagram Γ(0), i.e. the word Lab(p′) represents the element wq0, and
|p′|q = |p|q.
4. By Lemma 10.6, no θ-band crosses a q-annulus Qi twice in Γ(0) (i = 1, . . . , s−1), and
so the maximal θ-bands starting on Q1 end on Qs. Therefore one can connect the vertex
p′− = (p1)− with the vertex on the band Qs along a θ-band of Γ(0). So p
′ is homotopic in
Γ(0) to a path p′′, which is a product p(1)p(2) of a side p(1) of a maximal θ-band and a
path p(2) whose label S is freely equal to a subword of a power of the (outer) side label of
the q-band Qs. (We use that the two boundary q-edges of Qs have the same label q0.)
Cutting the diagram Γ(0) along the path p′′, we obtain a modification Γ′ of Γ with the
additional properties:
(1) Γ′ has no positive cells over H(θ, a), i.e. Γ′ is a minimal diagram over H(Y),
(2) Every maximal θ-band of Γ′ starting on p1 crosses each of the q-bands D1, . . . ,Ds
and
(3)Wq0 = W (1)W (2), where, |W (1)|q = s, W (1) has no θ-letters, and W (2) is a product
of the words x(i)-s defined in Lemma 11.5 for the set Θ+j′ from the end of item 2.
Note that the factorization of Wq0 with these properties is unique, that is the factor
W (2) is uniquely defined modulo the relations of H(Y) by Lemma 11.10, since the words
Wq0 and W (2) have the same image under the homomorpism to F (Θ) defined in Lemma
11.10.
Simplifying the notation, we will assume that the diagram Γ enjoys the properties (1) -
75
(3) itself.
5. Since all the θ-bands starting on p1 cross Ds in Γ and the band Ds is reduced we
conclude that Ds is a reduced form of a product F = F1F2F3, where the band F2 is a copy
of D1 and the history of the band F3 is inverse to the history of F1, because the side labels
of these two bands are W (2)±1. Futhermore, one can construct a new diagram E as follows.
Take the subdiagram E1 formed by all maximal θ-bands of Γ starting with p1 and by
a-cells between them (if any). The top/bottom label of E1 are equal to W (1), i.e. they are
minimal words in rank 1/2. Hence they cannot contain a subword of q-length 2 equal in
H(Y) to a word of q-length 0. It follows by induction that all the θ-bands of E1 are regular,
and therefore E1 is a quasi-trapezium. (See Figure 14.)
✗
②
q′1
q′2
p1
D1 Ds−1
F1
F3
F2
p′2
q0
q0
❄
✻
E
E1
Figure 14
The maximal q-bands of E1 are D1, . . . ,Ds−1,F2. Then we attach to F2 two q-bands F1
and F3. The boundary path of E is p1q
′
1p
′
2q
′
2, where p
′
2 is the side label of F (equal to the
outer side label of Ds). The labels of q
′
1 and (q
′
2)
−1 represent the same element wq0 in H(Y).
So (changing notation) we may assume that these paths are labeled by Wq0 and Γ = E.
The clock-wise boundary label of F1 is q
−1
0 Sq0S
′, where S and S ′ are side labels having
θ-letters from the alphabets Qj and Qj′, respectively.
By Lemma 10.10, there is a revolving quasi-computation C corresponding to the quasi-
trapezium E1 with top/bottom labelsW (1) and history h equals the history of D1. Removing
the q-band F2 from E1, we see that the word W (1)q
−1
0 commutes with x in H(Y).
6. Consider now the subpath q˜1 of q1 starting with the last edge of q¯1 and having label
W 3. The maximal q-bands Qs, . . . ,Qm connect it with the subpath q˜
−1
2 of q
−1
2 . The diagram
Γ˜ is bounded by Qs,Qm, q˜1 and q˜2.
It corresponds to the pair (y, w), where y is the label of the outer (in Γ˜) side of the band
Ds with θ-edges labeled in Qj. We first replace Ds with F , and then make the reduction of
F , removing F1 and F3 with mutually inverse histories h1 and h3 according Remark 11.16.
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So we replace the pair (y, w) with (x, u), where u = S−1wS in H(Y) and x is represented
by a cyclically minimal label of the side of F2 (which is a copy of D1).
As in item 4, for the word Uq0 representing uq0 in H(Θ), we have a decomposition
U = U(1)U(2), where U and U(2) have equal images in F (Θ+). Since U = S−1WS, the
image of U(2) is equal to the image of S−1W (2)S in F (Θ+). Therefore U(2) = (S ′)−1W (2)S ′
in H(Y) by Lemmas 11.5 and 11.10. Taking into account that Sq0(S
′)−1 = q0 in H(Y) (since
the boundary of F1 is trivial in H(Y)), we have
U(1) = Uq0U(2)
−1 = S−1WSq0(S
′)−1W (2)−1S ′ = S−1(Wq0W (2)
−1)S ′ = S−1W (1)S ′ (14)
in H(Y).
As in 5, there exists a quasi-trapezium with top/bottom label equal to U(1) and history
h. Removing the last q-band (which is a copy of the first q-band of this quasi-trapezium),
we obtain that U(1)q−10 represents an element commuting with x. It follows from (14) that
W (1)q−10 = SU(1)(S
′)−1q−10 = S(U(1)q
−1
0 )S
−1 commutes with SxS−1 in H(Y).
7. Thus, there is a minimal diagram over H(Y) with a boundary x1y1x2y2, where the
labels of x1 and x
−1
2 are the reduced forms of SxS
−1 and the labels of y1 and y
−1
2 are equal
toW (1)q−10 . The q edges of y1 are connected with corresponding edges of y2 by q-bands, and
one can add one more q-band (which is a copy of the first q-band) obtaining, by Lemma 10.6,
a quasi-trapezium with top/bottom label W (1). Since a side label of this quasi-trapezium
is equal to SxS−1, the history g of it is the reduced form of the product h1h2h
−1
1 .
So, by Lemma 10.10 we have two revolving quasi-computations starting with the same
W (1) and histories h2 (the history of the quasi-trapezium E1 from item 5) and g. Note that
that the wordW (1) contains no cyclic subwords V congruent toM-accepting configurations.
Indeed, otherwise Lemma 10.10 allows us to construct a quasi-trapezium with top label V
and bottom label equal to Σ(0). Gluing up the hub to the bottom, we see that V is equal
to 1 in rank 1/2. Hence the word W is not cyclically minimal in rank 1/2, a contradiction.
It follows from Lemma 9.6 that there is a revolving computation C with base W (1) and
history h′ congruent to h1.
The side label of the corresponding trapezium is equal in H(Y) to S, and so W ′ =
W (1)q−10 commutes with S in H(Y). Therefore W
n = (W ′S−1)n = (W ′)nSn = (W ′)n in
H(Θ), because S has q-length 0. Since W ′ commutes with x, this implies W nx = xW n in
H(Θ).
To prove that wkxw−k is a 0-element, it suffices now to consider the maximal q-bands in
a diagram of the equality wnsx = xwsn for sn > k (as in item 1.)
8. Recall that the value ofW (1), and therefore the value ofW ′ in H(Θ) does not depend
on an element x from 0(w) (see the end of item 4). We have that the 0-word S equal to
(W ′)−1W in H(Θ), does not depend on x too. Hence the word WS−1 =W ′ commutes with
every element from 0(w), and choosing an element c ∈ H(Θ) represented by the word S, we
complete the proof.
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11.4 End of the proof
Proof of Theorem 1.1. Let a finitely generated group G be a subgroup of a group H
finitely presented in Bn. Note that the set R of all words in the generators a1, ..., ak of H ,
which are equal to 1 in H , recursively enumerable since in class of all groups the set of
defining relations of H consists of a finite set and the recursively enumerable set of powers
wn = 1 for group words w in the alphabet {a1, ..., ak}. Each generator bi of G from the finite
set of generators {b1, ..., bl} is equal in H to a word wi = wi(a1, . . . ak), and to obtain the
list of words in bi-s equal to 1, it suffices to obtain the list of the corresponding products
of wi-s equal to 1 in G. Since the procedure of extracting such products from the list R is
effective, the group G is recursively presented, i.e. it is given by a recursively enumerable
set of relations in the generators b1, ..., bl.
For the nontrivial part of Theorem 1.1, we assume that there is a recursively enumerable
set of defining relations for a finitely generated group G of exponent n, and we have a
presentation G = 〈A | L〉 as in the beginning of Section 8. The axioms (Z1), (Z2), (Z3)
were checked for the group G(0) = H(Θ) and for the factor group G(1/2) = G of G(0) in
Subsection 11.3. Therefore the group G(∞) defined in Subsection 3.2 satisfies the identity
xn = 1 by Lemma 3.4. It is finitely presented in the variety Bn since the initial group
G˜ given by relations (8), (9) is finitely presented, and the additional relation used in the
constructions of groups H(a), H(θ, a), H(Θ) and H = G(∞) are either a-relations (which
follow from the relations of G˜ by Lemma 10.1) or relations of the form un = 1.
It remains to prove that the canonical homomorphism G→ H is injective. For this goal,
we assume that a word w in generators from A is equal to 1 in H and prove that w = 1 in
G. So there is a g-reduced diagram ∆ over H with boundary p labeled by w. If ∆ has a
positive cell, then by Lemmas 2.3 and 2.4 (and Lemma 3.4), there is a positive cell π and a
contiguity subdiagram Γ of rank 0 such that (π,Γ,p) ≥ ε. Let q1 = Γ
∧
π and q2 = Γ
∧
p.
By Condition (A2) (see the definition of A-map), the path q1 is reduced in Γ, and so every
q-edge e of it is adjacent with a q-edge of q−12 . Such a q-edge does exists in q1 since εn > 1,
but does not exist in q2, a contradiction. It follows that ∆ has no positive cells, and so it is
a diagram over H(Θ). So w is trivial in the group G by Lemma 11.9, as required. 
Proof of Proposition 1.5 (1) Let G′ be a homomorphic image of the group G. We
can modify the definition of congruent admissible words, replacing equality of the words in
the input sector {t0}{t1} (and also in {t0}{t0}
−1 and {t1}
−1{t1}) modulo the relations of G
with equality modulo the bigger set relations of G′. The wording of other definitions do not
change (although the content of other concepts depending on the definition of congruence
changes, we obtain different set of regular admissible word, and so on).
Respectively, we enlarge the set of a-relations now. Let M ′ be the factor group of M by
all relations of G′. (So M ′ is not necessarily finitely presented.) Respectively we obtain the
modified groups Mˆ ′, H ′(a), H ′(Y), and so on.
In the modified Statement of Lemma 10.1 we have a homomorphism of G′ to Mˆ ′. This
just follows from the new definition of a-relations. Respectively, we obtain injective homo-
morphism G′ → H ′(Y), G′ → H ′(Θ), and G′ → H ′ in Corollary 10.7, Lemma 11.9, and the
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above proof of Theorem 1.1. There are no changes in the formulations and proofs of other
statements.
Thus, an arbitrary homomorphism G→ G′ extends to a homomorphism H → H ′. This
means that the embedding G →֒ H is a CEP-embedding, and Proposition 1.5 is proved
for the embedding given by Theorem 1.1. The proofs of Corollaries 1.2 and 1.3 given in
Introduction also provide us with the CEP for the embeddings in G →֒ E and Gi →֒ E,
because the CEP is transitive and the retract of a group is a CEP subgroup.
(2)Assume that two words v and w in the alphabet A are conjugate in the group H =
G(∞), and v 6= 1. So we have a g-reduced annular diagram ∆ over H . Then the assumption
that ∆ has a positive cell can be disproved exactly as in the proof of Theorem 1.1. Thus,
∆ is a diagram over H(Θ). By Lemma 11.8, a q-annulus (if any exists in ∆) surrounds the
hole of the annulus. So we have an annular diagram over H(θ, a) for the conjugacy of v and
the boundary label V of such an annulus. However the retraction from Lemma 11.5 maps
the word v of θ-length zero to 1. It follows that V = 1 in H(θ, a), and therefore v = 1 too,
contrary the above assumption.
Hence ∆ has no q-annuli and (θ, q)-cells since q-bands cannot start/end on the boundary
on ∆. Therefore ∆ is a diagram over H(θ, a). By Lemma 11.7, one may assume that ∆ is
minimal, and so it has no θ-annuli. If ∆ has a positive cell Π, then we obtain a contradiction
using Lemmas 3.4, 2.3. 2.4, exactly as we used these lemmas in the proof of Theorem 1.1
(but applying them to the graded diagram over H(θ, a) now), because there are no θ-edges on
the boundary of ∆. Hence ∆ is a diagram over H(a) without (θ, a)-cells, since the boundary
has no θ-edges. Thus, every nontrivial cell of ∆ is an a-cell. Therefore the words v and w are
conjugate in the group G. The statement (2) of Proposition 1.5 follows for the embedding
G →֒ H . We also have the Frattini property for the embeddings in Corollaries 1.2 and 1.3
since following their proofs in Introduction, one should just keep in mind that the Frattini
property of subgroups is transitive and every retract has Frattini property. 
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