Shock temperature experiments employing a six-channel pyrometer were conducted on 200, 500, and 1000 A thick films of Fe sandwiched between 3-mm-thick anvils of Al203 and LiF to measure the thermal diffusivity ratios Al203/Fe and LiF / Fe at high temperatures and pressures. Temperature decays of 3000 ± 800 K in 250 ns were observed at Fe pressures of 194 -303 GPa, which reflect the conduction of heat from the thin metal films into the anvil material. These results were achieved via experiments employing LiF anvils at conditions of 164 -165 GPa and 4190 -4220 K and Ah03 anvils at conditions of 156 -304 GPa and 1290 -2740 K. Thermal modeling of interface temperature versus time yields best fit thermal diffusivity ratios of 4 -19 ± 1 (Fe/anvil) over the pressure and temperature range of the experiments. Calculated thermal conductivities for Fe, using electron gas theory, of 111 -181 W / mK are used to calculate thermal conductivities for the anvil materials ranging from 2 to 13 W /mK. Debye theory predicts higher values of 8 to 35 W / mK. Data from previous experiments on thick (2: lOOµm) films of Fe and stainless steel are combined with our present results from experiments on thin (~ 1000 A) films to infer a 5860 ± 390 K Hugoniot temperature for the onset of melting of iron at 243 GPa. Our results address the question of whether radiation observed in shock temperature experiments on metals originates from the metal at the metal/anvil interface or from the shocked anvil. We conclude that the photon flux from the shocked assemblies recorded in all experiments originates from the metal. Within the uncertainties of the shock temperature data, the uncertainties in shock temperatures resulting from the radiation from the anvils is negligible. This is in direct disagreement with the conclusions of previous work by Kondo.
INTRODUCTION
The phase diagram and thermal properties of iron at ultra-high pressures are important because they provide vital information for understanding the Earth's ferent laboratories do not agree with each other. Shock temperature determinations on opaque materials such as iron are difficult because one cannot directly observe the interior of the shocked material and it is necessary to employ transparent anvil materials and observe the metal/anvil interface. This method has inherent difficulties [Nellis et al. , 1990] , the three most important of which are addressed here. First, the shock-compressed anvil materials may have a sufficiently high opacity that they may be emitting enough light so that they interfere with the observation of the iron/ anvil interface. Second, the data reduction requires knowledge of thermal parameters that are not easily measured at the conditions of the experiment. Third, imperfections at the iron-anvil interface can lead to local deposition of irreversible work and hence induce anomalously high temperatures.
When a shock wave propagates from one material to another that is both in ideal contact and has a similar shock impedance, most of the energy of a shock wave is transmitted, rather than reflected. The optical properties of Al203, which has a similar shock impedance to iron and is used as an anvil material in shock temperature experiments of metals, have been controversial. Initially Grover and Urtiew [1974] inferred that Al203 became opaque above 85 GPa. However both Ahrens et al. [1990] and McQv.een and Isaak [1990] concluded that the Grover and Urtiew analysis was too simplified. A more detailed analysis demonstrated the transparency of Al 2 0 3 to 200 GPa. Ahrens et al. [1990] and Williams et al. [1987] assumed that Al203 remained transparent while in the shocked state, implying that the anvil material is indeed a window material and that one can observe optical radiation from the metal at the anvil/ metal interface. Kondo [1994] inferred that Al203 becomes opaque under shock loading and that observed radiation in shock temperature experiments originates from the anvil, not the metal. Thus Kondo claimed that shock temperature experiments on a metals may, in fact, be measuring the temperature of the anvil rather than the metal. How radiation from the metal can be distinguished from anvil radiation during a shock temperature experiment is germane, especially in view of the above results by Kondo [1994] with Ag films deposited on Al 2 0 3 . In the present paper we address this issue by studying the systematic differences in the radiation observed from sample assemblies, between experiments. For example, if observed interface temperature varies systematically with the type of metal sample used but not with the type of anvil, then the optical radiation is inferred to originate from the metal/ anvil interface and therefore to reflect the properties of the metal.
One of the critical parameters that is used to calculate Hugoniot temperature from interface temperature is the thermal diffusivity ratio between the metal and the anvil, R. A series of experiments (discussed in the section on ' thin films') is carried out to measure this parameter. However, the 'thin film' experiments do not provide accurate shock temperature data for iron, so results from other experiments (discussed in the 'thick film' section) are analyzed using R values determined in 'thin film' experiments. Revised Hugoniot temperatures are reported. These results do not by themselves yield a pressure where the iron Hugoniot intersects the solid-liquid phase boundary. However, Brown and McQv.een [1986] observed the onset of melting at 243 ± 3 GPa along the principal Hugoniot of iron by observing a decrease in sound velocity, so we have interpolated our temperatures results to infer melting at 5860 ± 390 K and 243 GPa.
In the present paper we use the lack of correlation of shock temperature with anvil material to address the issue of the origin of the optical radiation during shock temperature experiments on iron. We then discuss the data reduction of these experiments and later experiments to determine R. \Ve also discuss issues related to effects and problems at the iron/ anvil interf'aces. Finally, we determine a revised phase diagram for iron, which infers a temperature for the onset of melting of an assumed f phase along the principal Hugoniot.
RELEVANT EQUATIONS
Experimental observation of the temperatures of shocked metals is difficult because they are opaque. Thus, an anvil is used, and the temperature of the interface between the anvil and the metal Ti is observed.
In the present case we assume the anvil has a slightly lower shock impedance than the metal sample [Ahrens, 1987] . We drive a shock wave into the sample inducing a Hugoniot pressure Ph , volume Vh, and temperature Th. Upon reflection at the anvil, a release wave is reflected back into sample, resulting in a release-pressure Pr and release-density Pr in the metal. The temperature of the interior of the released sample I Grover and Urtiew, 1974] Tr is calculated from T, via
where Ta is the internal shock temperature of the anvil, and Q is defined by Q=
where
hT) is the specific heat at constant pressure, p is the high-pressure density, k is the thermal conductivity, ath is the coefficient of thermal expansion [Duffy, 1993J, and [Leibfried and SchlOmann, 1954; Tang, 1994] where "-m and "-a are the thermal diffusivities of the metal and the anvil material respectively. Thermal diffusivity, "'' is related to thermal conductivity, k, via (6) where Gp is the specific heat at constant pressure and p is the high pressure density. The thermal conductivity of the metal, km, is calculated from the WiedemannFranz law:
where L = 2.45 x 10-8 W · f!/ K 2 is the Lorenz number, a is the electrical conductivity of the metal, and T the is temperature. This formulation assumes that the metal acts as a free-electron gas, and that phonon effects are negligible. This assumption is supported by the km(Fe) data of Secco and Schloessin [1989] . Manga and Jeanloz [1996] compared Secco's data to the a(Fe) data of
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Matassov [1977] and concluded that the WiedemannFranz law was valid for Fe. Note that a has a 1/T dependence and also a pressure P dependence, making Equation 7 more properly krn(P) = La(P, l/T)T. Thus when calculating km for a thin film experiment that has a different shock temperature than the Hugoniot temperature of Fe, one must use a calculated Hugoniot temperature in Equation 7 because that is the temperature at which the measurement of a was made [Manga and Jeanloz, 1997] .
To determine a Hugoniot temperature for an experiment employing a 'thick film' ( 
where Ur and uh are the released and Hugoniot particle velocities. Equation 1 does not apply for 'thin films', where the films cannot be approximated by an infinite half-space, so to determine a Hugoniot temperature for an experiment employing a ' thin film' (~ 1000 A), Tr is obtained by fitting the measured Ti and the calculated T 0 to a finite element model [Gallagher and Ahrens, 1996] for symmetric heat flow from a thin film; Equation 8 is used to calculate Th from Tr.
SHOCK TEMPERATURE EXPERJMENTS ON METALS
The shock temperature experiments on metals were performed on a 2-stage light-gas gun [Ahrens, 1987] via optical pyrometry [Yang, 1996] . There are two different types of sample configurations used, the 'thick film' setup, using 1 µm or thicker films and the 'thin film' experiments using 200, 500, or 1000 A films. In both cases, the metal film is in contact with the anvil materials that serve to compress the metal at high pressure. The Ah0 3 used for our experiments was obtained from the Adolph Mueller Company as spectral grade sapphire, and the LiF was obtained from Bicron Inc. as optical grade windows. The metal surface is intended to be viewed through one of the transparent anvils during the time the shock wave passes through the anvil.
To address the issue of interface quality, we grew films of 99.995% purity iron epitaxially on our anvil materials using argon ion sputtering in ultra high vacuum 5 x 10-9 torr. The 1000 A film that was used for Shot #287 was deposited in 40 minutes on a 500°C preheated LiF substrate, and a shallow angled electron scattering pattern (RHEED) was observed to show that the deposited film displayed limited long-range order [Hashim et al., 1993] . An SEM (Figure 1) image was obtained to demonstrate that there was no micron scale porosity. The image shows no dark patches in the uppermost light grey area, which would imply that there was measurable porosity. Additionally the image shows clearly that the length-scale of surface roughness of the anvil is much larger than the thickness of the metal film , which is the thin pale line in the center of the figure. This leads to an effective porosity in the film, which results in 'thin films' having anomalously high shock temperatures.
Thick Film Experiments
Many shock temperature experiments on metals [ Williams et al., 198 7; Ahrens et al. , 1990; Yoo et al., 1993] have employed thick films or foils. In t hese cases the metal/ anvil interface can be modeled as in infinite half-space. Specifically, a 'thick film' is one where the thickness is much greater than the thermal skin depth. One cannot determine from a single experiment which material is the source of the radiation, but one can determine the source from examining the data of many such experiments. Thick film shock temperatures show systematic temperature differences that depend on the film material used but not the anvil material. Figure 2 shows the results of experiments on Fe and stainless steel (SS), using both LiF and Ah0 3 anvils. The Hugoniot temperatures for experiments on SS films are consistently higher than the ones for Fe films , as expected theoretically. There is no significant difference in the temperature achieved with different anvil materials. This result is difficult to reconcile if the radiation originates within the anvil, but it is consistent with the light originating in the metal. This is the first of several pieces of evidence supporting the transparency of Al203 during our experiments.
Thin Film Experiments
A series of shock temperature measurements was performed on thin iron films, sandwiched between two dielectric anvils. Shock temperatures are lower for dielectric anvils than for metal films. For the duration of the experiment, there is symmetric heat fl.ow from the iron 11000 . ................................................................................................................................. ..... into the anvils. Because thickness is much greater than thermal skin depth, the interface temperature would not change even though heat flows across the interface [Grover and Urtiew, 1974J . When the film is thin, however, the interface temperature decays with time as heat flows across the boundary. We observed this decay and fit it to a finite element one-dimentional heat flow model [King et al., 1989; Gallagher and Ahrens, 1996J to obtain thermal diffusivity ratios , R (defined by Equation 5), for the experimental materials (Figure 3) . Since ka has a 1/T dependence, heat conducts faster at earlier times. Thus the slope flattens out after about 40 ns of heat conduction; this correspond to times labeled 450 ns on Figure 3 . The thin film experiments were intended to constrain the thermal diffusivity ratio of the metal/ anvil interface but can also be used to address the question of the source of the radiation. The systematics are consistent with the thick film experiments, in that no difference is observed between Hugoniot temperatures observed in experiments employing LiF and those employing Alz03 anvils. Additionally, we observe a signal in which temperature decays with time, with the rate of decay depending on the thickness of the film. Thinner films (200 and 500 A) decay faster than thicker films (1000 A).
F\.irthermore, since R for Fe/ Alz03 is lower than that of Fe/ LiF, a 1000 A film on Al 2 0 3 should show a slower decay than a film of the same thickness on LiF ( Figure  4 ). If anvil material were the source of the observed radiation, then the decay time should not depend on film thickness. In our thin film experiments the temperatures decay while emissivities remain approximately constant, giving an overall decrease in radiation with time. If the source of the radiation had been the anvil, then the effective observed emissivity should have increased with time because as more of the anvil material enters the shock state, more of it would be radiating. This is one of several pieces of evidence supporting the transparency of Al203 during our experiments.
Tang [1996] states that thermal contact resistance at the metal/ anvil interface could be important in reducing shock temperature data. Because a contact resistance would allow a thermal boundary layer at the interface [Swarts and Pohl, 1989 ], Tang interprets the initial high intensity that is seen in some experiments as being a measure of the temperature in the interior of the metal. We disagree with this interpretation for two reasons. First, for many of our best sample assemblies we see no initial flash. If the flash was caused by an intrinsic thermal contact resistance then it would be seen in all experiments, not just some. For this reason we prefer to explain the initial intensity of some samples -.. ................................................................................................................................ . as being a gap flash caused by an imperfect interface. Second, if Tang's interpretation is correct, we would expect the temperature of the initial flash to be consistent from experiment to experiment, but the observed grey body temperatures of the initial rises vary over a much wider range (±800 K) than the subsequent plateau temperatures (±250 K).
RADIATION FROM ANVIL MATERIALS
The reason the radiating anvil material is not observed is related to the large differences in Th for the metal films and the relatively low shock temperatures of the anvils. There are two possible causes for radiation from the anvil, shear banding and grey-body emission from the continuum. If we were observing continuum anvil radiation, the amount of radiating material would increase with time (as the shock wave traverses the sample, it heats more and more of it), so the temperature would remain constant and the emissivity would increase with time. This would give an overall increase in photon flux with time. With a six channel pyrometer , we can resolve the emissivity timedependence from the temperature time-dependence. In one experiment where the iron Hugoniot pressure was greater than 300 GPa (242 GP a in the Al 2 0 3 ) this was observed; however, it was not t he case for the other experiments, and we have never seen this behavior with LiF. Thus the radiation is not originating from the continuum of the anvil material for LiF and for A'20 3 below 242 GPa. If the radiation were caused by shear banding in the anvil material then, again, the amount of material involved in shear banding would increase with time, and the observed radiant intensity would increase with time. Additionally, shear banding dielectrics typically have very low emissivities € :::; 10-2 [Kondo and Ahrens, 1983) whereas metals have emissivities in the range 0. 1 :::; € :::; 1.0. Our experiments show emissivities in the range 0.19 -0.33. Therefore we conclude that for LiF and for A'203 below,....., 240 GP a the radiation observed is from the iron and not the anvil. This is one of several p ieces of evidence supporting the transparency of Al203 during our experiments.
As already stated, we did observe a single record that resembled Kondo's [1994] , where the A'20 3 Hugoniot pressure was ,....., 240 GPa. In this case, the radiation from the anvil material became brighter than the metal. Further we can distinguish between the two types of behaviors by examining the time dependence of emissivity. Kondo observes radiation from A'20 3 at Hugoniot pressures< 80 GPa, below our experimental range. Moreover he is observing radiation from Al 2 0 3 against a background radiation from Ag films that are 400 K hotter than those of iron at 90 GPa.
DISCUSSION
One drawback of the thin film experiments is that in order for thermal decay to be observable on the ,..., 200 ns time-scale of the experiment, the film must be so thin as to be comparable to the surface roughness of the optically polished anvil materials and therefore comparable in thickness to the size of the gap between the driver anvil and the metal. This causes the metal to achieve shock temperatures much higher than for thick iron films , 10,000 K as compared to 6000 K. The higher temperatures are useful in that they expedite heat flow during the experiments, but they are not useful as a shock temperature measurement. Thus, only thick film experiments can give reliable interface temperatures. Reliable Hugoniot temperatures can be calculated from 'thick film' experiments by employing the thermal diffusivity ratios measured in the 'thin film' experiments. Figure 5 shows Hugoniot temperatures for iron and also phase boundaries obtained from static experiments. Solid Hugoniot temperatures are expected to show a decrease in slope where they intersect the solid-liquid phase boundary. The slope should increase again where the phase boundary intersects the liquid Hugoniot. V.le refer to this behavior as an 'offset' in the slope. If there is a phase boundary that crosses our data then the 'offset' is so small as to be unobservable with shock temperature experiments employing Ah0 3 and LiF anvils. Therefore the present data do not agree in detail with the phase boundary inferred by Yoo et al. (1993] , who observed this expected effect at ~ 250 GPa with shock temperature experiments of iron using diamond anvils.
Sound speed measurements by Brown and McQu.een [1986] detect what they interpreted as the melting of iron under Hugoniot conditions at 243 ± 2 GPa. These measurements are accurate for determining the pressure of melting, but the melting temperatures inferred from the experiments are calculated theoretically. Interpolation of our data to 243 GPa yields a temperature of 5860 ± 390 K. This is within the error bars of Brown and McQueen 's theoretical calculation, and,..., 13% (740 K) less than the melting temperature reported for dynamic experiments which use diamond as the anvil material [ Yoo et al., 1993] , and 15% (900 K) greater than the melting temperature extrapolated from static compression data [Boehler, 1994] . Recent further exploration at high pressures and temperatures by Yoo et al. [1995 Yoo et al. [ , 1997 [Boehler, 1994) . The indicated uncertainty at 243 GPa represents melting determined via sound speed measurements [Brown and McQueen, 1986) . The 'X' represents our interpolated Hugoniot temperature of 5860 ± 390 K at 243 ± 2 GPa. The suggest that our knowledge of the Fe phase diagram is incomplete.
CONCLUSIONS
For our experiments the anvil materials LiF and Al203 are shown to be transparent, using several lines of reasoning: First, there is a predictable systematic difference between Hugoniot temperatures of Fe and stainless steel. Second, there is no systematic dependence upon anvil material used for Hugoniot temperatures of Fe. Third, we observe a time dependence for emissivity, but no systematic time dependence for interface temperature during our 'thin film' experiments. Fourth, due to the high shock pressures of our Fe films, Ph> 190 GPa and due to the high temperatures caused by effective porosity in our 'thin films' experiments, our 'thin films ' of Fe are expected to emit much more light than the 'thick films ' of Ag reported by Kondo [1994] for lower pressures, < 80 GPa. Thus, light from our films more easily overwhelms any light from the continuum thermal emission of the anvil media. \Ve successfully conducted 'thin film' experiments to measure R. For Ah0 3 , values of 16 to 19 were obtained, which are up to a factor of 3 lower than calculated. For
LiF, values of 4.3 to 11 were obtained, which are up to a factor of 5 lower than calculated.
Experimental R values were used to revise Hugoniot temperatures on Fe. The revised shock temperatures do not show the expected offset in slope as the Hugoniot intersects the fusion curve, so neither the shock pressure of the onset of melting nor that of the completion of melting is clearly obtained. However, we report here a Hugoniot temperature of 5860 ± 390 K at the 243 ± 2 GPa, the pressure where sound speed measurements detect the onset of melting of iron.
