Distributed consensus has been intensively studied in recent years as a means to mitigate state differences among dynamic nodes on a graph. It has been successfully employed in various applications, e.g., formation control of multirobots, load balancing, and clock synchronization. However, almost all the existing applications cast an impression of consensus as a simple process to iteratively reach agreement, without any clue on possibility to generate advanced complexity, say shortest path planning, which has been proved to be NP-hard. Counterintuitively, we show for the first time that the complexity of shortest path planning can emerge from a perturbed version of a min-consensus protocol, which as a case study may shed lights to researchers in the field of distributed control to rethink the nature of complexity and the distance between control and intelligence. Besides, we rigorously prove the convergence of graph dynamics and its equivalence to shortest path solutions. An illustrative simulation on a small-scale graph is provided to show the convergence of the biased min-consensus dynamics to shortest path solution over the graph. To demonstrate the scalability to large-scale problems, a graph with 43 826 nodes, which corresponds to a map of a maze in 2-D, is considered in the simulation study. Apart from possible applications in robot path planning, the result is further extended to robot complete coverage, showing its potential in real practice such as cleaning robots.
I. INTRODUCTION
The classical shortest path planning problem is concerned about finding a shortest path from a given start position to a destination position, which is a complex combinational optimization problem [1] . Most of the existing methods address this problem from a computer science perspective by developing various graph searching algorithms, including A * algorithm, Dijkstra's algorithm, and their variants [2] - [5] . To the best of our knowledge, there is no existing work that addresses this problem from a control perspective by developing dynamic evolution on distributed networks. The comparisons of different methods for solving the shortest path problem is shown in Table I . As seen from this table, the existing methods [2] - [9] are centralized, and methods [8] , [9] may not produce a shortest path. However, centralized methods are [7] Centralized Yes More No Method [8] Centralized No More No Method [9] Centralized No More No
Note: Fragility refers to the performance degradation caused by failures of a node. Scalability refers to the capability of solving large-scale problems.
more fragile than distributed methods to failures of a node [10] . In addition, the requirement on centralized computation makes centralized methods not scalable to large-scale problems [11] , [12] . Motivated by these observations, a globally convergent distributed method for solving the shortest path problem is highly demanded. A complex network attracts a lot of attention from the control community. The consensus problem is a fundamental problem in this area. Consensus means that a network of nodes reaches an agreement on certain quantities of interest through information exchanging between neighbors. Consensus provides a fundamental rule to reach global agreement through local interactions and has been successfully employed to design distributed algorithms for various applications, e.g., clock synchronization [10] and multirobot formation control [13] , [14] . The recent decades have witnessed the development of consensus on distributed graphs [15] - [21] . Results have also been reported to deal with challenging issues on consensus under different scenarios, such as communication delay [22] - [24] , noises [25] , uncertainty of node dynamics [11] , [26] , and switching topology [27] . Many results are reported about the applications of consensus to specific systems [12] , [28] , [29] .
There is a clear gap between the consensus of a dynamic graph and the problem of finding the shortest path over a graph. Consensus is a simple evolution, while path planning (especially shortest path planning) is a complex behavior. Different from the consensus problem, path planning problems are fundamental in artificial intelligence, which are related to complex decision-making processes, and some of them have been proved to be NP-hard [30] - [32] . To our knowledge, there are no existing results that bring the two disjoint problems, i.e., consensus and shortest path planning, together and seek solutions for the latter one by means of consensus. Note that the benefit to solve the shortest path problem via the consensus technique is twofold: 1) it is efficient, robust, and scalable due to the distributed property; and 2) this brings a fresh look into the power of consensus-like algorithms.
Under mild conditions, graph nodes running consensus protocols recursively converge to an agreement in their state values [15] . Following intuition, it is reasonable to expect an approximate agreement in the state values of graph nodes when perturbing a consensus protocol with a bias. Surprisingly, our finding reveals that the result is far beyond [14] - [17] , [22] , [25] , [33] - [36] Distributed Average Yes Formation control Weighted consensus [37] Distributed Weighted average Yes Formation control Consensus filter [38] Distributed Input average Yes NA This technical note Distributed Shortest path Yes Path planning a simple approximate agreement, and it has direct correspondence to shortest paths of the graph. This finding gives us a positive answer to the fundament question: whether distributed consensus as a simple evolution can generate advanced complexity, e.g., shortest path planning.
To the best of the authors' knowledge, there is no existing result on solving the shortest path problem from the perspective of consensus. The comparison of the proposed protocol with the existing consensus protocols is presented in Table II . Further investigation of this problem may trigger our attempt to rethink the nature of intelligence and complexity and develop tractable ways to address advanced complexity by using tools from the field of distributed control.
The main contributions and novelties of this technical note are listed as follows. 1) This technical note shows that consensus as a simple evolution can generate a complex behavior implying advanced intelligence (i.e., shortest path planning), indicating the potential on investigating problems arising in artificial intelligence from the perspective of distributed control. 2) This is the first work on solving the shortest path problem in a distributed manner via the consensus technique, which opens a new door for investigations on consensus, i.e., the application of consensus to shortest path planning.
3) The emergence of complexity, i.e., the shortest path solution on a graph, from biased min-consensus is theoretically analyzed. The rest of this technical note is organized as follows. In Section II, we present a brief review on consensus and graph theory. In Section III, a biased min-consensus protocol is established by perturbing the existing min-consensus protocol, and the corresponding theoretical analysis on the stability of the biased min-consensus protocol is also presented. In Section IV, we reveal the equivalence between the result of biased min-consensus and shortest path planning. In Section V, simulations and corresponding discussions are presented to further substantiate the efficacy of the biased min-consensus protocol in solving shortest path planning problems and its potential in various applications, e.g., maze solving and complete coverage. In Section VI, we conclude this technical note with final remarks.
II. BACKGROUND
In the section, we briefly overview the background and review basics about graph theory and consensus.
A. Graph Theory
The graph theory is a useful tool for investigations on consensus of network of nodes. We only present the definitions necessary for this technical note. Definitions on directed graphs, Laplacian matrices and spanning trees, which are also widely adopted in consensus-related research, can be found in literature [39] .
Let G = (V , E) denote an undirected connected graph with the set of nodes denoted by V = {1, 2, . . . , n} and the set of edges denoted by E. The value of node i in the graph is denoted by x i . The edge connecting node i and node j is denoted by (i; j) with i = 1, 2, . . . , n and j = 1, 2, . . . , n, where n denotes the number of vertices in the graph. The set of neighbors of node i is denoted by
For the convenience of latter illustration, we present the definitions of the shortest path problem in the graph theory as follows.
Definition 1 (Shortest path problem): The shortest path problem defined in graph G = (V , E) is to find a path from a node s ∈ V to another node v ∈ V such that the sum of the weights of its constituent edges is minimized.
B. Consensus
In this technical note, we consider the situation that the communication is bidirectional, which corresponds to an undirected connected graph. A general definition of consensus is the χ consensus, which is presented as follows.
Definition 2 (χ consensus [36] ): Consider a network consisting of n nodes defined in an undirected connected graph G = (V , E) with the state value of node i denoted by x i . We say that the nodes asymptotically achieve χ consensus if lim t →+ ∞ x i = χ(x(0)), ∀i ∈ V , where x(0) = [x 1 (0), x 2 (0), . . . , x n (0)] T ∈ R n denotes the initial state of all the nodes and χ(x) : R n → R denotes a function for which the function value is unique for any argument x.
Other types of consensus may be viewed as special cases of the χ consensus, which mainly includes the min-consensus, the maxconsensus, and the average consensus. In the following subsections, we briefly show protocols about the min-consensus and the average consensus.
C. Min-Consensus
Consider a network consisting of n nodes defined in an undirected connected graph G = (V , E) consisting of n nodes. The minconsensus is such that the multiagent achieves χ consensus with
Nodes of a network can be categorized into leader nodes and follower nodes, where follower nodes' state values at the steady state are decided by the leader nodes, while the leader nodes' state values are not affected by other nodes. Let S 1 and S 2 denote sets of leader nodes and follower nodes, respectively. For a network with static leader nodes, a distributed min-consensus protocol is [40] 
Correspondingly, a leaderless min-consensus protocol
The min-consensus is similar to the max-consensus. Some recent results about the min-consensus or the max-consensus can be found in [41] - [43] .
D. Average Consensus
Different from the min-consensus, the average consensus is such that the nodes in a network achieves χ consensus with χ(x) = n i = 1 x i (0)/n [36] . A classical leaderless average consensus protocol isẋ
Most of the existing results on consensus are about the average consensus (see [33] - [35] for example).
III. BIASED MIN-CONSENSUS
In this section, we perturb the existing min-consensus protocol to establish biased min-consensus. Then, we analyze its properties and stability.
A. Protocol
In min-consensus protocol (1), the leader nodes do not receive information from other nodes; they are static with the time derivatives being 0. Meanwhile, the follower nodes are dynamic. They receive information x j from their neighbors via communication. In terms of the issues arising from communication, as mentioned in Section I, some of the existing results concerns communication delay. Now, we consider another case, where the information neighbor node j that follower i receives is x j + w ij , which yields the following biased min-consensus protocol:
where constant ε > 0 ∈ R is a protocol parameter.
We have the following remarks on an intuitive explanation and the distributed property of the proposed biased min-consensus protocol.
Remark 1: An intuitive explanation for biased min-consensus protocol (2) is as follows. The term −x i + min j ∈N(i ) {x j + w ij } means that the changes of state values of follower nodes are a feedback result of the differences between their state values and information from their neighbors. In addition, parameter ε can be viewed as a gain to adjust the strength of feedback.
Remark 2: The biased min-consensus protocol is distributed, since each node either only receives information from its neighbors or does not receive any information from its neighbors. The former corresponds to follower nodes and the latter corresponds to leader nodes. For example, the follower node i receives information x j + w ij from each neighbor defined in set N(i). Then, only the minimum value of x j + w ij has an impact on the state value of the node i.
B. Properties
To analyze the properties of nonbiased consensus of a multinode network defined on undirected graphs, the definition of the Laplacian matrix and its properties are often adopted. However, due to the existence of the biased term w ij in biased min-consensus protocol (2), traditional analysis for consensus does not apply. In this section, we present theoretical analysis on the stability of biased min-consensus protocol (2) .
For the convenience of illustration, we denote the right-hand side of biased min-consensus protocol (2) by e i . Specifically, e i = 0 for
with the corresponding node set denoted bȳ
Meanwhile, we define the lower bound of e i as
and the corresponding node set is denoted by
Let ∅ denote the empty set, which does not contain any element. The parent node set of node i is defined as follows:
For connected undirected graphs, P (i) = ∅, ∀i ∈ S 2 . The properties of biased min-consensus protocol (2) are presented as follows in the form of lemmas.
Lemma 1: Upper boundē i defined in (3) for biased min-consensus protocol (2) is monotonically nonincreasing.
Proof: See Appendix A. Lemma 2: Lower bound e i defined in (5) for biased min-consensus protocol (2) is monotonically nondecreasing.
Proof: The proof is similar to that of Lemma 1 and is thus omitted.
Lemma 3: When t → +∞, P (i) ⊂S, ∀i ∈S with P (i) and S defined in (7) and (4), respectively, for the biased consensus protocol (2) .
Proof: See Appendix B. Lemma 4: For sets P (i) and S defined in (7) and (6), respectively, when t → +∞, P (i) ⊂ S, ∀i ∈ S.
Proof: The proof is similar to that of Lemma 3 and is thus omitted.
Lemma 5: Consider an undirected connected graph G. The state value x i is upper bounded, ∀t > 0, ∀i ∈ V , for biased min-consensus protocol (2) .
Proof: See Appendix C. Lemma 6: Consider an undirected connected graph G. When t → +∞, S ∩ S 1 = ∅ for biased min-consensus protocol (2) with set S defined in (5) and S 1 denoting the set of leader nodes.
Proof: See Appendix D.
C. Stability
Based on the properties derived in Section III-B on bias-min consensus (2), we are ready to present the theorem about the stability of (2).
Theorem 1: Let G be an undirected connected graph and suppose each node of G applies biased min-consensus protocol (2) . Then, all nodes of the graph globally and asymptotically converge to the equilibrium point x * of (2), which satisfies the following equation:
Proof: See Appendix E.
IV. EQUIVALENCE TO SHORTEST PATH PLANNING
Consensus is a simple evolution, while shortest path planning is a complex behavior, which is related to high-level intelligence. Traditionally, there is a clear gap between counterintuitions. In this section, we present the relationship between consensus and shortest path planning via biased min-consensus protocol (2) .
The relationship between consensus of multinode network and shortest path planning defined in undirected connected graphs can be constructed as follows. The state value of a node is the length of a path from this node to one of the destination nodes. The destination nodes are the static nodes with state values always being 0, and the follower nodes correspond to the source nodes. In other words, the set of source nodes corresponds to S 1 and the set of destination nodes corresponds to S 2 . Besides, if there is an edge between two nodes, the corresponding nodes can communicate with each other. The length of the edge connecting node i and node j is denoted by w ij . Then, we employee biased min-consensus protocol (2) for the nodes to communicate with their neighbor nodes.
The following theorem shows that the equilibrium of biased minconsensus protocol (2) actually forms shortest paths from any source node to destination nodes.
Theorem 2: If x i (0) = 0 for all i ∈ S 1 , then the equilibrium of biased min-consensus protocol (2) forms a solution to the corresponding shortest path problem.
Proof: According to Theorem 1, the equilibrium x * of biased minconsensus protocol (2) is asymptotically stable and satisfies (8) . According to the optimality principle of Bellman's dynamic programming [44] , the solution of the considered shortest path problem satisfies the following nonlinear equations:
and the solution of the nonlinear equations is unique if there exists a shortest path. Evidently, the equilibrium of biased min-consensus protocol (2) satisfies nonlinear equations (9) if x i (0) = 0 for all i ∈ S 1 . Therefore, the equilibrium of biased min-consensus protocol (2) forms a solution to the shortest path problem, given that x i (0) = 0 for all i ∈ S 1 . The proof is complete. Remark 3: Once the state values of the nodes converge to the solution of nonlinear equation (9), the shortest path can be found by recursively finding the parent nodes. A series of parent nodes forms a shortest path.
Remark 4: According to Theorems 1 and 2, all the state values of the protocol globally converge to the lengths of the corresponding shortest paths independent of the initial state values. Therefore, the initial values of the follower nodes can be randomly set. In other words, the initial state values of the follower nodes do not affect the final convergence values.
V. SIMULATIONS AND APPLICATIONS
In this section, simulations and applications (including maze solving and complete coverage) are shown and discussed to substantiate the efficacy of biased min-consensus (2) for shortest path planning and validate theoretical results, indicating potential investigations on artificial problems from the perspective of control.
A. Illustrative Example With a Ten-Node Graph
In this subsection, we consider the shortest path planning defined in a ten-node graph shown in Fig. 1 . In the graph, node 1 is the destination node. With ε = 10 −6 , the simulation results based on biased min-consensus protocol (2) are shown in Fig. 2 . As seen from Fig. 2(a) , the min-consensus protocol is convergent. From Fig. 2(b) , it can be readily verified that the steady-state values are the lengths of the shortest paths from the nodes to destination node 1. According to Remark 3, we can readily find the shortest path from any source nodes to node 1. For example, there are two shortest paths from node 10 to the destination node (i.e., node 1), i.e., 10 → 8 → 3 → 6 → 5 → 1 and 10 → 8 → 9 → 4 → 6 → 5 → 1. The results substantiate the efficacy of the biased min-consensus protocol for solving shortest path problem and validate the theoretical results.
B. Application to Maze Solving: A Large-Scale Graph With 43 826 Nodes
In this section, we further present the result about solving a maze problem via biased min-consensus protocol (2) , which further substantiate the efficacy and scalability of the biased min-consensus. Consider the maze shown in Fig. 3 with the initial position marked by a rectangle and destination positions marked by circles. There are 254 × 254 pixels in the graph. The pixels in the graph is divided into two classes, i.e., the obstacle pixels with the black color and the free pixels with the white color. We employee biased min-consensus protocol (2) to solve the maze navigation problem. Each pixel in the free positions of the maze graph is viewed as a node in a network. This forms a largescale connected graph containing 43 826 nodes. The pixels corresponding to the feasible destination positions are viewed as static leader nodes Fig. 3 . Using biased min-consensus for maze solving. Maze graph containing 254 × 254 pixels with the initial position marked by a rectangle and destination positions marked by circles. A graph is constructed by associating each free pixel that is not occupied by obstacles with a node, and forming graph edges between nodes mapped from neighboring pixels. This forms a large-scale connected graph totally with 43 826 nodes. with the state values being 0. The pixels corresponding to other free positions are dynamic follower nodes.
Using biased min-consensus protocol (2) with parameter ε = 1e − 4, the transient behavior of the state values of nodes in the graph shown in Fig. 3 is shown in Fig. 4 . The transient behavior of the state values of nodes can be described as follows. Initially, the state values of followers nodes are randomly generated with those of the destination nodes being 0 and are thus unordered. Before achieving the equilibrium, it can be seen that the state values of the nodes corresponding to the positions far from the destination positions evolute as traditional consensus, almost reaching the same value. This is due to the fact that the information from the leader nodes have not been delivered to them yet. Then, with the transfer of information, due to the effect of min-consensus protocol (2), the state values gradually converge to the equilibrium. In this sense, biased min-consensus protocol (2) actually drives the nodes to build up gradients of lengths of shortest paths from any position to a destination position. Intuitively, a shortest path from any position to a destination position is a path that follows the directions of the fastest speed of gradient descending. The shortest path generated by biased min-consensus protocol (2) is shown in Fig. 5 . It can be artificially checked that the generated path is the shortest among the paths from the initial position to all the feasible destination positions. In addition, two representative videos for biased min-consensus based maze solving can be found at https://www.youtube.com/watch?v=isDA0Q7LVis and https://www.youtube.com/watch?v=fPB9-3HiSPw. These results further substantiate the efficacy of the biased min-consensus protocol for solving complex shortest path problems, indicating that we may investigate high-level intelligence from the perspective of control.
C. Application to Complete Coverage
In this subsection, biased min-consensus protocol (2) is extended to solve a complete converge problem. The complete coverage problem of mobile robots requires that a robot passes every reachable position of the workspace [45] . This problem is an essential issue in cleaning robots.
According to the definition of the complete coverage problem, it can be viewed as an extension of the shortest path problem and thus can be solved via biased min-consensus protocol (2) . We can treat each pixel in the free positions of the workspace as a node of a network. In this situation, set S 1 corresponds to the set consisting of free (or reachable) positions that the mobile robot has not passed. Besides, set S 2 corresponds to the set consisting of the positions that the mobile robot has passed. Let p(t) denotes the position of the mobile robot at time instant t. The complete coverage problem can thus be solved via the following procedure. 1) Find the shortest path among the paths from current position p(t) of the mobile robot to all the positions in set S 1 and drive the robot to follow the path until it reaches the end of the path. During the movement process of the mobile robot, remove the nodes corresponding to the positions that the mobile robot has passed from set S 1 . Fig. 6 . Using biased min-consensus protocol (2) for complete coverage. (a) Initial state with the initial position of a mobile robot marked by a rectangle and areas to be covered in green. (b) Generated moving path of the robot by using biased min-consensus, from which we can observe that the green area has been completely covered.
2) If S 1 is not empty, go to step 1; otherwise, stop. An example is shown in Fig. 6 . The initial state of the complete coverage is shown in Fig. 6(a) , where the reachable positions in the workspace are marked with small circles, and the initial position of the mobile robot is marked with a rectangle. By the procedures stated above, the complete coverage result by the biased min-consensus protocol is shown in Fig. 6(b) . As seen from this subfigure, the complete coverage is successfully completed with lines showing the trajectories of the mobile robot, i.e., the mobile robot has passed each free position in the workspace. In addition, two videos about using biased min-consensus for complete coverage are available at https://www.youtube.com/watch?v=CCFFRfsy8CM and https://www.youtube.com/watch?v=XkSzABQz3qw. The results further substantiate the efficacy of the biased min-consensus protocol in solving the complete converge problem.
VI. CONCLUSION
In this technical note, we have shown that the dynamics of a biased min-consensus protocol, as a simple evolution, can generate a complex behavior (i.e., shortest path planning), which may trigger our attempt to explore complex behaviors from the perspective of consensus. Theoretical analysis has shown that via the biased min-consensus, the state values of the nodes on an undirected connected graph asymptotically converge to the solution of the shortest path problem. In addition, simulations have confirmed the efficacy and scalability of biased minconsensus in solving shortest path problems and revealed the potential of using biased min-consensus for various applications, including maze solving and complete coverage. The results obtained in this technical note indicate potential investigations on problems arising in artificial intelligence from the perspective of consensus. Future work would be solving the shortest path problem on directed graphs via the consensus technique with directed communication, and the extension of biasedconsensus to more general networks possible with transmission delay, topology switching, intermittent disconnection, etc.
APPENDIX

A. Proof of Lemma 1
Proof: Recall that e i = min j ∈N(i ) {x j + w ij } − x i for i ∈ S 2 and the definition of P (i) in (7) . According to Clarke's generalized derivative [46] - [48] , it follows that, for i ∈ S 2 ,ė i = j ∈P (i ) λ jẋj −ẋ i with 0 ≤ λ j ≤ 1 and j ∈P (i ) λ j = 1. It follows that, for i ∈ S 2 ,
Besides, for i ∈ S 1 , we haveė i = 0. Accordingly, by Clarke's generalized derivative [46] - [48] , forē, we haveė = i ∈S δ iėi with 0 ≤ δ i ≤ 1 and i ∈S δ i = 1. Divide setS into two subsets:S = S ∩ V =S ∩ (S 1 + S 2 ) = (S ∩ S 1 ) + (S ∩ S 2 ). It follows thatė = i ∈S∩S 1 δ iėi + i ∈S∩S 2 δ iėi . Note that i ∈S∩S 1 δ iėi = 0 sincė e i = 0 for i ∈ S 1 . Then, we havė
Since i ∈S, we have e i =ē ≥ e j , i.e., e j − e i ≤ 0, ∀j ∈ V . Recall that λ i ≥ 0, δ j ≥ 0 and ε > 0. Then, we haveė ≤ 0. In other words,ē is monotonically nonincreasing. The proof is complete.
B. Proof of Lemma 3
Proof: Recall thatē = max i ∈V {e i } and e = min i ∈V {e i }. In Lemma 1, it is proved thatė ≤ 0, which indicatesē(t) ≤ē(0), ∀t ≥ 0. Similarly, from Lemma 2, e(t) ≥ e(0), ∀t ≥ 0. It follows that e(0) ≤ e(t) ≤ e(t) ≤ē ≤ē(0). Therefore,ē is monotonically nonincreasing and lower bounded. It follows that lim t →+ ∞ē (t) = c 1 , where c 1 is a constant and satisfies e(0) ≤ c 1 ≤ē(0) [49] . From Lemma 1,
(11) To find the largest invariant set [50] , considerė = 0, which yields i ∈S∩S 2 j ∈P (i ) λ i δ j (e j −ē)/ε = 0. Together with e j ≤ē, ∀j ∈ V , one further has e j =ē, i.e., j ∈S, ∀j ∈ P (i), ∀i ∈S. According to the LaSalle's invariant set principle for systems with nonsmooth righthand sides [50] , lim t →+ ∞ e j (t) = lim t →+ ∞ē (t) = c 1 . It follows that lim t →+ ∞ (e j (t) −ē(t)) = 0, ∀j ∈ P (i), ∀i ∈S. Together with (11), it is further concluded that lim t →∞ė (t) = 0. Summarizing the above analysis, P (i) ⊂S, ∀i ∈S when t → +∞. The proof is complete.
C. Proof of Lemma 5
Proof: According to Lemma 1,ė ≤ 0, i.e.,ē(t)
∀t > 0, ∀i ∈ V . It follows that x k + w ik − x i ≤ē(0), ∀k ∈ P (i), ∀i ∈S. According to Lemma 2,ė ≥ 0, ∀t > 0. Together withė ≤ 0, we further have e(0) ≤ e i (t) ≤ē(0), ∀t > 0. Recall that e i = −x i + min j ∈N(i ) {x j + w ij } = −x i + x k + w ik with k ∈ P (i). Then, e(0) ≤ −x i + x k + w ik ≤ē(0), i.e., x i ≤ −e(0) + x k + w ik with k ∈ P (i). From the definition of P (i), we have x k + w ik ≤ x j + w ij , ∀j ∈ N(i), ∀k ∈ P (i). It follows that x i ≤ −e(0) + x j + w ij ∀j ∈ N(i).
As we assume that the graph is undirected and connected, we can always find a path from a node i 1 ∈ S 1 to a node i η ∈ S 2 . Suppose that the path consists of η (η ≥ 2) nodes including node i 1 and node i η . Considering thatẋ i = 0 for i ∈ S 1 , from inequality (12), we have x i n ≤ −e(0)(η − 1) + max i ∈S 1 {x i (0)} + (η − 1) max (i ;j )∈E {w ij }. It follows that x i ≤ −e(0)(η − 1) + max i ∈S 1 {x i (0)} + (η − 1) max (i ;j )∈E {w ij }, i ∈ V . The proof is complete.
D. Proof of Lemma 6
Proof: From Lemmas 1 and 2 and the definitions ofē and e, we havē e(0) ≥ē(t) ≥ e(t) ≥ e(t) ≥ e(0) andė(t) ≥ 0 for all t ≥ 0. Similar to the proof of Lemma 3, lim t →+ ∞ė (t) = 0, which indicates e i (t) equals for all i ∈ S and e i ≤ 0, i.e., −x i + min j ∈N(i ) {x j + w ij } ≤ 0, when t → +∞. Suppose S ∩ S 1 = ∅ when t → +∞. It follows that P (i) = ∅, ∀i ∈ S, according to the definition of P (i) in (7) and the assumption that the graph is undirected and connected. Besides, according to Lemma 4, P (i) ⊂ S, ∀i ∈ S, when t → +∞. Then, we have
{x j (t) + w ij } > x k (t), ∀k ∈ P (i) ⊂ S, ∀i ∈ S (13) when t → +∞. Let x m = lim t →+ ∞ min i ∈S {x i (t)}. Then, we have
when t → +∞. From inequality (13) , when t → +∞, we have x i (t) > x k (t), k ∈ N(i) ⊂ S, which contradicts with inequality (14) . Therefore, S ∩ S 1 = ∅ when t → +∞. The proof is complete.
E. Proof of Theorem 1
Proof: From Lemmas 1 and 2, we have lim t →+ ∞ē (t) = c 1 and lim t →+ ∞ e(t) = c 2 with c 1 and c 2 being two constants. Given that the graph is undirected and connected, from Lemma 6, S ∩ S 1 = ∅ when t → +∞. It follows that there exists an i ∈ (S 1 ∩ S). Since e j = 0 for all j ∈ S 1 , in light of the definition of e in (5), we further have lim t →+ ∞ e(t) = 0.
In light of the definition ofē in (3), we haveē ≥ 0. For i ∈S, from bias-min consensus protocol (2), we have εẋ i = e i =ē ≥ 0. Note that we have proved lim t →+ ∞ e(t) = 0. Then, we have e i ≥ 0 when t → +∞. If follows that ε i ∈Vẋ i ≥ |S| lim t →+ ∞ē (t), where |S| denotes the number of nodes in setS. Evidently, i ∈Vẋ i will grow unboundedly if lim t →+ ∞ē (t) > 0, which contradicts with Lemma 5 (i.e., x i is bounded). Therefore, lim t →+ ∞ē (t) = 0.
Summarizing the above proof, one has lim t →+ ∞ e i (t) = 0. It follows that lim t →+ ∞ẋi (t) = 0, ∀i ∈ V . Therefore, equilibrium point x * of biased min-consensus protocol (2) is globally stable. The proof is complete.
