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INDECOMPOSABLE JORDAN TYPES OF LOEWY LENGTH 2
DANIEL BISSINGER
Abstract. Let k be an algebraically closed field, char(k) = p ≥ 2 and Er be a p-elementary
abelian group of rank r ≥ 2. Let (c, d) ∈ N2. We show that there exists an indecomposable
module of constant Jordan type [1]c[2]d and Loewy length 2 if and only if qΓr (d, d+ c) ≤ 1 and
c ≥ r− 1, where qΓr (x, y) := x2 + y2 − rxy denotes the Tits form of the generalized Kronecker
quiver Γr.
Since p > 2 and constant Jordan type [1]c[2]d imply Loewy length ≤ 2, we get in this case the
full classification of Jordan types [1]c[2]d that arise from indecomposable modules.
Introduction
Let r ≥ 2, k be an algebraically closed field of characteristic p > 0 and Er be a p-elementary
abelian group of rank r. It is well known that the category of finite-dimensional kEr-modules
mod kEr is of wild type, whenever p ≥ 3 or p = 2 and r > 2. Therefore subclasses with more
restrictive properties have been studied; in [7], the subclass of modules of constant Jordan type
and modules with even more restrictive properties, called equal images property and equal
kernels property, were introduced.
But even these smaller subcategories have turned out to be wild (see [2, 5.5.5] and [3]) and the
classification of their objects therefore is considered hopeless. On the other hand, since such
modules give rise to vector bundles (see [2, 8.4.11]), the presence of many indecomposables may
lead to the construction of interesting bundles.
Based on these results and the considerations in [2] this work is concerned with the constant
Jordan types that arise from kEr-modules of Loewy length 2. If we allow arbitrary modules of
constant Jordan type, a complete answer is given in [2, 10.5.1] (the proof given for p = 2 works
in general):
Proposition. Let char(k) = p > 2. There exists a module of Loewy length 2 and constant
Jordan type [1]c[2]d in mod kEr if and only if (c, d) ∈ N≥r−1 × N.
The modules constructed in the proof of the result above are far from being indecomposable.
In fact, such a module has at least c − (r − 1) + 1 = c − r + 2 direct summands. We study
constant Jordan types that arise from indecomposable kEr-modules with the equal images or
the equal kernels property of Loewy length 2. Since modules of Loewy length 2 are closely
related to representations of the Kronecker quiver Γr with r arrows, we study this problem
in the hereditary category rep(Γr) of finite dimensional representations of Γr. We denote by
qΓr : N
2
0 → Z, (x, y) 7→ x2 + y2 − rxy the Tits form of Γr.
Using recent results (see [19]) on elementary representations of Γr for r ≥ 3, we show that the
generic Jordan type [1]cM [2]dM of an indecomposable, non-simple representation M ∈ rep(Γr)
is contained in
IJT := {(c, d) ∈ N2 | qΓr(d, d+ c) ≤ 1, c ≥ r − 1}.
Then we show the existence of an indecomposable representationM (for abitrary characteristic)
in rep(Γr) that has the equal kernels property and constant Jordan type [1]
c[2]d for each
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(c, d) ∈ IJT. We arrive at this result by considering the universal covering pi : Cr → Γr of
the Kronecker quiver in conjunction with Kac’s Theorem and a homological characterization
of the representations with the equal kernels property in rep(Γr). In the end we transport our
results back to mod kEr and conclude:
Theorem. Let char(k) = p > 0, r ≥ 2 and (c, d) ∈ N20. The following statements are equivalent:
(a) There exists an indecomposable kEr-module of constant Jordan type [1]
c[2]d and Loewy
length 2.
(b) There exists an indecomposable kEr-module with the equal images property of constant
Jordan type [1]c[2]d and Loewy length 2.
(c) There exists an indecomposable kEr-module with the equal kernels property of constant
Jordan type [1]c[2]d and Loewy length 2.
(d) (c, d) ∈ IJT.
If in addition char(k) = p > 2, we get:
Corollary. Let char(k) = p > 2, r ≥ 2. For each element (c, d) ∈ N0 × N the following
statements are equivalent:
(a) There exists an indecomposable kEr-module of constant Jordan type [1]
c[2]d.
(b) There exists an indecomposable kEr-module with the equal images property of constant
Jordan type [1]c[2]d.
(c) There exists an indecomposable kEr-module with the equal kernels property of constant
Jordan type [1]c[2]d.
(d) (c, d) ∈ IJT.
As another consequence of our considerations in rep(Γr) we obtain a refinement of [2, 5.5.5]:
Theorem. Let char(k) = p > 0, r ≥ 3 and (c, d) ∈ N20 such that r−1 ≤ c ≤ (r−1)d. Then the
full subcategory of modules with constant Jordan type [1]nc[2]nd, n ∈ N has wild representation
type.
1. Preliminaries
1.1. Module properties. We let k be an algebraically closed field and r ∈ N≥2. We denote
by Γr the r-Kronecker quiver with two vertices 1, 2 and r arrows γ1, . . . , γr : 1→ 2.
Let char(k) = p > 0 and denote by Er a p-elementary abelian group of rank r. Choose
generators g1, . . . , gr and define xi := gi − 1 for all 1 ≤ i ≤ r. We get an isomorphism
kEr ∼= k[X1, . . . , Xr]/(Xp1 , . . . , Xpr ) of k-algebras by sending xi to Xi + (Xp1 , . . . , Xpr ) for all
i ∈ {1, . . . , r}. We get a functor F : rep(Γr) → mod kEr by assigning to each representation
M ∈ rep(Γr) the kEr-module F(M) with underlying vector spaceM1⊕M2 and xi.(m1+m2) :=
M(γi)(m1). Morphisms are defined in the obvious way. Although the functor sends the two
simple objects I1, P1 of rep(Γr) to the uniquely determined simple module k of kEr, the functor
has very nice properties:
Proposition 1.1. [9, 5.1.2] Let M ∈ mod kEr.
(a) If M has Loewy length ≤ 2, then there is a representation N ∈ rep(Γr) such that
M ∼= F(N).
(b) N ∈ rep(Γr) is indecomposable if and only if F(N) is indecomposable.
We say that M ∈ mod kEr has constant Jordan Type if for all α ∈ kr \ {0} the Jordan type
of the (nilpotent) operator xMα : M → M,m 7→ xα.m = (
∑r
i=1 αixi).m is independent of α.
The module has the equal images property (equal kernels property) if the image (resp. kernel) of
xMα does not depend on α. For the Kronecker quiver we have the following natural analogous
definitions, that do not require char(k) > 0.
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Definition. Let M ∈ rep(Γr) be a representation.
(a) M has constant rank if the rank of Mα :=
∑r
i=1 αiM(γi) is independent of α ∈ kr \ {0}.
(b) M has the equal images property (resp. equal kernels property) if imMα (resp. kerMα)
is independent of α ∈ kr \ {0}.
Observe that we can identify Mα : M1 →M2 with the nilpotent operator of degree ≤ 2
xF(M)α : F(M)→ F(M), m1 ⊕m2 7→ xα.(m1 +m2).
The rank of x
F(M)
α does not depend on α if and only ifM has constant rank. Since the Jordan
canonical form of x
F(M)
α has exactly rk(Mα) blocks of size 2 and dimkM1+dimkM2−2 rk(Mα)
blocks of size 1, we see that the Jordan type of x
F(M)
α is independent of α if and only if Mα has
constant rank.
Definition. Let M ∈ rep(Γr), then M has constant Jordan type, provided rk(Mα) does not
depend on α ∈ kr \ {0}. We say that M has constant Jordan type [1]c[2]d, provided M has
constant Jordan type and the Jordan canoncial form has exactly c ∈ N0 blocks of size 1 and
exactly d ∈ N0 blocks of size 2.
Clearly, if M has the equal kernels or the equal images property, then M has constant Jordan
type. It is also easy to see that an indecomposable and non-simple representation M ∈ rep(Γr)
has the equal images property (resp. equal kernels property) if and only if imMα = M2 (resp.
kerMα = {0}) for all α ∈ kr \ {0}. Therefore the following definitions make sense.
Definition. We define
EKP := {M ∈ rep(Γr) | ∀α ∈ kr \ {0} : kerMα = {0}},
EIP := {M ∈ rep(Γr) | ∀α ∈ kr \ {0} : imMα =M2},
CJT := {M ∈ rep(Γr) | ∃d ∈ N0∀α ∈ kr \ {0} : rkMα = d}.
We denote by mod2 kEr the kEr-modules of Loewy length ≤ 2. In view of the following result,
it is wellfounded to study modules of constant Jordan type in the hereditary category rep(Γr).
Proposition 1.2. [21, 2.1.2] Let char(k) = p > 0. For X ∈ {EIP,EKP,CJT} the restriction
of F to X induces a faithful exact functor FX : X → mod2 kEr such that
(a) for X = EIP, FX reflects isomorphisms and the essential image consists of the modules
in mod2 kEr that have the equal images property.
(b) for X = EKP, FX reflects isomorphisms and the essential image consists of the modules
in mod2 kEr that have the equal kernels property.
(c) for X = CJT, the essential image consists of the modules in mod2 kEr that have constant
Jordan type.
The following result provides a functorial characterization of the forementionend categories.
Theorem 1.3. [21, 2.2.1] Let r ≥ 2. There exists a family of indecomposable representations
(Xα)α∈kr\{0}, such that the following statements hold:
(a) EKP = {M ∈ rep(Γr) | ∀α ∈ kr \ {0} : Hom(Xα,M) = 0}.
(b) EIP = {M ∈ rep(Γr) | ∀α ∈ kr \ {0} : Ext1(Xα,M) = 0}.
(c) CJT = {M ∈ rep(Γr) | ∃c ∈ N0∀α ∈ kr \ {0} : dimk Hom(Xα,M) = c}.
1.2. The Auslander-Reiten quiver of Γr. Recall that for r ≥ 2 there are infinitely many
isomorphism classes of indecomposable representations of Γr. We denote by τΓr the Auslander-
Reiten translation of Γr. The indecomposable representations fall into three classes: an in-
decomposable representation M is called preprojective (preinjective) if and only if M is in
the τΓr -orbit of a projective (injective) indecomposable representation. All other indecom-
posable representations are called regular. We call a representation M ∈ rep(Γr) preprojective
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(preinjective, regular) if all indecomposable direct summands ofM are preprojective (resp. prein-
jective, regular). There are up to isomorphism two indecomposable projective representations
P1, P2, two injective representations I1, I2 and two simple representations I1, P2. We define
Pi+2 := τ
−1
Γr
Pi and Ii+2 := τΓrIi for all i ∈ N. The Auslander-Reiten quiver of Γr quiver looks
as follows:
P2
r

❁❁
❁❁
❁
P4
r

❁❁
❁❁
❁
I5
r

✿✿
✿✿
I3
r

✿✿
✿✿
I1
P1
r
@@✂✂✂✂✂
P3
r
@@✂✂✂✂✂
P5
r
CC✟✟✟✟✟
r
DD
✠✠✠✠✠✠ I4
r
BB☎☎☎☎
I2
r
BB☎☎☎☎
preinjective regular preprojective
The arrows in the components that contain all preinjective and preprojective indecomposable
representations are r-folded. They have dimension vectors dimP1 = (0, 1), dimP2 = (1, r),
dim I1 = (1, 0) and dim I2 = (r, 1). Moreover, we have dimXi+2 = r dimXi+1 − dimXi for all
i ∈ N and X ∈ {P, I}. We conclude with induction:
Lemma 1.4. The following statements hold.
(a) We have (dimPi)1 < (dimPi)2 and (dim Ii)1 > (dim Ii)2 for all i ∈ N.
(b) Each non-zero preprojective representation X satisfies dimkX1 < dimkX2.
(c) Each non-zero preinjective representation Y satisfies dimk Y1 > dimk Y2.
(d) We have (dim Ii)j < (dim Ii+1)j for all i ∈ N and j ∈ {1, 2}.
1.3. Kac’s Theorem. In this section we recall a theorem of Kac and prove the existence of
certain roots that will be needed later on. The field k is of abitrary characteristic. For a more
detailed description we refer the reader to [12], [14] and [8].
Let Q be an acyclic quiver without loops with finite vertex set Q0 = {1, . . . , n}. For x ∈ Q0
we define x+Q := {y ∈ Q0 | ∃x → y}, x−Q := {y ∈ Q0 | ∃y → x} and nQ(x) := x+ ∪ x−. The
quiver Q defines a (non-symmetric) bilinear form 〈 , 〉Q : Zn × Zn → Z, given by
(x, y) 7→
n∑
i=1
xiyi −
∑
i→j∈Q1
xiyj,
which coincides with the Euler-Ringel form on the Grothendieck group of Q, i.e. for X, Y ∈
rep(Q) we have
〈dimX, dimY 〉Q = dimk HomQ(X, Y )− dimk Ext1Q(X, Y ).
The Tits form is defined by qQ(x) := 〈x, x〉. We denote the symmetric form corresponding to
〈 , 〉Q by ( , )Q, i.e. (x, y)Q := 〈x, y〉Q + 〈y, x〉Q.
For each i ∈ Q0 we have an associated reflection ri : Zn → Zn given by ri(x) := x− ei(x, ei)Q,
where ei ∈ Zn denotes the i-th canonical basis vector. By definition we have
ri(x)j =
{
xj , for j 6= i
−xi +
∑
l→i,i→l xl, for j = i.
We denote by WQ := 〈ri | i ∈ {1, . . . , n}〉 the Weyl group associated to Q and by ΠQ :=
{e1, . . . , en} the set of simple roots. The set
FQ := {α ∈ Nn0 \ {0} | ∀i ∈ {1, . . . , n} : (α, ei)Q ≤ 0, supp(α) is connected}
is called the fundamental domain of the Weyl group action.
Definition. We define
∆+(Q) = ∆
re
+(Q) ⊔∆im+ (Q),
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where ∆re+(Q) := WQΠQ ∩ Nn0 and ∆im+ (Q) := WQFQ. The elements in ∆+(Q) are called
(positive) roots of qQ.
We formulate a simplified version of Kac’s Theorem that suffices for our purposes.
Theorem 1.5 (Kac’s Theorem). [13, Theorem B], [14, Theorem §1.10] Let k be an algebraically
closed field and Q an acyclic finite, connected quiver without loops and vertex set {1, . . . , n}.
Let α ∈ Nn0 .
(a) There exists an indecomposable representation in rep(Q) with dimension vector α if and
only if α ∈ ∆+(Q).
(b) If α ∈ ∆re+(Q), then there exists a unique indecomposable representation Mα ∈ rep(Q)
with dimM = α.
Example 1.6. We consider the Kronecker quiver Γr with r arrows. For x ∈ Z2 we have
qΓr((x1, x2)) = x
2
1 + x
2
2 − rx1x2,
hence
FΓr = {(a, b) ∈ N2 |
2
r
≤ b
a
≤ r
2
}.
Moreover one can show ([12, Section 2.6],[6, 2]) that ∆re+(Γr) = {(a, b) ∈ N20 | qΓr(a, b) = 1} and
∆im+ (Γr) = {(a, b) ∈ N2 | qΓr(a, b) ≤ 0}. Hence direct computation shows
∆im+ (Γr) = {(a, b) ∈ N2 | qΓr(a, b) ≤ 0} =
{
{(a, a) | a ∈ N}, r = 2
{(a, b) ∈ N2 | ( r−
√
r2−4
2
) < b
a
< ( r+
√
r2−4
2
)}, r ≥ 3.
We also have for M ∈ rep(Γr) indecomposable the equivalence (see [6, 2])
M regular⇔ qΓr(dimkM1, dimkM2) < 1.
We will use these results often later on.
1.4. Subquivers of Cr. Consider the universal cover Cr of the quiver Γr. The underlying
graph of Cr is an (infinite) r-regular tree and Cr has bipartite orientation. That means each
vertex x ∈ (Cr)0 is a sink or a source and |nCr(x)| = r.
Let a ∈ N≥1 and Q(a) ⊆ Cr be a connected subquiver with a sources such that nCr(x) ⊆
Q(a)0 for each source x ∈ Q(a)0. It is easy to see that Q(a)0 contains exactly b := a(r− 1) + 1
sinks. We call such a quiver source-regular with a sources. Note that two source-regular quivers
with a sources are in general not isomorphic if a ≥ 3. We label the sources of Q(a)0 by 1, . . . , a
and define na(x) := nQ(a)(x) for all x in Q(a)0. Recall that a vertex x ∈ Q(a)0 is called leaf if
|na(x)| ≤ 1.
The following results will be needed later.
Lemma 1.7. Let a ≥ 1, Q(a) be source-regular with a sources, α ∈ NQ(a)00 such that αi = 1 for
all i ∈ {1, . . . , a}, supp(α) = Q(a)0 and for each sink l we have αl ≤ max{1, |na(l)| − 1}. Then
α ∈ ∆+(Q(a)).
Proof. Observe that by assumption we have αl = 1 for each leaf l ∈ Q(a)0. We prove the
statement by induction on a ∈ N. For a = 1, the vertex set of Q(a) consists exactly of one
source a and its neighbourhood {y1, . . . , yr}. By assumption αi = 1 for all i ∈ Q(a)0. We set
β := ryr ◦ · · · ◦ ry1(α) and get that βz = δza. Hence β ∈ ΠQ(a) and α ∈ ∆+(Q(a)).
Now let a > 1. Since Q(a) is a tree and a > 1, we find a source x ∈ Q(a)0 such that na(x) =
{y1, . . . , yr−1, y}, y1, . . . , yr−1 are leaves and |na(y)| > 1. We assume without loss of generality
that x = a. We let Q′ be the full subquiver of Q(a) with vertex set Q(a)0 \ {a, y1, . . . , yr−1}.
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The quiver Q′ is a tree and source-regular with a− 1 sources. We distinguish two cases:
If αy = |na(y)| − 1, we set β := ryr−1 ◦ · · · ◦ ry1(α). Then β satisfies βz = 0 if z ∈ {y1, . . . , yr−1}
and βz = αz otherwise. Hence ry(β)y = −βy +
∑
z→y βz = −αy + 1 · |na(y)| = 1, which implies
that
(rary(β))z =


αz, for z 6∈ {a, y1, . . . , yr−1, y}
1, for z = y
0, else.
Hence α′ := rary(β) satisfies supp(α′) = Q′0 and α
′
l ≤ max{1, |nQ′(l)| − 1} for each sink
l ∈ Q′0. The inductive assumption implies that α′ ∈ ∆+(Q′). By 1.5 there is an indecomposable
representationM ′ of Q′ with dimension vector α′. SinceM ′ is an indecomposable representation
for Q(a), we conclude with 1.5 that α′ ∈ ∆+(Q(a)). Hence α ∈ ∆+(Q(a)).
Now assume that αy ≤ |na(y)| − 2. We consider β ∈ NQ
′
0
0 with βi := αi for all i ∈ Q′0. We have
then βy ≤ |nQ′(y)|−1. By assumption β ∈ ∆+(Q′) and Kac’s Theorem implies the existence of
an indecomposable representationM ∈ rep(Q′) with dimM = β. We define an indecomposable
representation N ∈ rep(Q(a)) by setting N|Q′ := M , Nz := k for all z ∈ {y1, . . . , yr−1, a},
N(a → yi) := idk for all 1 ≤ i ≤ r − 1 and we let N(a → y) : k → My be an injective k-linear
map. By construction we have dimN = α. Hence α ∈ ∆+(Q(a)) by Kac’s Theorem. 
Lemma 1.8. Let n ∈ N, then there exists a connected subquiver Q(n) ⊆ Cr such that Q(n)
has the following properties:
(a) Q(n) is source-regular with n sources.
(b) There is at most one sink y ∈ Q(n)0 such that |nCr(y) ∩Q(n)0| 6∈ {1, r}.
Proof. We prove the existence by induction on n ∈ N. For n = 1 we fix a source, say x1 and
let Q(n) be the full subquiver with vertex set {x1} ∪ nCr(x1).
For n > 1 we distinguish two cases. We let Q(n−1) be the quiver that we have constructed. If
every sink l in Q(n−1)0 satisfies |nCr(l)∩Q(n−1)0| ∈ {1, r}, then we fix a sink y in Q(n−1)0
with |nCr(y) ∩ Q(n − 1)0| = 1 and x ∈ nCr(y) \ Q(n− 1)0. Now we define Q(n) to be the full
subquiver with vertex set Q(n− 1) ∪ {x} ∪ nCr(x).
If there exists a (unique) sink y in Q(n − 1)0 such that 1 < |nCr(y) ∩ Q(n − 1)0| < r, then
we fix x ∈ nCr(y) \ Q(n − 1)0. We define Q(n) to be the full subquiver with vertex set
Q(n− 1) ∪ {x} ∪ nCr(x). By construction Q(n) has the desired properties. 
Corollary 1.9. Let n ∈ N and qn ∈ N0 be the number of sinks l in Q(n) with the property
|nCr(l) ∩Q(n)0| = r. Then qn = ⌊n−1r−1 ⌋.
Proof. By construction we have qn−1 ≤ qn ≤ qn−1 + 1 and
(∗) qn =
{
qn−1 + 1, if (r − 1) | n− 1
qn−1, if (r − 1) ∤ n− 1.
We prove the statment by induction on n. For n = 1 we have q1 = 0 and n − 1 = 0. Now
assume n > 1 and that qn−1 = ⌊n−2r−1 ⌋. Note that (qn−1 + 2)(r − 1) > n − 1 since r ≥ 2, hence
⌊n−1
r−1 ⌋ ∈ {qn−1, qn−1 + 1}. Moreover, we have
(∗∗) qn−1(r − 1) > n− 2− (r − 1) = n− r − 1.
We conclude
qn−1 + 1 = ⌊n− 1
r − 1 ⌋ ⇔ (qn−1 + 1)(r − 1) ≤ n− 1
⇔qn−1(r − 1) ≤ n− r (∗∗)⇔ qn−1(r − 1) = n− r ⇔ (qn−1 + 1)(r − 1) = n− 1.
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Since qn−1(r − 1) ≤ n− 2 we conclude
qn−1 + 1 = ⌊n− 1
r − 1 ⌋ ⇔ (r − 1) | (n− 1).
In view of (∗) we get qn = ⌊n−1r−1 ⌋.

2. Restrictions on Jordan Types
2.1. The generic rank of a representation. Let M ∈ rep(Γr) be a representation. We
consider the non-empty open subset
MaxRk(M) := {[α] ∈ Pr−1 | rk(Mα) is maximal} ⊆ Pr−1
(see [22, 4.17]) of the irreducible space Pr−1. We let dM,α := rk(Mα) and cM,α := dimkM1 −
2dM,α for all α ∈ kr \ {0} and set dM := rk(Mα) for some [α] ∈ MaxRk(M) as well as
cM := dimkM − 2dM . The number dM is called the generic rank or maximal rank of M .
Lemma 2.1. Let 0 → A → X → B → 0 be a short exact sequence in rep(Γr). The following
statements hold:
(a) dX ≥ dA + dB.
(b) cX ≤ cA + cB.
Proof. (a) Since MaxRk(A) and MaxRk(B) are non-empty open subsets of the irreducible
space Pr−1, we find [α] ∈ MaxRk(A) ∩MaxRk(B) 6= ∅. We apply the Snake lemma
and get an exact sequence
0→ kerAα → kerXα → kerBα → cokerAα → cokerXα → cokerBα → 0.
We conclude
dX ≥ rk(Xα) = rk(Aα) + rk(Bα)− dimk kerXα + dimk kerAα + dimk kerBα
≥ rk(Aα) + rk(Bα) = dA + dB.
(b) We have cX = dimkX − 2dX ≤ dimk A + dimk B − 2(dA + dB) = cA + cB.

Example 2.2. Let M ∈ rep(Γr) be an indecomposable representation in EKP∪EIP, then
dM = min{dimkM1, dimkM2} and (dM , dM+cM) ∈ {(dimkM1, dimkM2), (dimkM2, dimkM1)}.
We conclude with Kac’s Theorem qΓr(dM , dM + cM) ≤ 1.
2.2. Elementary representations. In this section we study the generic rank of the so-called
elementary representations of Γr. By definition the set of all elementary representations is the
smallest subset E ⊆ rep(Γr) such that every regular representation X has a filtration with all
filtration factors in E . We show that qΓr(dE, dE + cE) < 1 for each elementary representation
E and conclude that each regular representation M satisfies qΓr(dM , dM + cM) < 1. For ba-
sic properties and results on hereditary algebras and elementary representations, used in the
following proofs, we refer to [15], [16, 1.3] and [19, A1].
Definition. [16, 1] Let r ≥ 3. A non-zero regular representation E ∈ rep(Γr) is called elemen-
tary, if there is no short exact sequence 0→ A→ E → B → 0 with A and B regular non-zero.
We denote by E ⊆ rep(Γr) the set of all elementary representations.
Remark. Observe that dM = 0 if and only if M is semisimple. In particular, dM 6= 0 for each
regular representation M .
Lemma 2.3. Let r ≥ 3 and K ∈ R.
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(a) If dE+cE
dE
< K for each E ∈ E , then dX+cX
dX
< K for each (not necessarily indecomposable)
regular representation X ∈ rep(Γr).
(b) If qΓr(dE , dE + cE) < 1 for each E ∈ E , then qΓr(dX , dX + cX) < 1 for each (not
necessarily indecomposable) regular representation X ∈ rep(Γr).
Proof. (a) Let X be a regular representation, then there is a filtration of minimal length n ∈ N
0 = X0 ⊂ X1 ⊂ . . . ⊂ Xn = X
such that Xi/Xi−1 ∈ E for all 1 ≤ i ≤ n. We prove the statement by induction on n ∈ N.
Cleary, n = 1 if and only if X is elementary. Now let n > 1, then we have a short exact sequence
0 → Xn−1 → X → X/Xn−1 → 0 such that A := Xn−1 has a filtration of length ≤ n − 1 with
filtration factors in E and B := X/Xn−1 is elementary. Hence dA+cAdA < K,
dB+cB
dB
< K. We
conclude with Lemma 2.1
dX + cX ≤ dX + cA + cB < dX + (K − 1)(dA + dB) ≤ dX + (K − 1)dX ≤ KdX .
(b) This follows from (a) and Example 1.6 wit K = r+
√
r2−4
2
. 
Proposition 2.4. [19, Appendix 1] Let E be non-zero regular module E. Then E is elementary
if and only if given any submodule U of E, the submodule U is preprojective or the factor module
E/U is preinjective.
Lemma 2.5. Let r ≥ 3, M ∈ rep(Γr) be an elementary representation such that dimM = (a, b)
with a ≤ b and M 6∈ EKP, then a ≤ b ≤ r − 1.
Proof. We assume thatM does not have the equal kernels property. By 1.3 we find α ∈ kr \{0}
and f ∈ Hom(Xα,M) \ {0}. Since dimXα = (1, r − 1) and M is regular indecomposable,
there is d ∈ {1, . . . , r − 1} such that dim im f = (1, d) (see [5, 3.5, 3.8]). It follows that im f is
regular (see [1, VIII.2.13] and 1.4). SinceM is elementary, we conclude with 2.4 thatM/ im f is
preinjective. Hence Lemma 1.4 implies that x ≥ y, where (x, y) := dimM/ im f = (a, b)−(1, d).
Hence b − a < r − 1. We assume that b ≥ r, then b − a < r − 1 < b and [5, 14.7] (see also
[19, 3.2]) implies the existence of a non-preprojective representation U ⊆ M with dimension
vector (1, r−1). We conclude with 2.4 thatM/U is a preinjective representation with dimension
vector (a− 1, b− (r − 1)) and b− (r − 1) 6= 0. Now [5, 14.9] implies
b− 1
b− (r − 1) ≥
a− 1
b− (r − 1) ≥
r +
√
r2 − 4
2
> (r − 1).
It follows r(r − 2) > b(r − 2) and therefore r > b, a contradiction. Hence a ≤ b ≤ r − 1. 
Lemma 2.6. Let r ≥ 3, M ∈ rep(Γr) and N := M|{γ1,...,γr−1} ∈ rep(Γr−1) be the restriction of
M to Γr−1. The following statements hold.
(a) dM ≥ dN and cM ≤ cN .
(b) If qΓr−1(dN , dN + cN ) < 1, then qΓr(dM , dM + cM) < 1.
Proof. (a) Let α ∈ kr−1 \ {0} such that dN = rk(Nα), then β := (α1, . . . , αr−1, 0) ∈ kr \ {0}
and dM ≥ rk(Mβ) = rk(Nα) = dN .
(b) Note that the statement is obviously true if N and therefore M are zero. Hence we can
assume that N is not zero, i.e. (cN , dN) 6= (0, 0). Hence qΓr−1(dN , dN + cN) < 1 implies
dN 6= 0. Since r−1+
√
(r−1)2−4
2
< r+
√
r2−4
2
, we conclude with Example 1.6 and (a) that
r +
√
r2 − 4
2
>
dN + cN
dN
= 1 +
cN
dN
≥ 1 + cM
dM
=
dM + cM
dM
,
i.e. qΓr(dM , dM + cM) < 1.

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We denote by DΓr : rep(Γr)→ rep(Γr) the duality given by DΓrMi := Homk(M3−i, k) for i ∈
{1, 2} and DΓrM(γi) := M(γi)∗ for all 1 ≤ i ≤ r. The duality sends elementary representations
to elementary representations. Moreover, M ∈ EKP if and only if DΓrM ∈ EIP. The proof of
the following result is inspired by the arguments used in [19, 4.1].
Lemma 2.7. Let r ≥ 3, E ∈ rep(Γr) elementary and dimE = (a, b) with 2 ≤ a ≤ b ≤ r − 1.
We consider the restriction M := E|{γ1,...,γr−1} of E to Γr−1. Then M ∈ rep(Γr−1) is regular,
i.e. every indecomposable direct summand of M is regular in rep(Γr−1).
Proof. Let U ⊆ M be a non-zero direct summand of M and assume that U is preinjective or
preprojective. Since dimM = (a, b) and a, b ≤ r − 1, we conclude with the considerations in
section 1.2 that U ∈ {I1, P1, I2, P2}. Recall that P1, P2 are projective and I1, I2 are injective
with dimension vector (0, 1), (1, r− 1), (1, 0) and (r− 1, 1), respectively (note that we consider
rep(Γr−1)).
Assume that I1 is a direct summand of M . Then there is a 1-dimensional k-subspace U ⊆ E1
such that E(γi)|U = 0 for all 1 ≤ i ≤ r−1. If E(γr)|U = 0, then I1, considered as a representation
of Γr, is simple and injective and therefore a direct summand of E, a contradiction. Hence
E(γr)|U 6= 0. Now E(γi)|U = 0 for all 1 ≤ i ≤ r−1 implies that U generates a subrepresentation
M(U) ⊆ E ∈ rep(Γr) with dimension vector (1, 1). Since M(U) is not preprojective, we
conclude with Proposition 2.4 that E/M(U) with dimension vector (a−1, b−1) is a preinjective
representation. Since 0 < a− 1 ≤ b− 1, this is a contradiction to Lemma 1.4.
Assume now that P1 is a direct summand of M , by duality we conclude that I1 is isomorphic
to a direct summand of N := (DΓrE)|{γ1,...,γr−1}. Then there is a 1-dimensional k-subspace U ⊆
(DΓrE)1 = Homk(E2, k) such that DΓrE(γi)|U = 0 for all 1 ≤ i ≤ r−1. If DΓrE(γr)|U = 0, then
I1 is a direct summand of DΓrE, a contradiction. Hence DΓrE(γr)|U 6= 0. Now DΓrE(γi)|U = 0
for all 1 ≤ i ≤ r−1 implies that U generates a subrepresentationM(U) ⊆ DΓrE with dimension
vector (1, 1). We conclude with 2.4 that (b, a)− (1, 1) = (b − 1, a− 1) is the dimension vector
of a preinjective representation in rep(Γr). Since 1 ≤ b − 1 ≤ r − 2 < r, we get with Lemma
1.4(d) that b− 1 = 1 and therefore a− 1 = 0, a contradiction since a ≥ 2.
Assume now that I2 is a direct summand of M , then r − 1 ≥ a and therefore a = r − 1 and
b = r − 1. We write M = I2 ⊕ U , then dimU = (0, r − 2) and U has P1 as a direct summand,
a contradiction.
Assume that P2 is a direct summand of M , then r − 1 ≥ b and therefore b = r − 1 and
2 ≤ a ≤ r − 1. We write M = P2 ⊕ U , then dimU = (a− 1, 0) and I1 is as a direct summand
of U , a contradiction. 
Proposition 2.8. Let r ≥ 3 and E ∈ rep(Γr) be an elementary representation. Then qΓr(dE, dE+
cE) < 1.
Proof. In view of Example 2.2 and duality, we can assume that dimk E1 ≤ dimk E2 and
E 6∈ EKP. Now 2.5 implies that 1 ≤ dimk E1 ≤ dimk E2 ≤ r − 1. If dimk E1 = 1, then
we have dE = 1 and cE = 1 + dimk E2 − 2dE = dimk E2 − 1. We conclude with Example 1.6
that qΓr(dE, dE + cE) = qΓr(dimk E1, dimk E2) < 1.
Now we assume that dimk E1 ≥ 2 and let (a, b) := dimE. We do the proof by induction on
r ≥ 3.
For r = 3 we have a = 2 = b. Now 2.7 implies that M := E|{γ1,γ2} is regular in rep(Γ2). The
regular representations of Γ2 are known (see for example [20, XI.4.3]) and one has dM = 2 and
cM = 0. We conclude with Lemma 2.6(a) 2 ≥ dE ≥ dM = 2 and therefore dE = 2. It follows
qΓ3(dE, dE + cE) = qΓ3(2, 2) < 1.
Now we assume that r > 3. In view of 2.7 we know thatM := E|{γ1,...,γr−1} decomposes into reg-
ular direct summands in rep(Γr−1). The inductive hypothesis and 2.3(b) imply qΓr−1(dM , dM +
cM) < 1 and 2.6(b) yields qΓr(dE , dE + cE) < 1. 
10 DANIEL BISSINGER
2.3. Restrictions on Jordan types of indecomposable representations. Now we prove
the main result of this section.
Theorem 2.9. Let r ≥ 2 and M ∈ rep(Γr) be indecomposable. The following statements hold.
(a) We have qΓr(dM , dM + cM) ≤ 1.
(b) If M is not simple and of constant Jordan type [1]c[2]d, then (c, d) ∈ IJT.
(c) If N1, . . . , Nl ∈ rep(Γr) are regular indecomposable and N := N1⊕· · ·⊕Nl is of constant
Jordan type [1]c[2]d, then qΓr(d, d+ c) < 1 and c ≥ l(r − 1).
Proof. (a) If M is preprojective or preinjective, then M ∈ EKP∪EIP by [21, 2.7] and we
conclude with 2.2 that qΓr(dM , dM + cM) ≤ 1. If M is regular, Proposition 2.8 and 2.3
imply qΓr(dM , dM + cM) < 1.
(b) We have d = dM and cM = c and conclude with (a) that qΓr(d, d+ c) ≤ 1. Since M is
not simple we have d > 0 and conclude with [2, 10.1.4] that c ≥ r − 1.
(c) Again Proposition 2.8 and 2.3 imply qΓr(dN , dN+cN) < 1. Since N has constant Jordan
type, every representation Ni has constant Jordan type (see [2, 5.1.9]), say [1]
ci[2]di . We
conclude with [2, 10.1.4] that ci ≥ (r − 1) and therefore c ≥ l(r − 1).

Remark. Consider the projective indecomposable representation P2 with dimension vector
(1, r). Then P2 ⊕ P2 has constant Jordan type [1]2r−2[2]2 and qΓr(2, 2 + 2r − 2) = qΓr(2, 2r) =
4 + 4r2 − 4r2 = 4. This shows that Theorem 2.9(c) does not hold for arbitrary representations
that are not semisimple.
3. Existence of constant Jordan types
In this section we determine all positive roots (a, b) ∈ N0 × N0 of qΓr that are the dimension
vector of an indecomposable representation M in EKP and draw conclusions for the constant
Jordan types, that can realized in rep(Γr) by indecomposable representations.
Definition. A pair (c, d) ∈ N0 × N0 is called
(a) EKP-admissable, provided there existsM ∈ rep(Γr) indecomposable in EKP of constant
Jordan type [1]c[2]d. We define
Ad(EKP) := {(c, d) ∈ N0 × N0 | (c, d) is EKP -admissable}.
(b) EIP-admissable, provided there exists M ∈ rep(Γr) indecomposable in EIP of constant
Jordan type [1]c[2]d. We define
Ad(EIP) := {(c, d) ∈ N0 × N0 | (c, d) is EIP -admissable}.
It is not hard to see that M ∈ EKP if and only if DΓrM ∈ EIP for each M ∈ rep(Γr) (see
[21, 2.1.1]). Moreover, M has constant Jordan type [1]c[2]d if and only if DΓrM has constant
Jordan type [1]c[2]d. We conclude that Ad(EKP) = Ad(EIP) and define Ad := Ad(EKP).
Definition. We define
dimEKP := {dimM | M ∈ EKP indecomposable}.
Lemma 3.1. The assignment
Ξ: Ad→ dimEKP, (c, d) 7→ (d, d+ c)
is a well-defined bijection.
Proof. Let (c, d) ∈ Ad and M ∈ EKP be indecomposable with constant Jordan type (c, d).
Since M ∈ EKP, we have dimkM1 = rkM = d and conclude dimkM2 = c + 2d − d = c + d.
Hence (d, d+ c) ∈ dimEKP.
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Now let M ∈ EKP be indecomposable with dimension vector (a, b). Then M has constant
Jordan type [1]b−a[2]a and therefore (b−a, a) ∈ Ad with Ξ(b−a, a) = (a, b−a+a) = (a, b). 
The main result of this section is the following:
Theorem 3.2. We have
dimEKP = {(a, b) ∈ N2 | qΓr(a, b) ≤ 1, b− a ≥ r − 1} ∪ {(0, 1)} =: D.
In view of Lemma 3.1 and Theorem 2.9 we have
dimEKP = Ξ(Ad) ⊆ Ξ({(c, d) ∈ N2 | qΓr(d, d+ c) ≤ 1, c ≥ r − 1} ∪ {(1, 0)})
= {(d, d+ c) | c, d ∈ N, qΓr(d, d+ c) ≤ 1, c ≥ r − 1} ∪ {(0, 1)}
= {(a, b) ∈ N2 | qΓr(a, b) ≤ 1, b− a ≥ r − 1} ∪ {(0, 1)} = D.
From now on we fix (a, b) ∈ D ⊆ N0 × N and show that there exists an indecomposable
representation in EKP with dimension vector (a, b). Recall that the roots (a′, b′) with a′ ≤ b′
and qΓr(a, b) = 1 correspond to the indecomposable preprojective representations of Γr. These
are known to have the equal kernels property ([21, 2.2.3]). Therefore we only have to consider
the case that qΓr(a, b) ≤ 0. Then it follows from the definition of D that a ≥ 2. We write
b = qa+ s with q ∈ N0 and 0 ≤ s < a.
Lemma 3.3. We have 0 ≤ q ≤ r − 1. In particular, 2 ≤ a < b < ra.
Proof. We have
0 ≥ qΓr(a, qa+ s) = a2 + q2a2 + 2qas+ s2 − ra(qa+ s)
= a2(1 + q2 − rq) + a(2qs− rs) + s2.
If q ≥ r, we get 1 + q2 − rq ≥ 1 and (2qs − rs) ≥ 0, hence 0 ≥ qΓr(a, b) ≥ a2 + s2
a≥2≥ 4, a
contradiction. 
Since b − a ≥ r − 1, Example 1.6 shows that we only have to consider the case r ≥ 3. Hence
we assume from now on that (a, b) ∈ N2 and (see Example 1.6)
2 ≤ a < b < (r +
√
r2 − 4
2
)a, b− a ≥ r − 1 and r ≥ 3.
3.1. Chen’s approach. We modify the arguments used in [6] to prove that there exists an
indecomposable representation F(a,b) ∈ EKP with dimension vector (a, b) if b ≤ (r − 1)a.
Lemma 3.4. Let a′, b′ ∈ N such that b′ − a′ ≥ r − 1, so in particular b′ > a′ > 0. For
1 ≤ l ≤ b′ − a′ + 1 we denote with I(l) the b′ × a′-matrix
I(l) =


0l−1×a′
Ia′
0
...
0

 .
Fix J ⊆ {1, . . . , b′ − a′ + 1} such that |J | = r. Let ϕ : {1, . . . , r} → J be a bijection and define
a representation Mϕ = (k
a′ , kb
′
,M(γi)) via Mϕ(γi)(x) := I(ϕ(i))x for all 1 ≤ i ≤ r and all
x ∈ ka′. Then Mϕ has the equal kernels property.
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Proof. Let α ∈ kr \{0}. We have to check thatMαϕ =
∑r
i=1 αiMϕ(γi) : k
a′ → kb′ is injective, i.e.
rk(Mα) = a′. Let Ea′ and Eb′ the canonical basis of ka′ and kb′ , respectively. Then MEa′E
b′
(Mαϕ )
is in echelon form and of rank a′. 
Recall that M ∈ rep(Γr) is a brick, provided Endk(M) = k. Chen constructed in [6, 3.6] for
each root (x, y) a brick M(x,y) such that dimM(x,y) = (x, y). We combine his construction with
Lemma 3.4 to show:
Proposition 3.5. Assume that b ≤ (r − 1)a. Then there exists a brick F(a,b) ∈ rep(Γr) such
that F(a,b) ∈ EKP and dimF(a,b) = (a, b).
Proof. We consider b = qa + s with q ∈ {0, . . . , r − 2} and s < a or q = r − 1 and s = 0. We
distinguish the following cases:
(a) q ≤ 1 and s < r − 1, then b = qa+ s < a+ r − 1, a contradiction since b− a ≥ r − 1.
(b) q = 1 and r−1 ≤ s < a. Note that s ≥ r−1 implies s+1 6∈ {1, 2}. We extend the map
1 7→ 1, 2 7→ s+ 1 = b− a + 1, 3 7→ 2 to an injection ϕ : {1, . . . , r} → {1, . . . , b− a+ 1}.
In view of 3.4 Mϕ has the equal kernels property and [6, 3.6(2)] implies that Mϕ is a
brick and therefore indecomposable.
(c) 2 ≤ q ≤ r − 1, s = 0. Note 2 6= (i− 1)a+ 1 ≤ b− a+ 1 for all 1 ≤ i ≤ q since a ≥ 2.
We have q + 1 ≤ r and extend the map
{1, . . . , q + 1} → {1, . . . , b− a+ 1}, i 7→
{
(i− 1)a+ 1, for i ∈ {1, . . . , q}
2, for i = q + 1
to an injection ϕ : {1, . . . , r} → {1, . . . , b− a + 1}. Again apply 3.4 and [6, 3.6(3)].
(d) 2 ≤ q ≤ r − 2 (r ≥ 4) and 0 < s < a. We extend the map
{1, . . . , q + 2} → {1, . . . , b− a + 1}, i 7→


(i− 1)a+ 1, for i ∈ {1, . . . , q}
qa+ s+ 1, for i = q + 1
2, for i = q + 2
to an injection ϕ : {1, . . . , r} → {1, . . . , b− a + 1} and conclude that Mϕ has the equal
kernels property. Apply 3.4 and [6, 3.6(4)].

3.2. The case (r − 1)a + 1 ≤ b < ( r+
√
r2−4
2
)a. Although Chen shows the existence of a brick
with dimension vector (a, b) for each root (a, b), we can not use his arguments for the case
b > (r − 1)a, as the following example shows:
Example. We consider the case r = 3 and (a, b) = (2, 5). Then b > (r−1)a. The only element
(a′, b′) in the Coxeter orbit of (2, 5) with a′ ≤ b′ ≤ (r − 1)a′ or b′ ≤ a′ ≤ (r− 1)b′ is (1, 1). But
we will not find an indecomposable representation in EKP with this dimension vector.
To prove the existence of indecomposable representations for (r− 1)a+ 1 ≤ b < a( r+
√
r2−4
2
),
we consider the universal cover Cr of the quiver Γr. We let (Cr)
+ be the set of all sources of
Cr, (Cr)
− be the set of all sinks and denote with rep(Cr) the category of finite dimensional
representations of Cr. For the sake of simplicity we only recall the most important properties.
For a more detailed description we refer to [11],[17] and [4].
We fix a covering pi : Cr → Γr of quivers, i.e. pi is a morphism of quivers and for each x ∈ (Cr)0
the induced map nCr(x)→ nΓr(pi(x)) is bijective.
By [10, 3.2] there exists an exact functor piλ : rep(Cr)→ rep(Γr) such that piλ(M)1 =
⊕
x∈(Cr)+ Mx,
piλ(M)2 =
⊕
y∈(Cr)− My and piλ(M)(γi) =
⊕
δ∈pi−1(γi)M(δ) for all i ∈ {1, . . . , r}. Morphisms
are defined in the obvious way.
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Theorem 3.6. [11, 3.6], [17, 6.2,6.3] There exists a free group G of rank r − 1, that acts on
rep(Γr) such that the following statements hold:
(a) piλ sends indecomposable representations in rep(Cr) to indecomposable representations
in rep(Γr).
(b) If M ∈ rep(Cr) is indecomposable, then piλ(M) ∼= piλ(N) if and only if Mg ∼= N for
some g ∈ G.
(c) The category rep(Cr) has almost split sequences, piλ sends almost split sequences to
almost split sequences and piλ commutes with the Auslander-Reiten translates, i.e.
τΓr ◦ piλ = piλ ◦ τCr .
The next result tells us that it is not hard to decide whether the push-down piλ(M) of a
representation M ∈ rep(Cr) has the equal kernels property.
Theorem 3.7. [4, 4.1] Let M ∈ rep(Cr) be an indecomposable representation. The following
statements are equivalent:
(a) N := piλ(M) ∈ EKP.
(b) N(γi) is injective for all i ∈ {1, . . . , r}.
(c) M ∈ Inj := {M ∈ rep(Cr) | ∀δ ∈ (Cr)1 : M(δ) is injective}.
For the sake of book-keeping, recall that we assume r ≥ 3, qΓr(a, b) ≤ 0, b − a ≥ r − 1, a 6= 0
and that a = 1 implies b = r. Since qΓr(1, r) = 1, we have a ≥ 2. Hence we get
(r − 1)a+ 1 ≤ (r − 1
r − 1)a.
Moreover, r ≥ 3 implies
r − 1
r − 1 <
r +
√
r2 − 4
2
.
We distinguish therefore the cases
(r − 1)a+ 1 ≤ b ≤ (r − 1
r − 1)a and (r −
1
r − 1)a < b < (
r +
√
r2 − 4
2
)a.
3.2.1. The case (r− 1)a+ 1 ≤ b ≤ (r− 1
r−1)a. The aim of this section is to show the existence
of an indecomposable representation E(a,b) ∈ rep(Cr) such that E(a,b) ∈ Inj and dim piλ(E(a,b)) =
(a, b).
Lemma 3.8. Let q := ⌊a−1
r−1⌋ and s ∈ {0, . . . , r − 2} such that q(r − 1) + s = a − 1. Then
m := (r − 1)a + 1 + q(r − 2) + s− 1 = ⌊(r − 1
r−1)a⌋.
Proof. We have for z ∈ {0, 1}
m+ z = (r − 1)a+ 1 + q(r − 1)− q + s− 1 + z = ra− q − 1 + z = (r − q + 1− z
a
)a,
and conclude
m+ z ≤ (r − 1
r − 1)a⇔ −
q + 1− z
a
≤ − 1
r − 1 ⇔ qr − q + r − 1− zr + z ≥ a
⇔ q(r − 1)− (z − 1)(r − 1) ≥ a⇔ (q − z + 1)(r − 1) > a− 1
⇔ z = 0.

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Proposition 3.9. Assume that (r− 1)a+1 ≤ b ≤ (r− 1
r−1)a. There exists an indecomposable
representation E(a,b) ∈ rep(Cr) such that E(a,b) ∈ Inj and dim piλE(a,b) = (a, b).
Proof. Let Q(a) be the quiver constructed in Lemma 1.8, q ∈ N0 the number of sinks y in Q(a)0
with |nCr(y)∩Q(a)0| = r. In view of 1.9 we find s ∈ {0, . . . , r−2} such that q(r−1)+s = a−1.
Note that s 6= 0 if and only if there exists a (uniquely determined) sink in y0 ∈ Q(a)0 such that
1 < |nCr(y0)∩Q(a)0| < r and |nCr(y0)∩Q(a)0| = s+1. Let y1, . . . , yq be the sinks that satisfy
|n(yi) ∩ Q(a)0| = r. In view of the assumption and 3.8 we have
(r − 1)a+ 1 ≤ b ≤ (r − 1)a+ 1 + q(r − 2) + s− 1.
Hence we have
0 ≤ b− (r − 1)a− 1 ≤ q(r − 2) + s− 1.
(a) If s 6= 0, we find for i ∈ {1, . . . , q} an element βi ∈ {0, . . . , r−2} and βq+1 ∈ {0, . . . , s−1}
such that b− (r − 1)a− 1 =∑q+1i=1 βi. We define α ∈ NQ(a)0 by setting
αl :=


1, l source
1, l sink and l /∈ {y1, . . . , yq+1}
1 + βl, l ∈ {y1, . . . , yq+1}.
(b) If s = 0, we find for i ∈ {1, . . . , q} an element βi ∈ {0, . . . , r − 2} such that
b− (r − 1)a− 1 =
q∑
i=1
βi.
We define α ∈ NQ(a)0 by setting
αl :=


1, l source
1, l sink and l /∈ {y1, . . . , yq}
1 + βl, l ∈ {y1, . . . , yq}.
By construction α satisfies supp(α) = Q(a)0. For each source l we have αl = 1 and for
each sink j we have αj ≤ max{1, |na(j)| − 1}. Hence we conclude with Lemma 1.7 that
α ∈ ∆+(Q(a)) and Theorem 1.5 implies that we find an indecomposable representation Eα ∈
rep(Q(a)) ⊆ rep(Cr) with dimension vector α. The pushdown piλ(Eα) satisfies
dim piλ(Eα) = (a,
∑
y∈Q(a)0∩C−r
αy) = (a, b).
By Theorem 3.6 the representation is indecomposable in rep(Γr). Moreover we have for each
source in x ∈ (Cr)0 that either (Eα)x = 0 or dimk(Eα)x = k and | supp(Eα)∩nCr(x)| = r. Since
Eα is indecomposable we conclude that every map Eα(δ) is injective for each arrow δ ∈ (Cr)1.
Therefore Eα ∈ Inj and piλ(Eα) ∈ EKP by Theorem 3.7. 
3.2.2. The case (r − 1
r−1)a < b < (
r+
√
r2−4
2
)a. Let us deal with the last remaining case.
Lemma 3.10 (compare [18, 1.1]). Let (u, v) ∈ N2 such that u ≤ v ≤ (r− 1)u+1. There exists
an indecomposable and thin representation T(u,v) ∈ rep(Cr) such that T(u,v)(γ) is injective for
each γ ∈ (Cr)1 with pi(γ) = γ1 and dim piλ(T(u,v)) = (u, v).
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Proof. Recall that a representation M ∈ rep(Cr) is called thin if dimkMz ≤ 1 for all z ∈ (Cr)0.
We consider an unoriented path in Cr that is of the following form
y1 y2 y3 · · · yu−1 yu
x1
α1
>>⑥⑥⑥⑥⑥⑥⑥⑥
x2
α2
>>⑥⑥⑥⑥⑥⑥⑥⑥
β1
``❆❆❆❆❆❆❆❆
x3
α3
==⑤⑤⑤⑤⑤⑤⑤⑤
β2
``❆❆❆❆❆❆❆❆
· · · xu−1
αu−1
;;✈✈✈✈✈✈✈✈✈
xu,
αu
==④④④④④④④④
βu−1
bb❋❋❋❋❋❋❋❋
such that pi(αi) = γ1 and pi(βi) = γ2 for all i. Note that
|
u⋃
i=1
nCr(xi)| = r − 1 + u+ (u− 1)(r − 2) = (r − 1)u+ 1 ≥ v ≥ u.
Hence we find {w1, . . . , wv} ⊆
⋃u
i=1 nCr(xi) such that |{w1, . . . , wv}| = v and {y1, . . . , yu} ⊆
{w1, . . . , wv}. We define a thin representation T(u,v) with T(u,v)z = k if and only if z ∈{x1, . . . , xu} ∪ {w1, . . . , wv} and T(u,v)(xi → z) = idk for all i ∈ {1, . . . , u} and all z ∈
{w1, . . . , wv}∩nCr(xi). By construction T(u,v) is a thin and indecomposable. Moreover we have
{0} = ker T(u,v)(δ) for all δ : x→ y ∈ (Cr)1 such that pi(δ) = γ1 since pi(δ) = γ1 implies δ = αi
for some i ∈ {1, . . . , u} or x 6∈ supp(T(u,v)). By construction we have dim piλ(T(u,v)) = (u, v). 
We denote by Φ :=
(
r2 − 1 −r
r −1
)
the Coxeter matrix of Γr. Recall that dim τΓrM = ΦdimM
for each regular indecomposable representation M .
Lemma 3.11. Let (u, v) ∈ N2. If (r − 1
r−1)u < v < (
r+
√
r2−4
2
)u, then we find l ∈ N such that
(ul, vl)
t := Φl(u, v)t satisfies ul < vl ≤ (r − 1r−1)ul.
Proof. At first note that qΓr(u, v) ≤ 0 by Example 1.6. Hence (u, v) is the dimension vector
of an indecomposable regular representation and therefore (ul, vl), as well. In particular, vl <
( r+
√
r2−4
2
)ul for all l ∈ N.
We have (u1, v1)
t =
(
r2 − 1 −r
r −1
)(
u
v
)
= (r2u−rv−u, ru−v)t. Since (r− 1
r−1)u < v, we have
(r− 1)(ru− v) < u and conclude u1− v1 = r(ru− v)− u− (ru− v) = (r− 1)(ru− v)− u < 0,
i.e. u1 < v1. It follows u1 < v1 < (
r+
√
r2−4
2
)u1. If v1 ≤ (r− 1r−1)u1, then we are done. Otherwise
we have (r − 1
r−1)u1 < v1 < (
r+
√
r2−4
2
)u1 and continue the argument with (u1, v1). Since there
is m ∈ N such that (um, vm)t := Φm(u, v)t satisfies um ≥ vm (see for example [21, 3.1.2]), we
conclude that there is l ∈ {1, . . . , m} such that ul < vl ≤ (r − 1r−1)ul. 
Proposition 3.12. Let (a, b) ∈ N2 such that (r − 1
r−1)a < b < a(
r+
√
r2−4
2
). There exists an
indecomposable representation F(a,b) ∈ rep(Cr) such that F(a,b) ∈ Inj and dim piλ(F(a,b)) = (a, b).
Proof. Lemma 3.11 provides l ∈ N such that (u, v)t := Φl(a, b)t satisfies u < v ≤ (r − 1
r−1)u.
We distinguish the following cases:
(a) If (r−1)u+1 ≤ v ≤ (r− 1
r−1)u, then Lemma 3.9 yields an indecomposable representation
F(u,v) ∈ Inj such that dim piλ(F(u,v)) = (u, v). Since Inj is closed under τ−1Cr (see [3, 4.3]),
we conclude that F(a,b) := τ
−l
Cr
F(u,v) ∈ Inj is indecomposable with dim piλ(F(a,b))t =
Φ−l(u, v)t = (a, b)t.
(b) If u < v ≤ (r − 1)u + 1, then 3.10 yields the existence of an indecomposable and thin
representation T(u,v) ∈ rep(Cr) such that T(u,v)(γ) is injective for each γ ∈ (Cr)1 with
pi(γ) = γ1 and dim piλ(T(u,v)) = (u, v). In view of [3, 4.5] we have
0 =
⊕
g∈G
HomCr((X
1)g, T(u,v)) ∼= Hom(Xe1 , piλ(T(u,v))),
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where e1 ∈ kr\{0} is the first canonical basis vector. Let S := piλ(T(u,v)) and α ∈ kr\{0}.
The assumption
Hom(τΓrXα, S)
∼= Hom(Xα, τ−1Γr S) 6= 0
yields a non-zero morphism f : τΓrXα → S. By the Euler-Ringel form we have
0 < r − 2 = 2(r − 1)− r = 〈(1, r − 1), (r − 1, 1)〉Γr
= dimk Hom(Xe1 , τΓrXα)− dimk Ext1(Xe1, τΓrXα),
and conclude 0 6= Hom(Xe1 , τΓrXα). Now [3, 2.1.1, 2.1.4] yield 0 6= Hom(Xe1 , S) since
τΓrXα is elementary, a contradiction. We conclude with Theorem 3.7 that τ
−1
Γr
S ∈
EKP. Since τΓr ◦ piλ = piλ ◦ τCr , the representation F(a,b) := τ−lCrT(u,v) is in Inj with
dim piλ(F(a,b)) = (a, b).

Remark. The arguments in (b) have already been used [22, 4.8]. The author calls these
representations locally injective. For the sake of completeness, we decided to give all the details.
4. The main results
Let us collect the main results of this article.
Theorem 4.1. Let r ≥ 2 and (a, b) ∈ N20 such that qΓr(a, b) ≤ 1. If b − a ≥ r − 1 or
(a, b) = (0, 1), then there exists an indecomposable representation V(a,b) such that V(a,b) has the
equal kernels property and dim V(a,b) = (a, b). Hence
dimEKP = {(a, b) ∈ N0 × N0 | qΓr(a, b) ≤ 1, b− a ≥ r − 1} ∪ {(0, 1)} = D.
Proof. Let (a, b) ∈ D. As mentioned before, we only have to deal with the case qΓr(a, b) < 1.
For r = 2 this can not happen since b ≥ a + 1. For r ≥ 3 the statement follows from 3.5, 3.9
and 3.12. 
Corollary 4.2. Let (c, d) ∈ N20. There exists an indecomposable representation of constant
Jordan type [1]c[2]d if and only if (c, d) ∈ IJT∪{(1, 0)}.
Proof. We conclude with Theorem 4.1 and Lemma 3.1
Ad = Ξ−1(dimEKP) = Ξ−1(D) = IJT∪{(1, 0)}.
Now apply Theorem 2.9. 
Since an indecomposable module M ∈ mod kEr has of Loewy length 1 if and only if M has
constant Jordan type [1]1[2]0, we conclude with Proposition 1.2 and the fact that the Jordan
type does not change under DΓr :
Theorem 4.3. Let char(k) = p > 0, r ≥ 2 and (c, d) ∈ N20. The following statements are
equivalent:
(a) There exists an indecomposable kEr-module of constant Jordan type [1]
c[2]d and Loewy
length 2.
(b) There exists an indecomposable kEr-module with the equal images property of constant
Jordan type [1]c[2]d and Loewy length 2.
(c) There exists an indecomposable kEr-module with the equal kernels property of constant
Jordan type [1]c[2]d and Loewy length 2.
(d) (c, d) ∈ IJT.
Corollary 4.4. Let char(k) = p > 2, r ≥ 2. For each element (c, d) ∈ N0 × N the following
statements are equivalent:
(a) There exists an indecomposable kEr-module of constant Jordan type [1]
c[2]d.
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(b) There exists an indecomposable kEr-module with the equal images property of constant
Jordan type [1]c[2]d.
(c) There exists an indecomposable kEr-module with the equal kernels property of constant
Jordan type [1]c[2]d.
(d) (c, d) ∈ IJT.
Proof. Let M ∈ mod kEr be an indecomposable representation of constant Jordan type [1]c[2]d
with (c, d) ∈ N0 × N. Since 2 < p we have Rad2(kEr) = ({x2α | α ∈ kr \ {0}) by [2, 1.17.1].
Hence ({x2α | α ∈ kr \ {0}).M = 0 and M has Loewy length ≤ 2. Since d 6= 0, we conclude that
M has Loewy length 2. Now apply Theorem 4.3 
Remark. Consider p = 2 and r = 2. The regular module kE2 has Loewy length 3 and constant
Jordan type [1]0[2]2. We have qΓ2(2, 2) ≤ 1 but (0, 2) 6∈ IJT.
Corollary 4.5. Let r ≥ 3 and (c, d) ∈ N20 such that r−1 ≤ c ≤ (r−2)d. Then the kEr-modules
with the equal kernels property of constant Jordan type [1]cn[2]dn, n ∈ N have wild representation
type.
Proof. Since c ≤ (r − 2)d we have d ≤ d+ c ≤ (r − 1)d. We set a := d and b := d+ c. In view
of 3.5, we find a regular brick F(a,b) in EKP with dimension vector (a, b). Now [3, 3.1.1] implies
that the full subcategory E({F(a,b)}) ⊆ rep(Γr) of representations that have a {F(a,b)}-filtration
is of wild representation type. For U ∈ E({F(a,b)}) indecomposable we find n ∈ N0 such that
dimU = (na, nb). Since EKP is closed under extensions, we have U ∈ E({F(a,b)}) ⊆ EKP and
U is of constant Jordan type [1]nc[2]nd. Now use 1.2 to conclude the result for mod kEr. 
5. Gradable Representations
We show that an indecomposable representation M ∈ rep(Cr) such that N := piλ(M) ∈ EKP
satisfies dimkN2 ≥ (r − 1) dimkN1 + 1.
Lemma 5.1. Let T ⊆ Cr be source-regular with n ∈ N vertices. We denote by T+ the sources
of T and by T− the sinks. Assume :¯ T0 → N is a map such that for all a ∈ T+ we have a ≤ b
for all b ∈ nT (a). Let m := max{a | a ∈ T+}, then
m+ (r − 1)
∑
a∈T+
a ≤
∑
b∈T−
b.
Proof. We prove the statement by induction on n = |T+|. We write T+ = {x1, . . . , xn} and
consider the case n = 1, then x1 = m and T0 = {x1} ∪ nT (x1). It follows∑
b∈T−
b =
∑
b∈nT (x1)
b ≥ rx1 = m+ (r − 1)x1 = m+ (r − 1)
∑
a∈T+
a.
Now let n ≥ 2 and x ∈ T+ such that x = min{a | a ∈ T+}. We have nT (x) = {b1, . . . , br} and
|nT (x)| = r. For each i ∈ {1, . . . , r} we denote with T (i) the maximal full subtree of T such
that bi ∈ T (i)0 and x 6∈ T (i)0. Since n ≥ 2, there is i ∈ {1, . . . , r} such that T (i)0∩T+ 6= ∅, i.e.
T (i)0 6= {bi}. Without loss of generality we can assume that 1 ≤ l ≤ r is maximal such that
T (i)0 ∩ T+ 6= ∅ for all 1 ≤ i ≤ l, i.e. T (i) is source-regular with < n sources for all 1 ≤ i ≤ l.
We define mi := max{a | a ∈ T (i)0 ∩ T+} for all i ∈ {1, . . . , l} and assume without loss of
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generality that m = ml. We get with the inductive hypothesis
∑
b∈T−
b =
l∑
i=1
∑
b∈T (i)0∩T−
b+
r∑
l+1
bi ≥ (r − 1)(
l∑
i=1
∑
a∈T (i)0∩T+
a) +
l∑
i=1
mi +
r∑
l+1
bi
= (r − 1)
∑
a∈T+
a− (r − 1)x+
l∑
i=1
mi +
r∑
i=l+1
bi
= (r − 1)
∑
a∈T+
a+m+
l−1∑
i=1
mi +
r∑
i=l+1
bi − (r − 1)x
≥ (r − 1)
∑
a∈T+
a+m+
l−1∑
i=1
x+
r∑
i=l+1
x− (r − 1)x
≥ (r − 1)
∑
a∈T+
a+m.

Lemma 5.2. Let M ∈ Inj ⊆ rep(Cr) be indecomposable. Assume that (a, b) = dim piλ(M) and
let x1, . . . , xn such that {x1, . . . , xn} = supp(M) ∩ (Cr)+ and |{x1, . . . , xn}| = n. Moreover,
let m := max{dimkMxi | i ∈ {1, . . . , n}}. Then the full subquiver with vertex set supp(M) is
source-regular with n vertices and
b ≥ (r − 1)a+m ≥ (r − 1)a+ 1.
Proof. Let i ∈ {1, . . . , n} and y ∈ nCr(xi) = x+i , then y ∈ supp(M) since the k-linear map
Mxi →My is injective. We conclude
{y ∈ (Cr)0 | ∃i ∈ {1, . . . , n} : y ∈ nCr(xi)} ∪ {x1, . . . , xn} ⊆ supp(M).
Since {x1, . . . , xn} = supp(M) ∩ (Cr)+, we conclude
{y ∈ (Cr)0 | ∃i ∈ {1, . . . , n} : y ∈ nCr(xi)} ∪ {x1, . . . , xn} = supp(M).
Hence supp(M) induces a source-regular tree T and for x ∈ T+ and all y ∈ nT (x) we have
dimkMx ≤ dimkMy. Now Lemma 5.1 implies
m+ (r − 1)a = m+ (r − 1)
∑
x∈T+
dimkMa ≤
∑
y∈T−
dimkMy = b.

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