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In the present paper we consider the trigonometric series with (β, r)-general monotone
and (β, r)-rest bounded variation coeﬃcients. Necessary and suﬃcient conditions of L-
convergence for such series are obtained in terms of the coeﬃcients. Moreover, we
generalize and extend the Tikhonov results [J. Math. Anal. Appl. 347 (2008) 416–427] to
the class GM(β, r) or the class RBVS(β, r).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let L ≡ L2π be the space of all integrable functions f of period 2π with the norm
‖ f ‖ := 1
2π
π∫
−π
∣∣ f (x)∣∣dx.
We are interesting in the trigonometric series of the form
∞∑
k=−∞
cke
ikx. (1.1)
In special cases, if ck = c−k = ak2 then we obtain the cosine series
a0
2
+
∞∑
k=1
ak coskx (1.2)
or, when ck = −c−k = −i bk2 , we get the sine series
∞∑
k=1
bk sinkx. (1.3)
We deﬁne by h(x), f (x) and g(x) the sums of the series (1.1), (1.2) and (1.3), respectively, when the series are convergent
at point x. Moreover, denote by Sn(h, x), Sn( f , x) and Sn(g, x) the partial sum of these series, respectively.
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ran = an − an+r and an = 1an.
We note that in the case when the sequences of the coeﬃcients of series (1.2) and (1.3) are nonnegative monotone
decreasing sequences ((an), (bn) ∈ M) one has f , g ∈ L iff series (1.2) and (1.3) are the Fourier series of f and g , respectively.
Moreover, the condition
∑∞
k=1
ak
k < ∞ (or
∑∞
k=1
bk
k < ∞) guarantees f ∈ L (or g ∈ L).
Also, it is clear that if series (1.2) is the Fourier series then the condition∥∥Vn( f ) − Sn( f )∥∥= o(1),
where Vn( f , x) = 1n+1
∑n
k=0 Sk( f , x), is equivalent to convergence of Sn( f , x) in L. The same result holds for series (1.3) as
well. The following theorem provides a criterion of the convergence of Sn( f , x) in the terms of the coeﬃcients of (1.2) and
(1.3) (see [19]).
Theorem 1. Suppose that (an) ∈ M and an → 0. Let f ∈ L, then∥∥ f − Sn( f )∥∥= o(1) iff an lnn = o(1). (1.4)
The same result holds for series (1.3) as well.
Naturally, one would ask if the monotone condition of the coeﬃcients can be weakened? Indeed, many results have
appeared with more general conditions in place of the monotone condition. For example, Garrett, Rees, Stanojevic´ [4] and
Teljakovskiı˘, Fomin [9] proved that (1.4) holds true for any quasimonotone sequence ((an), (bn) ∈ QM). Later, Stanojevic [7]
and Xie, Zhou [15] introduced O -regularly quasimonotone coeﬃcients ((an), (bn) ∈ ORVQM). Here,
QM = {an ∈ R+: ∃τ > 0 such that (n−τan) ↓}
and
ORVQM = {an ∈ R+: ∃(λn) ↑, λ2n  Cλn such that (λ−1n an) ↓}.
Recently, Leindler (see [6], for example) introduced the class
RBVS =
{
an ∈ C:
∞∑
n=m
|an| C |am| for allm ∈ N
}
,
which possess many good properties of monotone sequences, and have been used to generalize many classical results in
Fourier analysis. Leindler also pointed out that RBVS and QM cannot contain each other.
Recent investigations on L-convergence problem can be found in e.g. [1–3,5,8,10,13,17,18]. For example, the following
classes of coeﬃcients were studied.
The class of general monotone coeﬃcients GM, is deﬁned as
GM =
{
an ∈ C:
2m−1∑
n=m
|an| C |am| for allm ∈ N
}
.
It turns out that for the series with GM-coeﬃcients one can prove three convergence criteria for trigonometric series in Lp :
for p = ∞, p = 1 and 1< p < ∞ (see [10]).
The GBVS [5] and NBVS [16] classes are deﬁned as follow
GBVS =
{
an ∈ C:
2m−1∑
n=m
|an| C max
mnN+m
|an| for some integer N and allm ∈ N
}
and
NBVS =
{
an ∈ C:
2m−1∑
n=m
|an| C
(|am| + |a2m|) for allm ∈ N}.
For the above mentioned classes the following embedding relations are true:
M  QM  ORVQM  GM  GBVS∪ NBVS
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M  RBVS  GM  GBVS∪ NBVS.
For the GBVS and NBVS classes criterion (1.4) was proved in [5,16], respectively.
Moreover, for a more general class
MVBV =
{
an ∈ C:
2m−1∑
n=m
|an| C
[cm]∑
n=[m/c]
|an|
n
for some c > 1 and allm ∈ N
}
criterion (1.4) was considered in [17].
In [10,11] Tikhonov deﬁned the class of β-general monotone sequences as follows:
Deﬁnition 2. Let β := (βn) be a nonnegative sequence. The sequence of complex numbers a := (an) is said to be β-general
monotone, or a ∈ GM(β), if the relation
2m−1∑
n=m
|an| Cβm
holds for all m ∈ N.
In the paper [12] Tikhonov considered the following examples of the sequences βn:
(i) 1βn = |an|,
(ii) 2βn =∑n+Nk=n |ak| for some integer N ,
(iii) 3βn =∑Nν=0 |acνn| for some integers N and c > 1,
(iv) 4βn = |an| +∑[cn]k=n+1 |ak|k for some c > 1,
(v) 5βn =∑[cn]k=[n/c] |ak |k for some c > 1,
(vi) 6βn = 1lnn maxm[n/c]( lnmm
∑2m
k=m |ak|) for some c > 1.
We know that (see [11,12])
GM(1β +2 β +3 β +4 β +5 β) ≡ GM(5β)  GM(6β).
We also note that GM(1β) = GM, GM(2β) = GBVS and NBVS ⊆ GM(3β).
We write I1  I2 if there exists a positive constant K such that I1  K I2.
In order to formulate our new results we deﬁne another classes of sequences.
Deﬁnition 3. (See [14].) Let β := (βn) be a nonnegative sequence and r a natural number. The sequence of complex numbers
a := (an) is said to be (β, r)-general monotone, or a ∈ GM(β, r), if the relation
2m−1∑
n=m
|ran| Cβm
holds for all m ∈ N.
Deﬁnition 4. Let β := (βn) be a nonnegative sequence and r a natural number. The sequence of complex numbers a := (an)
is said to be (β, r)-rest bounded variation sequence, or a ∈ RBVS(β, r), if the relation
∞∑
n=m
|ran| Cβm
holds for all m ∈ N.
It is clear that
RBVS(β, r) ⊆ GM(β, r) (1.5)
for all r ∈ N. Moreover, GM(β,1) ≡ GM(β) and RBVS(β,1) ≡ RBVS(β) (RBVS ≡ RBVS(1β)). The next embedding relations are
formulated in the following remarks:
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p−1∑
i=0
βn+i·q  βn (where r = p · q) (1.6)
for all n, then
GM(β,q) ⊆ GM(β, r).
Remark 6. Let q, r ∈ N and q | r. Then
RBVS(β,q) ⊆ RBVS(β, r).
It is clear that the sequences (5βn) and (6βn) satisfy the condition (1.6). Thus in special case q = 1, from the before
remark we obtain the following embedding relations:
GM(5β) ≡ GM(5β,1) ⊆ GM(5β, r)
and
GM(6β) ≡ GM(6β,1) ⊆ GM(6β, r) (1.7)
for all r ∈ N.
In this note we shall present the properties of the classes GM(β, r) and RBVS(β, r). Moreover, we generalize and extend
to the class GM(β, r) and the class RBVS(β, r) the Tikhonov results, which are included in [12].
2. Main results
At the beginning, we formulate the results for GM(β, r).
Theorem 7. Let (cn)∞n=0 ∈ GM(β, r), where r ∈ N and a nonnegative sequence β = (βn) satisﬁes
n∑
k=[n/2]
βk 
[γn]∑
k=[n/γ ]
|ck| (2.1)
for some γ > 1. If∥∥Vn(h) − Sn(h)∥∥= o(1)
then |cn| lnn = o(1).
Moreover, the same result holds for (c−n)∞n=0 instead of (cn)∞n=0 .
Theorem 8. Let a = (an) ∈ GM(β,2), where a nonnegative sequence β = (βn) satisﬁes
2n−1∑
k=[n/2]
βk + β2k + |ak|
2k − n + 2 = o(1).
Then ∥∥Vn( f ) − Sn( f )∥∥= o(1) (2.2)
holds.
Theorem 8 implies the following results, immediately.
Corollary 9. Let a = (an) ∈ GM(β,2), such that(
βn + |an|
)
lnn = o(1).
Then (2.2) holds.
In particular, using Corollary 9 and analyzing the proof of Theorem 7 we can derive the following corollary.
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Remark 11. If we conﬁne our attention to the class GM(6β) then by (1.7) the Tikhonov result (see [12, Corollary 3.3.1])
follows from Corollary 10.
Now, we present the results for RBVS(β, r).
Theorem 12. Let a = (an) ∈ RBVS(β, r), where r  2. If a nonnegative sequence β = (βn) satisﬁes
βn lnn = o(1) (2.3)
and
∞∑
k=1
βk
k
< ∞, (2.4)
then ∥∥Sn( f ) − f ∥∥= o(1). (2.5)
Theorem 13. Let b = (bn) ∈ RBVS(β, r), where r  2 and a nonnegative sequence β = (βn) satisﬁes (2.3) and (2.4). Then∥∥Sn(g) − g∥∥= o(1). (2.6)
Next, we formulate some remarks.
Remark 14 shows that the conditions an lnn = o(1) and bn lnn = o(1) are not suﬃcient for the convergence in L-norm of
the series (1.2), (1.3) in the classes RBVS(5β,3), RBVS(5β,2), respectively.
Remark 14.
(i) There exists a sequence (an) ∈ RBVS(5β,3) with the property an lnn = o(1) such that the series (1.2) is not convergent
in L-norm.
(ii) There exists a sequence (bn) ∈ RBVS(5β,2) with the property bn lnn = o(1) such that the series (1.3) is not convergent
in L-norm.
Remark 15. For any r  3 there exists a sequence d = (dn) ∈ RBV(6β, r) with the properties 6βn lnn = o(1) and ∑∞k=1 6βkk <∞, which does not belong to the class GM(6β,2).
Finally, combining Theorems 12 and 13 we obtain the following corollary.
Corollary 16. Let (cn)∞n=0, (c−n)∞n=0 ∈ RBV(β, r), where r  2. If a nonnegative sequence β = (βn) satisﬁes (2.3) and (2.4), then∥∥Sn(h) − h∥∥= o(1).
3. Lemmas
Denote, for r ∈ N and k = 0,1,2, . . . , by
Dk,r(x) =
sin(k + r2 )x
2 sin rx2
and D˜k,r(x) =
cos(k + r2 )x
2 sin rx2
the Dirichlet type kernels.
Lemma 17. Let r ∈ N, l ∈ Z and a := (an) ∈ C. If x = 2lπr , then for all m n
m∑
ak coskx =
m∑
rakDk,r(x) −
m+r∑
akDk,−r(x) +
n+r−1∑
akDk,−r(x) (3.1)
k=n k=n k=m+1 k=n
454 B. Szal / J. Math. Anal. Appl. 373 (2011) 449–463and
m∑
k=n
ak sinkx = −
m∑
k=n
rak D˜k,r(x) +
m+r∑
k=m+1
ak D˜k,−r(x) −
n+r−1∑
k=n
ak D˜k,−r(x). (3.2)
Proof. We start with proof of the equality (3.1). An elementary calculation gives
m∑
k=n
ak coskx =
m∑
k=n
rak coskx+
m∑
k=n
ak+r coskx
=
m∑
k=n
rak coskx+ cos rx
m+r∑
k=n+r
ak coskx+ sin rx
m+r∑
k=n+r
ak sinkx. (3.3)
On the other hand
m∑
k=n
ak sinkx =
m∑
k=n
rak sinkx+
m∑
k=n
ak+r sinkx
=
m∑
k=n
rak sinkx+ cos rx
m+r∑
k=n+r
ak sinkx− sin rx
m+r∑
k=n+r
ak coskx. (3.4)
Hence
(1− cos rx)
m+r∑
k=n+r
ak sinkx =
m∑
k=n
rak sinkx− sin rx
m+r∑
k=n+r
ak coskx−
n+r−1∑
k=n
ak sinkx+
m+r∑
k=m+1
ak sinkx.
Therefore, if x = 2lπr , then
m+r∑
k=n+r
ak sinkx = 1
2 sin2(rx/2)
{
m∑
k=n
rak sinkx− sin rx
m+r∑
k=n+r
ak coskx−
n+r−1∑
k=n
ak sinkx+
m+r∑
k=m+1
ak sinkx
}
.
Putting this to (3.3) we get
m∑
k=n
ak coskx =
m∑
k=n
rak coskx+ cos rx
m+r∑
k=n+r
ak coskx+ cos(rx/2)sin(rx/2)
m∑
k=n
rak sinkx− 2cos2 rx2
m+r∑
k=n+r
ak coskx
− cos(rx/2)
sin(rx/2)
n+r−1∑
k=n
ak sinkx+ cos(rx/2)sin(rx/2)
m+r∑
k=m+1
ak sinkx.
Thus
2
m∑
k=n
ak coskx = 1sin(rx/2)
{
m∑
k=n
rak sin
(
k + r
2
)
x+
m+r∑
k=m+1
ak sin
(
k − r
2
)
x−
n+r−1∑
k=n
ak sin
(
k − r
2
)
x
}
and (3.1) holds.
Now we show that (3.2) is true, too. By (3.3) we get
(1− cos rx)
m+r∑
k=n+r
ak coskx =
m∑
k=n
rak coskx+ sin rx
m+r∑
k=n+r
ak sinkx−
n+r−1∑
k=n
ak coskx+
m+r∑
k=m+1
ak coskx.
Therefore, if x = 2lπr , then
m+r∑
k=n+r
ak coskx = 1
2 sin2(rx/2)
{
m∑
k=n
rak coskx+ sin rx
m+r∑
k=n+r
ak sinkx−
n+r−1∑
k=n
ak coskx+
m+r∑
k=m+1
ak coskx
}
.
Putting this to (3.4) and making the same calculation as before we obtain that (3.2) holds, too.
The proof is complete. 
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In this section we shall prove our theorems and remarks.
4.1. Proof of Remark 5
Let r = p · q and (an) ∈ GM(β,q). Then using (1.6) we get
2n−1∑
k=n
|rak|
2n−1∑
k=n
p−1∑
l=0
|qak+l·q| =
p−1∑
l=0
2n+l·q−1∑
k=n+l·q
|qak| 
p−1∑
l=0
βn+l·q  βn
whence (an)GM(β, r).
4.2. Proof of Remark 6
Let q, r ∈ N and q | r. Then there exists a natural number p such that r = p · q. Supposing (an) ∈ RBVS(β,q) we have for
all n
∞∑
k=n
|rak|
∞∑
k=n
p−1∑
l=0
|qak+l·q| =
p−1∑
l=0
∞∑
k=n+l·q
|qak| p
∞∑
k=n
|qak|  βn.
Hence (an) ∈ RBVS(β, r) and this ends our proof.
4.3. Proof of Theorem 7
Let (cn) ∈ GM(β, r), where r  1. We will show that
n|cn| 
[γn]∑
k=[n/γ ]
|ck|, γ > 1.
If n r, then the inequality obviously holds.
Now, let n > r. For j = n+ 1,n + 2, . . . ,2n we get
j−1∑
k=n
|rck|
j−1∑
k=n
∣∣|ck| − |ck+r |∣∣
∣∣∣∣∣
j−1∑
k=n
(|ck| − |ck+r |)
∣∣∣∣∣
j−1∑
k=n
|ck| −
j+r−1∑
k=n+r
|ck|
and for j  n + r + 1 we obtain
|cn|
n+r−1∑
k=n
|ck|
j−1∑
k=n
|rck| +
j+r−1∑
k= j
|ck|
2[ j/2]−1∑
k=[ j/2]
|rck| +
j+r−1∑
k= j
|ck|  β[ j/2] +
j+r−1∑
k= j
|ck|. (4.1)
Summing up on j and using (2.1) we get
n|cn| =
2n∑
j=n+1
|cn| =
n+r∑
j=n+1
|cn| +
2n∑
j=n+r+1
|cn|
 r|cn| +
2n∑
j=n+r+1
(
β[ j/2] +
j+r−1∑
k= j
|ck|
)
 r|cn| +
2n∑
j=n+r+1
β[ j/2] +
r−1∑
j=0
2n−1+ j∑
k=n+1+ j
|ck|
n∑
j=[n/2]
β j + r
2n+r−2∑
k=n
|ck| 
[γn]∑
k=[n/γ ]
|ck|.
Further, applying Theorem (8.11) [19, Chapter 7] we obtain
|cn| lnn  lnn
n
[γn]∑
k=[n/γ ]
|ck| = o(1).
The proof is complete.
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First, using inequality (see [1])
∥∥Vn( f ) − Sn( f )∥∥ 1
n + 1
n∑
j=1
∥∥S j( f ) − S[ j/2]∥∥+ max
k=[n/2],...,n
∥∥Sk( f ) − S[n/2]( f )∥∥
we note that
max
nm2n−1
∥∥Sm( f ) − Sn−1( f )∥∥1 = o(1) (4.2)
implies (2.2). Let us now show that our condition on (an) quarantines the accuracy of (4.2). Indeed, by Lemma 17,∥∥Sm( f ) − Sn−1( f )∥∥
=
∥∥∥∥∥
m∑
k=n
ak cos(k·)
∥∥∥∥∥
= 1
2π
{
m∑
k=n
|2ak|
π∫
0
|sin(k + 1)x|
|sin x| dx+
m+2∑
k=m+1
|ak|
π∫
0
|sin(k − 1)x|
|sin x| dx+
n+1∑
k=n
|ak|
π∫
0
|sin(k − 1)x|
|sin x| dx
}
.
Further, we estimate the above integrals. For k n we get
π∫
0
|sin(k + 1)x|
|sin x| dx =
( π/2(2k−n+1)∫
0
+
π/2∫
π/2(2k−n+1)
+
π−π/2(2k−n+1)∫
π/2
+
π∫
π−π/2(2k−n+1)
)
|sin(k + 1)x|
sin x
dx
= I1 + I2 + I3 + I4.
Using the inequalities:
∣∣sin(k + 1)x∣∣ (k + 1)|sin x|, sin x 2
π
x for x ∈
[
0,
π
2
]
and
sin x 2
(
1− 1
π
x
)
for x ∈
[
π
2
,π
]
we obtain that, for k n,
π∫
0
|sin(k + 1)x|
|sin x| dx =
( π/2(2k−n+1)∫
0
+
π/2∫
π/2(2k−n+1)
+
π−π/2(2k−n+1)∫
π/2
+
π∫
π−π/2(2k−n+1)
)
|sin(k + 1)x|
sin x
dx
 (k + 1)
( π/2(2k−n+1)∫
0
dx+
π∫
π−π/2(2k−n+1)
dx
)
+ 1
2
(
π
π/2∫
π/2(2k−n+1)
1
x
dx+
π−π/2(2k−n+1)∫
π/2
1
1− 1π x
dx
)
 π
(
1+ ln(2k − n + 1)) ln(2k − n + 1).
Similarly we can show that
π∫ |sin(k − 1)x|
|sin x| dx  ln(2k − n + 1).0
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∥∥Sm( f ) − Sn−1( f )∥∥ m∑
k=n
|2ak| ln(2k − n + 1) +
m+2∑
k=m+1
|ak| ln(2k − n + 1) +
n+1∑
k=n
|ak| ln(2k − n + 1).
It is clear that for m n
m∑
k=n
|2ak|
∣∣∣∣∣
n+1∑
k=n
|ak| −
m+2∑
k=m+1
|ak|
∣∣∣∣∣.
Therefore, if (an) ∈ GM(β,2), then
∥∥Sm( f ) − Sn−1( f )∥∥  m∑
k=n
|2ak| ln(2k − n + 1)
+
m+2∑
k=m+1
|ak| ln(2k − n + 1) + ln(n + 3)
(
m∑
k=n
|2ak| +
m+2∑
k=m+1
|ak|
)
 2
(
m∑
k=n
|2ak| ln(2k − n + 3) + ln(2m − n + 3)
m+2∑
k=m+1
|ak|
)

m∑
k=n
|2ak|
k∑
l=[n/2]
1
2l − n + 2 +
m∑
l=[n/2]
1
2l − n + 2
m+2∑
k=m+1
|ak|

m∑
k=[n/2]
|2ak|
k∑
l=[n/2]
1
2l − n + 2 +
m∑
l=[n/2]
1
2l − n + 2
(
l+1∑
k=l
|ak| +
m∑
k=l
|2ak|
)
 2
m∑
l=[n/2]
1
2l − n + 2
(
l+1∑
k=l
|ak| +
m∑
k=l
|2ak|
)
 2
2n−1∑
l=[n/2]
1
2l − n + 2
(
l+1∑
k=l
|ak| +
2l−1∑
k=l
|2ak| +
4l−1∑
k=2l
|2ak|
)

2n−1∑
k=[n/2]
βk + β2k + |ak| + |ak+1|
2k − n + 2 .
Thus, we obtain (4.2), which yields (2.2) and the proof is complete.
4.5. Proof of Corollary 10
Let (an) ∈ GM(6β,2). If |an| lnn = o(1) then
(
6βn + |an|
)
lnn = max
m[n/c]
(
lnm
m
2m∑
k=m
|ak|
)
+ o(1)
= o(1)
(
max
m[n/c]
(
lnm
m
2m∑
k=m
1
lnk
)
+ 1
)
= o(1).
Consequently, by Corollary 9, we obtain (2.2).
From the second side, if (2.2) holds then applying Theorem (8.11) [19, Chapter 7], we obtain
lnn
n
[γn]∑
|ak| = o(1).k=[n/γ ]
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n|an| 
n∑
j=[n/2]
(6β j) + r
2n+r−2∑
k=n
|ak|  n ·6 β[n/2] +
2n+r−2∑
k=n
|ak|.
Thus
|an| lnn =6 β[n/2] lnn + lnn
n
2n+r−2∑
k=n
|ak| = o(1)
and this ends our proof.
4.6. Proof of Theorem 12
If (an) ∈ RBV(β, r) then
∞∑
k=1
|ak|
k

∞∑
k=1
βk
k
< ∞.
Thus an = o(1) and by (3.1) we obtain that, for x = 2lπr , l ∈ Z,∣∣ f (x) − Sn( f ; x)∣∣=
∣∣∣∣∣
∞∑
k=n+1
ak coskx
∣∣∣∣∣ 12|sin(rx/2)|
{ ∞∑
k=n+1
|rak| +
n+r∑
k=n+1
|ak|
}
 βn+1|sin(rx/2)| . (4.3)
It is clear that for an odd r
∥∥Sn( f ) − f ∥∥= 1
π
π∫
0
∣∣ f (x) − Sn( f ; x)∣∣dx = 1
π
{ [r/2]−1∑
k=0
2(k+1)π
r∫
2kπ
r
∣∣ f (x) − Sn( f ; x)∣∣dx+ π∫
2[r/2]π
r
∣∣ f (x) − Sn( f ; x)∣∣dx}
= 1
π
{ [r/2]∑
k=0
2kπ
r + πr∫
2kπ
r
∣∣ f (x) − Sn( f ; x)∣∣dx+ [r/2]−1∑
k=0
2(k+1)π
r∫
2kπ
r + πr
∣∣ f (x) − Sn( f ; x)∣∣dx
}
(4.4)
and for an even r
∥∥Sn( f ) − f ∥∥= 1
π
{ [r/2]−1∑
k=0
( 2kπr + πr∫
2kπ
r
+
2(k+1)π
r∫
2kπ
r + πr
)∣∣ f (x) − Sn( f ; x)∣∣dx
}
. (4.5)
Let
2kπ
r
+ π
M + 1 < x
2kπ
r
+ π
r
,
where M := M(x) r and k = 0,1, . . . , [r/2] − 1 if r is an even number, and k = 0,1, . . . , [r/2] if r is an odd number.
Then, for n M , by (4.3) we get
2kπ
r + πr∫
2kπ
r + πn+1
∣∣ f (x) − Sn( f ; x)∣∣dx = n∑
M=r
2kπ
r + πM∫
2kπ
r + πM+1
∣∣ f (x) − Sn( f ; x)∣∣dx

n∑
M=r
2kπ
r + πM∫
2kπ
r + πM+1
βn+1
|sin(rx/2)| dx.
Using the inequality
r
x− 2k
∣∣∣∣sin( r x)∣∣∣∣ for x ∈ [2kπ , 2kπ + π ] (4.6)π 2 r r r
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2kπ
r + πr∫
2kπ
r + πn+1
∣∣ f (x) − Sn( f ; x)∣∣dx  βn+1 n∑
M=r
2kπ
r + πM∫
2kπ
r + πM+1
1
r
π x− 2k
dx
 π
r
βn+1
n∑
M=r
1
M
 βn+1 ln(n + 1). (4.7)
If M  n + 1 then by (4.3)∣∣∣∣∣
∞∑
k=n+1
ak coskx
∣∣∣∣∣ 
∣∣∣∣∣
M∑
k=n+1
ak coskx
∣∣∣∣∣+
∣∣∣∣∣
∞∑
k=M+1
ak coskx
∣∣∣∣∣

M∑
k=n+1
|ak| + βM+1|sin(rx/2)| . (4.8)
Hence, using (4.6),
2kπ
r + πn+1∫
2kπ
r
∣∣ f (x) − Sn( f ; x)∣∣dx = ∞∑
M=n+1
2kπ
r + πM∫
2kπ
r + πM+1
∣∣ f (x) − Sn( f ; x)∣∣dx

∞∑
M=n+1
2kπ
r + πM∫
2kπ
r + πM+1
(
M∑
k=n+1
|ak| + βM+1|sin(rx/2)|
)
dx

∞∑
M=n+1
{
π
M(M + 1)
M∑
k=n+1
|ak| + πr βM+1
2kπ
r + πM∫
2kπ
r + πM+1
1
r
π x− 2k
dx
}

∞∑
M=n+1
1
M2
M∑
k=n+1
|ak| +
∞∑
M=n+1
βM+1
M

∞∑
k=n+1
|ak|
∞∑
M=k
1
M2
+
∞∑
M=n+1
βM+1
M

∞∑
k=n+1
|ak| + βk
k

∞∑
k=n+1
βk
k
. (4.9)
Let
2kπ
r
+ π
r
 x < 2(k + 1)π
r
− π
N + 1 ,
where N := N(x) r and k = 0,1, . . . , [r/2] − 1. By (4.3), for n N ,
2(k+1)π
r − πn+1∫
2kπ
r + πr
∣∣ f (x) − Sn( f ; x)∣∣dx = n∑
N=r
2(k+1)π
r − πN+1∫
2(k+1)π
r − πN
∣∣ f (x) − Sn( f ; x)∣∣dx

n∑
N=r
2(k+1)π
r − πN+1∫
2(k+1)π
r − πN
βn+1
|sin(rx/2)| dx.
Using the inequality
2(k + 1) − r
π
x
∣∣∣∣sin( r2 x
)∣∣∣∣ for x ∈ [2kπr + πr , 2(k + 1)πr
]
(4.10)
we get
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r − πn+1∫
2kπ
r + πr
∣∣ f (x) − Sn( f ; x)∣∣dx  n∑
N=r
βn+1
2(k+1)π
r − πN+1∫
2(k+1)π
r − πN
1
2(k + 1) − rπ x
dx
 π
r
βn+1
n∑
N=r
1
N
 βn+1 ln(n + 1). (4.11)
If N  n + 1 then, by (4.8) and (4.10),
2(k+1)π
r∫
2(k+1)π
r − πn+1
∣∣ f (x) − Sn( f ; x)∣∣dx = ∞∑
N=n+1
2(k+1)π
r − πN+1∫
2(k+1)π
r − πN
∣∣ f (x) − Sn( f ; x)∣∣dx

∞∑
N=n+1
2(k+1)π
r − πN+1∫
2(k+1)π
r − πN
(
N∑
k=n+1
|ak| + βN+1|sin(rx/2)|
)
dx

∞∑
N=n+1
π
N2
N∑
k=n+1
|ak| +
∞∑
N=n+1
βN+1
2(k+1)π
r − πN+1∫
2(k+1)π
r − πN
1
2(k + 1) − rπ x
dx

∞∑
k=n+1
|ak|
∞∑
N=k
1
N2
+
∞∑
N=n+1
βN+1
N

∞∑
k=n+1
|ak| + βk
k

∞∑
k=n+1
βk
k
. (4.12)
Summing up (4.4), (4.5), (4.7), (4.9), (4.11) and (4.12), we ﬁnally have
∥∥Sn( f ) − f ∥∥ βn+1 ln(n + 1) + ∞∑
k=n+1
βk
k
.
Furthermore by the assumptions (2.3) and (2.4) we obtain that (2.5) follows and thus the proof is complete.
4.7. Proof of Theorem 13
If (bn) ∈ RBV(β, r) then
∞∑
k=1
|bk|
k

∞∑
k=1
βk
k
< ∞.
Thus bn = o(1) and by (3.2) we obtain that for x = 2lπr , l ∈ Z
∣∣g(x) − Sn(g; x)∣∣=
∣∣∣∣∣
∞∑
k=n+1
ak sinkx
∣∣∣∣∣ 12|sin(rx/2)|
{ ∞∑
k=n+1
|rak| +
n+r∑
k=n+1
|ak|
}
 βn+1|sin(rx/2)| . (4.13)
Similarly, as in the previous proof, using (4.13) we can also show that
∥∥Sn(g) − g∥∥ βn+1 ln(n + 1) + ∞∑
k=n+1
βk
k
.
Thus by the assumptions (2.3) and (2.4) we obtain that (2.6) follows and our proof is complete.
4.8. Proof of Remark 14
(i) Let
an =
{
0 for n = 3l + 1, l ∈ N ∪ {0},
1 for n = 3l + 1, l ∈ N.lnn·ln(lnn)
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A(n) = {k: n k ∧ k = 3l + 1∧ l ∈ N}
then
∞∑
k=n
|3ak| =
∑
k∈A(n)
ln(k + 3) · ln(ln(k + 3)) − lnk · ln(ln(k))
lnk · ln(k + 3) · ln(lnk) ln(ln(k + 3)) .
Applying Lagrange’s mean value theorem to the function f (x) = ln x · ln(ln x) on the interval [k,k + 3] we obtain that there
exists z ∈ (k,k + 3) such that
ln(k + 3) · ln(ln(k + 3))− lnk · ln(ln(k))= 3 ln(ln z) + 1
z
. (4.14)
Hence
∞∑
k=n
|3ak| 3
∑
k∈A(n)
ln(ln(k + 3)) + 1
k lnk · ln(k + 3) · ln(lnk) ln(ln(k + 3))
 6
ln(lnn)
∑
k∈A(n)
1
k(lnk)2
 1
lnn · ln(lnn) 
[cn]∑
k=[n/c]
|ak|
k
. (4.15)
Thus (an) ∈ RBVS(5β,3).
Using (4.3) with r = 3 and (4.15) we obtain that the series (1.2) is convergent for all x = 2lπ3 , l ∈ Z, i.e.
f (x) =
∞∑
k=1
1
ln(3k + 1) · ln(ln(3k + 1)) cos(3k + 1)x
for x = 2lπr , l ∈ Z.
Let m = exp{exp(expn)}. Then
∥∥S3[m]+2( f ) − S3n−1( f )∥∥  1
2π
∣∣∣∣∣
3[m]+2∑
k=3n
ak
2
3π∫
0
coskxdx
∣∣∣∣∣
= 1
2π
∣∣∣∣∣
[m]∑
k=n
2∑
l=0
a3k+l
3k + l sin
(
2
3
lπ
)∣∣∣∣∣
= sin
2
3π
2π
[m]∑
k=n
1
(3k + 1) ln(3k + 1) · ln(ln(3k + 1))
 n − ln(ln(ln(3n + 1))).
Since n − ln(ln(ln(3n + 1))) → ∞ as n → ∞ thus the sequence Sn( f ; x) does not satisfy the Cauchy condition in L-norm.
Hence the sequence Sn( f ; x) cannot be convergent in L-norm.
(ii) Suppose that
bn =
{
0 for n = 2l + 1, l ∈ N ∪ {0},
1
lnn·ln(lnn) for n = 2l + 1, l ∈ N.
Similarly, as in (i), we can show that RBVS(5β,2). It is clear that the series (1.3) is convergent for x = lπ , l ∈ Z. Moreover,
since (an) ∈ RBV(5β,2) thus, by (4.13) with r = 2, we get that the series (1.3) is convergent for all x = lπ , l ∈ Z, i.e.
g(x) =
∞∑
k=1
1
ln(2k + 1) · ln(ln(2k + 1)) sin(2k + 1)x for all x ∈ R.
Let m = exp{exp(expn)}. Similarly as before we get that
462 B. Szal / J. Math. Anal. Appl. 373 (2011) 449–463∥∥S2[m]+1( f ) − S2n−1( f )∥∥  1
2π
∣∣∣∣∣
2[m]+1∑
k=2n
bk
π∫
0
sinkxdx
∣∣∣∣∣
= 1
2π
∣∣∣∣∣
[m]∑
k=n
1∑
l=0
b2k+l
2k + l {1− cos lπ}
∣∣∣∣∣
= 1
π
[m]∑
k=n
1
(2k + 1) ln(2k + 1) · ln(ln(2k + 1))
 n − ln(ln(ln(2n + 1))).
Since n − ln(ln(ln(2n + 1))) → ∞ as n → ∞ thus the sequence Sn(g; x) does not satisfy the Cauchy condition in L-norm.
Hence the sequence Sn(g; x) cannot be convergent in L-norm.
4.9. Proof of Remark 15
Let r  3 and
dn =
{
0 if r  n,
1
n2
if r | n.
It is clear that 6βn lnn = o(1) and ∑∞k=1 6βkk < ∞. First, we show that (dn) ∈ RBV(6β, r). Suppose that Ar(n,m) = {k: n k <
m ∧ r | k}. Then
∞∑
k=n
|rdk| =
∑
k∈Ar(n,∞)
∣∣∣∣ 1k2 − 1(k + r)2
∣∣∣∣ 2r ∑
k∈Ar(n,∞)
1
k3
 1
k2

[cn]∑
k=[n/c]
|dk|
k
and (dn) ∈ RBVS(5β, r). Thus (dn) ∈ RBVS(6β, r). Finally, we prove that (dn) /∈ GM(6β,2). Indeed,
2n−1∑
k=n
|2dk|
∑
k∈Ar(n,2n)
|2dk| =
∑
k∈Ar(n,2n)
1
k2
 1
4rn
and since
βn = 1
lnn
max
m[n/c]
(
lnm
m
2m∑
v=m
|dv |
)
 1
n
∞∑
v=[n/c]
1
v2
 1
n2
,
the inequality
2n−1∑
k=n
|2dk|  βn
does not hold, that is, (dn) does not belong to GM(6β,2).
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