ıquantum groups are generalizations of quantum groups which appear as coideal subalgebras of quantum groups in the theory of quantum symmetric pairs. In this paper, we define the notion of classical weight modules over an ıquantum group, and study their properties along the lines of the representation theory of weight modules over a quantum group. In several cases, we classify the finite-dimensional irreducible classical weight modules by a highest weight theory.
Introduction
To a complex semisimple Lie algebra g, one can associate a certain Hopf algebra U = U q (g), called the quantum group, over the field C(q) of rational functions. The representation theory of quantum groups have been extensively studied, and been shown to have many applications to various branches of mathematics and physics such as representation theory of Lie algebras, knot theory, orthogonal polynomials, and integrable systems.
The quantum group U can be regarded as a q-deformation of the universal enveloping algebra U(g). However, it is not unique with this property. In fact, Gavrilik and Klimyk [5] defined a q-deformation U ′ q (so n ) of U(so n ) by deforming a set of defining relations of so n in a different way from the usual quantum group U q (so n ). Noumi [17] constructed a q-deformations U ′ q (so n ) and U ′ q (sp 2n ) of U(so n ) and U(sp 2n ), respectively, in terms of reflection equation as the usual quantum group is defined in terms of Yang-Baxter equation. These nonstandard quantum groups were then used to construct a quantum analog of symmetric spaces GL n / SO n and GL 2n / Sp 2n .
Related to the symmetric spaces, there is a notion of symmetric pairs. A symmetric pair is a pair (g, k) of a complex semisimple Lie algebra g and its fixed point subalgebra k = g θ with respect to an involutive Lie algebra automorphism θ on g. Symmetric pairs naturally appear in the classification theory of real semisimple Lie algebras. The pairs (sl n , so n ) and (sl 2n , sp 2n ) are examples of symmetric pairs. Hence, the pairs (U q (sl n ), U ′ q (so n )) and (U q (sl 2n ), U ′ q (sp 2n )) mentioned earlier can be thought of as quantizations of a symmetric pair.
Letzter [11] defined a q-deformation U ı = U ı (g, k) of U(k) as a coideal subalgebra of U = U q (g) in a unified way for each symmetric pair (g, k). The nonstandard qdeformations U ′ q (so n ) or U ′ q (sp 2n ) mentioned earlier can be seen as an example of Letzter's U ı (sl n , so n ) or U ı (sl 2n , sp 2n ), although their constructions much differ. The pair (U, U ı ) = (U q (g), U ı (g, k)) is called a quantum symmetric pair. For the last few decades, the quantum symmetric pairs have gained much attention in numerous areas of mathematics and physics such as representation theory of Lie superalgebras, orthogonal polynomials, and integrable systems. Hence, a systematic study of representations of U ı becomes more and more important.
The coideal subalgebras of the form U ı are nowadays recognized as generalizations of the usual quantum groups, and called ıquantum groups. Indeed, it has the bar-involution, the universal K-matrix (the counterpart of the universal R-matrix), and the canonical basis theory ( [3] ; see also [1] , [2] , and references therein). Other than these, many important results of quantum groups have been generalized to ıquantum groups. However, the classification of finite-dimensional irreducible U ı -modules, which is one of the most important and fundamental problems in representation theory of U ı , is far from completion.
One of the difficulties of this classification problem is the lack of Cartan subalgebras. Unlike the usual quantum groups, the ıquantum groups have no natural commutative subalgebra which plays the role of a Cartan subalgebra. In [7] , the finite-dimensional U ı (sl n , so n )-modules were classified by means of analogs of Gelfand-Tsetlin bases, which does not require a Cartan subalgebra. In [16] , the finite-dimensional U ı (sl 2n , sp 2n )modules were classified in terms of highest weights by using a Poincaré-Birkhoff-Witt-type basis. In this case, we fortunately have a Cartan subalgebra isomorphic to the algebra of Laurent polynomials in several variables.
Recently, Letzter [13] constructed a commutative subalgebra of U ı which specializes to a Cartan subalgebra t of k as q goes to 1. When (g, k) = (sl 2r+1 , s(gl r ⊕ gl r+1 )), her Cartan subalgebra is closely related to the one in [18] , which was used to classify the irreducible U ı -modules in a certain category. Hence, it was expected that the classification problem for an arbitrary ıquantum groups would be solved in terms of highest weights by using Letzter's Cartan subalgebra. Indeed, the classification theorem for U ı (sl n , so n ) was reproved by Wenzl [19] in this way.
However, the situation is not so simple. In order to tackle the classification problem using Letzter's Cartan subalgebra, one has to decompose the generators of U ı into root vectors. By observations in several examples, it seems to be impossible to control the root decompositions for arbitrary ıquantum groups.
To overcome this difficulties, we propose to restrict our attention to certain classes of U ı -modules which we call classical weight modules. The classical weight modules are defined as follows. First, we define a commutative subalgebra U ı (t ′ ) of U ı which specializes to the universal enveloping algebra U(t ′ ) of a Lie subalgebra t ′ of the Cartan subalgebra t. We say that a U ı -module M is a classical weight module if it admits a weight space decomposition with respect to U ı (t ′ ) with eigenvalues being specializable at q = 1. Let C ′ denote the category of classical U ı -modules whose weight spaces are all finite-dimensional. The category C ′ does not contain all of finite-dimensional U ı -modules, in general, but it contains every finite-dimensional U-modules regarded as U ı -modules by restriction. Moreover, C ′ has a duality functor taking the restricted dual, and the tensor product of a classical weight U ı -module and a finite-dimensional U-module is again a classical weight U ı -module. Hence, the category C ′ is not too small, and it admits interesting structures.
Next, we define a new algebra U ı as an algebra consisting of certain operators acting on each classical weight U ı -modules. We show that U ı contains U ı as a subalgebra, and each classical weight U ı -module is lifted to a U ı -module. Hence, the study of classical weight U ı -modules is reduced to the study of U ı -modules.
One of the merits to consider U ı instead of U ı is that it has a commutative subalgebra U ı (t ′ ) isomorphic to the algebra of Laurent polynomials with the number of variables being equal to the dimension of t ′ . Furthermore, U ı (t ′ ) specializes to U(t ′ ) as q goes to 1 in a suitable sense. Hence, this commutative subalgebra can play the role of t ′ . Moreover, the root decomposition of each generator of U ı with respect to U ı (t ′ ) can be explicitly described.
For a highest weight theory, we need triangular decomposition of U ı . It is quite nontrivial whether such a decomposition exists or not. We show, in several cases, U ı admits a triangular decomposition. In these cases, we construct the zero part by using certain automorphisms on U ı ; since t ′ is smaller than t, the zero part should be larger than U ı (t ′ ). This construction enables us to reduce the problem of showing the existence of a triangular decomposition of U ı to the same problem for smaller rank. On the other hand, this construction makes the zero part noncommutative, in general. However, as results in [18] suggest, the noncommutativity of the zero part does not cause any serious trouble. Then, we complete the classification of finite-dimensional irreducible U ı -modules in terms of highest weights with the help of a classical limit procedure.
Our results contain most of the cases when g = sl n . In particular, we reprove the classification theorems in [16] (for (sl 2n , sp 2n )), a part of the classification theorem in [7] , [19] (for (gl n , so n )), and enhance the classification theorem in [18] (for (sl 2r+1 , s(gl r ⊕ gl r+1 ))) in a unified way. The classification theorem for (sl 2r , s(gl r ⊕ gl r )) is new.
During the proof of the classification theorem of this paper, we encounter various triples which play the role of quantum sl 2 -triple. Unlike the usual quantum sl 2 -triple, the multiplication structures of these new triples are not the same as each other. We expect that these new triples can be used to formulate an analog of useful tools appearing in the representation theory of quantum groups such as the crystal basis theory, braid group actions, and complete reducibility of the finite-dimensional modules, where the usual quantum sl 2 -triple plays a key role. This paper is organized as follows. In Section 2, we prepare basic notions concerning ıquantum groups. Especially, we define an anti-automorphism on U ı which is used to define a duality on the category C ′ . In Section 3, we introduce the notion of classical weight modules, and study their fundamental properties. Also, we state a conjecture including the existence of a triangular decomposition, and study its consequences. In Section 4, we verify the conjecture for several cases.
ıquantum groups
2.1. Symmetric pairs and Satake diagrams. A symmetric pair is a pair (g, k), where g is a complex semisimple Lie algebra, and k is the fixed point subalgebra g θ of g with respect to an involutive Lie algebra automorphism θ on g. When g is simple, the symmetric pairs are classified by the Satake diagrams.
A Satake diagram is a pair of a Dynkin diagram some of whose vertices are painted black, and an involutive automorphism on it, satisfying certain conditions. We represent a Satake diagram by a triple (I, I • , τ ), where I denotes the set of vertices of the Dynkin diagram, I • ⊂ I the set of black vertices, and τ the permutation on I induced from the diagram involution. The Satake diagrams, except the cases when I • = I, are listed in page 39. The meaning of marked vertices ⊗ will be explained later. At the moment, we just regard them as white vertices. The involution τ is represented by two-sided arrows. Since Satake diagrams require that −w • (α i ) = α τ (i) for all i ∈ I • , we omit the two-sided arrows on I • . Here, α i denotes the simple root corresponding to i ∈ I, and w • denotes the longest element in the Weyl group W • associated to I • .
Let us recall how to recover a symmetric pair from its Satake diagram. Let (I, I • , τ ) be a Satake diagram, g = g(I) the complex semisimple Lie algebra associated to the Dynkin diagram I. Let e i , f i , h i , i ∈ I be the Chevalley generators of g. Then, there exists a unique automorphism ω on g such that
The diagram automorphism τ induces a Lie algebra automorphism, also denoted by τ , defined by
To a tuple η = (η i ) i∈I ∈ (C × ) I , we associate a Lie algebra automorphism ad η on g by
Recall that the W -action on h can be lifted to a braid group action on g; for each i ∈ I, define a Lie algebra automorphism T i on g by
Let w • = s i 1 · · · s ip be a reduced expression. Set
where ·, · : h × h * → C denotes the canonical pairing. Define an automorphism θ on g by
Then, θ is an involutive Lie algebra automorphism on g such that θ| g• = id g• , where g • := g(I • ). Hence, if we set
then (g, k) becomes a symmetric pair.
Let n • denote the Lie subalgebra of g • generated by e i , i ∈ I • . Then, k is generated by n • , h θ and {b i | i ∈ I}.
2.2.
Quantum symmetric pairs. Let q be an indeterminate. For n ∈ Z and a ∈ Z >0 , set
[n] q a := q an − q −an q a − q −a . Also, for m ≥ n ≥ 0, set
where we understand that [0] q a ! = 1. When a = 1, we often omit the subscript q a .
Let A be an associative algebra over C(q). For x, y ∈ A, z ∈ A × , a ∈ Z >0 and b ∈ Z, set
When a = 1 or b = 0, we often omit the subscripts q a or q b , respectively.
Let (I, I • , τ ) be a Satake diagram, (a i,j ) i,j∈I the Cartan matrix of I. There exists a unique (d i ) i∈I ∈ Z I >0 such that d i a i,j = d j a j,i for all i, j ∈ I and d i 's are pairwise coprime.
Let A be an associative algebra over C(q). For i = j ∈ I and x, y ∈ A, set
In terms of q-commutator, S i,j (x, y) for a i,j = 0, −1, −2 can be rewritten as follows:
Let U = U q (g) denote the quantum group associated to the Dynkin diagram I. Namely, U is an associative C(q)-algebra with 1 generated by E i , F i , K ±1 i , i ∈ I subject to the following relations:
Let Q := i∈I Zα i denote the root lattice of g. For α = i∈I c i α i ∈ Q, set K α := i∈I K c i i . Then, for each i ∈ I and α, β ∈ Q, we have
. Namely, it is defined by
[n] i ! F n i are divided powers. These T i 's give rise to a braid group action on U. Set
where w • = s i 1 · · · s ip is a reduced expression. Recall that we have chosen a tuple ς = (ς i ) i∈I ∈ (C × ) I . Set I • := I \ I • . Fix a tuple ς i ∈ (C(q) × ) I• in a way such that
For each i ∈ I, set
Remark 2.2.2. In general, ıquantum groups admits another parameter κ = (κ i ) i∈I• ∈ C(q) I• satisfying certain conditions, and
i . Our ıquantum group is called standard, whereas an ıquantum group with κ = (0) i∈I• is called nonstandard. Most of results in this paper holds even for nonstandard ıquantum groups, though we concentrate on standard ones. We will give comments when additional argument for nonstandard ıquantum groups is needed.
The defining relations of U ı with respect to the generators E i , B j , K α , i ∈ I • , j ∈ I, α ∈ Q θ was obtained in [12] . For reader's convenience, we list them below. Let α, β ∈ Q θ , i, j ∈ I.
where C i,j 's are certain elements in U ı described as follows. Since our notation is closer to [9] than [12] , we follow Kolb's description. Below, our ς i Z i and ς i W i,j are equal to c i Z i and c i W i,j in [9] , respectively. (1) If i ∈ I • , then C i,j = 0.
Remark 2.2.4. The defining relations for a nonstandard ıquantum group is the same as for a standard one; they are independent of the second parameter κ.
2.3.
Coideal structure. Let us equip U with the structure of a Hopf algebra by the following comultiplication ∆, counit ǫ, and antipode S:
With respect to this Hopf algebra structure, the ıquantum group U ı is a right coideal of U; i.e., we have ∆(U ı ) ⊂ U ı ⊗ U. In particular, we can equip the tensor product of a U ı -module and a U-module with a U ı -module structure via ∆.
It is worth noting that for i ∈ I • such that a i,j = 0 for all j ∈ I • , we have
i . Suppose further that τ (i) = i. Then, we have k τ (i) = 1, and hence
In the nonstandard case, we have
2.4. Classical limit. Roughly speaking, the classical limit is a procedure which evaluate various quantum objects at q = 1. In subsequent argument, we need to extend the base field C(q) to its algebraic closure K. According to this extension, we have to modify the notion of classical limit. Recall that K is a subfield of ∞ n=1 C((q 1/n )). Set
Then, K 1 is a subring of K. Let · : K 1 → C be a ring homomorphism defined by ∞ m=0 a m (q 1/n − 1) m := a 0 .
Note that if a = a(q) ∈ C(q) is a rational function which is regular at q = 1, then we have a ∈ K 1 , and a = a(1). Hence, this notation is consistent with our parameter ς for U ı and ς for k. From now on, we consider the quantum group U over K, and choose the parameter ς from (K × 1 ) I• . Remark 2.4.1. When we consider a nonstandard ıquantum group, we choose the second parameter κ from K I• 1 . Proposition 2.4.2. K 1 is a local ring with the maximal ideal generated by q − 1. Also,
Proof. Since · : K 1 → C is a surjective ring homomorphism, its kernel m, which is generated by {q 1/n − 1 | n ∈ Z >0 }, is a maximal ideal of K 1 . Since we have (q 1/n − 1) = (q − 1)(q (n−1)/n + · · · + 1) −1 , the ideal m is generated by q − 1. Hence, in order to prove the first assertion, we need to show that each element of K 1 \ m is invertible. Let a ∈ K 1 \ m. Then, we can consider its inverse in K. Let n > 0 be such that a = ∞ m=0 a m (q 1/n − 1) m . Since a 0 = a = 0, we see that a −1 is regular at q 1/n = 1. Hence, a −1 ∈ K 1 . This proves the first assertion.
Next, let us prove the second assertion. Let b ∈ K \ {0} be integral over K 1 . We can write b r + a r−1 b r−1 + · · · + a 1 b + a 0 = 0 for some r ∈ Z >0 and a 0 , . . . , a r−1 ∈ K 1 . Assume that b / ∈ K 1 . Then, there exists a unique l ∈ Z >0 such that b ′ := (q − 1) l b ∈ K 1 \ m. Then, we have
Hence, the second assertion follows.
The local ring K 1 plays the role of A 1 := C[q, q −1 ] (q−1) , which is used to take the classical limit of the quantum group or related objects over C(q).
where the K 1 -algebra structure on C is given by · :
For each x ∈ U, we write x := x ⊗ 1. Then, the following is a version of [4, Proposition 1.5] (see also [6, Theorem 3.4.9] ).
In what follows, we identify U with U(g) via this isomorphism. Remark 2.4.5. Since we have
Given a subspace S of U, we set S K 1 := S ∩ U K 1 , and S := S K 1 ⊗ K 1 C. Under the identification U = U(g), we regard S as a subspace of U(g). Then, the following is a version of [11, Theorem 4.8] .
Proposition 2.4.6. We have U ı = U(k).
Remark 2.4.7. For each i ∈ I, we have
2.5. Isomorphisms between ıquantum groups. For each η ∈ (K × 1 ) I , the automorphism ad η on U restricts to the isomorphism U ı
Then, from the defining relations for U ı , we see that there exists an isomorphism
Combining these two types of isomorphisms, we obtain the following: Lemma 2.5.1. Let ς, ς ′ be two parameters for an ıquantum group. Then, there exist η, ζ ∈ (K × 1 ) I satisfying the following:
It suffices to show the existence of such η, ζ. The conditions η, ζ have to satisfy can be rewritten as follows:
Hence, we see that there exists at least one pair of (η, ζ) satisfying above. This proves the assertion.
Remark 2.5.2. When ζ i = 1 for all i ∈ I, the isomorphism φ η,ζ is just the restriction of a Hopf algebra automorphism ad η on U.
For the second equality, we used
On the other hand, we have
This proves the assertion.
Similarly, we obtain
jr be a reduced expression. Then, we have
Then, by Proposition 2.6.1, we see that
Since w • = s j 1 · · · s jr is a reduced expression, the roots α jr , s jr (α j r−1 ), . . . , s jr · · · s j 2 (α j 1 ) are the positive roots for g • (with respect to the simple system
We can write
Exchanging i and τ (i), we obtain
Therefore, we have
Let η, ζ be such that
Note that such η, ζ exist; see the proof of Lemma 2.5.1. Define an anti-automorphism
For a nonstandard ıquantum group, we define S ı to be the composition
Proof. The first three equalities are clear as we have seen that
For the last equality, we compute as
, the assertion follows. Now, the following are immediate consequences.
Proposition 2.6.5. Let i ∈ I.
Symmetries. In this subsection, we assume that our Satake diagram is quasi-split, i.e., I • = ∅. Then, we have Z i = k −1 i for all i ∈ I • = I, and hence, the defining relations can be rewritten as follows:
There are automorphisms T ı i on U ı which satisfy certain braid relations. Here, we list parts of formulas describing T ı i :
• When our Satake diagram is of type AIII with s = r + 1 and 1 ≤ i ≤ r − 1,
• When our Satake diagram is of type AIV and 1 ≤ i ≤ r − 1,
• When our Satake diagram is of type DIII and 1 ≤ n − 2, where n is the rank of g,
And, we have
Remark 2.7.1. The formulas above are obtained from those in [9] via an isomorphism φ η,ζ : [9] . Given a sequence i 1 , . . . , i l ∈ I, we abbreviate the product T ı i 1 · · · T ı i l as T ı i 1 ,...,i l .
Classical weight modules
3.1. Category C. Let Φ denote the set of roots of g with respect to the Cartan subalgebra h, Φ + the set of positive roots such that the roots α i of e i , i ∈ I form a simple system.
is a Cartan subalgebra of k, where e γ (resp., f γ ) is a certain root vector in g γ (resp., g −γ ). Table in page 39, the vertices corresponding to I ⊗ are represented by marked vertices ⊗. Important facts we can see from the definition of Γ, or from Table in page 39 are the following:
(1) Let t ′ denote the subspace of k spanned by h θ and {b j | j ∈ I ⊗ }.
From the observation above, t ′ is an abelian Lie subalgebra of k, and U ı (t ′ ) is a commutative subalgebra of U ı .
Let C = C ς denote the full subcategory of the category of U ı -modules consisting of classical weight modules, and C ′ = C ′ ς the full subcategory of C consisting of classical weight modules whose simultaneous eigenspaces of U ı (t ′ ) are all finite-dimensional.
Note that k i = (q i −1)(k i ; 0) q i +1. Hence, k i acts on a classical weight module diagonally with eigenvalues in {a ∈ K × 1 | a = 1}. The category C ′ is not so small. Actually, we have the following result.
for all j ∈ I ⊗ , and the automorphism ad η on U restricts to an isomorphism U ı
Hence, to prove the assertion, it suffices to show the following: On a finite-dimensional module M over U q (sl 2 ), the vector B := F + q −1 EK −1 acts diagonally with eigenvalues in K 1 . Since such M appears as a submodule of V ⊗n ⊗ K e for some n ∈ Z ≥0 and e ∈ {+, −}, we may assume that
and K e = K denotes a 1-dimensional module defined by
it is clear that the tensor product of a classical weight U ı -module and K e is a classical weight U ı -module. Therefore, we need to prove that V ⊗n is a classical weight U ı -module.
We proceed by induction on n. It is clear that B acts on the trivial U q (sl 2 )-module
Hence, V ⊗n is also spanned by B-eigenvectors with eigenvalues in K 1 . This completes the proof of the proposition.
Remark 3.1.5. With the notation in the proof of the previous proposition, when
By the proof of Proposition 3.1.4, we see the following: 
where the direct sum takes all a ∈ K I 1 such that a i = (k i ; 0) q i , λ and a j = b j , λ for all i ∈ I \ I ⊗ , j ∈ I ⊗ . We call M a and M λ the weight space of M of weight a and λ, respectively.
Proof. The assertions are immediate consequences of Propositions 2.6.4 and 2.6.5.
Let F be the forgetful functor from C to the category of K-vector spaces that sends M ∈ C to its underlying vector space. Set R = R ς to be the endomorphism ring of F . N) . Obviously, each u ∈ U ı defines an element r(u) of R. In this way, we obtain a ring homomorphism r : U ı → R. The restriction r| K is injective, and the images of the elements of K are central in R. Hence, R is equipped with a structure of K-algebra. From now on, we regard U ı as a subalgebra of R via the injection r. Let ψ be an algebra isomorphism from U ı ς ′ to U ı ς . Given a classical weight U ı ς -module M, we denote by M ψ the twisted module. Namely, M ψ is the vector space M with the U ı ς ′ -module structure given by
Then, the assignment f → ψ(f ) gives rise to an algebra isomorphism from R ς ′ to R ς which extends the original ψ : U ı ς ′ → U ı ς . In particular, we have the following: Proposition 3.1.11. Let ς, ς ′ be two parameters for an ıquantum group, and η, ζ such that φ η,ζ :
For j ∈ I ⊗ , define an element l j ∈ R by
Namely, on each M ∈ C, l j acts by
Remark 3.1.12.
(1) (q j − q −1 j ) 2 a 2 + 4 is uniquely determined as a square root of (q j − q −1 j ) 2 a 2 + 4 whose classical limit is +2. This implies that the classical limit of the eigenvalues of l j are 1.
(2) l j is invertible in R;
This implies that
For each j ∈ I ⊗ and n ∈ Z, the element {l j ; n} q j ∈ R is invertible as it acts on each M ∈ C diagonally, and the classical limit of its eigenvalues are 2.
By definition of U ı , each classical weight U ı -module M is lifted to a U ı -module; we denote it by Ind M. Conversely, each U ı -module M can be regarded as a U ı -module (not necessarily a classical weight module) by restricting the action; we denote it by Res M. Since Res(Ind M) = M as a U ı -module for all M ∈ C, we regard M as a U ı -module.
Weight space decomposition
We call an element of U ı λ a weight vector of weight λ. For each i ∈ I, set β i := α i | h θ . We regard it as an element of (t ′ ) * by setting b j , β i = 0 for all j ∈ I ⊗ . For each j ∈ I ⊗ , define b j ∈ (t ′ ) * by h θ , b j = 0 and b i , b j = δ i,j for all i ∈ I ⊗ . Then, we have β i , b j ∈ (t ′ ) * Z for all i ∈ I, j ∈ I ⊗ . In this subsection, we show that
by decomposing B i into the sum of finitely many weight vectors for all i ∈ I.
Since we already know
and a i,j = 0, we may ignore such j's. From Table in page 39, we see that there are only 7 cases:
Since we are now interested in the algebraic structure of U ı , we may choose the parameter ς arbitrarily (see Proposition 3.1.11). Hence, in this subsection, we set ς i = q −1 i for all i ∈ I ⊗ . Then, in the sequel, we will often encounter elements X, W of U ı and a ∈ Z satisfying the following:
, and X ± := (Xl ±1 ± [W, X] q a ){l; 0} −1 q a . Note that these make sense in R. As in the previous subsection, we see that l is invertible in R, and we have
Let us compute W X ± as
For the last equality, we used equation (2). This equality implies that for each M ∈ C, c ∈ K 1 , m ∈ M such that W m = cm, the vector X ± m is again a W -eigenvector of eigenvalue [l(c); ±1] q a , where l(c) is the l-eigenvalue of m. Hence, X ± m is an l-eigenvector of eigenvalue
which equals q ±a l(c). Therefore, it holds that
Now, let us investigate the relations between X + and X − . It is easily seen from the definition of X ± that
Hence, we obtain
3.2.1. A 1 . Let us consider the case A 1 . In this case, B i is itself a weight vector of weight −β i .
Let us consider the case A 2 , B 2 , or G 2 . In this case, (X, W, q a ) = (B i , B j , q j ) satisfies the condition (1) in page 18. Note that we have l(B j ) = l j . Hence, by setting
In particular, B i = B i,+ + B i,− is the weight vector decomposition, and the weight of
Let us consider the case A 3 . In this case, we have q j 1 = q j 2 = q i . Let B i,± , l j 1 be as in the case A 2 . Then, for each e ∈ {+, −}, the triple (X, W, q a ) = (B i,e , B j 2 , q i ) satisfies the condition (1) in page 18. Hence, by setting
is the weight vector decomposition and the weight of B i,e 1 e 2 is equal to e 1 b j 1 + e 2 b j 2 . Note that, in this case, β i = 0.
3.2.4. B 3 . Let us consider the case B 3 . In this case, we have q j 1 = q i = q 2 and q j 2 = q. From the defining relations of U ı , we have
In particular, (X, W, q a ) = ([B j 2 , B i ], B j 2 [2] , q 2 ) satisfies the condition (1) in page 18. Note that we have
Hence, by setting
This implies the following:
Let x ∈ {0, +, −}. Then, (X, W, q a ) = (B i,x , B j 1 , q 2 ) satisfies the condition (1) in page 18. Hence, by setting
In particular,
is the weight vector decomposition, and the weight of B i,ex is equal to eb j 1 + 2xb j 2 .
3.2.5. D 4 . Let us consider the case D 4 . In this case, we have q j 1 = q j 2 = q j 3 = q i = q. For each e 1 , e 2 ∈ {+, −}, let B i,e 1 e 2 be as in the case A 3 . Then, (X, W, q a ) = (B i,e 1 e 2 , B j 3 , q) satisfies the condition (1) in page 18. Hence, by setting
for each e 1 , e 2 ∈ {+, −}. In particular, B i = e 1 ,e 2 ,e 3 ∈{+,−} B i,e 1 e 2 e 3 is the weight vector decomposition, and the weight of B i,e 1 e 2 e 3 is equal to e 1 b j 1 + e 2 b j 2 + e 3 b j 3 .
3.3.
Highest weight theory. Let U ı K 1 denote the subalgebra of U ı over K 1 generated by U ı K 1 and {(l j ; 0) q j , l ±1 j , {l j ; a} −1 | j ∈ I ⊗ , a ∈ Z}. Then, we can consider its classical limit U ı := U ı Proof. Since l j = (q j − 1)(l j ; 0) q j + 1 = 1, it is clear that r is surjective. The injectivity can be proved in a similar way to the injectivity of r.
In the sequel, we identify U ı with U(k) via this isomorphism r.
We say that x is a t ′ -root vector if x ∈ k. Conjecture 3.3.3. There exist finite sets X , Y, W ⊂ U ı K 1 satisfying the following:
triangular decomposition of the reductive
Lie algebra k, where X Lie-alg denotes the Lie subalgebra of k generated by {x | x ∈ X }, and so on.
Until the end of this subsection, we assume Conjecture 3.3.3. Let Φ k denote the set of roots of k with respect to the Cartan subalgebra t := W Lie alg . Let ∆ k denote the set of simple roots such that the t-roots of X Lie-alg are positive roots. (1) For each U ı -module, set M X := {m ∈ M | xm = 0 for all x ∈ X }.
(2) Let C W (resp., C ′ W ) denote the full subcategory of C (resp., C ′ ) consisting of M such that each w ∈ W acts diagonally on M X with eigenvalues in K 1 .
(3) Let M ∈ C W , and a = (a w ) w∈W ∈ K W 1 . We say that m ∈ M \ {0} is a highest weight vector of highest weight a if m ∈ M X and wm = a w m for all w ∈ W. (4) Let M ∈ C W , and λ ∈ t * . We say that m ∈ M is a highest weight vector of highest weight λ if m is a highest weight vector of highest weight a such that a w = w, λ for all w ∈ W. (5) Let M ∈ C W . We say that M is a highest weight module of highest weight a (resp., λ) if it is generated by a highest weight vector of highest weight a (resp., λ).
Since M(a) admits a unique simple quotient, we denote it by V (a). The image of 1 ∈ U ı in V (a) is denoted by v a . Note that V (a) is a highest weight module of highest weight a, and v a is a highest weight vector.
Since the elements of Y are t ′ -root vectors, the following is clear. 
Then, V (a) is a (not necessarily irreducible) highest weight U(k)-module with highest weight λ a , and highest weight vector v a := v a ⊗ 1. By the triangular decomposition U ı
Hence, V (a) K 1 is spanned over K 1 by various vectors of the form y 1 · · · y q v a with y 1 , . . . , y q ∈ Y.
For each p ∈ Z ≥0 , set V (a) (p) := Span K {y 1 · · · y q v a | y 1 , . . . , y q ∈ Y and q ≤ p}, V (a) (p)
Since V (a) (p) K 1 is a finitely generated module over a local ring K 1 , it is free. Hence, we obtain
This observation proves the following. Proof. By the hypothesis, we have y γ wγ ,λa +1 v a = 0 for all γ ∈ ∆ k . As is well-known, this is equivalent to that dim V (a) < ∞.
From now on, suppose that γ| t ′ = 0 for all γ ∈ ∆ k . Let x ∈ X , and x = γ∈Φ k x γ , x γ ∈ k γ the t-root vector decomposition. Then, the weight λ ∈ (t ′ ) * Z of x is the restriction of γ for some (equivalently, any) γ ∈ Φ k such that
Let us define a partial order ≤ ′ on (t ′ ) * by
Let M ∈ C, λ ∈ (t ′ ) * , m ∈ M λ . Then, for each x ∈ X (resp., y ∈ Y), the vector xm (resp., ym) is a weight vector of weight strictly higher (resp., lower) than λ with respect to the partial order ≤ ′ . Therefore, for each nonzero finite-dimensional classical weight U ı -module M, the subspace M X is nonzero. Similarly, define a partial order ≤ on t * by
Then, for each λ, µ ∈ t * , we have µ| t ′ < ′ λ| t ′ if µ < λ. Let w k denote the longest element of the Weyl group of k. Then, the following two lemmas are clear.
Proof. It suffices to show that each short exact sequence in C W of the form
Then, by Lemma 3.3.10, a nonzero preimage of v b in M is a highest weight vector of highest weight b. This implies that the exact sequence splits.
Second, suppose that λ b | t ′ ≤ ′ λ a | t ′ . Let us take the restricted duals to obtain a new short exact sequence
Then, by Lemma 3.3.11, there exist a ′ , b
Finally, suppose that λ := λ a | t ′ = λ b | t ′ . Then, M λ is two-dimensional, and M µ = 0 if µ ≤ ′ λ. In particular, M λ ⊂ M X . Since M ∈ C W , there are linearly independent two highest weight vectors in M λ . This implies that M ≃ V (a) ⊕ V (b).
By above, we see that the short exact sequence always splits. Hence, the assertion follows.
Construction of X , Y, W
In this section, we verify that Conjecture 3.3.3 is true when (g, k) is (sl n , so n ), (sl 2r , sp 2r ), (sl 2r+1 , s(gl r ⊕ gl r+1 )), or (sl 2r , s(gl r ⊕ gl r )). Since the conjecture concerns only algebraic structure of U ı , we may choose the parameter ς arbitrarily. 4.1. (sl 2r+1 , so 2r+1 ). Set ς i = q −1 for all i ∈ I. Then, the defining relations for U ı are as follows; for i, j ∈ {1, . . . , r}, Similarly, from equation (5), we obtain 
From equations obtained this far, we see that X , Y, W satisfy Conjecture 3.3.3 (1)-(3). 
Replacing B 2r−2,+− and B 2r,+ by B 2r−4,+− and B 2r−2,++ + B 2r−2,+− respectively, we obtain b 2r−4,++ ∈ k ′ . Similarly, we see that b 2r−4,−− ∈ k ′ , and hence b 2r−4 ∈ k ′ . Proceeding in this way, we conclude that b 2i ∈ k ′ for all i = 1, . . . , r.
Finally, we see that
The vectors X i , Y i are t-root vectors of t-root, say, ±γ i given by
Also, we have [X i , Y i ] = W i =: w i , and
Then, we see that the matrix ( w i , γ j ) 1≤i,j≤r coincides with the Cartan matrix of k = so 2r+1 . This shows that X , Y, W satisfies Conjecture 3.3.3 (4), and that ∆ k = {β 1 , . . . , β r }. By induction on n ∈ Z ≥0 , one sees that
Then, the following are equivalent:
(2) There exist n 1 , . . . , n r ∈ 1 2 Z ≥0 and σ 1 , . . . , σ r ∈ {+, −} such that n r = 1 2 w r , λ a , n i − n i+1 = w i , λ a ∈ Z ≥0 for all 1 ≤ i ≤ r − 1, and l 2i−1 v a = σ i q n i for all
Suppose first that V (a) is finite-dimensional. Then, for each 1 ≤ i ≤ r, there exists a unique N i ∈ Z ≥0 such that
Then, setting n r := Nr 2 and n i := N i + n i+1 for i = r, we see that there exist σ 1 , . . . , σ r ∈ {+, −} such that l 2i−1 (a) = σ i q n i .
) for all i = r. Therefore, we obtain
which proves (2) . Conversely, assume the condition (2). By calculation above, we have
for all 1 ≤ i ≤ r. Also, by weight consideration,
for all j = r. Therefore, the U ı -submodule of V (a) generated by Y N i +1 i v a is strictly smaller than V (a). Since V (a) is irreducible, we conclude that Y N i +1 i v a = 0. Then, condition (1) follows from Corollary 3.3.9.
(2) There exist n 1 , . . . , n r ∈ 1 2 Z ≥0 such that n r = 1 2 w r , λ a , n i − n i+1 = w i , λ a ∈ Z ≥0 for all 1 ≤ i ≤ r − 1, and l 2i−1 v a = q n i for all 1 ≤ i ≤ r.
Proof. The assertion is an immediate consequence of the previous theorem, and Lemma 3.3.6. By above, we see that the triple (X r , Y r , l ±2 2r−1 ) forms a quantum sl 2 -triple (E, F, K ±1 ). Let U ı r denote the subalgebra generated by this triple. Let V r (n, e), n ∈ Z ≥0 , e ∈ {+, −} denote the (n + 1)-dimensional irreducible U ı r -module of type e. Namely, it is generated by v 0 such that X r v 0 = 0, l 2 2r−1 v 0 = eq n , Y n+1
Suppose that a finite-dimensional U ı -module contains a U ı r -submodule isomorphic to V r (n, e) for some n, e. Set v ± := (l 2r−1 ∓ √ eq n/2 )v 0 . Then, we have
Hence, by replacing v 0 with v + or v − , we may assume that l 2r−1 v 0 = ± √ eq n/2 v 0 .
Suppose further that n = 2m for some m ∈ Z ≥0 and e = −. Then, we have
On the other hand, since U ı r ≃ U q (sl 2 ), the vector X m Y m v 0 is a nonzero scalar multiple of v 0 . Therefore, we can conclude that each finite-dimensional U ı -module does not contain a U ı r -submodule isomorphic to V r (2m, −).
, respectively, we obtain the following:
In particular, on each finite-dimensional classical weight U ı -module, the eigenvalues of l 2i−1 are of the form {±q a | a ∈ 1 2 Z}. Now, the following is an immediate consequence of the previous proposition and Proposition 3.3.12. 
Then, by the results in the previous subsection, we see that X , Y, W satisfy Conjecture 3.3.3 (1)-(3). For each i ∈ {1, . . . , r}, define X i , Y i , W i ∈ U ı K 1 and γ i ∈ t * by
Then, X i , Y i are t-root vectors of t-root ±γ i , we have [X i , Y i ] = W i =: w i ,
and the matrix ( w i , γ j ) 1≤i,j≤r coincides with the Cartan matrix of k = so 2r . Hence, X , Y, W satisfy Conjecture 3.3.3 (4), and we have ∆ k = {β 1 , . . . , β r }. By induction on n ∈ Z ≥0 , we see that
Now, the following are proved in a similar way to the (sl 2r+1 , so 2r+1 ) case.
(2) There exist n 1 , . . . , n r ∈ 1 2 Z ≥0 and σ 1 , . . . , σ r ∈ {+, −} such that n i − n i+1 = w i , λ a ∈ Z ≥0 for all 1 ≤ i ≤ r − 1, n r−1 + n r = w r , λ a ∈ Z ≥0 , and l 2i−1 v a = σ i q n i v a for all 1 ≤ i ≤ r.
Then, the following are equivalent: 
; 0], [K 7 K 9 ; 0], . . . , }.
In this case, we have I ⊗ = ∅, and hence, U ı = U ı . Therefore, the following can be verified by direct calculation inside the usual quantum group U = U q (sl 2r ), or one can use a computer:
By above, we see that Conjecture 3.3.3 (1)-(3) hold. Set 
if i = 3, 5, 7, . . . ,
if i = 2, 4, 6, . . . , β 2i−2 if i = 3, 5, 7, . . . . By induction on n ∈ Z ≥0 , we have for each i = 2, 4, 6, . . .,
Note that we have
Similarly, for each i = 3, 5, 7, . . ., we obtain
. Now, the following are proved in a similar way to the (sl 2r+1 , so 2r+1 ) case.
(2) There exist n 1 , . . . , n r ∈ Z and σ 1 , . . . , σ r ∈ {+, −} such that
..,j−1 (f j ), e i,j := T ı i,i+1,...,j−1 (e j ), k i,j := T ı i,i+1,...,j−1 (k j ), and for i < j < r, set
. Note that we have 
Proof. The assertion is clear when i < j. Hence, suppose that i > j. Then, we have
This proves the lemma. Proof. Suppose first that j +1 < i ≤ r. Then, t i belongs to the subalgebra of U ı generated by e l , f l , k ±1 l , l > j + 1. Since e j and f j commutes with all of these e l , f l , k ±1 l , the assertion follows.
Next, suppose that i < j < r. In this case, we have
and [e j , t j−1 ] = T ı j+1,j,j−1 · · · T ı r−2,r−3,r−4 T ı r−1,r−2,r−3 ([e r−1 , t r−2 ]).
Noting that t r−2 = [e r−2,r , f r−2,r ] q −[k r−2,r ; 0], we see that [e r−1 , t r−2 ] = 0 as e r−1 commutes with e r−2,r , f r−2,r , and k r−2,r . Therefore, we obtain [e j , t i ] = 0. Similarly, we see that [t i , f j ] = 0. This completes the proof.
By direct calculation, we obtain the following. Since U ı = U ı ⊂ U, one can a use computer to verify.
[e r , f r ] q = t r + [k r ; 0],
We proceed by induction on r. The calculation above prove the assertion when r = 1 or 2. Now, suppose that r ≥ 3. By our induction hypothesis, it suffices to investigate the commutation relations involving one of e 1 , e ′ 1 , In order to prove the assertion, it suffices to prove for each a, b ∈ X ∪ Y ∪ W with (a, b) ∈ X ×(Y ∪W) or (a, b) ∈ W ×Y that a q-commutator [a, b] q c is a linear combination of elements in U ı −,K 1 U ı 0,K 1 U ı +,K 1 of degree at most deg(a) + deg(b). Although there are many things to be verified, we can reduce them to the calculation at r = 2 by using automorphisms T ı i 's. We compute [e ′ 1 , t i ] with i > 2 as an example. We
. By the definition of e ′ r−2 and calculations at r = 2, we proceed as
The degrees of each term in the right-hand side are as below: 
. This proves the assertion.
Let M ∈ C, λ ∈ (t ′ ) * . Let m ∈ M λ be such that M λ−lβ r−1 +βr = 0 for all l ∈ Z, and t r m = a r m, t r−1 m = a r−1 m for some a r , a r−1 ∈ K 1 . Then, the vectors (1) e r (resp., f r ) is a t-root vector of t-root γ r := β r + t r (resp., −γ r ).
(2) e r−1,∓ (resp., f r−1,± ) is a t-root vector of t-root γ i,∓ := β i ±(t i −t i+1 ) (resp., −γ i ∓ ), where t i ∈ t * is defined by t j , t i = δ i,j and k j , t i = 0. (3) Set
Then, the matrix ( w i , γ j ) i,j∈{(k,±)|1≤k<r}∪{r} coincides with the Cartan matrix of
By arguments above, we see that Conjecture 3.3.3 is valid. Now, by induction on n ∈ Z ≥0 , we have e r f n r = [n]f n−1 r (t r + [k r ; −2n + 2]) + q n f n r e r , and
Theorem 4.4.6. Let a = (a w ) w∈W ∈ K W 1 . Then, the following are equivalent:
(2) There exist K ∈ K × 1 , n 1,∓ , . . . , n r−1,∓ , n r ∈ Z ≥0 and σ 1 , . . . , σ r ∈ {+, −} such that n r = w r , λ a , n i,∓ = w i,∓ , λ a , and
and K = σ r 1.
Proof. Let k i (a), t i (a) be such that
Assume that V (a) is finite-dimensional. Since for each 1 ≤ i < r, the triple (e i , f i , k ±1 i ) is a quantum sl 2 -triple, there exist unique N i ∈ Z ≥0 and σ i ∈ {+, −} such that
Also, there exists unique N r ∈ Z ≥0 such that ; 0], we obtain l r (a) = q −2Nr k r (a) or −q 2Nr k r (a) −1 . Recall that the classical limit of the eigenvalues of l r has to be 1. Hence, we must have k r (a) = σ r 1 for some σ r ∈ {+, −}. Consequently, l r (a) = σ r q −σr2Nr k r (a) σr1 .
Let us see that 0 = [k r (a); −2N r ] + t r (a) = t r + h r − h r+1 , λ a − 2N r = 2 w r , λ a − 2N r . Thus, we obtain N r = w r , λ a .
Similarly, for each 1 ≤ i < r, there exists unique N i,± ∈ Z ≥0 such that
In particular, we have
This completes the proof of (2). Conversely, assuming (2), assertion (1) follows by the same argument as in the proof of (2) There exist K ∈ K × 1 , n 1,∓ , . . . , n r−1,∓ , n r ∈ Z ≥0 such that n r = w r , λ a , n i,∓ = w i,∓ , λ a , and
and K = 1. 
e i e j − e j e i = 0 if |i − j| > 1, 
By induction on n ∈ Z ≥0 , we see that
Set
The following two lemmas are proved by the same way as in the previous subsection. 
Proof. We have i+1 , e i,± , f i,± acting on the weight spaces M λ of M ∈ C such that M λ−lβ i +β j = 0 for all i < j < r and l ∈ Z. Then, we have
Now, one can verify the following:
Proposition 4.5.4. Let 1 ≤ i < r. Then, the following hold.
(1) e r−1,∓ (resp., f r−1,± ) is a t-root vector of t-root γ i,∓ :
Then, the matrix ( w i , γ j ) i,j∈{(k,±)|1≤k<r} coincides with the Cartan matrix of [k, k] = sl r ⊕ sl r . (3) We have ∆ k = {γ i,± | 1 ≤ i < r}.
By arguments above, we see that Conjecture 3.3.3 is valid. By induction on n ∈ Z ≥0 , we obtain e i,∓ f n i,± ∈ [n]f n−1 i,± ([k i l ∓1 i+1 ; −2n + 2] ± t i ){l i+1 ; ±(n − 1)} −1 + U ı e i,+ + U ı e i,− Theorem 4.5.5. Let a = (a w ) w∈W ∈ K W 1 . Then, the following are equivalent: (1) V (a) is finite-dimensional.
(2) There exist L ∈ K × 1 , n 1,∓ , . . . , n r−1,∓ ∈ Z ≥0 and σ 1 , . . . , σ r ∈ {+, −} such that n i,∓ = w i,∓ , λ a , and l r v a = Lv a , k i v a = σ i q n i,+ +n i,− v a , l i v a = q −σ i (n i,+ −n i,− ) l σ i 1 i+1 v a , and L = σ r 1.
Corollary 4.5.6. Let a = (a w ) w∈W ∈ K W 1 . Then, the following are equivalent: (1) V (a) is a finite-dimensional classical weight module.
(2) There exist L ∈ K × 1 , n 1,∓ , . . . , n r−1,∓ ∈ Z ≥0 such that n i,∓ = w i,∓ , λ a , and l r v a = Lv a , k i v a = q n i,+ +n i,− v a , l i v a = q −(n i,+ −n i,− ) l i+1 v a , and L = 1. 
4.6.
Other classical quasi-split types. In this subsection, we give a possible construction of X , Y, W which satisfies Conjecture 3.3.3 when our Satake diagram is of type BI, DI, or DIII.
As an example, consider the marked Satake diagram of type BI-1; similar argument holds for other types. Then it contains the marked Satake diagram of type AI-2 as a subdiagram. Set ς i = q −1 i for all i ∈ I. Then, one can consider the weight vectors B 2i,e 1 e 2 ∈ U ı of weight e 1 b 2i−1 + e 2 b 2i+1 for each 1 ≤ i < r and e 1 , e 2 ∈ {+, −}. Also, recall that B 2r is decomposed into the weight vectors as For each 1 ≤ i < r, set τ ı i := T ı 2i,2i−1,2i+1,2i . By the braid relations, we see the following: • τ ı i τ ı j = τ ı j τ ı j if |i − j| > 1,
• τ ı i τ ı j τ ı i = τ ı j τ ı i τ ı j if |i − j| = 1.
Also, by the definition of T ı i 's, we obtain
In particular, τ ı i keeps U ı (t ′ ) invariant. Therefore, it induces an automorphism τ ı i on U ı . Set t Then, we expect that these X , Y, W satisfy Conjecture 3.3.3. This is true when r = 1 as one can verify from calculation in the previous paragraph. As in the AIII with s = r + 1 case, we defined elements of W by using a family of automorphisms on U ı satisfying the braid relations. Hence, to verify our conjecture, it might suffice to prove when r = 2. However, even when r = 2, it requires lengthy calculation. Hence, we do not go further in this paper.
Table of marked Satake diagrams
Here we list the marked Satake diagrams. 
