Introduction
In 1976 we published in this journal an article (Zionts and Wallenius [18] ) describing a method that finds an optimal solution to a multiple criteria linear programming problem assuming an unknown underlying linear utility function. In that paper we devoted a paragraph to describe how the method can be generalized to handle a larger class of utility functions. That method has since evolved and been used in several decision making situations. Numerous requests for a formal description of it have been received. Since it has never been fully described in the literature, and has evolved from the original method outlined, it seems appropriate to describe it together with relevant theory.
The problem under consideration involves a set of n nonnegative decision variables represented by the vector x constrained by m linear inequality constraints. We, therefore, represent the constraints algebraically as in linear programming Ax<b, x>O,
where A is an m X n matrix, and b is an m-vector. Assume the feasible solution space represented by (1) is closed and bounded. Our decision situation involves a single decision maker who has p linear objectives. We may write these objectives as u = Cx. Without loss of generality, we assume that the objectives are all to be maximized. More generally, we assume that the objectives are nonsatiable (more of each objective is preferred to less). Concave objectives may be considered by using piecewise linearizations. The utility function is assumed to be an unknown underlying pseudo concave function of the objectives. Denote this function as g(Cx). We assume that g is differentiable and that the first derivatives of g are continuous.
Our problem, therefore, is to Maximize g(u) = g(Cx) (2) subject to Ax < b, x > 0, with g unknown. Were g known, the problem would be a nonlinear programming problem with linear constraints. With g unknown, we use the decision maker's responses to questions regarding pairwise comparisons between alternatives and tradeoffs to construct local linear approximations to the utility function. In that way we generate a sequence of improved extreme point solutions to problem (2) . The method terminates with a locally optimal extreme point solution which in some circumstances is globally optimal. In that case, the method declares the solution to be a global optimum. Otherwise further work is required to determine a globally optimal solution. Several search methods are possible. Deshpande [2] proposes one possible approach that involves searching on facets of the polyhedron corresponding to the constraint set. In this section we have presented the problem to be addressed, and have outlined the method to be used. In ?2 we present an alogrithm. In ?3 we present the necessary theory and some remaining problems and possible ways of resolving them, and in ?4 we discuss certain computational aspects of our method. ?5 contains a discussion of the practical experience with the method. The appendix presents an example illustrating that under certain circumstances the method need not find an optimal extreme point solution. In such a case the user knows that the solution found is not optimal.
An Algorithm and Its Rationale
We now present the algorithm in a step-by-step manner, interspersing comments and explanations between steps. The algorithm consists of sequential solutions to a linear programming problem, each involving maximizing a weighted sum of objectives. We denote the weights as a vector X > 0.
Step 1. Choose a starting set of weights X > 0. Find a solution maximizing A'Cx. Denote this solution as the maximizing solution x*.
In our experience with the method and its variations, we have not found it useful to ask the decision maker to supply weights. In some situations it would be useful to start with a set of user-supplied weights or a set of weights developed in a previous study. Thus far, we have not tried this idea. To start, we normally scale the objectives so that the average absolute value of nonzero coefficients is one. Then we use equal weights to combine the objectives into a composite objective which we maximize subject to the constraints. The resulting current maximizing solution is efficient or nondominated with respect to the set of feasible solutions.
Step 2. Identify all adjacent efficient edges from x* and the corresponding adjacent efficient extreme point solutions.
To find all adjacent efficient edges, we use the procedure described in Zionts and Wallenius [18] , [19] . Intuitively, we use a variation of linear programming to determine whether, given the solution x*, a vector of weights X > 0 can be found so that one nonbasic variable is attractive for entry into the basis, whereas none of the other nonbasic variables are attractive for entry. If such a vector can be found, the associated edge is efficient, and otherwise not. To find the adjacent extreme point along that edge, we need only determine the level at which the variable corresponding to an efficient edge enters the basis.
Step 3. Determine which of the efficient edges are also efficient with respect to the set of (active) previous responses of the decision maker. Call the set of such edges set A. Call its complement with respect to the set of efficient edges set B. Let I equal A.
For the case of a linear utility function and a consistent decision maker, we are concerned only with set A. For a pseudo concave utility function, we also need set B because the weights provide only a linear approximation. We will have to discard responses in a later step. I is an indicator which will either be A or B, depending upon which set is under consideration.
Step 4. With respect to set I, ask the decision maker to choose between x * (objective function values Cx*) and a distinctly different adjacent efficient extreme point solution. He may express a preference for one of the two points, or the inability to express a preference. If he prefers at least one alternative to x*, save one such alternative, denote it as x2, and go to Step 8.
The purpose of this step is to ask, where possible, for pairwise comparisons between distinctly different alternatives. The alternatives are expressed as scenarios in terms of their objective function values Cx*. (We consider efficient edges which are infinite in
Step 5.) The use of scenarios was based on our practical experience with the earlier method. In these applications managers seemed to prefer choosing between alternatives to evaluating tradeoffs. Further, in order to have managers choose between alternatives, such alternatives cannot be too similar. Some minimum differences must exist between two solutions. In our computer programs we use an arbitrary threshold. For example, given two solutions, we might specify that there must be at least a ten percent difference in one objective function value, if a question in terms of scenarios is to be given. If the decision maker likes one or more alternatives, we terminate the questioning process, and revise the weights. Note that indifference is an instance of not being able to express a preference.
Step 5. With respect to set I, ask the decision maker whether beginning at point x* he likes any efficient tradeoff not leading to a point asked about in Step 4. He may respond that he likes a tradeoff, that he does not like the tradeoff, or that he is unable to decide. If he likes at least one such tradeoff, go to Step 8.
The purpose of this step is to ask the decision maker to evaluate as tradeoffs efficient edges not considered in Step 4. Because the objective function values of the adjacent points are too close or even identical (as, for example, in the case of degeneracy), questions must be put to the decision maker in the form of tradeoffs. Care must be taken in presenting tradeoffs to be sure that the concept is correctly understood. Here too, if the decision maker likes one or more tradeoffs, we terminate the questioning process.
Step 6. With respect to set I, ask the decision maker whether beginning at x* he likes any tradeoffs leading to adjacent efficient points which he did not prefer to x* in the most recent Step 4. If he likes at least one such tradeoff, go to Step 8.
This step involves asking as a tradeoff every paired comparison for which the decision maker preferred x* in the most recent Step 4. This helps establish our stopping criterion.
Step 7. If I is equal to A, let I equal B and go to Step 4. Otherwise stop; solution x* is globally optimal.
Set A consists of efficient tradeoffs which may possibly be attractive to the decision maker, yet consistent with active previous responses. We first check to see whether any of these are attractive to the decision maker (in Steps 4 through 6). Only if none of them are, do we consider set B, the set of efficient tradeoffs that are not consistent with active previous responses. We must consider these in our check for optimality.
For an extreme point solution to be optimal, no adjacent efficient extreme point solution should be preferred to it, and no tradeoff corresponding to an efficient edge should be liked. We shall explore this condition more in the next section.
Step 8. Write inequalities on the weights based on the decision maker's responses, and add them to the set.
If the decision maker prefers x* to an adjacent solution xo, we generate a constraint A'Cx* -'CxA > 1. If the decision maker likes a tradeoff vector w, we generate the constraint A'w > 1. (The vector X is assumed to be bounded from above and below.) If the decision maker prefers xA to x* or if the decision maker does not like a tradeoff, we generate similar inequalities. We currently do not use the responses of "I don't know," to generate equalities analogous to the above inequalities. Early experience led us to abandon a closely related strategy, but it may merit further consideration.
Step 9. Find a set of positive weights X consistent with all previous responses. If no set of consistent weights exists, drop the oldest active constraint and repeat Step 9.
This step involves solving the constraints added in Step 8 and earlier together with the constraints Ai > 1 (see, for example, Ecker, Hegner, and Kouada [3] ). Earlier we had used sufficiently small numbers in all constraints rather than ones, and required that the sum of the X's be one. The use of ones overcomes the problem of determining a sufficiently small epsilon, though the problem is transformed into finding a sufficiently large bound on the X vector.
In the event that no consistent vector of weights can be found, the oldest active constraint is dropped. The step is repeated until a consistent feasible set of weights is found.
Step 10. Using the new weighting vector A, solve the linear programming problem: Maximize A'Cx subject to constraints (1). Denote the solution as xl.
This step determines the optimal solution for the new linear approximation.
Step 11. If solution X2 is not null, go to Step 13. Otherwise have the decision maker choose between solutions x* and xl. If the decision maker chooses xl, add a constraint based on the choice of x1 over x*, designate the solution xl as x* and go to Step 2.
This step asks if the new solution is preferred to the old. If so, it must have a higher utility and the procedure continues using the new solution as the current maximizing solution.
Step 12. Solution x* is a local optimum, but there exist better solutions, some of which are not extreme points. A search procedure (distinct from the method) should be used to find the optimum. The method terminates at the local optimum x*. Though x* is a local optimum, we know that there are one or more efficient edges emanating from x* that are desirable to the decision maker, but the corresponding adjacent efficient extreme point is not preferred to x*. Therefore, there exists a solution point along each such edge that is preferred to x*. A search method may then be used to find an optimal solution.
Step 13. Ask the decision maker to choose between x1 and x2. If he chooses x1 or X2 add a constraint based on the preference, denote the preferred solution as x*, make x2 null, and go to Step 2. If he is unable to choose, denote x1 as x*, make x2 null and go to Step 2.
This step makes use of the information that x2 is preferred to x*. Therefore, we have the decision maker compare x2 with x1. If x2 is preferred, then it becomes the new reference solution. Otherwise xl becomes the new reference solution.
Theory
The method is constructed in such a way that it generates a sequence of solutions: each solution preferred to its predecessor. This will occur until the procedure stops in Steps 7 or 12. At that point, solution x* is at least as preferred as every adjacent efficient solution. It may be that some of the adjacent efficient solutions are virtually indistinguishable from x*. In any event, x* must be regarded as a locally optimal extreme point. If in addition the decision maker does not like any efficient edge emanating from x*, we may state and prove that x* is a global optimum.
THEOREM. An extreme point solution x* is globally optimal if the decision maker does not like any efficient edge emanating from x*. The theorem says that so long as the decision maker does not like any of the efficient tradeoffs from a solution x*, then solution x* is optimal. We would like to relax the condition in practice to the decision maker not liking, or being uncertain about, any of the efficient tradeoffs, but strictly speaking, we cannot. In such a case, however, we can argue that some part of the corresponding edge from x* is contained in a half-space defined by a supporting hyperplane tangent to the underlying utility function at x*.
Because the "I don't know" or "uncertain" response is a fuzzy response of indifference, the supporting hyperplane is approximately tangent to the utility function at x*. Allowing for inaccuracies or errors in responses, the hyperplane tangent to the utility function at x* may intersect the feasible region. Moreover, the solutions preferred to x* are contained in the intersection of the feasible region and the constraint u(x) > u(x*) at x*. This latter set generally should not be large for two reasons:
1. The solution x* is an extreme point solution, and therefore there is an infinite number of supporting hyperplanes containing x*.
2. Any tradeoff responses answered negatively (none are answered affirmatively if the method terminates at x*) are edges containing x* which cannot be included in the constructed convex set.
We cannot be more precise about the size of the region containing solutions better than x*. We are planning some computer simulation experiments to investigate questions related to how large the region is in practice. At any rate, our expectation is that the region normally will be quite small. Therefore, we believe that choosing x* as the solution generally will result in little or no error.
An alternative procedure that will not leave the indeterminacy outlined above is as follows:
1. Assume that the current solution x* is such that the decision maker does not like any of the tradeoffs obtained along efficient edges moving from x*, and is uncertain about one or more tradeoffs. (Given the method, this is the only way we can have uncertainty.) 2. For each efficient edge about which the decision maker is uncertain, construct the adjacent efficient extreme point. Denote it as xl. Then we should consider efficient edges emanating from xl (except the one to x*). From convexity considerations we may argue that the decision maker should not like any of the edges emanating from x 1. However, if he is uncertain about any of these, we should construct the corresponding adjacent efficient solutions and repeat the above procedure.
Unfortunately, this procedure appears cumbersome, to say the least.
A procedure such as the above needs to be used only if answers of "uncertain" or "I don't know" are given with respect to tradeoffs offered at the last extreme point solution. If the decision maker does not like any of the tradeoffs offered at the last extreme point solution, such a procedure, of course, need not be utilized.
Now, if the procedure terminates in
Step 12, all we know is that x * is a local optimum, and that there exist superior solutions. Another extreme point solution may even be optimal. Deshpande [2] has developed a technique for searching facets of the polyhedral set, thereby finding an optimum in such cases. However, his method is sufficiently cumbersome that it does not appear to be of practical value at this time. We currently are conducting experiments on randomly generated problems to see how close our procedure stopping at an extreme point comes to the true optimum of a concave utility function. By virtue of the large number of efficient extreme points of large multiple criteria linear programming problems (see, for example, Evans and Steuer [4] and Yu and Zeleny [15] ) and the relative proximity that their large number implies, we anticipate that the difference between the utility of the last extreme point solution found and the true optimum generally will be relatively small. If this turns out not to be the case, we shall investigate Deshpande's search procedure and related methods further.
Some Comparisons with Other Methods
In order to put our method in perspective, it may be useful to compare it with several other relatively prominent methods. The method of Geoffrion, Dyer, and Feinberg [5] The method of White [13] is related to that of Steuer although it was derived in part from our earlier method. It allows for prior restrictions on the weights as well as an unspecified form of utility function. In the same way that Steuer generates sets of solutions, this method generates sets, except that the number of solutions per set increases as the procedure is used. Sequential pairs of solutions are presented to the decision maker for his choice and the results of the comparisons lead to the shrinking of the convex cone. Though the method looks rather interesting, no empirical testing of the method is cited, and the increasing number of solutions presented could be a problem.
Two other methods that should be discussed are the method of goal programming (see, for example, Charnes and Cooper [1] ) and the scalarizing method of Wierzbicki [14] . Both involve the choice of an ideal point solution and use linear programming methods to find a suitably defined "closest point". Wierzbicki uses an ideal point solution as a mechanism by which points hopefully in the neighborhood of the optimal solution to the problem may be generated, whereas the traditional goal programming approach requires that the user specify weights to use in finding the closest point. Goal programming has been rather widely used; the scalarizing technique is rather recent in origin and has had relatively few applications to date.
Our method asks pairwise alternative comparisons of the decision makers. It avoids the problem of line search and does not lead to large numbers of solution points. We next consider certain computational aspects of our method.
Computational Aspects of the Method
In the process of developing and applying our method, we have written several computer codes. Thus far, our prime interest has been in solving specific problems. In the early developmental phases, we used simple linear programming codes to solve appropriate subproblems. We solved small problems in a piecemeal fashion using the method. So that we could draw upon programming skills of others, all of our subsequent programming work built upon existing linear programming packages. Our first program was written in FORTRAN for an IBM 370/158 and built upon the IBM Mathematical Programming package MPSX. We used it in several projects. Even though we had never intended it as an end-user program, we have sent listings of our code and a terse set of instructions to about thirty organizations. Several of these organizations are now using the program-some with our help, some without. One large Dutch company got the program running on another computer by themselves, and is now involved in a multi-million dollar strategic planning problem using the method. Two programs based on the first one were written for the Brookhaven National Laboratory. The first was for the original method. The second approximates what we have described here. They were also written in FORTRAN, but were designed and implemented on the CDC 6600-7600 computer at Brookhaven A fourth computer program that is now running experimentally has been written for the SUNYAB CDC Cyber 173 in FORTRAN and utilizes Marsten's XMP [7] , which is a high technology user-oriented linear programming FORTRAN computer package.
We plan to make it available to the public in the near future. Marsten's code is available for several different computers; hence our code should be easily usable by almost anyone.
We currently are experimenting with this last code. There are two changes in particular that seem worthy of testing and implementation. Both are based on our experience with integer multiple criteria linear programming (Karwan, Zionts, and Villareal [6] ), and seem to reduce computation time. Though that may not be as great a concern in linear programming as in integer programming, the results seem sufficiently promising to make the changes worth incorporating. The first involves testing the set of previous responses, and eliminating redundant constraints from that set. This had a remarkable effect in reducing the problem solution times and has enabled us to solve much larger integer programming problems than we were able to solve otherwise in a given amount of time. The second change is one that seems to reduce the number of questions asked of the decision maker. The current Step 9 says to find any feasible set of weights X consistent with all previous responses. Instead, in our integer programming method we find what we call a "middle-most" or most consistent set of weights. That is, we use an objective function that maximizes the slack of the least satisfied constraint and thereby satisfies the response constraints as well as the bound constraints on the weights "as much as possible." As pointed out by Jack Elzinga, Department of Industrial and Systems Engineering, University of Florida, this is equivalent to finding the center of the largest hypersphere that may be inscribed within the feasible solution space. In our integer programming work, this substantially accelerated the determination of the optimal solutions. The computational requirements for this method involve essentially one linear programming solution for each setting or revision of weights (Steps 1 and 10) . The maximum number of setting or revision of weights has always been less than ten in our applications. The total number of questions asked of the decision maker has always been less than 100, and generally less than 50. Then assuming that we terminate in Step 12 at point B using the second utility function, the search proceeds, but terminates at an extreme point (2.5, 2, 2.5) which protrudes approximately from the center of the facet CDEF in Figure 1 . In this case the true optimum is at an extreme point that is not in a facet containing the locally optimal solution, solution' B.
