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In this paper variational techniques are used to establish the 
following result: suppose a dynamical system is governed by the 
differential equation 
0 = Ay q- f(t) (1) 
where A is a real constant matrix with distinct eigenvalues. Suppose 
that these eigenvalues are further estricted to have nonpositive r al 
parts but are not required to be purely real. Finally let each com- 
ponent r of the vector forcing functing f(t) satisfy, for all t, the 
conditions 
I ~,,(t) I =< ~, (i = 1, 2, . . . ,  n) (2) 
where the "n's are preassigned constants. 
It is shown that, given an arbitrary initial condition y(O), the forcing 
function that will bring the system to its equilibrium position in the 
shortest possible time is such that ~,~(t) = -4-~, and the instants of 
time at which r changes from -4-7~ to q:~ are obtained by con- 
sidering the output of the adjoint system. Further relationship be- 
tween the given system and the adjoint system is discussed in the 
paper. It is also shown that this solution, obtained by variational 
techniques, implies the concept of switching surfaces. 
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v~ Vector of the reciprocal basis to 
{uk} 
(x, y)Complex scalar product of 
x and y 
1. BACKGROUND 
r " " ,  ~b~ Components of the 
vector vk 
sgn x Function of x defined by 
x/ I  x l 
uk Lagrange multiplier. 
One of the first contributions which proposed to use the nonlinearity 
inherent in a servomechanism in order to improve its performance is
that of McDonald (1950). This was followed by Hopkin's analysis 
(1950) and Bushaw's dissertation (1958). These three papers restricted 
themselves to second order systems and made full use of the phase plane. 
Bushaw (1958) and Rose (1955) analyzed the case where the charac- 
teristic roots are complex. Bogner and Kazda (1954) tricd to extend 
such concepts to higher order systems. Bellman el al. (1956) gave the 
first rigorous presentation of the problem in its complete generality. 
The approach, however, is topological. Bass (1956) stated some theorems 
without proof. 
The purpose of this paper is to fulfill a wish expressed by Bushaw 
(1958): fundamentally the problem is variational: given a set of arbi- 
trary initial conditions what is the forcing function that leads to the 
equilibrium (i.e., the origin of the phase space) in the shortest ime? 
This paper treats this problem by variational techniques and establishes 
properties of the optimum forcing function. Some of these properties 
were stated without proof by Bass (1956), some more restricted were 
proved by Bellman (1956) and finally some of them were conjectured by 
many workers in the field. 
2. STATEMENT OF THE PROBLEM 
Given a linear dynamical system specified by the system of n differen- 
tial equations written in vcctor form 
id = Ay -k f (1) 
(where y, f are n-vectors and A is a real constant n X n matrix; {~} 
and {~] are the components of the vector y and of the vcctor forcing 
function f(t), respectively) find the vector function f(t) satisfying, for 
all t, the constraints 
I < (i  = 1, 2, . . . ,  n) (2) 
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where the -y~'s are preassigned constants, uch that given an initial value 
y(0), the system reaches equilibrium (i.e., y = 0) in the shortest time. 
Fundamentally this problem is a variational problem since n functions 
~(t)  must be found such that the time to reach equilibrium is minimum. 
To the author's knowledge, this problem has not yet been treated by such 
methods and although some of the results obtained have been stated 
(without proof) or conjccturcd, it is of great intcrcst to exhibit how a 
straightforward attack on the problem leads to its solution. 
The methods used in the following actually can solve the more gencral 
problem where the incqualitics (2) are rcplaccd by the following set 
- ' y ;  < ~i(t) ~_ 3'~ (i = 1, 2, . . .  , n) (2a) 
where ~,~ and .yr are ~0 but ~.~' may differ from ~,~. It will bccome ap- 
parent to the rcadcr that only a few trivial changcs are required in the 
following i,1 order to take care of tile more general constraints (2a). 
Tile notation, however, becomes unnecessarily complicatcd. For this 
reason the rest of the paper will consider only rcstrietions of the type 
(2). 
3. PtIYSICAL INTERPRETATIONS OF THE PROBLEM 
A. CONTROb I'ROBLE.~ 
Many control systcms inv01vc sevcral physical variablcs and several 
control variables: for example (1) aircraft engines (Tsien, 1954), (2) 
chemical reactors (Kal,nan and Loepke, 1959) and (3) missilcs (Tsicn, 
1954). The system of equations i.1 = Ay  rcprcscnts the dynamics of the 
system. The vcctor function f(t) (some of whose components may be 
idcntie'llly zero) represents the effect on the system of external forces. 
For example the components of f(t) might be in (1) the combustion 
chamber fuel rate, the tailpipe opcning and the tailpipe fuel rate; in (2) 
the flow rates of various components and concentration of catalyst; in 
(3) the nozzle angular positions and fuel rates. The constraints repre- 
sented by the inequalities (2) take into account he fact that in the 
physical systems these variables ca,l only vary within a finite fixed intcr- 
wfl. The end points of the intcrvals are detcrmined for example by 
physical phenomena: saturation, or by designer's decisions: limitations 
due to the dimensions of some physical components. 
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B. ELECTRIC CIRCUIT t~ROBLE.~I 
Bashkow (1957) has shown that  the network equilibrium equations 
of any electric circuit (the extension to the case of active circuits is 
straightforward) can be written in the form (1). In such a case the com- 
ponents of f(t) represent applied voltage sources or current sources 
whose voltage or current ranges are restricted by the inequalities (2). 
In  this case ttle problem is: given tile circuit at t = 0 with an arbitrary 
but specified istribution of stored energy, how should the sources repre- 
sented by f(t) be manipulated in order to remove all the storcd energy 
from the circuits in the shortest possible time. 
4. SOLUTION OF THE PROBLEM 
A. ASSUMPTIONS 
Let us assume that A has distinct cigenvalues ),~(i = 1, 2, . . .  , n) 
and that no eigcnvaluc has a positive real part. The first assumption 
imposes no restriction in the physical sense since if 21 has a repeated 
eigenvalue, an arbitrarily small change in some of the matrix elements 
will separate the multiple roots. The second assumption simply means 
that the free solutions of (1), i.e., the solutions of (1) when f(t)  is iden- 
tical to zero, remain uniformly hounded for all t. 
From the spectral representation theorem (Friedman, 1956) write 
e~' = ~. e~"u~)(v, (3) 
i--1 
where xtim vectors u~ are the eigenvectors of A the vectors vk form the 
reciprocal basis to the uk's, i.e., 2 
(v,,u,)=~,~ ( i , k= l ,  2 , - . . ,n )  (4) 
The notation u~)(v~ represents a dyad which is a matrix of rank one 
whose range lies along the vector u~ as can be seen from the rule that 
defines the product of the dyad by a vector x: by definition the product 
In general, capital letters represent matrices, Latin letters u~, vk, y, z repre- 
sent vectors, Greek letters 0~, r ~,  x~, represent scalars. As usual, however, [ 
represents ime, a scalar. 
t If one or more pairs of complex conjugate igenvalues are present, the cor- 
responding u~ and vk will constitute complex conjugate pairs and the scalar prod- 
ucts in (4), (7'), (8) and (9) must be interpreted as complex scalar products. More 
precisely, if x - (~t , ~. , ' " ,  ~) and y = (~t , ~t , - - ' ,  ~.) then (x, y) = ~['-t ~* ~i 9 
(Friedman, 1956) 
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is U~ > (V~, X), i.e., the Scalar (vl, x) t imesthe olumnveetoru~ .Thesolu- 
tion of (1) is of the form 
y(t) = eaty(O) q- .ea(t-')f(r) dr (5) 
The expansion (3), together with the expansion of y(t) in the eigen- 
vectors of A, 
yields 
y(t) = ~ $i(t)u~ (6) 
f0 t = + (7)  
Perform the scalar multiplication of (7) successively with each v~ and 
use (4). 
~(t) = ~(o)e ~' q: ~ '  (v~,y(~)) e -~'dT (s) 
B. FIRST REFORMULATION 
Find the smallest value of t, say to, and the vector function f ( r )  
subject o the inequalities (2) such that 
~k (to) = 0 (k = 1, 2, . . . ,  n) (9) 
From (8), the conditions (9) will be satisfied if and only if 
o t~ (vk,f(r))e-X~dr = --~k(0) (k = 1,2, . . . ,n )  (10) 
The fact that no eigenvalue has a positive real part guarantees that if 
to is taken large enough the left hand side of (10) can be made equal to 
the right hand side. 3 If  one or more eigenvalues had a positive real part 
this would not be the ease when some Of the Sk(0)'s are taken sufficiently 
large in absolute value. 4
* This assumes that none of the scalar products (v~, f(r)) are identically zero. 
For if such would be the case for one value of k, say k0, this would imply that the 
vector forcing function f has no effect on the mode k0. In other words the k0 mode 
is uncontrollable. This should never be the case in a control system. 
4 A short discussion of the case where an eigenvalue has a positive real part is 
included in Appendix I. 
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Therefore it is clear that the minimum value of t exists. 
C. SECOND REFORMULATION AS A VARIATIONAL CALCULUS PROBLEM 
For convenience d note for all k's the components of the vector v~ by 
~'1, ~* ,  -'" , ~b*~. As a result he equations (10) read 
fo'~ e-x1" i~1 ~k,, ~, ( r )dr  + ~, (0 )=0 
f "  - + = o 
oO i= l  
O t~ 
with the inequalities 
e-Xn'~_.r d r+~(O)  = 0 
(11.1) 
(11.2) 
. 
( l l .n) 
[9,(r) l --<~'~ ( i=  1, 2, . . - ,n )  (12) 
The problem is to find n real functions 9i(t) subject o the inequalities 
(12) such that the left hand sides of (11.1), (11.2), -. .  , (11.n) all turn 
out to be zero and that there are no other functions 9i(t) satisfying (12) 
which will fulfill the conditions (11) for some smaller t0. 
In order to take care of the inequalities (12), let us pick as new 
variables n real functions of time el(t) ,  o2(t), . . .  , o . ( t )  defined by 
~(t) =7~sin0,(t) ( i=  1 ,2 , . . . ,n )  (13) 
with 
rr < O~(t) < r 
2 = 
As a consequence the inequalities (12) are automatically satisfied pro- 
vided the functions Oi(t) are real. 
In order to simplify tim notation let 
and to simplify the discussion let 5(0) be negative. (If it is not the case 
a few minor obvious modifications are required.) Rewriting (11.1), 
f ,o  e -11' ~ ax, sin 0, (t) dt = --~t(0) (14.1) 
,10 i= l  
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fo t~ e -x't ~ az~ sin O~(t) dt + ~2(0) = 0 
i= I  
(14.2) 
f0 t~ ~ a.~ sin O~(t) dt + $,(0) = 0 (14.n) e-xnt 
In view of the special assumption which guarantees that --~1(0) is posi- 
tive, the problem can now be reformulated as a standard isoperimetrie 
problem: 
Find the real functions 01(0, 02(0, "" , O,(t) such that 
to e -x'' ~ ax~ sin Oi(t) dt (15) 
be maximum where the Oi(t) are subject to the (n -- 1) constraints 
(14.2), (14.3), . . - ,  (14.n). 
It is clear that if, for some vahm of to, the solution of this isopcrimetric 
problem leads to a value of the integral (15) that is smaller than --$~(0), 
it means that the equilibrium point cannot be reached in time to. On 
the other hand, if, for the specified value of to, the solution of the iso- 
pcrimetric problem makes the integral (15) equal to -$~(0), then it is 
certainly not possible to reach the equilibrium in a time less than to. 
In other words if we start solving the isoperimetrie problem for small 
values of to and increase to until the integral (15) reaches the value 
-~t(0), that solution of the isoperimetric problem is the solution of the 
original problem. 
D. SOLUTION OF TtIE ISOPERIMETRIC PROBLEM 
This isoperimetrie problem is directly solvable by the method of 
Lagrange multipliers: first form the function 
F(Sl, 02, - . . ,0,  ; t) 
= e-X"~-~a"sinO'(t),=, + ,ffi2~Pke-X"[ ~'~ak'sinOi(l) (16) 
where the tak's (k = 2, 3, .-- , n) are constants: the Lagrange multi- 
pliers of the problem9 The Euler equations read: 
I " ] e -x~ cos0~(t) = 0 ( i=  1,2, . . . ,n)  ~1i "~ ~ Ilk Otki e -~z'' k=2 
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Since the ak~'s and the/~k'S are constants independent of time, the only 
way to satisfy these quations i to have 
I + /2 
O'( t )  = 
for all fs and all i's. This implies that the optimum forcing function is 
of the form 
~(t) = 4-~r (i = 1, 2, .- .  , n) for all t's. (17) 
Setting t~1 = 1, (16) may be rewritten as 
F(0,,02,.-.,0, ;t) = ,ffil ~ [~'~ e-x"t~ c~k'] s i n . - ,  01(t) 
Since it is the time integral of the flmction F that is to be maximized, 
clearly the solution is 
] . (181 sin o,(t)  = sgn 
and the optimum forcing functions are 
[~-x , ,  ] (i 1,2, n) (19) ~o(t )  = "/i sgn  e /~ aki . . . .  , 
The subscript "o" is used here to indicate that this is the optimum 
forcing function. In the n equations (19) the Lagrange multipliers t~k 
are determined by the (n - 1) isoperimetrie conditions (I1.2), (11.3), 
9 -. , ( l l .n) and the time t0 to reach equilibrium is specified by (11.1). 
E. PHYSICAL ~NTERPRETATION OF THE OPTIMUM SOLUTION 
Consider the vector z(t) defined by its components ~q(t), ~'2(t), . . -  , 
~'.(t) where 
I1 
g" e-x~' (i 1, 2, , n) (20) ~'d'~(t) = z.., u~ ak~ . . . .  
k~. 
Since ~ = ~k~'~, (20) becomes 
z(t) = ~ e-X"tm, vk* 
k~l  
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hence, in particular 
z(0) = ~'~ gk vk* 
k=l  
Since the v2s constitute a reciprocal basis to the u~'s, we must have 
= 
and 
rt 
z ( t )  = X: *, z(0) 
k=l  
Therefore z(t), is the solution to the adjoint system (Coddington and 
Levinson 1955) 
with 
~(t) = -A 'z ( t )  (21) 
n 
z(O) = (uk*, z(O)) v~* = ~ pk vk* (22) 
k=l  4=1 
as initial condition. 
The numbers m, m, " ' " ,  g, define, by (22), the initial conditions of 
a solution z(t) = (h( t ) ,  ~..(t), . . . ,  ~,(t))  of the adjoint system. This 
solution has the property tha$ when its i th component ~'~(t) changes sign 
the i th component of the optimum forcing function must also change 
sign. 
This interpretation of the Lagrange multipliers indicates that the 
following block diagram is a possible realization of the bang bang control 
system (see Fig. 1). The initial values are fed into the computer which in 
turn sets up the appropriate initial conditions for the adjoint system. 
The black boxes D are zero crossing detectors and each time the cor- 
responding output ~'~(t) of the adjoint system changes ign the relay 
coil is actuated and the corresponding forcing function ~,;o(t) changes 
sign. In the latter part of the paper (Section 6) will it be shown that a 
more desirable realization may be obtained on the basis of switching 
surfaces. 
Another aspect of the relationship between the Lagrange multipliers 
and the initial value vector y(O) can be exhibited as follows: 
In the discussion above, y(0) is the first data given and z(O) is deter- 
mined from it in order to know when to switch the components of the 
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I[-,, 
V 
I 
o :[_ 
n_ R, ~.(tl 
Rn 
~(t) " 
y=Ay+f 
ADJOINT 
o .7~(t) 
o .z.(t] 
- or,{01 
-~ o~n(O) 
FiG. 1. A conceptual diagram of the bang bang serve using the adjoint system. 
The zero crossing detector D senses the zero crossings of the ~i(t). At each zero 
crossing it sends a pulse to operate the relay R which reverses the sign of the cor- 
responding ~i(t). 
optimum forcing function. In addition note that if z(0) is replaced by 
--z(0) and if the initial value of the forcing function ](0) remains un- 
changed, the resulting motion of y(t) is unaffected. Assume for con- 
venience that z(0) is assigned a sign such that for all times (z(t), re(t)) 
< 0 wherefo(t) is the optimum forcing function. Consider now the La- 
grange multipliers, hence z(0) as given, then it is easy to show that 
_d  (zCt), yCt)) = (z, f)  
dt 
where y(l) is any particular solution of (1) corresponding to the forcing 
function f. Upon integration from 0 to t0 it yields, with Y(G) = O, 
fo ~ - (~,I) dt = (z(o), y(0)). 
Now if f(t) is that forcing function corresponding to the optimum bang 
bang control, at each instant of time the integral is positive and has the 
largest possible value in view of (19). Therefore it can be said that, to 
any given z(0), the initial point y(0) of the corresponding optimum 
trajectory is that initial point among all trajectories of duration to 
which maximizes the scalar product (z(0), y(0)). 
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F. DISCUSSION OF THE CASE WIIERE SOME :PAIRS OF EIGENVALUES ARE 
COMPLEX CONJUGATE 
The above treatment is complctcly applicable to the case where there 
is one or more pairs of complex conjugate roots. To see the point assume 
that },~ and ),~+~ are complex conjugate igenvalues. Conscquently the 
following pairs of quantities are complex conjugate pairs: (u;, u;+l), 
(v~, v~+l), (~';z, ~b;+lt), (~,, ~,+1), (ai~, ai+lj). The angles Ok(t), however, 
remain real since the components of ~k(t) of the vector forcing function 
are real. But the two equations (14.i) and (14.i "t- 1) may be replaced 
by 89 tlmir sum and ~ times their difference yielding 
f0 0 e -"~t cos fl:t ~ (a~i -F a~+~j) sin Oi(t) dt 
fo'~ (a's-a'+lj) 
where 
),, = a ,  + j~ , .  
This shows that the wlriational formulation involves effectively only 
real quantities. In fact the whole derivation call be carried out for the 
case where there is one or more pairs of complex conjugate igenvalues 
with the simple proviso that the scalac product (x, y) of two vectors 
x = (5 ,  ~ ,  "'" , ~,) and y = (71,72, - "  , ~,) be interpreted to be a 
complex scalar production (Friedman, 1956): 
(x, y) = ~ ~,'7~ 
i--I 
5. NUMERICAL EXAMPLE 
Consider the following system: 
A shaft position is to be kept at some arbitrarily set position r. Outside 
disturbances occur in infrequent and short gusts (short with respect o 
the time constant of tile servo). A d.c. electric motor is used to bring back 
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the shaft to its desired position r. Only the armature voltage v(t) into 
the de motor can be controlled. Using a suitable normalization of time, 
the differential equation for the shaft position 0o reads 
00 + 00 = ~2(t) (23) 
where ~..(t) is proportional to v(t). For simplicity, let the arbitrary ref- 
erence position r be the origin from which the angle 00 is measured. In 
order to represent the fact that the d.c. source supplying the voltage v(t) 
cannot deliver a voltage larger in absolute value than Vm~, let 
[~(t)  I =< 1. This, of course, will require that in (23) the angle 00 be 
measured in some appropriate unit. 
The problem, therefore, becomes: a short disturbance has resulted in 
a deviation 00(0) and t)0(0) from the reference position. How should the 
voltage v(t) be manipulated in order that the shaft position be brought 
back to equilibrium at its reference position in the shortest possible 
time. 
The successive steps are as follows: the Eq. (23) is rewritten as a set 
of first order differential equations. 
with 
'~1 ~ X2 
22 = -x2  + ~2(t) 
This corresponds to~1 = 0 and ~ = 1. The eigenvalues and cigenveetors 
are  
The reciprocal basis is 
In this particular case the equations corresponding to the Eqs. (11) read 
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dt  = 
fo g~ e t 92(t) dt + ~(0) = O, 
The results of some numerical computat ions are shown in Table I. 
6. THE GEOMETRY OF THE OPTIMUM TRAJECTORIES 
Consider an arbitrari ly specified start ing point y(0)  and the associated 
opt imum trajectory y(t). The origin is reached at time to, hence 
y(to) = o. 
1. Whatever  the starting point y(0)  may be, there can only be a finite 
number of switching instants in the interval [0,/0]. 
In  Section 4, B it has been shown that  the origin can always be reached 
in a finite time. From (19) it follows that  the ith component of the op- 
t imum forcing function 9io(t) must  change its sign each time the ex- 
pression 
p,(t) = ~ e -xk'' (20) vk a~ 
k=l  
changes sign. The function re(t) is an entire function of t that  is not  
identically zero; therefore, it can have only a finite number  of zeros in 
any finite interval (Knopf,  1945). Hence there are only a finite number  
of switching instants in the interval [0, to]. 
TABLE I 
]~ESULTSOF NUMERICAL EXAMI'LE a 
z,(o) z,(o) t' to ~,(o) 
0.6035 --0.2500 1.1069 1.7138 -- 1 
0.10355 +0.2500 0.7626 1.0252 --1 
1.2071 -- 0.5000 1.6931 2. 3862 -- 1 
0.2071 +0.5000 1.4148 1.8296 -- 1 
1.7071 --0.7071 2.1316 2.8490 -- 1 
0. 2929 + 0. 7071 1. 9105 2. 4068 -- 1 
8. 5355 -- 3. 5355 7. 7655 8. 4599 -- 1 
1. 4645 -{-3. 5355 7. 7625 8. 4539 -- 1 
t' = time at which the sign of ~(t) is changed. 
to = time to reach equilibrium. 
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In the special case where every cigenvalue is real it is easy to show 
that each component ~o(t) of the optimum vector forcing function may 
at most change sign (n - 1) times. 
2. The solution obtained in Section 4 implies the concept of switching 
"hypersurfaces." 
Suppose wc have determined the optimum trajectory (t) originating 
from y(0). It is clear that the optimum trajcctory originating from y(t'), 
(t' :> 0), follows in phase space the same curve as y(t) for t :> t'. That 
is, in phase space, the switching points occur at the same phase space 
points. The same conclusion would have been reached if we had con- 
sidcred y(l') for t' < 0 as a starting point. 
It remains to investigate what happens to the switching points when 
the starting point y(0) is moved around; in other words we must invcsti- 
gate the relationship betwccn the corresponding switching points of the 
class of trajeetorics defined by the starting points y(0) 2r 5y(0). 
First the effect of changing the duration of the trajectory is obvious 
from the preceding paragraph. Therefore, we need only consider changes 
in the starting point 5 y(0) that lead to trajectories of the same duration 
to. Refcrcnce to (11) and (19) shows that this can be done simply by 
varying the pk's. Note that since pl = 1, there are only n -- 1 inde- 
pendent parameters: ~ ,  ~3, 9 9 9 ~, 9 
Let T~z be the I th zero of p~(t) (defined by (22)) which is the argument 
of the sgn function in (19). If for all i's and l's, pl(rlz) ~ 0, then the 
changes in the switching times 5ri~ are equal to a weighted sum of the 
uk's, the infinitesimal changes in p~, pa, .- .  , ~ .  It is easy to check 
that the resulting changes in the starting position 5 y(0) (computed by 
the Eq. 11)) and the resulting changes in the position of the phase space 
point at s~itching instant Y(r~z) are expressible as linear combinations 
of the 5 pk 9 Therefore, (a) the set of all starting points of trajectories of 
duration l0 forms in the neighborhood of y(0), a hyperplane in a phase 
space. 
Similarly (b), the set of corresponding switching points of the above- 
mentioned optimum trajectories tarting in the neighborhood of y(0) 
belong to hypcrplanes in phase space. These hyperplanes are the hyper- 
planes tangent to some switching surfaces. These switching surfaces 
have the property that when the phase space point reaches them the 
A switching point is a point of a trajectory at which one or more components 
of f(t) changes sign. 
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component of the vector forcing function which corresponds to that 
switching surface changes ign. 
It is obvious from these considerations that any practical realization 
of a bang bang scrvo should be based on the concept of switching sur- 
faces because it would not require the adjoint system. 
7. CONCLUSION 
We considered a dynamical system described by the system of differ- 
ential Eqs. (1) in which A is a real n • n matrix with distinct eigcn- 
values. The eigcnvalues were further restricted to have nonpositive real 
parts but were not restricted to be purely real. The components of the 
vector forcing function were restricted by the "saturation" conditions 
(2). Then under these conditions it was shown that given an arbitrary 
initial condition y(0), the system will be brought o cquilibrium in the 
shortest possible time if the forcing function is specified by (19) where 
the pk's are constants which depend on the particular y(0). These con- 
stants gk were interpreted in terms of the adjoint system. Finally it was 
shown that this solution implies the existence, in phase space, of switch- 
ing surfaces which have the property that when the representative point 
reaches a particular switching surface the corresponding component(s) 
of f(t) changes ign. 
APPENDIX I 
The purpose of this appendix is to show the following: if one of the 
eigenvalues of A lies inside the right half-plane, then initial conditions 
may be set up such that whatever the forcing function f(/) might be, the 
phase space point will escape the equilibrium point exponentially. 
Let ~,., be the cigenvalue (or one of the eigenvalues) with a positive 
real part. For simplicity let us take it to be real. From (8) we get 
~,~(t) = ex~"[~,,(O) q- fot (v.~,f(r))e-X'~" dr]
Now whateverf(t) is, provided it satisfies the condition (2), the integral 
inside the bracket is bounded: indeed the n-cube defined by (2) is closed 
bounded set and (v,~, f ( r ) )  is a continuous function on this set; hence it 
has a maximum say M and a minimum -M.  Therefore, the integral 
inside the bracket is bounded for all t by M/~,,~. Therefore if I ~,~(0) I > 
M/~,~, $,~(t) will eventually increase xponentially in absolute value. 
It is worthwhile noting that in the case where there is only one eigen- 
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value X~ inside the right half plane, the system can be controlled (i.e., 
its phase space point eventually brought back to the equilibrium point) 
only if the initial state lies inside the set defined by ] ~=(0) I < M/X,~. 
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