Programming by Demonstration (PbD) technique aims at teaching a robot to accomplish a task by learning from a human demonstration. In a manipulation context, recognizing the demonstrator's hand gestures, specifically when and how objects are grasped, plays a significant role. Here, a system is presented that uses both hand shape and contact-point information obtained from a data glove and tactile sensors to recognize continuous human-grasp sequences. The sensor fusion, grasp classification, and task segmentation are made by a hidden Markov model recognizer. Twelve different grasp types from a general, task-independent taxonomy are recognized. An accuracy of up to 95% could be achieved for a multiple-user system. Index Terms-Hidden Markov models (HMMs), Programming by Demonstration (PbD), sensor fusion, user interfaces.
I. INTRODUCTION

I
F A ROBOT system can learn to accomplish a manipulation task simply by observing a human teacher, the cost of programming flexible and adaptive systems can be greatly reduced. For this, the robot should be able to observe a user demonstration and infer from it a symbolic description of what has been done. This high-level representation can then be used to generate a robust execution plan, even when the environmental conditions are changed. In skill-based approaches, this means the robot must recognize what primitive skills were used by the human at what time and then map these human skills to its own robot skills to achieve success. Here, the focus is put on the analysis of the human action, specifically on the detection and classification of grasping motions.
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Digital Object Identifier 10.1109/TRO. 2004.833816 This is important, as handling a great variety of objects requires special grasping techniques. Understanding what basic properties underlie the grasp chosen by the demonstrator allows, in turn, choosing an appropriate robot grasp. While a lot of research has been done on automatic grasp recognition, many of the approaches focus only on recognizing the time point of a grasp and the grasped object [1] . Only a few, like [2] and [3] , actually analyze the type of grasp used. In fact, most of the work on hand-shape recognition is done for communicative gestures, such as pointing motions, symbols, or sign languages [4] - [9] , and cannot be applied directly to manipulative gestures or grasps.
Here, a hidden Markov model (HMM)-based system is presented for the recognition of continuously, naturally executed grasp sequences, within the Programming by Demonstration (PbD) framework. This system achieves high recognition rates for whole sequences of grasps in better than real time, while imposing as few restrictions as possible on the work environment, the types of objects grasped, and the smoothness of execution, and with only a little training.
To observe the human hand, the Cyberglove (Immersion, Inc., San Jose, CA) is used in combination with an array of pressure-sensitive sensors fixed on the finger and palm surfaces. The glove delivers finger-joint angle measurements, while the tactile sensors provide the system with information on the contact points of the hand with grasped objects. While the ultimate aim is to use only vision for observation, just as humans do, these input modalities offer a fast and robust alternative to actual vision-processing algorithms.
Grasp classification is made according to Kamakura's grasp taxonomy [10] . It separates grasps according to their purpose, the hand shape, and its contact points with grasped objects, and allows distinguishing most of the grasps used by humans in everyday life. For 12 of the Kamakura grasp classes, an HMM is defined, the parameters of which are adjusted by Baum-Welch reestimation on a set of training demonstrations. Recognition is then performed using the Viterbi algorithm on an equally large, independent set of test demonstrations.
The results show that good segmentation and classification results can be obtained, even for multiple users and considering a great variety of objects.
The remainder of this paper is organized as follows. First, Section II briefly presents previous work in the domain of handgesture recognition. The grasp-classification scheme used in this approach, and the input devices and sensors for capturing the hand motion are described in Sections III and IV. Section V ex-plains the details of the HMM recognizer and the design of the grasp-recognition system, while Section VI shows the experiments performed and analyzes the obtained results.
II. HAND-GESTURE RECOGNITION TECHNIQUES
Although some work was done on segmenting user demonstrations that deal with manipulating objects, for example, for assembly purposes, not much consideration was given to the grasping technique of the demonstrator. Usually, only the time point when a grasp occurs or the time interval during which an object is held is considered, the focus being more on what objects were grasped, with what others they interacted, etc. Kuniyoshi et al. [1] showed a method to segment task demonstrations in a "teaching by showing" context, recognizing, among other things, the time point when an object is grasped or released. However, no analysis of the grasp type is made.
One approach that does deal with grasp classification is that of Friedrich et al. [11] . It recognizes the grasp classes from Cutkosky's [12] taxonomy, using neural network classifiers. Similarly, Kang and Ikeuchi [2] classify user-demonstrated grasping gestures using an analytical method. They recognize grasp classes roughly similar to, but more elaborate than, those proposed by Cutkosky. The common drawback of those techniques is, however, that they do static gesture analysis, recognizing only a single fixed gesture at a time. For sequences of grasps, this means that an ideal time point for analysis of the hand configuration for each grasp has to be extracted from the demonstration by other means before classification can be done. If such a segmentation is not done beforehand, and static techniques, such as linear discriminant analysis or neural networks, are applied continuously over time, it will yield inconsistent results such as multiple detection of the same grasp, erroneous detection of grasps where only preshape or transitional movement was made, etc., simply because the temporal information was ignored. If, on the other hand, key points for analysis are found by, for example, thresholding finger speed or force profiles, the recognition quality is entirely dependent on the so-produced segmentation, and slow or hesitant finger movement, weak forces, etc., can easily lead to misclassification.
Techniques that allow for dynamic recognition have been widely used for communicative gestures or signs [5] - [9] . They are generally vision-based. Lee and Kim [8] designed a system to recognize continuously executed sequences of gestures without prior detection of breakpoints. The segmentation is done automatically by an HMM recognizer and a set of ten gestures used in browsing Power Point slides are classified. Using HMMs, good results could also be achieved by Starner and Pentland [4] for the recognition of American Sign Language (ASL). However, these techniques can not be applied directly to manipulative gestures or grasps, because the requirements are somewhat different. First, in manipulation, the hand is often occluded by the held objects, making recognition with vision-based systems difficult. Second, the difference in hand shape between two grasp types can be very small, and further information, such as contact surfaces, is needed to distinguish between them. Detection of contact itself is also very difficult using vision alone. Here, a fusion of two input types, dataglove-measured finger angles and tactile information, is realized to solve this problem. An HMM-based technique is presented that allows both classifying the grasps in a manipulation sequence and detecting their proper segmentation bounds using one single statistical approach.
III. GRASP-CLASSIFICATION TABLE
As mentioned above, the general frame is PbD. We would like to recognize manipulation primitives and grasps in a demonstrated sequence. Therefore, it is necessary to first define a division of human grasps into a set of primitive classes. Most gesture-recognition systems, especially those used for sign recognition, consider a small set of domain-specific gestures. They are confined to a given application or have to be retrained to recognize new gestures when the domain changes. For grasps, on the other hand, taxonomies have been proposed that are usable for a wider range of tasks. But known taxonomies, like those of Cutkosky [12] or Kang [2] , are still limited in their application domain and in the types of objects used. They consider only assembly tasks and prismatic or circular objects.
Here, the goal is to recognize manipulation gestures that occur in everyday life, such as wiping a table, holding a book, etc. A taxonomy is needed that places no restrictions on the handled objects or the application domain. Kamakura [10] , [13] proposed a grasp-classification table that fits these criteria. It distinguishes 14 types of grasps divided into four main categories: five power grips; four intermediate grips; four precision grips; and one thumbless grip (see Table I and Figs. 1-4) .
The difference from the other mentioned taxonomies is that it focuses mainly on the purpose of grasps to distinguish between them, not on the object shape or the number of fingers involved. No conceptual distinction is made, for example, between a Parallel Mild-Flexion Grip (PMF) with four, or one with five fingers. Another example is the Power Grip Distal Type (PoD), which is considered a power grip although little or no palm contact occurs, simply because its goal is stability, not precision. The Kamakura taxonomy places no restrictions on the kinds of objects to be handled. It is based on extensive Fig. 1 . Power grips. The palm of the hand is usually in contact with the object. The emphasis is on strength and stability. The Power Grip Hook Type (PoH) differs from the Power Grip Standard Type (PoS) in the way the hand is wrapped around the object. There is generally less palm contact. In the Power Grip Index-Extension Type (PoI), the extended index gives greater stability at the tip. The Power Grip Extension Type (PoE) is used on flat objects which do not fit inside the hand. The Power Grip Distal Type (PoD) is used when less support surface is available or needed. (All sketches taken from [10] ). studies of the grasping patterns of humans when handling objects. Spoons, handkerchiefs, plates, hammers, cylinders, pens, coins, thread, etc., were equally considered. The grasps freely performed while manipulating these objects were analyzed for similarity and separated into classes. Since a great variety of ob- Fig. 2 . Intermediate grips. The object is held by the finger tips. The finger sides are used for greater stability. This class is a tradeoff between stability and dexterity. The Lateral Grip (Lat) can be used to hold small flat objects such as rulers, keys, etc. The tripod and its variations are generally used to hold thin cylindrical objects. The Tripod Grip (Tpd) puts more emphasis on precision of a near tooltip, while in the Tripod Variation I (TVI), the greater contact base allows more stable control of a far tooltip. The Tripod Variation II (TVII) has an even greater contact base and can be used to hold one or two small sticks. jects used in all aspects of life was considered, the taxonomy is general enough to be applied to almost all everyday manipulation tasks. This is why it was adopted for our grasp-recognition system.
Twelve of the 14 presented grasps, namely, all the Power Grips, all the Precision Grips, the Lat, Tpd, and TVI were chosen as grasp primitives to be recognized. Two grasps, TVII and Add, were left out. This is because of their relatively limited use in our PbD context. The TVII is generally used to hold one or two small sticks, such as chopsticks, and is unlikely to be repeated by a robot system. The Add grip implies holding an object between two fingers without the thumb. Aside from the difficulty of correctly recognizing and executing such a grip, its practical use for robot manipulation tasks is questionable. 
IV. INPUT DEVICES
Although the ultimate goal is to have the robot observe the demonstrator's gestures using only vision, in this approach, a data glove fitted with tactile sensors was used. The main reason for this is to avoid the problems caused by occlusion and relative orientation. For communicative gestures and signs, vision can easily be used, as the communicating hand is usually oriented toward the observer and a clear line of sight can be expected between them. But when observing grasps, the hand orientation often changes, and the manipulated object itself becomes an obstacle, making recognition using vision difficult. The advantage of a data glove is that the hand shape can be captured directly by sensors placed on the glove, no matter what situation the hand is in. The so-obtained hand-shape information is not enough, however, to assure correct recognition. Since the shape of an empty, resting hand can very well resemble that of a grasping hand, some additional information about the presence of or contact with an object is needed to avoid "false alarms"(recognizing a grasp when actually no object is held). Tactile sensors on the surface of the hand offer an easy way to obtain such information. Tactile information also allows for a much better recognition of the grasping interval. When no explicit resting position is assumed between grasps, the opening and closing movements of the hand are often not clear enough to recognize the grasp start and end points, and in this case, tactile activation offers a much more reliable decision criterion. Finally, tactile information can be useful to distinguish between grasps which sometimes exhibit similar shapes while their contact points with objects differ.
Therefore, a combination of sensor inputs is used. Handshape information from a data glove to recognize grasp types, and contact-point information from a set of tactile sensors to help improve classification and segmentation quality.
A. The Cyberglove
To capture the hand shape, the 18-sensor Cyberglove is used (see Fig. 5 ). The Cyberglove uses bend-sensing strips on the back of the hand to measure the finger joint angle values. Sixteen values are used: two flexion values for the proximal joints of each finger; three values for thumb flexion; four values for interfinger abduction; and one value for the arching of the palm. 
B. The Tactile Sensor Array
Efficiently applying tactile sensors to the human hand is an ongoing topic of research [14] , [15] . The difficulty lies in collecting accurate data without impeding the dexterity or sensitivity of the user. Therefore, rigid or thick sensors are not well suited. Since the sensors are to be fitted on curved or flexible surfaces, like the fingertips or the palm, they need to be flexible and thin. In addition, they need to cover large surfaces of the hand to assure they will not be missed when grasping complex objects.
To obtain accurate tactile information, a special sensing glove was designed, using an array of flexible capacitive pressure sensors. The flexible sensors are manufactured by Pressure Profile Systems Inc. (PPS) (Los Angeles, CA) 1 and have been customized for our system (see Fig. 6 ).
The sides of the fingers are covered as follows: one sensor each for the radial side of the index finger's middle and proximal phalanges and metacarpus. These can help detect the lateral grip and tripods. One sensor for the radial side of the middle finger's middle phalanx, for detection of tripods (see Fig. 7 ).
The sensors are 0.85-mm thick, and their size and shape are customized to fit that of the hand. They possess a full-scale range (FSR) of 60 psi, with a sensitivity of 0.06 psi and a nonrepeatability scale factor of 0.1%. They produce analog output, which is converted by an analog-to-digital (A/D) board before being further processed. Their flexibility allows them to be bent around the fingers and to adapt to the changing shape of the palm. 1 Pressure Profile Systems Inc. (PPS), www.pressureprofile.com. A total of 13 sensors is used. They are sewn inside a soft, thin fabric glove (see Figs. 8 and 9 ) and distributed such as to cover the palm, the finger tips, and parts of the finger's sides. Each sensor consists of only one sensing element, i.e., no precise information is delivered about where contact occured on the sensor surface. This kind of detailed information is subject to great variation and is not deemed necessary for our recognition task. Since our goal is the detection and classification of grasp types, only a rough estimate of the pressure applied at certain key regions on the hand is needed. These regions are chosen such as to maximize the chance of detecting contact using only a small number of sensors. They also correspond to the main regions activated in Kamakura's grasp types and may help distinguish between them. The sensor configuration is as follows.
The thumb and finger tips are covered with cylindrical sensors adapted to their shape.
The palm itself is covered with four large, flat sensors. These are useful for detecting power grips. They have varying importance. The distal radial sensor is likely to be activated in all power grips. The activation of only radial sensors can be a sign for a PoE, and the activation of only distal ones, a sign for a PoH. Simultaneous activation of all sensors is a good sign for a PoS.
V. THE HMM RECOGNIZER
As recent results in handwriting or sign-gesture recognition have shown, HMMs are particularly well-suited for dynamic pattern recognition. The base assumption is that a dynamic pattern can be approximated by a sequence of discrete states. The states themselves are particular configurations in feature space (see [16] and [17] 
. This makes for a total of 30 input features. By using HMMs, the different input types can easily be integrated. Both tactile and hand-shape information are considered simultaneously by the system. It learns to weigh their importance for detection and classification of each grasp. Therefore, it can correctly recognize a grasp even if, for example, the tactile activation is atypical, as long as the remaining evidence is strong enough to sustain its hypothesis.
For each grasp in the Kamakura table, an HMM with flat topology was created. The optimal number of states was determined experimentally, and a flat topology with nine states has shown to provide the best results. The HMM output distributions are continuous Gaussian densities with diagonal covariance matrices. These HMMs are trained offline using the Baum-Welch algorithm. Since a training demonstration consists of a series of grasps, more than one model gets trained on its feature set. The procedure is as follows.
For each training sequence, a composite HMM is created using the models of the grasps it contains. Since training is supervised, this grasp sequence is known. The end state of each model is connected to the beginning state of its expected successor, and the parameters of the resulting composite HMM are adjusted by expectation maximization (EM). In the E-step, the most likely attribution of feature vectors to the states of the composite HMM, based on the current model parameters, is calculated. This offers the best current segmentation of the demonstration data into grasp classes. In the M-step, the parameters of the model are, in turn, updated based on the statistics from the E-step. The process is repeated until convergence.
For recognition, the Viterbi algorithm is used. It calculates the sequence of HMMs that maximizes the probability of observing the user demonstration. Since multiple grasps are involved, as in training, recognition is made using a composite HMM. However, since the demonstrated grasp sequence is not known a priori, this HMM is created by connecting the end state of every model to the beginning state of every other model.
In this case, the cross-model transitions are weighed by a "task" grammar, similar to the word grammars commonly used in speech recognition, reducing the search space of the recognizer. A very simple restriction is made in the grammar: every grasp motion must be followed by a release motion. This limits the recognizable manipulations to grasp-release sequences. It is true that in real manipulation tasks, humans often shift between grasps without releasing the object. When picking up a pen lying on a table, for example, it is usual to first grasp it with a PMF or Tip Grip before shifting to the Tripod Grip for writing. The recognition of such grasp transitions, however, is not intended here, and should be the object of future research.
To model the release motion expected after every grasp, a common flat topology-release HMM was created and trained. Recognized release motion is usually very short and serves only to mark the end of a grasp segment. The introduction of a separate model to represent it has, however, proven useful for producing more concise recognition hypotheses. Without the release model, hesitation or shaky tactile activation causes the recognizer to detect chains of grasp segments where only one grasp was made. When it is forced to detect a clear release motion before starting a new grasp segment, though, it correctly filters out the hesitation. This shows another advantage of the HMM method over static techniques. By using temporal information, the recognizable sequence of patterns can be constrained, and errors, such as those caused by noisy demonstrations, can be avoided.
To filter out involuntary or transitional moves that occur between grasps, a nine-state garbage model with ergodic topology was also created. Lee and Kim [8] have shown the usefulness of such a model for the recognition of dynamic gestures. Here, the garbage model was trained on hand motion occuring between grasps and on atypical motion while grasping. Fig. 10 shows the topology of the composite HMM used for recognition. The task grammar demands a release after every grasp. Silence and garbage phases are allowed between grasps and garbage movement is also allowed during manipulation.
The described grasp-recognition system was implemented on a distributed architecture. The demonstration data captured by the Cyberglove is transmitted over serial cable to a Pentium III 550 MHz Windows NT machine at 38 400 baud. The analog data from the tactile sensors is digitized and captured by the same machine. All data is first buffered by a CORBA server where synchronization is done, and then passed on at 100 Hz to a Linux machine where the software for recording demonstrations, training, and recognition runs.
The commercially available HMM toolkit HTK 2 was used for implementation of the HMM recognizer routines.
VI. EXPERIMENTS
The viability of the approach was tested for both singleand multiple-user systems. Training and test demonstrations were first recorded, the training and tests then done offline. Every demonstration consisted of a sequence of continuously executed grasps. An object was to be picked, held for a varying period of time, and then released before a new object was picked. Minor movements with the held object, such as writing motion with a pen, were also allowed. All data was recorded using the sensor glove only for the right hand, but users were allowed to hold objects with both hands, if they felt it more comfortable. This happened, for example, when holding a long ruler or when opening the lid on a jar. A typical demonstration would consist of three grasps, for example: PoS/Release, CMF/Release, Tpd/Release. The users were asked to perform the grasp sequence carefully but naturally, no explicit pause or initial hand posture was required.
The so-recorded demonstration data is rather noisy, due to the two following factors.
First of all, the glove is only calibrated once before the experiments, not for each of the users. A recalibration of the glove every time the demonstrator changes would be too time consuming, and is intentionally left out. Because of differences in the users' hand sizes, in how the glove is put on, etc., this invariably causes small errors in the measured finger angles. But this is not judged critical, as variations caused by differences in object sizes and shapes and in personal grasping styles are comparatively much larger.
The second source of imperfection comes from the way the labeling of the demonstrations is done. First, initial labels for the demonstrations are created beforehand. They describe the desired grasp sequence without temporal information. Then, for each demonstration, the users are asked to execute the predefined grasp sequence. The result is that hesitations, as when failing to grasp an object in one try, involuntary grasp transitions, and other mistakes, are not accurately described in the labels. One more problem is that the executed grasp sometimes does not match the label grasp at all. The reason is that, as already noted by Kamakura, natural preferences play a role in the type of grasp a user chooses to take an object. Users unfamiliar with the Kamakura taxonomy often do not understand the difference between very similar grasps, like the Tripod and the Tripod Variation I, for example. When asked to perform a TVI, they sometimes execute a Tpd instead, as it feels more natural to them. The result is that the labels do not fit the demonstrated sequence. In training, this causes unnecessarily large variance in the learned grasp classes. In testing, this causes the recognizer to be penalized for a grasp it may have correctly identified. A manual check of the labels was made after recording to correct the most obvious errors, but not all inaccuracies could be eliminated.
A. Classification Results
Demonstration data from four different users was collected. All demonstrations were performed on a flat table top. A total of 112 training demonstrations and an equally large test set were recorded. Since the aim is task-independent recognition, a wide range of objects was considered for manipulation (see Fig. 11 ). Fig. 11 . Objects used for recognition. As can be seen, a broad palette of objects was considered. For one grasp type, many objects of different shapes and sizes were available (for example, jars, cup, tape for the PMF, plate, book for the PoE, ruler, key for the Lat, etc.). Training and testing were first performed for each user separately. The output of every single-user system is a symbol sequence which can be compared with the initial transcription for error calculation. Accuracy is measured as usual in the continuous speech-recognition literature. The substitutions, insertions, and deletions are added, and the total number is divided by the number of symbols contained in the transcription to obtain the error rate Err # Sub # Ins # Del # Symbols
The accuracy rate is then obtained as
Acc Err
The classification results for the single-user systems are shown in Table II.  Table III shows the classification results for the multiple-user system. It is trained using all training demonstrations, but tested on the test sets of each user separately. As one can see, the recognition accuracy for users 2-4 has increased somewhat. Usually, one would expect a single-user system to outperform a multiple-user system. But this is only true if there is a sufficient amount of training data for the single-user system. Here, every user only delivered a relatively small amount of training, considering the size of the parameter and feature space. If a user Fig. 12 . An erroneous fragmentation of a grasping segment. The colored bar represents the segmentation result, with grasping segments in light grey, release segments in dark grey, and garbage segments as checkerboard patterns. The pictures above the bar represent the grasp types corresponding to the grasp segments, in order of appearance. The recognizer hypothesis is printed above the bar. Here, a few frames inside the Tip segment have wrongfully been classified as release motion, splitting it in two. Evidently, no release has actually been performed, and the hypothesis can be corrected by merging the two grasping segments in a simple postprocessing step. shows a lot of variation in the way he performs grasps, for example, extending or not the ulnar fingers during a Tip Grip, it is quite possible he uses a grasping style during testing that differs much from the ones represented in his training set. The recognizer then finds a classification as garbage more probable. In the multiple-user system, every user profits from the training data of all the other users, and the system has better generalization ability. This result is very encouraging for us, as it indicates a robust recognition can be achieved without requiring every user to deliver painstakingly large training sets.
In contrast to the last three users, the recognition accuracy for user 1 seems rather low in the multiple-user system. It is, in fact, lower than that of the single-user system. A closer analysis shows that this is due to a comparatively large number of insertions that can be attributed to one kind of error. A hesitation in the user's grasping motion leads the HMM recognizer to wrongfully detect a short release motion, splitting the grasping segment into two parts (see Fig. 12 ). This is, of course, considered an error when evaluating the recognizer hypothesis.
To solve this problem, a simple postprocessing step is made on symbolic level. Two grasping segments representing the same grasp type are merged to a single segment if they are separated only by a few frames of release motion (see Fig. 13 ).
This is done by a simple linear algorithm. No merging is performed if the grasp segments are separated by any amount of silence or garbage frames, as this could indicate a new grasp has indeed been made. Application of this postprocessing step to the single-user systems showed no change in accuracy, but for the multiple-user system, a definite improvement could be seen, not only for user 1. The results are shown in Table IV . An average accuracy of 95% is reached.
To verify the usefulness of the tactile sensor information, another multiple-user HMM recognizer was created, this time using only finger-joint angle values as inputs in training and tests. The results can be seen in Table V . When the recognizer has to rely only on hand-shape information, it tends to produce more insertion and deletion errors. The number of substitutions also increases, lowering recognition accuracy, which drops to 91%. The results for user 3 show that a good recognition accuracy can be achieved based on hand shape alone, if the demonstrations are done in a very disciplined way. In fact, user 3 was the only user familiar with the Kamakura taxonomy and with the input devices. If every grasp type is carefully executed in a relatively constant way and a stable resting posture taken between grasps, without unnecessary motion, the system performs well even without tactile data. This is, however, not the case for most untrained users or in a natural, unconstrained manipulation context. The slight decrease in accuracy for user 3 when adding tactile information comes from just two errors: a deletion and an insertion. In the first case, the pressure exerted while performing a PMF grip was not sufficient for the system trained with tactile data to detect the grasp. In the second case, user 3 had trouble seizing a small object, resulting in noisy tactile activation while the hand shape showed only minimal change. The system trained with tactile data, therefore, wrongfully split the grasp segment into two different grasps, an error that could not be filtered out in the postprocessing step. Although the HMM algorithm weighs both tactile and hand-shape information, this type of error can not always be avoided. These two cases show that, occasionally, the addition of noisy tactile data can confuse A black circle means the sensor is not activated. As the sensor value increases, the circle color gradually changes from black over grey to white, which indicates maximum activation (as can be seen in Fig. 16) . The upper right window shows the current hand shape. The colored bars show the segmentation results. Black means silence. Light grey intervals are grasp, dark grey intervals release, and checkerboard intervals garbage segments. The recognizer hypothesis is printed above the bar. At the current time frame, the user had not yet started to grasp the object with a Lat. The system using tactile data (bottom result bar) correctly recognized that fact. The system without tactile data (top result bar) wrongfully placed the start of the grasp segment some time before the grasp actually starts. the recognizer. However, on the whole, the advantages of contact information outweigh the drawbacks.
In conclusion, the classification results are encouraging, but one should nonetheless be careful not to draw too-broad conclusions about the system's generalization capabilities. The number of users considered, with only four subjects, is quite small, and a richer training set would be required to construct a truly user-independent recognizer.
B. Segmentation Results
The real advantage of tactile information lies in achieving a precise segmentation of the user demonstration. An important goal for our recognition system is, aside from identifying grasp types, to recognize the time points when the grasping and releasing motions occur, to segment the user demonstration. If the time frame at which an object is grasped can be accurately determined, other input modalities such as magnetic trackers or vision systems can be subsequently used to find the position of the hand at that time and narrow down the search for the grasped object.
Here, the effect of the tactile data on segmentation is discussed. Fig. 15 . The effect of tactile data. At the current time frame, no grasp is made. The user has released the Tpd and is preparing for a PoD. The hand movement, however, is confusing. The system using only finger-joint angles (top result bar) failed to recognize the release and tries to attribute the data from both grasps to a single segment, resulting in long a PoD segment. When no tactile data is used, the system often misplaces segmentation bounds, producing mostly connected grasp-release groups without silence or garbage intervals. Fig. 16 . The effect of tactile data. Here, aside from improving segmentation bounds, a classification error could also be avoided. The system using only finger angles (top bar) wrongfully detects a Lat, an error that could be avoided by considering the tactile activation (bottom bar). Fig. 17 . A TVI to Tpd transition. As the user held a spoon, he went through both kinds of grasps without releasing. Since the system is designed to recognize only grasp-release sequences, inserting a brief release segment and changing to the Tpd was the best choice to keep the observation probability high.
When using only finger-angle data, the correct segmentation bounds are often missed. Since no specific pause or resting posture is taken between grasps, the hand motion gives only a vague indication of when a grasp starts or ends. The tactile sensors, on the other hand, are only activated when an object is touched, thus providing a clear signal to detect these time points. Weighing the importance of the tactile values, the recognizer can achieve a high segmentation quality. To illustrate this, we consider a sample recognition result from the multiple-user system using finger-joint angle values, with or without addition of tactile data.
Figs. 14 and 15 show the segmentation results for two separate cases. As can be seen in Fig. 14 , using tactile information, the exact points when grasping and ungrasping occur are detected, and the three grasp-release groups are well separated by silence segments. When tactile information is not used, the system sometimes misses the correct grasp-release bounds. It also mistakenly recognizes grasps where none occured, such as the first Tip in Fig. 14 . Although some exceptions exist, in general, tactile information reduces the risk of erroneous insertions or deletions.
Another good example is shown in Fig. 15 . When no tactile information is used, the grasp and release segments are often completely connected. No pause is seen between grasps. This shows that not the points where grasping and ungrasping occur are actually detected, but rather the points where a grasp motion becomes more probable than a release motion and vice versa. These boundaries are often set in between grasps, even if no motion occurs at that time. Fig. 16 shows an example where the tactile information was useful to avoid substituting grasps. The user executed a PoD. However, the hand shape for the PoD and the Lat are very similar, and the system based on only that information mistakenly recognizes a Lat. The tactile activation, however, is untypical for a Lat and using this supplementary information, the error could be avoided.
C. Common Recognition Errors
It should be mentioned here that most recognition errors are caused by a small set of grasps. Usually, only one or no insertion, deletion, or substitution error is made per grasp type. Exceptions are the PMF and CMF from the Precision Grip category, which are often substituted for each other (three substitutions). They differ only in the finger-thumb configuration, which is parallel for the PMF and circular for the CMF, a difference that can become very vague depending on the carried object.
Other problem grasps are the Tpd, the TVI, and the Lat, in the category of Intermediate Grips. These grasps exhibit very little variation in the hand shape, and accurate tactile sensor information is required to classify them. Since the shape and position of the grasped object in the hand can not be seen, often only the contact points can help distinguish between a TVI and a Tpd, or between a Tpd and a Lat. But even with the current sensor coverage, it is difficult to assure that the proper contact points are detected for those grasps. The radial sensor of the middle finger, for example, useful for spotting a TVI, is often missed. Another source of error is the fact that users sometimes make transitions between these grasps. An example is the transition from a TVI to a Tpd when holding a spoon. The recognition result in this case is shown in Fig. 17 .
The most probable hypothesis for the system in this case is to recognize both grasps separated by a short release phase, although no release was actually made. Due to the way the demonstration labels were created, this is considered a recognition error. Avoiding this type of mistake would, however, require very thorough and careful manual labeling of all test demonstrations, and uncertain human interpretation of the recorded data, a process which was not carried out.
As can be seen, the main benefit of the tactile sensor array is in assuring good segmentation quality. For further increasing the classification accuracy, the sensor coverage is still insufficient, as it cannot always guarantee the distinction between very similar grasps. It is an open question, however, how much improvement an increase in tactile sensor size or quantity would bring, and if the incorporation of simple visual object features, like rough size, shape, or orientation would not yield greater results. Since our ultimate goal is to achieve robot learning by using exclusively vision, priority should be accorded to the latter option.
VII. CONCLUSION
We have presented a method to recognize continuously executed sequences of grasping gestures. Both finger-joint angles and information about contact surfaces, captured by a data glove and tactile sensors, are used. A wide range of objects is considered. Using HMMs, the system fuses the two sensor inputs, detects the grasping phases in a user demonstration, and classifies the grasps with a single, statistically sound approach. By using the Kamakura taxonomy, most of all grasps used by humans in everyday life can be classified, increasing the system's application domain to general manipulation tasks. For 12 grasp classes, and with very little training data, a recognition accuracy of up to 89% for a single-user system and 95% for a multiple-user system could be reached. Future work will include additionally using visual features, like rough object size or shape, and analyzing grasp transitions, which occur when the grasp type is changed without releasing the object. By using the proposed grasp recognizer, one can imagine a PbD system in which the interacting objects are tracked by vision and the data glove is used to detect grasps, their time point, and possibly, with the addition of magnetic trackers, the exact place of their execution. The grasp recognizer could so help constrain the search for interacting objects by the vision system and provide useful information about the required grasp properties for manipulating certain objects. Based on this information about manipulation objects and the way they should be grasped, a robust repetition of the task by a robot system could then be attempted.
