We investigate the growth of Fourier coefficients of Siegel paramodular forms built by exponentially lifting weak Jacobi forms, focusing on terms with large negative discriminant. To this end we implement a method based on deforming contours that expresses the coefficients of all such terms as residues. We find that there are two types of weak Jacobi forms, leading to two different growth behaviors: the more common type leads to fast, exponential growth, whereas a second type leads to slower growth, akin to the growth seen in ratios of theta functions. We give a simple criterion to distinguish between the two types, and give a simple closed form expression for the coefficients in the slow growing case. In a companion article [1], we provide physical applications of these results to symmetric product orbifolds and holography.
Introduction
There is a long standing mathematical connection between Jacobi forms [2] and Siegel modular forms (SMF) [3] . In fact one of the original motivations for studying Jacobi forms [2] came from the Fourier-Jacobi expansion of SMF. Another connection is given by the exponential lift [4] : A weak Jacobi form (wJf) ϕ of weight 0 and index t can be lifted to a Siegel paramodular form as in Φ k (Ω) = Exp-Lift(ϕ)(Ω) = q A y B p C n,l,r∈Z (n,l,r)>0
(1 − q n y l p tr ) c(nr,l) .
(1.1)
Here the c(n, l) are the Fourier coefficients of ϕ, and the notation used on the right hand side will be explained in the next section. The best known example of this is the Igusa cusp form χ 10 [5, 6] , which is the lift of the wJf 2φ 0,1 . In fact, χ 10 is one of the generators of the ring of (holomorphic) SMF.
In physics χ 10 plays a crucial role for the counting of black hole entropy [7] . Physicists tend to be more interested in meromorphic SMF, as they are interested in exponentially growing Fourier coefficients: the object investigated in [7] is thus 1/χ 10 . Initially, only terms of very large positive discriminant were investigated. Later on, much more detailed information was obtained also for other terms [8, 9] -see in particular [10] for a mathematical treatment of this. In all this it is important that the meromorphic SMF is an exponential lift: it can then be interpreted as coming from what is called a symmetric orbifold. It is thus natural to consider exponential lifts other than just 1/χ 10 , a program we started in [11, 12] . In this article we continue to analyze the coefficients of Siegel (para-)modular forms that come from exponential lifts of a wJf.
To set up our notation, consider the Fourier expansion of 1 Φ k (Ω) = d(m, n, l)p m q n y l .
(1.2)
We are interested in the growth behavior of the coefficients d(m, n, l). That behavior greatly depends on the discriminant ∆ = 4mn − l 2 . If ∆ is large and positive, then the behavior of d(m, n, l) is universal and mostly independent of the underlying wJf ϕ, as was worked out in [11] .
For negative discriminant, the situation is more interesting: As was found in [13] and [12] , the growth of d(m, n, l) depends on the specific choice of the underlying wJf ϕ. In particular, for certain choices of ϕ, it can be much slower than generically expected.
In this article we make this distinction more precise. For terms with very large negative discriminants we find a dichotomy: d(m, n, l) is either fast growing, which means roughly that log |d(m, n, l)| grows linearly, or it is slow growing, which means that log |d(m, n, l)| grows like a square root. More precisely, for slow growing forms the generating function of the coefficients is a ratio of theta functions, whereas for fast growing forms, it is a product with exponentially growing exponents.
To establish this, we first describe a method pioneered in [9] for extracting the Fourier coefficients of negative discriminant terms in (1.2) . It relies on deforming the contour of the integral that extracts the sought-after Fourier coefficient from (1.2) to a contour that gives manifestly zero. In the process however, due to the fact that 1/Φ k is meromorphic, one crosses one or more poles, and therefore picks up the residues of those poles. (In physics this is called wall-crossing [14] .) The
Fourier coefficient is thus given by a sum of residues. We used this procedure in [12] to compute the coefficients of exponential lifts that only contained certain classes of poles. In the present article, we explain how to apply it for a general class of poles appearing in 1/Φ k .
It turns out that the more negative the discriminant is, the fewer poles need to be taken into account. Conversely, for positive discriminant terms the procedure breaks down. We establish that for terms with close to maximum negative discriminant, only the residue of a single pole contributes: this is what we call the single pole regime for the parameters m, n, l. For such terms it is particularly simple to give a closed form for the residue, and therefore for d(m, n, l). The terms in the single pole regime are the ones that differentiate between the fast or slow growth of d(m, n, l).
To be more precise, the formula for the Fourier coefficients in this regime is
Here R 0 is the residue of the single pole that contributes, which turns out to be
n≥0,L∈Z (n,L) =(0,0)
c(nr, L − br) .
(1.5)
The growth of the d(m, n, l) is therefore completely determined by the growth of the f R (n, L).
Using modular transformation properties, we establish that the f R (n, L) can only have two possible behaviors, depending on the choice of ϕ: They either grow exponentially, or they are bounded. In the former case, since the f R (n, L) grow exponentially, we expect log |d(m, n, l)| to grow linearly:
this is the fast growing case. In the latter case, the generating function (1.4) is then essentially a ratio of θ-type functions, so that log |d(m, n, l)| grows like a square root: this is the slow growing case. In fact we are able to give simple closed form expressions for the f R (n, L) in that case.
The organization of this paper is as follows. In Sec. 2 we gather the main properties of Siegel (para-)modular forms and exponential lifts that we will use in the subsequent sections; the emphasis is on the meromorphic properties of 1/Φ k . In Sec. 3 we discuss how to extract exactly the Fourier coefficients d(m, n, l) for negative values of the discriminant, via a wall crossing method. Our technique applies to the exponential lift of any Jacobi form, and we present one example in Sec. 3.3.
In Sec. 3.4 we specialize to exponential lifts of a wJf, where the wJf has maximal polarity ∆ = −b 2 0 . For these exponential lifts, we identify the coefficients that are controlled by only one pole crossing; these coefficients define the so-called single pole regime. In Sec. 4 we show how to characterize the residue of the single pole regime with minimal input. Based on the asymptotic behaviour of the Fourier coefficients in the single pole regime, in Sec. 5 we provide a quick method to determine if the exponential lift falls within the fast growth or slow growth class and we provide complementary material in the appendices. In a companion paper [1] , we discuss the application of these results to AdS/CFT and the landscape of symmetric orbifold CFTs.
Siegel paramodular forms and exponential lifts
Our focus here will be on paramodular forms built out of an exponential lift of a wJf of weight 0 and index t. We discuss such forms in Appendix A. Their exponential lifts are then described by Theorem 2.1 of [4] , which states:
0,t be a nearly holomorphic Jacobi form of weight 0 and index t with integral coefficients ϕ(τ, z) = n,l c(n, l)q n y l .
(2.1)
2)
and k = 1 2 c(0, 0) .
(2.3)
Then the exponential lift Φ of ϕ is the product
4)
where (n, l, r) > 0 means r > 0∨(r = 0∧n > 0)∨(n = r = 0∧l < 0). Φ k is a meromorphic modular form of weight k with respect to the paramodular group Γ + t defined below. It has a character (or a multiplier system if the weight is half-integral) induced by v 24A
Here v η is a 24th root of unity, and v H = ±1.
Let us now explain what the properties of Φ k are. We use the notation p = e 2πiρ , q = e 2πiτ , y = e 2πiz , (2.5) and it is also convenient to introduce the matrix
With these variables, the Siegel upper half plane H 2 is given by det(Im(Ω)) > 0 , Tr(Im(Ω)) > 0 .
(2.7)
Our lift 1/Φ k (Ω) is a meromorphic function on H 2 .
In addition to transformation properties inherited from ϕ, a defining feature of a paramodular form is the exchange symmetry:
These transformation properties are encoded as follows. The paramodular group Γ t of level t is defined as [15] Γ
It has an extension
(2.10)
Given a matrix γ ∈ Γ + t , which we decompose into 2 × 2 matrices as
the action of γ on Ω is given bỹ
12)
A meromorphic paramodular form Φ k (Ω) of weight k is a meromorphic function on the Siegel upper half plane that satisfies
The exponential lift of a Jacobi form of weight 0 and index t given in theorem 2.1 is a meromorphic paramodular form with a character induced by v 24A η × v 2B H , which means its transformation (2.12) has an additional phase v(γ).
Moreover [4] also establishes the divisors of Φ k , that is its zeros and poles. Since Φ k is covariant under Γ + t , it is clear that we can group them into orbits of Γ + t . These orbits are called Humbert surfaces and are denoted by H D (b). H D (b) has a simple representative
where a, b ∈ Z, b is defined mod 2t, and the discriminant D is given by D = b 2 − 4ta > 0. The surfaces can thus be written as
Each such Humbert surface comes with multiplicity (or degree) m D,b , which gives the order of the zero or pole. The total divisor of the exponential lift is given by the Humbert surfaces In this article we are interested in exponential lifts built from a wJf. For these forms, our goal is to extract the Fourier coefficients of
Since (2.19) is meromorphic, we need to be more specific about the domain in which we expand it.
We choose
20)
which implies we expand first in p then in q and finally in y. From (2.4), note that (2.19) has only terms with n ≥ −A and m ≥ −C. And because c(nr, l) in (2.4) vanishes if l < − √ 4rtn + t 2 , for a given term p m q n there will only be finitely many y powers with negative l. However there are infinitely many terms y l with positive l.
3 Wall crossing method for negative discriminant terms
Wall crossing and poles
In this section we will highlight the main results of the methodology to extract the Fourier coefficients of negative discriminant terms of paramodular forms developed in [9, 12] . This will serve as the core to characterize the paramodular forms according to the behavior of their negative discriminant coefficients.
The goal is to evaluate the contour integral
for a negative discriminant term, i.e.
and we defined the charge matrix
Φ k is a paramodular form built out of an exponential lift (2.4) . Taking the reciprocal is mostly conventional: It is common to define the first few coefficients of ϕ as positive and Φ k (Ω) is thought of as a cusp form.
Since 1/Φ k is meromorphic, we need to be more precise about the contour C that we introduce.
We want it to enclose p = q = y = 0. For this choice we can take the real parts to be restricted to
while for the imaginary parts we choose constant values
In this way we define the contour C. This gives the standard Fourier expansion of the SMF but note that in the ρ, τ, z plane, C is not a closed contour.
There are two important observations in setting up the evaluation of (3.1):
1. d(m, n, l) depends on the precise choice of the contour [14] . We can deform our contour within a domain without changing (3.1) as long as we do not cross any poles when doing so. We therefore want to tessellate H 2 into chambers whose boundaries are given by the poles of 1/Φ k . To do this, first note that by choosing the imaginary parts of ρ, τ, z to be large as in (3.5) , the only poles in (2.16) that can contribute have f = 0. That is, the tessellation is characterized by the linear equation
These lines will define regions (chambers) where we can unambiguously evaluate (3.1). Next we will use the fact that the equation for the imaginary part of the poles (3.6) is homogeneous.
The boundaries of the chambers can thus be plotted in terms of the variables Im(z)/Im(τ ) and Im(ρ)/Im(τ ).
We now choose the region R in which the contour in The chamber R contains p = q = y = 0 and is bounded by (3.7).
A term that satisfies
is defined to be of standard form, and has d(m, n, l) = 0 if expanded in R. The crucial observation in [9] is that a negative discriminant term, can always be brought to standard form by a suitable element of γ ∈ Γ + t .
More precisely, we can pick a transformatioñ
and given the restrictions in (2.9)-(2.10), we can parametrize the matrix A γ as
, and is allowed to have determinant −1.
Acting withγ on our integration variable reads
As we will see, this leads to a new charge vector of the form
In components this reads as
By selecting A γ appropriately, one can always set either m γ or n γ to be in standard form for negative discriminant terms. And it is important to observe that linear poles (3.6) get mapped to other linear poles under this set of transformations, as reflected in (3.13) . Hence A γ displaces us to different chambers.
We can use these two observations to compute the coefficient for any negative discriminant term in the following way:
1. Given a charge vector Q, we find a transformation of the form (3.9) such thatγ(Q) is of standard form.
2. We map the image of the original contour C to some contour
First note thatC lies in some different chamber R'. This is a result of the changes to the imaginary part of the variables. Secondly, we changed the integration range of the real parts.
Note however that the total integration volume is unchanged: We have simply changed the cube (3.4) into a parallelepiped of volume |∂Ω/∂Ω| = 1. We can thus convert the real part of the integration range back into the original cube. This is the case because the whole integrand is invariant under shifts induced by B in (2.11).
3. Next we want to evaluate the contour integrals by closing them. To do this, we take C to be the 'top' andC to be the bottom of a hypercube. We close this hypercube by adding 'sides':
that is, we keep the real parts fixed, and vary the imaginary parts such that they connectC with the original contour C. We thus end up with a closed real 3-dimensional contour K.
We note that
To see this, note that only the 'top' C contributes. The contribution of the 'bottom'C vanishes because we can rewrite it as
which vanishes because by constructionQ is in standard form, and C is in R. Moreover the sides of K mutually cancel each other out: we always have two contributions where the real parts differ by 1. Consequently integers powers will cancel out because we integrate in opposite directions.
5. Finally, the integral over the closed contour K has the meromorphic integrand 1/Φ k (Ω), so that it is given by the sum of all poles that we crossed in connecting C withC.
In summary, the Fourier coefficient of a negative discriminant term is given by
Here "Res" stands for the residue integral around a pole p i , and we sum over a finite number of poles that we crossed.
An important point about the procedure described above is that it provides an algorithm to compute Fourier coefficients for ∆ < 0 exactly. This should be contrasted with the computation of (large and) positive discriminant term [8, 11] that involves various approximations that lead to asymptotic expressions for the coefficients d(m, n, l).
Residue at p i
Let us now discuss what poles can appear, and how to evaluate their residues. The possible linear poles are of the form (3.6) . The order of the pole is dictated by m D,b , and for simplicity we will take m D,b = 1 in what follows. We will say a few words about higher order poles at the end of this section.
It is instructive to understand properties of the residues involved in (3.18) . For this purpose, let us evaluate the residue at the representative with c = 1 in (3.6), i.e.
For Re(ρ) ∈ [0, 1), there are in fact t such poles, corresponding to the different values of e, which we can take to be e = 0, ..., t − 1. The values of p then differ by t-th roots of unity (ξ t ) e . To evaluate the residue, we pull out the factor (1 − p t q a y −b ) −1 . For each of the e poles the residue of this factor
, and the contribution of the remaining factors where only powers of p t appear is (3.21) below. As there are t poles, the total residue is thus (3.21). Therefore, by a slight abuse of notation, we will mean the residue at the pole p i to mean the sum of the residues over all values of e.
We first evaluate the ρ integral in (3.1) for m D,b = 1; this gives
The integrand here is given by
r>0,n≥0,l∈Z (n,l) =(ra,−rb)
where we have defined
Note that tρ = bz − aτ , which means that bIm(z) − aIm(τ ) > 0. In particular this implies that we can expand (3.21) in q −a y b and then y, which allows us to define the expansion of the residue as
We thus find that the contribution of the pole p i to (3.18) is given by
From (3.21) it is already clear that the growth of d p i depends on the behavior of the f R (n, L). The asymptotic growth of (3.22) will lead to the distinction between slow growing and fast growing exponential lifts.
In Appendix B we discuss how to proceed for higher order poles. The upshot is that we can still easily extract the leading large m contributions to the residues. One may then wonder what the corrections that are subleading in m look like, and what type of growth they exhibit. We discuss this question with a particular example in Appendix B as well. In that case, we find that the growth is characterized by that of the divisor function σ 1 . It would be interesting to understand the extent to which this holds for more general wJf. For the rest of the article however, we will continue to assume that we are dealing with simple poles.
Example
Let us illustrate this method via an example. Consider an exponential lift where the seed is the following wJf of index t = 2,
From (2.17) we see that its exponential lift is a paramodular form of weight 11, i.e Φ 11 . The meromorphic form of interest is hence 1/Φ 11 , which has single poles along the Humbert surfaces H 1 (1) and H 4 (2). We display parts of the tessellation of the Siegel upper half plane in figure 2 below. We will evaluate two different Fourier coefficients 1/Φ 11 . To start, we first consider the coefficient
, which is a non-trivial term with negative discriminant in 1/Φ 11 . Following (3.9)-(3.10), the element
brings it into standard form (3.8) . This element deforms the contour C in R such that it crossess the poles 2ρ = 2z -belonging to H 4 (2)-and 4ρ = 2z, -belonging to H 1 (1)-ending in the magenta chamber R ′ in Fig. 2 . The residue at 4ρ = 2z is zero and we simply obtain from (3.18) the expression
Res
This residue is of the form (3.20), and by expanding (3.21) in q and then y we read off
28)
where r i is defined in (3.23). Hence d(4, −1, −3) = −24. It is straightforward to check that this agrees with the value obtained by a direct expansion of 1/Φ 11 .
Next we consider the coefficient d(4, −1, −1). It has again negative discriminant, but it is not brought into standard form by (3.26 ). Instead we need the transformation
We now not only cross the poles 2ρ = 2z and 4ρ = 2z as before, but also the two poles 6ρ = 2z -in H 4 (2)-and 8ρ = 2z -in H 1 (1)-such that we land in the orange chamber R ′′ in Fig. 2 . The residues along these two latter poles vanish. However, this time the residue of the pole 4ρ = 2z no longer vanishes. This means d(4, −1, −1) is given by the sum of two residues
This again agrees with the direct expansion of 1/Φ 11 .
Let us try to summarize the findings from this example:
1. To obtain the coefficients, in general we cross multiple poles, coming from Humbert surfaces involved in the exponential. However, the residues of some of the poles tend to vanish, which eases the procedure.
2. For coefficients with very negative discriminant, the full coefficient comes from the residue of a single pole. That is, we should be able to find a range of values for m, n, l such that d(m, n, l) is in the single pole regime, i.e. gets contribution from only a single pole. We will work this out in the next section.
Single pole regime
Our aim in this section is to identify negative discriminant terms where the residue of only one pole contributes to d(m, n, l) in (3.18). In view of what follows, let us be slightly more precise about the nature of these terms. Let us make the assumption that the most polar term of the seed is
32)
and comes with a positive coefficient. For a general ϕ, the most polar term could of course also be of the form q a 0 y −b 0 . We leave the analysis of this slightly more general case for future work.
Neglecting for a moment the terms in the product formula (2.4) that have m = 0, for large but fixed m and n = 0 the term with the most negative power of y is q 0 y −mb 0 /t . At the same time this term also has minimal discriminant for this value of m. Terms nearby this minimal discriminant are of the form
In other words, we are interested in keeping n and ℓ fixed while m is parametrically large. We will show that the algorithm to obtain d(m, n, l) described in Sec where r 0 comes from the expansion of
and f R (n, L) is given by (3.22) with a = 0. The coefficients in 1/Φ k satisfying (3.36) will be denoted as coefficients in the single pole regime.
To establish (3.36), we need to prove that no other pole p i of the linear form (3.6) can make a contribution. Let us first investigate the case of a = 0, c = 1, e = 0, b < b 0 , so that the pole is given by p t y −b . We can then rewrite the residue as
By the remarks above, we first expand R i in positive powers of q, and then in positive powers of y.
Note that the last product can contain a finite number of factors with negative powers of y. These we will also expand in positive powers of y, possibly leading to an additional simple negative power pre-factor of y. The crucial observation is that negative powers of y can only appear in conjunction with positive powers of q.
To obtain the contribution to d(m, n, l) we use d p i (m, n, l) = r i (n, l + mb/t) .
(3.39)
This means that we are looking for the term q N y L in the expansion of (3.38) with
For large m this means that L is negative and parametrically large, but n is not parametrically large. We now want to argue that there is no such term.
To see this we note that the product (3.38) may have a negative power of y coming from the pre-factor. Other than that, the only negative powers that appear come from the factors with exponent f R (n, L) and n > 0. On the other hand, the definition (3.22) combined with the polarity
This means that a term q n y L can only have negative and parametrically large L if n is also parametrically large. This establishes that no term from such a pole will make a contribution to d(m, n, l)
in the regime (3.34). 2
Next consider the contribution of a pole p i with c = 1, a > 0, b < b 0 , e = 0, i.e. the contribution of the pole p i to the coefficient is given by d p i (m, n, l) = r i (n − ma/t, l + mb/t) , (3.42) and the residue itself is given by
(1−q n−ar y l+br ) −c(nr,l) .
(3.43)
We are then looking for terms q N y L
This means that we are extracting a parametrically large negative coefficient of q in (3.43). This coefficient will have to come from the expansion in terms of y b q −a , which means that the contribution will have a positive power of y which is parametrically large, namely of the form y bm/t q −ma/t .
In order to get a parametrically large negative power of y, we would need a contribution of the form y −mb 0 /t without a parametrically large power of q. From the arguments above we know this is not possible. The same argument still holds for e = 0.
Finally, for any pole with c > 1 we can repeat the computation of the residue by simply dividing (3.6) by c. This will lead to a new b which will be smaller than b 0 , which in turn cannot make a contribution in the regime (3.34) . This exhaust all possible poles that could contribute to d(m, n, l), and hence we have shown that in the regime (3.34), the claim (3.36) is true.
Fast and slow growing SMFs

Overview
In the previous section we established the following: In the single pole regime (3.34), the coefficients d(m, n, l) are given by the residue (3.36). In particular, their growth is determined by the exponent f R (n, l) (3.22) with a = 0. In this section we will determine the behavior of f R (n, l).
As we will see, it can have only two types of asymptotic behavior:
1. f R (n, l) is bounded as a function of n and l. More precisely, it only takes a finite number of different values. The residue is thus essentially a ratio of θ-functions, and the r i (n, l) in (3.23) grow accordingly. We will call such wJf and their exponentially lifted SMF slow growing.
2. f R (n, l) is unbounded and grows exponentially with n and l. In that case its growth is roughly of the form
for some α ≤ 1. We will call such wJf and their exponentially lifted SMF fast growing.
Note that we distinguish the two cases by the growth behavior of the f R , rather than the d(n, m, l).
For the slow growing case, it is straightforward to extract the growth of the d(m, n, l) from the f R (n, l), since the generating function is a ratio of theta-like functions. For the fast-growing case, it is in principle more subtle. We expect however that the growth of the d(m, n, l) is dictated by the growth of the exponents themselves. This is known to be the case for the bosonic partition function [16] , and we do not expect any changes here. It would interesting to investigate this carefully. Under this assumption the growth of the d(m, n, l) can then be inferred from this expression through (3.42) and (4.1). Namely, in the first case they will grow roughly as exp √ n, whereas in the second case they will grow as exp n. As we infer properties of f (n, L), it will be simple to translate them to f R (n, L), since they differ by a finite (constant) number of terms.
Let us first discuss the 'generic' behavior of the f (n, L). Here 'generic' means that we assume no large cancellations between the coefficients c(n, l) in the sum (4.2). That is, the sum is well approximated by its largest term. To find the largest term, we use the fact that for large discriminant, the asymptotic behavior of the coefficients is given by
where ∆ min is the maximal polarity of the seed wJf; see for instance appendix B of [11] for a derivation of (4.4). Approximating c(n, l) by (4.4), we find that the maximal term in (4.2) occurs for r = (2tn + bL)/b 2 and gives c(n, L) ∼ exp 2π |∆ min | b 2 t (n 2 t + bnL) . A 'generic' f (n, L) then grow as (4.5) . Assuming that the largest discriminant comes from our term q 0 y −b 0 , we have ∆ min = −b 2 0 . For terms with L = 0 we then simply have f (n, 0) ∼ exp 2πn , (4.6)
that is Hagedorn growth with slope 2π. This is in accordance with the bounds found in [16] .
As we will see in the next section, there are indeed many instances with no cancellations, and the f (n, l) grow as in (4.5). However, there are interesting cases where the growth can be much slower.
Generating functions
Let us now study the growth of the f (n, l) in more detail. Given a wJf ϕ of weight 0 and index t whose coefficients are given by c(n, l), we need to evaluate (4.2). Our strategy will be to build generating functions for the f (n, l). These turn out to be modular functions of certain congruence subgroups, which allows us to extract the behavior of their coefficients.
First let us define
In general, M is not an integer. We therefore define
and using the identity c(n, r) = c(n + rλ + tλ 2 , r + 2tλ) , λ ∈ Z , (4.9) and picking λ = (n − n b )/b, we obtain
where clearly the first argument is an integer. Next we replace the summation over r by a summation overm in (4.2), where
The sum is now no longer over integers, but over bZ + k with k = 2(n − n b )t/b + l. In terms of the new variables (M, n b , k), the function in (4.2) reads
Note that for fixed n b , M ∈ Z + n b k/b + n 2 b t/b 2 . We can define the generating function
which we rewrite as
HereM is the integral part of M , and δ
we can finally rewrite this as
where ϕ 0,t is the seed in the exponential lift, and as specializations of a two variable wJf ϕ, we have defined the functions Note that we have χ r,s (τ ) = χ r,s+b (τ ) = χ r+b,s (τ )e(st/b), which is why we restricted the indices to the range above. To quantify the growth of f (M, n b , k), we thus need to understand the properties of χ r,s (τ ). As we will establish in the next section, they turn out to have good modular transformation properties, which allows us to extract the growth of their coefficients. We will turn to this now.
Specialized transformation properties
In what follows, we need to understand modular transformation properties of specialized versions of wJf. To this end we use the properties of wJf described in appendix A.
Given a wJf ϕ of weight 0 and index t, for a fixed b ∈ N, we define the specialized forms (4.17).
Under the S element of SL(2, Z), we have Our claim is that if ϕ is of slow growth type, then all χ r,s (τ ) are constant. To see this, first note that by theorem 1.3 in [2] , χ r,s (τ ) is invariant under some congruence subgroup Γ r,s ⊂ SL(2, Z). For the slow growing case, we can in fact give closed form expressions for the f (n, l): They can be computed as described above and vanish unless M = 0, that is n = 0 or tn + bl = 0 . Note that we automatically have n b t/b ∈ Z. Also, since c(−n bm /b − n 2 b t/b 2 ,m) has negative discriminant for allm, there are at most b 2 constants that enter f (n, l). From this it follows that the generating function for the d(m, n, l) in the single pole regime, i.e. (3.37), is essentially a ratio of θ-type functions, which implies that the d(m, n, l) indeed exhibit slow growth behaviour.
Conversely, assume that χ r,s (τ ) has a pole at i∞, As we can see, this implies that we are in case 2 described above.
Examples
How to identify slow growing SMF
Let us now discuss how to determine in practice if a given ϕ leads to slow growth or to fast growth, and work out some examples. From the above, this means we need to check the behavior of τ → 0 for the functions χ n b ,j (τ ), which is equivalent to working out the behavior of τ → i∞ for the function χ j,n b (τ ). To do this, note that a term of the form q n y −l in ϕ leads to a term q β for χ j,n b ,
Our interest in quantifying the conditions on c(n, l) such that we encounter β < 0. For this it is useful to consider the maximisation of −β:
If and only if α > 0, the term q n y −l leads to a singular behaviour of the form q −α in χ j,n b . In this case there is an exponential growth in the coefficients of χ n b ,j as in (4.26). If α is non-positive for all polar terms, then χ j,n b is a constant and it leads to the slow growth case. Note that for a non-polar term q n y −l , we automatically get a non-positive α. To check if a form leads to fast growth or slow growth, we therefore need to test (5.2) only for the polar terms of ϕ. Moreover from (5.1) it is clear that β ≥ 0 if l ≤ 0, and from (5.2) that β ≥ 0 if l ≥ 2t. In fact, if t < l < 2t, then there is a corresponding term withl = l − 2t andñ which has the same polarity, which by c(ñ,l) = c(ñ, −l) also has a corresponding term with 0 <l < t. This term then provides the same value of α because of
The upshot is thus that we only need to check (5.2) for polar terms q n y −l with 0 < l ≤ t, of which there are only finitely many.
For a given form ϕ, this is of course a simple procedure. Before working it out for several examples with small t, let us discuss some more general properties. Consider the term y −b q 0 . In principle, β is maximized for j = b 2 /2t, giving α = b 2 /4t, which gives exponential growth exp 2π 4α(tn 2 /b 2 + nl/b) . (5.4) We see that this is exactly the non-cancellation case that led to (4.5) . The reason why we sometimes have either a different slope, or slower growth, is that this optimal value of j cannot be attained:
If this condition is not satisfied, then we will get an exponential growth with a smaller coefficient, or even slow growth.
Let us now discuss the circumstances that distinguish slow from fast cases. Inspecting (5.1), we see that a sufficient condition for fast growth is that the most polar term in ϕ satisfies b 2 > t . (5.6) Then the maximal polarity term q 0 y −b will give α > 0, and hence leads to fast growth. From this, we can just as well derive a necessary condition for slow growth:
This condition indicates that the term q 0 y −b does not lead to fast growth, i.e. we will have α ≤ 0.
Moreover, any term in ϕ of the form q 0 y −l will lead to β > 0 in (5.1). Therefore, given (5.7), to find all slow growing forms for a given index t, we need to:
• For those ϕ, check that negative discriminant terms in ϕ of the form q n y −l , with n = 0, do not lead to a term in χ j,n b of the form q −α with α > 0.
Examples with small index t
Let us discuss some examples of low index. For t ≤ 4, all polar terms are of the form q 0 y −b , b = 1, . . . t. Moreover for these values of t there is exactly one weak Jacobi form whose only polar term is given by q 0 y −b . In table 1 we have worked out the growth behavior for all such forms.
For t ≥ 5, the situation becomes more complicated. On the one hand, there are now also polar terms q n y −l with n > 0. From (5.7) we know that necessarily b ≤ √ t, since otherwise we will automatically have fast growth. On the other hand, it is critical to keep track of the dimension of the space of wJf and their polar terms. Following [17] , denote by the number of polar terms in the standard region 0 ≤ k ≤ t. The crucial point is then that for t > 4 there are more polar terms than wJf,
This means that for a choice of polar coefficients, generically there will not be a corresponding wJf.
We perform a more systematic analysis of slow growth forms up to index t = 18 in the companion paper [1] . We show that slow growing SMF are relatively rare, but we seem to always be able to find a slow growing SMF for every wJf of index t, with b = ⌊ √ t⌋.
There are several special cases and generalizations of Jacobi forms which have to do with the summation range in (A.1). For example, Jacobi cusp forms are Jacobi forms for which c(0, l) = 0.
In particular they vanish at the cusp τ = i∞. Weak Jacobi forms are holomorphic functions that satisfy (A.2) and (A.3), but for which we don't impose the condition that c(n, l) = 0 if ∆ < 0. One can however show that we have c(n, l) = 0 if ∆ < −m 2 , leading to a Fourier expansion
A wJf that we regularly used in the paper is
where θ i (τ, z) are the usual theta functions, and θ i (τ ) ≡ θ i (τ, 0). And the Jacobi-theta series is Res
.
(B.1)
In going to the second line we used the Leibniz rule and byΦ k we denote the part of Φ k where we stripped off the factor of (1 
B.2 An explicit example
We now discuss (B.1) for a specific example: the reciprocal of the exponential lift of 4φ 0,1 , which leads to a paramodular form Φ 20 . More explicitly, we will study 1 Φ 20 = Exp-Lift(−4φ 0,1 ) For this example it is also straight forward to examine the sub leading contributions. Since the Humbert surface is H 1 (1) , we can map the pole p = y to y = 1, i.e. we can expand around z = 0 and examine the residue there. Close to z = 0, we can directly expand the first part of (B.3) and
use the fact that l c(n, l) = 0 for n > 0; this gives
where η(τ ) is the Dedekind-eta function. We will now provide some details explaining the subleading character of the products in the second line of (B.6). Since c(0, ±1)=4, the expansion of the first product in (B.6) around z = 0 leads to
while close to z = 0 we obtain for the second factor = l ′ ,m ′ >0
(B.8)
Now we notice that for a given m ′ n ′ we have σ 0 (m ′ n ′ ) different possiblities to choose m ′ and n ′ .
Additionally observing − 1 24 m ′ +n ′ =k l ′ ≥0 l ′2 c(k, l ′ ) = σ 1 (k) . 
The goal now is to extract the Fourier coefficient d(m, n, l) from (B.11). By mapping back the pole z = 0 to the pole z − ρ = 0, we find that d(m, n, l) = − l 3 6 dτ dρ q −n p −(m+l) η(τ ) 48 η(ρ) 48 − l dτ dρ q −n p −(m+l) F (τ, ρ) ,
(B.13)
From this, we can conclude the following: In the single pole regime l ∼ −m+O(1), and therefore d(m, n, l) scales as m 3 . The second term in (B.12) is sub-leading and scales like m. As explained more generally at the beginning of Sec. B.1, the growth of the coefficients in F (τ, ρ) cannot overcome this suppression since we are extracting the n and m + l-th powers of q and p respectively, and n, l + m ∼ O(1) . (B.14)
For this example, we can however even understand the subleading growth coming from F (τ, ρ).
The divisor function σ 1 (s) is known to have asymptotic growth s log log s , (B.15) so the growth of the subleading term is still largely dominated by the η functions.
