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RÉSUMÉ. Nous proposons une méthode de diagnostic des défauts actionneur et capteur modélisés
au travers de signaux structurés sur une classe particulière de systèmes dynamiques linéaires
incertains. Le principal atout de cette approche est qu’il est possible, sous certaines hypothèses,
de détecter, localiser et identifier les défauts à l’aide des seules mesures de la commande et de la
sortie sans avoir à identifier les paramètres du modèle. La méthode est fondée sur la génération
et l’analyse de relations de redondance analytique et exploite le fait qu’un signal structuré
satisfait une équation différentielle. La prise de décision est entièrement fondée sur l’évolution
temporelle des estimations de certaines caractéristiques des défauts. Un exemple numérique est
fourni et commenté afin d’illustrer l’approche proposée.
ABSTRACT. We propose a diagnosis approach of sensor and actuator modeled as structured sig-
nals acting on a particular class of uncertain linear dynamical systems. The main advantage
of this approach is that it is possible under certain assumptions, to detect, isolate and identify
faults using only input and output measurements without having to identify model parameters.
The method is based on the generation and analysis of analytical redundancy relations and ex-
ploits the fact that a structured signal satisfies a differential equation. The decision rule is based
entirely on the temporal behaviour of the estimates of some fault characteristics. A numerical
example is provided and discussed to illustrate the proposed approach.
MOTS-CLÉS : Théorie des distributions, analyse spectrale, défaut actionneur, défaut capteur, FDI.
KEYWORDS: distribution theory, spectra analysis, actuator fault, sensor fault, FDI.
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Notations utilisées
H : fonction de Heaviside
δ : distribution de Dirac
δτ : distribution de Dirac retardée (δ(t− τ))
f⋆k : convolutions de l’application f : f ⋆ f ⋆ · · · ⋆ f (k fois)
f (k) : dérivée d’ordre k de f
AT : transposée de la matrice A
A(1 : m, :) : m premières lignes de la matrice A
σmin(A) : plus petite valeur singulière de la matrice A
1. Introduction
Comme dans son acceptation médicale, le diagnostic des systèmes automatiques
consiste à remonter des symptômes perçus vers les causes. Il est également défini
comme l’ensemble des actions mises en œuvre en vue de détecter, localiser et identi-
fier tout phénomène anormal sur un système à partir de la connaissance disponible sur
ce dernier. La connaissance disponible inclut, non seulement, les sorties du contrôleur
(qui a pour but d’améliorer les performances du système), les mesures fournies par les
capteurs mais aussi, le plus souvent, des informations sur la structure et/ou un modèle
du système. Parmi les méthodes classiques de diagnostic existant dans la littérature, il
existe celles à base de modèle explicite du système qui sont théoriquement bien éta-
blies ((Frank, 1990), (Basseville et al., 1993), (Patton et al., 2000), (Isermann, 2006),
(Ding, 2008)). Cependant, rappelons que la fiabilité donnée par le modèle explicite
est en général accompagnée par l’inconvénient d’une trop grande complexité. Ce mo-
dèle peut ne pas être utilisable en pratique et il est souvent nécessaire d’en réduire la
complexité.
C’est ainsi qu’est introduite la notion d’approches intégrées considérant simulta-
nément l’identification et le diagnostic. L’une des approches intégrées les plus étu-
diées et ayant du succès dans les applications industrielles est l’approche de diagnos-
tic par analyse en composantes principales notée ACP ((Gertler et al., 2004), (Ding et
al., 2010)). Une limitation importante de ces approches est que le modèle ACP, une
fois élaboré à partir des données, est stationnaire (invariant dans le temps), alors que
la plupart des systèmes réels présentent généralement des comportements variant lé-
gèrement avec le temps (dus au vieillissement par exemple). En plus l’identification,
de manière implicite, des matrices du système fournie par l’approche ACP (Wang et
al., 2002) comporte des incertitudes paramétriques rendant indispensable la condition
de persistance d’excitation pour la génération de résidus robustes à ces incertitudes.
Pour faire face aux difficultés rencontrées dans les approches de diagnostic par
ACP et celles à base de modèles explicites en général, une nouvelle méthode algé-
brique de diagnostic de système en présence de défaut actionneur et/ou capteur est
proposée dans cet article. Cette approche présente un nouveau point de vue basé sur la
théorie des distributions et l’analyse du pseudospectre de faisceaux de matrices. Notre
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démarche s’inspire de certains outils et développements de la théorie de l’estimation
algébrique (Fliess et al., 2003) courants en automatique mais très peu usuels en trai-
tement du signal. Cette approche repose uniquement sur la connaissance structurelle
du système ainsi que des signaux défauts. Plus précisément on considère les systèmes
régis par une équation différentielle linéaire à coefficients constants et des défauts
actionneur et capteur additifs dits structurés.
On adopte pour le développement de notre approche des formulations distribution-
nelles (également utilisées dans (Belkoura, 2010)) grâce auxquelles, d’une part, nous
obtenons des expressions explicites dans le domaine temporel et d’autre part, nous
pouvons transformer le problème de détection de défauts en un problème de recherche
de valeurs propres généralisées, à partir duquel ni la connaissance, ni l’estimation des
paramètres du modèle ne sont nécessaires pour la détection de défauts.
L’une des propriétés importantes et hautement souhaitables pour un système de
diagnostic est sa réactivité et sa précision. Or dans une approche stochastique, la
connaissance a priori d’informations statistiques du bruit et/ou des signaux traités
est très importante. En plus la performance de nature asymptotique avec les retards
de traitement sont inhérents à une approche stochastique. Dans ce contexte une ap-
proche algébrique et déterministe dévient intéressante. Même si le cadre déterministe
est souvent déconsidéré essentiellement en raison de la sensibilité des méthodes aux
bruits, une telle approche peut se révéler efficace lorsqu’elle est abordée dans un cadre
théorique approprié.
La méthode proposée exploite les caractéristiques des signaux en continu. Comme
nous le verrons, la connaissance des signaux entrée et sortie traités en temps continu
permet le diagnostic de défaut sur une fenêtre de temps très courte. De plus, la rapidité
des estimations (méthode non asymptotique), liée aux formules explicites fournies par
les techniques algébriques peut être un atout majeur pour l’accommodation des défauts
(Staroswiecki et al., 2000).
En revanche, non seulement les méthodes déterministes ont besoin de la connais-
sance de l’ordre du système, mais en plus elles s’y montrent très sensibles.
L’article est organisé comme suit. La section 2 est consacrée aux rappels des outils
algébriques nécessaires au développement de la méthode. Dans la section 3, on illustre
les principales étapes de la méthode à travers des exemples simples avec des systèmes
d’ordre un. Dans la section 4, on met en évidence certaines robustesses de l’approche,
par rapport à l’ordre du système et aux bruits de mesure.
2. Base algébrique de l’approche
2.1. Rappel sur les distributions
Le formalisme des distributions offre une grande souplesse et un cadre unifié dans
l’énoncé et le traitement des différents problèmes de modélisation des systèmes li-
néaires et stationnaires. Dans cet article une formulation distributionnelle est adoptée
342 JESA – 45/2011. Nouvelles tendances en automatique
et quelques notions fondamentales pour l’approche de diagnostic proposée sont rap-
pelées.
Une distribution est une fonctionnelle linéaire, continue et définie sur l’ensemble
des fonctions régulières à support (partie du domaine de définition sur laquelle se
concentre l’information utile) compact (fermé et borné). On dit qu’une distribution
s’annule sur un ensemble Ω si elle s’annule sur toutes les fonctions à support inclus
dans Ω. Le complémentaire du plus grand ouvert sur lequel T est identiquement nulle
s’appelle support de T (noté Supp(T )). On définit aussi l’ordre d’une distribution T
(noté Ordre(T )) comme le plus petit entier naturel m, s’il existe, tel que : ∃C > 0,
pour toute fonction régulière φ, on a |T (φ)| ≤ C sup
0≤i≤m
||φ(i)||∞
Exemple 1 Ordre(δτ ) = 0 et Supp(δτ ) = {τ}.
La théorie des distributions étend la notion de dérivée à toutes les fonctions localement
intégrables. Si la fonction f est une fonction continue et dérivable, excepté au point
x où elle présente un saut fini sx, alors la dérivée de la distribution associée à f est
donnée par f˙−sxδx, avec f˙ la dérivée usuelle de f (définie surR/{x}). Les opérations
de dérivation, d’intégration et de translation peuvent être traduites par des produits de
convolution :
y˙ = δ(1) ∗ y,
∫ t
0
y(τ)dτ = H ∗ y, y(t− τ) = δτ ∗ y
Le théorème qui suit est le résultat principal sur lequel se fonde la méthode de détec-
tion et localisation de défauts présentée.
Théorème 1 (Schwartz, 1966)
La multiplication d’une distribution T à support Supp(T ) compact et d’ordre fini m
par une fonction régulière α s’annulant ainsi que ses dérivées jusqu’à l’ordre m sur
Supp(T ), est une distribution nulle (i.e αT = 0).
L’application de ce théorème permet d’obtenir
(t− τ)kδ(n)τ =
{
0 si k > n
(−1)k n!(n−k)!δ
(n−k)
τ sinon
[1]
Enfin on a, pour toutes distributions S et T (dont la convolution est bien définie) et
tout t ∈ R, n ∈ N, l’égalité suivante :
tn(S ∗ T ) =
n∑
k=0
Ckn(t
kS) ∗ (tn−kT ) [2]
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2.2. Signaux structurés et annihilateurs
Les signaux structurés sont définis pour faire référence aux signaux pouvant être
annulés au moyen de simples multiplications et dérivations. C’est le cas par exemple
des signaux solutions d’une équation différentielle. Un exemple simple est un biais
actionneur modélisé par le signal échelon f(t) = lH(t− τ). En effet, on vérifie que
(t− τ)f (1) = 0 ∀t [3]
Dans ce contexte, l’opérateur différentiel
D = t
∂
∂t
− τa
∂
∂t
= (t− τa)
∂
∂t
[4]
est appelé annihilateur ou annulateur de f et il n’est pas unique.
Définition 1 On dit qu’un signal f(t) est structuré s’il existe un polynôme différentiel
P ∈ E ′(R) tel que le produit de convolution de ce dernier par f résulte en une distri-
butionQ de support discret et fini contenu dans R+ (c-à-dQ ∈ D′+(R) et P ⋆f = Q).
Un annulateur correspondant au signal f (lorsqu’il est structuré) est donné par
D(t) = α(t)Q [5]
avec α(t) une fonction qui satisfait avec la distribution Q (d’ordre fini et à support
compact) les conditions du théorème (1). La fonction α dépend seulement de la struc-
ture de la distribution Q. Lorsque Q admet une décomposition du type Q =
∑
Qi
avec Qi des distributions de supports disjoints, alors la fonction α consiste au produit∏
αi avec αi vérifiant l’égalité αiQi = 0.
L’annulation d’un terme structuré n’implique pas nécessairement la perte de toute
information sur ce terme et l’annulateur peut être choisi afin de conserver une infor-
mation particulière sur le signal considéré. Par exemple, en [3] l’annulateur comporte
l’instant de saut τ − a du signal considéré.
2.3. Modèles de défauts
Une modélisation convenable (appropriée) des défauts est importante pour le bon
fonctionnement des méthodes de détection de défauts. Une approche réaliste présup-
pose la connaissance du lien entre les défauts physiques et leur effet sur les modèles
mathématiques du procédé. Ceci peut habituellement être fourni par l’inspection du
système, la connaissance de sa physique et une analyse de l’arbre de symptôme de
chaque défaut. Les défauts peuvent être de diverses sources. Ils peuvent être issus, par
exemple
1) d’erreurs de conception, erreurs d’assemblage ;
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2) d’un fonctionnement erroné, manque de maintenance ;
3) d’un vieillissement, dégradation, usure pendant le fonctionnement normal.
En considérant la phase de fonctionnement, ils peuvent être déjà présents ou peuvent
apparaître soudainement avec une petite ou grande amplitude, par étape, ou graduel-
lement comme une dérive. Ils sont considérés comme défauts déterministes. Spécia-
lement désavantageux, sont des défauts intermittents qui apparaissent comme des dé-
fauts stochastiques.
Un défaut est défini comme étant une déviation non permise d’au moins une pro-
priété caractéristique d’une condition (nominale, usuelle). Les caractéristiques les plus
couramment utilisées sont l’entrée u(t) et la sortie y(t) du système. Ainsi, l’apparition
d’un défaut peut se traduire comme la modification d’une variable xr(t) par addition
de défaut f(t) :
x(t) = xr(t) + f(t) [6]
L’évolution temporelle de tel défaut peut apparaître comme un
1) défaut brusque (biais d’actionneur) ;
2) défaut naissant (dérive de capteur) ;
3) défaut intermittent (avec interruptions).
que l’on peut modéliser à l’aide de signaux structurés.
f(t)
τ t
(a) défaut brusque
f(t)
τ t
(b) défaut naissant
f(t)
τ1 tτ2 τ3 τ4 τ5 τ6
(c) défaut intermittant
Figure 1. Évolution temporelle de différents types de défauts
Exemple 2 Défauts de capteurs
Les capteurs sont des éléments dynamiques de transfert pour lesquels seule la sortie
y(t), la variable de mesure, est accessible. La vraie entrée physique yr(t) est le plus
souvent inconnue.
La caractérisation du type de défaut (additif ou multiplicatif) dépend du modèle
et de la nature physique utilisés du défaut. Plusieurs défauts capteurs peuvent être
modélisés comme défauts additifs. Principalement, on distingue deux défauts capteur
différents :
1) décalage constant, par exemple y = yr +∆yH(t− τc) ;
2) décalage évolutif, par exemple y = yr +∆y(t− τc)H(t− τc).
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3. Principales étapes de la méthode
3.1. Préliminaire
Le système étudié est le système (∑) représenté sur la figure 2. Le but est de dé-
tecter, localiser et identifier les défauts fa et fc, modélisés comme signaux structurés
(Fliess et al., 2003), à l’aide de la connaissance des signaux d’entrée u(t) et de sortie
y(t). Dans un premier temps, nous ne considérons pas l’addition du bruit. Ces types
de signaux recouvrent une grande plage de signaux défauts que l’on retrouve dans la
littérature (rupture, défaut naissant ou intermittent) (Isermann, 2006).
Pour diagnostiquer les défauts sur le système, on va supposer que la commande
ur (reçue en entrée par le système) et la sortie yr (délivrée en sortie par le système)
satisfont l’équation différentielle linéaire suivante :{
any
(n)
r + an−1y
(n−1)
r + · · ·+ a0yr = bzu
(z)
r + bz−1u
(z−1)
r + · · ·+ b0ur
y
(i)
r (0), i = 0, · · · , n− 1
[7]
où n, z sont supposés connus et les paramètres ai, bj ainsi que les conditions initiales
sont supposés constants mais pas nécessairement connus. Sans perte de généralité,
nous considérons le plus souvent le cas z = 0.
En présence d’un défaut actionneur noté fa et d’un défaut capteur noté fc, les
mesures u et y sont explicitées en fonction des grandeurs vraies et des défauts comme
suit : u = ur − fa et y = yr + fc (figure 2).
∑
u ur yr
fa fc
y
Figure 2. Système avec défaut actionneur et défaut capteur
3.2. Système avec défaut actionneur
Considérons un cas très simple, où n = 1 et avec uniquement l’hypothèse d’un
défaut actionneur fa = laH(t−τa) pour présenter les principes de base de la méthode.
Ainsi dans le domaine fonctionnel (en gardant les mêmes notations pour les signaux
et les distributions associées), le système en défaut satisfait l’équation suivante :
a1y
(1) + a0y = a1y(0)δ + bu+ blaH(t− τa) [8]
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L’algorithme de diagnostic proposé se compose de deux étapes. La première étape
consiste à générer des relations de redondance et la seconde à analyser ces relations.
Pour la génération des relations de redondance, l’équation du système en défaut [8]
est dérivée dans un premier temps, ce qui donne :
a1y
(2) + a0y
(1) − bu(1) = φ0 + blaδτa [9]
avec
φ0 = a1y(0)δ˙ + (a1y˙(0) + a0y(0)− bu(0))δ [10]
On a
1) Supp(φ0) = {0} et Ordre(φ0) = 1. Ainsi tk1φ0 = 0, ∀k1 ≥ 2
2) Supp(δτa) = {τa} et Ordre(δτa ) = 0. Ainsi (t− τa)k2δτa = 0, ∀k2 ≥ 1
Ainsi, pour éliminer les singularités du second membre de l’équation ci-dessus (φ0
et δτa), il suffit, d’après le théorème (1), de multiplier l’égalité [9] par une fonction
régulière α1 vérifiant
α1(0) = α˙1(0) = α1(τa) = 0 [11]
Soit par exemple, en choisissant ci-dessus k1 = 2 et k2 = 1
α1(t) = t
2(t− τa)
On obtient l’égalité
[t3(a1y
(2) + a0y
(1) − bu(1))]− τa[t
2(a1y
(2) + a0y
(1) − bu(1))] = 0 [12]
Ou encore
[ 1∑
j=0
ajW2,j − bV2
]
− τa
[ 1∑
j=0
ajW1,j − bV1
]
= 0 [13]
avec
pour i = 1, 2 et j = 0, 1,
{
Wi,j = t
1+iy(j+1)
Vi = t
1+iu(1)
[14]
Pour t < τa, l’égalité [13] est vérifiée indépendamment de τa (τa n’est pas identi-
fiable avant l’apparition du défaut). En effet pour t < τa, on montre que
[ 1∑
j=0
ajW2,j − bV2
]
=
[ 1∑
j=0
ajW1,j − bV1
]
= 0 [15]
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Cependant pour t ≥ τa, l’application d’intégrations successives permet d’obtenir des
relations de redondance que l’on peut arranger afin d’obtenir la formulation spectrale
suivante
[A2 − τaA1]X = 0 [16]
où les matrices Ai de dimension m × 3 (m paramètre à choisir en fonction de
contraintes explicitées ultérieurement) sont parfaitement connues en fonction des me-
sures u et y. Quant au vecteur X , il regroupe tous les paramètres que l’on ne souhaite
pas estimer (a1, a0 et b). Plus précisément la je ligne de la matriceAi (j = 1, · · · ,m)
est donnée par

∫ t
0
· · ·
∫
︸ ︷︷ ︸
p+j fois
τ i+1y¨(τ )dτp+j
∫ t
0
· · ·
∫
︸ ︷︷ ︸
p+j fois
τ i+1y˙(τ )dτp+j −
∫ t
0
· · ·
∫
︸ ︷︷ ︸
p+j fois
τ i+1u˙(τ )dτp+j


ou encore en fonction de produits de convolution
Ai(j, :) =
(
H⋆p+j ⋆ Wi,1 H
⋆p+j ⋆ Wi,0 −H⋆p+j ⋆ Vi
) [17]
et X =
(
a1 a0 b
)T
Afin d’éliminer dans Ai toutes les dérivations et de ne faire apparaître que des inté-
grations qui sont plus robustes numériquement, il suffit de prendre p ≥ 1. En effet,
d’après le théorème (1) et l’égalité [1], Wi,j et Vi peuvent être exprimés en fonction
des dérivées (d’ordre maximal 2) des termes tky et tku respectivement, par exemple
W2,1 = t
3y(2) = t3[δ(2) ⋆ y] =
2∑
i=0
(−1)i
2!
(2− i)!
(t3−iy)(2−i) [18]
À partir de l’égalité [16], τa peut être considéré comme une valeur propre généralisée
sans qu’il ne soit nécessaire d’estimer le vecteur X ((Wright et al., 2002), (Boutry et
al., 2005)).
Pour estimer l’amplitude la, on multiple dans un premier temps l’équation [9] par
une fonction régulière α2 vérifiant α2(0) = α˙2(0) = 0 et α2(τa) 6= 0 afin d’avoir
a1α2y
(2) + a0α2y
(1) − bα2u
(1) = blaα2(τa)δτa [19]
À partir de l’égalité ci-dessus, l’estimation de l’amplitude la peut être obtenue en
fonction de celle de τa. Cette estimation est donnée par exemple en considérant la
fonction α2 = t2, par
la = p!
Ai(1, :)θ
τ i+1a (t− τa)p
[20]
θ est le vecteur propre généralisé de (A2, A1) associé à τa, avec θ1 = 1.
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Dans l’égalité [20] ainsi que dans la suite de cet article, à condition que cela ne
prête pas à confusion, on utilise les mêmes notations pour les valeurs exactes (la, τa...)
et leurs estimées. La logique de décision se base sur l’étude de la stationnarité des es-
timées. Ainsi, on peut conclure de l’apparition d’un défaut actionneur
fa = laH(t − τa) lorsque les estimées de τa et la deviennent simultanément station-
naires à partir de t ≥ τa. Les figures 3 à 5 illustrent des résultats de simulation dans le
cas sans bruit.
0  1.5 3  5  −1
0
1
2
3
4
5
6
7
U
sd
U
Figure 3. Commande
0 1,5 3 5
1
2
3
4
5
6
Y
Y
sd
Figure 4. Sortie
0 1,5 3 5
1,5
0 1,5 3 5
1
τ
a
l
a
Figure 5. τa (en haut) et la (en bas)
Le système est commandé en boucle fermée à l’aide d’un correcteur PI. L’entrée
et la sortie obtenues sans défaut (Usd, Usd) et avec défaut (U , Y ) sont présentées sur
les figures 3 et 4. Le défaut actionneur d’amplitude constante la = 1 apparaît à l’ins-
tant τa = 1, 5. Le défaut simulé est bien détecté à travers l’évolution temporelle des
estimées de τa et la (figure 5). Lorsque les quantités estimées sont des valeurs aber-
rantes, c’est-à-dire déviant nettement du comportement de stationnarité (fluctuations
par exemple), nous considérons que le défaut n’est pas apparu et fixons les valeurs
estimées à zéro.
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3.3. Système avec défaut capteur
Nous reprenons l’étude faite dans la section précédente en considérant cette fois
le système en présence non pas d’un défaut actionneur, mais d’une dérive capteur
apparue à l’instant τc avec une pente lc. Un tel système est représenté par
a1y
(1) + a0y = a1y(0)δ + bu+ lc(a1H(t− τc) + a0(t− τc)H(t− τc)) [21]
L’application de deux dérivations donne
a1y
(3) + a0y
(2) − bu(2) = φ0 + lc(a1δ
(1)
τc
+ a0δτc) [22]
Pour éliminer les singularités apparues au second membre de l’équation ci-dessus, il
suffit de multiplier cette dernière par la fonction polynomiale (donc régulière)
α3(t) = t
3(t− τc)
2 = t5 − 2τct
4 + τ2c t
3 [23]
Cette fonction vérifie bien α3(0) = α˙3(0) = α¨3(0) = α3(τc) = α˙3(τc) = 0 et
comme
1) Supp(φ0) = {0} et Ordre(φ0) = 2, alors tk1φ0 = 0, ∀k1 ≥ 3
2) Supp(δ(1)τc ) = {τc} et Ordre(δ(1)τc ) = 1, alors (t− τc)k3δτc = 0, ∀k3 ≥ 2
Ainsi, d’après le théorème (1), on a
α3[a1y
(3) + a0y
(2) − bu(2)] = 0 [24]
ou encore, après développement
[ 1∑
j=0
ajW3,j − bV3
]
− 2τc
[ 1∑
j=0
ajW2,j − bV2
]
+ τ2c
[ 1∑
j=0
ajW1,j − bV1
]
= 0
[25]
avec Wi,j = t
2+iy(2+j) et Vi = t2+iu(2) pour i = 1, 2, 3 et j = 0, 1.
Pour t < τc, comme précédemment, on montre que l’égalité ci-dessus est indépen-
dante de τc et pour t ≥ τc, l’application d’intégrations successives permet d’obtenir
l’égalité algébrique suivante :
[A4 − 2τcA3 + τ
2
cA2]X = 0 [26]
avec Ai, pour i = 2, 3, 4 défini par [17] et X contenant les paramètres du système.
Afin d’estimer τc comme valeur propre généralisée d’un couple de matrices, une for-
mulation de type [16] est recherchée. Elle est obtenue en multipliant l’équation [26]
par une matrice B non nulle vérifiant BA4 6= 0 et{
BA2 = 0
BA3 6= 0
ou
{
BA3 = 0
BA2 6= 0
[27]
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puisque l’on a, selon le cas
[BA4 − 2τcBA3]X = 0 ou [BA4 + τ
2
cBA2]X = 0 [28]
Rappelons qu’une condition suffisante de l’existence de la matrice B est que les ma-
trices Ai soient rectangulaires verticales (m > 3).
À partir des égalités en [28], τc peut être estimée soit directement (comme valeur
propre généralisée de (BA4, 2BA3)) soit en estimant d’abord τ2c (valeur propre géné-
ralisée de (BA4, BA2)). Par la suite, l’amplitude lc peut être estimée en multipliant
d’abord l’équation [22] par une fonction régulière α4 vérifiant{
α4(0) = α˙4(0) = α¨4(0) = α4(τc) = 0
α˙4(τc) 6= 0
[29]
ce qui conduit à l’égalité
α4[a1y
(3) + a0y
(2) − bu(2)] = lca1α4δ
(1)
τc
[30]
or α4δ
(1)
τc = −α˙4(τc)δτc d’où
α4[a1y
(3) + a0y
(2) − bu(2)] = −lca1α˙4(τc)δτc [31]
Ainsi, en considérant la fonction α4 = t3(t − τc), on obtient l’estimation de l’ampli-
tude lc par
lc = p!
(A3(1, :)− τcA2(1, :))θ
θ1τ3c (t− τc)
p
[32]
θ est le vecteur propre généralisé de (A2, A1) associé à τa, avec θ1 = 1.
La logique de décision est la même que pour le défaut actionneur. La détection
du défaut est accomplie lorsque les estimations de τc et lc deviennent stationnaires
simultanément après l’apparition du défaut. L’efficacité de l’approche de diagnostic
présentée en présence d’une dérive capteur est illustrée sur les figures 6 à 8.
Le système est commandé en boucle fermée à l’aide d’un correcteur PI. L’entrée
et la sortie obtenues sans défaut (usd, ysd) et avec défaut (u, y) sont présentées sur
les figures 6 et 7. Le défaut capteur de type rampe de pente lc = −0, 3 apparaît à
l’instant τc = 1, 5. Le défaut simulé est bien détecté à travers l’évolution temporelle
des estimées de τc et lc (figure 8). On peut aussi noter une plus grande sensibilité
offerte par la technique utilisée pour la détection du défaut de type rampe avec une
faible pente.
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Figure 8. τc (en haut) et lc (en bas)
3.4. Système avec défaut actionneur et défaut capteur
Dans le cas de défauts multiples (actionneur et capteur), la seule application des
démarches précédentes n’assure pas la détection et la localisation des défauts. Consi-
dérons le cas simple d’un système du premier ordre en présence d’un biais actionneur
et d’un biais capteur modélisés respectivement par
fa = laH(t− τa) et fc = lcH(t− τc)
Le modèle du système en défaut est donné par
a1y
(1) + a0y = φ0 + bu+ blaH(t− τa) + lc(a1δτc + a0H(t− τc)) [33]
L’application d’une dérivation sur ce dernier donne
a1y
(2) + a0y
(1) − bu(1) = φ
(1)
0 + blaδτa + lc(a1δ
(1)
τc
+ a0δτc) [34]
et la multiplication par α1 = t2(t − τa) ou α3 = t2(t − τc)2 de l’équation [34]
n’annule pas toutes les singularités apparues. Pour y parvenir, il suffit de considérer
une fonction régulière α5 satisfaisant
α5(0) = α5(τa) = α5(τc) = 0 et α
(1)
5 (0) = α
(1)
5 (τc) = 0 [35]
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Le choix de α5(t) = t2(t− τa)(t− τc)2 permet d’obtenir la formulation spectrale
[A4 − (τa + 2τc)A3 + (2τaτc + τ
2
c )A2 − (τaτ
2
c )A1]X = 0 [36]
Pour la détection et la localisation des différents défauts dans ce cas, le système de
diagnostic que nous proposons est composé de trois cellules. La première consiste à
la détection du défaut actionneur unique (section 3.2), la seconde à la détection du
défaut capteur unique (section 3.3) et la troisième qui s’obtient avec α5 et qui consiste
à détecter les défauts multiples.
Ainsi le premier défaut peut être détecté à l’aide de la cellule qui lui est associée et
ceci avant l’apparition du second défaut. Ce dernier ne peut pas être détecté au moyen
de la cellule qui lui est associée à cause du premier défaut apparu. En revanche, la
troisième cellule permet cette détection. En effet, considérons la matrice C non nulle
vérifiant
C[A2 A1] = 0 [37]
à partir de l’équation [36], on obtient l’égalité
[CA4 − (τa + 2τc)CA3]X = 0 [38]
qui permet d’obtenir une estimation de la combinaison τa + 2τc à l’aide des valeurs
propres généralisées de (CA4, CA3). Cette estimation devient stationnaire à partir de
l’instant t ≥ max(τa, τc). Notons enfin que l’amplitude du second défaut peut être
estimée en fonction des estimations de τa et τc. La logique de décision est la même
que dans le cas d’un défaut unique, c’est-à-dire le second défaut est détecté au moyen
de la stationnarité simultanée des estimées de τa + 2τc et lc.
Les résultats de simulation sont représentés graphiquement sur les figures 9 à 12.
Le système est commandé à l’aide d’un correcteur PI . Les défauts actionneur et cap-
teur d’amplitudes respectives la = 1 et lc = 0, 5 apparaissent respectivement aux
instants τa = 1 et τc = 2. Comme il l’a été mentionné ci-dessus, le défaut action-
neur, apparu en premier, peut être détecté à partir des estimations de τa et la (figure
11). À partir de l’instant t > 2, l’estimation de τa fluctue du fait de l’apparition du
défaut capteur à cet instant. Notons que le défaut capteur ne peut pas être détecté à
partir des estimations de τc et lc (car lors de son apparition, le système présente déjà
un défaut actionneur). En revanche ce dernier peut être détecté à partir des estimations
de τa +2τc et lc (obtenue en fonction des estimations de τa +2τc) représentées sur la
figure 12.
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Remarque 1 (Défauts non localisables)
L’algorithme de diagnostic présenté permet toujours la détection de défaut. Ce-
pendant, pour des structures de défaut particulières, la localisation n’est pas toujours
possible. En effet, si l’on considère l’exemple du premier ordre précédent, les défauts
actionneurs
fa(t) = la[H(t− τa1)−H(t− τa2)] [39]
et capteurs fc(t) solution de l’équation
a1f
(1)
c + a0fc = −blcH(t− τc) [40]
auront les même signatures sur u et y qu’un défaut actionneur unique
fa(t) = la[H(t− τa1)−H(t− τa2)]− lcH(t− τc) [41]
Dans ce cas, il est impossible de distinguer la situation de défauts multiples de celle
d’un défaut unique.
Précisons que cette remarque n’est pas spécifique à la méthode proposée.
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3.5. Cas général
On se situe dans le formalisme des distributions avec des descriptions en-
trées/sorties en supposant que la commande ur et la sortie yr du système étudié véri-
fient une équation de la forme
any
(n)
r + an−1y
(n−1)
r + · · ·+ a0yr = φ0 + bur [42]
où n est supposé connu et les paramètres ai et b sont supposés constants mais pas
nécessairement connus. La distribution φ0 est une combinaison linéaire des dérivées
d’ordre inférieur ou égal à n−1 de la distribution de Dirac (δ) et contient les conditions
initiales (pas nécessairement connues).
En présence d’un défaut actionneur noté fa et/ou d’un défaut capteur noté fc,
l’équation du système en défaut s’écrit
any
(n) + · · ·+ a0y − bu = φ0bfa + anf
(n)
c + · · ·+ a0fc [43]
La tâche de diagnostic de défaut est basée sur l’idée que des termes inconnus
(caractérisant les défauts) peuvent être estimés à partir de la seule connaissance de
la structure du système et des signaux. Lorsque les signaux défauts fa et/ou fc sont
structurés et après avoir choisi et appliqué sur le modèle du système en défaut les
annulateurs des termes structurés (conditions initiales, défauts)
Γ = Γk − βk−1Γk−1 − · · · − β1Γ1 [44]
on obtient une égalité fonctionnelle à partir de laquelle l’application d’intégrations
successives permet de se ramener à un problème du type
[Ak − βk−1Ak−1 − · · · − β1A1]X = 0 [45]
où
– les matrices Ai de dimension m × (n + 2) sont totalement définies à partir des
mesures u et y et données par :
Ai(j, µ) =
∫ t
0
· · ·
∫
︸ ︷︷ ︸
p+j times
Γiy
(n−µ+1)dτp+j , µ = 1, · · · , n+ 1 [46]
Ai(j, n+ 2) = −
∫ t
0
· · ·
∫
︸ ︷︷ ︸
p+j times
Γiudτ
p+j [47]
Le polynôme différentiel [44] est écrit sous forme d’une combinaison linéaire de mo-
nômes différentiels élémentaires donnés par
Γj = t
nj
ddj
dtdj
, nj , dj ∈ N [48]
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Le nombre des redondancesm est choisi en fonction de certaines contraintes liées à la
structure du système et celle des défauts. En choisissant le paramètre p ≥ n+ d, où d
est l’ordre de dérivation le plus élevé apparaissant dans Γ, les intégrations successives
initiales assurent l’élimination de toutes les dérivées dans l’écriture des matrices Ai.
– les paramètres βj contiennent les informations sur les défauts.
– X contient les paramètres du système dont l’estimation n’est pas nécessaire, soit
encore
X =
(
an an−1 · · · a0 b
)T
∈ Rn+2 [49]
Estimer βj (j = 1, · · · , k − 1) revient alors à déterminer une des valeurs propres
généralisées du couple de produits de matrices (BAk, BAj) où B est une matrice non
nulle vérifiant :
BAi = 0, ∀i 6= j [50]
Les matrices Ai ne sont pas stationnaires mais varient avec le temps, par consé-
quent les valeurs propres généralisées de (BAk, BAj) évoluent aussi avec le temps.
Parmi toutes les valeurs propres généralisées possibles de (BAk, BAj), on choisit
celle ayant un comportement stationnaire sur un horizon de temps.
Remarque 2 Existence de la matrice B.
1) La matrice B peut facilement être obtenue à l’aide de la décomposition QR.
2) Les paramètres βj étant au nombre de k − 1 et les matrices Ai de dimension
m× (n+ 2), le paramètre m doit être choisi tel que m > (k − 2)(n+ 2).
Après l’estimation d’un certain nombre de composantes du vecteur β, on peut, en
fonction de ces dernières, estimer les autres paramètres associés aux défauts (ampli-
tude, pente...).
À l’instar de tout algorithme de diagnostic, la prise de décision est fondée sur
l’évolution temporelle des estimations. Un défaut est détecté et localisé lorsque les
estimations de ses paramètres deviennent simultanément stationnaires.
La méthode algébrique de diagnostic de défauts présentée dans cette section ne
requiert que la seule connaissance de la structure du système et des signaux pour être
mise en œuvre. Le développement de la démarche par la technique d’identification
algébro-différentielle est simple puisque l’utilisation uniquement des mesures de la
commande et de la sortie du système ainsi que la connaissance de l’ordre de ce dernier
suffit à obtenir des résultats utiles au diagnostic.
L’extension de l’approche au système multivariable est évidente en partant du fait
que la représentation « entrées - sorties » d’un tel système peut être décomposée en
plusieurs systèmes à plusieurs entrées et une sortie.
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4. Etude de la robustesse de l’approche
4.1. Robustesse par rapport à l’ordre du sytème
Le paramètre le plus important à connaître a priori pour appliquer l’algorithme
développé est l’ordre du système. Il est donc primordial d’examiner le comporte-
ment des algorithmes de diagnostic du système lors d’une sur-modélisation ou sous-
modélisation du système. Notons qu’il existe de nombreuses méthodes dans le do-
maine de l’identification des systèmes pour estimer l’ordre d’un système (Ljung,
1999).
Pour examiner l’influence de l’ordre du système sur l’approche proposée, considé-
rons un système d’ordre exactN et n le prérequis. En présence d’un défaut actionneur
noté fa et d’un défaut capteur noté fc, on obtient pour le système (
∑) et le modèle
(M ) les représentations suivantes :
(
∑
) : a˜Ny
(N) + · · ·+ a˜0y = b˜u+ ψ0 + b˜fa + a˜Nf
(N)
c + · · ·+ a˜0fc [51]
(M) : any
(n) + · · ·+ a0y = bu+ φ0 + bfa + anf
(n)
c + · · ·+ a0fc + E [52]
Les condition initiales ψ0 et φ0 de support commun {0} et d’ordre respectif N −1
et n− 1 peuvent être écrites comme :
ψ0(t) =
N∑
k=1
a˜k
k−1∑
i=0
y(i)(0)δ(k−i−1) [53]
φ0(t) =
n∑
k=1
ak
k−1∑
i=0
y(i)(0)δ(k−i−1) [54]
E contient l’erreur de modélisation telle que les équations [51] et [52] soient cohé-
rentes.
Dans une situation de modélisation exacte, c’est-à-dire lorsque l’ordren du modèle
est équivalent à celui du système étudié N , l’algorithme developpé ci-dessus permet
d’accomplir la tâche de diagnostic du système en présence de défauts actionneurs
et/ou capteurs. La même performance peut être attendue lorsque l’ordre du modèle n
est supérieur à celui du système N (sur-estimation). En effet, dans une telle situation,
on vérifie facilement que
– l’erreur de modélisation E est nulle,
– L’opérateur annulateur de φ0, fa et f (n)c (dans [52]) annule également les termes
ψ0, fa et f
(N)
c (dans [51]).
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Ainsi, à travers les différentes étapes de l’approche proposée, on obtient un problème
du type [45], autrement dit, on obtient des informations utiles au diagnostic.
Cependant, lorsque l’ordre du système étudié est sous-estimé, c’est-à-dire N > n,
alors une égalité du type [45] n’existe plus. On aura en revanche :
[Ak − βk−1Ak−1 − · · · − β1A1]X = R 6= 0 [55]
où l’élément j (j = 1, · · · ,m) du vecteur des résidus R est donné par :
R(j) =
N∑
k=n+1
a˜k
∫ t
0
· · ·
∫
︸ ︷︷ ︸
p+j times
Γ
(
(−y+ fc)
(k) +
k−(n+1)∑
i=0
y(i)(0)δ(k−1−i)
)
[56]
En effet, l’annulateur Γ des termes φ0, fa et f (n)c apparaissant dans [52] vérifie
Γf (i)c = 0, ∀i ≤ n
Γψ0 =
N∑
k=n+1
k−(n+1)∑
i=0
y(i)(0)δ(k−1−i)
Le vecteur résidu est une fonction de certaines conditions initiales et des dérivées
d’ordre supérieur de y et fc (dans le cas d’un défaut capteur). Lorsque la différence
d’ordre est importante alors l’approche proposée peut ne pas identifier le défaut apparu
sur le système.
4.2. Robustesse par rapport au bruit de mesure
Nous étudions dans cette partie la robustesse de l’approche par rapport aux dyna-
miques hautes fréquences.
Soit un système dons les grandeurs réelles satisfont l’équation [42]. En plus des
défauts fa et fc, si on ajoute à la sortie y une perturbation, notée π, non structurée
(c’est le cas par exemple d’un signal à fluctuation rapide), l’équation du système en
défaut devient :
an(y + π − fc)
(n) + · · ·+ a0(y + π − fc) = φ0 + b(u+ fa) [57]
Après la multiplication de l’équation ci-dessus par l’annulateur Γ approprié des
termes structurés (conditions initiales, défauts) et la génération des relations de redon-
dance par intégrations successives, on obtient :
[(Ak −∆Ak)− βk−1(Ak−1 −∆Ak−1)− · · · − β1(A1 −∆A1)]X = 0 [58]
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Les matrices Ai s’expriment en fonction des signaux connus u et y tandis que les
matrices ∆Ai sont liées à la perturbation π.
L’analyse de la robustesse s’appuie tout d’abord sur l’analyse des filtres généra-
teurs des éléments des matrices Ai. Supposons que l’annulateur des termes structurés
(conditions initiales, défauts) puisse s’écrire
Γ = tnk
ddk
dtdk
− βk−1t
nk−1
ddk−1
dtdk−1
− · · · − β1t
n1
dd1
dtd1
, nj , dj ∈ N [59]
En considérant la formule de Cauchy pour les intégrations multiples1, les expressions
des matrices Ai peuvent être réduites à
Ai(j, µ) =
∫ t
0
fi,j,µ(t− τ)y(τ)dτ, µ = 1, · · · , n+ 1 [60]
Ai(j, n+ 2) =
∫ t
0
gi,j(t− τ)u(τ)dτ [61]
où fi,j,µ et gi,j sont des polynômes de degrés p + j + µ + ni − n − di − 2 et
p + j + ni − di − 1 respectivement. Pour l’exemple de la sous-section 3.2 avec
Γ = t2(t− τa)
d
dt
, les polynômes correspondants sont caractérisés par :
fi,j,1(τ) =
τp+j−3(t−τ)i+1
(p+j−3)! −
2(i+1)τp+j−2(t−τ)i
(p+j−2)! +
i(i+1)τp+j−1(t−τ)i−1
(p+j−1)!
fi,j,2(τ) =
τp+j−2(t−τ)i+1
(p+j−2)! −
(i+1)τp+j−1(t−τ)i
(p+j−1)!
gi,j(τ) = fi,j,2(τ)
Ainsi, la matrice de transfert entre e =
[
u y
]T
et Ai(j, :) considérée comme un
filtre causal passe-bas, c’est-à-dire qui ne « laisse passer » que les basses fréquences,
les hautes fréquences (bruits) étant fortement atténuées admet pour réponse impul-
sionnelle
h(t) =
[
0 · · · 0 gi,j(t)
fi,j,1(t) · · · fi,j,n+1(t) 0
]T
[62]
On peut trouver une analyse des performances de ce filtre dans le domaine discret
dans (García Collado et al., 2009), où une approximation de l’intégrale basée sur une
discrétisation trapézoïdale régulièrement espacée a été utilisée.
1.
∫ t
0
· · ·
∫
︸ ︷︷ ︸
p fois
f(τ )dτp =
∫ t
0
(t−τ)p−1
(p−1)!
f(τ )dτ
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Un autre outil sur lequel l’analyse de la robustesse peut s’appuyer est le ǫ-
pseudospectre d’un faisceau de matrices. Les méthodes traditionnelles de résolution
de l’equation [58] ne donnent pas souvent de solution. Les matrices Ai données par la
procédure de diagnostic correspondent aux matrices A˜i auxquelles s’ajoutent des per-
turbations ∆Ai (i.e Ai = A˜i + ∆Ai). Le mot « faisceau » utilisé en algèbre linéaire
fait référence à l’expression A − λB, où A et B sont des matrices carrées et λ un
nombre.
Définition 2 Soit A et B deux matrices de Rm×n. On dit que λ est une ǫ-pseudo va-
leur propre du couple de matrices (A,B), s’il existe un vecteur ν non nul (le pseudo-
vecteur propre correspondant) tel que
||(A− λB)ν|| ≤ ǫ [63]
L’ensemble des ǫ-pseudo valeurs propres de (A,B) est appelé ǫ-pseudospectre de
(A,B) et est noté Λǫ(A,B).
Notons que si la norme || • || considérée est la norme quadratique || • ||2, alors on a la
définition équivalente suivante :
Λǫ(A,B) = {λ ∈ R : σmin(A− λB) ≤ ǫ} [64]
Et plus généralement, pour k matrices Ai ∈ Rm×n, on définit l’ensemble
Λǫ(Ak, · · · , A1) = {β ∈ R
k−1 : σmin(Ak − βk−1Ak−1 − ..− β1A1) ≤ ǫ}
[65]
Les ensembles Λǫ(Ak, · · · , A1) sont plus susceptibles d’être vides pour de petites
valeurs de ǫ. En revanche, en faisant croître la valeur de ǫ, on obtient une famille d’en-
sembles Λǫ(Ak, · · · , A1) 6= {∅}. Ainsi, l’estimation de β˜ (solution du problème [58])
peut être obtenue par l’estimation des minima locaux de cette famille d’ensembles.
Le cas k = 2 a déjà fait l’objet de quelques études dans la littérature ((Boutry et
al., 2005) et (Wright et al., 2002)) et est connu sous le nom de pseudospectre de
faisceaux de matrices. Pour k > 2, soit Nj une matrice orthogonale non nulle de di-
mension (m− (k − 2)n)×m telle que NjAi = 0 pour tout j différent de i entre 1 et
k (1 ≤ j < k et j 6= i). Ainsi, on peut écrire
argmin
βj
σmin(Ak − βk−1Ak−1 − · · · − β1A1) =
argmin
βj
σmin(NjAk − βjNjAj) [66]
car σmin est invariant par transformation orthogonale. Voir la remarque (2) pour les
conditions d’existence des matrices Nj .
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Un algorithme évident de calcul de argmin
λ
σmin(A − λB) pour A et B des ma-
trices de même dimension consiste à évaluer σmin(A − λiB) pour différents λi et à
générer des courbes de niveaux sur lesquelles on relèvera les minima éventuels.
Afin d’illustrer la robustesse de l’approche par rapport aux bruits de mesure, consi-
dérons l’exemple de la sous section 3.2 avec la sortie entachée par un bruit additif,
gaussien et centré, de variance 0.01 qu’on note π.
La figure 13 représente la sortie y avec le bruit de mesure π simulé.
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Figure 13. Commande et sortie
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Figure 14. τa (en haut) et la (en bas)
À travers les résultats graphiques représentés sur la figure 14, on peut conclure
de l’apparition du défaut actionneur simulé fa = −H(t − 1, 5) avec cette fois-ci un
léger retard de détection. L’analyse de ces courbes confirme la robustesse de l’ap-
proche proposée par rapport aux bruits additifs à fluctuations rapides. On trouvera
dans (Fliess, 2006) d’autres raisons théoriques expliquant la robustesse à ces bruits se
fondant sur l’analyse non standard.
5. Conclusion
Dans cet article, le problème de diagnostic des systèmes dynamiques linéaires a
été traité , dans le cadre d’une nouvelle théorie déterministe de l’estimation, reposant
sur le calcul fonctionnel. Cette théorie est à la base d’une nouvelle méthode de diag-
nostic que nous avons proposée et qui consiste à estimer directement les paramètres
des défauts par simple analyse spectrale. Nous avons focalisé notre étude sur le diag-
nostic de défauts d’actionneurs et de capteurs pour une classe de systèmes dynamiques
continus linéaires incertains. Des algorithmes de détection, localisation et identifica-
tion de défauts basés sur des propriétés structurelles du système et des défauts ont été
développés, en supposant que seuls l’ordre du système et les signaux entrées et sorties
sont connus. Les méthodes développées sont appliquées à des exemples académiques
afin d’illustrer leur efficacité. Grâce à la non-prise en compte des conditions initiales
et à la rapidité des calculs (due aux expressions explicites), le diagnostic sous un angle
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local est envisageable. Ceci permettrait également à l’approche de pouvoir s’appliquer
à des systèmes évoluant lentement avec le temps.
Une analyse rigoureuse de la robustesse de la méthode proposée reste à mener
plus particulièrement par rapport à l’ordre du système. Il serait intéressant d’inclure
dans cette analyse une comparaison avec les méthodes de diagnostic de systèmes dy-
namiques dites à base de données, notamment l’approche par sous-espace (Ding et
al., 2010).
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