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Efficient Semidefinite Spectral Clustering via
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Abstract—We propose an efficient approach to semidefinite
spectral clustering (SSC), which addresses the Frobenius nor-
malization with the positive semidefinite (p.s.d.) constraint for
spectral clustering. Compared with the original Frobenius norm
approximation based algorithm, the proposed algorithm can
more accurately find the closest doubly stochastic approximation
to the affinity matrix by considering the p.s.d. constraint. In this
paper, SSC is formulated as a semidefinite programming (SDP)
problem. In order to solve the high computational complexity
of SDP, we present a dual algorithm based on the Lagrange
dual formalization. Two versions of the proposed algorithm are
proffered: one with less memory usage and the other with
faster convergence rate. The proposed algorithm has much lower
time complexity than that of the standard interior-point based
SDP solvers. Experimental results on both UCI data sets and
real-world image data sets demonstrate that 1) compared with
the state-of-the-art spectral clustering methods, the proposed
algorithm achieves better clustering performance; and 2) our
algorithm is much more efficient and can solve larger-scale SSC
problems than those standard interior-point SDP solvers.
Index Terms—Spectral clustering, Doubly stochastic normal-
ization, Semidefinite programming, Lagrange duality.
I. INTRODUCTION
CLUSTERING is one of the most popular techniques forstatistical data analysis with various applications, includ-
ing image analysis, pattern recognition, machine learning, and
information retrieval [1]. The objective of clustering is to
partition a data set into groups (called clusters) such that the
data points in the same cluster are more similar than those
in other clusters. Numerous clustering algorithms have been
developed in the literature [1], such as k-means, single linkage,
and fuzzy clustering.
In recent years, spectral clustering [2]–[16], a class of
clustering algorithms based on the spectrum analysis of the
affinity matrix, has emerged as an effective clustering tech-
nique. Compared with the traditional algorithms [1], such
as k-means or single linkage, spectral clustering has many
fundamental advantages. For example, it is easy to implement
and reasonably fast, especially for large sparse matrices [17].
Spectral clustering formulates clustering as a graph parti-
tioning problem without estimating an explicit model of the
data distribution. In general, a graph partitioning approach
starts with a pairwise affinity matrix, which measures the
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Fig. 1. The three critical factors that affect the final performance of spectral
clustering.
degree of similarity between data points, followed by a nor-
malization step. Then, the leading eigenvectors of the normal-
ized affinity matrix are extracted to perform dimensionality
reduction for effective clustering in the lower dimensional
subspace. Therefore, the three critical factors that affect the
final performance of spectral clustering are [18], [19]: 1) the
construction of the affinity matrix, 2) the normalization of
the affinity matrix, and 3) the simple clustering algorithm, as
shown in Fig. 1.
The purpose of the construction of the affinity matrix is
to model the neighborhood relationship between data points.
There are several popular ways [12] to construct the affinity
matrix, such as the k-nearest neighbor graph and the fully
connected graph. The normalization of the affinity matrix is
achieved by finding the closest doubly stochastic matrix to
the affinity matrix under a certain error measure [18]–[20],
while the simple clustering algorithm (e.g. k-means) is used
to partition an embedded coordinate system (formed by the
principal k eigenvectors of the normalized affinity matrix) in
an easier and simpler way. Empirical studies [19] indicate that
the first two critical factors have a greater impact on the final
clustering performance compared with the third critical factor
(i.e., the simple clustering algorithm). In this paper, we mainly
investigate the second critical factor − the normalization of the
affinity matrix for effective spectral clustering.
We briefly review some related work [3]–[7] before pre-
senting our work. Given a similarity graph with the affinity
matrix, the simplest way to construct a partition of the graph
is to solve the mincut problem [3], which aims to minimize
the weights of edges (i.e., the summation of the similarity)
between subgraphs. The mincut, however, usually leads to
unsatisfactory clustering results due to an inexplicit limit
for the size of the subgraph. To circumvent this problem,
ar
X
iv
:1
40
2.
54
97
v1
  [
cs
.L
G]
  2
2 F
eb
 20
14
2 25·2·2014
Ratio-cut [4], [5] and Normalized-cut [7] are the two most
common algorithms. In Ratio-cut [4], [5], the size of the
subgraph is measured by the number of vertices, whereas, the
size is measured by the weight of the edges attached to a
subgraph in Normalized-cut. In essence, what Normalized-cut
and Ratio-cut try to achieve is to balance the cuts between
clusters. Unfortunately, the optimal solution to the above graph
partitioning problems is NP hard. An effective approach is to
consider the continuous relaxation versions of these problems
[2], [7]–[10]. Minmax-cut was proposed in [8] and showed
more balanced partitions than Normalized-cut and Ratio-cut.
Nie et al. [13] applied an additional nonnegative constraint
into Minmax-cut to obtain more accurate clustering results.
Recently, a spectral embedding clustering framework [14] was
developed to incorporate the linear property of the cluster
assignment matrix.
In [18], [19], it has been shown that the key difference
between Ratio-cut and Normalized-cut is the error measure
used to find the closest doubly stochastic approximation
of the input affinity matrix during the normalization step.
When repeated, the Normalized-cut process converges to the
global optimal solution under the relative entropy measure
(also called the Kullback-Leibler divergence), while the L1
normalization leads to the Ratio-cut clustering. Zass et al. [19]
developed a scheme for finding the optimal doubly stochastic
matrix under the Frobenius norm. Experimental results [19]
have demonstrated that the Frobenius normalization based
spectral clustering achieves better performance on various
standard data sets than the traditional normalization based
algorithms, such as the L1 normalization and the relative
entropy normalization based spectral clustering methods.
The main problem with the Frobenius normalization is that
the positive semidefinite (p.s.d.) constraint is neglected during
the normalization step, which makes the approximation to the
affinity matrix less accurate. On the other hand, the Frobenius
normalization with the p.s.d. constraint leads to a semidefinite
programming (SDP) problem. Standard interior points based
SDP solvers, however, have a complexity of approximately
O(n6.5) for problems involving a matrix variable of size
n × n and O(n) linear constraints. In the case of clustering,
n is the number of data points and we can only solve the
problem with a limited number of samples (a few hundred in
our experiments). In other words, the complexity of the SDP
solver limits the applications of the Frobenius normalization
with the p.s.d. constraint. Therefore, in this paper, we focus
on developing efficient algorithms to solve the Frobenius
normalization with the p.s.d. constraint for spectral clustering,
termed Semidefinite Spectral Clustering (SSC) hereafter.
In this paper, we present an efficient and effective algorithm,
called LD-SSC, which exploits the Lagrange dual structure
to solve the SSC problem. The proposed algorithm seeks a
matrix that satisfies both the doubly stochastic and positive
semidefinite constraints as closely as possible to the affinity
matrix. The formulated optimization refers to the SDP problem
which aims to optimize a convex function over the convex
cone of symmetric and positive semidefinite matrices [21].
Therefore, the global optimal solution can be approached
in the polynomial time. What is more, by exploring the
Lagrange dual form, we are able to apply off-the-shelf eigen-
decomposition and gradient descent methods (e.g., L-BFGS-
B [22]) to solve the SSC problem in a simple manner. Two
versions of the proposed algorithm are given in this paper: one
with less memory usage (LD-SSC1) and the other with faster
convergence rate (LD-SSC2).
One of the main advantages of our algorithm is that, with
the proposed formulation, we can solve the SSC problem in
the Lagrange dual form very efficiently. Because the strong
duality holds, we can recover the primal variable (i.e., the
normalized affinity matrix) from the dual solution. Moreover,
the computational complexity of the proposed algorithm is
O(t ·n3), which is much lower than the traditional SDP solver
O(n6.5). Here, t is the number of iterations for convergence.
Typically t is around 300 (LD-SSC1) or t ≈ 10 ∼ 20 (LD-
SSC2) in our experiments. In summary, the main contributions
of our work are summarized as follows:
1) The proposed LD-SSC algorithm introduces the
p.s.d. constraint into the normalization of the affinity
matrix. Semidefinite spectral clustering finds a doubly
stochastic and p.s.d. matrix that is the closest to the
affinity matrix under the Frobenius norm. Improved
clustering accuracy is achieved on various standard data
sets.
2) We propose an efficient algorithm to semidefinite spec-
tral clustering via Lagrange duality. Our algorithm is
much more scalable than the standard SDP solvers. The
importance of this development is that it allows us to
apply semidefinite spectral clustering to large scale data
clustering. Compared with the traditional SDP solvers,
our proposed algorithm is significantly more efficient,
especially when the number of data points is large.
The rest of the paper is organized as follows: Section
II introduces the normalization of the affinity matrix. In
Section III, the details of the proposed LD-SSC algorithm are
presented. The performance of our algorithm is demonstrated
and compared with other state-of-the-art algorithms in Section
IV. Finally, we conclude our work in Section V.
II. NORMALIZATION OF THE AFFINITY MATRIX
In this section, we briefly introduce the connection between
kernel k-means and spectral clustering [18], [19], [23] and
reveal the role of the normalization of the affinity matrix for
spectral clustering. We begin by introducing the notation used
in this paper.
A matrix is denoted by a bold upper-case letter (X) and
a column vector is denoted by a bold lower-case letter (x).
The set of real M ×N matrices is denoted as RM×N . Let us
denote the space of real matrices as S. Similarly, we denote
the space of M ×M symmetric matrices by SM and positive
semidefinite matrices by SM+ . For a matrix X ∈ SM , the
following statements are equivalent: (1) X < 0 (X ∈ SM+ );
(2) All the eigenvalues of X are non-negative (λi(X) ≥ 0,
i = 1, . . . ,M); and (3) ∀µ ∈ RM , µ>Xµ ≥ 0. The inner
product defined on the SM is 〈A,B〉 = Tr(A>B). Here, Tr(·)
is the trace of a symmetric matrix. ‖·‖F denotes the Frobenius
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norm, which is defined as
‖X‖2F = Tr(X>X) =
M∑
i, j=1
x2i,j.
Given a symmetric matrix X ∈ SM , its eigen-decomposition
is X = UΣU>. Here, U = [u1, . . . ,uM ] is an orthonormal
matrix, and Σ = diag(λ1, . . . , λM ) is a diagonal matrix whose
entries are the eigenvalues of U. We can explicitly express the
positive part of X as:
X+ =
∑
λi>0
(λiuiu
>
i ),
and the negative part of X as:
X− =
∑
λi<0
(λiuiu
>
i ).
Clearly, X = X+ +X− holds.
Given a set of points {(a1, . . . ,an)|ai ∈ RM , i =
1, . . . , n}, we attempt to partition the n observations into k
sets {C1, . . . , Ck} with nr points in Cr (r = 1, . . . , k). Let
Ki,j = κ(ai,aj) be a symmetric positive semidefinite affinity
function. Here the affinity function transforms the pairwise
similarity or the pairwise distance into a graph. Thus, the
clustering problem is converted to find a partition based on
the affinity matrix as K = {Ki,j}.
k-means is a standard clustering algorithm that partitions a
data set into k clusters. However, a major disadvantage of the
k-means algorithm is that it can only find linearly-separable
clusters in the input space [23]. To overcome this disadvantage,
the kernel k-means algorithm uses a function φ(x) to map the
input vector into a possibly higher-dimensional feature space
so that the clusters are linearly separable in the new space.
The kernel k-means algorithm seeks to find the clusters so as
to minimize the following objective function:
k∑
r=1
∑
ai∈Cr
‖φ(ai)−mr‖2, (1)
where the function φ(ai) maps the input vector ai
into a higher-dimensional feature space and mr =
(1/|Cr|)
∑
ai∈Cr φ(ai) is the center of the r-th cluster with|Cr| = nr. After some algebraic manipulations, we can
derive that minimizing (1) is equivalent to solve the following
problem:
max
C1,...,Ck
k∑
r=1
1
nr
∑
(ai,aj)∈Cr
κ(ai,aj), (2)
where κ(ai,aj) = φ(ai)>φ(aj).
Since Ki,j = κ(ai,aj), (2) can be converted into the
following matrix form [18]:
max
W
Tr(W>KW)
s.t. W ≥ 0,WW>1 = 1,W>W = I, (3)
where W ∈ Rn×k is the desired assignment matrix with
wi,j = 1/
√
nj if i ∈ Cj , and wi,j = 0 otherwise. 1 is a
column vector, all of whose components are ones. I is an
identity matrix, whose dimension is clear from the context.
Hence, if we obtain a matrix W that maximizes Tr(W>KW)
under the above constraints, we can find the solution to kernel
k-means.
On the other hand, spectral clustering defines the two-
stage approach to the above problem (3). First, the normalized
matrix K̂ of the input affinity matrix K is computed. Then, the
spectral decomposition is used to find the solution as follows:
max
W
Tr(W>K̂W)
s.t. W>W = I, (4)
whose optimal solution is composed by the principal k
eigenvectors of K̂. Typically, the eigenvectors form a new
coordinate system in a k-dimensional subspace where the
popular clustering approaches, such as k-means, are readily
applicable. We refer to the process of transforming K to the
normalized matrix K̂ as the normalization step.
Next, we show that the normalization step in the spectral
clustering algorithms, such as Normalized-cut and Ratio-cut,
is to find a doubly stochastic matrix as closely as possible to
the input affinity matrix under different error measures.
Let F ∈ Sn be a square matrix with fi,j = 1/nr
if (ai,aj) ∈ Cr, and fi,j = 0 otherwise. Here, if we arrange
the data points according to the cluster membership, then F is
a block diagonal matrix with the diagonal blocks F1, . . . ,Fk,
where Fr = (1/nr)11>. Obviously, we have F = WW>.
Based on (3), F satisfies the following constraints [24]:
F ≥ 0,F1 = 1,F = F>. (5)
Here F is called as the doubly stochastic matrix, which is a
square matrix of nonnegative real numbers and the elements
in whose rows and columns add up to 1.
The normalization with the form K̂ = D−1/2KD−1/2
where D = diag(K1) is used by Normalized-cut. In [18], it
has been proved that for any non-negative symmetric matrix
K(0), the iterative process K(t+1) = D−1/2K(t)D−1/2 with
D = diag(K(t)1) converges to a doubly stochastic matrix
under the relative entropy measure (using the symmetric
version of the iterative proportional fitting procedure [24]).
Alternatively, the closest doubly stochastic matrix under the
L1 norm is K̂ = K −D + I which leads to Ratio-cut. Zass
et al. [19] have shown that it is more natural to find the
doubly stochastic matrix under the Frobenius error norm. The
Frobenius normalization can be formulated as the following
quadratic linear programming (QLP) problem:
K̂ = arg min
F
‖K− F‖2F
s.t. F ≥ 0,F1 = 1,F = F>. (6)
In conclusion, kernel k-means and spectral clustering are
closely connected where the normalization of the affinity
matrix is related to the doubly stochastic constraint induced
by kernel k-means.
III. SEMIDEFINITE SPECTRAL CLUSTERING
In this section, we present an efficient algorithm with two
versions, which aims at the effective normalization of the
affinity matrix for semidefinite spectral clustering.
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A. Frobenius Normalization with the P.S.D. Constraint
Empirical studies [18], [19] have shown that the normaliza-
tion of the affinity matrix K has significant effects on the final
clustering results. Compared with the L1 normalization and
the relative entropy normalization, the Frobenius normalization
has been proved to be very practical and can significantly boost
the clustering performance. In fact, it is natural to find a doubly
stochastic approximation that satisfies the constraints (5) to
K under the Frobenius norm, which is the extension of the
common Euclidean vector norm ‖ · ‖2 for the matrix.
A simple derivation yields that F is a p.s.d. matrix (i.e.,
F < 0) since F = WW> and ∀µ ∈ Rn, µ>Fµ =
µ>WW>µ ≥ 0. However, the p.s.d. constraint is neglected
during the normalization step in [19] due to the simplification
of the computational complexity. Taking the p.s.d. constraint
into consideration will make the doubly stochastic approxi-
mation to the affinity matrix more accurate. In other words,
the doubly stochastic approximation should satisfy the p.s.d
constraint. Therefore, it is desirable to find a doubly stochastic
and p.s.d. matrix that approximates the affinity matrix as
closely as possible under the error measure.
The proposed algorithm aims to seek a doubly stochastic
and p.s.d. matrix under the Frobenius norm. The optimization
problem can be written as follows:
K̂ = arg min
F
‖K− F‖2F
s.t. F ≥ 0,F1 = 1,F = F>,F < 0, (7)
where the first three constraints make the optimal solution
be doubly stochastic while the last constraint forces the final
matrix to be p.s.d..
The optimization problem (7) can be converted into an in-
stance of semidefinite programming (SDP) where the matrix is
required to be p.s.d., and then be solved by the standard solver
packages directly. However, as we discussed earlier, general
purpose SDP solvers [21] are computationally expensive and
only small scale problems is applicable in a reasonable time.
Thus, it is necessary to design an alternative algorithm that
can greatly reduce the computational complexity while at the
same time, achieving comparable performance. In the next
subsection, an efficient algorithm to solve the above problem
by exploiting the Lagrange dual problem of (7) is presented.
B. Semidefinite Spectral Clustering via Lagrange Duality
The Lagrange duality takes the constraints in the primal
form into consideration by augmenting the objective function
with a weighted sum of the constraint functions. To derive the
Lagrange dual of (7), we introduce the symmetric matrix Z
and Q to associate with the p.s.d. constraint F < 0 and the
non-negative constraint F ≥ 0, respectively. The two variables
u1 and u2 associate with the equality constraints in the primal
form. The Lagrangian of (7) is then written as:
`( F︸︷︷︸
primal
,Z,Q,u1,u2︸ ︷︷ ︸
dual
) =
1
2
‖K− F‖2F − 〈F,Q〉 − (F1− 1)>u1
− (F>1− 1)>u2 − 〈F,Z〉 , (8)
with Z < 0 and Q ≥ 0.
Because F = F>, we have u1 = u2 = u. Based on the
Karush-Kuhn-Tucker (KKT) optimality conditions [21], we
minimize the Lagrangian over F which means that its gradient
is set to zero and then we have
∂`(F,Z,Q,u)
∂F
= F−K−Q− u1> − 1u> − Z = 0. (9)
Therefore, the connection between the primal and dual
variables is given by
F∗ = K+Q∗ + u∗1> + 1u∗> + Z∗. (10)
Based on the above expression for F, the dual function is
g(Z,Q,u) = inf
F
`(F,Z,Q,u)
=
1
2
‖K− F‖2F − 〈F,Q〉 − 〈F,Z〉
=
1
2
‖Z+Q+M‖2F − 〈F,Z+Q+M〉+ 21>u
= −1
2
‖Z+Q+M+K‖2F +
1
2
‖K‖2F + 21>u, (11)
where M = u1> + 1u>. The above equation is derived
by using the fact that
〈
F,u1>
〉
= Tr(F1u>) = u>1 and〈
F,1u>
〉
= Tr(F1u>) = u>1.
So, the dual formulation becomes
max
Z,Q,u
− 1
2
‖Z+Q+M+K‖2F +
1
2
‖K‖2F + 21>u
s.t. Z < 0,Q ≥ 0. (12)
Both the primal and Lagrange dual problems are convex.
Under mild conditions, the Slater’s condition holds, which
means the strong duality between the primal and dual prob-
lems. It also implies that the duality gap is zero. As a result,
we are able to indirectly solve the primal by solving the dual
problem. In addition, the KKT optimality conditions (which
are necessary and sufficient conditions for any pair of primal
and dual optimal points of a convex problem) enable us to
recover the primal variable from the dual solution in our case,
as shown in (10).
Since ‖K‖2F is a constant, (12) can be further simplified as
min
Z,Q,u
1
2
‖Z+Q+M+K‖2F − 21>u
s.t. Z < 0,Q ≥ 0. (13)
Problem (13) still has the p.s.d. constraint and it is not
immediately clear about how to solve the problem efficiently
other than using off-the-shelf SDP solvers. One solution is
coordinate ascent. By taking the idea of the cyclic coordin-
ate ascent technique [25] (which seeks for the optimum of
the objective function by repeatedly optimizing each of the
coordinate directions), we can efficiently solve (13).
In particular, if we fix Q and u, the dual problem (13)
becomes
min
Z
1
2
‖Z+Q+M+K‖2F
s.t. Z < 0. (14)
If we define a symbol P = − (Q+M+K) which is a
function of Q and u, then (14) is to minimize ‖Z − P‖2F
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such that Z satisfies the p.s.d. constraint. It has a closed-form
solution Z∗ = P+, where P+ is the positive part of P.
Hence, (13) is simplified into
min
Q,u
1
2
‖P−‖2F − 21>u
s.t. Q ≥ 0, (15)
where P− = P−P+.
Given a fixed Q, we can write the above optimization
problem as follows:
min
u
1
2
‖P−‖2F − 21>u, (16)
where the objective function can be proved to be differentiable
(see [26] for details). So, (16) can be easily solved by using
a gradient descent method (e.g. L-BFGS-B [22]) since it does
not have the matrix variables. L-BFGS-B is a limited-memory
quasi-Newton algorithm for solving bound-constrained nonlin-
ear optimization problems.
On the other hand, given fixed u and Z, (13) becomes
min
Q
1
2
‖Q+ Z+M+K‖2F
s.t. Q ≥ 0. (17)
Problem (17) has a closed-form solution which is Q∗ =
thr≥0(−(Z + M + K)), Here, thr≥0(X) is an operator that
zeros out all the negative entries of X.
To use L-BFGS-B, we need to implement the callback
function of L-BFGS-B, which computes the gradient of the
objective function of (16). The gradient of the dual problem
(16) can be calculated as:
g(ui) = −2−
〈
P−, T̂i
〉
, i = 1, . . . , n. (18)
Here T̂i = Ti+T>i , where Ti is an n×n zero matrix except
that all the elements in the i-th row are ones.
In summary, problem (13) can be solved by alternatively
optimizing Z, Q and u, where in each iteration one variable
is optimized while fixing all other variables. One version of
the proposed algorithm is given in Algorithm 1 (denoted as
LD-SSC1).
In (18), to obtain the gradient for each variable ui (i =
1, · · · , n), we need to compute the inner product between P−
and T̂i at each iteration. Here, P− is a function of the variable
u. Note that, the computation of P− involves the eigen-
decomposition and P− needs to be calculated to evaluate
all the gradients at each iteration of L-BFGS-B. When the
number of constraints is not far more than the number of data
points, the eigen-decomposition dominates the computational
complexity at each iteration. Therefore, the overall complexity
of LD-SSC1 is O(t·n3). Here, t is the number of iterations for
convergence (typically t ≈ 250 ∼ 1, 000 in our experiments);
n is the number of data points. To be specific, the number of
iterations for the inner loop (L-BFGS-B [22] is employed in
our case in Step 2) is 5∼10, while the number of iterations
for the outer loop (Step 2 to Step 4) is 50∼100.
The above optimization takes the dual variables into con-
sideration individually, but (15) can also be directly solved by
L-BFGS-B with the variables Q and u altogether, since we
Algorithm 1 LD-SSC1.
Input: Given a set of points {(a1, . . . ,an)|ai ∈ RM , i =
1, . . . , n} and the number k of clusters.
Output: Clusters {C1, . . . , Ck} with nr points in Cr.
1: Construct a similarity graph (e.g., k-nearest neighbor
graph or fully connected graph) based on the given set;
Initialize Q = I;
2: Optimize (16) to get u using L-BFGS-B with the gradient
(18) of the objective function;
3: Calculate Z by using Z = P+, and Q by using Q =
th≥0(X);
4: Go to Step 2 until the algorithm converges;
5: Obtain the final K̂ according to (10);
6: Compute the first k eigenvectors of K̂;
7: Cluster the points in the k-dimensional subspace using the
simple clustering algorithm.
Algorithm 2 LD-SSC2.
Input: Given a set of points {(a1, . . . ,an)|ai ∈ RM , i =
1, . . . , n} and the number k of clusters.
Output: Clusters {C1, . . . , Ck} with nr points in Cr.
1: Construct a similarity graph (e.g. k-nearest neighbor graph
or fully connected graph) based on the given set;
2: Optimize (15) to get Q and u using L-BFGS-B with the
gradients calculated by (18) and (19);
3: Calculate Z∗ by using Z∗ = P+ based on the outputs
(i.e., Q∗ and u∗) of the optimization step in Step 2;
4: Obtain the final K̂ according to (10);
5: Compute the first k eigenvectors of K̂;
6: Cluster the points in the k-dimensional subspace using the
simple clustering algorithm.
can easily obtain the gradients of the objective function of (15)
over Q and u, which are
g(Q) = −P− (19)
and (18), respectively. Thus, we have another efficient version
to solve the SSC problem, which is given in Algorithm 2
(denoted as LD-SSC2).
Compared with LD-SSC1, the main difference between LD-
SSC2 and LD-SSC1 is in that LD-SSC2 is more efficient
since the outer loop is removed during the optimization. More
specifically, when evaluating the gradients over Q and u at
each iteration, both gradients need to compute the P− that
involves the eigen-decomposition. Similar to LD-SSC1, the
eigen-decomposition dominates the computational complexity
of LD-SSC2. Therefore, the overall complexity of LD-SSC2 is
O(t′ ·n3). Here, t′ is the number of iterations for convergence
and typically t′ = 10 ∼ 20 in our experiments. Compared
with LD-SSC1, the computational complexity of LD-SSC2 is
lower. However, because the variables Q and u are jointly
optimized, LD-SSC2 requires more memory usage than LD-
SSC1 during each iteration in the optimization step (cf. (15)
and (16)).
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C. Discussions
There are a few important issues on the proposed LD-SSC1
and LD-SSC2 algorithms.
• First, LD-SSC and the originial Frobenius normalization
based spectral clustering [19] are intrinsically different
in the formulated optimization problems and hence the
solutions are different. On one hand, the optimization
problem in [19] is formulated as a quadratic programming
problem. In contrast, our formulation is an SDP problem.
Compared with the work in [19] that only tries to find
a closet doubly stochastic matrix, the proposed LD-SSC
emphasizes the importance of the p.s.d. property of the
normalization matrix, which makes the approximation to
the input affinity matrix more accurate. On the other
hand, in [19], the Von-Neumann’s successive projections
lemma [27] is applied to solve the quadratic problem. Our
proposed LD-SSC, however, solves the SDP problem by
exploiting the Lagrange dual form.
• Second, Xing et al. [28] proposed the semidefinite re-
laxation for k Normalized-cut. Our purposed LD-SSC
method is different from Xing et al. The SDP relaxation to
k Normalized-cut gives only a tighter lower bound on the
cut weight compared to the traditional spectral relaxation.
In contrast, LD-SSC mainly focuses on the normalization
step for solving the SSC problem.
• Third, to deal with the large-scale SDP problem, LD-
SSC exploits the duality property. Several methods [29],
[30] have also been proposed to solve large-scale SDP
problems. For example, in [29], matrix factorization is
used to approximate a large-scale SDP problem with a
smaller one. Note that in our case, we exactly solve the
original SDP problem.
• Lastly, Luo et al. [16] developed a graph learning al-
gorithm by solving a convex optimization problem with
the low rank and p.s.d. constraints. Our algorithm and
Luo et al.’s work present two different approaches to
obtain a good normalization. An efficient algorithm based
on augmented Lagrangian multiplier was proposed to
attain the global optimum in [16], while LD-SSC takes
advantages of the Lagrange duality property.
Next, we test the proposed methods on various data sets.
IV. EXPERIMENTS
In order to evaluate the proposed LD-SSC algorithm (two
versions: i.e., LD-SSC1 and LD-SSC2), we conduct a set
of clustering experiments across the popular data sets. The
following subsections describe the details of the experiments
and results.
A. Data Sets
We use several well-studied data sets from the UCI machine
learning repository1 (including SPECTF heart, Wine, Pima,
Hayes-Roth, Iris, and BUPA), the cancer data sets2 (including
Leukemia and Lung), two public face data sets (including
1UCI Repository: http://www.ics.uci.edu/∼mlearn/MLRepository.html
2Cancer Data Sets: http://datam.i2r.a-star.edu.sg/datasets/krbd/
(a) ORL (b) Yale
(c) COIL-20    (d) Alphadigits
Fig. 2. Sample images from the four image data sets used in the experiments.
ORL face database3 and Yale face database4), and two object
image data sets (including COIL-20 [32]5 and the handwritten
binary Alphadigits data set6), respectively. The UCI repository
is well established and widely used for benchmarking different
clustering algorithms. The cancer data sets are the challenging
benchmark in the cancer community. The last four data sets are
the commonly used real-world image data sets. ORL exhibits
the variations in facial expressions and poses while Yale shows
various lighting conditions; COIL-20 contains the variations in
the viewpoint of objects and the Alphadigits data set exhibits
the variations in the shape of handwritten digits and letters.
Sample images from the last four image data sets are shown in
Fig. 2. Table I summarizes the detailed information and kernel
settings for all the data sets.
B. Parameter Settings and Evaluation Metric
In this section, we evaluate the multi-class spectral clus-
tering described in [31] which iteratively solves a discrete
solution by using an alternating optimization procedure taking
the k principal eigenvectors. Other methods (such as [2]) can
also be used, but these methods give similar results [19].
Hence, we employ the framework of [31] while replacing
different normalization algorithms in our experiments. Note
that the results of all the clustering algorithms depend on the
initialization. To reduce statistical variation, we repeat all the
clustering algorithms for 10 times with random initialization,
and report the results corresponding to the best objective
values (similar to [31]).
Two types of kernels used to construct the affinity matrix are
the Gaussian kernel and the polynomial kernel. The similarity
function for the Gaussian kernel can be written as Ki,j =
exp−‖ai−aj‖
2/δ2 , where the parameter δ controls the width of
the neighborhoods. The similarity function for the polynomial
kernel is Ki,j = (a>i aj+1)
d, where the parameter d represents
the degree of the polynomial that affects the shape of the curve.
In this paper, in order to achieve the best performance for
clustering, the kernel type and kernel parameter are manually
chosen for each data set.
For the UCI repository and the cancer data sets, the ex-
tracted features are available in the data sets. In contrast, the
face data sets, ORL and Yale, are only provided with the raw
images. ORL has 40 subjects, where each subject contains 10
images with the size 92×112. Yale has 11 images for each of
3ORL: http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
4Yale: http://cvc.yale.edu/projects/yalefaces/yalefaces.html
5COIL-20: http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php
6Alphadigits: http://cs.nyu.edu/∼roweis/data/binaryalphadigs.mat
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TABLE I
SUMMARY OF THE DATA SETS AND KERNELS USED IN OUR EXPERIMENTS. THE FIRST SIX DATA SETS ARE ADOPTED FROM THE UCI MACHINE
LEARNING REPOSITORY 1 . THE FOLLOWING TWO, LEUKEMIA AND LUNG, ARE FROM THE CANCER DATA SETS 2 , TWO FACE DATA SETS ARE ORL 3 AND
YALE 4 , AND THE LAST TWO ARE COIL-20 5 AND THE HANDWRITTEN BINARY ALPHADIGITS 6 DATA SET.
Data set #Samples #Features #Clusters Kernel #Dimension after PCA
SPECTF 267 44 2 Gaussian −
Wine 178 13 3 Gaussian −
Pima 768 8 2 Gaussian −
Hayes-Roth 160 5 3 Gaussian −
Iris 150 4 3 Gaussian −
BUPA 345 6 2 Polynomial −
Leukemia 72 7, 129 2 Polynomial 5
Lung 181 12, 533 2 Polynomial 5
ORL 400 10, 304 40 Polynomial 5
Yale 165 16, 384 15 Polynomial 5
COIL-20 1, 440 1, 024 20 Gaussian −
Alphadigits 1, 404 320 36 Gaussian −
TABLE II
THE LOWEST ERROR RATE AND MEAN ERROR RATE OBTAINED BY THE DIFFERENT ALGORITHMS ON THE UCI REPOSITORY. THE BEST RESULTS ARE
HIGHLIGHTED IN BOLD.
Lowest Error Rate Mean Error Rate
Algorithm SPECTF Wine Pima Hayes-Roth Iris BUPA SPECTF Wine Pima Hayes-Roth Iris BUPA
NO 0.3408 0.2753 0.3620 0.5250 0.0933 0.4232 0.4173 0.3379 0.4310 0.6078 0.1117 0.4328
RC 0.2322 0.3146 0.4609 0.5313 0.1467 0.4261 0.3278 0.4438 0.4819 0.6031 0.3467 0.4778
NC 0.2472 0.4213 0.3594 0.5500 0.1067 0.4232 0.3728 0.4398 0.4175 0.6119 0.1129 0.4378
FSC 0.2172 0.3427 0.3542 0.5563 0.0933 0.4232 0.2710 0.3903 0.3819 0.5856 0.1108 0.4259
LD-SSC1 0.1873 0.2697 0.3411 0.4688 0.0867 0.4203 0.2231 0.3383 0.3523 0.5463 0.0928 0.4226
LD-SSC2 0.1873 0.2697 0.3411 0.4688 0.0867 0.4203 0.2231 0.3385 0.3523 0.5463 0.0929 0.4228
TABLE III
THE LOWEST ERROR RATE AND MEAN ERROR RATE OBTAINED BY THE DIFFERENT ALGORITHMS ON THE CANCER DATA SETS, THE FACE DATA SETS,
AND TWO OBJECT IMAGE DATA SETS. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.
Lowest Error Rate Mean Error Rate
Algorithm Leukemia Lung ORL Yale COIL-20 Alphadigits Leukemia Lung ORL Yale COIL-20 Alphadigits
NO 0.2917 0.1713 0.8100 0.4242 0.3819 0.6439 0.4506 0.1782 0.8257 0.4533 0.4296 0.6673
RC 0.3333 0.1050 0.8150 0.6909 0.4875 0.7355 0.4475 0.1540 0.8150 0.7261 0.5018 0.7437
NC 0.3750 0.1768 0.9250 0.4848 0.3458 0.6410 0.4275 0.1844 0.9303 0.5158 0.4073 0.6712
FSC 0.3111 0.0994 0.8275 0.4182 0.3583 0.6474 0.3744 0.2735 0.8327 0.4509 0.4116 0.6699
LD-SSC1 0.1806 0.0994 0.6400 0.4182 0.2431 0.4950 0.3148 0.1499 0.6560 0.4479 0.3412 0.5789
LD-SSC2 0.1806 0.0994 0.6450 0.4182 0.2431 0.4932 0.3148 0.1499 0.6560 0.4479 0.3412 0.5789
15 subjects. All the images in Yale are normalized to 128×128
[35]. For simplicity, we extract the feature vector of each face
image by lexicographic ordering of the pixel elements of the
image. Note that the feature vectors from the cancer data sets
and the face data sets are both high-dimensional data, as shown
in Table I. To effectively perform spectral clustering, the
dimensionality reduction technique is used for preprocessing.
In this paper, we use the principal component analysis (PCA)
[34] to perform dimensionality reduction. Other sophisticated
dimensionality reduction algorithms can also be applied.
The COIL-20 data set [32] has 1, 440 images of 20 object
categories. Each category contains 72 images. All the images
are normalized to 32×32 pixel arrays with 256 gray levels per
pixel and then transformed to a 1,024-D feature vector. The
binary handwritten Alphadigits data set contains the binary
handwritten digits and capital letters. There are 36 classes
(including digits of ’0’ through ’9’ and capital letters of ’A’
through ’Z’). Each class has 39 samples, and each binary
image is 20×16 in resolution, which results in a 320-D feature
vector.
We implement the proposed algorithm in Matlab and the
L-BFGS-B part is in Fortran and Matlab interface. All the
computational time is reported on a desktop with Intel i7
(2.20GHz) CPUs and 4.00 GB RAM.
The clustering performance is evaluated by the error rate.
Given that ri and si are the obtained cluster label and the
ground truth label, respectively, the error rate is defined as
follows [33]:
Error Rate = 1−
∑n
i δ(si,map(ri))
n
,
where n is the total number of data points; δ(a, b) is the delta
function that equals to one if a = b and zero otherwise.
The function map(ri) is the permutation mapping function
that maps the cluster label ri to the ground truth label. We
choose the lowest error rate [19] and the mean error rate
across different kernel parameters (δ in the Gaussian kernel
and d in the polynomial kernel) as the evaluation metric in
our experiments.
C. Comparisons with State-of-the-art Algorithms
We perform a comparison between the proposed LD-SSC1,
LD-SSC2 and spectral clustering with three different state-
of-the-art normalization algorithms, including: 1) Normalized-
cut (NC) [7], [18] which is based on the relative entropy
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normalization; 2) Ratio-cut (RC) [4] which is based on the
L1 normalization; and 3) the Frobenius normalization based
spectral clustering (FSC) [19]. To show the importance of the
normalization step, we also give the clustering results when
no normalization (NO) is applied.
Tables II and III show the comparison results (including
the lowest error rate and mean error rate) obtained by the
competing algorithms on various data sets. The proposed LD-
SSC1 and LD-SSC2 give better or comparable results against
the state-of-the-art algorithms like NO, RC, NC, and FSC in
terms of the lowest error rate and mean error rate. LD-SSC1
and LD-SSC2 have achieved similar performance since both
algorithms optimizes the same objective function. It is worth
noting that the algorithms, such as NC or RC, can worsen
the performance of clustering compared with that without
the normalization step for some data sets (e.g. Iris, BUPA,
Yale, COIL-20, and Alphadigits). The reason may be that the
L1 norm or the relative entropy measure are not good error
measures for the normalization in these data sets.
Fig. 3 shows the clustering performance of different algo-
rithms on all the data sets under varying kernel paramters
(δ or d). From the experimental results, we can see that
LD-SSC1 and LD-SSC2 consistently outperform the other
algorithms for most data sets on the UCI repository. FSC,
LD-SSC1, and LD-SSC2 obtain the similar error rate in Iris
and BUPA. Some algorithms, such as NO and RC, show
great variations in the error rate when the kernel parameter
changes, especially for Iris and BUPA. Improved clustering
results are achieved by LD-SSC1 and LD-SSC2 for Leukemia
and Lung. FSC, however, has achieved a high error rate
with some parameters for Lung. LD-SSC1 and LD-SSC2
outperform the other algorithms on the ORL database while
FSC, LD-SSC1 and LD-SSC2 achieve similar performance
on the Yale database. For the COIL-20 and Alphadigits data
sets, both LD-SSC1 and LD-SSC2 obtain the lowest error rate
and mean error rate by about 10% ∼ 15% less compared
with the other algorithms. Again, we observe that the L1
normalization or the relative entropy normalization degrade
the performance of the algorithms when it is compared with
that without normalization for some data sets. However, the
Frobenius normalization based algorithms (FSC, LD-SSC1,
and LD-SSC2) can boost the performance in most data sets.
LD-SS1 and LD-SS2 achieve very close performance in most
cases.
In Fig. 4, we plot the embedded results (formed by the
two principal eigenvectors of the normalized affinity matrix)
obtained by the different clustering algorithms for the cancer
data sets (i.e., Leukemia and Lung) given the fixed kernel
parameter (d = 2). The first two principal components (PCs)
of the cancer data after the PCA preprocessing step are also
given for comparison. The ground truth distribution of the
two classes are plotted with different colors. Ideally, after
the normalization step, the points in the low-dimensional
subspace with higher similarity form closer cluster and the
points with lower similarity are far apart from each other.
Thus, the data points can be partitioned in an easier and
simpler way. For example, most algorithms show improved
data distribution results after the normalization step for the
lung data set. However, we find that RC (for Leukemia and
Lung) or FSC (for Leukemia) have some outliers after normal-
ization, which makes the following clustering more difficult.
NC mixes the two classes together after the normalization
step for the Leukemia data set. LD-SSC1 and LD-SSC2 have
better clustering results for the Leukemia data set, while the
performance of these two methods for the Lung data set seems
to be not very separable. This is due to the use of only the
first two PCs. However, from Fig. 4, it shows that LD-SSC1
and LD-SSC2 try to align all the points in a line so that the
two classes are well separated, which is similar to the idea of
the linear discriminant analysis (LDA) [35] for the two-classes
case in the supervised learning.
Clustering results show that in most cases, the Frobe-
nius normalization with the p.s.d. constraint (i.e., LD-SSC1
and LD-SSC2) achieves better results than that without the
p.s.d. constraint (i.e. FSC) on various data sets. To further
demonstrate that the p.s.d. constraint is necessary for more
accurate doubly stochastic approximation, we show the com-
parison of the obtained normalized affinity matrix between
FSC and LD-SSC1 on COIL-20 and Alphadigits (given the
fixed kernel parameter) in Fig. 5. For convenience, we only
show four classes from the two data sets. The original affinity
matrix has four dense clusters with overlaps between them.
However, after the normalization step, the overlap between
clusters are greatly reduced (see Fig. 5(c) and Fig. 5(f)). The
connections between different clusters are suppressed while
the connections within the same clusters are enhanced, which
has a similar effect as the aggregation network [36]. LD-SSC1
(LD-SSC2) obtains a better normalized affinity matrix than
FSC. Therefore, by taking the p.s.d. constraint into account,
the doubly stochastic approximation to the affinity matrix is
more accurate for the Frobenius normalization, which results
in better clustering performance.
In summary, experimental results on various data sets show
that a good error measure during the normalization can in-
fluence the final clustering results. The Frobenius norm is
more natural than other error measures, and the proposed LD-
SSC1 and LD-SSC2 achieve better clustering results compared
to the state-of-the-art algorithms in most cases. The error
rate varies with different kernel parameters which controls
the intrinsic affinity relationships between data points. In
short, LD-SSC1 and LD-SSC2 are more stable than the other
competing algorithms in terms of the error rate when the kernel
parameter (δ in the Gaussian kernel or d in the polynomial
kernel) changes.
D. Computational Complexity
The optimization problem of SSC is a semidefinite pro-
gramming (SDP) problem, which allows us to use off-the-shelf
SDP solvers. To show the efficiency of the proposed algorithm,
we also compare the computational time between our scalable
LD-SSC algorithm (LD-SSC1 and LD-SSC2) and the SSC
using CVX (CVX-SSC) [37], which is a standard package
for convex optimization. There are two solvers provided in
CVX - SeDumi and SDPT3. We find that the SDPT3 solver is
faster than the SeDumi solver for the SDP problem. Therefore,
we use CVX with the SDPT3 solver for comparison. Note
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Fig. 3. Error rate vs. similarity measure, for all the data sets used in the experiments.
that, the running time of FSC is not reported. In general,
it is much faster than our methods. Because our methods
solve much more complicated optimization problems due to
the introduction of the p.s.d. constraint.
First, we show the obtained results on synthetic toy data. We
randomly generate two classes according to different Gaussian
distributions (different means and covariance matrices). Fig.
6(a) shows the computational time with different numbers of
samples (from 50 to 1,000). Note that when the number of
samples exceeds 200, CVX-SSC halts due to the memory
limits in Matlab. Therefore, we only report the computational
time when the number of samples is smaller than 200 for
CVX-SSC. In contrast, the proposed scalable LD-SSC1 and
LD-SSC2 can deal with more than 1,000 samples for cluster-
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Fig. 4. Embedded results (formed by the two principal eigenvectors of the normalized affinity matrix) obtained by the different clustering algorithms given
the fixed kernel parameter (d = 2) for the cancer data sets. The first row shows the results from Leukemia and the second row shows the results from Lung.
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Fig. 5. Comparison of the obtained normalized affinity matrix between FSC and LD-SSC1 (given the fixed kernel parameter). The first row shows some
results for COIL-20 (four classes and 72 samples for each class) and the second row shows some results for Alphadigits (four classes and 39 samples for each
class). A sample from each class is also given. Darker pixels mean that they are more similar. The overlaps between different classes are reduced significantly
after the Frobeniun normalization with the p.s.d constraint (see (c) and (f)). Note that LD-SSC2 is not shown since LD-SSC2 obtains a similar normalized
affinity matrix as LD-SSC1.
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TABLE IV
COMPARISON OF THE LOWEST ERROR RATE AND COMPUTATIONAL TIME (SECONDS) BETWEEN THE CVX SOLVER AND THE PROPOSED ALGORITHM.
THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.
Lowest Error Rate
Algorithm SPECTF Wine Pima Hayes-Roth Iris BUPA Leukemia Lung ORL Yale COIL-20 Alphadigits
CVX-SSC − 0.2697 − 0.5857 0.1133 − 0.1806 0.0994 − 0.4909 − −
LD-SSC1 0.1873 0.2697 0.3411 0.4688 0.0867 0.4203 0.1806 0.0994 0.6400 0.4182 0.2431 0.4950
LD-SSC2 0.1873 0.2697 0.3411 0.4688 0.0867 0.4203 0.1806 0.0994 0.6450 0.4182 0.2431 0.4932
Computational Time
Algorithm SPECTF Wine Pima Hayes-Roth Iris BUPA Leukemia Lung ORL Yale COIL-20 Alphadigits
CVX-SSC − 6682s − 3353s 1195s − 68s 3421s − 3675s − −
LD-SSC1 153s 23s 4344s 45s 13s 298s 4s 31s 448s 18s 5106s 5037s
LD-SSC2 7s 2s 69s 2s 2s 9s 2s 3s 17s 1s 243s 184s
TABLE V
MEMORY USAGE (BYTE) OF ALL THE PARAMETERS FOR L-BFGS-B IN LD-SSC1 AND LD-SSC2.
Memory usage of L-BFGS-B
Algorithm SPECTF Wine Pima Hayes-Roth Iris BUPA Leukemia Lung ORL Yale COIL-20 Alphadigits
LD-SSC1 1.09M 0.49M 9.01M 0.39M 0.35M 1.82M 0.08M 0.50M 2.45M 0.42M 31.7M 30.1M
LD-SSC2 2.73M 1.21M 22.52M 0.98M 0.86M 4.54M 0.20M 1.25M 6.11M 1.04M 79.1M 75.2M
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Fig. 6. Comparison of the computational time between LD-SSC1, LD-SSC2
and CVX-SSC.
ing. For the large scale clustering, the general purpose SDP
solvers are not viable, but our scalable algorithm is applicable
by exploiting the dual form of the SSC problem.
Then, we show the clustering results on a real data set. Fig.
6(b) gives the computational time on the Yale face database
with different numbers of samples for clustering, using CVX-
SSC and the proposed algorithm. It is obvious to observe that
the proposed LD-SSC1 and LD-SSC2 are much faster than
CVX-SSC. LD-SSC1 and LD-SSC2, which use the special
structure in the dual form, achieve a higher efficiency than the
general-purpose SDP solver.
Finally, Table IV gives a comparison of the lowest error
rate and the corresponding computational time of CVX-SSC
for all the data sets given the fixed kernel parameters. Note
that all the computational time of CVX-SSC for SPECTF,
Pima, BUPA, ORL, COIL-20, and Alphadigits data sets is
not shown, because the number of samples in these data sets
exceeds 200, which makes CVX-SSC not applicable. CVX-
SSC, LD-SSC1 and LD-SSC2 have similar error rate for most
data sets. However, the proposed LD-SSC1 and LD-SSC2 are
much more efficient than CVX-SSC. In Table V, we also report
the memory usage of all the parameters for L-BFGS-B which
consumes the majority of the computational time in LD-SSC1
and LD-SSC2. LD-SSC2 has a faster convergence rate, but
requires more memory than LD-SSC1 at each iteration in
L-BFGS-B. This is due to the fact that LD-SSC2 finds the
solution of Q and u, but LD-SSC1 only obtains the solution
of u in L-BFGS-B.
E. Image Segmentation Results
In this subsection, we explore the application of the pro-
posed algorithm and show real image segmentation with our
and other competing clustering algorithms. The framework
of [31] is used to perform different clustering algorithms for
real image segmentation. Images are convolved with oriented
filter pairs to extract the magnitude of edge responses. The
pixel affinity matrix K is measured based on the maximum
magnitude of edges across the line between two pixels [38].
For convenience, we resize all the images to the size of 40×40.
In all the segmentation experiments, the number of classes k
is manually chosen (k = 4 in our experiments). Similar to the
previous experiments, the only difference between these image
segmentation approaches is the normalization algorithm used.
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Fig. 7 shows the image segmentation results on a set of face
images. We observe that LD-SSC1 and LD-SSC2 outperform
NO, NC, RC, and FSC in most cases. Both LD-SSC1 and LD-
SSC2 are able to accurately locate the boundary of the object
and remove small segmentation patches. FSC, however, has
the over-segmention problem at the area inside the object. In
constrast, semidefinite spectral clustering via Lagrange duality
yields more accurate segmentation results than the traditional
spectral clustering algorithms.
        (a) NO      (b) RC        (c) NC        (d) FSC    (e) LD−SSC1 (f) LD−SSC2
(a) NO (b) RC (c) NC (d) FSC (e) LD-SSC1 (f) LD-SSC2
Fig. 7. Comparisons of the different multiclass segmentation results on real
face images.
V. CONCLUSION AND DISCUSSION
Normalization of the affinity matrix is a crucial factor
for spectral clustering. Existing normalization algorithms can
be considered as the doubly stochastic approximation to the
affinity matrix under different error measures. In this paper,
an efficient and scalable normalization algorithm with two
versions (i.e., LD-SSC1 and LD-SSC2) for semidefinite spec-
tral clustering is presented. The two versions are equivalent
for the SSC problem but differ only in their optimization
step, where LD-SSC1 requires less memory usage while LD-
SSC2 has faster convergence rate. We show that it is more
desirable to have the doubly stochastic constraint as well as
the p.s.d. constraint during the normalization step.
The proposed LD-SSC1 and LD-SSC2 are simpler and
much more scalable than the standard interior-point based
SDP solvers. The key to our algorithm is to exploit the
Lagrange dual form by using the structure of the optimization
problem. Experimental results on various data sets have shown
the importance of the normalization and the p.s.d. constraint
to the final performance of clustering. The proposed algo-
rithm achieves better performance than the state-of-the-art
algorithms in most data sets. We also observe that the L1
normalization (Ratio-cut) or the Relative entropy normaliza-
tion (Normalized-cut) can sometimes degrade the clustering
performance in some data sets compared with the case without
normalization. On the contrary, the proposed LD-SSC1 and
LD-SSC2 improve the clustering performance in most cases.
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