Abstract. In the last ten years a total of 25 sounding rockets employing ionization gauges have been launched at high latitudes (∼ 70 • N) to measure total atmospheric density and its small scale fluctuations in an altitude range between 70 and 110 km. While the determination of small scale fluctuations is unambiguous, the total density analysis has been complicated in the past by aerodynamical disturbances leading to densities inside the sensor which are enhanced compared to atmospheric values. Here, we present the results of both Monte Carlo simulations and wind tunnel measurements to quantify this aerodynamical effect. The comparison of the resulting 'ram-factor' profiles with empirically determined density ratios of ionization gauge measurements and falling sphere measurements provides excellent agreement. This demonstrates both the need, but also the possibility, to correct aerodynamical influences on measurements from sounding rockets.
Introduction
During the last ten years a total of 25 sounding rockets have been launched by the Atmospheric Physics group of Bonn University (which is now at the Leibniz Institute of Atmospheric Physics in Kühlungsborn) carrying ionization gauges
Correspondence to: M. Rapp (rapp@iap-kborn.de) to measure the neutral number density and its small scale fluctuations in an altitude range between 70 and 110 km. For a compilation of dates, flight labels, etc., see Table 1 . The fluctuations have been used to unambiguously deduce turbulent parameters, such as the turbulent energy dissipation rate (Lübken, 1992 (Lübken, , 1997 . On the other hand, the derivation of absolute number densities is complicated by the fact that atmospheric densities are disturbed by the supersonic motion of the rocket vehicle, leading to densities inside the sensor, which are significantly larger than atmospheric densities.
In this paper we describe a procedure to quantify this aerodynamic effect, both experimentally and numerically. We first give a short description of the ionization gauges and characterize the aerodynamic problem in more detail. We then present the results of wind tunnel measurements of the so-called 'ram factor', i.e. the ratio between the density actually measured by the gauge and the undisturbed density of the flow. We use these results and the numerical results of Monte Carlo simulations of the density fields inside the gauges to determine altitude profiles of the ram-factors in order to correct the measured densities. Finally, we use the corrected density measurements to deduce mean density profiles for selected times of the year (January until March, July until August, and September until October). These mean profiles are compared to profiles from reference atmospheres like CIRA86 (Fleming et al., 1990) and MSIS90 (Hedin, 1991) .
Experimental technique
In the past ten years the Bonn University group has utilized two different ionization gauges to measure atmospheric neutral density, i.e. the TOTAL and the CONE instrument. Both TOTAL (the name emphasizes that total number densities are measured) and CONE (COmbined measurement of Neutrals and Electrons) are classical triode type ionization gauges optimized for a pressure range between 10 −5 to 1 mbar, thus suitable to measure in an altitude range between 70-120 km (Hillert et al., 1994; Giebeler et al., 1993) . In order to obtain absolute densities, the gauges are calibrated in the laboratory using a high quality pressure sensor, such as a Baratron. A schematic presentation of the gauges TOTAL and CONE is shown in Fig. 1 . As is seen from this figure, the main difference between the two ionization gauges is their geometrical design. TOTAL is a 'closed' gauge, where the triode system is placed inside a cylindrical tube accessible only by ambient molecules through a small orifice (Hillert et al., 1994) . Atmospheric air molecules can enter the ionization volume only after at least two collisions with the tube walls. In contrast, CONE consists of spherical electrode grids of high transparency without being surrounded by any structure (Giebeler et al., 1993) . This allows the air molecules to stream 'through' the sensor. The main purpose of the CONE design is to reduce the instrumental time constant, thus enhancing the ability to resolve turbulent fluctuations of even smaller scales than was possible with TOTAL. Note that CONE posseses two more electrodes than TOTAL. While the outermost grid is biased to +6V to measure electrons, the next-inner grid (−15V) is meant to shield the ionization gauge from ambient plasma. Both ionization gauges took data at a frequency of ∼ 3 kHz, resulting in a theoretical altitude resolution of ∼ 0.3 m for a typical rocket velocity of 1000 m/s. However, due to the spin modulation, the data must be averaged, resulting in an effective altitude resolution of ∼ 200 m for the total number Hillert et al. (1994) and Giebeler et al. (1993) . density measurement.
Aerodynamic effects
While the procedure to derive absolute number densities from the ionization gauge current works well in the laboratory where the gas streams slowly into the measuring volume, the densities are modified if the gauge is mounted on a sounding rocket. These rockets typically move at a speed of several times the speed of sound. Compression waves develop in the front of such payloads, leading to a disturbed density and temperature field around the vehicle. Thus, the density measured by CONE or TOTAL is enhanced relative to the ambient density by a ram-factor f ram :
where n meas is the density measured by the instrument and n is the undisturbed atmospheric density. For a general discussion of the influence of aerodynamics on rocket-borne in situ measurements in the middle atmosphere, we refer to Bird (1988) and Gumbel (2001b) . How can this ram-factor be determined? It turns out that it is very difficult to access this factor theoretically: the atmospheric altitude range of interest (110-70 km) includes the altitude region where the mean free path of the air molecules is of similar magnitude as typical dimensions of the gauges (some centimeters). Flow characteristics are usually described by means of the Knudsen number Kn = λ/L, where λ is the mean free path, and L is a typical dimension of the instrument. For Kn 1, it can be assumed that incident and reflected molecules will not interact with each other, resulting in the so-called 'free molecular flow theory' (e.g. Patterson, 1956 ). On the contrary, for Kn 1, the streaming molecules can be regarded as a continuum so that standard continuum fluid dynamics can be applied. In Table 2 we Table 3 . Parameters of the wind tunnel experiments.z denotes the altitude which corresponds to the density in the experiment chamber. The altitude dependence of density has been taken from CIRA86 for the month July and a geographical latitude of 70 • N (Fleming et al., 1990) . Kn and Re have been calculated for L = 5 cm. have listed some aerodynamic and atmospheric parameters for a typical flight of the TOTAL or the CONE ionization gauge. As can be seen from Table 2 , the scientifically most interesting altitude range between 80 and 100 km where, for example, the mesopause is located and phenomena, such as noctilucent clouds and polar mesospheric summer echoes, occur (e.g. Lübken, 1999; Witt, 1962) is characterized by 0.1 < Kn < 10. Thus, neither of the above mentioned 'simple' theories can be applied. Here, two methods are available to deduce the ram factor: experimentally, by directly measuring the ram-factor in a wind tunnel; and theoretically, by the numerical simulation of the paths and interactions of individual molecules applying Monte Carlo techniques (Bird, 1988; Gumbel, 2001b) . We have utilized both methods and we will now present the results of these efforts in the next section.
Determination of the ram-factor

Wind tunnel measurements
In order to determine the ram-factor experimentally, the aerodynamic situation of the rocket flight through the middle at- Table 3 . mosphere has to be simulated in a wind tunnel. However, it turns out that most of the existing wind tunnel facilities operate with densities that are too high (e.g. appropriate for airplane design). Fortunately, we had access to the Facility for Rarefied, Supersonic, and Reactive Flows at the Laboratoire d'Aerothermique du CNRS at Meudon (France). Table 3 summarizes the wind tunnel conditions for which measurements of the ram-factor were performed at this facility.
Comparing the wind tunnel flow conditions in Table 3 to the actual flight conditions (Table 2) , it turns out that there is a nice agreement in terms of densities, and Mach and Knudsen numbers for the altitude range between 70 and 90 km (wind tunnel experiments 4-7). However, due to different flow temperatures in the wind tunnel and the atmosphere, the Reynolds numbers are significantly different (for a detailed discussion of similarity between wind tunnel and atmospheric flows see Gumbel (2001b) . Therefore, it must be concluded that we cannot directly transfer results obtained in the wind tunnel to atmospheric flight conditions. However, what we can study in the wind tunnel is the variation of the ram-factor with the angle of attack, α, i.e. the angle between the rocket axis and the velocity vector. The ram-factors for CONE and TOTAL were measured by exposing them directly to the supersonic jet of the wind tunnel. The free flow density was directly measured by means of an electronbeam fluorescence technique (Gumbel, 2001b) . In Figs. 2 and 3 we present the results of the measured ramfactors for both CONE and TOTAL, respectively, as a function of α. We only present results from wind tunnel conditions 4-7, since the corresponding Mach numbers are closest to those during rocket flights (see Table 2 ). For CONE and α=0, the ram-factor increases with increasing free stream density between 1.6 at the lowest, and 2.4 at the highest density. Since CONE is an open ionization gauge, the ram-factor shows little variation with α. For α ≤ 60 • , there is hardly any variation detectable. This is a very convenient result because the correction of the atmospheric data due to different angles of attack can be neglected (during a typical rocket flight, the angle of attack normally does not exceed 60 • ). The TO-TAL measurements show a different behaviour. First of all the ram-factors show more than double the values than the CONE-data, a behaviour which is caused by the closed design of this gauge. Second, the ram-factors show a distinct variation with α. For comparison, we have also plotted solid lines showing a cos(α)-dependence normalized to the measured ram-factor for 0 • . We see that the measurements can be described by such a simple law to a very good approxima- tion.
In summary, we conclude that the CONE measurements are independent of the angle of attack, provided that α ≤ 60 • , while the dependence of the ram-factors for TOTAL is well described by a cosine law.
Direct Simulation Monte Carlo calculations
As has been explained above, the experimental results for the ram-factors cannot directly be applied to atmospheric flight conditions because of different temperatures in the wind tunnel flowfield and the atmosphere. Therefore, we have simulated the density fields inside the CONE and TOTAL gauge appropriate for atmospheric flight conditions with the Direct Simulation Monte Carlo (DSMC) method (Bird, 1988) in the version of the Stockholm DSMC model (Gumbel, 1997 (Gumbel, , 2001b . For this model approach, the flow in the vicinity of the two gauges was simulated using two-dimensional axially symmetric grids. While the TOTAL gauge is basically a bucket, the CONE sensor consists of 4 concentrical spherical meshes forming the electrodes of the gauge. In a companion paper, Gumbel (2001a) has presented an approach to model the flow through meshes of a given transparency in the framework of the DSMC method. Gumbel has measured the density fields of the flow through meshes of different transparencies in a wind tunnel experiment under mesospheric flow conditions and also simulated these flow fields with the DSMC technique. The agreement between measurements and simulations was satisfying and we have, therefore, decided to utilize this model approach to simulate the density fields inside the CONE instrument. The basic assumption to model the transmission of the electrodes is to assume that the spherical shells are infinitely thin. Molecules passing through the location of the spheres penetrate the electrodes if a random number between 0 and 1 is less than the given transmission of the electrode (e.g. 0.884 for the outermost grid) and if not, are reflected.
In Figs. 4 and 5 we show two examples of such simulations for the CONE and the TOTAL ionization gauges for atmospheric flow conditions at 90 km altitude (see Table 2 for more details). The conceptual difference between the two gauges is obvious: the 'open' design of CONE leads to less enhanced densities (mean density ratio is of the order of 2) compared to TOTAL (density ratio ∼ 8). On the other hand, the density distribution inside the TOTAL instrument is quite homogenous, whereas inside CONE, there are sharp gradients and inhomogeneities due to the different meshes. Based on flowfield calculations for the whole altitude range of interest, i.e. from 70 to 110 km altitude, we have now determined altitude profiles of the ram-factors for both CONE and TO-TAL. While for TOTAL this is an easy exercise due to the homogeneity of the density distribution, more care needs to be taken in the case of the CONE sensor. With the additional knowledge of the spatial distribution of the ionization events in the gauge which we have calculated with the aid of the iontrace-model SIMION (Dahl, 1995) , the ram-factor has been determined by a weighted mean over the ionization volume.
Before we turn to the presentation and discussion of the ram-factor profiles appropriate for atmospheric applications, we state that we have also calculated ram-factors for windtunnel conditions. For both CONE and TOTAL, we have determined ram-factors for experiment Nr. 7 (see Table 3 for more details), i.e. for laboratory conditions which are close to flight conditions in the vicinity of the mesopause at altitudes of ∼ 90 km (see Table 2 ). For CONE, we obtain a DSMC result of 1.6±0.1 compared to a measured value of 1.6±0.25. For TOTAL, the Monte Carlo simulations give 4.6±0.1 compared to a measured value of 4.1±0.7. Thus, both for CONE and TOTAL, the simulated and measured ram-factor values agree within the uncertainty of their error bars.
Validation of DSMC results with falling sphere densities
An independent check of the altitude profiles of calculated ram-factors can be achieved by comparing the uncorrected densities of the ionization gauges with the density measurements by falling spheres. All TOTAL/CONE sounding rocket flights were accompanied by at least one falling sphere flight in order to determine meteorological conditions in the middle atmosphere. The falling sphere technique has been described intensively in the literature (e.g. Schmidlin, 1991) . The prime quantity measured is atmospheric density which is deduced from the measured deceleration of the sphere due to the friction with the atmospheric air. Density profiles are achieved from ∼ 95 km down to 30 km, with an altitude resolution of some kilometers in the upper part of the trajectory (e.g. Schmidlin, 1991; Lübken, 1999) . The falling sphere profiles used in this paper have been published by Lübken and von Zahn (1991) and Lübken (1999) .
In Fig. 6 we show a height profile of the mean density ratio determined from the comparison of a total of 5 density profiles measured with the CONE instrument, with 7 falling sphere density profiles (in two cases there was one falling sphere shortly before and after the ionization gauge). The error bars indicate the rms variation of the data. In this plot we have also indicated the results of the DSMC simulations. In the altitude range of overlap, the profiles reveal a rather good agreement. Note that the apparent small deviation at ∼82 km is not significant, i.e. the profiles still agree within their error bars. This apparent deviation is probably due to the rather crude statistics of only seven simultaneous data sets of CONE and falling sphere measurements. The deviation vanishes, for example, in case of TOTAL, where 17 profiles are available (see below). This demonstrates that indeed the DSMC method is useful in quantitatively determining the ram-factor for the CONE instrument.
We now turn to the results for TOTAL. Again we have derived density ratios from the comparison of ionization gauge and falling sphere measurements. In this case, we have a data base of 17 sets of ionization gauge and falling sphere measurements which were perfomed close in time. The height profile of the mean density ratio, together with its rms variation is presented in Fig. 7 . Furthermore, we have plotted two theoretical curves: one determined from the Rayleigh-Pitot formula (e.g. Shapiro, 1954) and the other determined with the DSMC method. Below 90 km both theoretical curves and the measured density ratios agree perfectly. The small departure of the DSMC curve from the Rayleigh-Pitot curve above Fig. 7 . Mean altitude profile of density ratios between TOTAL and falling sphere measurements (thick solid line). Error bars indicate the rms variation of the data. In addition, the results from the DSMC calculations (short dashed line) and a ram-factor calculated with the Rayleigh-Pitot formula (long dashed line) (Shapiro, 1954) are shown.
90 km is expected, as the Rayleigh-Pitot formula is based on continuum mechanics. Therefore, it is approximatly at altitudes where the Knudsen number becomes larger than ∼ 0.1 where the Monte Carlo results depart from the Rayleigh-Pitot values.
In summary, we conclude that the excellent agreement of the calculated ram-factors and empirically determined density ratios from falling spheres and ionization gauges suggests that we can indeed apply the results of the Monte Carlo simulations to correct the ionization gauge density measurements. If we take these correction factors to be exact, then the remaining uncertainty of our density measurements is determined by the uncertainty of the laboratory calibration with an upper limit of 2%.
Results
We have corrected all the density profiles measured during the rocket flights, listed in Table 1 , with the ram-factor profiles introduced in the last section. The resulting density profiles have been grouped according to season. Thus, we obtain the four sets of density measurements listed in Table 4 . Lehmacher and Lübken, 1995) . Andøya and ESRANGE have nearly the same latitude, such that the data can be merged together to derive mean profiles. Our guideline to group the measured profiles was the seasonal variation of densities and temperatures, earlier deduced from falling sphere measurements (Lübken and von Zahn, 1991; Lübken, 1999) . While the July/August data and the January/March data fall into the core summer and winter season, respectively, the September/October and the May data have been measured in the transition times from one state to the other (Lübken, 1999) . Note that we have only used data from rocket flights listed in Table 1 during which the angle of attack did not exceed a limit of ∼60 • . For angles of attack larger than this limit, we cannot easily correct for the angular dependence of the ram-factor (see Sect. 4.1 for more details). A listing of mean densities, except for the month May, where only one successful measurement has been performed up until now, is presented in Table 5 . We start with the presentation of the results for the summer flights in July and August. In Fig. 8 we present a summary plot of all seven density profiles. In order to make small scale features on top of the exponential trend of the profiles more easily visible, we have divided all profiles by a reference profile from CIRA86 (Fleming et al., 1990) . Furthermore, we have calculated the mean of the profiles and indicated the deviation every five kilometer of our data from CIRA86. It turns out that the CIRA86 densities are too low below 80 km altitude, by about 20%. However, above 80 km, we find that CIRA86 densities are too large by about 40%, consistent with the results of Lübken (1999) .
How do our mean summer densities compare to other measurements or reference atmospheres? In Fig. 9 we present a comparison of our mean profile with a mean falling sphere profile from Lübken (1999) and the reference atmosphere MSIS90 1 (Hedin, 1991) . We first note that the agreement of the CONE/TOTAL densities and the falling sphere densities is perfect. Below 85 km, both profiles are merely distinguish-1 All densities relative to CIRA86 able, and above that the deviation is well within the rmsvariability of the CONE/TOTAL measurements, as indicated by the error bars. We further note that below 85 km, MSIS90 represents the correct situation closer than CIRA86. Here, the deviation between the CONE/TOTAL and the MSIS90 data is also within the CONE/TOTAL rms-variation. However, above 85 km, MSIS90 also has densities which are too large, i.e. 20% at 90 km and 40% at 110 km.
The situation changes for the data sets during the transition months of September/October presented in Fig. 10 . In this case, the comparison of the CONE/TOTAL data, the MSIS90 data, as well as the falling sphere data shows a close agree- ment at least when the rms-variation of the ionization gauge densities is included. We conclude that during this period all of the discussed data sets describe the real mean state of the atmosphere sufficiently well. Only CIRA86 shows significant deviations of the order of 25% at 85 km and 105 km altitude, respectively.
In the period from January to March (see Fig. 11 ), all densities agree well, except (this time) for the MSIS90 data set, which shows a maximum deviation of nearly 40% at 100 km altitude from the ionization gauge measurements. On the other hand, the natural variability of atmospheric densities at this altitude is also rather large, i.e. on the order of 20%. Yet, the difference between the CONE/TOTAL data and the MSIS90 data is significant.
Finally, we show results for the month of May. In this period, only one single rocket flight has provided useful data, i.e. flight MSMI03, which was launched in May 2000. The results are presented in Fig. 12 . In addition to the comparison with the mean falling sphere densities from Lübken (1999) , we show a density profile measured with a falling sphere just a few minutes before the sounding rocket launch. The agreement between the CONE and falling sphere measurements is perfect. Note that this is another confirmation of the qual- Fig. 9 . Comparison of ionization gauge densities to density profiles from MSIS90 (Hedin, 1991) and mean falling sphere densities (Lübken, 1999) for the core summer months July and August. ity of our algorithm to correct for the aerodynamical effects described above. While all previously discussed sounding rocket flights had an apogee of approximately 130 km, flight MSMI03 only reached an apogee of 106 km. Hence, the aerodynamical parameters for this flight are different such that the Monte Carlo calculations had to be repeated for this particular rocket flight. The good agreement between the falling sphere and the CONE data emphasizes impressively the quality of the Monte Carlo method.
Apart from this more technical point of view, we would also like to emphasize the discrepancy between the actual CONE measurements and the mean falling sphere profile from Lübken (1999) . While for all other periods of the year there was a near perfect agreement between the ionization gauge and the mean falling sphere densities, here we find a discrepancy of the order of 15%. This is due to the large natural variability which characterizes the transition period during which the data were taken. It is just at the beginning of May when the atmosphere departs from its stable 'winter state' and passes over to its 'summer state' with steep temporal gradients of atmospheric temperatures in between (Lübken, 1999) . 
Summary
In this paper we have presented an approach to derive absolute densities from rocket-borne measurements with ionization gauges. In the past, the lack of a conclusive analytical theory of the aerodynamics in the transition regime has prevented the correction of the so-called ram-effects in the altitude range below about 100 km. Benefitting from the progress in computer development, it is now possible to successfully utilize Monte Carlo techniques to simulate the density fields inside even very complicated instruments, such as the CONE ionization gauge. Using this Monte Carlo approach, together with direct measurements of the ram-factor in a wind-tunnel in order to clarify the influence of the angle of attack, we have developed a correction method for rocketborne measurements with the ionization gauges CONE and TOTAL. The comparison of the derived ram-factor profiles with empirical ram-factors derived from the comparison of uncorrected ionization gauge densities with falling sphere densities gives an excellent agreement. We have then used the derived ram-factor profiles to correct the density measurements from a total of 20 rocket flights. The resulting density profiles have been merged according to the season when the measurements have been taken. Mean density profiles have been derived and compared to reference atmospheres, such as CIRA86 and MSIS90, and independent in situ measurements made with falling spheres. While the comparison with the falling sphere data yields excellent agreement, it turns out that particularly during the summer, the use of CIRA86 or MSIS90 densities to derive, for example, mixing ratios of trace constituents can be wrong by as much as 40%. Finally, it should be emphasized that our results establish the method of measuring absolute neutral air densities with rocket-borne ionization gauges provided that aerodynamic effects are corrected, as described in this paper. Compared to measurements with falling spheres this has the great advantage of a real simultaneous common volume measurement with different instruments, as well as a measurement with a higher altitude resolution in the mesopause region (200 m compared to several km), and finally a larger upper altitude limit (i.e. 110 km compared to ∼ 90 km). The last point is especially important during winter when the mesopause has an average altitude of ∼ 100 km and cannot be determined in situ from the falling sphere technique.
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