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Abstract 
Two-dimensional magnetic recording (TDMR) coupled with shingled-magnetic 
recording (SMR) is one of next generation techniques for increasing the hard disk 
drive (HDD) capacity up to 10 Tbit/in
2
 in order to meet the growing demand of 
mass storage. 
We focus on solving the tough problems and challenges on the detection end of 
TDMR. Since the reader works on the overlapped tracks, which are even narrower 
than the read head, the channel detector works in an environment of low signal-to-
noise ratio (SNR), two-dimensional (2-D) inter-symbol interference (ISI) and 
colored noise, therefore it requires sophisticated detection techniques to provide 
reliable data recovery. Given that the complexity of optimal 2-D symbol detection 
is exponential on the data width, we had to choose suboptimal solutions. 
To build our research environment, we use an innovative Voronoi grain based 
channel model which captures the important features of SMR, such as squeezed 
tracks, tilted bit cells, 2-D ISI, electronic and media noise, etc. Then we take an 
in-depth exploration of channel detection techniques on the TDMR channel model. 
Our approaches extend the conventional 1-D detection techniques, by using a 
joint-track equalizer to optimize the 2-D partial-response (PR) target followed by 
the multi-track detector (MTD) for joint detection, or using the inter-track 
interference (ITI) canceller to estimate and cancel the ITI from side tracks, 
followed by a standard BCJR detector. We used the single-track detector (STD) 
for pre-detecting the side tracks to lower the overall complexity. Then we use 
xi 
 
pattern-dependent noise prediction (PDNP) techniques to linearly predict the 
noise sample, so as to improve the detection performance under colored media 
noise, and especially the data dependent jitter noise. The results show that our 2-D 
detectors provide significant performance gains against the conventional detectors 
with manageable complexity.  
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Chapter 1 Introduction to Two-Dimensional Magnetic Recording 
The hard-disk drive (HDD) capacity has been growing over the years at a rate of 
30% to 50% per year to meet the demand of mass storage [1], but the current 
generation of hard-disk drives using perpendicular magnetic recording (PMR) is 
approaching the areal density limit of reliable data storage at about 1 Tb/in
2 
[2]. At 
the same time, HDDs are challenged by the solid-state drives (SSDs) in the storage 
market, while SSDs boast faster access speed without rotating platters, HDDs can 
still provide much bigger capacity at an affordable price. The hybrid drive, which is 
a combination of these two, has a small amount of flash memory for most 
frequently used data and HDD for mass storage.  
The HDDs still play an important part in the storage industry, but increasing the 
capacity while maintaining its reliability is the top priority. It has been known that a 
magnetic grain is the smallest unit for recording information on magnetic media. 
To increase the areal density, one has to decrease the bit size but keep the number 
of grains in each bit constant in order to maintain the system signal-to-noise ratio 
(SNR), so the grains have to be downsized correspondingly. However, the grain 
size cannot be too small due to the super-paramagnetic limit [3]. To be specific, 
there is a tradeoff among three parameters: system SNR, write capability of the 
head and thermal stability of the media. If we continue shrinking the grain size, the 
media becomes thermally unstable and would not provide reliable data storage.   
Under these circumstances, the areal density of PMR is reaching the limit. 
Researchers have proposed several different approaches to address this problem. So 
2 
 
far the most likely techniques are bit-patterned magnetic recording (BPMR) [4], 
energy-assisted magnetic recording (EAMR), including heat-assisted magnetic 
recording (HAMR) [5] and microwave-assisted magnetic recording (MAMR) [6], 
and two-dimensional magnetic recording (TDMR) [1]. Before we discuss these 
techniques in detail, let us first review conventional PMR technology. 
 
1.1. Conventional Magnetic Recording Technology 
Conventional HDDs use PMR techniques to record the data on continuous 
media. The direction of the magnetization of the bits is perpendicular to the media 
plane, rather than parallel to the tracks as in longitudinal magnetic recording 
(LMR).  
The channel response of a magnetic recording channel is related to the data 
transitions, in other words the change of magnetization direction. The transition 
response of the PMR channel is usually modeled as an error function or hyperbolic 
tangent function [7], denoted by  
50
ln 3
( ) tanhh t V t
T
 
  
 
,                                         (1.1) 
where V is the amplitude of the response and T50 is the time interval between –V/2 
and V/2 of h(t) in a single transition. 
    The readback waveform can be expressed as 
1( ) ( ) ( ) ( )
( ) ( ),
k k
k
k
k
r t a a h t kT n t
b h t kT n t
   
  


                               (1.2) 
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where { }ka denotes the written bits encoded as {-1,+1}, 1k k kb a a   is the 
transition sequence, ( )n t is the additive white Gaussian noise (AWGN), and T is the 
bit interval. If we replace the data transition to the difference of the responses, (1.2) 
can be written in another form: 
 ( ) ( ) ( ( 1) ) ( )
( ) ( ),
k
k
k
k
r t a h t kT h t k T n t
a p t kT n t
     
  


                       (1.3) 
where ( ) ( ) ( )p t h t h t T   is called the dibit response.  
The PMR system also suffers from transition noise. A major part of the transition 
noise is position jitter noise, which happens in the data transitions because of the 
irregularity of the bit boundaries, such that the sampling position is moving back 
and forth around the ideal position. 
The jitter noise at time k can be modeled as a Gaussian random variable kt such 
that the transition response becomes ( )kh t kT t  , which can be expanded by 
Taylor series: 
2( ) ( ) ( ) ( )k k kh t kT t h t kT t h t kT t h t kT         ,        (1.4) 
As kt is relatively small compared to the overall channel output, we choose to 
ignore the part beyond the second order and use the first-order approximation:  
( ) ( ) ( ) ( )k k k
k k
r t b h t kT b t h t kT n t       ,                      (1.5) 
A typical PMR channel model is shown in Fig 1.1. 
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Fig 1.1.  Block diagram of a PMR channel model. 
 
1.2. Next Generation Recording Techniques  
A. BPMR 
BPMR [4] is a promising technology that uses patterned media, which is a totally 
different media than the conventional perpendicular magnetic media. The patterned 
media platter consists of well-defined isolated magnetic island separated by non-
magnetized area or spacing. Each individual island records a single bit, which 
contains at least one magnetic grain. The layout of the islands can be rectangular or 
hexagonal arrays, giving different channel specifications, as shown in Fig. 1.2. 
 
Fig 1.2.  Examples of bit-patterned media. 
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Such architecture largely reduces the number of grains per bit without sacrificing 
the grain size and SNR, as the adjacent bits are separated. The media noise in 
BPMR is quite different from PMR on continuous media. As the spacing between 
islands is not magnetized, the transition noise characteristics of PMR can be 
ignored. But the media noise mainly comes from material fabrication, such as size, 
shape and position variation of the islands. 
Obviously such delicate patterned media is quite expensive for mass production, 
compared with the traditional PMR media [8]. Also the issue of writing 
synchronization is essential to the system, because the size of the island is so small, 
it is easy to introduce write errors.  
 
B. EAMR 
EAMR basically increases the write capability while maintaining the thermal 
stability, either by the assistance of heat (HAMR) or microwave (MAMR) energy, 
such that the size of the thermally stable grains can be reduced.  During the writing 
process of HAMR, a tiny area of the media is temporarily heated by a laser beam to 
lower the threshold of reversing the magnetization polarity. As soon as the 
magnetization is done, the heat is removed and the medium quickly cools down to 
become thermally stable [5]. On the other hand in MAMR, the energy source is not 
operating directly on the media, but using a radio frequency to enable writing 
saturation below the coercivity of the media while writing [6].  
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HAMR and MAMR coupled with BPMR have the potential of reaching the areal 
density at 10 Tbit/in
2
 [9]. At the same time, there are some challenges in practice. 
The head must be carefully designed to integrate the heat or microwave source. In 
HAMR, the material should sustain frequent laser heated writing process so the life 
span of the material is also an important element to consider.  
 
C. TDMR 
Unlike the techniques mentioned above, TDMR proposed by Wood in [1] still 
operates on the conventional PMR media without reducing the grain size or using 
external energy assistance, but maintains the write-ability and thermal stability of 
the media.  
The unique feature of TDMR is using shingled magnetic recording (SMR), in the 
writing process for SMR, the tracks are sequentially written and partially overlap 
one after another by a certain percentage, which leaves the non-overlapped portion 
as the actual tracks. Fig. 1.3 simply illustrates a shingled writing process. 
 
Fig 1.3.  Illustration of shingled writing process. 
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One of the drawbacks of SMR is that we cannot simply re-write a single track 
because it will overwrite the other existing tracks. Suppose we want to write 
another track exactly on track N-1, as shown in Fig. 1.3, then the portion of track N 
overlapping track N-1 will be erased. So if we need to rewrite a certain track, the 
whole section must be rewritten.  
The reason of using SMR is two-fold: firstly the size of the head is maintained, 
which provides enough magnetic field for writing and so external energy assistance 
is not required. Secondly, the shingled writing can make the track pitch much 
smaller than usual in order to reach a much higher channel density. According to [1] 
TDMR with SMR has the potential of increasing the areal density up to 10Tb/in
2
. 
In this dissertation we are interested in exploring TDMR with SMR, because it 
operates on the continuous media, and some techniques can be ported from PMR.  
 
1.3. TDMR Channel Modeling 
Having a good TDMR channel model is very important for further research. So 
There are currently several TDMR models that have been applied, such as the 4-
grain model, which consists of 4 types of grains (1x1, 1x2, 2x1, and 2x2 pixels) [8], 
microcell model to create irregular bit boundaries [10], and the grain flipping 
model based on micro-magnetic simulations [11]. 
The above models are either too simple or too complicated. We choose to use the 
Voronoi-based channel model proposed by Todd, Jiang et al. [12] , which is an 
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innovative method to incorporate the important features of SMR process in the 
model, but not extremely complicated to implement.  
The modeling problem can be divided into three parts: creating the Voronoi 
grain layout, getting the grains magnetized and generating the readback waveform. 
In the following subsections, we will discuss the steps of modeling the Voronoi-
based channel described in [12]. 
 
1.3.1. Creating the grain layout 
The first step is to generate magnetic grains. The so-called Voronoi grains are 
generated by randomly distributed points (also called nuclei) on a plane, and the 
region closer to one point than any other points represents a magnetic grain. Once 
the areal density and average number of grains in a bit cell are determined, the 
average size of the grain can be determined. But the problem is: as the points are 
quite randomly distributed, the sizes of the grains will have large variations. In this 
case we take several steps to cope this problem.  
1) Replace each grain nucleus with the grain centroid.  
2) Remove small grains with size less than a threshold. 
3) Split large grains size above a threshold, adding a new grain nucleus besides 
the original nucleus. 
4) Repeat steps 1-3 until the standard deviation of grain sizes are sufficiently 
close to the desired target. 
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5) Finally, to create the non-magnetic grain boundaries, the grains are shrunk by 
moving each corner in towards the nucleus by 10%. 
 
 
Fig 1.4.  Voronoi grains and bit cells at 1Tb/in
2
 [12]. 
 
An example plot of grains and bit cells generated from our TDMR model is 
shown in Fig. 1.4, where green dots are grain centroids, the white lines indicate the 
grain boundaries, and the yellow lines are boundaries of the bit cells. x and z 
represent coordinates on down-track and cross-track axis, respectively. 
 
1.3.2. Write process 
As shown in Fig 1.4, the bit cell is in a “curved-rectangular” shape instead of 
regular rectangular. According to the shingled writing process described in [1], the 
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writing head is tilted such that the especially designed corner can be used to reach a 
higher writing field. As the head is much wider than the actual track pitch, only one 
corner of the head is essential for the writing. The specific shape of a bit cell is 
determined by many parameters, such as the areal density, average grains per bit, 
and bit aspect ratio (BAR), which is defined as the ratio of cross-track length over 
the along-track length of each bit. In Fig 1.4, the BAR is equal to 4. 
The magnetized grains give a two-dimensional array called the channel 
magnetization ( , )m x z . At the beginning, the grains are randomly magnetized as +1 
or -1. Once the written bits are determined, those grains whose centroids fall in the 
region of a bit cell are magnetized according to the polarity of the certain bit.  
However, in the actual writing process some of the grains may be incorrectly 
magnetized, especially on the border because of the overlapped tracks and bits in 
the shingled writing. In order to include this important feature, we define a 
probability p(g, i, j) of grain g being magnetized to the value of bit i of track j as a 
function of the grain centroid ( , )g gx z .  
We define the function , ( , )i jA x z  to be the perfect writing probability function, 
where , ( , ) 1i jA x z   when x and z are inside that bit cell and 0 outside.  
And we convolve , ( , )i jA x z with a two-dimensional Gaussian function ( , )G x z  to 
get the the probability p(g, i, j) of grain g being magnetized to the value of bit (i,j)  
, ,( , , ) ( ( , )* ( , )) | g gi j x x z zp g i j A x z G x z   ,                       (1.6) 
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    Hence, this probability is near one inside the (i, j) bit cell and drops off as one 
moves away from the bit cell borders. In this way our model thus implements a 
certain small probability that grains in bit cells adjacent to (i, j) will get incorrectly 
written to the data written in the (i, j) bit cell. Our model attempts to capture this 
important feature without requiring the extensive micro-magnetic computations.  
 
1.3.3. Read process 
The two-dimensional (2-D) head response is given by Wood in [13], which 
includes a positive main response and a negative response. The combined response 
is in the form: 
 
 
2 2 2 2
2 2 2 2 2
0
/ /1
, exp
2 2
1
/ / .
2
x z
x z
x z
x z
x z
h x z
K x z
l l
 
 
  

 
  
 
  
                         (1.7) 
The positive response is approximated as a bi-variant Gaussian function, where 
the standard deviation on each direction is proportional to the 50% width 50W , with 
the relationship 50
2 2ln 2
W
   . 
The negative response is in the form of an elliptical Bessel function, where l
denotes the characteristic decay length of the flux in the soft underlayer (SUL), and 
 is a small number introduced to avoid a singularity at the position (0,0). 
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The readback signal ( , )r x z  is generated by the 2-D convolution of channel 
magnetization ( , )m x z with the head response ( , )h x z  , plus a certain amount of 
AWGN ( , )n x z :  
       , , , ,r x z m x z h x z n x z   .                                 (1.8) 
 
1.3.4. Model testing 
Given the write data w(x,z) and the computed readback waveform r(x,z), one can 
calculate an estimate of the system response (do not confuse with head response). 
The system response is defined as the function f(x,z) such that 
      , , ,r x z w x z f x z  ,                                      (1.9) 
f(x, z) can be estimated by taking fast Fourier transforms (FFTs) of r(x, z) and 
w(x, z), dividing them, and taking the inverse FFT, then averaging over multiple 
realizations. 
FFT[ ( , )]
( , ) IFFT
FFT[ ( , )]
r x z
f x z
w x z
 
  
 
,                                (1.10) 
Once the system response is estimated, we can compute these parameters and 
compare against experimental data: 
1. The T50 width of the down-track step response (bit response integrated along 
the line z = 0). 
2. Cross-track full-width-half-magnitude (FWHM): the width at the half of the 
magnitude in the z-direction. 
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3. The intertrack interference (ITI) ratio: root-mean-square (RMS) magnitude of 
the response at z = 0 compared with that at z = ±Tp. (Tp is the track pitch.) 
The parameters of certain channel specification are given in [12]: with the model 
set for 1 Tb/in
2
, BAR=4:1, and a density of ten teragrains per square inch, we got a 
T50 width of 14.5 nm and z-direction FWHM of 47.2 nm, with ITI ratios on each 
side of 7.4% and 8.5%, respectively. A plot of the 2-D bit response is shown in Fig. 
1.5.  
 
 
Fig 1.5.  Example of estimated bit response, BAR = 4 [12]. 
 
One can also compute least-squares estimates of the so-called “track-to-track” 
responses, i.e., computing response f(x) that is the best least-squares fit for  
r(x,z1)=f(x)*w(x,z2) for a pair of track locations z1, z2. An example of track-to-track 
bit response is shown in Fig. 1.6 from the center of a track to itself.  The T50 can be 
14 
 
computed from such a track-to-track response, and the resulting value is 14.6 nm, 
approximately the same result as we got from the FFT-based response. 
 
 
Fig 1.6.  Track-to-track bit response [12]. 
 
1.4. Challenges in TDMR Channel Detection 
By using SMR technology, TDMR is able to squeeze the size of the bits without 
sacrificing thermal stability, but the SNR is going down dramatically. Therefore the 
biggest challenge for TDMR system falls on the signal processing part, providing 
reliable detection schemes for data recovery, and we have several tough problems 
to solve. 
 
1) 2-D inter-symbol interference 
In traditional PMR, there are guarding bands between tracks, and track pitches 
are fairly wide. Although the head response is two-dimensional, very little response 
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is due to the adjacent tracks and so we treat PMR as a one-dimensional (1-D) 
system. But this situation never happens in a high-density TDMR system. The read 
head is wider than the shingled tracks, so the head picks up the signal on the main 
track as well as the signals on adjacent tracks. Therefore, the readback signal 
contains inter-symbol interference (ISI) not only from down-track direction but 
also from the cross-track direction, where the ISI on the cross-track is also called 
ITI cannot be ignored. The conventional 1-D detector simply treats ITI as additive 
noise and has poor performance. Aggressive 2-D signal processing is necessary for 
TDMR channel detection.  
 
2) Media noise 
In a TDMR system, media noise will be the dominate noise component, and the 
electronic noise (AWGN) is not important. Since we are still using the continuous 
magnetic recording media in TDMR, the channel still suffers from media noise. On 
the along-track direction, the transition noise mainly comes from the irregular grain 
boundaries. On the cross-track direction, there is also media noise existing on the 
border between the tracks, due to the shingled writing process. 
 
3) Complexity 
It is well known that maximum-likelihood sequence detection (MLSD) and 
maximum a posteriori (MAP) decision are two optimal solutions for the 1-D 
detection problem. However, it is not straightforward to generalize the 1-D 
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detection to the 2-D case. In 1-D channel detection, the complexity of optimal 
detectors is related to the states of the trellis, or essentially the ISI memory length I. 
For binary input/output trellis, the number of trellis states is 2
I
, and two transitions 
for each state, so the total number of transitions of the whole data sequence of 
length N is 12IN  . 
Now let us expand the idea to the 2-D case. The two-dimensional data ,k la  can 
be expressed in an M N  data block, and the 2-D ISI channel response ,i jh has size
x yI I . Then the input/output relationship of a two-dimensional ISI channel can be 
written as:  
, , , ,
0 0
IyIx
k l i j k i l j k l
i j
r h a n 
 
   .                                    (1.11) 
One way of generalizing the 1-D detection schemes to the 2-D case is to treat 
each column as a symbol consisting of M binary bits, then the 2-D data block can 
be considered as a 1-D 2
M
-ary data sequence, as shown in Fig. 1.7.  
Now the full trellis has  2 x
I
M states with 2
M
 transitions per state, so the total 
number of transitions for one symbol is    
1
2 2 2
x xI IM M M

  , therefore the 
complexity of optimal detecting one data block is in the order of 
( 1)
2 x
IMN

, which 
means the complexity of optimal 2-D detection is not only exponential to the ISI 
memory, but also to the data width [14]. In addition, it is been proved in [15] that 
the optimal MLSD in 2-D detection is NP-complete. Due to all of these reasons, in 
the real world we have to use suboptimal 2-D detection algorithms. 
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Fig 1.7.  Construction of 2-D trellis [14].  
 
1.5. Overview of the Dissertation  
The goal of this dissertation is to provide practical solutions to the challenges 
caused by TDMR systems. Since we have a fairly good Voronoi channel model in 
place, we focus on the problems of channel detection, in short words, dealing with 
2-D ISI and media noise under manageable computational complexity. 
The rest of the dissertation is organized as follows: Chapter 2 is a review of the 
conventional 1-D detection techniques, including fundamental channel partial 
response equalization process and channel detection algorithms, such as the Viterbi 
algorithm (VA), the Bahl-Coke-Jelinek-Raviv (BCJR) algorithm and soft-output 
VA (SOVA). In Chapter 3 we focus on channel detectors dealing with ITI such as 
multi-track detectors (MTD) and ITI cancellers, and then we compare their 
performance results on a squeezed PMR channel and the TDMR channel model. 
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Chapter 4 gives the solution of dealing with colored media noise by using pattern 
dependent noise predictive (PDNP) detectors. Finally we give a conclusion of the 
dissertation and some remarks on future research work in Chapter 5.  
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Chapter 2 1-D Magnetic Recording Channel Detection 
Before discussing the complicated 2-D detection algorithms, in this chapter we 
revisit the fundamentals of channel detection in a magnetic recording system, and 
then we take some detailed reviews of the current technology working on 1-D 
magnetic recording channels.  
 
2.1. Magnetic Recording System  
The digital magnetic recording system is designed to provide reliable data 
storage and recovery with very little error tolerance in an HDD. First of all the 
binary written data {0,1} are encoded to NRZ rectangular waveforms of {-1, +1}, 
indicating two opposite directions of the magnetic units. The data stream is 
recorded on the magnetic media through the write head. The magnetic recording 
media can be generally considered as a communication channel, although the 
channel response and characteristics are different from each other, like in LMR, 
PMR or the future BMPR, HAMR, TDMR, etc., Then the magneto-resistance (MR) 
read head flying above the rotating magnetic platter picks up the readback signal as 
the channel output, which will be filtered and sampled, followed by the equalizer 
and detectors to recover the original data bits. Fig 2.1 shows how those different 
components work together in a typical magnetic recording system.  
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Fig 2.1.  A block diagram of a magnetic recording system. 
 
In order to provide some extra error control, the system usually includes run-
length limited (RLL) and error correcting codes (ECC) encoders and decoders. 
Run-length limited (RLL) codes, or also called modulation codes, control the 
minimum and maximum run-length of the data transitions, because overly frequent 
transitions will surely increase the transition noise, while the absence of transitions 
will make the timing recovery more difficult.  
ECC encoding/decoding is a very important area of the research in magnetic 
recording. Basically ECC alleviates the random errors by adding redundancy to the 
information bits. In general ECC can be categorized into convolutional codes and 
block codes. Some well-known block codes used in magnetic recording system 
include low-density parity check (LDPC) codes and Reed-Solomon (RS) codes. For 
more details about these coding techniques, please refer to [16], [17].  
We are focused on the signal processing aspect of the magnetic recording system, 
to be specific, the equalization and detection of the signal coming out of the 
channel. Since the readback signal is usually contaminated by ISI, electronic 
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thermal noise and media noise, channel equalization and detection are essential 
processes of reducing the ISI and making reliable decisions on the written data.  
 
2.2. Detection Algorithms for ISI Channel with AWGN 
Once the magnetic recording media is modeled as an ISI channel and the noise is 
only AWGN, the data can be estimated by optimal channel detectors. The optimal 
detection on an ISI channel with AWGN can be accomplished by MLSD or MAP 
detectors. MLSD, which minimizes the sequence error, is usually implemented by 
the VA. On the other hand, MAP detection, which minimizes the symbol error, can 
be done by the BCJR algorithm. SOVA derived from the VA is also used as a 
suboptimal alternative MAP detector. We will review those algorithms as the 
foundation of advanced detection algorithms in the following subsections. 
 
2.2.1. Viterbi algorithm  
The VA [18] has been applied in decoding convolutional codes in wireless 
communications and channel detection for many years. As linear codes and ISI 
channels can be both represented by a trellis, which is an illustration of a finite state 
machine, the VA finds the noiseless sequence that has the smallest distance to the 
received sequence through the trellis, where the distance here refers to Euclidian 
distance in channel detection and Hamming distance in decoding, in this way, the 
VA is an optimal detector in minimizing the sequence error. 
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Let us look at an example of a discrete magnetic recording channel system. 
 1 2, , ,
T
Na a aa  is the input data sequence with length N,   0 1, , ,
T
Ih h hh  is 
the channel ISI impulse response with memory I, the received signal
 1 2, , ,
T
Nr r rr  can be represented as: 
0
I
k i k i k
i
r h a n

  ,  1,2k N ,                                   (2.1) 
where  1 2, , ,
T
Nn n nn is AWGN with zero mean and variance of 
2 .  
    To simplify the following notations, we denote the noiseless channel output as 
0
,
I
k i k i
i
z h a 

 1,2k N ,                                     (2.2) 
The VA finds the most likely sequence aˆ by minimizing the Euclidean distance 
between the noiseless output 
ku  and the received signal: 
  ˆ arg max |p
a
a r a .                                       (2.3) 
Appling the chain rule for the Markov model,  
   
 
1
1
.
N
k k
k
N
k
k
p p r z
p n


 



r | a
                                  (2.4) 
And (2.4) is essentially the probability density function of the AWGN. Assuming 
the noise is i.i.d. Gaussian, we shall get  
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 
 
2 2
2
1
2 2
2
1
1
ˆ arg max exp 2
2
1
arg max exp 2 .
2
N
k k
k
N
N
k k
k
r z
r z






 
     
 
     
      
    


a
a
a
                 (2.5) 
If we take the logarithm of (2.5) and disregard irrelevant items,  
 
 
 
2 2
2
1
2 2
1
2 2
1
1
ˆ arg max ln 2
2
arg max 2
arg min 2 ,
N
k k
k
N
k k
k
N
k k
k
r z
r z
r z







 
   
 
   
 
 



a
a
a
                     (2.6) 
where we define the branch metric as 
 
 
2 22 .k k kr z                                           
(2.7) 
Therefore the goal is to find the sequence that minimizes the path metric kM , 
which is the sum of the branch metrics till time k. The data sequence with the 
minimum path metric is called survivor path. Note that the term 
21/ 2 in (2.7) can 
be dropped in hard decision VA, but we will keep it for log likelihood calculation 
in SOVA. 
Briefly, the VA runs in the following steps: At time 0, the path metrics need to 
be initialized as 0 0 0( ) 0M S S  , 0 0 0( )M S S  where 0S   is a known state at 
time 0. At time k, the state kS has two incoming paths from two 1kS  for binary 
inputs. Each path updates the path metric by adding the branch metric  1,k k kS S   
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to the existing path metric
1( )kM S  . Then the smaller path metric of the two paths is 
chosen to be ( )kM S ,  
  1 1( ) min ( ) , .k k k k kM S M S S S                                (2.8) 
Updating path metrics is simply noted as the “add-compare-select” process and 
is repeated as k increases. As long as the paths merge at a time k-D, where D is a 
large enough delay, the decisions of the ML sequence before time k-D can be made. 
 
2.2.2. SOVA 
 SOVA [20] is a soft-output detection algorithm based on the VA. In addition to 
the hard decision Viterbi detector as MLSD, SOVA also provides reliability 
information of each symbol by including probability of choosing the wrong path. 
Therefore SOVA is also a suboptimal MAP symbol detector. Intuitively, when the 
difference of the path metrics between survivor path and the loser path are quite 
large, it is more likely we choose the correct survivor path, on the contrary, when 
they are close together, it is relatively easier to make the wrong decision. 
If we denote the probability of choosing the right or wrong path at time k as rP
and wP , then the log likelihood ratio (LLR) of choosing the right path over wrong 
path can be represented by the difference between the survivor and the loser path 
metrics, as referred in (2.7), (2.8), 
log log logr r w S L k
w
P
P P M M
P
      .                          (2.9) 
Correspondingly, 
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1
1 k
wP
e



 .                                                 (2.10) 
Then let ˆkP denote the probabilities each symbol on the survivor path is wrong, 
then ˆkP is updated based on the rules in [20]: 
ˆ ˆ ˆ(1 ) (1 )k k w k wP P P P P    .                                   (2.11) 
The LLR for each symbol can be computed: 
ˆ1
( ) log
ˆ
k
k
k
P
LLR a
P

 .                                          (2.12) 
 
2.2.3. BCJR algorithm 
The BCJR algorithm [21] is a maximum a posteriori (MAP) detection algorithm 
developed by Bahl et al. that minimizes the symbol error. It estimates the a 
posteriori probability (APP) of each symbol or bit in the binary case, based on the 
knowledge of the trellis, the observation of the received signal, and the a priori 
probability of each bit. 
 
A. Algorithm for finding the APP 
Let us still use the example of (2.1). The APP  |kP a r can be expressed by the 
Bayes rule: 
 
 
 
,
| .
k
k
P a
P a
P

r
r
r
                                          (2.13) 
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Since ka  is determined by the transition from 1kS   to kS , we can calculate the 
joint probability
1( , , )k kP S S r instead, which can be decomposed as the following 
three items: 
 
1
1 1 1 1 1
1 1 1
( , , ) ( , ) ( , | ) ( | )
( ) ( , ) ( ),
k N
k k k k k k k k
k k k k k k k
P S S P S r P S r S P r S
S S S S  

   
  


r
                (2.14) 
where 
1 1( , ) ( , | )k k k k k kS S P S r S    denotes the branch transition probability,  
  11
1
1 1
( , , )
, |
( )
( | ) ( | , ),
k k k
k k k
k
k k k k k
P S r S
P S r S
P S
P S S P r S S



 


                      (2.15) 
where 1( | ) ( )k k kP S S P a  is the a priori probability of ka , and 1( | , )k k kP r S S   can 
be evaluated from (2.14) for AWGN channel, then the branch metric 
 
2 2
1
2
1
( , ) ( ) exp 2 .
2
k k k k k kS S P a r z 


   
 
                        (2.16) 
    The other two items, ( )k kS and ( )k kS  are defined as the forward and 
backward transition probability, which can be computed recursively: 
1
1 1 1 1( ) ( , ) ( ) ( , )
k
k
k k k k k k k k
S
S P S r S S S  

    ,                            (2.17) 
1
1 1 1 1 1( ) ( | ) ( ) ( , )
k
N
k k k k k k k k k
S
S P r S S S S  

      .                        (2.18) 
The algorithm begins with the forward recursion with the initial conditions:
0 0 0( ) 1S S   , 0 0 0( ) 0S S    where 0S  is a known state at time 0. ( )k kS is 
updated with 1( , )k k kS S  as time k goes from 1  up to N. When the forward 
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recursion is over, the backward recursion starts with ( ) 1N N NS S   ,
( ) 0N N NS S   , and ( )k kS is updated as k goes from N down to 1. 
 
B. APP in the log domain 
In practice, some of the above calculations are operated in the log domain in 
order to convert the multiplications into summations. The BCJR algorithm 
operating in the log domain is also called the log-MAP algorithm.  
For instance we take (2.17) in the log domain and use the notation
( ) ln ( )k k k kS S   as well as for other terms, 
 
 
1
1
1 1 1
1 1 1
ln ( ) ln exp ln ( ) ln ( , )
( ) ln exp ( ) ( , ) .
k
k
k k k k k k k
S
k k k k k k k
S
S S S S
S S S S
  
  


  
  
 
 


                 (2.19) 
Similarly, 
1
1 1 1( ) ln exp ( ) ( , )
k
k k k k k k k
S
S S S S  

  
    .                     (2.20) 
From (2.16), 
 
2
1 2
( , ) ln ( ) ln 2
2
k k
k k k k
r z
S S P a  



   .                    (2.21) 
Then the LLR can be calculated as below,  
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) ,kS

 
 
                 (2.22) 
where the +1 and -1 denotes the state transition is triggered by 1ka    and 1ka    
respectively. 
BCJR returns the LLR as the soft information of each symbol for iterative 
decoding or detection. On the other hand, the hard decision of each bit can be made 
by observing the polarity of the LLR, 
1, ( ) 0
ˆ
1, ( ), 0
k
k
k
LLR a
a
LLR a
 
 
 
                                            (2.23) 
 
2.3. Partial Response Channel Equalization 
The optimal detection is based on the trellis whose size is exponential on the 
length of the ISI. Naturally the channel ISI response is fairly long in a high density 
magnetic recording system, therefore reducing the ISI is very important to the 
detection performance. Linear zero-forcing equalization (ZFE) provides an 
equalizer with the inverse frequency response of the channel, such that the overall 
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channel response is forced to be ISI-free, but through filtering it also brings noise 
enhancement. Linear minimum mean-square error (MMSE) equalization makes a 
tradeoff between ISI and noise enhancement. These linear equalizers have infinite 
responses so they are not used in practice.  
The alternative approach is equalizing the ISI channel to a partial response (PR) 
channel. Unlike the ZFE, the PR equalizer is not making the channel ISI-free, but 
shaping the channel to a finite-length PR target, which is usually much shorter than 
the original ISI channel. Then detection on the PR channel can be done by MLSD 
or MAP symbol-by-symbol (SBS) detectors, as mentioned in Section 2.2.  
The design of the PR target is essential to the detection, and sometimes it is a 
tradeoff between performance and complexity. Short targets will surely bring 
equalization error, which is the difference between the equalized channel output 
and the PR channel output, but the number of trellis state is exponential on the 
memory of the PR channel. In the past people used to choose desired PR targets 
with integer values in low density magnetic recording systems, such as PR4 
2(1 )D , EPR4 2 3(1 )D D D   , E
2
PR4  3 41 2 2D D D   , etc.  Generalized 
PR (GPR) targets are preferred in higher density magnetic recording systems, as 
they approximate the channel more accurately and achieve better performance. The 
most effective solution for optimizing the GPR target is based on minimizing the 
mean-square-error (MSE) between the equalizer output and the PR channel output. 
The conventional PMR system uses a single track equalizer to optimize the ISI 
channel into a 1-D GPR target with a 1-D equalizer. Here we provide a brief review 
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of the optimization of the single track equalizer, where the formulas can be found 
in [22].  
The block diagram of a typical single-track equalizer is shown in Fig 2.2. The 
notations in the figure are described as follows:   1,1ka   is the channel input 
data and
ky is the discrete signal from channel after filtering and sampling to the 
baud rate.  0, , , ,
T
M Mw w ww denotes the (2M+1)-tap finite impulse 
response (FIR) filter, and  0 , ,
T
It tt denotes the GPR target with length I+1.  
 
Fig 2.2.  Block diagram of a single-track equalizer. 
 
The equalization error ke  is the difference between equalizer output kz  and the 
PR channel output ˆkz :  
0
ˆ
N I
k k k i k i i k i
i N i
e z z w y t a 
 
     .                                   (2.24) 
The MSE of ke  can be then expressed in the matrix form,  
   
     
2 2
2 2
ˆ
ˆ ˆ2
,
k k k
k k k k
E e E z z
E z E z E z z
 
  
 T T Ty a y,aw R w t R t - 2w R t
                               (2.25) 
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where  E TyR yy  and  E TaR aa are autocorrelation matrices of y and a, 
respectively, and
y,aR is the cross-correlation matrix between y and a, where 
   , k i k ji j E y a y,aR , N i N   , 0 j I  . 
Now we need to find w and t to minimize the expression in (2.25), but that may 
lead to a trivial solution: w = t = 0 . In order to avoid this situation, a common 
strategy is setting up a monic constraint of forcing t0=1, which is done by 
introducing a term  2 1 0 TC t - , where vector [1,0, ,0]TC  of length 1I  and 
  is a scalar. 
Then (2.25) can be rewritten as  
   2 2 1kE e  T T T Ty a y,aw R w t R t - 2w R t - C t - ,                     (2.26) 
To obtain the minimum MSE, we take the derivatives with respect to kw , kt  and 
  , and set them to zero respectively, 
 2
0
k
k
E e
w

 

y y,a2R w - 2R t                                        (2.27) 
 2
2 2 2 0
k
k
E e
t


 

T T
a y,aR - w R - C                           (2.28) 
 
 
2
2 1 0
kE e


 

T
- C t - ,                                           (2.29) 
and the following parameters can be derived as:  
 
1
 
-1
T T -1
a y,a y y,aC R - R R R C
                                         (2.30) 
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 
-1
T -1
a y,a y y,at = R - R R R C                                             (2.31) 
-1
y y,aw = R R t .                                                                  (2.32) 
 
2.4. Conclusion 
In this chapter we revisited the fundamentals of a magnetic recording system, 
conventional PR equalization and 1-D detection algorithms. In the rest of this 
dissertation, we choose to use BCJR detector as the optimal SBS detector in order 
to use the soft decisions and minimize the symbol error rate. As the PR target is 
relatively short (3 or 4 taps), the complexity of the detector is still manageable.    
Here we denote the single-track detector (STD) as the detection scheme of using 
single-track equalizer followed by a standard BCJR detector, as shown in Fig 2.3. 
 
Fig 2.3.  Block diagram of the STD. 
 
    STD is a simple and efficient way of performing 1-D PMR channel detection, 
which can also work with ECC decoders for better data recovery. In the next 
chapters, we treat STD as the benchmark in various computer simulations, and we 
will introduce more sophisticated 2-D equalization and detection schemes.  
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Chapter 3 ITI Mitigating Detection on the TDMR Channel Model 
Previous research has shown that PR equalization followed by a BCJR detector, 
which we denote as the STD is a practical and sufficient solution for channel 
detection on the 1-D PMR channel. When moving from PMR to TDMR, the most 
important job for TDMR channel detectors is to cope with 2-D ISI, especially the 
severe ITI on the cross-track direction. An intuitive way is to expand the idea of 1-
D equalization into the 2-D case, such as optimizing 2-D GPR targets on the side 
tracks, and using the side track information to mitigate the effect of ITI.  
In the following content, we will discuss several PR equalization techniques 
such as 2-D equalization and joint-track equalization, and then their applications on 
TDMR channel detection, such as MTD and ITI cancellation, giving simulations 
results compared with STD. 
 
3.1. Two-Dimensional Equalization and Optimization 
3.1.1. 2-D equalization 
2-D equalization has been applied in BPMR channel detection by Nabavi and 
Kumar [23]. It uses 1-D FIR equalizers on each track, and so the group of 1-D 
equalizers can be considered as a 2-D equalizer. On the other hand, the GPR target 
is constrained to 1-D by forcing the side track targets to zero so as to avoid the high 
complexity of a 2-D detector. This method of using 2-D equalizer and 1-D GPR 
target is later called “2D1D” equalization. 
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Note that this technique is still for single track detection. The reason for 
choosing 2-D FIR equalizer is to get a smaller MSE. But the constraint of 1-D GPR 
target can be removed, where the GPR targets for side tracks could have non-zero 
values, and denoted as “2D2D” equalization. This architecture needs a multi-input 
detector such as the joint-BCJR detector [22].  
An example of three-track “2D2D” equalizer is shown in Fig 3.1, where track 0 
is the main track, and track -1,+1 are two adjacent tracks. The equalizers on the 
three tracks are denoted by 
1 1, 1,, ,
T
N Nw w      w , 0 0, 0,, ,
T
N Nw w   w  and 
1 1, 1,, ,
T
N Nw w   w , each with length 2N+1. These equalizers can be defined 
together as a vector   
T
T T T
-1 0 1w = w ,w ,w of length 3(2N+1). The GPR target on the 
center track is
0 0,0 0, 1, ,
T
Lt t    t with length L, the targets on the side tracks are 
1 1,0 1, ' 1, ,
T
Lt t      t and 1 1,0 1, ' 1, ,
T
Lt t    t , both with length L’. In the same say, 
the GPR targets can be expressed together as   
T
T T T
-1 0 1t = t ,t , t of length L+2L’.  
Correspondingly, the channel input   
T
T T T
-1 0 1a = a ,a ,a of length L+2L’ and output
  
T
T T T
-1 0 1y = y ,y ,y of length 3(2N+1) are also defined in a vector form. 
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Fig 3.1.  2-D equalization with 2-D GPR targets on a three-track model. 
 
The equalization error is ˆk k ke z z  
T T
w y - t a ,  and the MSE 
 2kE e  T T Ty a y,aw R w t R t - 2w R t .                                 (3.1) 
By using the same method of monic constraint used in (2.26) to minimize the 
MSE, 
 
1
 
-1
T T -1
a y,a y y,aC R - R R R C
,                                       (3.2) 
 
-1
T -1
a y,a y y,at = R - R R R C  ,                                          (3.3) 
    
-1
y y,aw = R R t ,                                                                 (3.4) 
where  0, ,0,1,0, ,0
T
C  of length L+2L’ is a similar constraint vector as in 
the single-track equalizer in order to make the center track target t0 with the first 
coefficient equal to one. No wonder that (3.2)-(3.4) resemble (2.30)-(2.32). But the 
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difference is the matrices in the above equations are made up with vectors from 
multiple tracks.  
 
3.1.2. Joint-track equalization 
Joint-track equalization [24] can be considered as a special case in 2-D 
equalization. It optimizes the channel using a 1-D equalizer and 2-D GPR target. 
The 1-D FIR equalizer is just like the one in the STD, but the 2-D GPR target is 
designed for both center and side tracks. Since the trellis is two-dimensional, it also 
requires multi-input detectors. 
The 2-D GPR target of the joint-track equalization is illustrated in Fig. 3.2.  
 
Fig 3.2.  2-D GPR target for joint-track equalization. 
 
Suppose the ITI comes from one side track with the written data ks , and the GPR 
target of main track is denoted by  0 1, ,
T
Lf f f of length L and  the GPR target 
of the side track is denoted by  0 ' 1, ,
T
Lg g g of length L’, where L may not 
equal L’.  
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The equalization error and MSE are expressed as 
   
1 ' 1
0 0
*
,
k k k k
N L L
i k i i k i i k i
i N i i
e z a f s g
w y f a g s
 
  
  
   
    
                                    (3.7) 
 2
.
kE e 
T T T
y a s
T T T
a,s y,a y,s
w R w + f R f + g R g
+2f R g - 2w R f - 2w R g
                            (3.8) 
To minimize the MSE, we use the same method as in single-track equalization 
by taking the derivative of MSE with respect to  ,
kf , kg  and kw and enforcing
0 1f  . The coefficients can be obtained as in [24] and [25]: 
 

-1
T -1
1 1 2 2
1
=
C A - B A B C
,                                       (3.9) 
 
-1
-1
1 1 2 2f = A - B A B C ,                                        (3.10) 
-1
2 2g = -A B f ,                                                            (3.11) 
 -1y y,a y,sw = R R f + R g ,                                           (3.12) 
where  







T -1
1 a y,a y y,a
T -1
2 s y,s y y,s
T -1
1 a,s y,a y y,s
T T -1
2 a,s y,s y y,a
A = R - R R R
A = R - R R R
B = R - R R R
B = R - R R R
.                                        (3.13) 
Alternatively, [25] has pointed out that the joint-track equalizer is actually a 
special case of 2D2D equalization when -1w and 1w are set to zero, while -1t and 1t
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have non-zero values. Then the coefficients can be computed in a general form of 
(3.2)-(3.4).   
 
3.2. Multi-track Detection on TDMR 
Although people use different equalization methods to shape the channel more 
accurately and get smaller equalization error, they usually do not use all the 
available information to get more performance gain, because ITI is not a random 
noise but signal that contains information. Based on the above equalization 
techniques, Chang and Cruz proposed an MTD method [26], where they explained 
the effective MSE of a 2D equalizer is actually larger than the MSE in a single 
track equalizer. But if the side track data is perfectly known, the actual MSE of the 
2D equalization can be reduced to the MSE. In reality the side track data is surely 
unknown, either the hard decision or soft APP of the data on adjacent tracks can be 
pre-detected, and can be used as a priori information for the detection on the main 
track.  
MTD requires the read channel to be equalized to a 2-D GPR target, but the 
choice of equalizers could be either single-input or multi-input, which we refer to 
as the joint-track equalizer and a 2-D equalizer. In the following example we only 
consider the joint-track equalizer because it has lower complexity and similar 
performance as the 2D2D equalizer. Suppose that the TDMR model has three 
adjacent tracks, we use the same strategy in [26] to lower the detector complexity 
with the following assumptions: 
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a. Two side tracks have the same impulse response. 
b. All three-track data are recorded with perfect synchronization. 
Based on those assumptions, the binary data on the two side tracks can be 
combined as a sequence consisting of ternary data {-2, 0, 2}, denoted by dk. Then 
the two side tracks can share the same GPR target, and the optimization is 
simplified to one side track equalization. Since the trellis is expanded to { ,k kb d }, 
this allows us to reduce the overall trellis complexity as well, with each state 
having 2 3 6  outgoing branches instead of 2 2 2 8   branches, if we were to 
treat the two side tracks individually.    
Finally, the equalized signal is detected using a joint-BCJR detector, which is 
explained in [24]. In this case, the branch metric is modified by taking the 
information on the side tracks. The forward and backward transition probability 
stays the same as (2.17)-(2.18), but the branch transition probability becomes: 
1 1( , ) ( , ) ( | , , , )k k k k k k k k k kS S P b d P r S S b d   ,                    (3.14) 
where ( , ) ( ) ( )k k k kP b d P b P d due to the independence between kb and kd . The APP 
of kb can be computed by marginalization: 
( | ) ( , | )
k
k k k
d
P b P b dr r .                                  (3.15) 
The block diagram of the MTD we are applying is shown in Fig. 3.3, where the 
index N refers to the N-th track, Nb denotes the binary input data block on track N 
(main track) and Nd denotes the combined sequence of side-track data 1Nb and 1Nb , 
which are detected by STD separately. 
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Fig 3.3.  Multi-track detector with joint-track equalization. 
 
It has been shown that MTD has significant performance gains against STD on 
BPMR channel models [26], [27], and it will be interesting to see its performance 
on the TDMR channels. 
 
3.3. ITI Cancellation 
ITI cancellation has been applied to SMR channels [28], where only the ITI from 
one side track was considered and estimated by reading the tracks in the reverse 
order of writing, and assuming the availability of a non-shingled track per writing 
block. Another work [29] has tested both single-sided and double-sided ITI 
cancellation for different squeeze ratios, which shows double-sided ITI cancellation 
performs better when we have a high squeeze ratio. 
In our channel model, we consider all tracks to be shingled and each track is 
interfered by two adjacent tracks. Our application of double-sided ITI cancellation 
is estimating the ITI from both tracks and subtracting them from the readback 
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signal, but it does not require reading in reverse order, instead, data on the side 
tracks should be pre-read and detected. Fig. 3.4 illustrates the application of our ITI 
canceller for a three-track example.  
 
Fig 3.4.  ITI canceller for a three-track TDMR channel model 
 
We first pre-compute the ITI response 
1Nh  by cross-correlating the model input 
and output signals of the training sequence on track N-1. Then the hard decision of 
the side track data 1
ˆ
Nb  is detected by STD. The ITI signal 1Ni  is estimated by the 
convolution of 1Nh and 1
ˆ
Nb : 
1 1 1
ˆ
N N N   i h b .                                            (3.16) 
We repeat the same process on track N+1 to find 1Ni , and subtract them from the 
equalizer output Nz  : 
1 1N N N N 
   z z i i .                                        (3.17)    
Finally the ITI cancelled readback signal Nz will be processed by the single input 
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BCJR detector, the structure of ITI canceller is actually simpler and requires less 
computational complexity than MTD.  
Note that ITI signals 
1 1,N N i i have to be consistent with the signal on the main 
track. In our example, we subtract the ITI signal after the equalization process, so 
we use the equalized output on the side tracks to estimate the ITI responses. 
Alternatively, if we choose to put the equalizer after the ITI subtraction, then the 
estimation should not include equalization. Actually these two approaches makes 
very little difference.  
  
3.4. MTD Simulations on a Squeezed PMR Model 
Before simulating on the TDMR channel model, we first test the BER results 
on the PMR channel with ITI. The channel model is a 3-track PMR model with 
AWGN and first order jitter noise, and the channel is “squeezed” such that the 
center track signal is attenuated and significant ITI is introduced from the two side 
tracks.  
In order to better quantify the amount of ITI, we introduce a parameter called 
head-share-ratio, denoted by  for the portion of reading the side track with respect 
of the whole head width. Suppose the normalized amplitude of the channel 
response is 1, since the amplitude of the response on adjacent tracks is  , the 
amplitude of the channel response on the main track is 1- . If we assume there are 
two symmetric adjacent tracks, the amplitude of the response on each side track is 
/ 2 , the channel output is 1 2(1 ) ( / 2) ( / 2)cy y y y      , as shown in Fig 3.5.     
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Fig 3.5.  Channel output in a squeezed PMR model. 
 
The Monte-carlo simulation on the squeezed PMR channel model is set up on 
channel density D = 1.1 and head share ratio = 0.3. The BER performance 
comparison between the traditional STD and MTD is shown in Fig 3.6.  
 
 
Fig 3.6.  Performance results for a squeezed PMR channel with Ds =1.1,  =0.3, 90% 
jitter noise. 
8 10 12 14 16 18 20
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
SNR
B
E
R
Squeezed PMRC, Ds =1.1, alpha = 0.3, 90%jitter
 
 
STD
MTD
Bound
44 
 
Since the MTD takes advantage of the side track signals, it outperforms the 
STD substantially. The performance bound in Fig. 3.6 shows the performance of 
the MTD when the data on the side tracks are perfectly known, and the MTD based 
on actual detected side track data is getting very close to the bound. It will be 
interesting to see the performance results on the TDMR channel model as well. 
 
3.5. Simulations on a TDMR Model 
For each data configuration, we use the Voronoi-based TDMR model introduced 
in Chapter 1 to generate two independent sets of data consisting of three adjacent 
32-kb sectors. One data set, which contains the input/output data on 3 adjacent 
tracks without any offset, is used to train the equalizer and optimize the targets for 
the MTD, as well as estimating the ITI responses. The other set, containing 3 tracks 
of data, including the readback signals with the read head offset on the cross-track 
direction, is used to obtain BER performance results.  
In our TDMR channel model, once the channel parameters such as channel 
density and BAR are set up, the channel SNR is fixed. Therefore, instead of testing 
BER vs. SNR result, we are more interested in the BER vs. read head offset, 
illustrated by the “bathtub curve”. In an SMR system with very narrow tracks, the 
offset of a read head is likely to happen. Such curve can show how much 
performance gain of the ITI mitigation detectors can get at a certain offset, or how 
much tolerance to the read head offset of a certain detector.  
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The channel model is set at a density of 1Tb/in
2
 and the BAR at 2:1, without any 
error correcting code. The reason for selecting this BAR is to increase the ITI so 
that we can evaluate the performance of the detectors under more challenging 
conditions. The amount of ITI is illustrated in Fig 3.7, where the amplitudes are 
extracted from baud-rate sampled data. 
 
Fig 3.7.  ITI responses of the TDMR channel model at 1Tb/in
2
, BAR=2. 
 
The plot of “bathtub curves” using STD, MTD, and ITI canceller is shown in Fig. 
3.8 where the results are obtained by offsetting the center track reader and keeping 
the side-track readers fixed.  
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Fig 3.8.  Performance results for various read head offsets of the center track  
 
Fig 3.9.  Performance results for various read head offsets of the side track  
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We also test the results with center track reader fixed and moving two side tracks 
moving toward the center symmetrically, as shown in Fig 3.9. 
The performance results showed that both the MTD and the ITI canceller exhibit 
significant performance gain over the STD, where the gain comes from the pre-
detected side track information.  
One might notice that the ITI canceller performs slightly better than the MTD at 
some offsets, because it takes asymmetric side-track responses into consideration, 
while the MTD assumes that the two side tracks have the same response. However, 
the MTD still has some advantages compared with the ITI canceller, because the 
ITI canceller only takes hard decision on the side tracks, while the MTD can take 
soft information from the side tracks, which might be the reason it has more 
tolerance to side track offsets. 
 
3.6. Conclusion 
In this chapter we focused on solving the problem of 2-D ISI in TDMR channels 
by using ITI mitigation detectors like MTD and the ITI canceller. Both methods 
require pre-reading and pre-detection process, which can be done by multiple head 
or multiple reading by a single head. In order to simulate the real world situation 
and maintain the overall complexity, we choose STD for detecting the side tracks.  
The detection it also based on the assumption of perfect synchronization between 
the tracks. The MTD and ITI canceller take advantage of side track information in 
different ways. The MTD uses side-track information in the BCJR to improve the 
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decisions, while the ITI canceller uses side-track data to estimate the ITI, and 
subtract it from the readback signal to give a cleaner signal for the detector. These 
methods are suboptimal approaches, but the simulation results showed some 
significant performance gains in the squeezed PMRC and in Voronoi TDMR 
channel model at low SNR. 
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Chapter 4 Noise Predictive Channel Detection 
ITI is not the only issue in a 2-D magnetic recording system. Another factor that 
impairs the performance of the channel detector is the noise, which consists of 
electronic thermal noise and media noise, where the media noise is dominant at 
high density systems. In this chapter we focus on the noise predictive detection 
techniques to suppress the effect of media noise with simulation results on PMRC 
and TDMR channel models.  
 
4.1. Introduction 
Optimal detection on an ISI channel with AWGN can be done by using a Viterbi 
or BCJR detector. Usually the electronic thermal noise in a magnetic recording 
channel is modeled as AWGN, which is independent OF the transmitted signals. 
However, in the PR equalization, the white Gaussian noise goes through the FIR 
equalizer and becomes correlated, such that those optimal detectors are not optimal 
in the presence of colored noise. Noise-predictive maximum-likelihood (NPML) 
techniques are [30] is an effective way of whitening the colored noise, by using the 
linear combination of past noise samples to predict the current noise sample. 
At higher densities, the media noise plays a dominant role in the noise 
component. In a discrete BPMR channel, the position and shape variation of the 
discrete islands is the main source of the media noise. In continuous magnetic 
recording media like in PMR or TDMR, since the media is made up of random 
50 
 
magnetic grains, the border between each bit magnetization is of a zigzag shape, 
such that there is jitter in the timing of data transitions. 
If we recall from Chapter 1, we modeled the media noise in the PMRC model as 
the first order position jitter noise in (1.4) and (1.5), which is related to the 
transition sequence. Therefore it depends on particular input data patterns. The idea 
is intuitive, for example, if the input patter is [-1,-1,…,-1] or [+1,+1,…,+1], there 
should be no jitter noise, on the other hand if the input pattern is alternate -1s and 
+1s, there will be much more jitter noise because of the large number of data 
transitions. In practice the interval of data transitions is controlled by RLL or 
modulation codes.   
Pattern-dependent noise prediction (PDNP) [31], which is an extension of NPML, 
not only whitens the colored noise, but also takes care of pattern-dependent media 
noise effectively. Not only does it work on the MLSD, it also works on the SBS 
soft-output MAP detector. Since the media noise is correlated with the input pattern, 
which means it contains useful information, by modifying the branch metrics in the 
Viterbi or BCJR detector, the performance of channel detection can be improved.  
 
4.2. Pattern-Dependent Noise Prediction 
In this section we review the process described in [31]. First of all the predicted 
noise sample ˆkn  depends on the linear combination of L previous noise samples, 
where we denote L as the prediction order or prediction taps.  
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The noise sample kn  is extracted as the difference between the channel output kr  
and the noiseless output kz .  
k k kn r z  ,                                                    (4.1) 
The channel output kr  is always available, but the noiseless channel outputs 
depend on kz  and its past L values for the specific bit pattern [ , , ]k L I kb b b  
where I is the PR channel memory. 
Therefore the noise vector 1 2( ) [ ( ), ( ), , ( )]
T
k k k Ln n n  n b b b b is a pattern 
dependent vector, and the predicted noise sample can be represented as an 
autoregressive process: 
1 1 2 2
1
ˆ ( ) ( ) ( ) ( )
( ) ,
k k k L k L
L
i k i
i
n q n q n q n
q n
  


   

b b b b
b
                        (4.2) 
where 
1 2( ) [ ( ), ( ), , ( )]Lq q qq b b b b  is the noise prediction coefficient vector, 
and we denote the noise correlation vector by  ( ) ( ) ( )kE nc b b n b  and the noise 
correlation matrix by  ( ) ( ) ( )TER b n b n b ,  
    By applying the Yule-Walker equations to the autoregressive model (4.2), the 
predictor coefficients and the prediction variance can be obtained for each data 
pattern: 
1( ) ( ) ( )T q b c b R b ,                                          (4.3) 
2 2 1( ) ( ) ( ) ( )Tp 
 b c b R b c b .                                 (4.4) 
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Unlike the AWGN channel, the expected channel output using PDNP will be the 
noiseless output plus the predicted noise. 
ˆ ˆ( ) ( ) ( )k k kr z n b b b .                                             (4.5) 
   If using a noise predictive Viterbi detector, the branch metric is modified by 
using (4.5) and replacing 2 with
2 ( )p b  
 
2
22
ˆ ( )1
exp
2 ( )2 ( )
k k
k
pp
r r


  
  
  
b
bb
.                                (4.6) 
Similarly, the branch transition probability can be modified for the noise 
predictive BCJR,  
 
2
1 22
ˆ ( )1
( , ) exp ( )
2 ( )2 ( )
k k
k k k k
pp
r r
S S P a


  
  
  
b
bb
.                (4.7) 
Note that the size of the trellis in the VA or BCJR is expanded when using PDNP 
by the number of prediction taps, the total number of states is 2I L . 
In the following experiments we only consider the BCJR as our channel detector. 
Based on our simulation environment, we need to execute the following steps to 
obtain the pattern dependent noise prediction.  
1. Find the noise sequence n using (4.1) based on a random training sequence. 
2. Find c(b) and R(b) by using a sliding window of each data pattern moving on 
the input sequence, if there is a match, record the noise vector n(b), then the 
expectations are calculated by averaging the values by the number of total 
matches on that sequence. Repeat this step for all data patterns.  
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3. Find q(b) and 
2 ( )p b  by substituting c(b) and R(b) into (4.3) and (4.4), 
stored in a lookup table. 
4. Find the predicted noise ˆ ( )kn b  by substituting q(b) and 
2 ( )p b into (4.2). 
5. In the PDNP-BCJR, the forward probability ( )k kS  and backward 
probability ( )k kS  stay the same as (2.17) and (2.18), but the transition 
probability 1( , )k k kS S   needs to be modified as in (4.7).  
 
4.3. Simulation Results 
First, let us test the PDNP algorithm on the conventional PMR channel model 
given in Section 1.1. The system SNR is defined as  
0 0
bESNR
N M


,                                               (4.8) 
where 0M is the jitter noise power, and 0N is the power of AWGN.  The jitter noise 
percentage is defined as 0
0 0
100%
M
M N


. 
We’ve tested the noise predictive BCJR with two different jitter noise 
percentages: 50% and 90%, and PMR channel density = 1.3536. The prediction tap 
set to zero defaults to the ordinary STD. The performance comparison is shown in 
Figs. 4.1 and 4.2. 
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Fig 4.1.  BER performance of the PDNP detector on a PMRC with 50% jitter noise. 
 
Fig 4.2.  BER performance of the PDNP detector on a PMRC with 90% jitter noise. 
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The results show that the performance gain from the PDNP detector is marginal 
in 50% jitter noise. But when we increase the jitter noise percentage up to 90%, we 
achieved more performance gain from the noise predictive detectors of about 0.3dB 
at BER=10
-5
, although we get little improvement from increasing the prediction 
taps.  
Next we use the noise predictive detectors on the TDMR model. We took the 
similar strategy to perform a simulation test of the noise predictive BCJR on the 
Voronoi channel model with areal density = 1Tb/in
2
 and BAR=2, as shown in 
Table 4.1. 
 
Prediction taps (L) Bit error rate (BER) 
0 22.69 10  
1 22.67 10  
2 22.67 10  
3 22.62 10  
 
Table 4.1.  Performance results for the PDNP detector on a TDMR channel model 
at 1Tb/in
2
, BAR=2. 
 
Unfortunately we do not get much gain from the noise predictive detector on the 
TDMR channel model. The reason is that at this density the interference comes 
mostly from ITI rather than from ISI. An intuitive idea is using a noise predictive 
BCJR coupled with ITI mitigating techniques that we discussed in Chapter 3. Since 
the noise prediction also requires trellis expansion, we choose to use ITI 
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cancellation instead of MTD to keep the low complexity of the overall channel 
detection. The noise prediction coefficients are based on samples of the signals 
coming out of the equalizer after ITI cancellation. The results are shown in Table 
4.2. Compared with Table 4.1, the BER goes down significantly thanks to the ITI 
canceller, but the contribution from the noise predictor is not much at this density. 
The amount of gain obtained by the noise prediction depends on the particular 
channel density and architecture parameters, such as BAR, etc. 
 
Prediction taps (L) Bit error rate (BER) 
0 21.55 10  
1 21.49 10  
2 21.51 10  
3 21.50 10  
  
Table 4.2.  Performance results for the PDNP detector on a TDMR channel model 
at 1Tb/in
2
, BAR=2, with ITI cancellation. 
 
4.4. Conclusion 
    In this chapter we focused on addressing the problem of media noise by using 
PDNP detectors. The idea is to use past noise samples to predict the current noise 
sample for different input data patterns, in order to improve the performance of 
channel detectors in the presence of data dependent noise. Our results showed that 
for the PMR channel, the noise predictive BCJR provides performance gain in the 
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presence of large amounts of jitter noise. It can also be combined with ITI 
cancellation techniques and used on the TDMR channel model for additional gains. 
But because of the severe 2-D interference environment of TDMR, the PDNP 
detector may not be a strong contributor to improve the performance of higher-
density TDMR channels. 
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Chapter 5 Conclusions and Future Work 
This dissertation focuses on the investigation of signal processing techniques for 
1-D and 2-D magnetic recording channels so as to address the challenges of the 
TDMR channel detection. In this chapter, we summarize the contributions of the 
dissertation and address some suggestions for future work. 
 
5.1. Concluding Remarks 
At the beginning of this dissertation, we took a look at several candidates for the 
next generation of HDDs, including BPMR, HAMR, MAMR and TDMR. We were 
interested in TDMR with SMR because it dramatically improves the disk capacity 
without changing the media. Most of the problems and challenges fall in the 
detection end, since the reader works on the overlapped tracks which are even 
narrower than the read head, the channel detector works in a environment of low 
SNR, two dimensional ISI and colored noise, therefore it requires sophisticated 
detection techniques to provide reliable data recovery.  
To build our research environment, we used a new Voronoi grain based channel 
model which contains the important features of TDMR with SMR, such as 
squeezed tracks, tilted bit cells, 2-D ISI, electronic and media noise, etc. Then we 
conducted an in-depth investigation of channel detection techniques on the TDMR 
channel. Since the complexity of optimal SBS 2-D detection is exponential on the 
data width, we had to consider suboptimal solutions. Our approaches were the 
extension of the conventional 1-D detection techniques, by using joint-track 
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equalization to optimize the 2-D PR target followed by MTD for joint detection, or 
using the ITI canceller to estimate and cancel the ITI from side tracks, followed by 
a standard BCJR detector. We used STD for pre-detecting the side tracks to lower 
the overall complexity. Then we used PDNP to linearly predict the noise sample, so 
as to improve the detection performance with colored media noise, especially the 
data dependent jitter noise. The results showed that our 2-D detectors had 
significant performance gains over the conventional 1-D detectors, allowing the 
ECC decoders with of a threshold of BER=10
-1.6
 to work on a 1Tb/in
2
 TDMR 
channel with multiple reads/heads.  
     
5.2. Suggestions for Future Work 
To approach the optimal 2-D channel detection is an open problem. Besides the 
MTD and the ITI canceller that we have considered, there are several 2-D detectors 
which can be taken into consideration in future research. To our knowledge the 
iterative row-column soft-decision feedback algorithm (IRCSDFA) [32], Markov-
chain Monte Carlo (MCMC) method [33] and generalized belief propagation (GBP) 
[34] are some useful techniques with limited complexity and near-optimal 
performance. We did not test each one of them on the TDMR model and compare 
to our MTD and ITI canceller, but that would be a natural recommendation for 
future work. A summary of these algorithms is included here for completeness. 
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A. Iterative row-column soft-decision feedback algorithm (IRCSDFA) 
The IRCSDFA in [32] is an extension of the iterative multi-strip detection [35]. 
The basic idea of multi-strip detection is to split the 2-D readback signal data block 
into multiple strips, and use BCJR detectors working on the strips one after another. 
The IRCSDFA apply the multi-strip detector in both row-by-row and column-by-
column directions on the 2-D data block, and the extrinsic information is 
exchanged between detectors in each direction for a certain number of iterations. 
We have mentioned in Chapter 1 that the direct implementation of BCJR on an 
M N  data block with ISI memory length of 
M NI I  should have a trellis of size 
2 N
M I
, which is exponential on the data width. In the IRCSDFA the strip width is 
no less than the ISI width in each direction, therefore the complexity of a regular 
IRCSDFA is reduced to the order of 2 M N
I I
. The complexity is still high for large 
size 2-D ISI, and a modified version proposed by Zheng et al. [36] uses Gaussian 
approximation (GA) instead of a multi-strip detector to make the strip width 
reduced to one, such that the overall complexity is dramatically reduced. 
 
B. Markov-Chain Monte Carlo Detection 
The MCMC based detection has been applied to the 1-D ISI channel in [37], and 
to the 2-D ISI channel in [33]. The 2-D MCMC detector uses Gibbs sampler to 
draw samples from target distribution and calculate the LLR for iterative detection. 
By using the samples instead of summations and integrations, the MCMC detector 
in [33] significantly reduced the complexity of 2-D detection from exponential to 
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polynomial on the ISI size, and showed better performance against the IRCSDFA 
of [32]. 
 
C. Generalized Belief Propagation (GBP) 
The generalized belief propagation (GBP) algorithm [38] is a message passing 
technique based on the standard belief propagation (BP) algorithm. GBP is used as 
2-D channel detector in [34], and has also been recently applied as a detector on a 
TDMR microcell model with 2-D ISI and data dependent noise [37].  
The standard BP is commonly used in LDPC decoding, but it cannot be directly 
applied as an MAP detector since the short cycles within the ISI model will 
deteriorate the performance, unlike the sparse graph of an LDPC code. GBP avoids 
this problem by using regions of nodes instead of individual nodes for message 
passing so the regions and their intersections (also called subregions) form a tree-
like graph which has no short cycles. The message passing between the regions can 
be executed by parent-to-child algorithm, child-to-parent algorithm and two-way 
algorithm, which are all explained in [38]. It is shown in [10] that the GBP reaches 
a near-optimal performance on 2-D ISI channel detection, so it is a strong 
competitor among the 2-D detectors for the next generation of HDDs.  
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Appendix A - List of Acronyms 
1-D   One-Dimensional 
2-D                 Two-Dimensional               
AWGN  Additive White Gaussian Noise 
APP   a posteriori Probability 
BAR   Bit Aspect Ratio 
BCJR   Bahl-Cocke-Jelinek-Raviv 
BER   Bit-Error Rate 
BP   Belief-Propagation 
BPMR   Bit-Patterned Magnetic Recording 
EAMR   Energy Assisted Magnetic Recording 
ECC   Error Correcting Code 
FFT   Fast Fourier Transform 
FIR   Finite Impulse Response 
FWHM  Full-Width-Half-Magnitude 
GBP   Generalized Belief Propagation 
GPR   Generalized Partial Response 
HAMR  Heat-Assisted Magnetic Recording 
HDD   Hard-Disk Drive 
IRCSDFA  Iterative Row-Column Soft-Decision Feedback Algorithm 
IFFT   Inverse Fast Fourier Transform 
ISI   Inter-Symbol Interference 
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ITI   Inter-Track Interference 
LDPC   Low Density Parity Check 
LLR   Log Likelihood Ratio 
LMR   Longitudinal Magnetic Recording 
MAMR  Microwave-Assisted Magnetic Recording 
MAP   Maximum a posteriori 
MCMC  Markov-Chain Monte Carlo 
ML   Maximum Likelihood  
MLSD   Maximum Likelihood Sequence Detector 
MMSE  Minimum Mean-Squared Error 
MSE   Mean-Squared Error 
MR   Magneto-Resistance 
MTD   Multi-Track Detector 
NPML   Noise-Predictive Maximum-Likelihood 
NRZ   Non-Return-to-Zero 
PDNP   Pattern-Dependent Noise Prediction 
PMR   Perpendicular Magnetic Recording 
PMRC   Perpendicular Magnetic Recording Channel 
PR   Partial Response 
PRML   Partial Response Maximum Likelihood 
RLL   Run-Length Limited 
RMS   Root-Mean-Square 
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RS   Reed-Solomon 
SBS   Symbol-By-Symbol 
SMR   Shingled Magnetic Recording 
SNR   Signal-to-Noise Ratio   
SOVA   Soft-Output Viterbi Algorithm 
SSD   Solid-State Drive 
STD   Single-Track Detector  
SUL   Soft Under Layer 
TDMR   Two-Dimensional Magnetic Recording 
 
 
 
