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Using the density matrix renormalization group on wide cylinders, we study the phase diagram
of the spin-1/2 XY model on the honeycomb lattice, with first-neighbor (J1 = 1) and frustrating
second-neighbor (J2 > 0) interactions. For the intermediate frustration regime 0.22 . J2 . 0.36,
we find a surprising antiferromagnetic Ising phase, with ordered moments pointing along the z
axis, despite the absence of any SzSz interactions in the Hamiltonian. Surrounding this phase as a
function of J2 are antiferromagnetic phases with the moments pointing in the x-y plane for small J2
and a close competition between an x-y plane magnetic collinear phase and a dimer phase for large
values of J2. We do not find any spin-liquid phases in this model.
PACS numbers: 75.10.Kt, 75.10.Jm, 73.43.Nq
The past few years have seen a major resurgence
in both experimental and theoretical interest in quan-
tum spin-liquid ground states [1]. Much of the inter-
est stems from strong evidence that quantum spin liq-
uids exist experimentally in several different materials
[1]. In the case of the kagome lattice material herbert-
smithite, ZnCu3(OH)6Cl2, for example, mounting exper-
imental evidence for a spin-liquid low temperature phase
[2–6] has coincided with recent strong numerical evidence
that the spin-1/2 Heisenberg kagome antiferromagnet has
a spin-liquid ground state [7], and that this state has Z2
topological order [8, 9]. The numerical work has become
possible through continued advances in density matrix
renormalization group (DMRG) techniques; these meth-
ods can now be used to study frustrated spin Hamilto-
nians on cylinders with widths up to 12 or 14 lattice
spacings, which, when combined with careful finite size
analysis, can determine phases and properties in the two-
dimensional thermodynamic limit with good confidence
in many cases. There is great interest in understand-
ing the kagome spin liquid in more detail, and in finding
other spin liquids in simple realistic models.
Recently, Varney et al. [10] studied the spin-1/2
XY model on the honeycomb lattice, with first-neighbor
(J1 = 1, 〈i, j〉) and frustrating second-neighbor (J2 > 0,
〈〈i, j〉〉) XY interactions, with Hamiltonian
H = J1
∑
〈i,j〉
(S+i S
−
j +H.c.)+J2
∑
〈〈i,j〉〉
(S+i S
−
j +H.c.). (1)
Based on exact diagonalization (ED) of various small
clusters, they suggested that a particular spin-liquid
ground state, a “Bose liquid,” appears for 0.21 . J2 .
0.36. Bose liquids may have a singular surface in mo-
mentum space, similar to a Fermi surface for a Fermi
system, with gapless excitations and power-law correla-
tions [11, 12], or they may be gapped and incompressible
[13, 14]. This spin model is equivalent to spinless hard-
core bosons with first- and second-neighbor hopping and
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FIG. 1: (color online) (a) Local magnetic moments for an
XC8 cylinder with J2 varying along the length of the cylinder.
The dashed lines show the locations of particular J2 values.
In (a), we show a cylinder with J2 varying from 0.12 to 0.30.
For J2 ∼ 0.22, the xy-plane Neel order rotates to z-direction
Ising order. In (b), J2 is varied from 0.28 to 0.46. The second
phase transition point is located at J2 ∼ 0.36.
zero off-site interactions. Our motivation for the present
study was to examine much larger lattices to see whether
we could determine if this system really has a spin-liquid
ground state in some region of the phase diagram in the
thermodynamic limit.
We have performed numerous DMRG [15–17] calcula-
tions on this model on long cylinders with circumferences
up to 12 lattice spacings. The properties of the ground
state are governed by the ratio J2/J1. In all of our cal-
culations, we take J1 = 1 and 0 ≤ J2 ≤ 1, thus antiferro-
magnetic interactions. The cylinder geometries we used
in our DMRG calculations are adopted from Ref. [18].
For example, XC8 represents a cylinder where one set of
edges of each hexagon lie along the x direction (which
always coincides with the cylinder axis), and there are
8 spins along the circumferential zigzag columns, con-
nected periodically (Fig. 1). The actual circumference
2FIG. 2: (color online) (a) The ground state on the XC8 cylin-
der at J2 = 0.5, showing strong dimer correlations aligned
horizontally. We call this state a dimer state. (b) The
ground state on YC6 cylinder at J2 = 0.5. It has xy-plane
collinear magnetic order, with antiferromagnetic chains along
the horizontal zigzag direction together with ferromagnetic
first-neighbor correlations between these zigzag chains.
(Euclidean distance) of XC8 is C = 4
√
3 lattice spac-
ings. For the YC6 cylinder, one set of edges of each
hexagon lies along the y (circumferential) direction and
there are 6 spins (in 3 pairs) along a straight circumfer-
ence of C = 9 lattice spacings [Fig. 2(b)]. For narrow
cylinders like XC8, we are easily able to achieve a trun-
cation error of about 10−8 with M = 2400 states, which
determines the ground state essentially exactly. For YC8,
our widest cylinder with C = 12, we need to keep M =
5800 to achieve a truncation error of 10−6—still excellent
accuracy. In all our DMRG calculations, we keep enough
states to make sure that the truncation error is smaller
than 10−6.
In the unfrustrated limit of J2 = 0, the ground state
has the expected Neel order in the xy plane. We find
that this phase extends to J2 ∼ 0.22. In the interval
0.22 . J2 . 0.36, we find an antiferromagnetic phase
that surprisingly has staggered magnetization polarized
along the z-direction in spin space; we call this Ising an-
tiferromagnetic order, to distinguish it from Neel order
in the xy plane. Finally, for J2 & 0.36, we find that
there is a close competition between a magnetically or-
dered xy-plane collinear phase and a magnetically dis-
ordered dimer phase. For example, on XC8 cylinders
at J2 = 0.5, the ground state is a dimer state, with
energy E = −0.3227; see Fig. 2(a). A collinear state
with an energy 1.2% higher on XC8 is metastable within
DMRG. Similarly, on XC12 cylinders the ground state
is also a dimer state with energy only 0.25% lower than
the collinear state. However, on XC10, YC4, and YC6
cylinders, the ground state at J2 = 0.5 is the collinear
state, and the dimer state is not even metastable; see
Fig. 2(b) for an illustration of the collinear ground state
on the YC6 cylinder. The collinear states on different
cylinders have relatively small finite size effects, with en-
ergy E ∼= −0.3189. In this letter, we will not try to
resolve this close competition between these two states
for J2 > 0.36 in the 2D limit; instead, we will focus on
the intermediate Ising phase regime.
From our DMRG calculations on large cylinders, we
agree with Ref. [10] about the rough locations of the
two phase boundaries and the properties of the phase for
small J2. However, in the intermediate phase we find
long-range Ising antiferromagnetic order, which was not
noticed in previous work on smaller systems. Thus we
conclude that this system does not have a spin-liquid
phase. In terms of bosons, this intermediate Ising phase
has “charge-density” order of the bosons, with higher
density on one sublattice than the other.
In Fig. 1, we present two cylinders to first give a quick
summary of the whole phase diagram. These are XC8
cylinders in which J2 is varied along the length of the
cylinder, showing locally the various phases. In Fig. 1(a),
J2 varies from 0.12 to 0.30. At the J2 = 0.12 left edge, a
staggered field in the xy plane was applied to “pin” the
Neel order. The ordered moments rotate from the x to
the z direction, indicating that there is a phase transition
between Neel and Ising order, at J2 ∼ 0.22. In Fig. 1(b),
J2 is varied from 0.28 to 0.46, with pinning bonds at
the J2 = 0.46 right end to pin dimer order. The phase
transition from Ising to dimer order is visible at J2 ∼
0.36. We also applied these methods to other cylinders
and find that the values of J2 at the estimated phase
transitions change only slightly between different width
and orientation cylinders. Thus the locations of these
phase transitions show only small finite size effects, which
is consistent with our agreement with the small-size ED
results from Ref. [10].
We have tested the stability of the Ising phase in sev-
eral ways. For example, one can measure the decay of
the local staggered magnetization away from an applied
staggered field on an end of the cylinder. For the Neel
ordered phase (small J2), when we apply the pinning
magnetic field along the z direction, |〈Sz〉| decays expo-
nentially from the cylinder end [Fig. 3(a)]. To similarly
test the Ising phase, we apply the pinning field along the
x direction at the ends of an XC8 cylinder with J2 = 0.3.
We find that |〈Sx〉| decays exponentially with distance
from the cylinder end with a very short correlation length
ξx = 1.8, but |〈Sz〉| rises from the end and saturates in
the center of cylinder (not shown). This provides solid
evidence that Ising order is very robust on this cylinder.
As another test, we have measured the correlation func-
tion |〈S+i (0)S−j (x)〉| and find that its correlation length
decreases as a function of increasing J2 for J2 near 0.22,
and then increases rapidly for J2 near 0.36. The mini-
mum correlation length is roughly ξ ∼ 1.5 at J2 = 0.3
(not shown). This result again confirms that xy-plane
order is absent in the intermediate phase.
In Fig. 3, we apply a staggered field with hz = 0.5 at
a cylinder end to measure the decay of |〈Sz〉| with dis-
tance from the end for various values of J2. As shown
in Fig. 3(a), |〈Sz〉| decays exponentially within both the
Neel and the dimer phases, but the correlation length
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FIG. 3: (Color line) (a) Local magnetization |〈Sz〉| versus
distance from the end of an XC8 cylinder for various J2 values.
(b) The magnetization at the cylinder center versus J2. (c)
The derivative of the central |〈Sz〉| versus J2. The peaks of
the derivative at J2 = 0.23 and 0.36 indicate the two phase
transition points.
gets longer and |〈Sz〉| becomes spatially uniform in the
cylinder center for the Ising ordered phase. In Fig. 3(b),
we show the magnetization in the cylinder center versus
J2. It is clear from this plot that the intermediate Ising
phase is a broad regime, and from its derivative versus J2,
we determine the two phase transition points at ∼ 0.23
and 0.36, which approximately match the phase transi-
tions determined from Fig. 1. It is interesting to note
that |〈Sz〉| is almost independent of J2 for much of this
intermediate Ising phase. The moment |〈Sz〉| ∼ 0.14 is
strongly reduced from the maximum “classical” value of
0.5.
The derivative of |〈Sz〉| shown in Fig. 3(c) shows
markedly different behavior for the two transitions, with
the second transition being much sharper. A natural
interpretation is that the phase transition between Neel
and Ising phases is continuous, but the second phase tran-
sition point is first order. To test this, we have performed
calculations on cylinders with a much narrower range of
J2 values along the length of the cylinder, zooming in
on the transitions. If the phase transition is first order,
we expect that the phase transition region should remain
narrow as we zoom in. For a continuous phase transition,
the phase transition region should broaden as we zoom
in. Varying the gradient of J2 by a factor of 5, we do find
that the Neel-Ising phase transition region broadens, but
the second phase transition region stays narrow. Thus, it
does appear that the former is continuous, and the latter
is first order. However, any conclusions about the second
transition are tentative, because of the close competition
between the dimer and collinear phases for J2 > 0.36.
To make sure that the Ising order is not a finite size
effect, we have studied the J2 = 0.3 system for cylin-
ders with various widths. Figure 4(a) shows |〈Sz〉| as
a function of x for XC and YC cylinders. In the in-
set, we plot the extrapolated magnetization at the cylin-
der center versus the inverse of the cylinder circumfer-
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FIG. 4: (color online) (a) The absolute value of the local
magnetization |〈Sz〉| for various XC and YC cylinders versus
distance along the cylinder. The inset shows the extrapo-
lated magnetization (extrapolated versus the truncation er-
ror) at the cylinder center, with error bars, versus the inverse
of cylinder circumference C. (b) The entanglement entropy
versus circumference for XC and YC cylinders in the inter-
mediate Ising ordered phase at J2 = 0.3. The intercepts are
consistent with zero.
ence. For these cylinders, the staggered magnetization
is nearly constant with circumference, taking a value of
about 0.135− 0.142. Thus, we believe that |〈Sz〉| ∼ 0.14
in the 2D limit for J2 = 0.3. If anything, the staggered
magnetization increases with increasing C, so this should
be viewed as a lower bound on the value in the 2D limit.
We also measured the entanglement entropy for various
cylinder sizes and extrapolated to see if there is a possible
topological entanglement entropy contribution (γ) [19,
20] see Fig. 4(b). Entanglement entropy area law states
that for a gapped phase S ∼ aL + γ + O(1/L), with L
its boundary length[21]. For a Z2 spin liquid, one would
expect γ = − ln 2. We find γ ∼ 0.09 for XC cylinders
and γ ∼ 0.04 for YC cylinders, values consistent with
zero, as expected for a nontopologically ordered state.
We expect that if we could include larger cylinders, the
resulting data would extrapolate to γ = 0.
Very recently, a variational Monte Carlo study of this
model has appeared [22]. In Ref. [22], a variational spin-
liquid wave function is constructed by decomposing the
boson operators into a pair of fermions with a long-range
Jastrow factor, with Gutzwiller projection enforcing sin-
gle occupancy. At J2 = 0.3, the lowest energy for such a
state had energy per spin E = −0.28154, which is ∼ 4%
higher than ED of the 4 × 4 × 2 torus (E = −0.295275)
[22]. Although this might appear to be a small difference
in energy, for competing phases in geometrically frus-
trated spin-1/2 models near spin liquids, this is actually
a very large energy difference. For example, the spin-1/2
kagome antiferromagnet (with J2 = 0) has an energy dif-
ference of only about 1% between the (metastable) hon-
eycomb valence bond crystal and the spin-liquid ground
state [7]. In our DMRG calculations, the energy per spin
for a specific cylinder geometry can be calculated by sub-
tracting two cylinders with the same width but differ-
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FIG. 5: (color online) (a) The extrapolation of the ground
state energy per spin for J2 = 0.3 versus truncation error
for the XC12 cylinder. The black curve is the energy per
spin from subtracting the energies of two XC12 cylinders with
lengths Lx = 20 and Lx = 16. The red curve is from sub-
tracting two cylinders with Lx = 24 and Lx = 20. These
two subtractions extrapolate to the same energy per spin
of −0.29445(1). (b) The ground state energy per spin for
J2 = 0.3 versus the inverse of cylinder circumference from
our DMRG calculations, compared with the variational Monte
Carlo (VMC) result from Table III in the supplemental ma-
terial of Ref. [22], and exact diagonalization [22].
ent lengths [17]. When the cylinder is long enough, this
method gives the energy per spin in the cylinder center,
with minimal edge effects. We show in Fig. 5(a) that
the energy per spin from subtracting two different pairs
of cylinders gives precisely the same energy for the XC12
cylinder. Thus, we find that the ground state energy per
spin is -0.29445(1) for an infinitely long XC12 cylinder
at J2 = 0.3. In Fig. 5(b), we compare our DMRG re-
sults for the ground state energy on various cylinders at
J2 = 0.3. For the cylinders we study, the DMRG energies
have quite small finite size effects. We estimate that the
ground state energy is E = −0.2945(1) in the 2D limit.
The small-size ED result is only slightly (∼ 0.26%) lower
in energy, due to its finite size effects. The state DMRG
finds has antiferromagnetic Ising order with the spin mo-
ments ordered in the z direction. This ordered ground
state has much lower energy than the variational spin-
liquid state.
We have not been able to find a simple analytical ar-
gument or calculation that gives an intuitive picture for
this Ising ordered state. However, viewing the system
as hard-core bosons at half filling provides an additional
perspective. The Hamiltonian can be mapped straight-
forwardly and exactly into a hard-core boson model with
first-neighbor hopping t1 = J1/4 and second-neighbor
hopping t2 = J2/4, since S
† = b†/2, Sz = b†b − 0.5.
The Ising order would appear as a charge density wave
(CDW) order, where the density is higher on sublattice A
(nA ∼ 0.64) than on sublattice B (nB = 1− nA ∼ 0.36).
Although there are only hopping terms in this hard-core
boson Hamiltonian, the hard-core constraint (one boson
per lattice site) is an on-site interaction. One could imag-
ine that this on-site interaction renormalizes in some way
to produce a first-neighbor density-density interaction,
which could produce the CDW. This system is the first
that we are aware of where a CDW is produced only from
the combination of frustrated hopping and a hard-core
constraint.
In summary, we have studied the J1 − J2 antiferro-
magnetic spin-1/2 XY model on the honeycomb lat-
tice on various cylinders with DMRG. Instead of a spin-
liquid ground state in the intermediate phase regime for
0.22 < J2/J1 < 0.36, we find an Ising ordered phase with
a staggered magnetization along the z direction that does
not show any strong finite size effects. This Ising order
is thus robust on various cylinder circumferences. We
obtain a ground state energy much lower than proposed
spin-liquid states, and a vanishing topological entangle-
ment entropy. Thinking about this in terms of the spin
model, it is somewhat puzzling to understand why this
phase appears, since there are no Szi S
z
j interaction terms
in the spin Hamiltonian. Describing the system instead
as hard-core bosons with frustrated hopping, this Ising
phase is then a Mott insulator with one boson per two-
site unit cell, and the Ising order is then CDW order that
breaks the Z2 sublattice symmetry of the unit cell. The
on-site hard-core interaction must induce a first-neighbor
repulsion that stabilizes this CDW order. Thus, although
this model unfortunately does not appear to exhibit a
spin-liquid ground state, it exhibits this somewhat sur-
prising CDW Z2 ordered phase.
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