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RE´SUME´ : Nous e´tudions le proble`me de lotissement et de se´quencement sur une ligne de production
soumis aux ale´as. La ligne contient k machines. Il y a n types de produits diffe´rents a` traiter. Un temps de
changement de se´rie est ne´cessaire quand on passe d’un type de produit a` un autre. Deux types d’ale´as ont e´te´
pris en compte : le rendement et le temps d’exe´cution. Le rendement est ale´atoire a` cause des rebuts, et le
temps d’exe´cution est ale´atoire parce qu’il y a des pannes ”machine”. La demande et les temps de fabrication
sont connus pour chaque type de produits. Le proble`me, que nous traitons dans cet article, consiste a` trouver la
se´quence et les tailles de lots dans le but de maximiser la probabilite´ de satisfaction de la demande pour tous
les lots sous la contrainte d’un horizon de planification donne´. Pour re´soudre ce proble`me NP-difficile, nous
utilisons la me´thode par de´composition, permettant de traiter les sous-proble`mes se´pare´ment les uns des autres,
ainsi qu’une approche ge´netique pour re´soudre la partie lot-sizing du proble`me.
MOTS-CLE´S : lotissement, se´quencement, ale´as, temps de changement de se´ries.
1 INTRODUCTION
Dans cet article nous examinons le proble`me de lo-
tissement et de se´quencement sur une ligne de pro-
duction de type flow-shop. La ligne contient k ma-
chines place´es en se´quence, elle est capable de fabri-
quer par lots des produits de n types diffe´rents. Un
lot est constitue´ d’une quantite´ de pie`ces de meˆme
type, traite´es successivement sur la ligne. La fabrica-
tion d’un lot est pre´ce´de´e par le temps de changement
de se´ries. Une partie des produits fabrique´s peut eˆtre
de´fectueuse. Les machines peuvent tomber en panne.
Nous conside´rons que le temps entre deux pannes et
le temps de re´paration sont des valeurs ale´atoires.
Soit T0 l’horizon de planification. Les parame`tres
suivants sont connus pour chaque type de produit i,
i = 1, . . . , n:
s0,i - le temps de pre´paration, si la fabrication com-
mence par un lot de produit de type i;
si,j - le temps de changement de se´rie, ne´cessaire
pour passer d’un lot de produit i a` un lot de
produit j, si,j ≥ 0, i 6= j;
di - la demande en pie`ces de bonne qualite´ pour le
produit de type i;
ti - le temps de production d’une pie`ce de produit i
sur une machine. Sans perte de ge´ne´ralite´, nous
pouvons conside´rer, que le temps de production
d’une pie`ce est le meˆme pour chaque machine q,
q = 1, . . . , k de la ligne;
βi - le niveau de service desire´ pour le produit i, i.e.
la probabilite´ minimale de satisfaction de la de-
mande pour le produit i;
Pour le proble`me conside´re´, nous supposons que
l’ine´galite´ triangulaire est satisfaite pour les temps
de changement de se´rie, i.e. pour chaque i, j et
e = 1, . . . , n l’ine´galite´ suivante est ve´rifie´e :
si,e + se,j ≥ si,j , (1)
Tenant compte de ce fait, tous les composants de
meˆme type doivent eˆtre fabrique´s en un seul lot.
L’objectif est de maximiser la probabilite´ d’avoir la
quantite´ voulue de pie`ces de bonne qualite´ pour tous
les types de produits. Pour cela nous devons opti-
miser :
• La se´quence de lots pi = (i1, i2, . . . , in) : le
temps total d’exe´cution de´pend essentiellement
de la pre´sence des temps de changement de se´ries,
de´pendant eux-meˆme de la se´quence.
• Les tailles des lots x = (x1, x2, . . . , xn) : a` cause
des rebuts et des pannes machines, il est diffi-
cile de trouver les quantite´s de pie`ces exactes a`
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lancer en fabrication pour satisfaire la demande.
L’augmentation du nombre des pie`ces lance´es
augmente la probabilite´ d’obtenir la quantite´ de
pie`ces de´sire´e pour un produit. En augmentant
la quantite´ des pie`ces lance´es, le temps restant
pour la production des pie`ces des autres produits
et les re´parations diminue, ce qui peut amener a`
une diminution de la probabilite´ totale.
Soit xbi - la quantite´ de pie`ces de bonne qualite´,
obtenue en lancant en fabrication xi pie`ces de type
i, i = 1, . . . , n.
En utilisant les notations ci-dessus, on peut formuler
notre proble`me comme suit:
P
(
xbi ≥ di| (pi, x)
) −→ Max, i = 1, . . . , n (2)
sous la contrainte que le temps total de production
soit infe´rieur ou e´gale a` T0.
2 ETAT DE L’ART
A l’origine, ce proble`me s’est pose´ dans l’industrie
e´lectronique. Une ligne de ce type fabriquait des
composants e´lectroniques pour le montage de mod-
ules spe´ciaux sur une autre ligne. La production des
composants et le montage des modules se faisaient en
juste a` temps (avec un minimum de stocks entre deux
lignes), d’ou` le crite`re d’optimisation choisi.
Il y a un grand nombre d’articles scientifiques sur les
proble`mes de lotissement et de se´quencement, mais la
plupart des proble`mes conside´re´s sont de´terministes.
Par exemple, (Emmons et Mathur, 1995) e´tudient un
proble`me de minimisation du temps total (makespan)
sur une ligne de production de type flow-shop. Il y
a n jobs a` traiter, divise´s en m groupes. Le temps
de changement de se´rie entre les jobs de groupes dif-
fe´rents n’est pas ne´gligeable. La comparaison de dif-
fe´rents algorithmes pour ce proble`me a e´te´ pre´sente´e
dans (Lee et al., 1997). L’article de (Potts et Kova-
lyov, 2000) examine des proble`mes de lotissement et
d’ordonnancement pour des configurations diffe´rentes
de lignes de production. L’ordonnancement avec les
temps et/ou les couˆts de changement de se´rie a e´te´
e´tudie´ dans (Allahverdi et Gupta, 1999), (Allahverdi
et al., 2008), etc.
Des ale´as peuvent arriver a` n’importe quel moment
du processus de fabrication : le temps d’exe´cution
ale´atoire, les rebuts (rendement ale´atoire), la de-
mande incertaine, les temps de livraison ou les de´lais
d’approvisionnement ale´atoires, etc.
Un temps d’exe´cution ale´atoire signifie, que le
temps total d’exe´cution re´el peut eˆtre diffe´rent du
temps d’exe´cution planifie´. Pour minimiser les con-
se´quences, les entreprises utilisent ge´ne´ralement des
stocks, et Material Requirement Planning (MRP)
pour les ge´rer. Un e´tat de l’art sur les proble`mes de
gestion de production sous ale´as avec utilisation de
strate´gie MRP a e´te´ pre´sente´ dans (Dolgui et Prod-
hon, 2007). Des exemples de proble`mes de ce genre
avec des me´thodes de re´solution correspondantes peu-
vent eˆtre trouve´s dans de nombreux articles - (Molin-
der, 1997), (Louly et Dolgui, 2004, 2009), (Gurnani
et Gerchak, 2007), etc.
Les pannes ”machines” sont une autre source
d’e´ve´nements ale´atoires. Si une machine peut tomber
en panne, le temps d’exe´cution devient ale´atoire.
Ge´ne´ralement, le temps de re´paration est e´galement
ale´atoire. Il y a certaines techniques pour estimer
la dure´e moyenne de production utile. Par exemple,
(Dolgui et al., 2008) conside`rent que le temps total de
re´paration est une fonction de temps de production
(fraction de´fective cas). (Gary C. Lin et Dah-Chuan
Gong, 2006) examinent l’effet des pannes machines en
Economic Production Quantity (EPQ) mode`le. Dans
ce papier, le temps de re´paration apre`s chaque panne
est constant, mais le temps entre deux pannes est une
variable ale´atoire avec une loi de distribution expo-
nentielle ne´gative. Certains auteurs ont de´ja` traite´
des proble`mes de lotissement et d’ordonnancement
en prenant en compte des pannes machines, voir (T.
Chakraborty et al., 2008), (Allahverdi A. et J. Mit-
tenthal, 1995), (Wang Chiu S., 2009), etc.
Si le rendement est ale´atoire, la quantite´ de produits
de bonne qualite´ peut eˆtre inferieure a` la quantite´ de
produits lance´s. Des me´thodes de base pour mod-
e´liser ce genre d’incertitude sont
le processus de Bernoulli - voir (Singh et al., 1988),
(Teunter et Flapper, 2003), etc,
Stochastically proportional yield - voir (Yao, 1988),
(Gerchak et al., 1994), (Haji et al., 2008) etc,
Interrupted geometric yield - voir (Guu and Liou,
1999), (and Guu and Zhang 2003), etc.
Dans la plupart des cas, le rendement est une variable
ale´atoire avec une loi de distribution connue. (Zhang
et Guu, 1997), par exemple, ont e´tudie´ les proprie´te´s
de la fonction de couˆt pour un proble`me de lotisse-
ment ou` la loi de distribution de rendement est quel-
conque. Yano et Lee (1995) ont pre´sente´ un e´tat de
l’art sur les diffe´rents syste`mes de production avec un
rendement ale´atoire.
Nous conside´rons le proble`me propose´ dans (Dolgui
et al. 2005). Les auteurs proposent une approche par
de´composition et une me´thode (programmation dy-
namique) qui permet de trouver une solution exacte
pour la partie ”dimensionnement de lots” du prob-
le`me initial. L’inconve´nient de cette me´thode est
le temps de calcul tre`s e´leve´. Dans ce papier nous
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proposons une approche ge´ne´tique pour re´soudre le
meˆme sous-proble`me. Cette me´thode donne la possi-
bilite´ de trouver la solution approche´e pour des prob-
le`mes de plus grandes tailles.
3 MODELISATION MATHEMATIQUE
3.1 Le processus de production
Prenons l’exemple d’un lot (voir la figure 1). Soit i
le premier lot a` fabriquer. Au de´but il y a un temps
de pre´paration s0,i. Apre`s avoir pre´pare´ la ligne pour
la production, la premie`re pie`ce de lot i entre sur la
premie`re machineM1. Au temps ti, la premie`re pie`ce
passe a` la machine suivanteM2; la deuxie`me pie`ce du
lot (s’il y en a) entre sur la machine M1, etc. La pre-
mie`re pie`ce du lot i quittera la ligne a` s0,i + kti. La
deuxie`me pie`ce sera finie a` s0,i+kti+ti. Si il y a ni re-
but ni pannes machines, le temps de production de xi
composants du lot i est e´gale a` s0,i + (k− 1)ti + tixi.
(k − 1)ti est le temps de chargement c’est-a`-dire le
temps que le lot i, i = 1, . . . , n passe de la premie`re
machine a` la dernie`re. Apre`s ce temps, la ligne peut
eˆtre conside´re´e comme une seule machine. Nous sup-
posons que des pannes ne peuvent arriver ni pendant
le temps de changement de se´ries, ni pendant le temps
de pre´paration, ni pendant le temps de chargement.
Figure 1: Un exemple de processus de production
La fabrication d’un lot avec des rebuts et des pannes
est pre´sente´e dans la figure 2. Si une panne arrive,
la production s’arreˆte pour la re´paration. Notons
que si le temps de re´paration re´el est supe´rieur au
temps de re´paration pre´vu (le temps de re´paration
pre´vu n’est pas suffisant), quelques pie`ces du dernier
lot (ou le dernier lot entie`rement) ne vont pas eˆtre
fabrique´es. Nous pouvons ne pas conside´rer le cas ou`
n − 1, n − 2, . . . lots ne peuvent pas eˆtre fabrique´s
a` cause du manque de temps, car la probabilite´ que
nous maximisons est alors nulle.
3.2 Mode´lisation des ale´as
Les machines sur la ligne de production sont impar-
faites, alors, comme mentionne´ ci-dessus, nous avons
deux types d’ e´ve´nements ale´atoires : des rebuts et
Figure 2: Des rebuts et des pannes
des pannes.
Pour mode´liser le rendement ale´atoire nous avons
choisi d’utiliser un processus de Bernoulli. Ainsi, nous
supposons que la qualite´ d’une pie`ce est comple`te-
ment inde´pendante des autres. Soit piq - la probabil-
ite´ que la qualite´ d’une pie`ce de type i, i = 1, . . . , n,
qui a e´te´ fabrique´e sur la machine q, q = 1, . . . , k,
est bonne. Les probabilite´s piq sont donne´es pour
chaque type de produit i et chaque machine q. Nous
supposons que la qualite´ d’une pie`ce peut eˆtre de´ter-
mine´e qu’apre`s la dernie`re machine, et que le temps
de passage entre deux machines conse´cutives est e´gal
a` ze´ro. Alors, nous pouvons calculer la probabilite´
pi, qu’un produit fini de type i soit de bonne qualite´,
comme suit :
pi =
k∏
q=1
piq, i = 1, . . . , n (3)
Nous conside´rons, que la probabilite´ pi
(
xbi |xi
)
d’avoir
xbi pie`ces de qualite´ a` partir de xi pie`ces fabrique´es
peut eˆtre calcule´e de la fac¸on suivante:
pi
(
xbi |xi
)
= Cx
b
i
xi (1− pi)(xi−x
b
i) px
b
i
i , (4)
ou` 1− pi - la probabilite´ de rebut.
Notre objectif est d’obtenir au moins di pie`ces de
bonne qualite´ pour chaque produit i, i = 1, . . . , n.
Alors, soit p>i (di|xi) la probabilite´ d’avoir au moins
di composants de type i de bonne qualite´, sous la
condition que xi composants aient e´te´ fabrique´s. Il
s’ensuit que
p>i (di|xi) =
xi∑
s=di
Csxi (1− pi)(xi−s) psi (5)
Pour mode´liser les pannes, nous utilisons un mode`le
de processus de renouvellement (voir Dolgui, 2002).
L’horizon de planification est divise´ en pe´riodes de
bon fonctionnement et d’indisponibilite´ (voir figure
3). Des pannes arrivent ale´atoirement, le temps de
re´paration de la ligne est e´galement une valeur ale´a-
toire.
MOSIM’10 - 10 au 12 mai 2010 - Hammamet - Tunisie
Figure 3: Un exemple du processus de renouvellement
Cette mode`le permet d’estimer le temps total ht de
bon fonctionnement de la ligne (cumulative working
time) pour un horizon de planification donne´. Pour
notre exemple de la figure 3, le temps total de bon
fonctionnement ht = h1 + h2 + h3 pour l’horizon de
planification t0. Nous supposons que les distributions
de temps entre deux pannes et de temps de re´paration
suivent des lois exponentielles ne´gatives.
En utilisant ce mode`le, il est possible de trouver la
probabilite´ p(ht < tm) que ht soit inferieur a` une cer-
taine valeur tm, si l’horizon de planification est e´gale
a` t0. Les explications de´taille´es peuvent eˆtre trouve´es
dans (Dolgui, 2002), nous donnons ici les e´quations
finales. Les parame`tres suivants sont suppose´s con-
nus:
1/uq - le temps moyen entre deux pannes sur la ma-
chine q, q = 1, . . . , k ;
1/rq - la dure´e moyenne d’une re´paration de la ma-
chine q, q = 1, . . . , k.
Soit U le taux de panne et R le taux de re´paration
de la ligne. Pour pouvoir conside´rer la ligne comme
une seule machine, les valeurs U et R peuvent eˆtre
calcule´es comme suit:
U =
k∑
q=1
uq, R =
(
k∑
q=1
uq/rqU
)−1
(6)
Notons, que pour une solution x = (x1, . . . , xn) don-
ne´e, le temps total de fabrication Tfab est connu et
e´gal a`
∑n
i=1 tixi. Alors, il nous faut estimer le temps
total de re´paration re´el T rrep. Soit T prep le temps de
re´paration planifie´, autrement dit, le temps restant
pour les re´parations apre`s avoir de´duit le temps Tfab:
T prep = T0 −
 n∑
j=1
sij−1,ij+
+(k − 1)
n∑
j=1
tij +
n∑
j=1
tijxij
 (7)
Nous pouvons calculer la probabilite´ que le temps de
re´paration re´el T rrep soit infe´rieur ou e´gal au temps
planifie´ T prep comme suit :
p
(
T rrep ≤ T prep|Tfab
)
=
1− exp{− (UTfab +RT prep)}×
∞∑
ν=1
 (UTfab)ν
ν!
ν−1∑
j=0
(
RT prep
)j
j!
 (8)
3.3 La fonction objective
Rappelons que le proble`me a` re´soudre est le suivant:
P
(
xbi ≥ di| (pi, x)
) −→ Max (9)
sous la contrainte
n∑
j=1
sij−1,ij+(k−1)
n∑
j=1
tij+
n∑
i=1
tijxij+T
r
rep ≤ T0 (10)
Maintenant nous allons montrer comment calculer la
probabilite´ (9) pour une solution donne´e. Rappelons,
que x = (x1, . . . , xn) - les tailles et pi = (i1, . . . , in) -
la se´quence des lots. Soit T+(x, pi) le temps de fabri-
cation des pie`ces des n− 1 premiers lots
T+ (pi, x) =
n−1∑
j=1
tijxij , (11)
et Tnr(pi, x) le temps restant pour la production du
dernier lot et les re´parations,
Tnr (pi, x) = T prep + tinxin =
T0−
 n∑
j=1
sij−1,ij + (k − 1)
n∑
j=1
tij + T
+(pi, x)
 ,
(12)
Ensuite, nous supposons, que xin = x
pos
in
. Alors, la
probabilite´ (9) de satisfaire toutes les demandes aura
la forme suivante :
P
(
xbij ≥ dij | (pi, x)
)
=
n−1∏
j=1
p>ij
(
dij |xij
)×
p>in
(
din |xin , T+, Tnr
)
(13)
ou` p>n (din |xin , T+, Tnr) est la probabilite´ d’avoir au
moins dn pie`ces de bonne qualite´ dans le dernier lot,
si il nous reste Tnr unite´s du temps pour fabriquer ce
lot et pour les re´parations potentielles. Nous pouvons
calculer cette probabilite´ de la manie`re suivante :
p>in
(
din |xin , T+, Tnr
)
=
xin∑
z=din
p>in (din |z)×
p+in
(
z|xin , T+, Tnr
)
, (14)
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ou` p+in (z|xin , T+, Tnr) est la probabilite´ d’avoir le
temps pour fabriquer exactement z pie`ces de produit
in. A son tour, cette probabilite´ peut eˆtre calcule´e
comme suit :
p+in
(
z|xin , T+, Tnr
)
= p>in
(
z|xin , T+, Tnr
)−
p>in
(
z + 1|xin , T+, Tnr
)
(15)
On peut conclure facilement que
p>in
(
z|xin , T+, Tnr
)
= p
(
T rrep ≤ T prep|Tfab
)
, (16)
si z ≤ xin , Tfab = T+ + tinz et T prep = Tnr − tinz.
4 UNE METHODE DE RESOLUTION
4.1 Pre´parations
Pour chaque produit i, i = 1, . . . , n nous avons le
niveau de service minimal souhaitable βi. Alors, nous
pouvons trouver les quantite´s minimales xmini des
composants de chaque lot a` fabriquer en utilisant la
formule suivante :
xmini = min
{
z| p>i (di|z) ≥ βi,
z = di, di + 1, . . .} (17)
ou` xmini est la taille de lot i, telle que la probabilite´
de satisfaire la demande di est supe´rieure ou e´gale a`
βi. Pour calculer la taille maximale d’un lot xmaxi ,
prenons un ε > 0 relativement petit. Alors
xmaxi = min
{
z| p>i (di|z) ≤ 1− ε,
z = di, di + 1, . . .} (18)
ou` xmaxi est la taille de lot i, telle que la probabilite´
d’avoir di pie`ces de bonne qualite´ soit proche de 1.
Pour avoir une borne supe´rieure plus pre´cise, calcu-
lons pour chaque produit i, i = 1, . . . , n les valeurs
suivantes :
xposi = min
{
xmaxi , x
min
i + T
p
rep/ti
}
(19)
Soit Xi =
{
xmini , x
min
i + 1, . . . , x
pos
i
}
l’ensemble des
tailles possibles pour le lot i, i = 1, . . . , n. Alors, le
produit carte´sien X = X1 × X2 × . . . × Xn donne
toutes les combinaisons des solutions possibles pour
les tailles de lots.
4.2 La de´composition
Soit Π l’ensemble de toutes les permutations pi sur
{1, 2, . . . , n}, et (pi∗, x∗) - la solution optimale du
proble`me. Notons que la se´quence de lots n’a
d’influence que sur la valeur Tnr, c’est-a`-dire sur le
temps pour la production du dernier lot et des re´pa-
rations. L’augmentation du temps total de change-
ment de se´rie diminue la valeur Tnr, donc diminue la
probabilite´ de satisfaire la demande. Pour optimiser
la se´quence des lots il faut re´soudre le proble`me suiv-
ant :
S (pi) =
n∑
j=1
sij−1,ij −→ Min, pi ∈ Π (20)
La minimisation de la fonction S (pi) est un proble`me
de recherche de chemin Hamiltonien le plus court
dans un graphe complet et oriente´ (si la distance en-
tre les deux sommets du graphe est e´gale au temps de
changement de se´rie entre deux produits correspon-
dants). (Dolgui et al. 2008) ont montre´s, que ce
proble`me est e´quivalent au proble`me de Voyageur de
commerce. Il y a une grande quantite´ des travaux
traitant de ce proble`me. Alors nous avons de´cide´ de
passer a` la re´solution de la deuxie`me partie du prob-
le`me - lotissement.
Nous supposons, que la se´quence de lots pi∗ a e´te´ trou-
ve´e en utilisant une des techniques connues. Tous les
lots sont nume´rote´s conforme´ment a` la se´quence trou-
ve´e. Alors, maintenant le proble`me est de maximiser
la probabilite´ suivante :
P (x) =
n−1∏
i=1
p>i (di|xi)× p>n
(
dn|xn, T+, Tnr
)
(21)
L’augmentation du nombre de pie`ces dans un
lot i entraine l’augmentation de la probabilite´∏n−1
j=1 p
>
i (di, xi), mais, aussi, la diminution de la
valeur Tnr, qui peut faire diminuer la probabilite´ fi-
nale.
Dans la section suivante nous proposons une me´thode
pour resoudre la partie lotissement ( e´quation (21) du
proble`me initial.
4.3 L’algorithme ge´ne´tique
4.3.1 Ge´ne´ration de la population initiale
Soit TP la taille de la future population. En prenant
en compte le fait, que nous calculons se´pare´ment la
taille de dernier lot, chaque solution (chromosome)
est repre´sente´e par un tableau de taille n − 1, ou
chaque e´le´ment est la taille de lot correspondante
(voir la figure 4, c’est un exemple de solution pour
un proble`me avec n = 7).
Figure 4: Un exemple de solution
Chaque solution est ge´ne´re´e ale´atoirement en respec-
tant les limites xmini et x
pos
i pour la taille de lot.
Apre`s avoir ge´ne´re´ une solution g = (g1, . . . , gn−1),
nous calculons la valeur T0−T+(g) = T0−
∑n−1
i=1 tigi,
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laquelle doit eˆtre compare´e avec Tnr pour s’assurer,
que cette solution est admissible. Enfin, il y a une
comparaison avec des solutions de´ja` ge´ne´re´es, pour
e´liminer des doublons.
4.3.2 La fonction d’e´valuation (Fitness)
La deuxie`me e´tape de l’AG est l’e´valuation de toutes
les solutions de la population. La valeur fitness pour
une solution g est calcule´e en utilisant les e´quations
des section (3.2) et (3.3) :
f(g) =
n−1∏
j=1
pi (di|gi)×
p>n
(
dn|xposn , T+(g), Tnr(g)
)
(22)
4.3.3 Le croisement
Quand une population est e´value´e, l’ope´ration de
croisement s’effectue de la manie`re suivante : les cou-
ples de parents se forment ale´atoirement a` partir de
toute la population. La probabilite´ de croisement
(quand deux enfants vont eˆtre cre´e´s pour une paire
des parents donne´e) est e´gale a` 0.8. Nous utilisons
l’ope´ration de croisement suivante:
1. Se´lectionner deux parents : gp1 et gp2;
2. Choisir le parent avec la valeur de fonction fitness
la plus e´leve´e, i.e. ensuite nous supposons que
f
(
gp1
) ≥ f (gp2);
3. Ge´ne´rer le nombre NomCr entre 1 et n − 1, ou`
NomCr est la quantite´ de ge`nes que nous allons
changer pour obtenir des nouvelles solutions;
4. Ge´ne´rer les NomCr positions qui vont eˆtre
change´es;
5. Proce´der de la manie`re suivante: si le ge`ne n’est
pas parmi ceux qu’il faut changer, alors ge1i =
ge2i = g
p1
i , sinon ( i est un ge`ne a` modifier) cal-
culer la diffe´rence diff = |gp1i − gp2i | et:
Si diff = 0, alors ge1i = g
e2
i = g
p1
i ;
Sinon ge´ne´rer une valeur ale´atoire ch entre 1 et
diff ( ch = 1 si diff = 1) et
• si gp1i +ch < xmaxi , alors ge1i = gp1i +ch;
• sinon ge1i = xmaxi ;
• si gp1i −ch > xmini , alors ge2i = gp1i −ch;
• sinon ge2i = xmini .
4.3.4 L’ope´ration de mutation
Pour pouvoir diversifier les solutions, nous utilisons
l’ope´ration de mutation pour l’ensemble des enfants
cre´e´s en dernie`re ge´ne´ration. La probabilite´ de muta-
tion est e´gale a` 0.05. Pour faire muter un chromosome
g = (g1, . . . , gn−1) il faut effectuer les pas suivants :
1. Ge´ne´rer une valeur m ∈ [1, . . . , n−1] qui donne le
nume´ro du ge`ne qui va muter pour une solution
donne´e ;
2. Ge´ne´rer la valeur vm ∈ {−2,−1, 1, 2}, laquelle va
eˆtre ajouter a gm.
3. Calculer la valeur g
′
m = gm + vm;
4. Ve´rifier:
• si g′m > xposm , alors g
′
m = x
pos
m ;
• si g′m < xminm , alors g
′
m = x
min
m .
Modifier le ge`ne m de la solution g.
A cet e´tape, il faut e´valuer la fonction fitness pour
les enfants cre´e´s en dernie`re ge´ne´ration, trier la pop-
ulation, supprimer les doublons (s’il y en a) et, enfin,
choisir TP meilleures solutions pour fonder la popu-
lation de la prochaine ge´ne´ration.
4.3.5 La recherche locale
La proce´dure de recherche locale est ge´ne´ralement ap-
plique´e a` la meilleure solution g = (g1, . . . , gn − 1)
(chromosome avec la valeur de fitness la plus e´leve´e).
Si la recherche locale a de´ja` e´te´ applique´e a` la
meilleure solution et ne l’a pas ame´liore´e, nous choi-
sissons une solution avec la valeur de fonction fitness
la plus e´leve´e parmi les autres qui peuvent encore eˆtre
ameliore´es. La proce´dure est la suivante:
1. Construire un ensemble V de solutions-voisines
pour la solution g, pour cela, pour chaque i,
i = 1, . . . , n− 1 faire:
• si gi < xposi , cre´er la solution gi1 =
(g1, . . . , gi + 1, . . . , gn − 1), gi1 ∈ V ;
• si gi > xmini , cre´er la solution gi2 =
(g1, . . . , gi − 1, . . . , gn − 1), gi2 ∈ V ;
2. Calculer la fitness de toutes les solutions de
l’ensemble V .
3. S’il existe une solution v ∈ V : f(v) > f(g), rem-
placer la solution g par v .
L’algorithme s’arreˆte apre`s un certain nombre de
ge´ne´rations.
5 DES RE´SULTATS EXPE´RIMENTAUX
Tous les tests ont e´te´ faits sur le HP Compaq 7700
Intel(R) Corel(TM)2 CPU 6400 2.13 Gz 1.97Gb de
RAM sous Windows XP. Les donne´es suivantes ont
e´te´ ge´ne´re´es pour chaque instance du proble`me :
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N Temps, sec Quantite´ (exacte) L’erreur moyenne
DP GAr RL GAr RL GAr RL
4 0.16 0.4 0.043 98 96 0.003 0.0022
5 0.25 0.14 0.03 98 99 0.028 0.0001
6 1.09 0.18 0.049 98 99 0.001 0.0001
7 33.71 1.21 0.4 95 97 0.011 0.0033
8 203.95 1.85 0.732 99 97 0.002 0.0006
9 405.81 1.62 0.673 97 97 0.009 0.0013
Table 1: Comparaison des me´thodes de re´solution pour des proble`mes de petites tailles, n ∈ {4, 5, 6, 7, 8, 9}
• la demande di, i = 1, . . . , n pour des pie`ces de
bonne qualite´ dans l’intervalle [5, 50] ;
• le temps moyen entre deux pannes 1/uq pour
chaque machine q = 1, . . . , k dans l’intervalle
[300, 500] ;
• le temps moyen d’une re´paration 1/rq pour la
machine q = 1, . . . , k dans [0.3, 1] ;
• des probabilite´s d’avoir une pie`ce de bonne qual-
ite´ pi, i = 1, . . . , n dans [0.9, 1) ;
• la probabilite´ de niveau de service minimal βi,
i = 1, . . . , n dans [0.9, 0.95].
L’horizon de planification T0 = 24 heures. Nous con-
side´rons que le temps total de changement de se´ries
est 2 heures. La ge´ne´ration des temps de fabrication
ti a e´te´ effectue´e comme suit :
• nous supposons, que le temps de fabrication total
T tfab (le temps de chargement inclus) est dans
l’intervalle [0.6 · T0, 0.7 · T0] ;
• pour obtenir le temps de production approxi-
matif pour chaque lot tlotfab, nous divisons T
t
fab
par le nombre de lots n ;
• pour obtenir le temps de fabrication approxi-
matif d’une pie`ce tpce pour chaque i, i = 1, . . . , n,
nous divisons tlotfab par di + k − 1 ;
• chaque ti, i = 1, . . . , n est ge´ne´re´ dans [0.5 ·
tpce, 1.5 · tpce].
Une approche exacte existe pour ce proble`me (voir
Dolgui, 2005). L’inconve´nient de cette me´thode est
que le temps de calcul est tre`s e´leve´. Les resultats
pour des proble`mes de petites tailles sont pre´sente´s
dans le tableau 1. La premie`re colonne contient la
taille du proble`me. Ici nous comparons le temps
de calculs en secondes (colonnes 2-4) et la qualite´
des solutions obtenus pas trois me´thodes : program-
mation dynamique (PD), approche ge´ne´tique avec la
recherche locale (GAr) et la proce´dure de recherche
locale (RL) suivante :
• Calculer la solution initiale xinit, ou` xiniti =(
xmini + x
pos
i
)
/2
• Appliquer la recherche locale (voir 4.3.5) jusqu’a`
ce que la solution s’arreˆte de s’ame´liorer.
Chaque re´sultat est la moyenne de 100 instances. Les
colonnes 5 et 6 montrent le nombre des cas (sur 100)
ou` les me´thodes approche´es obtiennent la solution ex-
acte. La diffe´rence moyenne entre les solutions ex-
actes et approche´es (pour les cas quand elles ne sont
pas les meˆmes) est pre´sente´e dans les colonnes 7-8.
Nous avons lance´ 100 instances pour des proble`mes
de tailles n = {10, 30, 50, 70}: 50 instances avec la
demande di, i = 1, . . . , n dans l’intervalle [5, 50] et
50 avec di ∈ [5, 100]. Les tableaux 2 et 3 contiennent
les re´sultats des comparaisons des temps de calculs et
des solutions obtenues par les me´thodes utilise´es, ou`:
• GA - approche ge´ne´tique;
• GAr - approche ge´ne´tique avec la recherche lo-
cale ( section 4.3.5);
• RL - recherche locale;
• RL(t) - recherche locale avec un temps de calcul
limite´ par le temps de calcul de GA+RL;
La premie`re colonne contient la taille du proble`me;
les colonnes 2, 3 et 4 les temps de calcul pour respec-
tivement l’algorithme ge´ne´tique sans recherche locale,
avec RL et RL seule. Remarquons, que le temps
de calcul de la recherche locale est plus e´leve´ de´ja`
pour des proble`mes avec un nombre de lots e´gal a`
50 si di ∈ [5, 50] et a` 30 si di ∈ [5, 100]. Nous pou-
vons constater aussi que le temps de calcul moyen est
plus e´leve´ pour le deuxie`me groupe d’instances. Les
colonnes 5-7 contiennent la difference moyenne entre
les solutions (probabilite´ finale) dans le cas ou` ces so-
lutions sont diffe´rentes. Les colonnes 8 et 9 montrent
le nombre de cas (sur 50) ou` l’approche ge´ne´tique ob-
tient une solution meilleure que les solutions obtenues
par recherche locale et recherche locale avec temps de
calcul limite´. Pour des probe`mes de taille importante
GAr trouve sa meilleure solution plus vite que RL.
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N Temps de calculs, sec Difference moyenne Quantite´ (exacte)
GA GAr RL GAr-GA GAr-RL GAr-RL(t) GAr-RL GAr-RL(t)
10 0.62 0.36 0.27 0.07 0.005 0.003 2 8
30 4.05 26.99 21.15 0.28 0 0.004 0 22
50 4.21 79.94 97.31 0.43 3E-06 0.012 1 43
70 9.74 274.77 340.27 0.55 0 0.022 0 44
Table 2: Comparaison de l’algorithme ge´ne´tique et de la recherche locale, n ∈ {10, 30, 50, 70} et di ∈ [5, 100]
N Temps de calculs, sec Difference moyenne Quantite´ (exacte)
GA GAr RL GAr-GA GAr-RL GAr-RL(t) GAr-LR GAr-RL(t)
10 1.09 1.01 0.77 0.07 0 0.002 0 7
30 6.8 38.51 47.17 0.14 0 0.015 0 29
50 3.72 142.43 162.15 0.23 0 0.009 0 31
70 10.65 385.76 460.67 0.42 0 0.023 0 37
Table 3: Comparaison de l’algorithme ge´ne´tique et de la recherche locale, n ∈ {10, 30, 50, 70} et di ∈ [5, 100]
6 CONCLUSIONS
Un proble`me de lotissement et de se´quencement sous
ale´as a e´te´ examine´. Des rendements ale´atoires et des
pannes machines ont e´te´ pris en compte. La ligne de
production traite des produits de n types diffe´rents
et contient k machines place´es en se´quence. Le but
a e´te´ de trouver la se´quence et les tailles de lots,
afin de maximiser la probabilite´ de produire les quan-
tite´s ne´cessaires pour tous les produits pour une date
donne´e (un horizon fixe´). Nous avons montre´ que
les de´cisions de lotissement et de se´quencent peuvent
eˆtre prises se´pare´ment. Le proble`me de recherche du
se´quencement optimal est e´quivalent au proble`me du
voyageur de commerce. Pour re´soudre la partie lo-
tissement du proble`me, nous avons propose´ un algo-
rithme ge´ne´tique. Dans la dernie`re section, des re´sul-
tats expe´rimentaux ont e´te´ pre´sente´s.
REFERENCES
Allahverdi A., and J. N. D. Gupta, 1999. A review
of scheduling research involving setup considera-
tions. International Journal of Management Sci-
ence, 27, p. 219-239.
Allahverdi A. et J. Mittenthal, 1995. Scheduling
on a two-machine flowshop subject to random
breakdowns with a makespan objective function
European Journal of Operational Research, 81, p.
376-387.
Allahverdi A., C.T. Ng, T.C.E. Cheng and M.Y. Ko-
valyov, 2008. A survey of scheduling problems
with setup times or costs. European Journal of
Operational Research, 187, p. 985-1032.
Chakraborty T., B.C. Giri et K.S. Chaudhuri, 2008.
Production lot sizing with process deterioration
and machine breakdown. European Journal of
Operational Research, 185, p. 606-618.
Dolgui A., 2002. Performance analysis model for
systems described by renewal process. Engineer-
ing Simulation (Electronic Modeling), vol. 24(2),
p. 3-11.
Dolgui A., M. Y. Kovalyov et K. Shchamialiova,
2008. Multi-product lot-sizing and sequencing on
a single imperfect machine. In Le Thi HA, Bou-
vry P and T Pham Dinh (Eds)Modelling, Com-
putation and Optimization in Information Sys-
tems and Management Sciences, (MCO’2008),
Communications in Computer and Information
Science, 14, p. 117-125. Springer-Verlag.
Dolgui A., G. Levin et M.-A. Louly, 2005. Decom-
position approach for a problem of lot-sizing and
sequencing under uncertainties. International
Journal of Computer Intergrated Manufacturing,
18(5), p. 376-385.
Dolgui A. and C. Prodhon, 2007. Supply planning
under uncertainties in MRP environments: A
state of art. Annual Reviews in Control, 31, p.
269-279.
Emmons H. and K. Mathur, 1995. Lot-sizing in a
no wait flow shop. Operations research letters ,
17, p. 159-164.
Gary C. Lin et Dah-Chuan Gong, 2006. On
a production-inventory system of de´te´riorating
items subject to random machine breakdowns
with a fixed repair time. Mathematical and Com-
puter Modelling, 43, p. 920-932.
Gerchak Y, Y. Wang et C.A. Yano, 1994. Lot siz-
ing in assembly systems with random yields. IIE
Transactions, 26(2), p. 19-24.
Gurnani H. and Y. Gerchak, 2007. Coordination in
decentralized assembly systems with uncertain
component yields. European Journal of Opera-
tional Research, 176, p. 1559-1576.
MOSIM’10 - 10 au 12 mai 2010 - Hammamet - Tunisie
Guu S. M. et F. R. Liou, 1999. An algorithm for
the multiple lot sizing problem with rigid de-
mand and interrupted geometric yield. Journal
of mathematical analysis and applications, 234,
p. 567-579.
Guu S. M. et A. X. Zhang, 2003. The finite multi-
ple lot sizing problem with interrupted geomet-
ric yield and holding costs. European Journal of
Operational Research, 145, p. 635-644.
Haji R, A. Haji, M. Sajadifar et S. Zolfaghari, 2008.
Lot sizing with non-zero setup times for rework.
Journal of Systems Science and Systems Engi-
neering, 17(2), p. 230-240.
Lee I., R. Sikora and M. J. Shaw, 1997. A ge-
netic algorithm-based approach to flexible flow-
line scheduling with variable lot sizes. IEEE
Transactions on Systems Man and Cybernetics,
27, p. 36-54.
Louly M.-A. and A. Dolgui, 2004. The MPS param-
eterization under lead time uncertainty. Inter-
national Journal of Production Economics, 90,
p. 369-376.
Louly M.-A. and A. Dolgui, 2009. Calculating safety
stocks for assembly systems with random com-
ponent procurement lead times: A branch and
bound algorithm. European Journal of Opera-
tional Research, vol. 199(3), p. 723-731.
Molinder A., 1997. Joint optimization of lot-sizes,
safety stocks and safety lead times in an MRP
system. International Journal of Production Re-
search, 35(4), p. 983-994.
Potts C. N. and M.Y. Kovalyov, 2000. Scheduling
with batching: A review. European Journal of
Operational Research, 120, p. 228-249.
Singh M. R., C. T. Abraham CT et R. Akella,
1998. Planning production of a set of com-
ponents when yield is random. In: Elec-
tronic Manufacturing Technology Symposium,
Design-to-Manufacturing Transfer Cycle. Fifth
IEEE/CHMT International, p. 196-200.
Teunter R. H. et S. D. P. Flapper, 2003. Lot-sizing
for a single-stage single product production sys-
tem with rework of perishable production defec-
tives. OR Spectrum, 25, p. 85-96.
Wang Chiu S., 2009. Robust planning in optimiza-
tion for production system subject to random
machine breakdown and failure in rework. Com-
puters and Operations Research , (in Press).
Yano C. A. et H. L. Lee, 1995. Lot sizing with
random yields: A review. Operations research,
43(2), p. 311-333.
Yao D. D., (1988). Optimal Run Quantities for
an Assembly System with Random Yields, IIE
Transactions, 20(4), p. 399-403.
Zhang A. X. et S. M. Guu, 1997. Properties of the
multiple lot-sizing problem with rigid demands
and general yield distributions. Computers and
Mathematics with Applications, 33(5), p. 55-65.
